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Résumé
Les travaux présentés ici, dans le cadre des Systèmes Multi-Agents (SMA)
et de l'Intelligence Articielle Distribuée (IAD), s'intéressent au problème de
l'organisation dans les  systèmes ouverts .
Dans ce cadre, nos recherches visent à dénir des modèles de compor-
tements sociaux permettant aux agents de s'organiser pour s'adapter à leur
environnement. Notre démarche fait appel, entre autres principes méthodo-
logiques, au concept de  cercle vertueux  qui se propose d'emprunter des
métaphores à d'autres disciplines scientiques pour concevoir des modèles in-
formatiques.
Dans un premier temps, nous recherchons dans les sociétés animales (en
l'occurrence chez les primates) des métaphores de comportements proches de
nos besoins. Nous dénissons alors des modèles d'agent qui permettent, en
simulation, de reproduire une des caractéristiques sociales observées chez les
primates, la reconnaissance des relations de dominance. Ces modèles font en-
suite l'objet d'une transposition à un domaine diérent, la construction col-
lective d'un lexique, pour estimer plus nement les dynamiques collectives
sous-jacentes.
Dans un second temps, nous nous intéressons à une expérimentation
de  Robotique Collective Ouverte  dans laquelle un groupe de robots doit
s'adapter à un environnement où travaillent des humains (projet MICRobES).
Nous montrons que dans ces conditions, une simple transposition n'est plus
possible et qu'il faut prendre en compte la corporéité des robots. Nous propo-
sons alors pour cela des principes de conception de comportements d'agents
faisant appel à la sélection naturelle (l'Éthogénétique) et nous présentons
les résultats obtenus avec un framework implémentant ces concepts (ATNoS-
FERES).
Nous montrons ainsi comment élargir les principes de départ en conci-
liant approche multi-agent et algorithmes évolutionnistes, en empruntant des
concepts issus de l'éthologie.
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Abstract
Social behavior models for agents and robots groups
This thesis takes place in the eld of Multi-Agent Systems (MAS) and
Distributed Articial Intelligence (DAI). We particularly focus on the issue of
the organization in open systems.
Thus our research aims at dening social behavior models, making the
agents organize and adapt themselves to their environment. Our approach
implies (among other methodological principles) the use of a  vertuous circle 
that proposes to use metaphors from other scientic elds to design models in
computer science.
In the rst part, we seek metaphors of behaviors that are close to our
needs in animal societies (especially primates ones). We dene agent models
that are able to produce, in simulation, one of the social features observed in
primates, i.e. the ability to recognize dominance relations. We then transpose
those models into a dierent application, the collective building of a lexicon,
in order to get indications on the collective dynamics involved in the models.
In the second part, we present an experiment of Open Collective Ro-
botics in which a group of robots has to adapt to an human-inhabited en-
vironment (MICRobES Project). We show that a simple transposition is not
possible any more under these conditions, and that the embodiment of the
robots has to be taken into account. Thus, we propose new design principles
for agent behaviors involving natural selection (Ethogenetics) and present
the results we have obtained with a framework implementing these concepts
(ATNoSFERES).
We therefore generalize the initial principles by conciliating the specic
features of both a multi-agent approach and evolutionary algorithms through
ethological concepts.
vi
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INTRODUCTION
 Il étudia sur le plan notre itinéraire, et nous fûmes
perdus 
L. Kloetzer in (Mouton 2001)
1
2
Chapitre premier.
Présentation de la problématique
Dans ce premier chapitre, nous allons préciser les concepts clefs du do-
maine dans lequel s'inscrivent nos travaux, celui des systèmes multi-agents
(SMA) et de l'Intelligence Articielle Distribuée (IAD). Nous dénirons aussi,
dans ce cadre, la problématique scientique que notre thèse entend aborder, à
savoir les mécanismes d'organisation sociale au sein d'un SMA placé dans un
environnement dynamique et ouvert à des partenaires humains.
1.1 Systèmes multi-agents et Intelligence Arti-
cielle Distribuée
Le domaine de recherches dans lequel s'inscrit cette thèse est celui de l'In-
telligence Articielle Distribuée (IAD) et des Systèmes Multi-Agents (SMA).
Agents et Systèmes multi-agents
Un agent peut être déni comme une entité informatique autonome,
située dans un environnement qu'elle peut percevoir et sur lequel elle peut
agir (Ferber 1995; Drogoul 1993). L'ensemble des actions réalisées par un
agent dans son environnement constitue son comportement.
L'agent a surtout vocation à constituer, avec d'autres, un système multi-
agent (SMA), c'est-à-dire un groupe organisé d'agents en interaction. On at-
tend d'un tel système qu'il manifeste un comportement collectif , autrement dit
que l'ensemble des actions individuelles des agents dans leur environnement et
de leurs interactions produise une structure particulière ou une action globale
sur l'environnement.
Il peut s'agir d'une certaine conguration spatiale des agents ou de l'en-
vironnement, de la résolution distribuée d'un problème ou d'un ensemble de
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contraintes (l'agencement des composants électroniques dans une voiture par
exemple (Foisel et al. 1999)), de l'accomplissement d'une tâche qui ne pour-
rait être eectuée par un seul agent, ou encore de la modélisation d'un système
physique ou biologique...
Pour que cette organisation se mette en place, il n'est pas toujours néces-
saire que les agents disposent d'une vision globale de l'ensemble du système :
une partie de l'approche multi-agent s'attache au contraire à montrer comment
des agents au comportement simple, ne possédant de capacités de perception
et d'action que locales, sont capables de créer des structures spatio-temporelles
complexes  telles que la production en simulation de nids de guêpes (Bona-
beau et Theraulaz 1994) ou d'embouteillages (Resnick 1994)  ou de ré-
soudre des problèmes diciles, comme c'est le cas dans l'ÉcoRésolution (Dro-
goul et Dubreuil 1992; Drogoul et al. 1991).
Les formes de l'IAD
L'étude et la conception de telles organisations d'agents articiels, quel
que soit leur degré de complexité individuelle, sont l'objet de recherche de
l'Intelligence Articielle Distibuée (IAD) (Erceau et Ferber 1991),
discipline dans laquelle on peut distinguer deux courants extrêmes :
 L'IAD  cognitive , héritière en partie de l'IA classique, s'intéresse à des
architectures d'agents utilisant des bases de connaissances symboliques
reposant sur des logiques modales, des mécanismes inférentiels, de la
planication, des protocoles explicites de négociation, de coordination
entre les agents, etc. (Rao et Georgeff 1991; Jennings 1993).
 L'IAD  réactive  met en ÷uvre des agents ne disposant que de capacités
de perception et d'action locales, sans connaissances explicites a priori
sur leur environnement.
Cette opposition vient du fait que l'IAD s'enracine dans une métaphore
sociale bicéphale. La métaphore la plus utilisée actuellement est celle de la
société humaine, distribuant aux agents l'approche cognitiviste de l'IA clas-
sique, qui vise à reproduire des facultés posées comme spéciquement humaines
(langage, raisonnement, etc.). La socialité, de même, est le produit de normes
sociales, de négociations, de la prise en compte explicite de dépendances entre
les agents. Elle est seconde par rapport à l'intelligence des agents et elle en
procède.
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L'autre approche s'appuie au contraire sur le modèle des sociétés ani-
males, et à plus forte raison sur celles dont les membres, pris séparément,
semblent les plus éloignés des capacités cognitives humaines (insectes sociaux
tels que les fourmis par exemple). La forme d'intelligence à laquelle on s'inté-
resse se distingue de la précédente en ce qu'elle n'a de sens qu'au niveau du
groupe d'une part, et qu'elle est d'autre part le résultat d'interactions locales
entre les agents.
Ces deux courants mettent l'accent sur des organisations très diérentes,
qui font chacune appel à des capacités cognitives spéciques. Les mécanismes
par lesquels l'organisation d'agents s'instaure et se manifeste dans un SMA
trouvent donc leur réalisation informatique à travers des architectures qui se
répartissent entre ces deux voies.
On aurait tort de croire que certains problèmes peuvent être  plus na-
turellement  abordés par l'une ou l'autre méthode. Un même problème, tel
que la classique compétition proies/prédateurs (Korf 1991; Bouron 1993),
peut être traité avec autant de succès au moyen d'approches fort diérentes.
Ceci dit, à l'opposition initiale entre deux types d'architecture d'agent,
issues de deux métaphores sociales, s'est superposé un second clivage, fondé
quant à lui sur le champ d'application des systèmes considérés.
 Dans l'un des pôles, les SMA doivent répondre à des spécications qui
peuvent être établies a priori et avec précision, dans le but d'obtenir une
fonctionnalité bien identiable. En règle générale cela n'est possible que
dans des cadres susamment balisés, dans des  environnements clos 
où rien de vraiment imprévisible ne peut se produire. Les SMA sont
alors une façon de programmer une application, et les problématiques de
recherche suscitées par cette approche se rattachent à celles du Génie
Logiciel (Parunak 1997).
 Dans l'autre, les SMA servent à construire des modèles d'interaction
entre des entités auxquelles on peut attribuer, au moins de manière mé-
taphorique, les caractéristiques d'un agent (telles que dénies plus haut :
perception et action dans un environnement). Les buts visés peuvent être
la simulation de phénomènes physiques (Servat 2000), biologiques ou so-
ciaux réels, l'exploration de dynamiques de groupes dans des  mondes 
complètement articiels (Epstein et Axtell 1996), ou encore l'immer-
sion distribuée d'artefacts (par exemple des robots ou des  objets com-
municants ) dans le monde réel.
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Les travaux que nous présenterons ici se rattachent essentiellement à ce
dernier axe, comme nous le montrerons au chapitre suivant.
1.2 L'organisation dans un SMA
Dans le cadre général des SMA, l'organisation des agents est un concept
clef mais encore mal déni. Elle constitue la spécicité d'un SMA par rapport
à un système parallèle, en ajoutant des contraintes aux comportements in-
dividuels des agents, en restreignant leurs possibilités d'action en vue d'une
certaine forme de coordination, donnant lieu le cas échéant à des structures
spatio-temporelles particulières ou à un comportement collectif intéressant. Ces
contraintes sont issues elles-mêmes de fonctionnalités qui apparaissent dans le
système du fait de l'activité des agents (cf. gure 1.1).
Organisation
Agents
Contraintes et
objectifs sociaux
Fonctionnalités
collectives
Fig. 1.1  L'organisation d'un SMA est le produit de l'interaction des agents,
mais elle rétroagit sur les comportements individuels de ceux-ci en imposant
un certain nombre de contraintes.  d'après (Ferber 1995)
Il faut garder à l'esprit qu'un SMA n'est pas qu'un système informatique
parallèle : dans ces derniers, les conits qui peuvent survenir au sein d'un en-
semble de processus accédant à des ressources partagées sont d'ordinaire régis
par un mécanisme centralisé de synchronisation (comme le font par exemple
les systèmes d'exploitation). Dans un SMA, les agents sont des entités auto-
nomes, qui doivent gérer de façon décentralisée les conits pouvant survenir
entre eux. C'est le rôle premier de l'organisation, que de prévenir ou à défaut
résoudre les conits d'accès aux ressources. Par ailleurs, les agents peuvent
avoir des objectifs communs et se coordonner ou coopérer pour les atteindre.
C'est également dans ce processus qu'intervient l'organisation.
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Le problème de l'organisation d'un SMA est généralement abordé au
moyen des métaphores sociales correspondant à l'un des deux paradigmes ci-
tés ci-dessus. En eet, dans les groupes humains ou animaux, l'organisation
du groupe est d'abord une organisation sociale, c'est-à-dire un ensemble de
règles partagées par tous, s'appliquant aux interactions entre individus. Les
comportements qui sont utilisés par les agents pour établir (explicitement ou
non) une organisation dans le système sont donc naturellement appelés  com-
portements sociaux .
Ces règles peuvent être xées explicitement, avec une valeur normative
(métaphore sociologique, fortement anthropomorphique), en tant qu'ensemble
de connaissances et de contraintes a priori qui vont fournir un cadre aux ac-
tions des agents, ou au contraire être inscrites implicitement dans les comporte-
ments individuels (métaphore biologique) et dans les modes de communication
entre agents (Quinqueton et Hamadi 1999). Dans le second cas, on parlera
en général d'organisation  émergente  (Jean 1997; Visetti 1996), au sens
où le comportement collectif qui peut être observé n'est pas immédiatement
déductible de l'ensemble des comportements individuels (il peut dépendre de
façon critique du nombre d'agents, de leur environnement, etc.).
Les organisations émergentes, si elles permettent de représenter par exem-
ple le fonctionnement de systèmes complexes existant dans la nature, posent en
revanche de sérieux problèmes quant à la conception d'un SMA en vue d'une
application précise, en dépit des eorts méthodologiques amorcés dans ce sens
(Müller 1998). Ceci dit, si l'on est capable de donner au système le moyen
de s'organiser lui-même, la forme de cette organisation sera en général particu-
lièrement adaptée à la fonction imposée au système, l'organisation ne faisant
alors que reéter des contraintes imposées aux comportements des agents par
la fonction souhaitée (Bonabeau et Theraulaz 1994).
En revanche, les organisations normatives (sauf lorsqu'elles font elles-
mêmes l'objet de recherches quant aux mécanismes par lesquels elles s'ins-
taurent et sont construites collectivement par un groupe d'agents), ne peuvent
être employées que dans un cadre bien spécique, prévisible, peu dynamique :
car en permettant l'introduction de règles explicites sur les interactions entre
agents, elles facilitent sans doute la conception du système, mais rien n'assure
que la forme imposée aux relations sociales soit adaptée fonctionnellement aux
événements pouvant survenir ultérieurement dans l'environnement (Agre et
Chapman 1987).
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Le débat qui oppose tenants de l'IAD cognitive et de l'IAD réactive,
celui qui met en regard l'utilisation d'agents pour la programmation d'une
application ou pour la construction de modèles, se retrouve donc également
dans la question des comportements sociaux.
Position de nos recherches
Le problème que nous nous proposons d'aborder dans cette thèse est la
recherche de modèles d'organisation sociale permettant à un groupe d'agents
d'opérer dans un environnement  ouvert .
Les sytèmes ouverts, tels qu'ils sont dénis par Hewitt (Hewitt et
Inman 1991), sont ceux :
1
o
dans lesquels l'environnement des agents est fortement dynamique et
imprévisible ;
2
o
où le groupe d'agents lui-même est ouvert (au sens où des agents
peuvent y entrer et en sortir), voire hétérogène (composé d'agents de
natures diérentes) ;
3
o
en interaction avec l'homme.
Les systèmes ouverts sont amenés dans un futur proche à se développer
et à s'insérer dans de nombreuses activités professionnelles ou domestiques.
Ce phénomène est déjà patent en ce qui concerne les agents logiciels ; ainsi,
un projet comme les Electric Elves de M. Tambe (Pynadath et al. 2000;
Scerri et al. 2000) vise à intégrer des organisations d'agents  intelligents 
(tels que des assistants personnels) dans un groupe humain, les obligeant à une
allocation distribuée des tâches à réaliser, et surtout à ajuster l'autonomie de
leurs comportements vis-à-vis des utilisateurs humains (pour éviter de prendre
des décisions jugées intempestives).
Les projets de ce genre s'accompagnent de plus en plus fréquemment
d'une distribution des  agents intelligents  sur des objets très diérents : or-
dinateurs personnels classiques, assistants de poche, matériel électro-ménager,
etc. Il semble bien que l'intégration d'organisations d'agents dans les sociétés
humaines passe dans les prochaines années par une  Intelligence Diuse 
(Drogoul et Servat 2001) qui  ancre  les agents logiciels auparavant dés-
incarnés dans des dispositifs techniques de plus en plus variés.
Plus visibles, les robots, d'abord limités aux machines-outils industrielles,
puis devenus un support d'expérimentation de nombreuses techniques informa-
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tiques (comme nous le verrons au chapitre 7), commencent déjà à envahir eux
aussi notre environnement quotidien.
Ce mouvement a été notamment amorcé par le biais de la  robotique de
compagnie , dont le robot-chien aibo de sony est une illustration fameuse,
et dans de nombreux travaux portant sur la robotique collective (Arkin 1998;
Asada et al. 1998).
Ce phénomène va conduire à court terme (quelques années au plus) à
l'émergence d'une  Robotique Collective Ouverte  dans laquelle des équipes
de robots auront à opérer au contact quotidien d'un groupe social humain, non
pas en tant que  machines  mais en qualité de partenaires.
Il apparaît alors nécessaire de les doter de capacités qui leur permet-
tront de s'insérer dans le groupe humain sans imposer à celui-ci des eorts
d'adaptation insupportables. En particulier, il leur faudra manifester des com-
portements  sociaux  ou  sociables  voisins de ceux qui sont à l'÷uvre
pour maintenir la cohésion entre individus dans toute société humaine.
Ces contraintes pesant sur les comportements sociaux humains sont telles
que nous les projetons volontiers sur toute entité animée, lui attribuant par
exemple des intentions (Dennett 1990), une individualité et un comporte-
ment social anthropomorphique. Nous sommes en eet habitués à interagir
avec des individus, et nous ne faisons rien d'autre en baptisant les animaux de
compagnie que renforcer leur statut d'individu.
Il sera possible sans doute de stimuler et d'encourager cette projection
spontanée d'intelligence en dotant les robots de comportements bien choisis.
L'individualisation des robots doit par ailleurs leur permettre de construire
une organisation sociale qui ressemble plus à celle d'un groupe humain que
d'une colonie d'insectes.
Nos recherches visent donc à étudier comment construire des modèles de
comportements sociaux pour des systèmes multi-agents ouverts et situés dans
un environnement social humain. Le projet MICRobES (décrit au chapitre 8),
qui vise à immerger un groupe de robots au sein du lip6, constituera une
application particulièrement représentative de ce problème.
1.3 Plan de la thèse
Nous commencerons dès le chapitre suivant par un examen des outils
conceptuels dont nous ferons usage dans l'ensemble de nos travaux.
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L'exposé de nos recherches se développera alors selon l'un de ces para-
digmes, celui du  cercle vertueux  qui se propose de puiser dans des phé-
nomènes naturels (biologiques ou physiques) des métaphores susceptibles de
conduire à des modèles fructueux.
Dans un premier temps, nous allons donc chercher dans des sociétés ani-
males et notamment celles des primates un certain nombre de phénomènes
sociaux jugés intéressants au regard de notre problématique d'IAD (chapitres
3 et 4). Nous proposerons, pour en rendre compte, de modèles qui feront l'objet
de simulations au moyen de SMA, pour établir leur capacité à reproduire des
mécanismes sociaux naturels (chapitre 5).
Il sera ensuite nécessaire, pour transposer ces modèles à d'autres do-
maines informatiques, d'en dégager la  substantique moelle , c'est-à-dire de
déterminer les dynamiques qu'ils peuvent produire hors de leur contexte initial,
dans d'autres types d'applications, pour d'autres espèces d'agents, toujours en
simulation. Nous examinerons pour cela les relations entre représentations so-
ciales et construction d'un langage dans une population d'agents (chapitre 6).
Dans un second temps, nous nous intéresserons au passage à une applica-
tion ancrée dans le monde réel (tout comme le phénomène qui a été modélisé et
simulé) : l'immersion d'un groupe de robots autonomes dans notre laboratoire
( Robotique Collective Ouverte , chapitre 7 et projetMICRobES, chapitre 8).
La poursuite du  cercle vertueux  conduirait à essayer de transposer
aux robots les modèles issus des simulations précédentes. Toutefois, nous serons
amenés à réviser un certain nombre de nos hypothèses pour tenir compte des
spécicités radicales de ces objets ancrés dans le monde physique que sont des
robots (chapitre 9).
Par suite nous proposerons d'autres types de modèles pour l'étude de la
socialité, inspirés également de phénomènes naturels, en l'occurrence l'évolu-
tion darwinienne (il s'agira de  l'Éthogénétique  et du framework ATNoS-
FERES, chapitres 10 et 11). Nous montrerons alors comment les limitations du
paradigme initial peuvent être surmontées pour conduire à une approche qui,
tout en s'appuyant sur la même démarche scientique, permet d'aborder des
problèmes dans un cadre plus large.
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Chapitre deuxième.
D é m a r c h e e t o u t i l s
 Ne demande jamais ton chemin à quelqu'un qui le
connaît, car tu ne pourrais pas t'égarer ! 
Rabbi Nahman de Braslaw.
Nous allons maintenant exposer le cadre méthodologique au sein duquel
se sont initialement déroulés nos travaux, la démarche que nous avons choi-
sie pour étudier des modèles de construction sociale, et les outils que nous
avons exploités pour cela. En particulier, nous rappellerons les liens étroits
qui unissent Éthologie et IAD, liens méthodologiques autant qu'épistémolo-
giques, sur lesquels repose une part importante des principes de modélisation,
de simulation et de validation.
2.1 Construire pour comprendre
2.1.1 Modèles et agents
Nos travaux de recherche visent à étudier comment des groupes d'agents
peuvent s'organiser pour adapter leurs actions à un environnement ouvert
(c'est-à-dire essentiellement socialisé et dynamique).
Pour cela, il est nécessaire de faire appel à des modèles. Un modèle est
 une représentation théorique qui ne prétend pas décrire dèlement l'objet
d'étude, mais qui revendique au contraire son caractère délibérément schéma-
tique, en même temps que sa fécondité eu égard à un objectif spécié  (Soler
2000).
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Au sein du paradigme général de l'agent et du système multi-agent, un
modèle d'agent est une description calculable du comportement des agents dans
leur environnement (incluant le cas échéant des représentations, des buts, etc.),
à distinguer en principe de la notion d'architecture d'agent, qui est le choix
de telle ou telle technique informatique pour implanter sur un ordinateur un
modèle d'agent donné.
Ces modèles présenteront naturellement un certain nombre de caracté-
ristiques intrinsèques (de nature mathématique par exemple), mais ce n'est
généralement pas selon celles-ci qu'ils seront évalués : car dans la mesure où
ils représentent les actions possibles d'entités agissantes, ils ne prennent tout
leur sens, et ne tirent leur valeur, que d'une mise en ÷uvre dynamique (il est
d'usage en informatique de parler de simulation, mais nous veillerons à préciser
ce que recouvre exactement ce terme dans la section 2.1.2).
En cela, un modèle d'agent s'oppose assez radicalement à un modèle ma-
thématique, essentiellement atemporel, dont toutes les propriétés (universelles
et nécessaires) peuvent être immédiatements déduites de lois dès qu'on dispose
de sa description formelle. C'est d'ailleurs ce qui fait l'un des intérêts d'une ma-
thématisation des modèles, mais aussi ses limites : théorèmes non prouvables
(Hofstadter 1985; Dennett 1996, pour un aperçu des conséquences), sys-
tèmes d'équations non intégrables (Poincaré 1893).
Le modèle d'agent, au contraire, ne fait que décrire des potentialités, des
liens plus ou moins sophistiqués entre perceptions et actions, mais le compor-
tement réel, lui, ne peut être observé que dans un environnement (un espace
dans lequel surviennent des événements, et qui contient d'autres agents). Dès
lors, il n'y a guère que dans des situations simpliées à l'extrême que l'on peut
prédire de façon certaine l'évolution du système  dans pareil cas, on peut
d'ailleurs douter de la pertinence de l'utilisation d'agents.
La compréhension scientique des phénomènes existants à l'état naturel
ou produits articiellement par des moyens informatiques sera donc abordée
ici au moyen de la construction de modèles d'agents et de leur mise en ÷uvre
expérimentale.
Il nous faut donc préciser d'une part, ce qu'est cette forme d'expérimen-
tation (ce qui sera l'objet des sections 2.1.2 et 2.2.2) ; d'autre part, comment
construire ces modèles de façon pertinente par rapport aux phénomènes à étu-
dier (cf.  2.2.1 et  2.3).
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2.1.2 La simulation multi-agent
Expérience et simulation
La fécondité d'un modèle, la validité d'une théorie scientique reposent,
dans le cas des sciences empiriques, sur une confrontation aux faits observables,
sur l' expérience .
D'un point de vue épistémologique, il convient de distinguer en fait quatre
notions :
1. L'expérience, en tant qu'ensemble de phénomènes et de données sen-
sibles, autrement dit ce qui se produit dans le monde et que nous pouvons
percevoir.
2. L'expérience scientique, qui consiste à  modier délibérément les
conditions de l'enchaînement naturel des phénomènes an de déterminer
quels paramètres concourent eectivement à produire un eet donné 
(Soler 2000) : il s'agit donc ici d'une méthode servant à mettre les théo-
ries à l'épreuve de l'expérience au sens 1.
3. La simulation, qui consiste à  pratiquer des tests sur un substitut de
la situation réelle [...] (le substitut étant supposé reproduire dèlement
les caractéristiques pertinentes essentielles de la situation à caractéri-
ser)  (op. cit.). Il peut s'agir de dispositifs physiques ou plus abstraits
(informatiques).
4. L'expérience de pensée, enn, qui est une expérience (au sens 2)
 uniquement conçue (et non pas eectivement [mise] en ÷uvre), car
irréalisable en fait ou en principe  (op. cit.).
Simulation et agents
Le terme informatique de  simulation  est issu de l'utilisation de cal-
culateurs électroniques pour résoudre des modèles équationnels (par exemple
dans le cas de systèmes non intégrables où il faut procéder par approximations).
Par la suite, une  simulation , en informatique, désigne tout programme
qui se substitue à une expérience, y compris à une expérience de pensée.
Prenons quelques exemples. Lorsqu'on modélise le comportement d'enti-
tés réelles, qu'elles soient biologiques (Drogoul et Ferber 1992) ou phy-
siques (Servat 2000), il s'agit bien d'une simulation au sens premier : on
construit un substitut informatique de la situation réelle, qu'il est possible de
paramétrer à volonté pour comprendre quels mécanismes sont impliqués dans
13
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le phénomène réel. On peut schématiser la méthode scientique employée au
moyen de la gure 2.1.
Æ
Déroulement de la
          !
simulation MA
Æ
Abstraction
Modélisation MA
x
?
?
?
?
y
Analyse des résultats
Interprétation

Dynamique
      !
du système

Fig. 2.1  Schéma habituellement invoqué pour dénir la simulation.
Le phénomène étudié est d'abord modélisé sous la formes d'entités abs-
traites, les agents, dont l'implémentation permet d'observer le fonction-
nement dynamique. Les résultats obtenus en simulation doivent alors
être confrontés à la dynamique du système réel.
En revanche, lorsqu'il est question de  modéliser  le comportement
de robots devant assurer une fonctionnalité collective (Drogoul et Ferber
1993), il ne s'agit plus nécessairement de robots réels (ni réalisables) : la si-
tuation simulée est ctive, imaginaire, construite ex nihilo dans le système
informatique. Pour autant, si l'on considère le  monde virtuel  que consti-
tue l'environnement  simulé , c'est-à-dire ce monde articiel et uniquement
informatique, ce qui est réalisé par le chercheur est bien une expérimentation,
puisqu'on peut faire varier séparément tous les éléments jugés pertinents pour
comprendre leur rôle dans le fonctionnement du système.
Autrement dit, le terme de  simulation informatique  recouvre deux
notions :
 la simulation au sens classique ;
 l'expérimentation dans un monde virtuel, purement informatique, qui
n'est relié au réel que par des métaphores.
La frontière entre ces deux acceptions n'est pas hermétique, elle dépend
en grande partie du niveau d'abstraction auquel on se place dans la dénition
du modèle. En eet, la plupart du temps une simulation même au sens originel
ne correspond pas au schéma 2.1 mais à celui de la gure 2.2 : les modèles
informatiques sont rarement construits directement à partir des phénomènes
eux-mêmes mais sont la traduction calculable soit de modèles préexistants,
dénis par des scientiques  du domaine , soit de généralisations abstraites
à partir d'une classe de phénomènes considérés comme semblables (Meurisse
et Vanbergue 2001; Doran 2001).
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Fig. 2.2  Schéma qui sous-tend fréquemment les simulations multi-
agents. Ce n'est pas le phénomène lui-même qui est modélisé, mais un
modèle de celui-ci, qui peut être un modèle construit par les chercheurs
 du domaine  (physiciens, biologistes), ou une classe de phénomènes
semblables (généralisation).
L'utilisation d'un SMA comme modèle formel pour la simulation n'est
donc pas neutre. Elle pose des problèmes spéciques mais apporte des solutions
originales à la question de la modélisation.
Un de ces  problèmes , fréquemment invoqué pour critiquer la simu-
lation par SMA, est celui de l'imprévisibilité des résultats et de la diculté
(voire de l'impossibilité) de leur formalisation. En eet, l'utilisation d'entités
fortement couplées (Cardon 2001b) ou dont les actions comportent une part
d'aléatoire introduit un indéterminisme dans l'évolution du système. Cela ne
signie pas, sauf cas très particuliers, que sa trajectoire devient radicalement
imprévisible, mais plutôt qu'elle suit des lois probabilistes. Cela peut se tra-
duire au niveau macroscopique par des lois déterministes
1
, par des attracteurs
(Prigogine 1996), par des régularités statistiques. La critique de l'indétermi-
nisme a donc peu de portée : au contraire, elle ne fait que souligner le potentiel
des SMA comme outil d'étude de phénomènes non déterministes.
Parfois en revanche, lorsque le but de la modélisation est de tenter une ex-
plication des phénomènes concernés, il peut être intéressant de s'attacher à une
analyse ne des comportements qui provoquent l'évolution du système, plutôt
qu'à des résultats globaux. Les SMA constituent là encore un modèle pratique,
puisque les comportements individuels, les interactions entre les agents, tous
1. En physique, la cinétique des gaz compte de telles lois pourtant fondées sur une hypo-
thèse d'agitation aléatoire des molécules.
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les événements qui surviennent peuvent être mémorisés, analysés, observés soit
directement, soit a posteriori.
Par ailleurs, l'utilisation d'agents permet de se rapprocher des entités et
des interactions rencontrées dans le système réel, ou postulées par la théorie.
Cet aspect était déjà amorcé avec la modélisation par objets, mais les agents
permettent de tenir compte plus aisément des interactions qui ont lieu dans le
phénomène étudié (Coquillard et Hill 1997).
Néanmoins, il y a un risque permanent de surestimer les résultats obtenus
au moyen d'une simulation multi-agent, lorsqu'elle vise à explorer un certain
nombre de propriétés d'un phénomène réel, car il est facile d'oublier le rôle joué
par le niveau d'abstraction où se situe le modèle d'agent (Edmonds 2000).
Plus celui-ci est proche du comportement précis des entités réelles, plus il
est possible d'obtenir des simulations  réalistes  (i.e. dont les résultats sont
d'une part comparables immédiatement au phénomène modélisé et d'autre part
très proches des données empiriques). Cela ne se fait qu'aux dépens de la gé-
néralité du modèle qui risque d'être inapplicable à des phénomènes légèrement
diérents.
Inversement on peut choisir d'opérer directement à un niveau d'abstrac-
tion relativement élevé. La simulation peut alors fournir une aide précieuse,
sur la base d'analogies dans les dynamiques observées, pour suggérer des ex-
plications quant au fonctionnement de systèmes réels dont elle s'inspire.
Enn, à l'extrême, on trouvera le domaine de la Vie Articielle (Lang-
ton 1988) qui se propose de reproduire informatiquement des mondes dans
lesquels des systèmes manifestent des caractéristiques semblables à celles des
êtres vivants. Les SMA, en mettant en avant la notion d'environnement  un
espace doué de propriétés spéciques, analogues aux lois physiques, contenant
des objets et qui est le lieu de la perception et de l'action des agents  et
celle de comportement, constituent des outils privilégiés pour la création de
ces  mondes articiels  et l'investigation autour de problématiques biolo-
giques fondamentales pour lesquelles l'expérimentation n'est pas ou n'est plus
possible.
L'approche Animat (Meyer etGuillot 1990;Meyer etWilson 1991),
en particulier, s'intéresse à une modélisation informatique des capacités adap-
tatives qui permettent à des animaux naturels ou  articiels  (les animats)
de survivre dans leur environnement. Elle regroupe ainsi des problématiques de
simulation et de conception autour du concept de  comportement adaptatif ,
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en des termes proches de la notion d'agent en IAD.
En retour, les mécanismes  inspirés du vivant
2
 peuvent à leur tour
servir au développement d'applications informatiques originales.
2.2 Éthologie et IAD
L'IAD réactive, en s'appuyant métaphoriquement sur les sociétés d'in-
sectes pour défendre le concept d' intelligence collective , a recherché nombre
de ses applications, de ses méthodes, de ses modèles dans une branche de la
biologie : l'éthologie. Nous allons voir que l'éthologie, en fait, n'intéresse pas
seulement l'IAD réactive, mais qu'elle apporte également un cadre méthodo-
logique et épistémologique pour la construction de phénomènes complexes au
moyen d'agents.
2.2.1 Qu'est-ce que l'éthologie?
Dénition et objet
L'éthologie est une branche de la zoologie qui se dénit avant tout comme
une étude comparée du comportement (Lorenz 1984), tout particulièrement
dans une perspective phylogénétique.
Cette étude s'applique aussi bien aux diverses espèces animales qu'à
l'homme, au moyen des mêmes méthodes, focalisées sur les comportements,
donc sur un ensemble de réactions objectivement observables.
Elle s'appuie pour cela sur une méthodologie originale (que nous pré-
sentons ci-dessous) et s'inscrit dans le cadre de la théorie de l'évolution par
sélection naturelle de Charles Darwin (Darwin 1859).
Deux approches
Konrad Lorenz, considéré comme le principal fondateur de l'étholo-
gie, distingue deux  motivations instinctives  (sic) chez l'éthologiste, qui se
traduisent par deux formes assez distinctes d'observation des comportements
animaux.
La première est celle des  chasseurs  : leur amour des animaux les
pousse à rejeter l'idée même d'étudier des animaux en captivité, et ils tentent
2. Au sens de l'expression anglaise life-like.
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de  justier rationnellement ce refus purement aectif avec l'argument selon
lequel on ne peut jamais savoir dans quelle mesure le comportement d'un ani-
mal est altéré par ses conditions de vie en captivité  (Lorenz 1984). C'est
en partie vrai, aussi l'observation des animaux dans leur milieu naturel est-elle
nécessaire pour ne pas sourir de tels biais. Mais ils omettent de mentionner
son principal avantage, à savoir  qu'elle permet une appréhension directe de
l'adaptation écologique de l'espèce en question . (op. cit.).
L'autre courant (le  type paysan ) consiste à étudier les animaux en
captivité, qui prête le anc à des attaques de la part des naturalistes qui es-
timent que l'altération du comportement est préjudiciable. Mais l'observateur
peut se livrer à de véritables expériences (au même titre que le physicien) et
comparer plus aisément diérentes espèces. De plus,  un second avantage de
l'observation des animaux en captivité résire paradoxalement dans les troubles
comportementaux provoqués par les conditions anormales de vie. [...] C'est
ainsi que l'observation des troubles comportementaux résultant de la détention
en captivité fournit bien souvent une foule d'informations inattendues sur la
nature et la formation de l'enchaînement comportemental en question  (op.
cit.).
Principes méthodologiques
Si l'éthologie n'apparaît en tant que telle qu'avec les travaux de Konrad
Lorenz et Nikolaas Tinbergen, elle s'enracine dans divers courants de la
biologie de la n du xix
e
siècle et du début du xx
e
.
En particulier, LloydMorgan, psychologue comparatiste, a formulé l'un
des principes méthodologiques fondamentaux de l'éthologie, le  canon de
Morgan  :
 En aucun cas, nous ne pouvons interpréter une action comme la
conséquence d'un exercice ou d'une faculté psychique plus haute, si
elle peut être interprétée comme l'aboutissement d'une faculté qui est
située plus bas dans l'échelle psychologique  (Morgan 1894).
Il s'agit en fait d'une application à l'interprétation des comportements
animaux du  rasoir d'Ockham , selon lequel il ne faut retenir que les plus
simples et le plus petit nombre d'hypothèses expliquant un même phénomène.
Mais elle a une importance intrinsèque eu égard aux schémas explicatifs utilisés
par l'éthologie.
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L'éthologie en eet combine de manière originale explication fonction-
nelle et explication causale (McFarland 1990). Un même comportement
peut être abordé selon deux axes complémentaires : l'un oppose causalité ef-
ciente (ou cause proximale, ou encore mécanisme) et causalité nale (ou
fonction), l'autre met en regard le comportement tel qu'il est actuellement et
son  histoire , la façon dont il s'est constitué. Le tableau 2.1 page 19 donne
une synthèse des quatre schémas explicatifs qui résultent de la combinaison de
ces deux axes.
Tab. 2.1  Les quatre schémas explicatifs qui interviennent en éthologie.
cause proximale cause nale
comportement
actuel
causes ecientes du com-
portement (physiologie, ré-
actions aux stimuli, inter-
actions...) : comment se dé-
clenche et se manifeste le
comportement
fonction adaptative du
comportement : son rôle
pour la survie ou le succès
reproductif de l'animal
 histoire  du
comportement
ontogenèse du comporte-
ment : comment il a évolué
durant le développement de
l'individu, depuis sa nais-
sance, comment il a été ac-
quis et s'est modié
phylogenèse du comporte-
ment dans l'espèce, au
cours de l'histoire évolu-
tive : pourquoi le compor-
tement a pris sa forme ac-
tuelle (évolution conjointe
du mécanisme et de la fonc-
tion adaptative)
Ainsi, avec le  canon deMorgan  d'une part pour régenter le choix des
hypothèses concernant les causes ecientes des comportements, et la théorie
darwinienne d'autre part, l'éthologie se donne les moyens d'interpréter un com-
portement d'une manière radicalement dépourvue de téléologie (c'est-à-dire de
nalité), mais qui peut pourtant être exprimée en termes intentionnels.
Elle rejoint en cela la  posture intentionnelle
3
 défendue par le philo-
sophe américain Daniel Dennett (Dennett 1990). Selon lui, il est parfai-
tement légitime d'interpréter un comportement en termes intentionnels indé-
pendamment de l'existence eective d' états mentaux  correspondants. L'at-
tribution d'intentionnalité est une heuristique souvent fructueuse pour com-
prendre un phénomène, tout particulièrement chez les êtres vivants.
3. L'expression  posture intentionnelle  traduit ordinairement l'expression anglaise in-
tentional stance utilisée par Daniel Dennett.
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Le pont entre les causes ecientes et la  raison d'être  d'un compor-
tement s'appuie sur l'hypothèse, constitutive de l'éthologie, selon laquelle les
comportements observés ont été sélectionnés en vertu de leur valeur adapta-
tive. La théorie darwinienne de l'Évolution suppose un processus  aveugle ,
radicalement dépourvu de nalité, mais qui, parce qu'il agit en faveur d'une
adaptation fonctionnelle des organismes à un environnement, peut être inter-
prété comme téléologique (Dennett 1996).
La question du  pourquoi?  en éthologie a donc réussi à écarter les ré-
ponses nalistes, téléologiques, au prot de réponses non nalistes qui peuvent
néanmoins être formulées en termes nalistes. L'éthologie fait appel pour cela
à la notion de téléonomie proposée par Collin Pittendrigh qui permet d'ex-
pliquer un comportement conduisant à un objectif en termes d'adaptation
favorable du point de vue de la sélection naturelle.
Nous allons voir à quel point ce débat sur la nalité et l'intentionnalité
trouve des échos en IAD.
2.2.2 L'éthologie comme référence épistémologique en IAD
Les méthodes employées en éthologie, que ce soit pour la formulation
d'hypothèses sur les causes ecientes, pour l'observation des phénomènes ou
pour leur interprétation, ont fortement inuencé l'IAD. Nous allons décrire
ceux de ces principes que nous avons mis en application dans nos travaux
(Picault et Collinot 1998b).
Le  réductionnisme méthodologique 
Il s'agit d'une forme de réductionnisme appliquée aux entités informa-
tiques, et plus spécialement aux architectures et aux modèles d'agents, mises
en ÷uvre dans les systèmes que nous allons construire.
Il s'illustre essentiellement à travers le  principe de parcimonie 
déni par Alexis Drogoul par analogie avec le canon de Morgan :
 Il n'est pas nécessaire de faire appel à un agent de granularité élevée
pour résoudre un problème donné s'il s'avère qu'un agent doté d'une
granularité inférieure est capable de lui trouver une solution  (Dro-
goul 1993).
La notion d' échelle psychologique  invoquée par Morgan fait place
ici au concept de granularité, qui repose sur la taille, la complexité, les coûts
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associés à telle ou telle architecture d'agent et à tel ou tel modèle d'agent.
4
L'utilisation concrète du principe de parcimonie requiert une démarche
spécique, l'approche incrémentale dans la construction des modèles d'agents,
à savoir commencer par tester la pertinence des modèles les plus simples avant
d'examiner la nécessité de modèles plus compliqués.
Parcimonie, construction et explication
Cette construction incrémentale des modèles peut sembler en partie para-
doxale dans une démarche de simulation de phénomènes réels, dans la mesure
où l'on pourrait chercher au contraire, au moyen d'une architecture cognitive,
à représenter des entités considérées comme complexes dans toute leur com-
plexité.
Mais il ne faut pas oublier qu'un modèle est d'abord une représentation
abstraite, simpliée volontairement, du phénomène à expliquer. En utilisant
les schémas éthologiques, il tire souvent intérêt de sa simplicité.
Prenons un exemple, emprunté à M. Resnick (Resnick 1994).
1. On observe un système dans lequel des agents déplacent des objets.
2. On constate au l du temps que les objets, initialement tous dispersés,
se retrouvent au bout d'un moment rassemblés en un tas unique.
On peut donc légitimement donner une interprétation de leur activité
collective en termes intentionnels : les agents  cherchent à  déposer les objets
au même endroit. C'est la fonction du système.
C'est alors qu'intervient le schéma des causes ecientes : comment les
agents parviennent-ils concrètement à ce résultat commun? Plusieurs méca-
nismes peuvent être proposés, notamment celui d'une coordination explicite,
planiée, entre les agents. Mais dans une certaine mesure ce type d'hypothèse
n'explique rien, elle peut être reformulée sous la forme d'une tautologie :  les
agents rassemblent les objets au même endroit parce qu'ils cherchent à ras-
sembler les objets au même endroit .
Or on peut opposer à cette version téléologique une hypothèse reposant
sur des comportements plus simples (ceux qui d'ailleurs sont eectivement
implantés dans les agents) : chaque agent, indépendamment des autres et en ne
4. Ce principe peut en fait s'appliquer à deux niveaux : d'une part, essayer de construire les
modèles les plus simples possibles, d'autre part, les implémenter au moyen des architectures
les plus économiques.
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transportant qu'un objet à la fois, prend un objet lorsqu'il en trouve un, puis
le dépose auprès d'un autre objet rencontré sur son chemin
5
.
Le fonctionnement apparemment téléologique du système émerge donc en
fait de comportements téléonomiques d'agents en action dans un même envi-
ronnement  c'est-à-dire des comportements qui ne visent pas explicitement à
réaliser la fonction globale observée, mais qui y concourent néanmoins par leur
eet local et distribué. Non seulement cette hypothèse permet de comprendre
par quels mécanismes la fonction se constitue, mais en plus, du point de vue
de la conception de systèmes informatiques, elle permet de dissocier la fonc-
tion réalisée au niveau collectif des moyens mis en ÷uvre pour l'atteindre 
contrairement à l'hypothèse téléologique.
S'il est possible d'interpréter une même situation en postulant ou non un
comportement téléologique de la part des agents, le canon de Morgan nous
incitera à préférer une approche réactive qui ne fait appel, au plus, qu'à la
téléonomie.
Resterait, dans un système vivant, à utiliser les schémas historiques :
comment ces comportements se sont-ils développés, pour quelles raisons adap-
tatives ont-ils évolué jusqu'à leur forme actuelle?
La réponse la plus fréquente dans le cas de systèmes informatiques est que
la fonction du système est imposée par le concepteur, ce qui fonde un certain
type de méthodologie (Drogoul 2000).
Nous verrons dans la partie ii (à partir du chapitre 9) comment ces sché-
mas ontogénétiques et phylogénétiques peuvent être également pris en consi-
dération et quels sont leurs apports en termes de modèles, de concepts et de
méthodes.
Simulation, expérience, interprétation
Les SMA sont parfois considérés comme des systèmes  non ables  sous
prétexte qu'ils ne produisent pas des résultats de façon déterministe.
Or les schémas d'interprétation et d'explication issus de l'éthologie nous
semblent parfaitement appropriés pour compenser l'indéterminisme possible
des SMA. En eet, si un SMA  en général  n'est pas forcément prévisible,
il n'en reste pas moins que les agents qui le composent agissent en fonction de
5. Ainsi, au gré de uctuations aléatoires, les objets se concentrent d'abord en petits tas,
dont les plus petits nissent par disparaître au prot de tas de plus en plus gros. Au bout
d'une durée plus ou moins longue, il ne peut rester qu'un seul tas.
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leur environnement. Autrement dit, le comportement global du système reète
la complexité de l'environnement. L'éthologie, précisément, fait intervenir dans
ses interprétations fonctionnelles la notion d'adaptation au milieu.
Comprendre comment un agent ou un SMA se comporte dans un certain
type d'environnement, c'est justement permettre d'expliciter les conditions
d'obtention de telle ou telle fonction, ce qui obère largement l'argument du
 manque de abilité .
Nous avons évoqué précédemment ( 2.1.2) la nature assez particulière de
la simulation informatique, et plus spécialement de la simulation multi-agent,
à savoir que la frontière entre simulation et expérience est assez oue.
Dans ce cadre également, l'éthologie apparaît comme le cadre épistémo-
logique adéquat :
 Les méthodes expérimentales de la physique s'attachent à des expériences
répétables, parce qu'elles supposent qu' il existe des ensembles d'objets
à certains égards tellement semblables qu'ils peuvent être jugés inter-
changeables vis-à-vis d'une expérience donnée  (Soler 2000). Ce n'est
le cas que rarement dans les SMA (Servat 2000, qui précisément s'inté-
resse à la simulation de phénomènes physiques).
 Les méthodes des sciences humaines conduisent trop facilement à des
réductions drastiques de leur objet d'observation (théorie des jeux par
exemple), ou à l'inverse à des explications en termes exclusivement in-
tentionnels, téléologiques.
 L'éthologie au contraire permet de faire le lien entre une démarche de
conception orientée vers une nalité (les spécications du concepteur
remplaçant la sélection naturelle) et des modèles explicatifs minimaux
pour ce qui concerne les causes ecientes des comportements.
2.2.3 L'IAD comme  éthologie synthétique 
Ainsi que nous l'avons évoqué à propos de la Vie Articielle, les SMA
sont un support idéal pour construire des  mondes articiels  plus ou moins
réalistes.
Ils peuvent en particulier constituer les bases d'une  éthologie synthé-
tique  (MacLennan 1991) en devenant de véritables  laboratoires virtuels 
qui permettent, après une phase de validation des modèles, de faire réaliser par
les  chercheurs du domaine  eux-mêmes, in silicio, des expériences qui non
seulement ne sont pas réalisables sur les systèmes réels, mais qui en outre sont
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en mesure de leur suggérer des hypothèses (Drogoul 1993, pour manta par
exemple). La simulation informatique permet alors en quelque sorte de  réa-
liser  des expériences de pensée (avec toutes les réserves que cela implique en
termes de réalisme).
2.3  Cercle vertueux  et conception de SMA
De la simulation à la conception
L'utilisation de principes inspirés de l'éthologie a été fructueuse en IAD,
et a conduit à l'élaboration d'un certain nombre d'approches cherchant à ex-
plorer le lien entre la simulation de systèmes naturels et la conception d'appli-
cations informatiques au moyen de mécanismes  semblables  (SMA réactifs
notamment).
En particulier, Alexis Drogoul a proposé le paradigme du  cercle
vertueux  (Drogoul 2000), dans lequel les modèles utilisés pour des simula-
tions de phénomènes naturels sont réutilisés, au moins en tant que métaphores,
pour la conception de systèmes articiels dans d'autres domaines (par exem-
ple pour de nouvelles méthodes de résolution de problèmes). Ces applications,
à leur tour, permettent d'aner les techniques de modélisation et de simula-
tion multi-agent, donc fournissent des outils plus adaptés encore aux sciences
humaines et naturelles (cf. gure 2.3).
Pour passer de la simulation à d'autres domaines d'application, deux
approches opposées sont possibles (Drogoul 2000) :
 L'approche par transposition consiste essentiellement à reproduire une
fonction collective propre à un système naturel dans un SMA. Par exemple,
le tri collectif eectué par une colonie de fourmis peut aisément être réuti-
lisé tel quel pour des groupes de robots (Deneubourg et al. 1991).
 L'approche par analogie, quant à elle, s'attache à réutiliser la manière
dont la fonction se construit à partir des dynamiques d'interactions entre
les agents, ou entre les agents et leur environnement, et ce indépendam-
ment de la nature de la fonction elle-même. Il s'agit donc de comprendre
des dynamiques d'auto-organisation pour les appliquer à d'autres fonc-
tions collectives. L'une des meilleures illustrations de cette approche est
l'ÉcoRésolution (Drogoul et Dubreuil 1992; Drogoul et Du-
breuil 1993; Drogoul et al. 1991).
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Analyse
Conception
Systèmes
multi-agents
Sciences humaines
et naturelles
Simulation
multi-agent
métaphores
méthodes
outils de
modélisation
modèles
d'organisation
théories
Fig. 2.3  Le  cercle vertueux  qui lie simulation et conception en IAD. La
simulation de systèmes naturels produit des métaphores à l'origine de méthodes
de conception de SMA. Ceux-ci peuvent à leur tour être repris pour construire
des simulateurs plus adéquats. Les modèles d'agents et les schémas explicatifs
produits peuvent par ailleurs avoir un retour sur les domaines d'où sont tirées
les modélisations.
 Cercle vertueux  et socialité
Appliqué à la problématique de cette thèse, le paradigme du  cercle
verteux  va nous pousser, en vue de la conception de SMA capables de s'orga-
niser socialement dans un environnement ouvert, à rechercher des métaphores
de phénomènes sociaux dans des sociétés naturelles. Nous verrons notamment
au chapitre 3 quels comportements animaux font écho aux problèmes posés
par les SMA ouverts. Ces sociétés pourront alors faire l'objet de construction
de modèles pour la simulation des phénomènes intéressants (chapitres 4 et 5).
Il nous faudra ensuite examiner les dynamiques sous-jacentes à ces mo-
dèles, pour voir dans quelles conditions et sous quelles formes ils peuvent être
transposés à des domaines d'applications assez diérents (chapitre 6).
Enn, nous proposerons d'étudier des modèles d'organisation sociale pour
un groupe de robots correspondant à la dénition des groupes ouverts, puisque
immergés dans un environnement  naturel  peuplé d'humains (chapitre 8).
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Nous serons alors amenés à faire un bilan critique des principes et des
méthodes que nous avons proposées dans ce chapitre et à proposer des modèles
et des approches alternatives (chapitres 9 à 11).
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Résumé
Cette première partie sera consacrée à l'étude de la socialité à travers la
mise en ÷uvre des premières étapes du  cercle vertueux  : l'utilisation de
la métaphore animale pour construire des modèles capables, en simulation, de
produire des phénomènes sociaux transposables aux applications visées ; puis
justement la transposition de ces modèles à d'autres applications.
Nous avons trouvé plus particulièrement chez les primates des comporte-
ments sociaux correspondant assez bien aux besoins de l'IAD en milieu ouvert.
Dans un premier temps, nous présenterons donc les simulations réalisées pour
rendre compte de représentations sociales simples existant chez les primates.
Nous montrerons comment une hiérarchie peut se recongurer au moyen de
modèles réactifs qui peuvent donner naissance à des dynamiques complexes.
Ces dynamiques seront dans un deuxième temps explorées dans le cadre
d'autres situations, an de préciser les propriétés de ces modèles et leur trans-
posabilité. C'est ce que nous ferons à travers une application assez éloignée
de la primatologie : la construction collective d'un lexique au sein d'un groupe
d'agents.
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Chapitre troisième.
Les soc ié tés de pr imates
Si ce sont des animaux, alors que sommes-nous? 
Frans de Waal. La politique du chimpanzé
Les sociétés animales, qui vont dans un premier temps servir de méta-
phores pour l'élaboration de modèles, présentent des formes variées de socialité.
Nous allons plus particulièrement nous intéresser aux primates, dont la vie so-
ciale, d'une complexité inégalée, se rapproche assez des objectifs assignés à des
agents, logiciels ou robotiques, opérant dans un milieu ouvert et socialisé. Les
compétences sociales des primates non humains sont en eet très proches de
celles de l'homme et résolvent des problèmes organisationnels qu'on rencontre
en IAD (hiérarchies exibles, reconnaissance de relations entre congénères, al-
liances, coopération, allocation distribuée de tâches, tromperie, etc.).
3.1 Les diverses formes de la socialité animale
La notion de  société animale  recouvre en pratique des réalités fort
diérentes d'une espèce à une autre, aussi en donner une dénition synthétique
n'est pas chose aisée. Notons d'abord qu'il ne sut pas de vivre en groupe pour
vivre en société. Le groupe n'est généralement considéré comme social qu'au
vu d'un certain nombre de caractéristiques quant aux liens qui unissent ses
membres. Ainsi, E. O. Wilson, fondateur de la sociobiologie, dénit une di-
zaine de critères pour estimer le degré de socialité d'un groupe (Wilson 1975),
parmi lesquels sa taille, sa distribution démographique, les ux d'informations,
etc.
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Les types de groupes
Le premier stade social des groupes animaux est l'agrégation, qui ras-
semble des individus en un même lieu de façon plus ou moins durable, sans
organisation particulière (c'est le cas d'animaux réunis autour d'un point d'eau
pour se désaltérer).
On peut ensuite catégoriser les groupes organisés selon deux critères,
l'ouverture du groupe d'une part (c'est-à-dire la capacité à distinguer entre
membres du groupe et intrus) et la reconnaissance particulière des individus
qui le composent d'autre part (cf. tableau 3.1).
Tab. 3.1  Quelques exemples de groupes animaux
Groupe ouvert Groupe fermé
Groupe anonyme
essaims d'insectes,
bancs de poissons,
nuées d'oiseaux
insectes sociaux (four-
mis, termites...)
Groupe non anonyme
(individualisé)
colonie d'oiseaux
(nidication)
rongeurs, canidés, pri-
mates
N.B. Cette distinction biologique entre groupes ouverts et groupes fermés n'a
rien de commun avec la distinction informatique entre systèmes ouverts et
systèmes fermés. Un groupe animal peut dicilement être  fermé  au sens
informatique, sa fermeture consistera à reconnaître l'appartenance à un groupe
qui s'est construit au cours du temps. Un système informatique  ouvert 
pourra justement posséder cette propriété de  fermeture  au sens biologique,
s'il lui est nécessaire de détecter d'éventuels intrus par rapport à un groupe
préalablement constitué.
Les groupes ouverts
Les groupes anonymes ouverts, tels que les bancs de poissons ou les nuées
d'oiseaux, manifestent une organisation essentiellement spatiale, dont des al-
gorithmes très simples en Vie Articielle ont su rendre compte avec un grand
degré de vraisemblance (Reynolds 1987). De même, dans un groupe ouvert
non anonyme, la reconnaissance de certains individus (typiquement, les voi-
sins) sert avant tout à gérer l'espace, notamment à se localiser (dans le cas de
la nidication des oiseaux, il s'agira de rejoindre son nid par exemple).
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Les groupes fermés
Les groupes fermés sont d'un intérêt plus grand pour l'IAD, dans la
mesure où ils soulèvent implicitement le problème de la constitution d'une
identité de groupe (autrement dit de la réication dans le système d'une entité
collective).
Les membres des sociétés d'insectes ne sont généralement pas indivi-
dualisés. La colonie peut parfois être constituée de castes, c'est-à-dire de sous-
groupes spécialisés fonctionnellement, ce qui s'accompagne d'un comportement
propre (polyéthisme) et parfois d'une physiologie spécique (polymorphisme).
Un animal sait alors reconnaître l'appartenance d'un congénère à telle ou telle
caste. Autrement dit, la société organise des fonctions assurées collectivement
par des sous-groupes de la colonie.
On distingue tout particulièrement les espèces dites eusociales qui sont
dénies par la conjonction des trois critères suivants (Desor 1999) :
 coopération entre les membres pour le soin aux jeunes ;
 division du travail entre individus stériles et fertiles ;
 coopération entre au moins deux générations.
L'écrasante majorité des espèces eusociales sont des insectes (toutes les
fourmis, tous les termites, les abeilles et certaines guêpes). Toutefois on en a
découvert récemment parmi les vertébrés et même les mammifères (les rats-
taupes, Heterocephalus glaber), qui présentent exactement les trois prérequis
ci-dessus (Jarvis 1981).
Les insectes eusociaux, qui représentent une forme d' optimalité  dans
l'ecacité qu'apporte l'organisation sociale au regard de certaines fonction-
nalités collectives, ont fait l'objet au cours de la dernière décennie de nom-
breuses études en informatique, que ce soit dans un but de simulation (Dro-
goul et Ferber 1992; Theraulaz 1991)
1
, ou pour servir de métaphore
dans l'élaboration de nouvelles méthodes de résolution de problèmes, comme
l'éco-résolution (Drogoul et Dubreuil 1993) ou la notion d' intelligence
en essaim  (Bonabeau et al. 1999a), des algorithmes de routage de réseaux
(Schoonderwoerd et al. 1997), ou encore pour défendre en IAD certaines
1. Signalons toutefois que certains des mécanismes connus pour leur utilisation massive
par des espèces eusociales, comme la stigmergie ou communication par le biais de l'envi-
ronnement (Grassé 1959), sont également utilisés comme base de la coopération chez des
espèces qui ne sont pas eusociales, par exemple par certaines araignées (Bourjot et al.
1999).
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approches méthodologiques dérivées de l'éthologie (Drogoul et Collinot
1997).
Par ailleurs les problématiques liées à la fermeture du groupe commencent
à être modélisées dans une perspective multi-agent ; c'est le cas par exemple
de la formation de l'odeur coloniale des fourmis (travaux de Paolo Urbano,
lip6, en collaboration avec l'équipe de Dominique Fresneau au Laboratoire
d'Éthologie de Paris xiii).
Restent donc les groupes fermés individualisés, ceux dont les membres à
la fois se reconnaissent mutuellement et se reconnaissent comme membres du
même groupe. Le parallèle avec les besoins de groupes de robots devant opérer
dans un environnement humain, que nous avons évoqués au chapitre 1, est
assez immédiat.
C'est donc au sein de telles sociétés animales qu'il conviendra de chercher
des modèles d'organisation pouvant donner lieu à une transposition en IAD.
La plupart des vertébrés ayant développé des organisations sociales com-
plexes sont des mammifères, tels que les rongeurs (les rats notamment), les
canidés (par exemple les loups), et les primates. C'est précisément sur ces
derniers que nous allons nous focaliser, pour les raisons suivantes :
 En premier lieu, c'est l'ordre auquel appartient l'espèce humaine ; à ce
titre, la socialité des primates ne peut manquer d'alimenter des théo-
ries et des débats sur les origines de l'Homme et de ses compétences
spéciques (ou supposées telles), comme le langage, la fabrication d'ou-
tils, la culture... Mais ces querelles s'enracinent de fait dans une grande
proximité entre les comportements des primates non humains et ceux
de leurs cousins Homo sapiens, tout particulièrement dans le domaine
social. Simuler des comportements sociaux des primates pour ensuite les
implanter sur des robots serait alors une piste pour donner à ceux-ci une
 vraisemblance  aux yeux de leurs hôtes humains.
 En second lieu, le comportement social des primates présente des par-
ticularités qui le diérencient de celui des autres mammifères, et nous
intéresse tout spécialement dans notre recherche de modèles biologiques.
Nous allons voir en eet que ces compétences font écho à de nombreuses
problématiques de l'IAD, dont certaines pourront être mises à prot dans
le projet de robotique sociale déjà évoqué.
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3.2 Les compétences sociales des primates
3.2.1 Phylogénie des primates
Les primates, selon les classications habituelles, sont divisés en :
 prosimiens (par exemple lémuriens, loris, aye-aye) ;
 simiens (les  singes , en anglais monkeys ), ceux-ci eux-mêmes compo-
sés de :
 platyrhiniens (atèles, capucins, tamarins par exemple) ;
 catarhiniens (colobes, vervets, macaques, babouins) ;
 hominiens.
Les hominiens forment un sous-ordre restreint comportant, outre l'Homme
moderne (Homo sapiens) et ses ancêtres hominidés, les singes anthropoïdes,
à savoir les gibbons et les  grands singes  (en anglais apes) : orang-outan,
gorille, chimpanzés.
L'ancêtre de l'orang-outan actuel (Pongo), le Sivapithecus, est apparu il
y a environ 16 millions d'années, tandis que les gorilles ne se sont diérenciés
qu'il y a 7 à 9 millions d'années. Les ancêtres des hominidés se sont séparés
des chimpanzés il y a environ 6,5 millions d'années ; enn, plus récemment
(2,5 millions d'années), les chimpanzés se sont scindés en deux espèces : les
chimpanzés communs (Pan troglodytes) et les chimpanzés pygmées ou bonobos
(Pan paniscus).
Du fait des liens phylogénétiques, on observe une proximité génétique
plus forte entre chimpanzés et humains qu'entre chimpanzés et orang-outans.
L'Homme partage plus de 99% de ses gènes avec les chimpanzés, et une grande
partie des diérences n'a pas de fonction clairement établie.
2
3.2.2 Spécicités des comportements sociaux des primates
La dominance dans le monde animal
La dominance est  une caractéristique de l'organisation sociale dans
laquelle certains individus acquièrent un statut élevé (généralement à la suite
2. La majorité des variations génétiques aectent des parties non codantes de l'ADN
(King et Wilson 1975). L'explication des spécicités humaines serait plutôt à rechercher
dans un réarrangement chromosomique qui a modié la position, donc vraisemblablement
l'ordre d'expression, de certains gènes (Kupiec et Sonigo 2000).
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d'une agression) tandis que d'autres conservent un statut inférieur  (McFar-
land 1990) ; elle a été mise en évidence pour la première fois dans des études
sur les poules domestiques (Schjelderup-Ebbe 1922; Schjelderup-Ebbe
1935).
Ce statut supérieur permet en général d'obtenir un accès privilégié aux
ressources (nourriture, territoires, femelles) mais impose souvent une vigilance
constante pour protéger le groupe des prédateurs et y maintenir sa position
contre des rivaux. Inversement, les animaux dominés reconnaissent la structure
sociale et ne cherchent donc que rarement des confrontations violentes avec les
dominants : l'agression est donc maîtrisée, régulée (Hutzler 1995).
La relation de dominance forme une hiérarchie souvent linéaire (i.e. la
relation de dominance est transitive : si A domine B et B domine C, alors
A domine également C). L'intérêt majeur de la hiérarchie chez les animaux
sociaux est de diminuer considérablement les confrontations violentes, en per-
mettant une forte ritualisation des rencontres : la plupart du temps, celles-ci
ne débouchent pas sur un véritable combat mais sur un  combat simulé  ou
un échange de signaux (cris, mimiques faciales...) qui produit un renforcement
des statuts hiérarchiques déjà en place (McFarland 1990).
Chez la plupart des espèces sociales, les individus dominants se diéren-
cient des dominés par leur comportement ou leur apparence (taille du corps
notamment). La relation de dominance s'appuie essentiellement sur la force
physique des adversaires et le résultat des interactions antérieures.
La dominance chez les primates
Toutefois, les primates sont les rares animaux parmi lesquels la relation
de dominance met en jeu des facteurs autres que la seule puissance physique.
Le rang d'un individu dans la hiérarchie peut dépendre de celui de ses parents :
un enfant de dominant aura plus de chances de devenir dominant. Ainsi, les
femelles chimpanzés de rang élevé consacrent plus de temps à leurs enfants
mâles (qui resteront au sein du groupe) qu'aux femelles (qui devront quitter
le groupe).
Par ailleurs, les relations d'aliation entre individus jouent un rôle cru-
cial. Les singes passent une grande partie de leur temps à se toiletter mutuel-
lement (cf. gure 3.1), ce qui ne constitue pas tant une mesure prophylac-
tique qu'un comportement ritualisé destiné à renforcer les liens sociaux (i.e.
l'aliation entre individus), apaiser des tensions, etc. Selon R. Dunbar, ce
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comportement jouerait le même rôle que le  bavardage  ou le  commé-
rage  (gossiping) chez l'homme (Dunbar 1996). L'utilisation du langage à la
place du toilettage pour cette activité présente en outre l'avantage de pouvoir
s'adresser à plusieurs partenaires simultanément.
Les relations d'aliation entre individus mènent à la constitution de coa-
litions lors des combats : lorsque deux individus se battent, un troisième peut
entrer en jeu pour défendre l'un des deux protagonistes, et ainsi de suite. L'en-
semble des coalitions eectives et des liens de parenté ou d'aliation consti-
tuent des réseaux d'alliance qui contribuent fortement au rang des individus.
Fig. 3.1  Comportement de toilettage (babouins). Ces comportements ont une
fonction moins hygiénique que sociale (renforcer les liens entre individus).
L'organisation sociale des primates, et plus spécialement des simiens,
s'appuie également sur une gamme étendue de relations et de comportements,
que nous allons approfondir.
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3.2.3 La reconnaissance des relations sociales
L'une des aptitudes les plus répandues au sein des primates est la capacité
à reconnaître, outre les individus particuliers du groupe, les relations sociales
qui existent entre eux. Ce point a été mis en évidence par des expériences de
laboratoire comme de terrain. Ainsi, en utilisant une méthode d'appariement
de diapositives, les études menées par V. Dasser (Dasser 1987; Dasser
1988) ont montré que les macaques disposaient d'un  proto-concept  de
dominance et de liation ; ils sont de plus capables d'inférences simples sur ces
concepts, comme la transitivité. Autrement dit, les individus ne répondent pas
seulement à un comportement social mais aussi à une relation sociale, ce qui
requiert un degré d'abstraction supérieur.
De même, D. Cheney et R. Seyfarth ont réalisé des expériences en
milieu naturel sur les capacités de reconnaissance vocale des vervets ou singes
verts (Cercopithecus aethiops) (Cheney et Seyfarth 1980). Lorsqu'on dif-
fuse à un groupe de mères le cri enregistré d'un enfant, 1
o
toutes réagissent à
la vocalisation en se tournant vers le haut-parleur ; 2
o
la mère du jeune dont on
diuse le cri a un temps de latence plus court ; 3
o
les autres mères présentes ob-
servent de façon soutenue la mère concernée après diusion de l'enregistrement.
L'analyse de cas où la mère du jeune n'a pas réagi montre la même réaction
de la part des autres femelles, ce qui indique que leur comportement est dicté
non seulement par la reconnaissance du jeune, mais aussi par sa relation de
liation avec une femelle du groupe.
3.2.4 Les réseaux d'alliance
Le degré d'aliation entre les individus, qui dépend pour une part de
leurs liens de parenté (part plus ou moins forte selon les espèces) et pour
une autre du temps passé en toilettage mutuel, sert à cimenter les liens entre
individus. Ce comportement fait l'objet d'une rétroaction positive, dans la
mesure où un individu choisira préférentiellement comme partenaire un animal
avec lequel il est déjà fortement alié. Comme l'agressivité est tempérée par
l'aliation, les dominants font l'objet de toilettages nombreux.
Les individus aliés s'entraident lors des conits, ce qui permet de défaire
un adversaire trop fort pour chacun des participants. Ces coalitions occasion-
nelles peuvent se stabiliser en réseaux d'alliances qui se maintiennent durant
d'assez longues périodes (des semaines, des mois, voire des années).
Selon les espèces, ces réseaux peuvent être seulement  défensifs  (deux
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dominants s'entendent pour écarter leurs rivaux), comme chez les macaques
et les babouins, ou parfois également  oensifs  (deux individus assez forts,
mais pas assez cependant pour atteindre à eux seuls le statut de dominant,
s'allient pour renverser le dominant actuel), chez les chimpanzés par exemple.
Ce dernier cas a été étudié très en détail par F. de Waal au zoo d'Arn-
hem (Pays-Bas) (de Waal 1982). Les alliances supposent une réciprocité
sans laquelle elles ne subsistent pas, l'individu exploité pouvant se retour-
ner contre son ancien allié en pactisant avec l'ennemi d'hier. Ces stratégies de
type  donnant-donnant  rappellent les expériences menées par Axelrod et
Hamilton en théorie des jeux sur le dilemme itéré du prisonnier (Axelrod
et Hamilton 1981; Axelrod 1996).
3.2.5 Les leurres de puissance
Un certain nombre d'observations montrent que les primates peuvent
être induits en erreur par des apparences physiques de la puissance. Pour
appréhender le monde social, ils se ent à des éléments  subjectifs
3
. Ils
peuvent être déroutés par l'introduction d'éléments nouveaux dans leur envi-
ronnement, mais font preuve d'une grande capacité d'adaptation en attribuant
un rôle social aux nouveautés. En voici trois exemples, cités par B. Cyrulnik
(Cyrulnik 1983).
1
o
Les chimpanzés acquièrent en vieillissant des poils blancs sur les épaules.
Dans la nature, les jeunes chimpanzés attribuent un statut élevé à ces  au-
gustes vieillards , car ils apprennent très vite que ceux-ci ont accumulé une
expérience, notamment sociale, qui peut être mise à prot.
Cela est vrai à tel point que si on badigeonne les épaules d'un jeune
chimpanzé inexpérimenté de peinture blanche, on change en même temps son
statut social : les autres individus vont se comporter vis-à-vis de lui comme ils
le feraient pour un vieux mâle dominant.
Cela montre en premier lieu que les primates sont sensibles à des leurres
relativement simple même dans leurs comportements sociaux.
2
o
Un autre chimpanzé, de rang moyen, avait réussi à voler un bidon
3. C'est-à-dire des caractéristiques observables qui sont ordinairement corrélées à un sta-
tut social élevé, mais qui n'en sont qu'un indice indirect. On peut parler de  subjectivité 
par opposition à l'utilisation de perceptions reétant  objectivement  un statut social
(comme c'est le cas par exemple chez les guêpes qui diusent des molécules en proportion
de leur rang).
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vide aux primatologues qui étudiaient son groupe. Il ne s'en séparait plus et
s'en servait pour intimider ses congénères, très impressionnés. Il acquit ainsi
rapidement un statut de dominant.
Une fois le bidon récupéré par ses propriétaires légitimes, le chimpanzé
est resté dominant : les habitudes sociales du groupe avaient été durablement
modiées par un simple leurre, par un objet au possesseur duquel les autres
chimpanzés ont accordé une forme de  prestige  sans commune mesure avec
l'usage qu'on pouvait eectivement faire du bidon.
3
o
J. B. Wolfe et J. T. Cowles ont étudié la notion de  valeur  en
introduisant un système de récompenses dans lequel des jetons colorés per-
mettent d'obtenir 0, 1 ou 2 grains de raisins selon la couleur qu'ils portent
(Wolfe 1936). Les singes sont très vite capables de comprendre la règle sous-
jacente et tentent d'obtenir les meilleurs jetons.
Ce système monétaire est immédiatement investi par la socialité dans
le groupe : les individus fortement dominés passent leur temps à adopter des
postures de soumission vis-à-vis des dominants, et ceux-ci en protent pour
leur voler les quelques jetons de valeur qu'ils peuvent avoir, en leur laissant
ceux dépourvus d'intérêt.
Or, si l'on dote l'un de ces dominés d'un gros sac de jetons les plus convoi-
tés, il subit une ascension sociale assez rapide, les autres membres du groupe
lui adressant des signaux de soumission en mendiant quelques piécettes...
On voit donc à quel point la socialité des primates est éloignée de celle
de la plupart des autres animaux, pour lesquels elle ne repose que sur la force
des individus (y compris lorsque cette force physique dépend elle-même du
rang). Chez les primates, les rapports sociaux s'enracinent dans une part de
 subjectivité , dans une représentation approximative de ce que font et ce
que sont les autres.
3.2.6 Tâches collectives et coopération
Les singes sont peu enclins à la coopération. La plupart du temps, chacun
s'alimente sans se soucier du voisin, voire égoïstement lorsque les ressources
sont limitées. À l'exception du soin aux jeunes ou de la défense contre un pré-
dateur, il existe peu de tâches requérant la participation de plusieurs membres
du groupe.
On en trouve toutefois quelques exemples chez les chimpanzés.
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La chasse
Les chimpanzés mangent principalement des fruits, accompagnés de noix,
de fourmis et autres insectes. Mais ils ne dédaignent pas la viande, qu'ils
trouvent par exemple sous la forme d'autres singes, les colobes. Les chim-
panzés vivant en savane peuvent chasser de façon opportuniste, en tuant de
très jeunes colobes. Chacun agit alors pour soi, dans la mesure où la proie peut
être consquée par le dominant (Nishida et al. 1979).
C. Boesch rapporte qu'en revanche, dans la forêt équatoriale, les chim-
panzés chassent collectivement (Boesch et Boesch 1989). Il faut, au sol,
encercler les groupes de colobes (qui vivent à la cime des arbres), puis grimper
silencieusement pour les surprendre, anticiper leurs mouvements, les rabattre,
et en attraper. Il semblerait que chacun ait un rôle fonctionnel précis durant
la chasse, rôle qui dépendrait de son  savoir-faire . De plus, la coordination
entre les chasseurs doit s'eectuer de façon complètement distribuée. Enn,
la répartition de la nourriture se fait non en fonction du rang hiérarchique,
mais du rôle joué par chaque chasseur. Si certains primatologues se montrent
sceptiques quant à la réalité de ces rôles, au demeurant diciles à attribuer
clairement en raison de l'extrême confusion qui règne durant la chasse, il n'en
reste pas moins que cette activité est l'une des rares situations de coopération
et de coordination entre singes en milieu naturel, qui implique de plus une
allocation distribuée des tâches nécessaires pour mener à bien la capture des
proies.
Contrôle du territoire
On a pu également observer des  rondes d'inspection  eectuées par les
mâles aux frontières du territoire occupé par leur groupe. Ils se déplacent silen-
cieusement et n'hésitent pas à attaquer très violemment et même mortellement
un individu d'un autre groupe qui se trouverait sur leur chemin (Goodall
1979). Il ne s'agit plus dans ce cas de combats ritualisés mais de véritables
agressions.
3.2.7 La tromperie
Depuis quelques années, une nouvelle gamme de comportements sociaux
a été mise en évidence : la tromperie sociale (Byrne etWhiten 1988b). Celle-
ci a d'abord été repérée dans des anecdotes éparses rapportées par les prima-
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tologues, puis ces observations ont fait l'objet de compilations méthodiques
et détaillées pour nalement donner naissance à une nouvelle théorie sur les
origines de l'intelligence chez les primates : l'hypothèse de l'intelligence ma-
chiavélienne
4
(Byrne et Whiten 1988a).
La tromperie sociale
Byrne etWhiten donnent une dénition fonctionnelle de la  tromperie
sociale  : il s'agit de l'utilisation d'un comportement usuel par un individu,
dans un contexte tel qu'il provoque une erreur d'interprétation de la part de
ses congénères, pour le plus grand prot de cet individu (Byrne 1995).
La tromperie implique donc :
 un agent : le manipulateur ;
 une cible : la (ou les) victime(s) de la tromperie ;
 un éventuel outil social (c'est-à-dire un objet ou un autre individu ins-
trumentalisé) que l'agent manipule contre la cible ;
 un objectif qui n'est pas forcément intentionnel mais qui peut être décrit
comme tel par un observateur, et qui correspond au bénéce obtenu par
l'agent.
En voici trois exemples, rapportés par (Byrne 1995).
1
o
Paul, un jeune babouin, s'approche de Mel, une femelle, occupée à
déterrer un tubercule. C'est une opération pénible mais fructueuse. Lorsqu'elle
a terminé, Paul regarde autour de lui, ne voit aucun autre babouin, et crie.
Sa mère, de rang plus élevé que Mel, arrive en courant et en grognant, et s'en
prend aussitôt à Mel. Celle-ci s'enfuit sans demander son reste. Dès que Mel et
la mère de Paul sont hors de vue, Paul mange le tubercule. Ici, Paul est l'agent
(A), Mel la cible (T), la mère de Paul l'outil (tool) et le tubercule l'objectif
(cf. gure 3.2).
2
o
Un mâle, Melton, a énervé des adultes qui le poursuivent. Mais au lieu
de continuer à courir, celui-ci se dresse soudain sur ses pattes postérieures et
xe l'horizon, comme le fait tout babouin qui a perçu un danger. Ses poursui-
vants s'arrêtent et regardent dans la même direction. Il n'y a rien de suspect
5
,
mais la poursuite interrompue n'est pas reprise (cf. gure 3.3).
4. Pour traduire l'anglais machiavellian intelligence, je préfère utiliser le terme d'intelli-
gence machiavélienne plutôt que machiavélique, dont la connotation morale négative pour-
rait nuire à l'idée sous-jacente.
5. Byrne a pris soin de vérier très attentivement.
40
3.2. LES COMPÉTENCES SOCIALES DES PRIMATES
Fig. 3.2  Un exemple de tromperie sociale (voir texte). Les inten-
tions attribuables aux agents font intervenir une représentation de ce que
 pensent  les congénères et de la façon dont ils vont interpréter la situa-
tion.  d'après (Byrne 1995)
3
o
La tromperie peut donner lieu à des comportements de contre-tromperie.
Ainsi, les chimpanzés qui savent où est cachée de la nourriture sont capables,
en présence d'un dominant, d'inhiber leur appétit pour pouvoir manger tran-
quillement après son départ, sans quoi celui-ci pourrait s'approprier le repas
de son subordonné (tromperie). Mais le psychologue F. Plooij a noté que le
dominant fait parfois mine de s'en aller, pour en fait se dissimuler derrière un
arbre. Il revient rapidement sur les lieux au moment où le trompeur récupère
la nourriture, et s'en empare (contre-tromperie, cf. gure 3.4).
Ces capacités de tromperie et de contre-tromperie ont un intérêt pour
l'IAD, par exemple pour des applications d'agents distribués sur un réseau,
pour lesquelles il peut être nécessaire de savoir détecter des comportements
indésirables voire malveillants (Marsh 1992).
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Fig. 3.3  Un autre exemple de tromperie sociale (voir texte).
 d'après (Byrne 1995)
L'hypothèse de l'intelligence machiavélienne
L'hypothèse de l'intelligence machiavélienne pose que les aptitudes co-
gnitives sophistiquées des primates (dont les limites sont présentées  3.3) sont
essentiellement d'origine sociale.
L'origine sociale de l'intelligence serait née d'un dicile compromis entre,
d'une part, une hostilité individualiste envers la promiscuité induite par la vie
en groupe et, d'autre part, la nécessité de se rassembler pour lutter contre des
prédateurs nombreux. Les primates sont en eet fondamentalement individua-
listes dans leurs comportements (notamment vis-à-vis de la nourriture qu'ils
ne partagent que très rarement).
Dans un groupe composé d'agents guidés par leur intérêt économique
propre, la théorie des jeux montre qu'une stratégie équilibrée consiste à pra-
tiquer la réciprocité (Axelrod et Hamilton 1981; Dawkins 1980), ce qui
suppose une mémoire des interactions avec chacun des congénères. Mais sur-
tout, il reste la possibilité de fausser le jeu à son avantage si l'on parvient à
développer des comportements de tricherie qui sont rarement décelés.
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Fig. 3.4  Un exemple de contre-tromperie (voir texte) : A pense pouvoir s'em-
parer de la banane après le départ de T, mais ce dernier subodore la tromperie
et s'apprête à revenir.  d'après (Byrne 1995)
Byrne discute assez longuement les conditions nécessaires pour qu'un
comportement de tromperie sociale puisse conférer un avantage évolutif et être
sélectionné. Il faut en particulier que le bénéce obtenu par le trompeur soit
très grand par rapport aux dommages subis par les victimes, ou encore mieux,
qu'elles ne se rendent compte de rien, ce qui évite des représailles. Dans ce cas,
les actes de tromperie ne doivent pas être trop fréquents, car alors un appren-
tissage simple permettrait de les déjouer aisément. Or ces caractéristiques sont
celles des phénomènes eectivement observés.
À l'appui de cette théorie, Dunbar a étudié les corrélations entre taille
du cerveau, taille des groupes et le taux de prédation. Il a remarqué que le
quotient néocortical (rapport entre la masse du néocortex et celle du reste du
cerveau) augmente très nettement, chez toutes les espèces de primates, avec la
taille des groupes (Dunbar 1992).
De plus, observant que, chez l'homme, les conversations quotidiennes ont
un contenu essentiellement social (plus précisément, elles contiennent une forte
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proportion de  bavardage  ou de  commérage ), il soutient que le langage
joue un rôle équivalent au toilettage chez les primates non humains, c'est-à-dire
qu'il sert en grande partie à consolider les liens sociaux (Dunbar 1996). Cette
fonction aliative du langage aurait pu faciliter l'accroissement de la taille des
groupes humains en permettant d'avoir plusieurs partenaires simultanément.
Autrement dit, pour maintenir la cohésion d'un groupe, il serait crucial
de disposer d'une vaste capacité à traiter les informations (reconnaître les
relations sociales, les exploiter à son prot, voire les manipuler).
3.3 Débats autour de l'intelligence des primates
3.3.1 Du primate à l'homme
La proximité phylogénétique des primates et de l'homme pose le problème
du  propre de l'homme . Les outils, le langage, l'intentionnalité, la culture,
l'intelligence sociale ont régulièrement été mentionnés comme candidats (Picq
et Coppens 2001). Nous avons vu que la complexité sociale des primates est
assez proche de celle qu'on peut rencontrer dans les groupes humains, langage
et organisation normative mis à part.
De plus, l'hypothèse de l' intelligence machiavélienne  laisse à penser
que les compétences cognitives des primates sont en grande partie issues des
interactions sociales et des capacités nécessaires pour s'en sortir à bon compte.
On trouve eectivement des traces de socialité dans la plupart des activités
complexes des primates
6
.
Les outils
Depuis quelques dizaines d'années déjà, le rôle prépondérant de l'outil
dans le processus d'hominisation a été remis en question. De nombreuses es-
pèces animales utilisent des objets pour une fonction précise, mais on peut
montrer qu'il s'agit le plus souvent de comportements innés.
En revanche, les grands singes sont capables d'évaluer très nement l'adé-
quation entre un  outil , c'est-à-dire un objet d'une certaine forme, et une
6. Dans un exposé récent à l'ehess, toutefois, Byrne est en partie revenu sur l'hypothèse
de l'intelligence machiavélienne en précisant que chez les grands singes, les techniques très
élaborées liées à l'obtention de la nourriture pouvaient expliquer leurs capacités, qui sont
nettement supérieures à celles des autres primates.
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tâche. C'est le cas par exemple des brindilles utilisées pour la  pêche aux
termites , mais surtout des lourds  marteaux  de bois dont ils se servent
pour casser les noix. Les noix en question sont très dures, diciles à casser et
cet art requiert une dizaine d'années d'entraînement. Le morceau de bois doit
être choisi soigneusement, pris en main de façon correcte, etc. On observerait
même une  industrie  du cassage de noix, avec des sites spécialisés (Boesch
1983; Boesch 1990).
Fig. 3.5  Un jeune chimpanzé tente d'utiliser un marteau de bois pour casser
des noix. L'acquisition de la technique correcte demande de nombreuses années
d'apprentissage.  d'après (Byrne 1995)
Il semble que chez les chimpanzés, l'usage d'outils soit en partie social,
notamment de mère à enfant. C. Boesch rapporte en eet des comportements
de  facilitation  dans lesquels la mère laisse un marteau approprié à dispo-
sition de son enfant, voire (dans un seul cas observé) repositionne l'outil dans
la main de l'enfant (Boesch 1991).
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Le langage et la culture
Le langage a longtemps été considéré comme l'apanage exclusif de l'homme,
de même que la culture. Les tentatives réalisées pour tenter d'enseigner le lan-
gage humain aux primates ont souvent été vaines, ou entachées de manque
de rigueur dans le protocole, jusqu'aux travaux de Susan Savage-Rumbaugh
(Savage-Rumbaugh et al. 1993).
Pour ses expériences, elle utilise un lexigramme : une console permettant,
en appuyant sur des touches portant des symboles non guratifs, de prononcer
un mot préenregistré. Lors des essais menés sur une femelle bonobo, l'enfant
de celle-ci, nommé Kanzi, s'est mis spontanément à utiliser le lexigramme pour
communiquer (Savage-Rumbaugh et al. 1986). Depuis, il a appris à maîtriser
un millier de mots environ et vit au contact permanent des expérimentateurs
et de ses semblables.
Il manipule un  langage  sans vraie syntaxe, associant quelques mots les
uns aux autres. C'est cependant assez pour établir une communication ecace
et étudier la manière dont il se développe dans un environnement humain. De
plus, les études comparatives menées entre Kanzi et une petite lle de deux
ans, Alia, ont montré un léger avantage en faveur du chimpanzé
7
(Savage-
Rumbaugh et al. 1993).
Enn, on parle depuis quelque temps de phénomènes  culturels  chez
les primates, plus spécialement chez le grands singes (Boesch 1994; Fouts
et al. 1982, entre autres). Cette culture désigne la plupart du temps une va-
riabilité dans les comportements (notamment dans ceux qui jouent un rôle
social) qui ne trouve d'explication ni dans l'hérédité, ni dans une adaptation
à un environnement particulier. Ainsi, dans deux groupes apparentés et ha-
bitant des milieux similaires, une même fonction (attirer l'attention, parader)
peut être assurée par des gestuelles radicalement diérentes ; inversement, une
même gestuelle peut dans chacun des groupes correspondre à des fonctions
séparées.
Les individus qui intègrent un groupe constitué sont capables de chan-
ger leurs habitudes comportementales pour adopter celles de leurs nouveaux
congénères. Il s'agit en fait de situations dans lesquelles la fonction visée sous-
détermine la forme que peut prendre le comportement, celui-ci étant alors
soumis à un choix conventionnel et en partie normatif par le groupe.
7. La seule diérence étant que quelques mois plus tard, la maîtrise du langage  décolla 
chez Alia, pas chez Kanzi...
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Intentionnalité et conscience
La seule étude expérimentale menée sur l'intentionnalité des comporte-
ments des primates est celle de Woodruff et Premack (Woodruff et
Premack 1979), qui place un chimpanzé face à des partenaires humains et
à deux boîtes, l'une vide, l'autre contenant de la nourriture. Le chimpanzé
sait où se trouve la nourriture mais ne peut y accéder qu'avec l'aide de son
partenaire humain.
L'un des partenaires est amical et coopératif : lorsque le chimpanzé lui
indique où est la nourriture, il la partage. L'autre garde égoïstement tout
pour lui. L'animal réagit très rapidement en donnant les bonnes indications au
partenaire coopératif et en induisant l'autre en erreur.
Vauclair critique très judicieusement cette expérience (Vauclair 1992)
et propose à la suite deDennett une contre-expérience dans laquelle les boîtes
seraient transparentes, pour évaluer la capacité du chimpanzé à tromper in-
tentionnellement son partenaire.
L'autre expérience fameuse est le test de reconnaissance dans le miroir
inventé par Gallup qui consiste à peindre sous anesthésie une tache sur le
front de l'animal à tester (Gallup 1970). À son réveil, il est placé devant un
miroir et on observe ses réactions. La plupart des espèces se comportent comme
face à un congénère (dont la conduite est de plus particulièrement inhabituelle).
Seuls les chimpanzés et les orangs-outans  explorent  la tache sur leur front,
et observent des parties de leur corps auxquelles ils n'ont d'ordinaire pas accès
(cf. gure 3.6).
Des interprétations enthousiastes en termes de  conscience de soi  ont
été rapidement avancées, mais l'hypothèse la plus raisonnable actuellement
semble plutôt celle d'une représentation mentale du corps.
Il n'en reste pas moins que la plupart des schémas proposés pour expliquer
les comportements sociaux les plus complexes  relations  politiques  chez
les chimpanzés (de Waal 1982) ou tromperie sociale (Byrne 1995; Byrne et
Whiten 1988a)  reposent sur l'hypothèse extrêmement forte selon laquelle
les primates disposent d'une théorie de l'esprit, et ce en dépit d'un manque
de preuves expérimentales solides, voire d'études tendant à montrer qu'il y a
déjà des diérences importantes entre les jeunes enfants et les primates dans
le traitement des mécanismes intentionnels (Tomasello 2000).
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Fig. 3.6  Le  test du miroir  de Gallup. Le chimpanzé possède
une représentation de son propre corps, voire une  conscience de soi .
 d'après (Byrne 1995)
3.3.2 Épistémologie et primatologie
L'humanité de l'animal
On peut suspecter qu'il ne s'agit pas d'une simple controverse scienti-
que, mais qu'au contraire ce débat s'ancre dans des options philosophiques
fortes, parce qu'elles engagent une certaine conception de l'homme et de ses
éventuelles spécicités. On trouve alors deux positions antagonistes (entre les-
quelles le moyen terme du continuum est peu représenté) : d'un côté, les tenants
de la radicale spécicité humaine, de l'autre les défenseurs d'une  humanité 
des primates.
8
8. La querelle déborde même du seul cadre des capacités cognitives des primates pour
empiéter sur celui de la classication des espèces :  La phylogénie des primates est très
étudiée, et en même temps le théâtre d'oppositions méthodologiques fortes. [...] C'est parmi
les primatologues que l'on trouve de fortes résistances au classement strictement fondé sur
la parenté, quand il ne s'agit pas de classications empruntées de mysticisme, réminiscentes
d'une paléontologie teilhardienne. Il convient encore, pour beaucoup de primatologues ou de
paléanthropologues très en vue, de réserver une boîte à part pour notre espèce, boîte qui n'a
pour eet que de masquer sa parenté avec son espèce s÷ur. [...] Ainsi, le nom scientique du
chimpanzé deviendrait Homo troglodytes. Cette proposition n'est sans doute pas prête d'être
retenue ! L'un de nos collègues remarquait pour plaisanter qu'il serait plus amusant de faire
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Ces problèmes sont soulignés également par Dominique Lestel : ainsi
par exemple, au-delà des tergiversations sur la qualité de  langage  de la
forme de communication maîtrisée par Kanzi, il reste le problème de l'asymé-
trie des relations entre l'homme et l'animal :  Que fait vraiment le singe avec
ce nouvel outil que l'homme lui a fait acquérir? À ce stade, plus que d'une étho-
logie au sens strict, peut-être avons-nous besoin d'une ethnologie du primate.
[...] Ces études [sur Kanzi] sont présentées un peu vite comme étant de la psy-
chologie animale, alors qu'elles relèvent tout autant de la psychologie humaine.
[...] Il en résulte, paradoxalement, que la question éthique est plus volontiers
posée, que celle de fond sur quoi portent ces recherches. Car si le primate a des
capacités intellectuelles très supérieures à celles des autres animaux, ne doit-on
pas lui accorder un statut éthique spécial, entre celui de l'humain et celui de
l'animal?  (Lestel 1998b)
Les enjeux anthropologiques, philosophiques et sociaux
9
ont tendance à
inuer sur la nature et le contenu des théories des primatologues.
En cela, la primatologie est moins  objective  que l'éthologie en géné-
ral, comme le souligne Rémy Chauvin :  C'est à propos des singes supérieurs
que se pose avec une particulière acuité le problème de l'attitude dite  objec-
tive  en éthologie. Jusqu'à présent, la ction de l'organisme en tant que boîte
noire s'est montrée ecace en éthologie , mais ce parti pris pourrait pour les
grands singes avoir  un moindre rôle prédictif que l'attitude qui ne refuse pas
d'envisager le contenu et l'organisation du monde perceptif à l'intérieur de la
boîte noire  (Chauvin 1982).
Méthodologies
Enn, nous devons mentionner les conséquences épistémologiques du dé-
bat, classique en éthologie, de l'opposition entre l'expérimentation en labora-
toire et l'observation sur le terrain (y compris en captivité). Dans le cas de la
primatologie, elle se double des enjeux évoqués et suscite des polémiques assez
vives.
Les résultats obtenus en laboratoire sont répétables, eectués dans des
conditions contrôlées, ils mettent en lumière telle ou telle capacité cogni-
de l'homme un Pan sapiens !  (Lecointre et Le Guyader 2001).
9. Lancé il y a quelques années, le Great Ape Project vise à accorder un certain nombre
de droits civiques aux grands singes. Il existe également des courants de  primatologie
féministe  (Bobbé 1998)...
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tive dans une activité ciblée. Ils semblent illustrer idéalement la démarche
 conjectures et réfutations  (Popper 1963)
À l'extrême inverse, les données de terrain regorgent d'imprécisions, elles
sont sujettes à interprétations, elles s'appuient même parfois sur des anecdotes
et des phénomènes singuliers. Mais ce travail de terrain (outre la passion qu'il
suscite) conduit à des hypothèses brillantes, stimulantes. Il correspondrait plu-
tôt à un empirisme à la Bacon :  observer et induire  (Bacon 1620).
Nous verrons dans la partie ii qu'il ne manque pas de parallèles entre la
primatologie et la robotique sociale, jusque dans ces oppositions méthodolo-
giques.
Nous proposons une approche alternative, qui consiste à  construire
et simuler , au sens évoqué dans l'introduction (cf.  2.1.2 et  2.3). Ce sera
l'objet des prochains chapitres.
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Chapitre quatrième.
T r a v a u x e x i s t a n t s
Les relations sociales des primates ont fait l'objet de travaux de simu-
lation encore peu nombreux. Nous allons présenter ici quelques-unes des ap-
proches existantes. Certaines ne permettent pas de s'attaquer au problème de
la construction des liens sociaux ; d'autres visent à expliquer certains phéno-
mènes sociaux avec des hypothèses minimales, et en cela se rapprochent de nos
propres objectifs.
4.1 Les approches inspirées de l'IA classique
L'hypothèse la plus forte posée par certains primatologues, à savoir l'exis-
tence d'une théorie de l'esprit chez les primates, leur fournit un cadre de tra-
vail particulièrement fécond pour interpréter les comportements complexes qui
peuvent être observés.
En contrepartie, ils sont dans l'ensemble peu sensibles à l'utilisation
de simulations, que ce soit pour comprendre comment ces comportements se
construisent, s'intègrent aux activités du groupe, aux facultés cognitives des
individus, etc., ou pour comprendre pourquoi ils se sont développés jusqu'à
leur forme actuelle (alors que d'un point de vue éthologique, ils correspondent
à une adaptation évolutive).
Certains travaux toutefois cherchent à formaliser et unier les descrip-
tions des anecdotes recensées, de façon à dégager les linéaments des compor-
tements généraux, un peu plus abstraits  soit pour prouver la validité de
l'hypothèse de la théorie de l'esprit, soit plus modestement pour rapprocher
les diverses observations, les classier, et leur donner un statut épistémologique
plus  honorable .
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4.1.1 Les systèmes de production
Ainsi, Byrne a proposé un formalisme computationnel de description et
d'explication des comportements de tromperie sociale, reposant sur l'utilisa-
tion de règles de production (Byrne 1993), utilisant le principe de parcimonie
connu en éthologie. Ces règles sont de la forme suivante :
pattern  ! procedure
Lorsqu'une situation d'ensemble est reconnue (pattern), une certaine procédure
est suivie. Dans l'exemple cité précédemment, où un jeune crie comme pour
faire croire à une agression, la formalisation est la suivante :
besoin d'éliminer X
mère domine X
:(mère en vue)
9
>
=
>
;
 ! crier
Ces règles peuvent être construites incrémentalement de façon à reéter
les données empiriques. Des conditions peuvent être ajoutées au fur et à mesure
pour aner la description, ainsi que des méta-prémisses portant par exemple
sur la fréquence d'utilisation des règles. Byrne estime par ailleurs que si deux
règles peuvent s'appliquer simultanément, il faut choisir de préférence celle
ayant les prémisses les plus complexes (il s'agit en eet d'un événement a
priori plus rare). Il est bien sûr possible d'utiliser ces règles pour prédire un
certain nombre de comportements ou planier une séquence d'actions.
L'argument de Byrne en faveur d'un formalisme cognitif relève du pro-
blème de  continuité  entre l'animal et l'homme :  to be fully adequate, a
formalism for animal behaviour should also be extensible to human behaviour.
[...] Indeed, the whole point of cognitive ethology is surely to allow articial
barriers between species to overcome, and thus discover real dierences and
continuities in aptitudes  (Byrne 1993).
Toutefois, Byrne fait preuve d'une certaine naïveté vis-à-vis des poten-
tialités oertes par ce formalisme :  The fact that production systems have
already been used successfully to simulate human skills are a guarantee of this
potential for comparing animal and human behaviour  (op. cit.).
Autant il semble judicieux d'utiliser un tel formalisme pour automatiser
des raisonnements, dans un contexte où des connaissances symboliques et in-
férentielles peuvent être extraites de tel ou tel savoir-faire (avec les dicultés
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qu'on connaît), autant il est hasardeux d'extrapoler ce modèle à des individus
dont on ignore les capacités cognitives réelles.
On peut comprendre que ce paradigme soit fructueux comme grille d'in-
terprétation, ne serait-ce qu'en projetant de l'intentionnalité sur les phéno-
mènes observés. En revanche, il ne peut servir au mieux qu'à décrire les ob-
servations sans en fournir d'explication. Les comportements de tromperie sont
posés sous leur forme actuelle, le modèle ne fait que fournir un cadre dans
lequel les formuler.
Quant à l'utilisation concrète de ce modèle dans une simulation informa-
tique, elle se heurte à deux obstacles :
1. Byrne ne donne aucune indication sur l'origine de ces règles : sont-elles
innées ? sont-elles apprises ? peuvent-elles évoluer ?  autant de points
qui, pour diciles à trancher qu'ils soient du point de vue du biologiste,
sont nécessaires à l'informaticien dans un but de simulation.
2. Les prémisses et les procédures proposées dans ce modèle sont trop abs-
traites et trop subjectives (l'un des exemples donnés par Byrne est
le suivant :  le dominé semble coupable  !). On peut supposer qu'un
primatologue saura, sur le terrain, noter les observations pertinentes et
reconnaître telle ou telle situation, mais pour cela, une interprétation hu-
maine est nécessaire, alors que pour la réalisation d'une simulation on a
besoin d'éléments objectifs.
4.1.2 Les scripts
Partant des travaux précédents, Robert Worden a formulé une théo-
rie computationnelle de l'intelligence sociale des primates, toujours dans une
perspective cognitiviste. Il soutient les thèses suivantes (Worden 1996) :
1. La cognition sociale rencontrée chez les primates repose sur une repré-
sentation symbolique et discrète des situations d'interaction sociale.
2. Les scripts sont une structure adéquate pour représenter ces connais-
sances sociales. On peut construire une théorie de la cognition sociale
complète et cohérente en utilisant des scripts et trois opérations sur ces
structures.
3. Cette théorie rend compte de nombreuses observations (telles que la re-
connaissance de liens de parenté et de dominance, les cris d'alerte, etc.)
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4. Elle conduit à une intelligence sociable adaptative, capable d'un appren-
tissage rapide de nouvelles régularités dans les phénomènes sociaux, en
parfait accord avec le comportement des primates dans leur milieu.
Les scripts utilisés par Worden dans sa théorie sont des structures ar-
borescentes destinées à représenter soit des faits (scripts factuels, cf. gure 4.1),
soit des lois comportementales (scripts de règles, cf. gure 4.2). Un script met
en relation deux scènes, composées d'acteurs accomplissant des actions. Cer-
tains champs peuvent être remplacés par des variables. Cette structuration xe
permet, contrairement aux règles de production de Byrne, de construire une
description manipulable des situations sociales.
Script
S
Scènes C E
Acteurs
ID : self
ID : Kanzi
humeur : mauvaise
ID : self ID : Kanzi
Actions
action : mord
ID : Kanzi
action : mange
action : mord
ID : Kanzi
Fig. 4.1  Un exemple de script factuel. Deux scènes (C et E) se succèdent
dans le temps : dans la première, l'agent (self) mord Kanzi, qui est de mauvaise
humeur. Dans la seconde, alors que l'agent (self) est occupé à manger, Kanzi
le mord.
Trois opérations sont dénies pour manipuler ces structures :
1. L'unication (S
1
[S
2
), assez semblable à l'opération du même nom dans
le langage prolog (Clocksin et Mellish 1979) ; elle sert par exemple
à produire un nouveau script factuel à partir d'un script de règle appliqué
dans une situation décrite par un premier script factuel.
2. L'inclusion (S
1
 S
2
) qui dénote le fait que toutes les informations conte-
nues dans S
1
le sont aussi dans S
2
: c'est donc l'inverse de la subsomption
en programmation logique (par exemple, un script de règle R qui sous-
tend un script factuel F est inclus dans F ).
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Script
S
Scènes C E
Acteurs
ID : self
ID : ?X
humeur : mauvaise
ID : self ID : ?X
Actions
action : mord
ID : ?X
action : mord
ID : ?X
Fig. 4.2  Un exemple de script de règle. Lorsque l'agent a été confronté à
des situations proches du script de la gure 4.1, il peut procéder par induction
pour généraliser en un script de règle dans lequel les agents individuels ont été
remplacés par des variables (?X), et où seuls les caractéristiques pertinentes
ont été retenues. Le script résultant peut alors être utilisé pour anticiper le
résultat des actions de l'agent.
3. L'intersection (S
1
T
S
2
), opération qui cherche à maximiser le recouvre-
ment d'information de deux scripts, en n'en retenant que la structure
commune, et en créant le cas échant des variables. On peut s'en servir
pour généraliser deux faits (R = F
1
T
F
2
peut être un bon candidat pour
la règle sous-jacente à F
1
et F
2
).
À l'aide de ces outils,Worden propose de mettre en ÷uvre un appren-
tissage de règles générales en procédant à l'intersection de scripts déjà acquis
avec des scripts factuels issus de l'expérience des individus.
La rapidité d'une telle méthode, comparée à un apprentissage par essais-
erreurs, correspond assez aux données empiriques de la primatologie : l'acqui-
sition des comportements de tromperie sociale, notamment, est et doit être
susamment rapide pour ne pas être détectée en tant que tromperie.
Ce modèle a l'avantage d'orir un support assez formel aux règles de
production esquissées par Byrne. Toutefois, il laisse en suspens le problème
dicile qui sous-tend plus généralement la plupart des systèmes cognitifs : celui
de l'ancrage dans le monde réel et dans les perceptions que les individus ont
de leur environnement, y compris de leur environnement social.
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En eet,Worden reconnaît explicitement supposer que les primates dis-
posent d'un module cognitif spécialisé de traitement des informations sociales.
Ce module a pour rôle non seulement de reconnaître certains comportements
comme sociaux, ce qui reste une hypothèse faible, mais même de traduire un
ensemble de phénomènes perçus sous la forme d'une représentation sociale
extrêmement structurée (des scripts factuels et leurs constituants).
Cette hypothèse, outre les dicultés qu'elle soulève quant à sa validation
ou son inrmation par les données empiriques, a le tort d'être improductive
par rapport à nos objectifs à terme (l'utilisation de modèles sociaux pour des
agents opérant dans un environnement ouvert, dans lequel il n'est pas possible
de caractériser a priori tous les événements susceptibles de se produire).
4.2 Les approches inspirées de l'éthologie
Les travaux cités ci-dessus, fortement inuencés ou explicitement inspirés
par l'IA classique, peuvent éventuellement aider le primatologue à formaliser
ses observations, à les rationaliser, les généraliser. Pour cela, ces modèles s'ap-
puient sur des hypothèses cognitives fortes et sur l'existence a priori d'un
module de construction des représentations sociales, dont ils sont impropres à
expliquer le fonctionnement.
Or, par rapport à nos objectifs, il est préférable de disposer de modèles
capables précisément de rendre compte de cette construction des représen-
tations sociales. Nous allons donc examiner des travaux allant dans ce sens,
inspirés plutôt par l'éthologie.
Les travaux de Hogeweg et Hesper
Le courant de recherche initié par P. Hogeweg et B. Hesper à travers
le paradigme mirror (Hogeweg et Hesper 1983; Hogeweg et Hesper
1985), compte parmi les premières tentatives de modélisation biologique par
comportements individuels. Illustrée en particulier par l'étude des relations
interindividuelles existant dans les colonies d'insectes (Bombus terrestris), la
méthodologie de simulationmirror s'appuie sur les caractéristiques suivantes :
 une dénition locale des entités (c'est-à-dire des individus simulés) ;
 une dénition empirique des relations entre individus ;
 l'observabilité de l'ensemble des événements survenant dans le système.
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Cette approche est assez voisine de celle qu'on retrouvera dans les si-
mulations multi-agents (Drogoul 1993). Des modèles construits de la sorte
permettent en eet d'aborder des comportements macroscopiques (collectifs)
à partir de comportements microscopiques (individuels), sans requérir d'hypo-
thèses quant aux comportements collectifs. Ceux-ci ne sont produits que par
les interactions entre individus et par les interactions entre ces individus et
leur environnement  résultant elles-mêmes de comportements explicitement
donnés aux agents.
Les simulations menées au moyen de mirror ont permis de montrer
que des comportements individuels simples susent à reproduire la structure
des interactions sociales observées dans la colonie. Des modèles analogues ont
été utilisés pour la répartition spatiale chez les primates (te Boekhorst et
Hogeweg 1994).
Les travaux de C. Hemelrijk
Ces travaux ont été poursuivis en primatologie par CharlotteHemelrijk
(Hemelrijk 1998b; Hemelrijk 2000; Hemelrijk 1998a) à travers la notion
d' éthologie synthétique  et de  laboratoire virtuel  déjà évoqués  2.2.3.
Les expériences qu'elle a conçues visent à suggérer des hypothèses nou-
velles en primatologie, en essayant d'expliquer un certain nombre de phéno-
mènes observés  tout particulièrement la répartition spatiale des membres
d'un groupe autour des dominants  en fonction de paramètres aussi simples
et peu nombreux que possible.
Les agents mis en scène dans les simulations sont des modèles réduits
de primates, au sens où ils ne font que passer leur temps à des interactions
agonistiques. Leurs comportements sont entièrement réactifs et régis en grande
partie par la perception des autres agents :
 Lorsqu'un agent en voit un autre dans un rayon critique (PerSpace), il
se lance dans une interaction de dominance avec celui-ci. S'il gagne, il se
dirige vers son adversaire, sinon il s'enfuit.
 Lorsqu'il n'y a personne dans le rayon critique, mais que des agents sont
visibles à une distance proche (NearView), l'agent continue de se déplacer
dans sa direction actuelle.
 Si un agent perçoit d'autres agents entre NearView et une distance maxi-
male MaxView, il se dirige vers eux.
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 Enn, s'il ne voit personne, il tourne aléatoirement pour chercher des
congénères.
À partir de ce cadre simplié, diverses hypothèses peuvent être testées
indépendamment les unes des autres pour estimer l'inuence de tel ou tel
paramètre sur la forme que prend la société : règles de regroupement, valeur
des distances PerSpace, NearView et MaxView, modalités des interactions de
dominances, taille du groupe...
La société articielle ainsi constituée peut alors être observée et analysée
avec les mêmes moyens qu'un groupe réel : mesure de la fréquence des attaques,
distances moyennes entre les agents, etc.
Ainsi, s'il ne s'agit pas à proprement parler d'une  simulation , mais
plutôt d'expérimentations sur un modèle assez abstrait et sur des phénomènes
sociaux bien ciblés, cette approche permet d'une part de déterminer objecti-
vement l'inuence de la forme du modèle sur la forme de la structure sociale
résultante, et d'autre part, en comparant dans les mêmes termes cette structure
avec des observations menées sur de vrais primates, il est possible d'estimer
la validité des prédictions du modèle et la plausibilité biologique de ce que
produit le système.
Par suite, lorsque les phénomènes simulés concordent avec des observa-
tions empiriques, on peut estimer que les hypothèses sous-jacentes au modèle
informatique ont une légitimité à expliquer le comportement des primates réels.
Toutefois, on peut émettre une réserve quant au choix de n'introduire
dans le système que des comportements sociaux, tout spécialement dans le
cas d'études sur la répartition spatiale, dans la mesure où d'autres activités
peuvent entraîner des biais dans la gestion de l'espace, qui disparaissent alors
du modèle.
Par ailleurs, l'extrême abstraction du modèle empêche de poser la ques-
tion de la fonction de la socialité, par rapport à l'acquisition de certaines res-
sources par exemple. Il n'en reste pas moins que cette démarche se conforme
parfaitement aux principes de parcimonie et d'incrémentalité que nous avons
choisis (cf.  2.2.2).
4.3 Notre point de départ : la plate-forme macaca
La démarche intellectuelle d'Hemelrijk a exercé une inuence certaine
sur nos propres travaux ; toutefois, plutôt que de recréer ex nihilo un labora-
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toire virtuel, nous sommes partis de travaux de simulation de primates réalisés
au laforia (prédécesseur du lip6) : la plate-forme macaca.
La plate-forme de simulation macaca (acronyme pour a Multi-Agent
Computer simulation of Animal Communities based on Alliances, et dénomi-
nation latine du genre des Macaques) a été développée par Steen Lalande
en collaboration avec Bernard Thierry (Laboratoire de Psychophysiologie de
l'Université Louis Pasteur à Strasbourg).
L'objectif des simulations menées au moyen de cet outil (Lalande et al.
1995) était de tester des hypothèses de B. Thierry concernant la formation
de structures hiérarchiques plus ou moins rigides chez les diverses espèces de
macaques. On y observe en eet d'importantes variations, allant du  despo-
tisme  où les relations hiérarchiques sont fortement marquées à l' égalita-
risme  dans lequel la contestation, violente ou non, est fréquente et conduit
à un équilibre des forces (Thierry 1985; Thierry 1990).
E-EMF
La plate-forme, programmée en smalltalk, s'appuie sur les travaux
d'éthomodélisation d'Alexis Drogoul (Drogoul 1993), plus exactement sur
emf (EthoModelling Framework).
emf permet de dénir les comportements des agents du système sous
la forme de tâches constituées par le chaînage d'un certain nombre de primi-
tives comportementales correspondant aux actions élémentaires de l'agent (cf.
gure 4.3). À chaque pas de temps dans la simulation, chaque agent exécute
une primitive correspondant à la tâche active. Chaque primitive retourne une
valeur booléenne qui peut être utilisée dans le chaînage au sein des tâches.
Choisir
zone
Atteindre
zone
Manger
Fig. 4.3  Un exemple de tâche emf. Ici, le comportement consiste à choisir
une zone d'alimentation, s'y rendre et manger. Les primitives sont chaînées
les unes aux autres en fonction de la valeur booléenne qu'elles renvoient, avec
possibilité de bouclage.
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À chaque tâche est attaché un certain niveau de priorité, xé par le mo-
délisateur lors de la dénition des comportements. Ces tâches sont déclenchées
par des stimuli qui peuvent être exogènes (signal émis par un autre agent par
exemple) ou endogènes (motivation à attaquer, besoin de s'alimenter, etc.).
Dans macaca, une version modiée d'emf, baptisée e-emf (pour Enhanced
EthoModelling Framework) permet de prendre en compte plus généralement
des préconditions qui peuvent être des stimuli, des événements survenant lors
de la simulation et susceptibles d'être perçus par l'agent (combat entre deux
individus) ou plus généralement toute expression retournant une valeur boo-
léenne.
Lorsque les préconditions d'une tâche sont toutes vériées, celle-ci de-
vient éligible. C'est alors, parmi les tâches éligibles, celle dont la priorité est
la plus élevée qui est choisie pour être exécutée. Les actions et communica-
tions des agents sont réiées sous la forme d'événements (comportant le type
d'événement et l'identité des participants).
À chaque pas de temps de la simulation, un agent exécute donc succes-
sivement les étapes suivantes :
1. perception des événements présents dans l'environnement, dans un voi-
sinage donné ;
2. déclenchement d'un certain nombre de  règles cognitives  correspon-
dant aux événements perçus et calcul des stimuli ;
3. sélection des tâches activables (celles dont les préconditions sont remplies
ou tâches en cours) ;
4. choix d'une ou plusieurs tâches à exécuter (e-emf permet en principe le
parallélisme de certaines tâches, mais cette possibilité n'a pas été exploi-
tée en pratique) : une tâche en cours peut être interrompue si son niveau
de priorité est inférieur à celui des autres tâches éligibles.
5. exécution de la primitive suivante de la tâche en cours si celle-ci n'a pas
été modiée, ou de la première primitive de la nouvelle tâche.
L'environnement
Les simulations menées par Steen Lalande n'ayant pas pour but d'étu-
dier l'impact des conditions écologiques sur l'organisation sociale, l'environ-
nement utilisé n'est pas particulièrement complexe : il s'agit d'un rectangle
contenant des zones de repos et d'alimentation de diverses tailles. L'action des
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agents dans ces régions (comme  manger  ou  se reposer ) ne font que pro-
duire des événements, sans modier l'environnement : la compétition qui peut
se produire entre les agents n'est donc pas directement reliée à des ressources
réelles, mais médiatisée par l'espace.
Comportements des agents
Les agents sont dotés de comportements élémentaires (sur lesquels nous
reviendrons plus en détail dans le chapitre suivant) :
1
o
des comportements consommatoires : se reposer, se nourrir ;
2
o
des comportements agonistiques (liés à l'agression) : attaquer, com-
battre, fuir ;
3
o
des comportements aliatifs : initiative de toilettage et toilettage.
Suivant une démarche incrémentale, les classes d'agents successivement
étudiées complexient le modèle de départ pour l'enrichir comportementale-
ment. Les primates disposent en eet de signaux de menace et de soumission
permettant d'éviter d'en venir aux combats. Des comportements de signali-
sation ont donc été ajoutés (menace, soumission, inhibition de l'agressivité).
Quelques expériences ont également été menées sur la possibilité de coalition.
Le comportement social des agents s'inspire en grande partie des travaux
de Hogeweg et Hesper, mentionnés précédemment (Hogeweg et Hesper
1985) et de règles élaborées avec B. Thierry :
 L'occurrence d'une interaction aliative entre deux individus augmente
la probabilité qu'ils renouvellent cette interaction et diminue la probabi-
lité qu'ils se combattent.
 L'occurrence d'un combat entre deux individus diminue la probabilité
qu'ils entament une interaction aliative et accroît la probabilité qu'un
combat ultérieur ait la même issue (i.e. le même vainqueur)
Autrement dit, les choix des partenaires pour les comportements alia-
tifs, ainsi que l'issue des combats, sont supposés suivre des dynamiques engen-
drées par des rétroactions positives.
Pour ce faire, les agents disposent d'une mémoire des interactions. Dans
les premiers modèles d'agents, il ne s'agit pas à proprement parler d'une re-
présentation au sens déni dans (Vauclair 1992), dans la mesure où elle ne
sert pas d'emblée à anticiper l'issue possible des interactions (cela n'est mis en
÷uvre que dans un second temps).
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La mémoire des interactions d'un agent A
i
peut être représentée par un
repère à deux dimensions, dans lequel tout individu A
j
est associé à un point.
L'abscisse de ce point correspond au degré d'aliation entre A
i
et A
j
, son
ordonnée est une mémoire cumulée des résultats des interactions agonistiques
(cf. gure 4.4).
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Fig. 4.4  Mémoire des interactions d'un agent dans macaca. Les points
représentent les autres agents : leur abscisse correspond au degré d'aliation
avec l'agent observé, leur ordonnée à la relation de dominance. Ici, l'agent
étudié a une relation d'aliation forte avec l'agent a, faible avec b ; il est
dominé par a et domine b.
Le degré d'aliation est utilisé pour le choix du partenaire d'une inter-
action aliative ; cette interaction à son tour renforce le degré d'aliation de
façon symétrique chez chacun des participants.
Inversement, l'issue d'un combat modie asymétriquement la mémoire
des interactions. Si l'ordonnée d'un agent A
j
dans la mémoire de A
i
est positive,
A
i
a plus de chances de l'emporter. Si c'est le cas, il augmente encore l'ordonnée
de A
j
(tandis que dans sa mémoire, A
j
diminue l'ordonnée de A
i
).
Les variations suivent le principe énoncé dans (Hogeweg et Hesper
1985), selon lequel les renforcements sont faibles lorsque l'issue d'une inter-
action est en accord avec la relation de dominance existante, tandis qu'un
résultat contraire aux attentes produit un changement profond des relations
de dominance.
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Pour chaque agent, la mémoire des interactions doit être initialisée, d'une
part en annulant la mémoire des conits (ordonnées), d'autre part en plaçant
à des abscisses non nulles les individus apparentés (selon un paramètre appelé
biais de parenté).
Résultats
Dans le modèle le plus simple (pas d'anticipation de l'issue des combats),
la fréquence des rencontres agonistiques ne diminue pas (puisqu'il n'y a aucune
forme d'apprentissage).
Dans les modèles utilisant la mémoire des interactions comme représen-
tation de la relation de dominance, que ce soit ou non en conjugaison avec
les signaux de menace et de soumission, le nombre d'agressions diminue au
cours de la simulation. En eet, le renforcement positif établit, par brisure de
symétrie, des relations de dominance entre individus (en ampliant les diver-
gences provoquées par les premiers combats), qui sont prises en compte dans
le déclenchement ou l'inhibition des interactions sociales.
Dans ces situations se constitue une hiérarchie fortement linéaire, dans
laquelle la mémoire des combats (ordonnées des agents dans la mémoire des in-
teractions) atteint rapidement les extrêma. Aucune contestation des rapports
hiérarchiques ne peut plus alors avoir lieu. Selon (Lalande et al. 1995), les
modèles expérimentés n'ont ainsi pu reproduire que des formes sociales obser-
vées dans les société de macaques  despotiques .
4.4 Bilan
Les travaux portant sur la simulation des comportements sociaux des pri-
mates restent à l'heure actuelle peu nombreux. Une partie des primatologues
s'attache d'ailleurs, plutôt qu'à la simulation proprement dite des comporte-
ments, à leur formalisation (cf.  4.1.1).
Ces modèles, qui se prêtent facilement à une implémentation mettant en
jeu des techniques issues de l'IA classique (cf.  4.1.2), présupposent l'existence
de modules cognitifs dédiés au traitement des informations sociales, capables
de produire des représentations déjà sophistiquées (prédicats) à partir des per-
ceptions.
Cela pose évidemment le problème de l'ancrage de ces représentations
dans le monde réel et de leur construction. Or, dans un environnement ouvert,
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il ne sera pas possible de dénir a priori l'ensemble des prédicats pertinents.
Les approches alternatives, comme celle de C. Hemelrijk (cf.  4.2),
sont plus prometteuses, dans la mesure où elles proposent de simuler des com-
portements les plus simples possibles, en n'imposant que très peu d'hypothèses
sur les mécanismes cognitifs des primates.
Toutefois, l'objectif de C. Hemelrijk est d'explorer les dynamiques par
lesquelles une certaine forme sociale s'instaure. Aussi, toute considération ex-
térieure à la socialité est éliminée des modèles et peut dicilement être réin-
troduite ultérieurement.
Nous avons donc nalement choisi de repartir de simulations existantes,
celles de S. Lalande (cf.  4.3), en essayant de comprendre pourquoi le modèle
utilisé dans macaca ne produit qu'une forme de socialité gée, alors que nous
souhaitons au contraire que celle-ci puisse se recongurer (selon les besoins du
groupe notamment).
Nous devrons de plus monter d'un degré dans le niveau d'abstraction
pour ne nous intéresser qu'à des primates  virtuels  (et non telle ou telle
espèce). En eet, ces simulations, en l'état, sont trop spéciquement ciblées
sur les comportements des macaques : or nous sommes plutôt intéressés par des
comportements et des représentations permettant d'instaurer un ordre social
(la hiérarchie par exemple), et ce de façon générale, pour pouvoir réutiliser les
mêmes modèles dans d'autres applications.
Ainsi, il nous faut garder un niveau d'étude tout à la fois susamment
général pour pouvoir être facilement transposé à d'autres applications, et rela-
tivement proche des descriptions données par les primatologues pour pouvoir
comparer les résultats obtenus à des données empiriques, et juger par là de la
fécondité de nos modèles.
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Chapitre cinquième.
Modèles de représentations sociales
Nous allons maintenant présenter les modèles proposés pour rendre compte
des capacités des primates à se forger une représentation des relations sociales
existant entre leurs congénères. Nous montrerons comment les dicultés évo-
quées précédemment ont été résolues, quels résultats ont été obtenus avec nos
modèles.
5.1 La représentation sociale
Objet de la simulation
La plupart des comportements sociaux des primates présentent un intérêt
assez évident en vue d'une transposition à un environnement informatique ou-
vert, dans la mesure où, d'une part, ils orent un moyen ecace d'anticiper ou
de résoudre les conits qui peuvent survenir (entre primates ou entre agents), et
d'autre part, ils suscitent des interprétations fortement anthropomorphiques,
ce qui peut s'avérer un inconvénient en primatologie mais constitue assurément
un atout pour interagir avec des humains.
Par ailleurs, nous avons fait le choix, pour les raisons évoquées au cha-
pitre 2, d'une approche incrémentale dans la construction de nos modèles.
Aussi, il nous a semblé important d'amorcer le  cercle vertueux  en simulant
des compétences sociales relativement simples, puis en essayant de les trans-
poser à d'autres situations (ce qui sera l'objet du chapitre suivant), puis enn
en tentant de les mettre à l'épreuve d'applications réelles (cf. partie ii et les
problèmes soulevés).
Nous avons donc commencé ces travaux avec la recherche de modèles
capables de rendre compte de l'une des capacités cognitives partagées par
tous les primates, et qui fait leur spécicité : la représentation des rela-
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tions sociales entre congénères (cf.  3.2.3), ce que V. Dasser nomme des
 proto-concepts  (Dasser 1988).
Il ne s'agira pas ici de tenter de simuler, de façon réaliste, un groupe de
primates d'une espèce donnée, ce qui était le but de macaca, mais plutôt de re-
chercher des modèles de représentations ou de comportements qui, s'appuyant
sur des caractéristiques communes à la plupart des primates, sont capables de
reproduire articiellement des phénomènes observés empiriquement chez ces
espèces.
Il est à craindre en eet qu'une simulation qui se focaliserait sur l'étude
particulière d'une espèce, voire d'un groupe, soit rendue inexploitable par une
accumulation de détails, de paramètres qui, nécessitant un ajustage précis,
tendraient à masquer des mécanismes sous-jacents plus généraux. On serait
alors dans la situation paradoxale d'un modèle hyperréaliste inutilisable en-
dehors du champ d'application pour lequel il a été conçu. S'agirait-il alors
toujours d'un modèle ? Ou au contraire, ne serait-il plus qu'une description
algorithmique incapable de tenir lieu d'explication?
Nous préférons donc aborder le problème par la simulation de primates
 abstraits , à la façon de C. Hemelrijk (cf.  4.2). Ainsi, il sera ensuite
plus facile de transposer ces modèles à d'autres types de SMA.
Nous allons donc, après avoir déni une base comportementale vraisem-
blable, proposer un modèle de représentation des relations sociales et étudier
son eet sur le groupe. Nous appliquerons pour cela les principes méthodolo-
giques dénis au chapitre 2 : le principe de parcimonie doublé du principe d'in-
crémentalité pour la construction des modèles d'agents et l'expérimentation
d'une part ; une observation mettant en vis-à-vis interprétation intentionnelle
(fonctionnelle) et explication causale d'autre part.
Point de départ
Des travaux évoqués précédemment, ce sont ceux qui se rapprochent le
plus d'une tentative de construction incrémentale de modèles pour reproduire
des phénomènes observés chez les primates (à savoir ceux de de C. Hemelrijk
et de S. Lalande) qui coïncident le plus à nos besoins (en vue d'une utilisation
de mécanismes sociaux dans d'autres systèmes). Nous avons donc choisi une
approche assez similaire dans son principe.
Nous sommes partis, pour nos propres expériences, de la plate-forme
macaca qui constituait un bon point de départ pour simuler les phénomènes
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de reconnaissance des liens sociaux. En particulier, les comportements élémen-
taires implantés dans les simulations existantes ont fourni une base permet-
tant une étude comparative avec les dynamiques observées dans les modèles
de S. Lalande.
En revanche, les choix retenus dans macaca quant aux représentations
des agents nous ont semblé particulièrement restrictifs.
En eet, comme chaque agent ne dispose que d'une mémoire des in-
teractions avec chacun des autres agents (cf.  4.3), il peut estimer la force
relative d'un de ses congénères, donc estimer si un agent est dominant ou do-
miné par rapport à lui-même et agir en conséquence. Mais il ne peut pas se
représenter les relations sociales existant entre les autres agents. Il est de plus
obligé d'aronter un agent qu'il n'aurait pas encore rencontré pour le position-
ner  correctement  dans sa représentation sociale, puisqu'il ne peut tenir
compte du rang que peut avoir acquis cet agent auprès des autres.
Cela pourrait expliquer d'ailleurs l'échec partiel de macaca dans ses
objectifs de simulation. La rétroaction positive mise en ÷uvre pour établir la
relation de dominance conduit aisément, après une période de uctuations, à
l'établissement d'une hiérarchie fortement linéaire, dont il devient alors dicile
de sortir. Il faut donc se focaliser tout particulièrement sur la forme de mémoire
à utiliser dans nos modèles.
Fécondité des modèles
Le problème de l'évaluation des modèles, dans notre cas, ne se posera
pas vraiment en termes de  validation  par rapport à telle ou telle observa-
tion empirique de primates particuliers, puisque les entités simulées sont assez
abstraites.
Au contraire, il nous faudra estimer si les résultats obtenus, qu'ils soient
quantitatifs ou qualitatifs, correspondent bien aux fonctions qui ont été assi-
gnées comme but au modèle, et comment cela se traduit dans les comporte-
ments d'agents. Ceux-ci doivent évidemment être comparables qualitativement
à des phénomènes observés chez les primates, liés à la représentation sociale
du groupe.
On pourra également chercher à voir si le modèle permet de rendre
compte de plus de choses que ce pour quoi il a été conçu. Autrement dit,
il s'agit d'abord de savoir si le modèle est fécond, s'il est capable de produire
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des formes de socialité intéressantes, et autant que possible proches de celles
des primates.
Les éthologistes ont déni un certain nombre de critères pour caractéri-
ser les sociétés animales ; nous nous en servirons pour donner à des sociétés
articielles, produites par la simulation, des caractérisations en termes étho-
logiques, que nous pourrons comparer aux interprétations proposées par les
primatologues.
5.2 Cadre méthodologique
5.2.1 cassiopée
Les modèles de représentation sociale décrits ici ont vocation à être trans-
posés dans d'autres systèmes : cela signie en particulier que la fonction réa-
lisée par le groupe, c'est-à-dire la construction collective de représentations
sociales permettant de s'organiser, devra être en grande partie indépendante
de la nature exacte des comportements qui la produisent.
Cela pose un problème méthodologique d'ordre informatique, qui rejoint
celui de la réutilisabilité des composants logiciels. Ces obstacles surviennent
également lorsque l'on cherche à concevoir un SMA pour une application don-
née, sans avoir à réinventer de toutes pièces des mécanismes d'organisation.
Aussi depuis quelques années a-t-on vu se multiplier des eorts de re-
cherche en IAD sur les méthodologies de conception de SMA.
Nous nous appuierons ici sur la méthodologie cassiopée, qui est très
fortement inspirée de l'éthologie (Drogoul et Collinot 1997) en ce qu'elle
permet une spécication intentionnelle des fonctions du système à concevoir,
tout en laissant une liberté assez considérable quant aux architectures eecti-
vement mises en ÷uvre pour l'implémentation (Collinot etDrogoul 1998).
Cassiopée a été utilisée avec succès comme méthodologie de conception,
notamment pour l'organisation d'une équipe d'agents robotiques dans le cadre
des compétitions de  robots footballeurs , RoboCup
1
(Collinot et al.
1996a; Collinot et al. 1996b; Drogoul et Collinot 1998). Elle a donné
naissance, depuis, à andromède, qui intègre au cadre général de cassiopée
des techniques d'apprentissage (Drogoul et Zucker 1998).
1. On pourra se reporter à (Asada et al. 1998) et au chapitre 7 pour plus de détails sur
RoboCup.
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La notion de rôle
Les rôles sont un concept central de cassiopée. Un rôle est un ensemble
de comportements (décrits d'un point de vue fonctionnel) qui peut être assumé
par un ou plusieurs agents ; un même agent peut également jouer plusieurs rôles
(i.e. assurer plusieurs fonctions) simultanément.
L'hypothèse sous-jacente à cassiopée, qui a été reprise par d'autres
méthodologies de conception (Gutknecht et Ferber 1999, par exemple),
est la possibilité de répartir les rôles en trois niveaux par rapport aux degrés
d'organisation du système :
1. les rôles individuels ;
2. les rôles relationnels ;
3. les rôles organisationnels.
Nous la désignerons sous le nom d'hypothèse de séparation des rôles.
Les rôles individuels concernent les comportements individuels néces-
saires à la réalisation de la tâche collective considérée (dans le cas de la concep-
tion d'une application multi-agent). Les rôles relationnels gèrent tout ce qui
touche aux interactions, aux communications entre agents. Enn, les rôles or-
ganisationnels structurent les groupes d'agents, par exemple en mettant en
place des mécanismes de coordination ou de coopération.
Ces rôles ne sont pas rigoureusement indépendants : si l'on se reporte à
la gure 1.1 page 6, on doit pouvoir retrouver les inuences de l'organisation
sur les agents et des agents sur l'organisation. Il est donc indispensable de
déterminer comment ces rôles sont liés les uns aux autres.
Il faut rajouter deux étapes pour faire le pont entre les trois niveaux de
rôles :
 Les dépendances mutuelles qui existent entre les rôles individuels, au
sens par exemple de (Castelfranchi et al. 1992), servent à établir
les rôles relationnels : deux rôles individuels R
1
et R
2
peuvent être en
conit ; R
1
peut permettre la réalisation de R
2
ou la faciliter, ou encore
nécessiter R
2
, etc. On retrouvera alors au niveau relationnel une typologie
Facilitateur/Dépendant.
 Les rôles relationnels à leur tour peuvent servir de base à la constitution
de groupes. Les rôles organisationnels vont servir à gérer la participation,
l'initiation, la dissolution de ces groupes.
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Le parcours de conception suit alors cinq étapes (cf. gure 5.1) dans les-
quelles on passe alternativement d'un point de vue local, celui des rôles joués
par les agents, à un point de vue global, celui de l'organisation de ces rôles
les uns par rapport aux autres. Il peut être suivi de façon ascendante (en par-
tant des rôles individuels, et en n'ayant éventuellement de rôles relationnels et
organisationnels qu'émergents) ou descendante (en spéciant les formes d'or-
ganisation voulues et en déduisant ensuite une décomposition de la fonction
désirée en rôles relationnels et individuels).
Fig. 5.1  Les liens entre rôles dans cassiopée (voir texte).
 d'après (Drogoul 2000)
Niveaux d'organisation et représentation sociale
La séparation entre rôles est absente de macaca. Il nous semble pourtant
qu'elle constitue une clef pour modéliser la représentation des relations sociales
au sein du groupe.
On peut en eet identier clairement des comportements relevant de fonc-
tions purement individuelles (se déplacer, s'alimenter, se reposer), et d'autres
qui font intervenir des dépendances relationnelles entre individus (les compor-
tements agonistiques et aliatifs, qui s'appuient sur les liens sociaux d'agent à
agent). La relation de dominance tout comme la relation d'aliation chez les
primates relèvent de rôles relationnels, dans la mesure où elles concernent les
interactions des agents pris deux à deux.
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Toutefois, lors d'un combat, d'autres agents peuvent participer et former
une coalition avec l'un ou l'autre protagoniste, mais on peut considérer en sui-
vant l'hypothèse la plus faible que le déclenchement d'une coalition repose sur
des liens interindividuels, et non sur l'appartenance explicite à un groupe (cf.
gure 5.2). Cette interprétation de nombreuses situations d'interaction coïn-
cide d'ailleurs avec les observations de H. Kummer sur les relations triadiques
chez les primates (Kummer 1967).
P/A
p
I
Fig. 5.2  Dépendances triangulaires entre trois rôles : un protecteur
ou auxilliaire (P/A), un protégé (p) et un intrus (I). Entre les rôles
P/A et p se développent des relations aliatives (pointillés), tandis
que les relations avec I sont agonistiques (traits pleins)
Nous sommes donc amenés à considérer explicitement deux niveaux d'or-
ganisation au minimum : le niveau des rôles individuels et celui des rôles re-
lationnels. Les rôles individuels sont donnés par le choix des comportements
liés au domaine envisagé (ici, les comportements individuels des primates) ; les
rôles relationnels vont s'appuyer quant à eux sur des représentations sociales
qu'il va falloir dénir (cf.  5.3).
Nous discuterons plus loin de l'introduction du troisième niveau, celui
des rôles organisationnels, pour la simulation des mécanismes de coalition.
5.2.2 Quelques dénitions
Avant de présenter les modèles choisis, nous allons dénir les grandeurs
mesurées lors des expériences, ainsi que les paramètres qui servent de fonde-
ments aux représentations sociales.
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L'indice de dominance
Introduit initialement par (Pardi 1948), il est donné par la formule sui-
vante :
X
i
=
D
i
D
i
+ S
i
(5.1)
où D
i
est le nombre d'interactions dans lesquelles l'agent i a été dominant (a
gagné) et S
i
le nombre d'interactions où il a été dominé.
L'indice de dominance X
i
représente donc la fréquence de la dominance
de i sur les autres agents, avec un biais important : le nombre total d'interac-
tions n'intervient pas. Ainsi, il sut à un agent de gagner son premier combat
pour avoir X
i
= 1. Mais ce biais n'interviendra pas dans les simulations, le
nombre d'interactions liées à la dominance étant susamment grand.
On peut étendre cette notion dans le cas de relations individualisées en
posant :
X
i;j
=
D
i;j
D
i;j
+ S
i;j
(5.2)
où D
i;j
(respectivement S
i;j
) représente le nombre de victoires (resp. défaites)
de l'agent i sur l'agent j. On considère alors que i domine j lorsque X
i;j
> X
j;i
.
Dominance réelle et dominance formelle
La relation de dominance peut être observée de deux façons :
 En mesurant l'indice de dominance X
i
de chaque agent de la population,
calculé à partir de l'issue des combats, ou mieux encore, en calculant
pour tous les agents X
i;j
. On peut alors déterminer les relations de do-
minance d'agent à agent, de façon objective (qui gagne eectivement s'il
y a combat). Il s'agit de la dominance réelle.
 En mesurant un indice de dominance Y
i
(ou mieux, Y
i;j
) qui ne tient
compte que des comportements ritualisés : signaux de menace et de sou-
mission. Ces signaux servent à réduire l'agression dans la population en
rappelant et en confortant les relations déjà établies. Il s'agit de la do-
minance formelle.
Linéarité de la hiérarchie
On peut alors mesurer deux autres grandeurs : la linéarité de chacune
de ces relations. La hiérarchie (réelle ou formelle) instaurée par la relation de
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dominance peut être plus ou moins transitive (si i domine j et j domine k,
on observe également que i domine k), ce qui peut être calculé au moyen des
matrices (X
i;j
) ou (Y
i;j
). On obtient un coecient entre 0 et 1 (1 représentant
une hiérarchie strictement linéaire, 0 l'absence de relation d'ordre).
D'ordinaire, les hiérarchies de dominance sont assez linéaires et per-
mettent alors de dénir clairement un rang correspondant au classement dans
la hiérarchie. Mais il est possible d'observer des relations triangulaires (i do-
mine j, j domine k, k domine i) lorsque les interactions entre individus conduisent
à des modications de leur rang (de Waal 1982).
5.2.3 Outils informatiques
E-EMF
Les comportements que nous avons implémenté l'ont été en langage
smalltalk, au moyen d'e-emf (cf.  4.3). Il s'agit donc de tâches compo-
sées d'un chaînage de primitives comportementales.
À titre d'illustration, le tableau 5.2 page 74 donne la composition des
tâches intervenant pour les comportements relationnels agonistiques d'une
classe d'agents utilisée pour les expériences (tâches Attack, Fight, Flee pour
les combats et Threat, Submit pour les signaux de ritualisation). On pourra
vérier qu'elles restent particulièrement simples. Le tableau 5.1 indique les
préconditions qui décident de leur éligibilité.
Tab. 5.1  Les préconditions d'activation des tâches. Rappelons qu'une tâche
n'est activée que si elle est éligible, c'est-à-dire si ses préconditions sont véri-
ées, puis en fonction de sa priorité par rapport aux autres tâches éligibles.
Tâche
Priorité
Préconditions
Attack
8
[(?x menace self) ^ (self s'alimente) ^
(self domine ?x)] _ [(self menace ?x) ^
(?x n'a pas répondu par une soumission)]
Fight ?x
9
(?x attaque self) _ (?x combat déjà self)
Flee ?x
10
(combat entre self et ?x) ^
(X
self,?x
< X
?x,self
)
Threat ?x
5
(interaction aliative entre ?x et ?y)
^ (interaction aliative entre self et ?y) ^
(self domine ?x)
Submit ?x 6
(?x menace self) ^ (?x domine self)
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Tab. 5.2  Les tâches agonistiques du modèle.
Attack ?x
Aller
vers ?x
Signaler
l'attaque
Fight ?x
Combattre
?x
Déterminer
vainqueur
Flee ?x
Abandonner
le combat
Fuir loin
de ?x
Ne rien
faire
10x
Threat ?x
Signal de
menace à ?x
Ne rien
faire
Submit ?x
Signal de
soumission à ?x
Le simulateur
La plate-forme de simulation que nous avons utilisée est dérivée de macaca
et reprend un certain nombre de ses outils.
Les comportements sont dénis au moyen d'un Task Browser, dans le-
quel on xe les caractéristiques des tâches (priorité, exclusion avec d'autres
tâches, etc.) et leurs préconditions. Celles-ci sont décrites au moyen de mots-
clefs permettant d'invoquer la perception d'événements dans l'environnement
(MATCH:), des conditions résultant de l'évaluation d'expressions smalltalk
(COND:), et d'envoyer un paramètre à la tâche (SEND:).
Ainsi, dans l'exemple qui apparaît sur la gure 5.3 page 75,  MATCH:
$threat ?x self  recherche si un événement nommé $threat est perceptible
dans l'environnement. Cet événement comporte deux paramètres, on impose
que le second soit self (l'agent lui-même). Ici, l'agent correspondant au pre-
mier paramètre (celui qui émet le signal de menace) est identié par la variable
?x. Si les autres conditions xées sont vériées (notamment si l'agent self do-
mine ?x) la tâche attack devient éligible avec pour paramètre ?x ( SEND:
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?x ).
Fig. 5.3  L'outil  Task Browser  qui sert à dénir les propriétés et les
préconditions des tâches (ici, la tâche Attack).
De la plate-forme macaca, nous avons également adapté un outil d'ob-
servation statistique des résultats de la simulation (cf. gure 5.4 page 76).
Nous avons notamment rajouté des fonctionnalités permettant de suivre plus
nement l'évolution de la hiérarchie réelle et de la hiérarchie formelle simulta-
nément.
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Fig. 5.4  L'outil d'analyse statistique des simulations. La demi-fenêtre su-
périeure permet d'observer la fréquence des comportements relationnels entre
toutes les paires d'agents (lignes plus ou moins épaisses entre un agent cen-
tral observé et ses congénères représentés en cercle). En bas, on mesure pour
chaque période de temps (T , à ne pas confondre avec le pas de temps de la
simulation) le nombre total de comportements au sein de la population.
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5.3 Modèle proposé
5.3.1 Représentation de la hiérarchie
La mémoire des interactions utilisée dans macaca est  fermée , elle
n'a aucune conséquence visible sur l'agent et n'est pas lisible par les autres
agents.
Or, chez les primates, les changements hiérarchiques sont en grande partie
liée à l'inuence que les individus exercent les uns sur les autres. Les domi-
nants semblent plus gros (non parce qu'ils sont plus corpulents, mais parce
que leurs poils sont fréquemment hérissés), leur poil est mieux lustré, ils oc-
cupent une position centrale dans le groupe (cf. travaux de Hemelrijk), etc.
2
Comment prendre en compte ce facteur dans le modèle de représentation de
la dominance?
Les phéromones
Les phéromones
3
sont des substances chimiques qui constitueraient l'une
des premières formes de communication (McFarland 1990).
Elles servent dans l'ensemble du monde animal à attirer des partenaires,
marquer un territoire, lancer des messages d'alerte, identier l'appartenance
d'un individu à un groupe, indiquer son statut social, etc. (phéromones de
signalisation), ou encore contribuer au développement d'un individu (phéro-
mones d'amorçage).
Les phéromones ont plus spécialement été étudiées chez les insectes pour
lesquels elles constituent un mode de communication majeur. Chez les guêpes
par exemple, le renforcement de la dominance se traduit par une augmenta-
tion des sécrétions phéromonales, qui à son tour inue sur l'issue des combats
(Theraulaz 1991). Chez les rongeurs (groupes de rats), ce sont encore des
phéromones qui interviennent dans le marquage du statut social.
Phéromones et IAD réactive
Les phéromones ont par ailleurs servi de métaphore pour des modèles de
comportement réactif en IAD : en simulation d'abord (Drogoul 1993; Bo-
2. Des études sur les réactions endocriniennes des primates montrent que les dominants
sont par ailleurs plus stressés que les dominés.
3. Appelées aussi  phérormones , de pherein (transporter) et hormân (exciter).
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nabeau et Theraulaz 1994), puis rapidement comme méthode de résolution
de problèmes (Bonabeau et al. 1999a).
En tant que médium de communication, les phéromones présentent en
eet des caractéristiques intéressantes pour l'IAD réactive :
 elles véhiculent des informations simples ;
 leur existence dans le temps est limitée (par leur évaporation) et de ce
fait les informations obsolètes sont éliminées ;
 leur propagation dans l'espace est limitée (par des phénomènes physiques
de diusion), et par suite l'intensité du stimulus perçu est porteuse d'in-
formations (elle permet de déterminer la distance entre le récepteur à la
source et la direction de celle-ci, puisque la diusion engendre un gra-
dient).
Une métaphore : les  phéromones sociales 
Bien entendu, rien jusqu'à présent n'a montré l'utilisation de phéromones
comme indicateur du rang social chez les primates. Nous nous garderons bien
de prétendre modéliser les causes eectives de la représentation sociale.
Toutefois, l'utilisation d'un modèle réactif pour reproduire une fonction
sociale donnée s'intègre parfaitement au principe de parcimonie et à l'hypo-
thèse de séparation des rôles.
Que doit-on entendre par  phéromones sociales  (Picault et Colli-
not 1998a; Picault 1998)? Par analogie avec les phéromones chimiques, il
doit s'agir d'un objet porteur de signication, qui possède :
 une forme spécique (un identieur) donnant la nature du message ;
 une intensité ;
 une localisation dans l'espace.
De plus, pour jouer un rôle relationnel, nous ajouterons à cette structure l'iden-
tité de l'émetteur, de sorte que la réaction d'un agent à une phéromone dépen-
dra de son émetteur.
Réaction aux phéromones sociales
Chez les animaux, la réaction aux phéromones dépend ordinairement
d'un seuil de sensibilité. Pour réagir à une phéromone relationnelle dans une
population de N agents fa
i
g
i2[1::N ]
, chaque agent doit disposer d'un ensemble
de seuils fS
i;j
g
j 6=i
.
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Chaque agent peut en outre percevoir des signaux émis par tous les agents
a
i
, d'intensité phéro(i). On décide alors qu'un agent a
i
réagit au signal émis
par un autre agent a
j
lorsque : phéro(j) > S
i;j
.
Application : la phéromone rank
Pour représenter la relation de dominance, nous allons utiliser une telle
phéromone sociale, nommée rank.
Chaque agent dispose de seuils de réaction aux phéromones rank qu'il
perçoit, et émet lui-même une phéromone rank d'intensité initiale :
rank(i) =
1
N   1
X
j 6=i
S
i;j
L'agent a
i
estime qu'il domine a
j
lorsque ses perceptions donnent : rank(j) < S
i;j
.
On peut en donner une illustration sur la gure 5.5. Plus l'ordonnée du
point représentant le seuil de réaction à un agent a
j
donné est élevée, moins il
est probable que le stimulus émis par celui-ci soit susamment fort pour être
pris en considération, donc moins il est probable que l'agent a
i
soit dominé
par a
j
. Plus les seuils d'un agent sont élevés, plus l'intensité de sa phéromone
rank est forte : l'agent a alors de fortes chances de se trouver au sommet de la
hiérarchie.
-
6
a
1
a
2
a
3
...
a
8
Agents
Seuils
1
0
Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ
rank
Fig. 5.5  Représentation de la relation de dominance dans le modèle des
 phéromones sociales . Pour chaque agent a
j
, on indique le seuil de sensibilité
(S
i;j
) de l'agent observé (qu'on notera a
i
) au stimulus  rank  émis par a
j
.
Si rank(a
j
) < S
i;j
, alors a
i
considère qu'il domine a
j
.
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Évolution du rang social
Au fur et à mesure des interactions entre agents, l'issue des combats et
des confrontations ritualisées doivent être prises en compte pour l'ajustement
des seuils (et, en conséquence, de l'intensité de la phéromone rank).
Pour cela, on peut utiliser le même mécanisme que les modèles dérivés
de mirror, c'est-à-dire qu'après une interaction entre a
i
et a
j
, les seuils sont
ajustés de façon à donner plus d'importance à une interaction contraire aux
représentations établies qu'à une interaction qui s'y conforme.
Pour l'agent a
i
, cela donne (réciproquement a
j
se livre à pareil calcul) :
8
<
:
S
i;j
   S
i;j
+  (1  S
i;j
) si a
i
est vainqueur
S
i;j
   S
i;j
   S
i;j
sinon
Le facteur   est un gain paramétrable qui modie la vitesse de diérenciation
sociale. Les changements opérés selon l'issue des interactions et les représen-
tations initiales sont illustrés par les gures 5.6 et 5.7.
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Fig. 5.6  Évolution des seuils de réaction de a
i
en cas de victoire de l'agent
a
i
. Si l'agent vaincu (situation 1, agent a
2
) est déjà considéré comme dominé,
la variation est peu importante. Au contraire, s'il était plutôt perçu comme un
dominant (situation 2, agent a
8
), l'importance de la victoire de a
i
se traduit
par une forte augmentation du seuil.
Ces changements dans la valeur des seuils entraînent automatiquement
une modication de l'intensité de la phéromone rank émise par chacun des pro-
tagonistes : ainsi, une interaction sociale entre deux agents produit un résultat
perceptible par les autres, et qui modiera le comportement global de chacun
des participants vis-à-vis des autres agents
4
.
4. Des dynamiques voisines ont été observées dans les travaux sur la polygynie chez les
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Fig. 5.7  Évolution des seuils de réaction de a
i
en cas de défaite de l'agent
a
i
. Si l'agent vainqueur (situation 1, agent a
2
) est considéré comme dominé, la
variation est importante pour tenir compte de l'événement. Au contraire, s'il
était plutôt perçu comme un dominé (situation 2, agent a
8
), le seuil est peu
modié.
5.3.2 Modèle de perception
Il reste à choisir une loi de propagation des  phéromones sociales 
dans l'environnement. Dans macaca, les événements ne sont perceptibles que
dans un rayon de perception donné, que nous avons conservé : au-delà, les
phéromones ne seront pas prises en compte.
Mais ordinairement, l'intensité d'une phéromone décroît avec la distance
à la source selon les lois de la diusion. Ceci dit, il n'est pas certain que ce
point précis soit totalement pertinent dans le cadre de nos rôles relationnels.
En l'occurrence, si l'on peut concevoir que l'intensité du signal puisse être
modulée, la distance entre les agents (pourvu qu'elle soit inférieure au rayon
de perception) ne semble pas un critère particulièrement évident.
En revanche, les phénomènes sociaux chez les primates reposent sur la
manipulation de l'attention. Nous avons donc opté pour les conventions sui-
vantes :
 les phéromones sont portées par leur émetteur ;
 leur intensité perçue est fonction de leur intensité à l'émission et de
l'orientation des agents les uns par rapport aux autres (deux agents qui
sont orientés l'un vers l'autre perçoivent un signal maximum, ceux qui
se tournent le dos une intensité très faible).
Les comportements agonistiques décrits précédemment ont été bien sûr
modiés en conséquence (en rajoutant une primitive réglant l'orientation des
fourmis (Hutzler 1995).
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agents selon les interactions).
5.4 Expériences
Protocole
Les simulations réalisées avec ce modèle, pour la représentation de la re-
lation de dominance, ont été comparées aux résultats obtenus avec les classes
d'agents équivalentes dans macaca. Il s'agit en eet d'être capable de souli-
gner ce que ce modèle apporte par rapport à une simple mémoire des interac-
tions.
Les populations testées comportent de 5 à 30 individus, placés dans un
environnement similaire à celui de macaca, à savoir un terrain rectangulaire
possédant une zone de repos et une zone d'alimentation. Diverses valeurs du
paramètre   ont été utilisées (sans changement qualitatif notable).
Les simulations ont été eectuées à chaque fois sur des périodes de l'ordre
de 40 000 pas de temps (comme mentionné  4.3, l'exécution d'une primitive
comportementale appartenant à une tâche occupe un pas de temps).
Résultats de référence
Les simulations menées avec une mémoire des interactions comme dans
macaca donnent dans tous les cas des résultats semblables :
 La linéarité de la dominance réelle comme de la dominance formelle aug-
mentent exponentiellement jusqu'à 1 (cf. gure 5.8).
 Parallèlement, le nombre de combats et de menaces diminue, tandis que
celui des soumissions et des interactions aliatives augmente.
Résultats et interprétation
Lorsqu'on observe ce qui se passe avec les  phéromones sociales , on
constate au contraire des uctuations assez importantes de la linéarité, tant
réelle que formelle (cf. gures 5.9, et 5.11).
On peut montrer, en examinant les autres comportements, qu'il ne s'agit
pas de comportements aberrants mais de modications de la hiérarchie.
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Fig. 5.8  Linéarité de la dominance réelle (gris foncé) et de la dominance for-
melle (gris clair) dans macaca. Ces valeurs sont comptabilisées par périodes
de 4000 pas de temps (en ordonnée : linéarité ; en abscisse : période).
Fig. 5.9  Simulation A. Évolution de la linéarité de la dominance réelle (à
gauche) et de la dominance formelle (à droite) dans le modèle de  phéromone
sociale .
En voici deux exemples représentatifs des expériences réalisées (simula-
tions A et B, gures 5.9 et 5.10 pour A et 5.11 et 5.12 pour B). Leur com-
paraison montre les phénomènes suivants quant aux fortes diminutions de la
linéarité de la hiérarchie réelle (périodes 3, 6, 8 de la simulation A et 4, 7, 11
de la simulation B) :
1
o
Elles sont précédées d'une forte baisse de la linéarité de la hiérarchie
formelle.
2
o
Elles s'accompagnent d'une augmentation notable du nombre de me-
naces et d'une diminution légère du nombre d'interactions aliatives.
3
o
Elles sont suivies d'une augmentation du nombre de combats et d'une
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forte diminution du nombre de soumissions.
De plus, les seuils de réaction aux phéromones rank ne se  bloquent  pas
aux extrêma et varient de façon conséquente lors des perturbations observées.
Fig. 5.10  Simulation A. Figure de gauche : évolution du nombre d'inter-
actions aliatives (gris clair) et de combats (gris foncé) ; gure de droite:
évolution du nombre de menaces (gris clair) et de soumissions (gris foncé).
Fig. 5.11  Simulation B. Évolution de la linéarité réelle dans le modèle de
 phéromone sociale .
L'analyse détaillée des comportements permet de proposer quelques ex-
plications aux phénomènes observés.
Deux agents a et b de force comparable (dominant à peu près autant de
congénères l'un que l'autre) ont de fortes chances d'émettre des phéromones
rank d'intensités très voisines. Cela ne signie pas pour autant qu'ils ont le
même rang au sens de la relation de dominance : l'un des deux est domi-
nant sur l'autre (disons par exemple que a domine b). Mais la diérence entre
j rank(b)  S
a;b
j et j rank(a)  S
b;a
j peut être faible.
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Fig. 5.12  Simulation B. Évolution du nombre de combats (à gauche) et de
soumissions (à droite) dans le modèle de  phéromone sociale .
Supposons que a et b ne se rencontrent pas pendant quelque temps. Cha-
cun, selon les agents qu'il rencontre, ajuste ses représentations sociales (c'est-à-
dire ses seuils de réaction). Il est possible que le statut de b s'améliore quelque
peu. Dans ce cas, rank(b) s'est élevé également. Certains de ses congénères
peuvent se mettre à lui adresser des signaux de soumission : la hiérarchie for-
melle s'en trouve donc bousculée.
Mais pour autant, le rang de b dans la hiérarchie réelle n'a pas encore
changé. Lorsque b et a se rencontrent à nouveau, ils n'ont pas eu forcément
l'occasion d'ajuster leurs seuils de réponse de l'un à l'autre et on est donc
confronté à un phénomène d'hystérésis. Tout se passe comme si les agents
s'évaluaient mutuellement sur la base de préjugés (au sens de  représenta-
tions sociales subjectives et a priori  qui ne reètent pas nécessairement une
situation objective).
Si un combat entre a et b s'ensuit, b a plus de chances de l'emporter
qu'auparavant (puisque rank(b) a augmenté). Il devient alors dominant sur a et
rank(b) s'accroît d'autant. Il s'agit cette fois d'une modication de la hiérarchie
réelle qui va se répercuter pendant quelque temps auprès de ses congénères.
Le vaincu doit également trouver une nouvelle position dans la hiérarchie. La
structure sociale se stabilise progressivement, jusqu'à un nouveau conit.
Les variations aléatoires qui existent toujours dans la population se trouvent
en fait ampliées par les mécanismes de rétroaction positive et d'inuence entre
agents (par les  phéromones sociales ) et conduisent à leur diérenciation.
Ce phénomène d' ordre par uctuations  est fréquent dans les systèmes
auto-organisés (Atlan 1979).
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Des éléments de validation
Il reste à savoir toutefois si les comportements observés ont une quel-
conque vraisemblance éthologique. Or, les résultats empiriques, en particulier
le lien entre les variations des relations formelle et réelle coïncident avec ceux
qu'on peut décrire par exemple chez les chimpanzés :
 Généralement, rangs formels et rangs réels se recoupent. En certaines
circonstances, cependant, le rang peut devenir ctif. Autrement dit, la
position d'un individu dominant peut devenir intenable. [...] Si, par
exemple, un subordonné est de plus en plus souvent vainqueur dans
les conits, ou si du moins il provoque régulièrement de la peur et des
hésitations chez la partie adverse, ce résultat ne lui échappera pas. Si
ce décalage dans la relation réelle persiste, peu à peu les  saluts 
ne deviendront plus qu'une formalité creuse, puis le dominé cessera de
 saluer  le dominant. De ce fait, il remettra en cause, pour ainsi
dire, le statut de leur relation. Ce premier pas  arrêter de  saluer 
 a été observé lors de tous les renversements de dominance survenus
dans la colonie d'Arnhem  (de Waal 1982)
Autres caractéristiques du modèle
L'utilisation d'une mémoire des interactions dans macaca présentait un
autre inconvénient : l'initialisation de cette mémoire, pour tout nouvel agent
introduit dans le système, imposait à celui-ci et aux autres de s'aronter tous
explicitement pour établir son rang dans la population.
Le modèle de  phéromones sociales  apporte une réponse partielle à
ce problème. En eet, bien qu'il soit également inévitable de devoir xer arbi-
trairement la valeur initiale des seuils (0,5 en l'occurrence), ils n'empêchent pas
de se comporter de façon adéquate face à des agents émettant une phéromone
rank d'intensité soit plus forte, soit plus faible.
L'utilisation de ce modèle permet en outre de rendre compte de quelques
phénomènes décrits dans le chapitre 3.
La phéromone rank, en ce qu'elle inuence le comportement des autres
agents et l'issue des combats, peut représenter une forme de conance en soi.
On peut s'en rendre compte à travers la notion de leurre (cf.  3.2.5).
Si par exemple on xe articiellement l'intensité de la phéromone rank
d'un agent à 1, en l'empêchant de varier durant plusieurs centaines de pas de
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temps, il gagne d'abord un rang formel élevé, ce qui nit par se traduire par
un rang réel élevé. Ce rang reste stable assez longtemps après la n de son
blocage forcé.
5.5 Conclusion sur les primates
5.5.1 Les résulats du modèle et son extension
Bilan des résultats de la modélisation
Les expériences menées sur le modèle de représentation de la relation
de dominance par des  phéromones sociales  ont permis de rendre compte
correctement des renversements de hiérarchie qu'on peut observer chez les pri-
mates. Il ne s'agit pas de phénomènes purement aléatoires mais de mécanismes
faisant appel à une forme de  subjectivité  dans les représentations utilisées
par les agents.
Il est intéressant de noter que cette seule représentation de la dominance
sut à expliquer des renversements de hiérarchie, alors que F. de Waal consi-
dère que ceux-ci sont nécessairement l'eet des coalitions (de Waal 1982). Les
alliances entre individus jouent certainement un rôle dans la stabilisation et
dans le renforcement de la hiérarchie, mais il est possible qu'existe déjà, au ni-
veau des relations entre paires d'agents, une dérive spontanée de la hiérarchie.
Il nous faut maintenant étudier comment la fonction relationnelle de la
hiérarchie peut être reliée à des fonctions individuelles ou organisationnelles
(buts particuliers ou collectifs des agents).
Modélisation d'autres rôles relationnels
Un modèle analogue peut être utilisé pour étudier la relation d'alia-
tion entre agents. Toutefois, les résultats obtenus sont peu modiés par le
remplacement de la mémoire des interactions par un modèle de  phéromone
aliative , et ce quel que soit le modèle utilisé pour la dominance.
Ceci dit, l'aliation est un comportement symétrique entre deux indivi-
dus. Plutôt que de produire une structure orientée (les rangs hiérarchiques),
les interactions aliatives conduisent à des renforcements symétriques entre
paires d'agents : la question n'est pas de déterminer si a domine b ou b domine
a (sens de la relation) mais si a et b sont aliés ou ne le sont pas (existence de
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la relation). Il n'y a donc pas de raison que les dynamiques des deux relations
soient comparables.
Cela signie du reste, selon le principe de parcimonie, qu'il nous faut
garder un modèle de type  mémoire aliative  plutôt que d'utiliser des
phéromones sociales dans ce cas.
Vers des rôles organisationnels?
La notion de  phéromones sociales  transpose aux rôles relationnels
des mécanismes réactifs observables pour des comportements individuels dans
les sociétés d'insectes.
On peut légitimement penser à étendre ce type de modèle aux rôles or-
ganisationnels (constitution de groupes, coordination entre plusieurs agents).
Cela peut présenter un intérêt comme métaphore dans diverses applications,
notamment en introduisant un  environnement social , c'est-à-dire un es-
pace dans lequel se propagent les  phéromones sociales , qu'elles soient re-
lationnelles ou organisationnelles. Ces concepts font actuellement l'objet des
recherches de la thèse de François Sempé (lip6/France Télécom R&D).
En revanche, son utilisation pour la simulation des mécanismes de coali-
tion chez les primates n'est peut-être pas adéquat.
Le critère habituellement invoqué comme explication à la stabilité des
coalitions est la réciprocité (notamment sous l'inuence de la théorie des jeux).
Mais des études récentes montrent que la réciprocité est un critère trop res-
trictif, qui ne permet pas l'instauration d'alliances stables dans la population
(Dessalles 1999). Il serait nécessaire pour cela de faire appel à la théorie
du prestige (Zahavi et Zahavi 1997). Une étude plus ne des conditions de
formation des coalitions est donc un préliminaire obligé à la simulation.
5.5.2 Les hypothèses formulées et la méthodologie
Principe de parcimonie
Le principe de parcimonie nous a conduit à proposer un modèle réactif
opérant sur des fonctions relationnelles, de préférence à un modèle qui ferait
appel à des connaissances symboliques explicites ou à des mécanismes encore
plus sophistiqués.
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Ce modèle réactif s'est avéré susant pour rendre compte de l'évolu-
tion de la relation de dominance et de ses caractéristiques (opposition entre
dominance réelle et dominance formelle).
Hypothèse de séparation des rôles
Elle a été particulièrement fructueuse ici, dans la mesure où elle a per-
mis de reproduire une fonction plutôt complexe indépendamment des causes
ecientes réellement à l'origine de cette fonction chez les primates.
Le modèle proposé est empiriquement équivalent aux mécanismes res-
ponsables de la représentation de la dominance. Or c'est précisément cette
fonction qui nous intéresse en vue d'une transposition à d'autres applications
multi-agents.
Un modèle plus simple?
Récemment, le modèle classique de diérenciation sociale sous l'eet
d'une rétroaction positive renforçant des uctuations aléatoires, issu du mo-
dèle mirror (Hogeweg et Hesper 1983), a été remis en question. En eet,
il ne peut pas être distingué, sur la base des données empiriques actuelles, d'un
modèle dans lequel préexistent des diérences individuelles (Bonabeau et al.
1999b)  modèle qui présente de plus l'avantage d'être plus simple que celui
de la diérenciation auto-organisée.
Toutefois, le modèle de diérenciation possède un atout considérable par
rapport à son concurrent : il explique, en donnant des mécanismes concrets,
comment une structure peut se former à partir d'un groupe indiérencié. Dans
ce sens il est d'un plus grand intérêt pour fournir des techniques d'organisation
décentralisée à l'IAD.
À l'opposé, le modèle de diérences préexistantes est plus simple. Mais si
l'on reprend les schémas explicatifs de l'éthologie, ces diérences doivent s'in-
terpréter comme une nécessité évolutive. Le modèle n'est donc explicatif qu'au
travers d'une interprétation en termes de gains adaptatifs. Or cette fonction
adaptative des diérences individuelles n'est pas encore clairement comprise.
Pour l'instant, ce modèle n'a donc de valeur explicative que tautologique ( les
individus sont diérents parce qu'ils étaient déjà diérents ).
Cela suggère de rajouter au principe de parcimonie un garde-fou mé-
thodologique non négligeable : entre deux modèles, il ne s'agit pas de choisir
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systématiquement le plus simple, il faut tenir compte également de l'apparte-
nance des modèles au même schéma explicatif éthologique.
Ainsi, entre deux modèles représentant une hypothèse concernant les
causes eectives d'un comportement, il faudra choisir le plus simple ; de même
entre deux modèles mettant en concurrence des hypothèses sur la fonction,
ou sur l'histoire évolutive du comportement. Mais des modèles s'appuyant sur
deux schémas diérents ne doivent pas être comparés de façon simpliste.
Il nous reste maintenant, pour poursuivre le  cercle vertueux , à étudier
les dynamiques des comportements hiérarchiques puis leur transposition à des
SMA ouverts ; nous pourrons ainsi évaluer plus nement l'apport fonctionnel
de la hiérarchie à la réalisation de tâches collectives.
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Chapitre sixième.
La transposition des modèles
Si l'éthologie fournit à l'IAD des métaphores de comportements sociaux
intéressants et si des modèles de représentation sociale permettent de rendre
compte de phénomènes observés chez des primates, se pose ensuite le problème
de la transposition de ces modèles à des applications informatiques ou robo-
tiques. Cela n'est pas sans soulever quelques problèmes méthodologiques que
nous allons évoquer ici. Nous étudierons ensuite un cas concret de transposi-
tion : la construction d'un lexique commun par une population d'agents, dans
un contexte social.
6.1 Comprendre les dynamiques sociales
6.1.1 L'étape suivante du  cercle vertueux 
Les expériences menées dans le cadre des compétences sociales des pri-
mates nous ont permis de dénir des modèles qui permettent de rendre compte
d'un certain nombre de capacités de représentation sociale, en particulier de
la reconnaissance des rapports hiérarchiques existant au sein du groupe.
Nous avons également souligné le fait que cette hiérarchie, loin d'être
gée, se déforme et se recompose régulièrement au gré des interactions entre
agents.
L'étape suivante dans le paradigme méthodologique du  cercle ver-
tueux  consiste donc à transposer la fonction collective ainsi produite, à sa-
voir la construction d'une hiérarchie adaptative, à d'autres applications multi-
agents.
Les hypothèses de la méthodologie cassiopée, et au premier chef l'hy-
pothèse de séparation des rôles, ont rendu possible l'utilisation, pour le niveau
relationnel, de modèles réactifs. Mais cette hypothèse, souvent vériée pour
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la transposition de comportements individuels, est-t-elle tenable pour des mo-
dèles concernant le niveau des rôles relationnels, puisque ceux-ci reposent sur
des dépendances fonctionnelles entre les rôles individuels?
Nous pensons que cela reste parfaitement possible moyennant de trouver
des équivalences fonctionnelles entre les rôles individuels de la situation de
départ et ceux de l'application visée. Puisque les rôles relationnels sont censés
se fonder sur des dépendances entre rôles individuels, une même relation de
dépendance doit permettre l'utilisation d'un même rôle relationnel.
Ainsi, par exemple, si nous sommes en mesure de déterminer des com-
portements équivalents aux actions agonistiques des primates, il devrait être
possible de transposer les modèles de représentation de la relation de domi-
nance assez facilement.
Toutefois, si le modèle lui-même est transposable, en dépit d'un chan-
gement de la nature des rôles individuels, il n'est pas certain que les rôles
relationnels conduisent à la même organisation (ils peuvent en eet entrer en
interaction avec d'autres rôles relationnels, qui n'existaient pas dans la simu-
lation initiale).
La transposition n'exclut donc pas une certaine  méance  et le main-
tien d'une méthodologie incrémentale : prétendre transposer un modèle tel
quel, sous prétexte qu'il donne de bons résultats pour une situation donnée,
est quelque peu naïf. L'idéal est donc de considérer la transposition comme un
point de départ susceptible d'être simplié ou complexié selon les besoins.
Par ailleurs, il est important de comprendre les dynamiques propres au
modèle qu'on cherche à transposer. En travaillant sur des applications simples
(voire des problèmes-jouets), il devient souvent possible de mettre en lumière
un certain nombre de mécanismes qui révèlent par exemple des conditions
d'applicabilité jusqu'alors passées inaperçues.
Dans le cadre des modèles de comportements sociaux, cela revient à étu-
dier d'une part quels rôles individuels peuvent être pertinents pour construire
la structure sociale, et d'autre part comment celle-ci inue sur les activités
collectives.
6.1.2 Approches voisines
Un certain nombre de recherches ont été menées pour comprendre com-
ment, dans un contexte relativement abstrait, des dynamiques sociales peuvent
s'instaurer et se modier en fonction d'interactions entre individus.
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L'approche normative de la socialité
On peut notamment mentionner les travaux de C. Castelfranchi et
R. Conte qui ont développé et formalisé un certain nombre de concepts fruc-
tueux issus de la psychologie et de la sociologie.
Ils ont abordé en particulier les questions de :
 la sociabilité : quelles sont les motivations qui poussent un agent auto-
nome à s'engager dans une interaction avec d'autres agents? La réponse
proposée (Castelfranchi et al. 1992) est qu'il existe un ensemble de
dépendances objectives entre les agents, tant pour la réalisation de buts
individuels que pour l'accès aux ressources.
 la socialisation : comment un agent transforme-t-il ses intérêts propres
(buts individuels) en problèmes sociaux, en les faisant adopter par d'autres
agents? Castelfranchi propose pour étudier ces phénomènes les concepts
de pouvoir et d'inuence (Castelfranchi 1990).
Toutefois, ces études ont été menées en vue de concevoir des systèmes
destinés à opérer dans des environnements régis par des  harmonies prééta-
blies  (Castelfranchi 1990). Dans une telle situation, les relations sociales
peuvent fonctionner de façon normative à condition que tous les agents res-
pectent les mêmes règles de comportement et de représentation. De plus, il
s'agit d'un monde clos : il est nécessaire de disposer de connaissances a priori
sur les compétences des agents, sur leurs interdépendances et sur les événe-
ments possibles dans l'environnement.
Les approches constructivistes de la socialité
À l'opposé, la socialité peut être abordée d'un point de vue plus proche
de la Vie Articielle, en construisant un monde articiel dans lequel on peut
manipuler à volonté les comportements des agents. Il est ainsi possible, au
moyen d'un tel  laboratoire virtuel , d'étudier des dynamiques sociales dans
les populations d'agents en xant arbitrairement les contraintes auxquelles
elles sont soumises.
C'est notamment le cas de sugarscape, un environnement de simula-
tion dans lequel des agents sont dotés de comportements simples au moyen
desquels ils doivent survivre (Epstein et Axtell 1996). Dans sugarscape,
le monde comporte deux zones circulaires riches en ressources alimentaires,
lesquelles croissent à une vitesse xe. Epstein et Axtell mènent une étude
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incrémentale dans laquelle ils analysent l'inuence diérentielle de tel ou tel
changement de comportement sur la survie des agents, sur la quantité de res-
sources alimentaires qu'ils amassent, sur des mouvements de groupe émergents,
etc.
Ce type d'approche est tout à fait adapté à l'exploration des caracté-
ristiques d'un modèle relationnel. Les comportements individuels peuvent être
choisis arbitrairement, en vue d'étudier leur inuence sur la dynamique sociale.
C'est à travers une approche voisine que nous allons explorer l'interaction
entre des dynamiques sociales et la constitution d'un lexique commun par une
population d'agents.
6.2 Langage et socialité
6.2.1 Point de départ
Des expériences que nous allons décrire dans ce chapitre, les premières
doivent beaucoup à une collaboration avec FrédéricKaplan en liaison avec ses
propres recherches sur la constitution de langues articielles (Kaplan 2001).
F.Kaplan a abordé dans sa thèse (Kaplan 2000b) l'étude de la construc-
tion d'un lexique commun par une population d'agents autonomes. Il a suivi
pour cela une approche incrémentale, partant de l'observation de dynamiques
de consensus pour aller jusqu'à une mise en situation des agents dans des corps
robotiques.
Les  jeux de langage 
Dans ces travaux, les agents ont pour seule activité la construction d'un
lexique conventionnel, c'est-à-dire un ensemble d'associations entre des signi-
ants (les mots) et des signiés (des objets, des formes, etc.). Pour cela, les
agents jouent à des  jeux de langage  qui se déroulent selon le protocole
immuable suivant
1
:
1
o
Deux agents sont choisis aléatoirement dans la population ; l'un est
désigné comme locuteur, l'autre comme interlocuteur.
1. En réalité, dans les expériences les plus complexes notamment avec des robots, il faut
rajouter une phase de perception et de contruction des signiés à partir de ces perceptions.
Ces aspects, au demeurant extrêmement intéressants, ne seront pas abordés ici.
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2
o
Le locuteur choisit un sujet (ou topic) m parmi M signiés (sens ou
meanings) possibles.
3
o
Il choisit un mot w parmi W signiants possibles.
4
o
Il  prononce  le mot w, c'est-à-dire qu'il le transmet à l'interlocuteur
(phase de communication linguistique).
5
o
L'interlocuteur recherche le sens m
0
associée selon lui au mot w.
6
o
Il l'indique au locuteur (phase de communication extra-linguistique :
communication directe sans bruit ou pointage de l'objet concerné).
7
o
Le locuteur compare m et m
0
. Il y a succès de la communication si et
seulement si m = m
0
. Il indique le résultat de l'interaction à l'interlo-
cuteur.
8
o
Locuteur et interlocuteur révisent leur lexique en conséquence.
Chaque agent dispose d'une table d'associations entre signiants et si-
gniés qui lui permet de choisir aussi bien le  sens  d'un mot que le mot
exprimant un sujet donné.
Pareilles expériences, dans lesquelles les agents n'ont d'autre activité que
celle dont on entend explorer la dynamique, rappellent la démarche fructueuse
de C. Hemelrijk ( 4.2). Une diérence majeure toutefois les en sépare : il
n'existe pas de données empiriques de référence auxquelles comparer les résul-
tats. Ceux-ci doivent être examinés pour eux-mêmes et comparativement les
uns aux autres (à l'intérieur d'un même modèle, selon les variations des para-
mètres, et entre plusieurs modèles). En cela, la méthode d'analyse des résultats
est plus proche de celle utilisée dans sugarscape (Epstein et Axtell 1996).
L'ensemble des paramètres du modèle (nombre d'agents N , nombre de
sens ou meanings M , nombre de mots W , règles de choix du mot w selon
le sujet m, du sens m
0
selon le mot w, et mode de révision du lexique) est
complètement explicite et ajustable à volonté.
Problèmes soulevés
La question que pose F. Kaplan est de savoir si les agents parviennent
à établir, au moyen de ce protocole, un lexique commun, c'est-à-dire que la
table d'associations entre signiants et signiés de chaque agent leur permet
de communiquer ecacement, autrement dit de réussir n'importe quel jeu de
langage.
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Comme il apparaît que cela est très souvent possible, un certain nombre
de données expérimentales peuvent être utilisées en vue de comparer les mo-
dèles les uns aux autres :
 le temps de convergence moyen pour un jeu de paramètres ;
 le nombre de situations où la convergence n'est pas atteinte au bout d'un
temps limite (cas de  non-convergence ) ;
 les lois empiriques qui permettent d'estimer le temps moyen de conver-
gence en fonction des paramètres choisis.
D'autres aspects, comme la résistance au bruit, la capacité de discrimina-
tion des mots puis des sujets, le renouvellement des agents dans la population,
ont été également étudiés (Kaplan 2000b, pour plus de détails sur ces résul-
tats).
Lien avec la socialité
L'une des problématiques qui nous a poussé à nous pencher sur ces tra-
vaux, est la question des aspects sociaux de la communication, et réciproque-
ment du rôle de la communication dans la socialité.
La communication, de façon générale, joue un rôle permanent et central
dans les sociétés animales, et tout particulièrement dans celles qui possèdent
une organisation sociale sophistiquée. Elle peut, le cas échéant, n'être qu'indi-
recte, c'est-à-dire ne s'appuyer que sur des modications de l'environnement :
on a alors aaire au phénomène de  stigmergie  décrit par P.-P. Grassé
pour expliquer la construction du nid chez les termites (Grassé 1959). Plus
fréquemment, la communication chimique, par phéromones, permet l'instaura-
tion du rang chez les guêpes (Theraulaz 1991). C'est bien entendu encore la
communication, visuelle ou auditive cette fois, qui donne naissance aux mani-
festations ritualisées de la relation de dominance (parades, mimiques faciales,
cris, grognements).
Chez l'homme, le langage est lui-même intimement lié à la socialité, dans
la mesure où il permet d'en exprimer explicitement les règles et de formuler les
liens qui existent entre individus. Des théories récentes supposent de plus, dans
la lignée des hypothèses sur l'origine sociale de l'intelligence chez les primates
(cf.  3.2.7), que le langage humain a tout d'abord joué un rôle fondamentale-
ment social et non pas simplement  utilitaire  (c'est-à-dire informationnel).
Il aurait pu ainsi remplacer les séances de toilettage servant à renforcer les
relations entre individus (Dunbar 1996), ou encore assurer un statut social
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éminent aux individus capables de pertinence dans leur usage de la langue
(Dessalles 2000).
À l'exception de travaux sur le niveau pragmatique de la langue, dans le-
quel son usage social est explicitement étudié (Dessalles 2000), il peut donc
sembler paradoxal que les recherches informatiques portant sur les origines ou
la construction d'un langage fassent complètement abstraction de l'organisa-
tion au sein du groupe.
En ce qui concerne la problématique plus modeste de la construction
d'un lexique commun par une population d'agents, la socialité soulève deux
problèmes distincts :
1
o
Quelle est l'inuence d'une hiérarchie supposée préexistante sur la
construction du lexique? Du point de vue de la séparation entre rôles relation-
nels et rôles individuels, l'étude de cette question permettrait d'évaluer l'intérêt
fonctionnel d'une hiérarchie par rapport à une tâche collective donnée.
2
o
Réciproquement, est-il possible de se servir de la performance des
agents vis-à-vis de la tâche collective (ici, la communication) pour construire
la hiérarchie? À l'étude des dynamiques qui apparaissent lorsque l'on introduit
une rétroaction du langage sur la socialité, s'ajoute un point méthodologique :
la recherche de comportements analogues aux comportements agonistiques des
primates. En eet, les modèles sociaux étudiés précédemment s'appuient sur
une typologie de comportements liés à l'agression dont il faudra trouver des
équivalents pour pouvoir transposer ces modèles.
6.2.2 Inuence de la socialité sur le lexique
Dans un premier temps, nous allons considérer une population d'agents
déjà structurée socialement par un ordre hiérarchique préexistant. Nous pour-
rons ainsi déterminer comment une relation de dominance aecte l'ecacité
d'une tâche collective.
6.2.3 Modèle de départ
Nous repartons ici du modèle décrit dans (Kaplan 2000b,  3.2, modèle
2.6). Initialement implémenté en lisp, il a été récrit en smalltalk pour la
réalisation de l'ensemble des expériences présentées dans ce chapitre.
Les N agents doivent nommerM sens. Ils disposent pour cela deW mots
possibles (on aura ici systématiquement W = 5M).
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Mémoire des agents
Pour nommer les sens et comprendre les mots, chaque agent utilise une
mémoire constituée d'associations (sens; mot) pourvues d'un score.
M = (a
mw
)
m2[1::M ]; w2[1::W ]
En l'occurrence, a
mw
représente le score de l'association entre le sens m et le
mot w.
Pour coder un sens m, l'agent utilise le mot w déni par :
w = arg max
k2[1::W ]
fa
mk
g
Réciproquement, le sens m auquel sera associé un mot w est donné par :
m = arg max
l2[1::M ]
fa
lw
g
En pratique, lorsque plusieurs associations ont le même score, un choix aléa-
toire les départage.
Il est alors possible de calculer la probabilité, au sein de la population,
qu'un sens m soit codé par un mot w   matrice de codage  (C
mw
)  et
réciproquement   matrice de décodage  (D
wm
). Par suite, on peut évaluer
la cohérence en production (le fait que l'ensemble des agents n'utilisera qu'un
mot pour chaque sens) et la cohérence en interprétation (le fait qu'un mot
donné sera décodé de la même façon par tous les agents).
F. Kaplan dénit enn le succès théorique en communication, qui me-
sure la probabilité de succès d'un jeu de langage quelconque au vu des asso-
ciations utilisées par les agents de l'ensemble de la population. On a :
ST =
1
M
X
m2[1::M ]
X
w2[1::W ]
C
mw
:D
wm
Modalités du jeu de langage
En cas de succès d'un jeu de langage, le score de l'association (m, w) est
incrémenté d'une unité chez le locuteur comme chez l'interlocuteur. Il est au
contraire décrémenté d'une unité chez tous deux en cas d'échec.
Le jeu de langage utilisé ici fait par ailleurs appel à deux mécanismes
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supplémentaires (retenus pour leur ecacité dans la convergence du lexique) :
 L'inhibition latérale : en cas de succès, les associations de la même ligne
et de la même colonne (dans la mémoire M) sont décrémentées d'une
unité, ce qui revient à renforcer l'association (m, w) au détriment des
associations qui sont immédiatement en compétition avec elles.
 L'indication du sujet : en cas d'échec (l'interlocuteur ayant désigné un su-
jetm
0
6= m pour le mot w), le locuteur désigne de façon extra-linguistique
le sujet du jeu (m) et l'interlocuteur incrémente alors d'une unité l'asso-
ciation (m, w).
Rappel des résultats préliminaires
En l'absence de socialité (dans un jeu de langage classique), on observe
une relation simple entre temps de convergence et taille de la population ou
nombre de sens (cf. gures 6.1 et 6.2) :
8
<
:
lnT = (N): lnM + " à N xé
lnT = (M): lnN + " à M xé
ou encore :
8
<
:
T /M
(N)
à N xé
T / N
(M)
à M xé
Expérimentalement, on peut mesurer les paramètres d'échelle,  et ,
qui indiquent comment le temps de convergence croît en fonction de N ou
M (cf. gures 6.12 et 6.13). En l'occurrence, pour la construction asociale du
lexique,  varie de 2.2 à 0.9 environ
2
avec une décroissance rapide ((N) /
 N) : autrement dit, plus la taille de la population augmente, plus on gagne
de temps dans l'assimilation d'un grand nombre de sens (avec toutefois des
temps de convergence qui restent prohibitifs). Par ailleurs,  varie de 3.4 à
1
3
, et cette fois nous verrons que la décroissance est la plus faible de tous les
modèles que nous allons examiner.
2. Pour N compris entre 2 et 50
3. Pour M entre 2 et 20
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Fig. 6.1  Temps de convergence en fonction du nombre de signiés (meanings)
pour des populations de tailles diverses, en l'absence de socialité.
Rôle de la socialité dans le jeu de langage
Pour tenir compte d'une structure sociale schématique préexistante, le
jeu de langage a subi une autre modication. On suppose que chaque individu
i possède un  rang  r
i
(à proprement parler, r
i
n'est pas le rang de l'individu
mais une indication du  poids social  de l'agent i ; le rang au sens usuel est
obtenu en classant les individus par r
i
décroissant). Ce rang est utilisé pour le
choix du locuteur, en posant que la probabilité pour un agent i d'être choisi
comme locuteur pour chaque jeu de langage est :
p(i) =
r
i
P
j2[1::N ]
r
j
Métaphoriquement, cela revient à considérer que les individus dominants
accaparent une  ressource  particulière, le temps de parole, en fonction de
leur importance sociale.
Pour ces expériences, nous avons étudié des structures de dominance
hiérarchiques, strictement linéaires, dans lesquelles le rang des individus suit
une loi géométrique : r
i
= 
i 1
(avec  > 1).
Choix du locuteur mis à part, le jeu de langage reste ici parfaitement
conforme à la description que nous en avons donnée ( 6.2.1).
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Fig. 6.2  Temps de convergence en fonction de la taille de la population selon
le nombre de signiés, en l'absence de socialité.
Résultats expérimentaux avec une hiérarchie xe
Ici encore, les lois donnant T en fonction de M et N restent les mêmes,
mais la convergence est bien plus rapide que dans le cas des agents asociaux,
tant en valeur absolue que pour le facteur d'échelle  (entre 1.4 et 0.8) : pour
un grand nombre de sens, la sensibilité à la taille de la population est faible.
Cette considérable accélération de la convergence est évidemment le fait
d'une augmentation de la cohérence du lexique (puisque certains agents mo-
nopolisent le rôle de locuteurs, donc de producteurs de lexique).
Elle peut avoir un intérêt si l'on cherche simplement à obtenir rapidement
un lexique partagé dans la population, mais au prix d'une condition : le groupe
d'agents est dénitivement clos, l'introduction d'un nouvel agent poserait le
problème de son positionnement dans la hiérarchie.
Quelle que soit la valeur de , le temps de convergence reste du même
ordre de grandeur (par rapport à celui, bien plus élevé, du modèle asocial), avec
une tendance à la diminution lorsqu'on augmente . Toutefois, on observe un
phénomène inattendu (cf. gure 6.5) : à M xé, le temps de convergence peut
augmenter progressivement pour  > 2. Cet eet est d'autant plus marqué
pour les populations importantes.
Cela peut s'expliquer par la mise en balance de deux tendances contraires :
d'une part, plus le temps de parole se concentre en un agent, plus la cohérence
101
}6. LA TRANSPOSITION DES MODÈLES
Fig. 6.3  Temps de convergence en fonction du nombre de signiés (meanings)
pour des populations de tailles diverses. Nous utilisons ici une hiérarchie géo-
métrique ( = 1,1).
en production augmente (donc T tend à croître avec ). Mais inversement, plus
la population augmente, plus la tâche du locuteur est dicile (puisqu'un échec
de compréhension de l'interlocuteur constitue aussi un échec de production du
locuteur), or pour des valeurs de  et de N élevées, on tend vers un locuteur
unique. Aussi, il ne sert à rien d'avoir une structure trop hiérarchisée.
6.2.4 Rétroaction du lexique sur la socialité
Essayons maintenant de construire la relation de dominance à partir des
interactions lexicales. Il nous faut d'abord dénir un équivalent aux compor-
tements agonistiques qui fondent les hiérarchies chez les animaux.
On remarquera que le jeu de langage classique est déjà, lui-même, une
forme de comportement agonistique, non pas entre les individus, mais entre les
associations (sens; mot) présentes dans l'ensemble de la population  le lexique
construit collectivement n'est rien d'autre que le M -uplet des associations qui
ont pu se maintenir au détriment des autres (Kaplan 2000c).
Aussi, nous pouvons nous servir du résultat des interactions langagières
(succès en communication ou échec) pour tenter de produire une relation de
dominance.
Comme nous partirons d'agents indiérenciés, le temps de convergence
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Fig. 6.4  Temps de convergence en fonction de la taille de la population selon
le nombre de signiés. Nous utilisons ici une hiérarchie géométrique ( = 1,1).
des divers modèles que nous allons étudier vont se situer entre celui du modèle
asocial et celui des hiérarchies gées.
On pourra comparer sur les gures 6.10 et 6.11 (page 109) quelques-uns
des résultats expérimentaux qui sont décrits plus exhaustivement pour chaque
modèle.
Rétroaction sociale
Le premier modèle utilisant une rétroaction sociale consiste à reprendre
le mécanisme de constitution de la dominance chez la plupart des espèces
animales, par renforcement du rang des agents (0 <    1 et 0  r
i
 1) :
8
<
:
r
i
   r
i
+  (1  r
i
) en cas de succès du jeu
r
i
   r
i
   r
i
en cas d'échec
La variation du temps de convergence en fonction de N et M (cf. gures
6.6 et 6.7) suit une loi semblable aux deux précédentes. De façon générale, les
temps de convergence sont inférieurs à ceux obtenus pour un modèle asocial,
mais restent élevés.
On constate expérimentalement que le paramètre   joue un rôle mineur :
le temps de convergence, à N et M xés, reste du même ordre de grandeur
103
}6. LA TRANSPOSITION DES MODÈLES
(cf. gures 6.10 et 6.11).
L'étude des paramètres d'échelle est plus intéressante :
  varie de 2,2 à 1,4 environ, il reste donc supérieur au coecient homo-
logue du modèle sans lexique et sa loi de variation est proche de celle
du modèle à hiérarchie xe. La croissance du temps de convergence en
fonction du nombre de sens n'est donc en rien ralentie par la taille de la
population (cf. gure 6.12).
  au contraire varie de 2,9 à 1 pour   = 0;1 et de 2,6 à 0,9 pour   = 0;5 ;
la décroissance de  en fonction de M est plus importante pour   = 0,1.
Comme ces résultats ne sont pas entièrement satisfaisants (on pouvait
s'attendre à une amélioration plus marquée par rapport au modèle sans socia-
lité), nous allons voir ce que donne un modèle social individualisé.
Socialité individualisée
Dans ce modèle, nous reprenons la notion de  phéromone sociale  émise
par chaque agent, et déclenchant ou non une réponse chez un partenaire selon
un seuil de réaction (cf.  5.3).
Dans pareille situation, le  rang  de l'individu est l'intensité de la
phéromone de dominance qu'il émet, et n'a donc plus aucune raison de servir
à déterminer l'espérance de temps de parole.
Nous avons donc modié la première étape du jeu de langage :
1. Deux agents i et j sont choisis aléatoirement dans la population.
2. i est le locuteur par défaut ; mais si j domine i, c'est-à-dire si r
j
> S
i;j
,
alors j devient le locuteur et i prend le rôle de l'interlocuteur.
La révision des seuils s'eectue selon le mécanisme décrit  5.3.
L'examen des résultats obtenus (cf. gures 6.8 et 6.9) donne (une fois
encore) une loi faisant intervenir les mêmes facteurs d'échelle que dans les
autres modèles.
En valeur absolue, le temps de convergence est légèrement supérieur à
celui obtenu avec un modèle non individualisé, du moins par rapport à la taille
de la population : le facteur  est proche de la valeur du modèle précédent.
En revanche, le facteur , quant à lui, décroît sensiblement plus vite avec
la taille de la population (cf. gure 6.12). Cela signie que plus la population
est importante, plus s'atténue l'eet du nombre de sens à partager sur le temps
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de convergence : c'est là une amélioration très nette par rapport aux modèles
précédents.
En fait, le choix du locuteur en fonction de l'identité de l'interlocuteur,
dépendant en partie des interactions passées entre ces deux agents mais aussi
du succès global de chacun en communication, semble permettre des  appa-
riements  pertinents qui accélèrent la convergence, et ce d'autant plus que la
population est grande.
6.2.5 Conclusions
À travers ces exemples, nous avons pu montrer une transposition simple
de nos modèles sociaux à une tâche distribuée, la construction d'un lexique
commun par les agents.
Nous avons pu étudier l'impact de la dynamique sociale sur cette tâche, et
par comparaison à des modèles de représentation sociale plus simples, montrer
l'avantage que présentait ici un système individualisé.
Nous allons maintenant aborder un nouveau domaine d'application, do-
maine dans lequel les problématiques liées à la socialité n'ont cessé de se déve-
lopper depuis quelques années : la robotique (et plus généralement les systèmes
informatiques ancrés dans un environnement humain).
Nous chercherons à aborder la conception de modèles de comportements
sociaux dans ce nouveau contexte en essayant de conserver les principes métho-
dologiques que nous avons appliqués jusqu'à présent. Nous poserons également
la question de la possibilité d'une transposition des modèles issus de la simu-
lation.
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Fig. 6.5  Temps de convergence en fonction de  (raison de la suite géomé-
trique déterminant la hiérarchie) pour diverses tailles de population (M = 2).
106
6.2. LANGAGE ET SOCIALITÉ
Fig. 6.6  Temps de convergence en fonction du nombre de signiés (meanings)
pour des populations de tailles diverses. Ici, le lexique rétroagit sur le rang
(  = 0,5).
Fig. 6.7  Temps de convergence en fonction de la taille de la population selon
le nombre de signiés. Le lexique rétroagit sur le rang (  = 0,5).
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Fig. 6.8  Temps de convergence en fonction du nombre de signiés (mea-
nings) pour des populations de tailles diverses. La relation de dominance est
individualisée (  = 0,5).
Fig. 6.9  Temps de convergence en fonction de la taille de la population selon
le nombre de signiés. La relation de dominance est individualisée (  = 0,5).
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Fig. 6.10  Comparaison du temps de convergence en fonction de la taille de la
population pour les divers modèles étudiés, sauf hiérarchies (M = 5). Légende :
lex  modèle asocial ; rétro  modèle avec rétroaction (et valeur de  ) ; ind 
modèle individualisé (et valeur de  ).
Fig. 6.11  Comparaison du temps de convergence en fonction du nombre de
sens pour les divers modèles étudiés, sauf hiérarchies (N = 5). Légende : lex 
modèle asocial ; rétro  modèle avec rétroaction (et valeur de  ) ; ind  modèle
individualisé (et valeur de  ).
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Fig. 6.12  Mesure expérimentale de la variation de  en fonction de la taille
de la population pour les divers modèles étudiés. Légende : lex  modèle asocial ;
h  modèle hiérarchique xe (et valeur de ) ; rétro  modèle avec rétroaction
(et valeur de  ) ; ind  modèle individualisé (et valeur de  ).
Fig. 6.13  Mesure expérimentale de la variation de  en fonction du nombre
de signiés pour les divers modèles étudiés. Légende : lex  modèle asocial ; h
 modèle hiérarchique xe (et valeur de ) ; rétro  modèle avec rétroaction (et
valeur de  ) ; ind  modèle individualisé (et valeur de  ).
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Deuxième partie
Modèles de construction
de la socialité
pour les systèmes situés

 À un monde qui n'est pas notre représentation, les
lois numériques sont tout à fait inapplicables : elles
n'ont cours que dans le monde de l'homme. 
Nietzsche. Humain, trop humain, aph. 19
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Résumé
Dans cette partie, nous allons nous intéresser à la conception de compor-
tements sociaux dans le cadre d'un type d'application dont nous pensons qu'il
constitue un excellent paradime de système multi-agent ouvert : l'intégration
de groupes de robots dans un environnement social humain.
Nous commencerons par un examen des travaux récents sur la robotique
collective et sur les machines  socialement intelligentes , avant de présenter
le projet MICRobES, qui vise à étudier l'immersion de groupes de robots dans
des collectivités humaines.
Ce projet sera l'occasion de remises en questions conceptuelles majeures,
qui nous conduira à explorer une nouvelle piste pour l'étude des mécanismes
sociaux, à travers deux métaphores complémentaires : celle de l'organisme et
celle de l'écosystème. Les schémas explicatifs empruntés à l'éthologie nous
pousseront à rechercher des modèles capables de produire le développement et
l'évolution de SMA sociaux. Nous proposerons donc des principes méthodolo-
giques généraux en ce sens (l'Éthogénétique) ainsi qu'un framework permettant
leur application, ATNoSFERES.
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Chapitre septième.
L'émergencede la socialité robotique
Le maître [Hephaestos] s'appuyait sur
deux servantes,
Qui étaient tout en or, mais semblaient
des vierges vivantes.
Elles avaient de la raison, possédaient voix
et force,
Et tenaient des dieux mêmes leur science
du travail.
Homère. Iliade, Chant xviii
Depuis quelques années, on assiste à la conuence, autour de la robo-
tique mobile, de disciplines parfois assez diérentes : robotique collective, in-
teraction homme-machine, IAD, apprentissage, etc. Les robots mobiles sont en
eet considérés comme un support d'expérimentation privilégié pour un cer-
tain nombre de techniques, pour lesquelles des approches classiques s'avèrent
limitantes. Nous allons voir où plongent les racines de cette évolution et les
nouveaux problèmes qu'elle soulève.
7.1 Le robot non fonctionnel
Qu'est-ce qu'un robot? Le dictionnaire donne à ce mot une double ac-
ception :
1
o
 machine, automate à l'aspect humain, capable de se mouvoir et
d'agir  (Robert 1993);
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2
o
 mécanisme automatique à commande électronique pouvant se sub-
stituer à l'homme pour eectuer certaines opérations, et capable d'en
modier de lui-même le cycle en appréhendant son environnement. 
Cette dénition du robot recouvre en vérité deux points de vue extrêmes :
d'une part, le robot fantasmagorique, celui de la science-ction depuis les  ou-
vriers articiels  de la pièce de Karel apek (apek 1920), créé par l'homme
à son image et menaçant de se rebeller, de le renverser
1
; d'autre part, le robot
industriel, machine-outil sophistiquée, programmé pour réaliser à la place de
l'homme (et pour son plus grand confort) une tâche fonctionnelle précise avec
plus ou moins d'autonomie.
Dans les deux cas, le robot est construit en vue d'une nalité préexistante,
extérieure à lui, imposée par l'homme. Or une troisième catégorie de robots
est apparue depuis quelques années : le robot d'expérimentation.
La robotisation de l'industrie a en eet conduit paradoxalement à des
situations dans lesquelles des machines doivent opérer dans des environne-
ments non seulement de plus en plus complexes, mais qui surtout ne peuvent
plus être simpliés. Dès lors, les techniques habituellement employées (pro-
grammes gés, planication, utilisation de représentations symboliques ou de
fortes connaissances a priori sur l'environnement) deviennent inappropriées,
car le monde où opère le robot n'est plus clos.
Les alternatives permettant à l'homme de compenser l'insusante auto-
nomie du robot, comme la téléopération, n'ont d'intérêt que dans des domaines
où le robot est un outil nouveau (la microchirurgie en est un bon exemple), mais
certainement pas lorsque, déjà utilisé dans des situations facilement contrô-
lables, on cherche précisément à en étendre les domaines d'applications.
Aussi, il devient indispensable de trouver de nouvelles techniques per-
mettant l'utilisation de ces robots, et cela ne peut se faire qu'à condition de
tenir compte explicitement de la complexité de l'environnement dans la  pro-
grammation  du robot.
Le robot, en tant que machine directement au contact d'un environne-
ment physique (contrairement à un programme dans un ordinateur), apparaît
1. Les robots deapek font écho à un être légendaire plus ancien, leGolem créé d'après la
légende à partir d'argile par le célèbre rabbin Loew de Prague ; destiné à protéger le ghetto
et à réaliser quelques tâches domestiques, il nit par se dérégler et devenir dangereux. Ces
mythes sont l'illustration des craintes liées à l'usurpation des pouvoirs démiurgiques.
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donc comme un support expérimental en lui-même pour des techniques issues
de l'Intelligence Articielle ou de domaines proches. De simple outil, le robot
devient une n en soi, en même temps qu'un moyen d'investigation scientique.
On a donc désormais aaire à une robotique  comportementale  (Ar-
kin 1998; Brooks 1999), qui étudie comment doter un robot ou un groupe
de robots d'un certain nombre de  comportements  (à peu près au même
sens que pour un agent ou pour un SMA), de façon à lui (leur) donner plus de
plasticité et de robustesse vis-à-vis d'environnements complexes.
7.2 La robotique collective : de la simulation à
la mise en situation
Les robots comme agents
La naissance des robots mobiles autonomes a conduit l'IAD à considérer
les groupes de robots comme des applications possibles des recherches menées
sur les SMA. De même que dans les simulations éthologiques, il était intuitif
de modéliser l'individu par un agent, les agents ont été fréquemment traités
métaphoriquements comme des robots mobiles autonomes. Les mécanismes de
coopération, de coordination ou de compétition au sein d'une équipe d'agents
prennent en eet tout leur sens lorsqu'ils sont appliqués à des équipes de robots,
comme dans (Drogoul et Ferber 1993; Asada et al. 1998, entre autres).
L'assimilation du robot à l'agent est facilitée par leur analogie structu-
relle : un robot est une machine placée dans un  environnement  (en l'occur-
rence une région de l'espace au sens commun), qui possède des dispositifs de
perception (capteurs ou senseurs) et d'action (eecteurs ou actuateurs). Cette
machine est contrôlée par un certain nombre de programmes qui servent à sé-
lectionner des actions en fonction de perceptions et des événements antérieurs.
Cela correspond très précisément à une architecture d'agent. Dès lors,
on peut viser l'obtention d'un comportement de robot (Arkin 1998) de même
qu'on dote un agent d'un comportement.
Deux remarques, toutefois, s'imposent. Premièrement, ces  robots 
évoqués par l'IAD sont longtemps restés, et restent encore souvent, des robots
 virtuels , c'est-à-dire qu'ils sont avant tout une métaphore pour donner
du sens à l'activité collective des agents opérant dans le système, mais les
applications utilisant de vrais robots sont largement minoritaires. Cela n'est
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pas sans soulever quelques questions sur lesquelles nous reviendrons : le passage
de la simulation au réel est-il possible? est-il utile? observera-t-on les même
résultats? la métaphore robotique ne sert-elle qu'à donner une forme facilement
appréhendable à un problème tout en masquant une scission profonde entre
agents simulés et véritables robots?
Deuxièmement, il est généralement possible dans ces travaux de simuler
les robots au moyen d'agents plus ou moins réactifs. On pourra notamment se
reporter aux études sur la collecte distribuée d'échantillons, le tri collectif et
autres robots fourrageurs (Steels 1989; Deneubourg et al. 1991; Goss et
Deneubourg 1992; Drogoul et Fresneau 1998, etc.). Les comportements
de ces robots peuvent faire l'objet d'une conception incrémentale simple (Dro-
goul 1993, 3
e
partie). Toutefois, si ces simulations ont su démontrer brillam-
ment la capacité d'agents réactifs à eectuer collectivement des tâches com-
plexes, sans en avoir de représentation globale, l'environnement dans lequel ces
agents étaient placés n'en reste pas moins entièrement contrôlable et contrôlé.
Cette hypothèse particulièrement forte est complètement irréaliste pour des
robots réels : que devient-alors la méthodologie de conception?
Les équipes de robots
Parallèlement aux premières recherches en robotique collective (Mata-
ric 1993; Mataric 1995; Arkin et Balch 1997; Mataric 1997) sont appa-
rues les compétitions RoboCup (Asada et al. 1998; Kitano et Asada 1997)
et MiroSot (Drogoul et Duhaut 1996) visant à faire s'aronter des équipes
de  robots footballeurs  (cf. gure 7.1). Ces compétitions ont d'abord semblé
constituer une plate-forme d'expérimentation intéressante pour confronter les
stratégies collectives défendues par telle ou telle équipe de recherche, non plus
seulement en simulation mais également sur des robots  en chair et en os .
Or le passage du virtuel au réel a soulevé d'énormes dicultés. Les stra-
tégies gagnantes en simulation se sont révélées souvent inecaces face à des
adversaires aux comportements plus rudimentaires mais s'appuyant sur des
caractéristiques physiques favorables (la masse des robots par exemple).
De plus, un des objectifs de ces compétitions était de pouvoir évaluer l'ef-
cacité de divers comportements collectifs an de les transposer par la suite à
d'autres applications. Malheureusement, la recherche de robots  ecaces  en
tant que footballeurs, dans un contexte aux règles (trop) bien dénies (Stone
116
7.2. LA ROBOTIQUE COLLECTIVE
et Veloso 1997), a induit systématiquement des biais importants dans la
conception des comportements, des techniques de perception, de représenta-
tion, de sélection d'action, etc. (Drogoul 2000).
Enn, quoique déjà fort complexe, l'environnement dans lequel évoluent
les robots footballeurs reste hautement contrôlé (le terrain ne dépasse pas
quelques mètres carrés, il est fortement balisé), et quelques paramètres phy-
siques imprévus (brouillage des communications radio, ashes des spectateurs,
etc.) ont entraîné parfois des perturbations catastrophiques des comportements
de jeu.
Fig. 7.1  Un exemple de match de RoboCup (robots de petite taille). Les
équipes comptent trois robots et s'arontent durant quelques minutes. L'envi-
ronnement est fortement aménagé.
L'impossible passage au réel?
Est-ce à dire que le passage aux robots réels est trop dicile ? Que ce
serait un but chimérique? Loin s'en faut. Au contraire, selon le point de vue
défendu par Brooks (Brooks 1991), la mise en situation
2
est indispensable
2. C'est le terme que j'utiliserai pour l'anglais situatedness, mot à mot  le fait d'être
situé , d'être plongé dans un environnement réel.
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pour traiter la complexité du réel. Plutôt que de chercher à faire un modèle
du monde le plus précis possible, et d'y appliquer des techniques de résolution
de problème, de planication, etc., les architectures préconisées par Brooks
doivent s'appuyer sur les perceptions et les capacités d'action telles qu'elles se
réalisent eectivement dans l'environnement physique.
Le comportement, si complexe soit-il, apparaît alors comme un phéno-
mène émergent, rendu nécessaire par les possibilités eectives de perception et
d'action (à la fois celles du robot et celles qui sont réalisables dans l'environ-
nement considéré).
Mais cette approche se double d'une contrepartie relativement lourde :
puisque le comportement émerge de la mise en situation du robot dans son
environnement, cela signie notamment qu'il ne saurait être question de pré-
tendre produire un comportement adéquat à partir d'architectures conçues
dans un environnement simulé. Il s'agit là d'un point de vue extrême, mais il
est néanmoins de nature à jeter la suspicion sur la simulation.
Nous avons en eet mentionné dans l'Introduction (cf.  2.1.2) qu'un
modèle, qu'une simulation sont censés reproduire les éléments pertinents de la
situation réelle. En l'occurrence, c'est précisément la dénition exhaustive des
 éléments pertinents  du monde réel, du point de vue du comportement du
robot, qui pose problème. Si comme le prétend Brooks le monde n'a pas de
meilleur modèle que lui-même, tout projet de robotique basé sur la simulation
préalable des comportements est voué à l'échec !
7.3 La robotique  sociable  : de l'ergonomie à
l'implication aective
Depuis le développement de la robotique mobile et son utilisation dans
des environnements peuplés d'êtres humains, une autre discipline a investi le
support expérimental que constituent les robots : l'Interaction Homme-Machine
(IHM).
Si la dénition du robot rappelée en tête de ce chapitre est assez res-
trictive, il n'en reste pas moins qu'elle rend bien compte de l'usage lexical,
c'est-à-dire de ce qu'est un robot pour la majorité des gens. En particulier,
l'imaginaire de tout un chacun est marqué par la gure du robot de science-
ction, et on peut légitimement penser que cela aecte la manière dont un
humain peut se comporter vis-à-vis d'un robot et ce qu'il peut en attendre.
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Toutefois, l'intérêt de l'IHM pour les robots dépasse largement le cadre
de la culture littéraire, pour s'enraciner en fait très profondément dans des
mécanismes anthropologiques et psychologiques communs à l'ensemble de l'es-
pèce humaine. Ses applications ne visent pas qu'à faciliter l'interaction entre
l'homme et le robot, elles peuvent également tenter d'intégrer les robots dans
un milieu humain, ou encore avoir un objectif thérapeutique.
Nous allons examiner quelques exemples d'applications dans lesquelles
des robots interagissent avec des humains, dans des situations où cette inter-
action est recherchée et où elle constitue en fait l'essentiel de leur rôle.
Des robots guides de musées
De tels robots sont utilisés individuellement, pour assurer une visite gui-
dée selon un itinéraire plus ou moins prédéni (avec en général une capacité
d'adaptation).
Citons d'abord le robot sage, au Carnegie Museum of Natural History,
qui suit un itinéraire préétabli à l'intérieur du Dinosaur Hall (Nourbakhsh
1998). Il se repère au moyen d'amers visuels placés au-dessus des portes. D'une
interactivité limitée, puisqu'il ne fait que diuser un documentaire enregistré
sur CD-ROM, il est en revanche capable d'éviter des obstacles (visiteurs hu-
mains compris) et de se recharger de façon autonome.
Ce robot peut fonctionner durant plusieurs jours. L'analyse des  pannes 
qui sont advenues se répartissent en trois catégories : 1
o
des problèmes robo-
tiques (imprécision des sonars, blocage des roues, etc.) ; 2
o
des problèmes
informatiques (bogues dans les algorithmes de vision et de navigation notam-
ment) ; 3
o
des actions humaines inattendues (caméra déréglée par un visiteur,
robot enfermé par un vigile, etc.).
Dans tous les cas, le point à souligner est qu'une architecture  cogni-
tive  (planication par exemple) n'aurait été d'aucun secours pour anticiper
ou résoudre ce type d'accident. C'est plutôt dans une intégration de l'ensemble
des perceptions qu'il faut chercher des pistes pour rendre plus robuste le com-
portement du robot.
Les robots rhino (Burgard et al. 1999) et minerva (Thrun et al.
1999) interagissent plus étroitement avec l'homme. Ils sont tous deux conçus
pour opérer dans des environnements inconnus, par exemple pour des exposi-
tions durant quelques jours.
Dans un premier temps, ils sont téléopérés, an de cartographier l'espace
119
}7. L'ÉMERGENCE DE LA SOCIALITÉ ROBOTIQUE
dans lequel ils auront à se déplacer. Puis, en fonctionnement autonome, ils
organisent leur parcours en fonction de leur localisation sur la carte, la durée
de la visite, l'énergie restante, les centres d'intérêts des visiteurs, etc.
minerva dispose de surcroît d'un visage articulé et d'un système de
synthèse vocale qui lui servent à exprimer des  humeurs  (expressions faciales
et intonation). Ces états dépendent de la réaction des humains à son égard
et modient le comportement du robot. Nous allons voir comment cela peut
contribuer à son intelligibilité.
Robots à expressions faciales
D'autres expériences utilisent des robots pour étudier des compétences
cognitives innées de l'espèce humaine, ou s'en servent pour permettre aux hu-
mains d'établir une relation plus complexe avec un robot qu'avec une machine
ordinaire.
L'homme en eet, comme la plupart des mammifères, est extrêmement
sensible aux expressions faciales, dont la très grande majorité se retrouve in-
changée dans toutes les cultures, ainsi que l'ont montré nombre de travaux en
éthologie humaine (Eibl-Eibesfeldt 1972; Eibl-Eibesfeldt 1976;Morris
1977; Zwang 2000). Ces expressions faciales servent à exprimer et reconnaître
des états aectifs (des  émotions ).
De nombreux travaux sur des robots capables de mettre en ÷uvre des
expressions faciales simples lors de leurs interactions avec l'homme ont été
entamés récemment : par exemple kismet (cf. gure 7.2) au MIT (Breazeal
et Scassellati 1998; Breazeal et Fitzpatrick 2000), ou encore le robot
feelix (Cañamero et Fredslund 2000).
Les idées qui sous-tendent ces projets sont de deux sortes. Premièrement,
l'interaction avec le robot doit être facilitée. Il est question, dans ce cas, de
 vraisemblance  des interactions. Le robot peut faire illusion lorsqu'il inter-
agit, donner à penser qu'il  est de telle ou telle humeur , sembler  réaliste 
en tant qu'individu doué d'une intentionnalité. En somme, il s'agit là d'une
méthode proche de l'idée d'imitation game de Turing (Turing 1950). Pour
qu'une machine puisse être considérée comme  intelligente  socialement, il
sut qu'un partenaire humain soit poussé à interagir avec elle avec autant de
spontanéité et de convivialité qu'il le ferait vis-à-vis d'un autre humain.
Deuxièmement, l'intelligence du robot est d'abord considérée comme une
intelligence sociale, et plus particulièrement comme une intelligence émotion-
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Fig. 7.2  Le robot kismet, développé au MIT, a un visage arti-
culé qui lui permet de reproduire des expressions faciales schématiques.
 d'après photos MIT et NBC.
nelle. Autrement dit, le comportement du robot revêt aux yeux d'un partenaire
humain plus d'intelligence qu'il n'en a réellement dès qu'il est capable de pro-
duire de l'empathie : celui qui interagit avec le robot  ressent  une émotion
qui est censée correspondre avec celle achée par le robot. Ce phénomène de
 compréhension mutuelle  intervient dans une part importante des relations
sociales humaines et même animales (Dautenhahn 1997a; Dautenhahn
2000b).
Robots imitateurs
La conception de robots sociables repose également sur l'hypothèse selon
laquelle la socialité humaine est fortement liée à la capacité à imiter . L'imi-
tation jouerait un rôle proche de celui des expressions faciales en facilitant un
contact empathique entre la machine et un partenaire humain. On peut citer
entre autres robota, un robot-poupée capable d'apprendre des mouvements
au cours d'une interaction et de les reproduire (Billard et al. 1998; Billard
2000).
En outre, l'imitation permet d'enseigner au robot un certain nombre
d'actions, à travers une expérience physique directe de l'environnement. Cela
pose le problème de la diérence des capacités d'action et de perception de
l'environnement par l'homme d'une part et par le robot d'autre part, ce qui
revient à se demander dans quelle mesure il y a un sens pour un robot à
 imiter  un humain qui ne possède pas le même corps physique que lui. Nous
y reviendrons dans le chapitre 9.
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Robotique sociale, intentionnalité et autisme
Enn, nous mentionnerons un dernier ensemble d'applications de la ro-
botique sociable, à visée thérapeutique : il s'agit de l'utilisation de robots dans
le cadre du traitement de l'autisme.
L'autisme est une maladie qui se caractérise par des dicultés, voire
une impossibilité, à établir des relations sociales, à communiquer, et par un
répertoire d'activités restreint (adoption et répétition de comportements sté-
réotypés, focalisation sur des environnements stables et connus, etc.). Parmi
les causes invoquées pour expliquer ces troubles, on peut mentionner notam-
ment l'hypothèse d'un désordre de la  théorie de l'esprit  (Baron-Cohen
et al. 1985), celle d'une absence de mécanismes empathiques (Dautenhahn
1997a), ou des dysfonctionnements dans le contrôle de la pensée et de l'action
(Russell 1997).
Des travaux récents s'intéressent donc à l'utilisation de robots sociables
pour aider les enfants autistes à améliorer la coordination de leurs interactions
avec l'environnement.
C'est le cas par exemple du projet aurora (Dautenhahn 1999a; Dau-
tenhahn 1999b; Dautenhahn 2000a) qui vise à construire un robot-jouet
répondant à cette fonctionnalité. Le robot social constitue alors un niveau in-
termédiaire entre l'environnement physique  prévisible et rassurant  et l'en-
vironnement social humain  très complexe, fortement changeant et anxiogène
(Dautenhahn et Werry 2000).
On peut également mentionner les travaux menés dans ce sens à l'Univer-
sité de Sherbrooke, au laborius (Michaud et al. 2000; Michaud 2000), en
particulier le robot-boule roball (Michaud et Caron 2000), capable de se
déplacer spontanément dans n'importe quelle direction. Les études menées sur
de jeunes enfants montrent qu'ils préfèrent nettement interagir avec ce type
de jouet, auquel ils peuvent prêter une intentionnalité, qu'avec une balle  or-
dinaire . Cette entité, identiée comme  objet  mais manifestant pourtant
une apparente intentionnalité, constitue un support thérapeutique proche des
robots d'aurora. Mais un objet comme roball constitue déjà en lui-même
un jouet d'une nature complètement nouvelle, puisque dépourvu de passivité.
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Les robots de compagnie et les robots jouets
Parallèlement aux recherches sur la sociabilité des robots et aux applica-
tions citées plus haut, on a vu se développer depuis quelques années un champ
d'utilisation nouveau pour les robots mobiles : la  robotique de compagnie .
Le robotique de compagnie s'inscrit en fait dans la lignée des  créatures
digitales  amorcée en 1995 avec le tamagochi, jusqu'au furby (1998) en
passant par des logiciels de  jeu  comme la série des creatures.
Le fameux robot-chien aibo de sony a inauguré l'ère des robots de
compagnie, avec déjà quelques concurrents sur ses traces, comme le prototype
R100 de nec ou l'humanoïde P3 de honda.
Ce dernier a un statut particulier au sens où il est conçu à des ns
utilitaires (l'assistance aux personnes âgées ou handicapées par exemple). Mais
pour la grande majorité des cas, le but aché est une implication aective des
humains dans leur interaction avec le robot. Cela est d'autant plus le cas avec
le nouveau prototype humanoïde de sony, le SDR3, haut d'environ 50 cm.
De telles créatures sont totalement dénuées de fonctionnalité propre (Ka-
plan 2000a) : il est certes toujours plus ou moins possible de leur en faire
apprendre une, ou de la leur programmer explicitement, mais tel n'est pas leur
but. Elles sont à l'opposé de la dénition du robot industriel et rejoignent peu
à peu celle du robot de science-ction. Il est même assez dicile de dire ce
qu'elles sont exactement :
 Ces machines restent pourtant très rudimentaires, même si elles s'ap-
puient sur de véritables prouesses techniques. Les considérer comme des
 animaux  est gênant. Ce sont certes des machines, mais elles sont
très particulières, et les mots pour les caractériser justement restent
diciles à trouver.  (Lestel 1998a)
Les interactions possibles entre un humain et une machine de ce type
sont assez variables, pouvant aller d'une relative indiérence et d'un certain
agacement jusqu'à une implication assez forte (on a pu s'en rendre compte lors
de l'apparition des premiers tamagochis qui ont réussi à pousser quelques-uns
de leurs propriétaires à les considérer comme de  vrais  animaux).
Même si ce phénomène n'est encore qu'assez marginal, il est en train de
changer notre manière de penser l'homme et son rapport à l'animal, au vivant,
aux machines. Il s'agit bien d'une évolution culturelle à grande échelle, et non
cantonnée aux seuls milieux scientiques ou technologiques, puisqu'il s'agit
d'objets distribués sur une échelle relativement vaste et fortement médiatisés.
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7.4 L'émergence d'une  Robotique Collective
Ouverte 
C'est dans ce contexte de conuence entre la robotique collective et la
robotique sociable que nous avons proposé le concept de  Robotique Collec-
tive Ouverte  ou RCO (Drogoul et Picault 1999; Picault et Drogoul
2000a), nommée ainsi par analogie avec les  systèmes ouverts  (Hewitt et
Inman 1991).
Un mouvement de fond de la robotique
À travers la notion de  système ouvert , Hewitt a su pressentir l'éclo-
sion actuelle de collectivités mêlant agents logiciels et groupes humains (agents
sur réseau, assistants personnels, etc.). Un phénomène analogue se dessine net-
tement dans l'évolution des travaux menés en robotique, et l'on pourra assis-
ter dans les prochaines années à la formation de véritables collectivités mixtes
hommes/robots.
Cela suppose de faire coexister un groupe de robots et un groupe hu-
main dans un même environnement , sans devoir y apporter de modications
conséquentes, étant entendu que ce sont les robots qui doivent s'adapter à un
environnement peuplé d'humains, et non l'inverse.
Cet objectif est partagé par bon nombre de roboticiens (Thrun 1998),
en dépit de l'absence de travaux abordant directement cette problématique.
Toutes les expériences que nous avons mentionnées précédemment font appel
soit à des environnements fermés, strictement contrôlés (comme dans les com-
pétitions de la RoboCup), soit à des environnements ouverts aux humains mais
fortement adaptés aux robots.
La  Robotique Collective Ouverte  visera donc à étudier les condi-
tions nécessaires à l'intégration de groupes de robots dans des environnements
habités ordinairement par des groupes humains.
Cette étude est essentiellement expérimentale : si les partenaires humains
impliqués dans l'expérience sont peu manipulables, les robots, eux, le sont.
La RCO se pose d'emblée comme une forme d'éthologie synthétique, dans la
mesure où, comme dans un laboratoire virtuel, il est possible de modier le
comportement des agents que l'on cherche à observer (du moins, de certains
d'entre eux) et de déterminer comment ces variations aectent l'ensemble de
l'écosystème.
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La nature intrinsèquement expérimentale de la RCO impose de procéder
selon une approche incrémentale, au cours de laquelle des modèles d'agents,
d'abord simples, seront implémentés pour contrôler les robots, observés en si-
tuation, analysés et seulement alors complexiés peu à peu pour permettre
l'organisation des robots et leur insertion au sein de la communauté humaine
qui peuple leur environnement. Il serait parfaitement illusoire de procéder de
façon monolithique, en concevant a priori des modèles complexes dont on
prétendrait qu'ils vont produire des comportements adéquats pour un envi-
ronnement quelconque.
La RCO devra également être pluridisciplinaire. Autant l'observation de
l'organisation des robots entre eux peut mobiliser les méthodes habituelles
de l'analyse d'un SMA, autant au contraire l'étude des réactions des acteurs
humains à la présence des robots demande une méthode spécique. Or c'est
là le champ de la sociologie, de l'anthropologie ou de l'éthologie humaine. Ces
disciplines pourront d'ailleurs également apporter leur regard propre sur les
mécanismes sociaux régissant le groupe de robots.
RCO et incrémentalité
Les expériences actuelles sur des robots, qu'il s'agisse de robots sociaux
(organisation d'un groupe de robots) ou sociables (un robot, rarement plus,
en interaction avec un ou plusieurs partenaires humains), sont considérées en
général comme des préliminaires inévitables à une intégration de groupes de
robots à un milieu humain.
Elles sont vues comme un premier pas dans une démarche qui consiste-
rait à augmenter graduellement la complexité des environnements où ces ro-
bots sont capables d'opérer. Autrement dit, il faudrait commencer par savoir
concevoir des comportements adéquats pour des robots dans un environnement
simple, puis peu à peu paramétrer ces comportements, les modier pour ob-
tenir des systèmes autonomes dans des situations de plus en plus compliquées
(Mataric 1995). Cela semble faire écho au principe d'incrémentalité que nous
nous sommes xé. Mais est-ce bien le cas?
Le principe d'incrémentalité vise à construire des modèles informatiques
de complexité croissante pour un problème donné, en conséquence du principe
de parcimonie qui veut qu'on évite un coût cognitif injustié.
Or ici, c'est au contraire un même modèle  le cas échéant déjà assez
sophistiqué  que l'on cherche à adapter à un problème de complexité croissante,
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ou plus exactement d'ailleurs, à un problème de moins en moins contraint. Il
ne s'agit donc pas d'une démarche incrémentale au sens où nous l'entendons.
Celle-ci consiste au contraire à prendre en considération le problème tel qu'il
se pose (à savoir l'intégration d'un groupe de robots dans un groupe humain,
dans un environnement qui ne soit pas spéciquement modié pour les robots)
et à rechercher dans ce cadre des modèles les plus simples possibles.
La nature fondamentalement expérimentale de la RCO permet de main-
tenir justement une incrémentalité dans la construction des modèles de com-
portements. On pourra être amené, dans le cadre général de la RCO, à étudier
séparément diverses problématiques qu'elle soulève, étant bien entendu que
cette décomposition reste orientée par la réalisation de l'objectif global. Nous
retrouvons ici un parallèle avec l'éthologie : l'éthologue, s'intéressant in ne au
comportement naturel d'un animal, peut mener par ailleurs des expériences
ciblées sur telle ou telle compétence cognitive an d'améliorer sa compréhen-
sion des comportements naturels. Là où l'éthologie mène à la compréhension
des comportements, la RCO conduit à raner les modèles de production de
comportements.
Mise en situation sociale
Puisque la RCO implique d'aborder de front le problème visé, dans toute
sa complexité, il est bien évident que les agents qui devront contrôler les robots
seront physiquement situés.
Ne nous arrêtons pas en si bon chemin : pour la robotique collective,
la présence d'humains dans l'environnement est souvent considérée comme
une contrainte supplémentaire (c'est-à-dire concrètement comme un ensemble
d'obstacles mobiles imprévisibles), plutôt que comme une donnée inhérente au
problème (Wilkes et al. 1997). De même, la coordination et l'organisation de
groupes de robots est perçue comme une diculté gratuite pour l'interaction
homme-robot.
À l'inverse, la RCO devra donc s'orienter vers une mise en situation
sociale des robots (Dautenhahn 1998). Un robot socialement situé doit, en
plus de ses capacités physiques individuelles (évitement d'obstacles, navigation,
etc.) être en mesure d'interagir avec des partenaires, qu'ils soient humains ou
robotiques, sur lesquels il dispose de peu d'informations a priori.
Un robot socialement situé sera confronté à une vision partielle des re-
lations sociales existant entre les individus présents dans son environnement.
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Au lieu de disposer, comme dans nombre de SMA, d'informations ables et
semi-globales (par exemple une liste d'accointances), il doit traiter des données
locales et peu ables.
La seule évocation de la mise en situation sociale ne sut pas, bien
sûr, à résoudre le problème, mais il s'agit d'abord de prendre en compte en
tant qu'éléments constitutifs de l'expérience, et non en tant qu'obstacle, les
contraintes qui s'exercent sur des agents immergés dans un environnement
social : cela demande alors de concevoir les modèles comportementaux d'une
manière très diérente (ce qui est considéré comme un handicap avec lequel il
faut composer devient au contraire une donnée de l'environnement).
Endo- et exo-socialité
Si les systèmes multi-robots disposent parfois d'aptitudes sociales en plus
d'aptitudes physiques (Arkin 1998, par exemple), celles-ci ne concernent que
les relations sociales entre robots.
C'est ce que nous appellerons l'endo-socialité (Drogoul et Picault
1999; Moss et Dautenhahn 1998), par opposition à une exo-socialité que
constituera l'ensemble des aptitudes sociales que les robots possèdent à l'égard
des humains
3
.
Un robot social dispose d'une forme d'endo-socialité, un robot sociable
d'exo-socialité. Il restera à déterminer dans quelle mesure ces deux types de
compétences dièrent dans leurs mécanismes et si des modèles semblables
peuvent être utilisés pour les produire.
Méthodologie
L'homme n'est guère habitué à partager son environnement quotidien
avec des groupes d'autres animaux sociaux
4
: pour permettre à un ensemble
de robots de s'intégrer en tant que groupe à une collectivité humaine, il faut
sans doute donner à leurs comportements (sociaux, sociables ou autres) un
certain nombre de propriétés qui les rendent acceptables.
3. Cette dichotomie généralise l'opposition biologique entre comportements intraspéci-
ques, tournés vers les membres de la même espèce, et comportements interspéciques, entre
espèces diérentes, en la transposant à des  machines , étrangères à la notion d'espèce.
4. Peu de gens vivent avec des meutes de chiens ; quant à avoir une fourmilière dans
son jardin, ce n'est pas à proprement parler partager l'environnement, dans la mesure où
l'interaction homme-fourmi est particulièrement pauvre...
127
}7. L'ÉMERGENCE DE LA SOCIALITÉ ROBOTIQUE
On pourrait penser dans un premier temps aux travaux menés sur les
expressions faciales. L'être humain projette sans cesse de l'intentionnalité sur
les entités auxquelles il est confronté (Dennett 1990), et cette projection
semble facilitée par l'utilisation d'expressions faciales. Mais en même temps,
les interactions entre humains sont soumises à de très fortes contraintes de
pertinence (Dessalles 1996b; Dessalles 2000). Les enfreindre, c'est mettre
le partenaire mal à l'aise.
Il semble assez évident qu'un acteur humain n'aura pas la même réaction
avec un robot  humanoïde  et un robot  classique  (à l'aspect bien plus ru-
dimentaire). Il peut être tenté d'interagir plus volontiers avec le premier, parce
qu'il a l'air plus proche de lui, mais c'est peut-être avec lui que l'interaction
sera la plus décevante, précisément parce qu'il lui attribuera plus d'intelligence
que la pauvre machine ne sera capable d'en montrer.
D'aibo, ses maîtres s'attendent plus ou moins à ce qu'il se comporte
comme un chien ou un chiot, ce qui est en partie le cas grâce à un travail re-
marquable au niveau de la mécanique de ce robot, mais il reste comportemen-
talement pauvre. Il est à craindre que ce soit encore pire avec les humanoïdes
(pour lesquels s'ajoute une projection d'origine culturelle).
En fait, les travaux sur les expressions faciales inversent la relation de
causalité : on croit que l'intérêt que portent les humains aux robots huma-
noïdes réside dans la ressemblance morphologique. En réalité, ce qui attire les
humains dans ces robots, c'est la promesse implicite d'un comportement huma-
noïde. Aussi, les carences comportementales de robots humanoïdes semblent-
elles d'autant plus insupportables qu'elles contrastent avec les attentes légi-
times de l'utilisateur.
Au contraire, vis-à-vis d'un robot  informe , qui ne sera pas perçu
comme autre chose qu'une machine (dont on n'attend, en tant que machine,
que fort peu d'intelligence), un partenaire humain sera plus  tolérant  et
pourra attribuer plus facilement de la signication à des comportements sans
que le robot ne lui oppose un démenti agrant.
Cette conception est d'ailleurs soutenue par les expériences menées avec
des robots  classiques  (Dautenhahn 1997a; Dautenhahn 1997b; Dau-
tenhahn 1999b), dans lesquelles la  vraisemblance  des comportements
(imitation par exemple) est mise en avant comme critère essentiel de l'interac-
tion.
Un tel robot est en fait plus propre à suggérer, à susciter des interpré-
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tations. Autrement dit, l'intelligence sociale réside en grande partie dans l'÷il
de l'observateur et acteur humain.
C'est cette voie  comportementale  de la RCO que le projetMICRobES,
que nous allons décrire au chapitre suivant, se propose d'explorer.
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Chapitre huitième.
L e p r o j e t M I C R o b E S
Ce chapitre sera consacré à une description du projetMICRobES, mené au
lip6 depuis le courant de l'année 1999, dans le cadre de la Robotique Collective
Ouverte dénie précédemment. Nous y expliquerons ses objectifs scientiques,
ses participants et les sujets de recherche qu'il suscite. Nous présenterons les
moyens techniques mis en jeu, tant matériels que logiciels, et les méthodes
d'investigation utilisées. Enn, nous poserons le problème de la construction
de comportements sociaux dans un tel projet.
8.1 Un projet de Robotique Collective Ouverte
Le projet MICRobES
1
, initié en 1999 au lip6 par Alexis Drogoul, vise
à étudier les modèles et techniques permettant, à terme, l'immersion d'un
groupe de robots mobiles autonomes dans un environnement social humain
(Drogoul et Picault 1999). Il s'agit donc très exactement d'un premier
pas vers la Robotique Collective Ouverte dénie précédemment (Picault et
Drogoul 2000a).
8.1.1 Objectifs scientiques
L'objectif à long terme d'un projet comme MICRobES est de  construire
des artefacts capables de survivre et d'opérer intelligemment, de façon auto-
nome et collective, dans le monde réel où nous vivons [...], tout simplement
capables, avant de faire quoi que ce soit pour leurs utilisateurs, de vivre en
symbiose, de façon harmonieuse, avec eux (et entre eux)
2
 (Drogoul 2000).
1. L'interprétation canonique de cet acronyme est  Maîtrise de l'Immersion de Collecti-
vités de ROBots dans un Environnement Social .
2. A. Drogoul appelle ce type d'artefacts des  Systèmes Physiques Symbiotiques 
(SPS).
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Fig. 8.1  Deux robots MICRobES dans un couloir du laboratoire : ils sont placés
dans un environnement prévu pour des êtres humains et non spéciquement
pour des robots.
Ce but ultime, peut-être lointain mais pas pour autant utopique, a une
conséquence importante : il n'est pas question d'assigner une quelconque fonc-
tionnalité a priori aux artefacts en question. Cela risquerait d'induire un biais
important dans la conception des modèles de comportement. À l'inverse, ce
n'est que lorsque l'on sera capable d'intégrer un groupe quelconque de ma-
chines dans un environnement social humain, qu'il deviendra possible de leur
donner des tâches utilitaires en plus. Par ailleurs, rien n'interdit de doter les
robots de mécanismes d'apprentissage leur permettant d'acquérir auprès des
humains un savoir-faire utile : au contraire, pareille disposition au dressage sera
sans doute une composante importante de l'interaction sociale homme-robot.
À plus court terme, ce projet fédère un ensemble de travaux de recherche
liés à la robotique sociale située, autour d'une base matérielle et logicielle par-
tagée, constituée du groupe de robots pioneer (fabriqués par ActivMedia) et
d'un certain nombre d'outils communs et de comportements  élémentaires 
(tels que la navigation, la recharge autonome, la communication et la recon-
naissance de balises visuelles).
Chacun des sujets de recherche intégré dans le projet MICRobES est sus-
ceptible de concourir à l'intégration, à terme, de cette communauté de robots
dans l'environnement humain où ils sont placés  en l'occurrence, il s'agit d'un
étage entier du lip6 (cf. gure 8.2) pour le site d'expérimentation principal
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(un autre se trouve dans les locaux de France Télécom R&D, partenaire du
projet).
Fig. 8.2  La partie du laboratoire dans laquelle se déroule le projet MICRobES
est un étage entier, constitué de deux longs couloirs perpendiculaires. Une salle
est dédiée plus spécialement aux robots (pour réparation, recharge, etc.) mais
ils circulent dans l'ensemble du site. Certaines parties de l'environnement sont
d'ailleurs particulièrement dangereuses, comme les ascenseurs et les escaliers.
Les robots disposent plus particulièrement d'une salle dans laquelle ils
peuvent être réparés, se recharger, etc. mais ils peuvent circuler n'importe où
(sous réserve que les portes soient ouvertes, ce qui dépend du bon vouloir des
habitants du laboratoire). Certaines zones représentent un danger physique
pour les robots, comme les escaliers ou les ascenseurs (cf. gure 8.5). Les seuls
aménagements consentis sont : 1
o
l'installation de stations de recharge, indis-
pensables à l'autonomie énergétique des robots ; 2
o
l'implantation de balises
pour la navigation (nous reviendrons plus en détail sur ce point lorsque nous
présenterons les sujets liés à la navigation).
8.1.2 Sujets de recherche
Les sujets de recherche qui s'articulent autour du projetMICRobES portent
sur un certain nombre de compétences comportementales ou cognitives qui,
pour la plupart, peuvent se décliner en termes :
 de capacités individuelles ;
133
}8. LE PROJET MICROBES
 de capacités interactionnelles, que ce soit entre plusieurs robots ou entre
un robot et un humain ;
 de capacités organisationnelles (organisation du groupe de robots ou
adaptation à l'organisation humaine).
Nous allons présenter les grandes lignes des problématiques étudiées dans
ce projet. Elles constituent le squelette de plusieurs thèses et de stages de DEA,
sans qu'il soit cependant facile de tracer une frontière nette entre les travaux
propres à chacun des membres du projet.
Navigation et cartographie
En tant qu'individu mobile situé, la première activité d'un robot consiste
à pouvoir se déplacer en évitant les obstacles. Cette étape a été rapidement
franchie.
Chaque robot doit ensuite être capable de se localiser dans son environ-
nement, ne serait-ce que pour pouvoir aller se recharger lorsque la borne de
recharge n'est pas en vue.
Pour cela, deux approches sont possibles : faire construire une carte de
l'environnement par le robot, ou la lui donner comme connaissance a priori.
Idéalement, on se doute que la première solution est la meilleure, dans la mesure
où un robot ayant des capacités de cartographie autonomes peut opérer dans
un environnement quelconque.
Toutefois, la cartographie est un problème particulièrement dicile, qui
fait l'objet de thèses spéciques dans de nombreux laboratoires. Or il n'est
pas possible de construire de comportement, ni individuel ni collectif, dans le
cadre de la RCO, sans disposer d'un module de navigation orant une repré-
sentation correcte de l'espace. Aussi, pour ces raisons pragmatiques, la solution
nalement retenue a été de fournir aux robots une représentation a priori de
l'environnement, doublée d'un balisage de celui-ci au moyen d'amers (en l'oc-
currence, des codes-barres).
La représentation spatiale retenue fait appel à la fois à un niveau global
(carte topologique reliant des régions, cf. gure 8.3) permettant de naviguer
d'une partie du laboratoire à une autre, et à un niveau local ( grilles d'occupa-
tion , cf. gure 8.4) en construisant à partir des perceptions une représentation
dans un rayon de quelques mètres. Ces perceptions locales sont en partie mé-
morisées comme caractéristiques des régions traversées, ce qui permet de faire
le lien entre les deux niveaux de représentation.
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Par ailleurs, pour renforcer la abilité de la navigation, des balises (sous
la forme de codes-barres) sont disposées dans quelques régions de l'environne-
ment. Leur repérage et leur décodage permet aux robots de corriger les erreurs
d'estimation de leur position.
Cette simplication est avant tout un choix pragmatique destiné à gagner
du temps dans l'avancement du projet. Dans la mesure où d'autres travaux,
menés notamment à l'AnimatLab, se penchent justement sur la question du
repérage d'amers dans l'environnement (Filliat 1999; Filliat et Meyer
2000; Gourichon 1999, au lip6), il sera possible en temps utile de remplacer
le module de cartographie actuel par un autre plus adaptatif.
Fig. 8.3  Carte topologique fournie au robot. Seuls les couloirs sont réperto-
riés ; ils sont découpés en zones. Des codes-barres placés dans certaines régions
permettent une relocalisation des robots de temps à autre.
L'exploration collective de l'environnement constitue une question inté-
ressante : des robots disséminés dans des lieux diérents, ayant des perceptions
diérentes, à des moments diérents, peuvent ensuite, en fusionnant leurs in-
formations, classier automatiquement les régions de leur environnement et
faire le lien avec une représentation symbolique que pourrait leur donner un
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Fig. 8.4  Représentation construite par le robot par intégration tempo-
relle des informations fournies par les sonars ( grille d'occupation ).
Les obstacles mobiles sont ainsi éliminés au prot des obstacles xes.
 d'après (Hugues 2000a)
utilisateur humain (Hugues 2000a; Hugues 2000b; Hugues et Drogoul
2001a). En opérant collectivement, ils démultiplient leur expérience, réduisent
les biais individuels liés au bruit des capteurs, et traitent plus rapidement
l'ensemble de l'environnement.
Enn, l'exploration de l'environnement, l'acquisition d'informations sur
la localisation de telle ou telle ressource, peut servir de base à une socialité
territoriale. Nous reviendrons sur ce point ultérieurement.
Recharge autonome
Pour pouvoir être considérés comme véritablement autonomes, les ro-
bots doivent être en mesure de se recharger par eux-mêmes. Une fois la posi-
tion de stations de recharge repérée (ce qui est du ressort de la navigation),
il faut mettre au point des comportements d'accostage, de branchement, de
surveillance du niveau de batterie et de sortie de la station.
Les bornes de recharge commercialisées par ActivMedia ne sont pas parti-
culièrement adaptées à ce type de fonctionnement, aussi les aspects techniques
de la recharge font-ils l'objet d'un partenariat avec France Télécom R&D.
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Fig. 8.5  Image de gauche : les robots pioneer sortant de leur salle, en le
indienne. Image de droite : deux robots dangereusement proches d'un ascenseur.
La recharge pose, sur le plan collectif, la question de l'attribution des
ressources : il ne sera pas possible à deux robots de se recharger au même
moment. Il n'est sans doute pas judicieux d'utiliser un protocole gé pour
décider du robot à recharger, dans la mesure où un procédé aussi mécanique
ne peut tenir compte de la répartition des activités des robots (en pratique,
on peut vouloir favoriser ceux qui interagissent fréquemment avec les humains,
qui explorent leur environnement, etc.).
De plus, pour un observateur humain, un protocole gé présente le désa-
vantage de paraître trop  mécanique , trop peu  vraisemblable  en termes
d'attribution d'intentionnalité. On peut donc plutôt envisager de se servir
d'une organisation sociale pour réguler l'accès aux bornes de recharge, et plus
généralement aux ressources dont peuvent avoir besoin les robots (ces res-
sources pouvant être un assistant humain).
Enn, d'un point de vue organisationnel, des mécanismes de coopération
et de coordination pour le  sauvetage  de robots en panne ou déchargés
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sont également à l'étude (Muñoz-Meléndez et Drogoul 2000; Muñoz-
Meléndez 2001).
Interaction avec les humains
Un axe important de sous-projets a trait aux interactions entre hommes
et robots.
Certains travaux portent sur l'apprentissage d'informations symboliques
concernant l'environnement (Bredèche et Zucker 2000), se plaçant d'em-
blée à un niveau de communication langagier, au moins par mots-clefs. Les
robots doivent être capables d'associer un mot prononcé par un humain à un
contexte particulier, et par induction ne retenir que les associations pertinentes.
Un autre sujet prépare l'utilisation  fonctionnelle  des robots par les
humains (comme entités autonomes et non simplement comme outils), et s'inté-
resse à la répartition de tâches demandées par plusieurs utilisateurs au groupe
de robots (en l'état actuel, ces tâches restent virtuelles, le but étant de conce-
voir des mécanismes généraux de coopération distribuée dans un contexte ou-
vert). Il incombe au groupe de s'organiser pour répondre aux demandes, en
mettant en place des délégations mutuelles de tâches ou d'actions concourant
à l'exécution de ces tâches. Ces aspects sont étudiés en partenariat avec France
Télécom R&D, et font appel à la notion d' environnement social  que nous
avons évoqué dans  5.5.1.
Enn, une dernière composante de l'interaction homme-robot consiste à
doter les machines de capacités d'apprentissage par démonstration (Hugues
et Drogoul 2001c; Hugues et Drogoul 2001b). Un humain qui souhaite
 enseigner  un comportement au robot doit pouvoir le faire d'une façon
relativement intuitive et immédiate, en  montrant  la séquence d'actions
deux ou trois fois, à charge pour le robot de discriminer les éléments pertinents
des scènes qu'il a observées.
Pour cela, la voie explorée actuellement est celle d'un  pilotage  du ro-
bot par un humain, constituant ainsi des exemples de comportements pendant
lesquels le robot recherche des perceptions saillantes qu'il s'essaiera ensuite
à reproduire. Ce mécanisme permettra à terme d'ancrer la communication
homme-robot dans la morphologie de ce dernier, et de faire le lien avec l'ap-
prentissage symbolique.
138
8.1. UN PROJET DE ROBOTIQUE COLLECTIVE OUVERTE
Proprioception
La diculté pour le concepteur à choisir des comportements pertinents
pour lier de façon réactive capteurs et eecteurs, d'une part, et le besoin de
pouvoir traiter les pannes ou défections de certaines parties non vitales des
robots (capteurs par exemple), d'autre part, ont suscité un axe de recherche
autour des capacités de proprioception.
Il s'agit de recourir à des méthodes d'apprentissage automatique per-
mettant de développer une architecture de contrôle pour les comportements
réactifs du robot et de la réorganiser en cas de défaillance d'un capteur ou d'un
eecteur (pour ne plus tenir compte d'informations erronnées).
Ces travaux demandent une approche incrémentale et modulaire, de fa-
çon à pouvoir ajouter, couche après couche, diverses fonctionnalités à une
architecture initiale assez simple. L'architecture ainsi construite doit pouvoir
se recongurer  en ligne  (c'est-à-dire durant le fonctionnement du robot
dans son environnement) pour s'adapter à des événements imprévus (dysfonc-
tionnements).
Toutefois, une grosse part de la sélection des architectures adéquates doit
être réalisée en simulation, dans la mesure où les échelles de temps manipulées
sont considérables par rapport aux durées d'expérimentations et à la puissance
de calcul des ordinateurs embarqués à bord des robots.
La proprioception peut s'entendre également au niveau collectif, celui du
groupe, pour lequel elle consiste à maintenir une structure spatiale ou fonc-
tionnelle, y compris en présence d'obstacles ou de dysfonctionnements (de tout
ou partie d'un robot).
L'évolution darwinienne, utilisée fréquemment pour le développement
d'architectures de contrôle (Kodjabachian et Meyer 1998, par exemple),
founit un cadre prometteur pour ce type de recherches.
Les travaux commencés dans ce sens par Samuel Landau (Landau et al.
2001a) et nos propres réexions sur les spécicités d'un projet comme MI-
CRobES (cf. notamment le chapitre 9) nous ont conduit avec lui à dénir une
approche nouvelle pour l'évolution et le développement dans les SMA situés,
que nous présenterons dans les chapitres 10 et 11.
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Compétences sociales
Les recherches sur les aptitudes sociales font écho aux problématiques
d'endo- et d'exo-socialité évoquées à propos de la RCO. Dans les deux cas,
l'environnement social (robotique ou humain) est dynamique et des structures
sociales gées ne sauraient être adaptées.
On peut donc dans un premier temps envisager de transposer les modèles
de représentation de la hiérarchie sociale, étudiés précédemment, aux robots.
Cette hiérarchie pourra leur servir à anticiper ou à résoudre des conits.
Une perspective plus lointaine consiste à rechercher des modèles permet-
tant aux agents robotiques de se représenter une partie du fonctionnement
social des humains. On peut songer notamment à tout ce qui se traduit par
des changements environnementaux (horaires de travail par exemple).
D'un point de vue méthodologique, la diculté de la transposition consiste
essentiellement à trouver des comportements  équivalents  aux comporte-
ments agonistiques. Nous avons vu au chapitre 6 que cela reste tout à fait
envisageable lorsque l'on peut attribuer au groupe une tâche collective (que
celle-ci soit explicite ou non).
En revanche, cela est sans doute plus dicile pour des robots dépourvus
de fonctionnalité a priori. On peut s'appuyer par exemple sur les  perfor-
mances  des robots (notamment en termes d'exploration, d'interaction, etc.)
ou sur une construction de  territoires  associés à des ressources. Mais cela
n'est pas très satisfaisant, dans la mesure où ces choix sont assez arbitraires.
Nous reviendrons sur ces dicultés au  8.4.2.
8.2 Acteurs et méthodes
Participants
Le projet MICRobES est le fruit d'une étroite collaboration entre :
 des chercheurs permanents de trois équipes diérentes du lip6 (l'équipe
multi-agent, MIRIAD ; l'AnimatLab ; l'équipe apprentissage, ACASA) :
Alexis Drogoul, Jean-Arcady Meyer, Jean-Daniel Zucker ;
 des doctorants de ces équipes : Nicolas Bredèche, Louis Hugues, Sa-
muel Landau, Angélica Muñoz, Sébastien Picault, François Sempé ;
 des stagiaires de DEA : Thomas Miconi, Pierre-Emmanuel Viel ;
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 des chercheurs de France Télécom R&D : Jean-Marc Raibaud, Laurent
Ponthou ;
 des anthropologues et des sociologues du CSI (École des Mines de Paris)
et de l'ÉHESS : Bruno Latour, Albert Piette, Laurent Thévenot,
Fabrice Rousseau.
Approche incrémentale et modulaire
Quels que soient les sujets de recherche, la même approche méthodolo-
gique prévaut, basée sur des principes d'incrémentalité et de modularité. Les
modèles et les techniques étudiés doivent pouvoir être implantés, testés et éva-
lués indépendamment les uns des autres, pour juger de leur validité intrinsèque
et de leur apport spécique au comportement observable des robots pris indi-
viduellement, du groupe de robots, mais aussi des humains.
Cela est une nécessité absolue. Non seulement il est inenvisageable d'abor-
der un problème tel que la mise en situation physique et sociale de robots au
moyen de modèles trop complexes d'emblée (car alors on n'est plus en me-
sure d'expliquer comment le système fonctionne), mais en outre la multiplicité
des sujets abordés demande une coordination rigoureuse entre les participants
pour pouvoir, à terme, intégrer plusieurs modules.
Méthode expérimentale et observation
Comme dans les travaux précédents, c'est l'éthologie qui sert de cadre de
référence pour l'observation, l'interprétation, l'analyse des résultats.
Les robots peuvent en eet être vus comme une espèce sociale partageant
le même écosystème qu'un groupe d'Homo sapiens (Picault et Drogoul
2000b). Les comportements des robots ne doivent pas seulement être analysés
pour eux-mêmes mais aussi en relation avec les réactions des humains qui les
côtoient.
C'est en ce sens que des anthropologues et des sociologues du CSI et
l'ÉHESS participent au projet. Ils visent à étudier deux points plus particu-
lièrement :
 comment les humains occupant le laboratoire réagissent, au l du temps,
à la présence des robots. Cela permet à l'équipe informatique de corri-
ger des comportements en tenant compte d'une analyse rigoureuse des
problèmes.
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 sur quelles bases les membres du projet élaborent et choisissent les com-
portements dont ils dotent les robots.
Cette analyse complètera nos propres observations et constituera un point
de vue essentiel pour prétendre, ultérieurement, étendre la RCO à des publics
plus larges que des chercheurs en informatique.
8.3 Quelques détails techniques
8.3.1 Les robots
Les robots utilisés à l'heure actuelle dans le projet MICRobES sont des
pioneer 2DX, de la société américaine ActivMedia (importés par RoboSoft).
Six de ces robots sont utilisés au lip6, deux autres servent à réaliser des ex-
périences plus spéciques au sein de France Télécom R&D.
Ces robots, dans leur version de base (cf. gure 8.6), sont constitués
d'un ordinateur PC classique (sur une carte PC104) et d'un micro-contrôleur
(Siemens 88C166) qui gère les capteurs et les eecteurs. Il peut contenir jusqu'à
trois batteries.
Fig. 8.6  Vues rapprochées d'un robot pioneer.
Chaque robot est équipé des capteurs suivants :
 8 sonars à l'avant, 8 à l'arrière, d'une portée de quelques mètres, ren-
voyant une information de distance aux obstacles potentiels ;
 une ceinture de 6  bumpers , à l'avant comme à l'arrière, qui réagissent
au contact ;
 un capteur odométrique, qui mesure la distance parcourue en fonction
du nombre de tours des deux roues avant ;
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 un compas magnétique donnant l'orientation absolue du robot ;
 une caméra vidéo couleur ;
 un modem radio.
Quant aux eecteurs, ils se limitent aux deux roues motrices placées à
l'avant et aux moteurs de la caméra (ainsi qu'au modem radio).
Une extension appelée PeopleBot, installée sur deux robots, consiste en
une tourelle  d'interaction  placée sur la base du pioneer, surélevant ainsi la
caméra, et ajoutant 8 sonars en hauteur, un microphone et des hauts-parleurs.
Fig. 8.7  Un couloir du laboratoire, vu à partir de la caméra du robot, réso-
lution maximale.
8.3.2 Système embarqué
Le micro-contrôleur possède son propre système d'exploitation (P2OS)
et met à jour les paquets en provenance des capteurs ou à destination des
eecteurs toutes les 100 ms.
Quant au PC, il fonctionne sous Linux et s'interface avec le micro-
contrôleur au moyen d'une bibliothèque écrite en C par ActivMedia : saphira.
saphira a un fonctionnement client/serveur qui permet de faire fonctionner
les mêmes comportements soit sur un robot, soit sur un simulateur. Louis
Hugues s'est livré, sur cette base, à un énorme travail d'encapsulation des
comportements en C++ qui permet de disposer, pour la programmation des
robots, d'une interface orientée objets dans laquelle les principaux outils de
saphira sont plus facilement manipulables.
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Ainsi, le système de contrôle du robot fonctionne actuellement au moyen
d'une boucle de 100 ms gérée par saphira, pendant laquelle peuvent être
exécutés un certain nombre de  micro-tâches . Le rôle donné à ces micro-
tâches est parfaitement libre, toutefois il faut autant que possible se limiter à
des calculs légers pour rester dans la limite totale des 100 ms.
Ces micro-tâches servent en général à contrôler l'activité de primitives
comportementales (appelées Behaviors) et de threads lancés en parallèle.
8.3.3 Outils communs
Le moteur de sélection d'action emf (Drogoul 1993) a été adapté aux
contraintes logicielles des robots. Les tâches s'écrivent toujours comme chaî-
nage de primitives, qui en l'occurrence correspondent désormais à des beha-
viors. Ces tâches peuvent être dénies au moyen d'un chier de conguration
écrit en xml. Il fait appel à des micro-tâches qui ont pour rôle respectif de :
1. mettre à jour les senseurs ;
2. calculer des stimuli ou des préconditions ;
3. sélectionner une tâche
4. exécuter une primitive ;
5. mettre à jour les actuateurs.
Actuellement, tous les robots ont été dotés d'une  base comportemen-
tale  minimale leur permettant de fonctionner de façon autonome : parcours
non dirigé avec évitement d'obstacles, navigation de région en région, utili-
sation des balises pour la relocalisation, traçage des comportements et des
perceptions, reconnaissance mutuelle des robots au moyen de balises, commu-
nication radio entre robots, accostage de la station de recharge.
Ces comportements et ces modules plus ou moins cognitifs peuvent servir
de point de départ pour l'ensemble des travaux gravitant autour du projet.
8.4 Dicultés rencontrées
8.4.1 Problèmes d'origine techniques et implications
L'utilisation de vrais robots, pourtant vendus  clef en main , n'est pas
sans poser quelques problèmes, d'origine technique, mais dont certains ne sont
pas pour autant dépourvus de conséquences plus abstraites.
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Capteurs et eecteurs
En premier lieu, on peut mentionner la faible abilité des capteurs. Le
compas, par exemple, ache des variations pouvant atteindre 30
o
à 40
o
pour
une même direction. La mesure de l'odométrie dérive au cours du déplacement
des robots, si bien qu'il leur est nécessaire de se relocaliser au moyens d'amers
visuels tels que des balises placées dans l'environnement.
Ces problèmes sont inhérents à la nature même des robots et impliquent
justement de travailler sur des informations locales, partiellement ables seule-
ment. Toutefois, il existe divers degrés de abilité et de précision dans les dis-
positifs techniques utilisables comme capteurs et eecteurs. Par exemple, un
télémètre laser sera inniment plus précis que des sonars, et un GPS résoudra
immédiatement la question de la localisation.
Cela amène donc à un problème qui n'est pas anodin et qui reste dicile
à trancher : dans quelle mesure les comportements construits sous certaines
contraintes techniques ne risquent-ils pas de perdre tout intérêt avec la dif-
fusion d'un nouveau dispositif électronique? Autrement dit, le point crucial
consiste à identier des problématiques générales, relativement indépendantes
des moyens techniques mis en ÷uvre, mais cela n'a rien d'évident avec des
robots.
Robustesse
Une autre source de diculté réside simplement dans le manque de ro-
bustesse des robots (de manière très générale, et quels que soient les construc-
teurs), qui conduit à une succession de pannes et dysfonctionnements en tous
genres. De plus certains accessoires (station de recharge par exemple) ne sont
pas adaptés à un usage autonome des robots.
Ces obstacles sont actuellement surmontés (depuis peu de temps) mais
ils ont induit un retard considérable dans le lancement des expériences. Dans la
mesure où la base commune à l'ensemble des sujets de recherche est maintenant
implémentée et testée, des expériences plus ciblées vont pouvoir être menées
dans de meilleures conditions.
Interdépendance des comportements
Toutefois, au cours de la mise en place des comportements  de base 
des robots, ainsi que lors d'expériences préliminaires, nous avons constaté une
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forte interdépendance entre les comportements des robots, ainsi qu'entre ces
comportements et des particularités physiques des machines par exemple, pour
une activité aussi  élémentaire  que la navigation réactive, il a parfois été
nécessaire de se livrer à de patients jeux d'essais pour vérier que tel ou tel
mouvement ne risquait pas de bloquer le robot sous un meuble, ou pour équi-
librer le poids de deux comportements (évitement d'obstacles et exploration).
Ces problèmes sont peut-être de nature à remettre en question la possi-
bilité réelle d'une conception modulaire des comportements. Ils conduisent à
paramétrer très nement des comportements dont on attendrait au contraire
une certaine généralité. En tout cas, ils posent une question à laquelle nous
allons tenter de répondre au chapitre suivant : dans quelle mesure et par quels
moyens le substrat physique du robot doit-il être pris en compte dans la concep-
tion de ses comportements?
8.4.2 Transposition, simulation et réel
Transposition
Nous avons évoqué, à propos des sujets de recherche sur les mécanismes
sociaux pour les robots, les dicultés soulevées par la transposition de modèles
utilisés pour la simulation.
La transposition d'un modèle s'appliquant aux rôles relationnels pose
le problème de l'équivalence fonctionnelle des comportements, comme nous
l'avons vu au chapitre 6. Dans le cas des robots, on peut envisager d'utiliser des
mécanismes sociaux pour réguler l'accès aux stations de recharge, l'exploration
et la navigation dans l'environnement (avec une notion de territorialité par
exemple), etc. On constate d'emblée la grande variété des situations où la
socialité peut être utilisée. Le problème qui se pose alors est, une fois choisi
l'usage de la socialité, de déterminer comment produire des représentations
sociales en rapport avec les activités des agents : autrement dit, établir une
équivalence entre les dépendances existant entre les rôles individuels des agents.
Ce problème ne se pose pas en simulation, et ce pour deux raisons : 1
o
les
comportements jugés pertinents au regard des objectifs de la simulation sont
peu nombreux, il est donc possible d'expliciter ces dépendances et de les im-
plémenter ; 2
o
la manière dont les comportements relationnels s'ancrent dans
les comportements individuels (chez les entités réelles qu'on cherche à simuler)
n'a pas forcément de pertinence et l'on peut donc en faire abstraction lors de
la démarche de simulation.
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En revanche, cela n'est plus vrai lorsqu'on cherche à produire des compor-
tements de robots. La réalisation d'une fonction passe par un corps physique,
par l'utilisation de comportements qui peuvent être construits arbitrairement
(à la fois en qualité et en quantité). Il devient impossible de se cantonner dans
le niveau d'abstraction qui était celui de la simulation, il est indispensable de
décider des moindres détails du comportement.
Du  cercle vertueux  au cercle vicieux
Une solution qui peut sembler assez naturelle consisterait à procéder par
expériences successives des divers modèles, et à juger de leur pertinence vis-à-
vis du fonctionnement collectif des robots.
Cela, bien entendu, est rendu quasiment impossible par les durées d'ex-
périmentation nécessaires. Pour tester les variantes des modèles envisagés, il
faut passer par la simulation. Mais alors, on perd tout l'intérêt d'une mise en
situation et l'on se retrouve dans un cercle vicieux. En eet, il faudrait dis-
poser d'un simulateur dont on soit certain qu'il reproduise tous les éléments
pertinents de l'environnement réel, et nous avons vu ce qu'il en était.
Cet obstacle que nous avons rencontré lors de tentatives pour transposer
nos modèles fait apparaître deux points importants :
1
o
un élément constitutif indispensable des modèles à utiliser pour conser-
ver une approche située : la corporéité du robot, i.e. sa nature physique ;
2
o
un problème méthodologique lié à la simulation : puisqu'il n'y a aucun
sens à passer par la simulation pour valider un modèle de compor-
tement situé, il faut dénir un modèle qui soit ne nécessite pas de
simulation (adaptation  en ligne ), soit recourt à la simulation à un
niveau  méta , par exemple pour valider les capacités d'adaptation
du modèle et non ses caractéristiques en elles-mêmes.
Nous allons approfondir ces questions dans les chapitres qui suivent.
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Chapitre neuvième.
Construire une socialité située
 En essayant d'imiter l'esprit humain adulte, il va
nous falloir beaucoup rééchir au processus qui l'a
amené à l'état où il se trouve. [...] Au lieu de produire
un programme qui simule l'esprit de l'adulte, pourquoi
ne pas essayer plutôt d'en produire un qui simule
celui de l'enfant ? [...] Il y a un lien évident entre
ce processus et l'évolution, à travers les identités
suivantes :
structure de la machine-enfant = matériel héréditaire ;
changement dans la machine-enfant = mutations ;
sélection naturelle = jugement de l'expérimentateur 
Alan Turing. Computing Machinery and
Intelligence, traduit dans (Turing et Girard 1995)
La notion de mise en situation, indispensable pour concevoir des com-
portements de robots autonomes dans un environnement complexe, conduit
progressivement au concept de  corporéité , que nous allons dénir, et qui
s'avère, du moins à moyen ou long terme, indispensable à la construction de
robots sociables et sociaux. Par ailleurs, il nous apparaît également néces-
saire d'étudier la socialité d'un groupe de robots dans une perspective évolu-
tionniste, de façon à mettre en correspondance la fonction de la socialité et
les mécanismes qui l'instaurent. Ces deux approches impliquent des révisions
conceptuelles et méthodologiques importantes que nous expliquerons.
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9.1 Corporéité et socialité
Nous avons souligné à propos du projet MICRobES le fait que les compor-
tements eectifs des robots dans leur environnement ne sont pas complètement
indépendants de leurs particularités physiques. Cette problématique n'est pas
propre àMICRobES, elle aecte plus généralement toutes les recherches portant
sur la conception de comportements adaptatifs (Pfeifer 2000).
Aussi, la première piste alternative que nous examinerons pour la construc-
tion de robots sociaux fait appel à la notion de corps. Ce terme apparemment
sans ambiguïté lorsqu'il s'applique aux êtres vivants, se révèle problématique
pour des machines constituées d'un assemblage de composants.
Nous allons tenter de dénir ce que peut être le  corps  d'un robot, et
déterminer le rôle clef qu'il peut jouer dans le développement de la socialité
(qu'il s'agisse en fait d'endo-socialité ou d'exo-socialité).
9.1.1 De la mise en situation à la corporéité
Le corps d'un robot?
Le terme  corps , qui semble si familier, regroupe pourtant déjà trois
dénitions :
1
o
la structure matérielle et la substance d'un organisme  le corps d'un
être vivant tout particulièrement ;
2
o
un regroupement fermé de matière  c'est la dénition utilisée en phy-
sique ;
3
o
un ensemble d'individus considéré comme une entité  par exemple le
corps législatif ou un corps d'armée.
Un robot possède bien évidemment un corps au sens 2
o
, puisqu'il est
constitué d'un assemblage de pièces matérielles. Selon cette dénition, le robot
est clos au sens mathématique (Cardon 2001a).
Jusqu'à présent, nous nous sommes intéressé à la construction de modèles
d'agents permettant de produire un comportement spécié par le concepteur,
et plus particulièrement un comportement à visée sociale.
Pour cela, nous nous sommes appuyé métaphoriquement sur des compor-
tements animaux. Or, un animal possède un corps au sens 1
o
. Tant que l'on se
restreint à la conception d'agents logiciels, pour lesquels l'existence même du
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 corps  selon l'un des sens cités fait débat
1
, la métaphore des comportements
animaux ne pose pas vraiment problème : on est en fait contraint dans ce cas
à abstraire les comportements de leurs racines corporelles et à transposer une
fonction.
En revanche, dès que l'on travaille sur des robots, l'existence indéniable
du corps au sens physique met en péril la pertinence même de la métaphore :
est-il judicieux de prétendre transposer des comportements  semblables 
d'un individu observé, doté d'un corps biologique, à un individu construit, doté
 seulement  d'un corps physique ? Quand l'agent auquel on cherche à transpo-
ser un modèle n'a pas de corps, les comportements s'appuient sur des capacités
de perception et d'action  idéales . À l'opposé, lorsqu'on transpose un mo-
dèle à un agent possédant un corps (physique), les capacités de perception et
d'action réelles passent par un médium dont les propriétés doivent être prises
en considération, et leur immersion dans un environnement naturel les rend
inniment plus complexes que leur formulation idéale.
Si cette question peut sembler dans un premier temps accessoire en IA,
où l'hypo
thèse historique arme que l'intelligence est d'abord aaire d'algo-
rithmes et non de substrat, elle prend plus de force si l'on songe que l'éthologie,
quant à elle, s'appuie en dernier ressort sur les ressemblances ou les diérences
corporelles pour comparer les comportements  puisque celles-là font partie
des causes ecientes de ceux-ci. Un autre exemple  inquiétant  nous vient
des  tortues  construits dans les années 1940 par le neurophysiologiste Grey
Walter : il s'agissait de robots reposant sur un corps physique sophistiqué
contrôlé par deux transistors seulement, et néanmoins capables de navigation
réactive, d'évitement d'obstacles, de recharge autonome, autant de comporte-
ments qui ne sont pas si faciles à obtenir sur des robots informatisés. Bien
malin, alors, qui pourrait  extraire  d'une telle machine la  fonction  pour
la reproduire sur un robot moderne : elle ne réside pas tant dans le cablâge des
transistors que dans la forme et les propriétés mécaniques de la machine.
Ainsi, il paraît nalement nécessaire de poser au moins le problème et
d'étudier l'importance que peut revêtir la part du corps dans la production de
comportements.
1. La notion de corporéité  au sens large  ne repose pas spéciquement sur un substrat
matériel robotique mais plutôt sur un couplage fort entre des dispositifs de perception et
d'action dans un environnement complexe et des structures de contrôle du comportement
(Dautenhahn 1999a; Cardon 2001a).
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Corporéité et situation physique
La notion de mise en situation, centrale dans le projet MICRobES, sup-
pose déjà que l'environnement façonne les comportements possibles des agents.
Si l'on poursuit cette idée jusqu'à son terme, cela implique que les ar-
chitectures logicielles qui contrôlent les actions et les perceptions d'un robot
doivent s'inscrire dans le substrat physique du robot, dans son corps, pour pro-
duire des comportements adéquats.
Cette inscription dans le corps physique n'est rien d'autre ici que la mise
en situation dans un environnement  élargi , qui en plus d'un milieu physique
extérieur au robot, comprend également la machinerie mécanique et électro-
nique qui le constitue. C'est en ce sens que se sont développés quelques projets
autour de la construction située de comportements de robots humanoïdes,
comme cog (Brooks 1996).
Ce lien fondamental entre la corporéité et la mise en situation a été
défendu d'ailleurs par certains courants récents de la théorie de l'action sociale :
 La perception humaine, en tant qu'elle est fondée dans la motricité
intentionnelle du corps, se distingue [...] de l'image traditionnelle de la
perception, telle qu'elle a été entretenue depuis Descartes jusqu'à l' in-
telligence articielle . [...] La supériorité de la perception humaine sur
les techniques par lesquelles on tente de la simuler ne résulte pas d'une
meilleure  qualité  de l'esprit, qui ne pourrait être égalée par de tels
programmes, mais de l'ancrage de la perception dans la corporéité de
l'homme.  (Joas 1999)
De même que la prise en compte de la situation physique d'un agent ne
sut pas à résoudre ses problèmes comportementaux, mais permet au moins
de guider la conception de comportements adéquats en pointant les aspects
fondamentalement locaux, imprécis et dynamiques des perceptions, de même
la prise en compte de la constitution corporelle d'un robot doit rajouter des
contraintes sur le type de comportements que l'on peut raisonnablement espé-
rer mettre en ÷uvre dans un robot.
Cela n'est pas sans dangers : concevoir un modèle d'agent capable de
tenir compte d'un corps physique donné risque de conduire à un modèle ad hoc,
inutilisable sur d'autres robots ou dans d'autres conditions d'utilisation. On
pressent déjà qu'il faudra se doter d'outils méthodologiques capables d'éviter
pareil problème.
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Corporéité et situation sociale
Le corps joue également un rôle central dans la constitution du lien social :
puisque le corps, chez les animaux, est le médium obligé des comportements, y
compris des comportements sociaux, il est compréhensible que la transposition
directe de modèles d'interaction sociale utilisés pour simuler des groupes de
primates conduise à de sérieux obstacles (cf.  8.4.2). La simulation permet de
faire abstraction de la corporéité en se focalisant sur la fonction du comporte-
ment, implémentée immédiatement ; mais l'implantation de ces comportements
sur des robots doit en revanche passer nécessairement par un corps.
Nous avons déjà mentionné les travaux portant sur la relation entre la
socialité et des mécanismes liés au corps : expressions faciales, imitation, em-
pathie, etc. (cf.  7.3). Ces approches mettent en avant le rôle central de la
corporéité dans la constitution du lien social, tant avec un partenaire humain
qu'entre robots (Dautenhahn 1999a).
La possibilité d'une transposition reste alors ouverte, moyennant tou-
tefois le maintien de l'hypothèse de séparation des rôles. En eet, tant que
celle-ci est posée, le problème dicile est celui de la conception de comporte-
ments individuels équivalents entre les modèles utilisés en simulation et ceux
utilisés dans d'autres applications (comme nous l'avons vu dans la partie i).
Dans ce cas, trouver l'équivalent d'un comportement d'agression permet de
retouver les dépendances entre rôles individuels, sur lesquelles s'appuient les
rôles relationnels.
En revanche, si cette hypothèse doit être abandonnée, c'en est ni de la
dynamique du  cercle vertueux  classique ! Il reste certes possible d'espérer
transposer des comportements individuels
2
, mais ce n'est plus le cas pour
les comportements relationnels et organisationnels, dans la mesure où ceux-ci
deviennent complètement dépendants de la corporéité de l'agent.
Or, le problème qui se pose lorsqu'on passe d'agents logiciels à des agents
robotiques est principalement la double impossibilité de contrôle par le concep-
teur d'une part, des capacités de perception et d'action du robot, et d'autre
part de la dynamique de l'environnement. Concevoir des agents logiciels laisse
une marge de man÷uvre considérable dans le choix du modèle de perception
et d'action des agents, avant même de se pencher sur leurs comportements.
2. Cela est même envisageable d'un corps robotique à un autre si l'on est en mesure
de déterminer une fonction de transfert entre les deux espaces sensori-moteurs impliqués :
cf. par exemple (Kaplan et Oudeyer 2000; Brazier et al. 2001).
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Plus exactement, il est en partie possible de décider de certaines capacités de
perception et d'action en vue de comportements spéciés, voire en vue d'un
environnement donné (même complexe).
À l'opposé, cela n'est plus possible sur un robot, dont les perceptions et
les actions sont imposées à la fois par la nature, le nombre, les caractéristiques
physiques des capteurs et des eecteurs, et par la nature de l'environnement.
Dès lors, rien ne garantit qu'un modèle simplement transposé d'un agent
logiciel dans un agent robotique produise un comportement qui ait un sens.
L'idéal serait que l'agent robotique apprenne à  manipuler  son corps phy-
sique et à donner un sens aux événements qu'il peut percevoir
3
.
En somme, il s'agit là d'un problème d'ontogenèse : pour agir, et notam-
ment pour agir socialement, il est nécessaire de se construire en tant qu'indi-
vidu situé dans un environnement physique et social.
9.1.2 Comment construire un corps?
Il existe plusieurs façons d'aborder le problème de l'ontogenèse, c'est-à-
dire en l'occurrence d'une représentation du corps manipulable pour percevoir
et agir dans l'environnement. Nous distinguerons principalement les approches
mono-agents des approches multi-agents.
Le développement mono-agent
Dans cette première approche, chaque robot (l'individu qui se développe)
est contrôlé par un agent. L'ontogenèse de ses comportements, c'est-à-dire leur
développement au cours de la  vie  du robot, peut se formuler en termes
d'apprentissage.
L'agent va devoir construire une représentation du corps robotique qu'il
habite, basée sur un couplage fort entre perceptions/actions et comportements.
Ce couplage rend l'agent  autobiographique  (Dautenhahn 1997b; Dau-
tenhahn 1999a) c'est-à-dire qu'il dispose d'une trace sensori-motrice de son
expérience dans le monde où il est immergé et peut la  revivre  virtuellement.
3. Cette capacité à interpréter un ot d'informations est déjà dicile à réaliser lorsqu'on
a aaire à un monde symbolique : cf. les travaux sur la reconnaissance et la constitution de
chroniques (Carle et al. 1998; Sansonnet 1999) ou l'analyse des interactions en situation
de crise (Lesage 2000).
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Sous diverses variantes, ces mécanismes permettent une certaine forme
d'empathie, d'adaptation à l'environnement, mais aussi d'apprentissage de
comportements à partir de démonstrations réalisées par un expérimentateur
humain (Hugues et Drogoul 2001c; Hugues et Drogoul 2001b).
Les robots ainsi constitués peuvent être indiéremment sociaux ou so-
ciables : en fait, selon ce point de vue, ils seront tels que l'environnement dans
lequel ils ont été immergés les aura façonnés. La socialité en tant que telle
cesse alors d'être une propriété du modèle de comportement pour devenir une
caractéristique de l'environnement.
Le développement multi-agent
La seconde approche fait appel, pour contrôler le robot et lui donner une
corporéité, à un système multi-agent et non plus à un unique agent.
Il s'agit donc de construire un SMA fortement adaptatif, puisque c'est
lui qui va servir à la fois de représentation du corps et d' individu .
On peut particulièrement mentionner le modèle proposé par AlainCardon
(Cardon 1999; Cardon 2001a), dans lequel le SMA se compose de deux sous-
systèmes étroitement couplés, l'un aecté à la manipulation des données pro-
venant des capteurs et envoyées aux eecteurs, et l'autre construisant une re-
présentation de l'activité du premier dans un espace morphologique. Cette ca-
pacité d'auto-observation et d'auto-adaptation du système lui donnerait alors
une forme de  conscience  de son propre corps.
Le problème qui reste posé est celui de la construction d'un tel système.
On peut de nouveau chercher des métaphores en biologie, par exemple dans la
construction du corps des êtres pluricellulaires.
Tout être vivant est construit à partir d'une cellule unique contenant,
entre autres, une molécule d'ADN, considérée comme le support de l'hérédité.
L'embryologie classique est fortement naliste : elle conçoit l'ADN comme un
 programme  conduisant nécessairement (sauf  accident ) à la forma-
tion d'un individu, par des mécanismes eroyablement compliqués d'envoi de
messages entre cellules pour induire des diérenciations aux lieux et moments
adéquats.
Outre qu'elle ne résout en rien notre problème (puisqu'il faudrait être ca-
pable d'écrire un programme de développement d'un système distribué, alors
que c'est précisément la diculté), cette conception de l'ADN comme pro-
gramme a été récemment beaucoup critiquée (Atlan 1999;Kupiec et Sonigo
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2000). La métaphore du programme a été empruntée abusivement à l'informa-
tique en dépit du fait que l'ADN est une molécule inerte : poser l'ADN comme
structure de données aurait plus de sens. En pratique, les théories les plus
prometteuses formulent plutôt ces modèles en termes de systèmes complexes
(Kupiec et Sonigo 2000). Nous reviendrons dans les chapitres suivants sur
les modèles informatiques qui peuvent s'inspirer de cette approche.
La robotique évolutionniste
Une autre voie, qui ne fait pas nécessairement appel au concept d'agent,
permet de prendre en compte la notion de corporéité : il s'agit de la robotique
 évolutionniste  (Nolfi et Floreano 2000), qui fait appel à des mécanismes
darwiniens pour produire des comportements adaptés ou adaptatifs
4
.
Sous sa forme extrême, la robotique évolutionniste consisterait à faire
évoluer les corps physiques des robots de façon à ce que leur morphologie elle-
même s'adapte aux contraintes de l'environnement. Cette voie a donné des
résultats intéressants en simulation, sur des créatures virtuelles (Sims 1995,
par exemple). Pour des robots réels, elle n'en est qu'à ses débuts (Hara et
Pfeifer 2000; Eggenberger 1997; Eggenberger 1999) et un passage par
la simulation reste généralement nécessaire.
En revanche, il est tout à fait possible de faire évoluer une architec-
ture de contrôle en parfaite adéquation avec les dispositifs de perception et
d'action. Cette architecture peut être matérielle, comme un circuit reprogram-
mable (Higuchi et al. 1993), ou logicielle, par exemple un réseau de neurones
5
(Ackley et Littman 1991; Nolfi et al. 1994; Kodjabachian et Meyer
1998; Floreano et Urzelai 2000). Le problème de l'ontogenèse, c'est-à-dire
du développement de comportements adaptatifs vis-à-vis de l'environnement,
consiste alors à trouver une méthode de sélection pertinente.
Nous allons étudier plus précisément le rôle que peut jouer l'évolution
darwinienne dans la construction de comportements sociaux.
4. Nous donnerons plus de détails sur les mécanismes de l'évolution darwinienne dans la
section 9.2.
5. Les réseaux de neurones sont fréquemment utilisés, dans la mesure où ils permettent
au robot de continuer à apprendre après que le réseau a été construit.
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9.2 Évolution et socialité
L'utilisation de méthodes évolutionnistes constitue l'autre principale ap-
proche du problème de la socialité. Nous allons rappeler brièvement les prin-
cipes de la théorie de l'Évolution par la sélection naturelle, formulée par Charles
Darwin en 1859 (Darwin 1859) ainsi que le rôle qu'elle joue dans la consti-
tution des sociétés animales ; puis nous verrons comment les mêmes principes
ont été réutilisés en informatique.
9.2.1 L'Évolution par sélection darwinienne
Principes de la sélection darwinienne
La théorie darwinienne de l'Évolution des espèces s'appuie sur le fait
qu'un environnement naturel donné fournit une quantité de ressources limitée,
donc ne peut assurer la survie d'un nombre indéni d'individus. Par suite, ne
peuvent survivre et se reproduire que ceux qui sont les plus adaptés à leur
environnement (à un moment donné) : c'est le principe de la sélection.
La seconde observation est la ressemblance entre enfants et parents (l'hé-
rédité) : des traits communs sont transmis d'une génération à l'autre, parmi
lesquels ceux qui ont permis aux parents d'être adaptés à leur environnement.
Mais les enfants ne sont pas des copies conformes des parents : il y a variation.
Du fait de ces variations, certains individus seront plus adaptés que d'autres
et par suite favorisés par la sélection.
L'hypothèse sous-jacente à la théorie darwinienne est l'indépendance entre
les causes des variations et celles de la sélection : les variations sont en ce sens
 aléatoires , sans rapport avec les contraintes qui vont déterminer le de-
gré d'adaptation d'un individu. Darwin avait en eet noté que les éleveurs,
qui pratiquent une sélection articielle en croisant les animaux pour obtenir
certains caractères, ne parviennent pas à susciter des variations correspondant
aux critères désirés : ils ne peuvent que choisir des traits intéressants portés par
certain individus parmi des variations aléatoires. L'extrapolation à une sélec-
tion  naturelle  dans laquelle les contraintes de l'environnement favorisent la
propagation de certains caractères aux dépens d'autres constitue l'idée centrale
de la théorie darwinienne (Darwin 1859).
Le processus ainsi produit peut être vu alors comme un algorithme très
général capable de produire de l'ordre, de la forme, des comportements de
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façon graduelle à partir de désordre, d'aléatoire (Dennett 1996).
Évolution, socialité et éthologie
La sélection darwinienne fournit un cadre de pensée extrêmement intéres-
sant, notamment parce qu'elle a pour eet, sous certaines conditions (Daw-
kins 1982, pour une discussion précise sur l'adaptationnisme), de produire
des entités adaptées à leur environnement, et ce par un procédé absolument
mécanique.
C'est un moyen de donner une interprétation intentionnelle d'un phé-
nomène dépourvu de toute téléologie. Nous avons vu ( 2.2.1) que l'éthologie
s'appuie précisément sur ce type de démarche et qu'elle fait appel à la sélection
naturelle pour passer du mécanisme à la fonction : la fonction d'un comporte-
ment correspond précisément à sa valeur, son rôle vis-à-vis de la sélection.
On comprend assez aisément comment la téléonomie apparaît : bien que
les animaux n'aient pas pour but explicite d'être adaptés à leur environnement,
celui-ci agit comme un ltre qui favorise les individus qui, de fait, sont adaptés.
Le même raisonnement peut se poursuivre au niveau  méta  avec les capacités
à s'adapter durant la vie de l'animal (Dennett 1996).
Qu'en est-il de la socialité ? L'adaptation produite par la sélection na-
turelle vaut pour l'environnement aussi bien physique que social. Autrement
dit, plutôt que de concevoir des modèles de comportements sociaux et de les
transposer laborieusement sur des robots, il serait plus intéressant de produire
des comportements sociaux par évolution, en sélectionnant des générations suc-
cessives de robots.
L'intérêt majeur d'une telle approche est de réduire considérablement
la part d'arbitraire qui réside dans le choix de telle ou telle métaphore, de
tel ou tel modèle, dans la transposition d'un modèle à une application, etc.
En eet, la dynamique sélectionniste a pour eet de produire des adaptations
graduelles à l'environnement. Elle joue donc exactement le rôle d'un principe
de parcimonie, mais fait le travail en lieu et place d'un concepteur, et avec
plus de généralité, puisqu'il s'agit d'un même processus à l'÷uvre dans des
situations diérentes.
En revanche, si le résultat produit est nécessaire en ce qu'il reète les
contraintes qui l'ont façonné, il est également accidentel dans la mesure où
l'on n'est jamais certain d'obtenir deux fois le même résultat. Toutefois, cette
tendance à l'indéterminisme des processus évolutionnistes, qui rappelle celle
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des SMA (cf.  2.1.2), n'a rien de systématique : on observe de nombreux
phénomènes d'évolution convergente dans la nature (c'est-à-dire le fait deux
 solutions  morphologiques ou comportementales semblables soient trouvées
indépendamment par des espèces diérentes), ce qui laisse à penser qu'il existe
en fait des attracteurs et des  passages obligés  (Dennett 1996).
9.2.2 Évolution et SMA
Puisque le processus de sélection naturelle décrit par Darwin est un al-
gorithme (Dennett 1996), il a été utilisé assez tôt en informatique (Holland
1975) sous diverses variantes.
Principes d'un algorithme évolutionniste
Tout  algorithme évolutionniste  repose sur les principes suivants
6
:
1
o
Une population d' individus  est placée dans un  environnement .
Ces individus disposent d'une structure de données héréditaire appelée
 génotype  par analogie avec les chromosomes des êtres vivants. Ils
ne sont pas nécessairement (voire rarement) des agents et représentent
souvent des solutions potentielles à un problème, celui-ci pouvant as-
sez fréquemment être formulé en termes de recherche d'extrêma d'une
fonction. Quant à leur environnement, il peut s'agir de la formulation
fonctionnelle d'un problème à résoudre, d'un milieu simulé ou articiel
ou du monde physique (par exemple pour une population de robots).
2
o
Le  comportement  de ces individus, appelé  phénotype , est
construit à partir du génotype. Cela peut être l'ensemble de para-
mètres candidat à la résolution d'un problème, ou un comportement
au sens propre (pour des agents ou des animats).
3
o
L'adaptation des individus à leur milieu est évaluée soit explicitement
(au moyen d'une fonction de notation ou fonction de tness), soit im-
plicitement (par exemple selon la capacité des individus à  survivre 
ou à se reproduire avec d'autres agents).
4
o
Les individus se  reproduisent  en mêlant leurs génotypes pour
construire de nouveaux individus, tandis que d'autres sont retirés de
6. Il ne s'agit là que d'une description générale de n'importe quel algorithme évolution-
niste. De plus amples informations peuvent être trouvées dans (Heitkötter et Beasley
1998; Beasley et al. 1993; Mitchell et Taylor 1999; Nolfi et Floreano 2000;Whit-
ley 1994; Bäck et Schwefel 1993, ...).
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la population (le succès reproductif comme l'élimination peuvent être
explicitement calculés à partir d'une évaluation explicite des individus,
ou au contraire résulter d'une évaluation implicite de leur adaptation).
5
o
On répète ce processus avec la nouvelle population.
On comprendra que les recherches dans ce domaine portent principale-
ment sur :
1
o
la construction du comportement ou phénotype à partir du génotype ;
2
o
les mécanismes d'évaluation explicite ou implicite de la fonction adap-
tative du phénotype des individus ;
3
o
le choix d' opérateurs génétiques  qui vont permettre le croisement
entre les génotypes et leur variation par mutation.
Sous réserve de choisir judicieusement les techniques utilisées pour cha-
cun de ces points, les algorithmes évolutionnistes constituent des méthodes
de résolution de problème particulièrement ecaces et permettent d'explo-
rer articiellement des problématiques de biologie. Nous examinerons dans le
 10.2.2 quelques exemples des choix retenus par les approches évolutionnistes
classiques.
Une phylogenèse de l'endo-socialité?
Nous pouvons alors envisager d'utiliser un algorithme évolutionniste pour
produire des agents destinés à contrôler les robots, en vue de faire émerger des
comportements sociaux qui soient rendus nécessaires par les contraintes pesant
sur le groupe de robots.
La forme de la société reèterait dans ce cas des dépendances objectives,
situées, entre les robots, qui ne sont pas nécessairement les mêmes que celles
qu'on importe en transposant un modèle existant, ni les mêmes que celles qu'un
concepteur peut supposer a priori en concevant un modèle ex nihilo.
On aurait aaire alors à une production phylogénétique des comporte-
ments sociaux, c'est-à-dire une construction graduelle de ceux-ci par des  li-
gnées  d'agents animant successivement des corps robotiques.
Toutefois, la construction sélectionniste d'un tel SMA semble devoir se
heurter à un handicap technique. Pour qu'un algorithme évolutionniste donne
des résultats intéressants, il est en eet nécessaire que la population d'indi-
vidus manipulée soit relativement importante. Ce ne sera manifestement pas
le cas dans un projet comme MICRobES, fonctionnant avec un faible nombre
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de robots. Il faut donc travailler sur des populations d'agents beaucoup plus
nombreuses, en mettant en application l'une des deux solutions suivantes :
1. Soit travailler d'abord en simulation seulement, puis implanter dans les
robots des comportements dont on estime qu'ils ont atteint un degré
d'adaptation susant. Dans ce cas, il est nécessaire de disposer d'un
simulateur réaliste, sans quoi les agents obtenus peuvent être très bien
adaptés à des caractéristiques propres au simulateur et absentes du réel.
2. Soit utiliser d'emblée les robots comme source de la pression sélective,
en  testant  les agents par sous-groupes implantés sur les robots. Le
biais précédent est alors éliminé, mais on risque de devoir faire face à des
temps de calcul prohibitifs (selon la durée nécessaire pour évaluer chaque
agent et la taille de la population).
L'idéal serait donc que les agents produits par le processus évolutionniste
disposent de comportements non seulement adaptés, mais adaptatifs, de façon
à passer sans trop de dicultés d'un environnement simulé à un environnement
réel. On peut également, comme nous le verrons, faire agir la sélection sur une
architecture multi-agent de contrôle de robot.
9.3 Conséquences méthodologiques
Nous avons proposé deux pistes possibles pour la construction de méca-
nismes d'organisation sociale en robotique ouverte :
 la corporéité, conséquence ultime de la mise en situation, qui demande
un processus de développement (une ontogenèse) ;
 la sélection naturelle qui, en forçant les agents à s'adapter les uns aux
autres de génération en génération (phylogenèse), entraîne la constitu-
tion d'une structure sociale en rapport avec les contraintes de l'environ-
nement.
Dans ces deux approches, l'hypothèse de séparation des rôles est mena-
cée : la corporéité suppose un couplage fort des rôles relationnels et organisa-
tionnels aux rôles individuels et au substrat sensori-moteur de l'agent ; quant
à l'Évolution, elle opère sur l'ensemble des comportements de chaque agent,
pris comme un tout, et sur les interactions entre ces comportements.
Cette hypothèse levée, la transposition de modèles n'est plus possible.
Mais en même temps elle n'est plus nécessaire, puisque le modèle fait l'objet
d'une construction automatique par les agents ou par des lignées d'agents.
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Si l'on se reporte au tableau des schémas explicatifs de l'éthologie (tab. 2.1
page 19), on voit que nous sommes passé de l'étude des comportements tels
qu'ils sont (ou, d'un point de vue de concepteur, tels que nous les souhaitons),
qui oppose des causes ecientes (mécanismes) à leur interprétation téléono-
mique (fonction), à l'étude de l' histoire  des comportements, c'est-à-dire
la manière dont un individu peut acquérir, construire, modier, adapter ses
comportements durant sa vie (ontogenèse) d'une part, et une interprétation
nale ( pourquoi  le comportement s'est-il construit, quelle est sa fonction
adaptative?) à travers la phylogenèse.
Ainsi, nous gardons encore le cadre épistémologique de l'éthologie, mais
nous sommes passé à un niveau diérent, dans lequel le comportement est dans
tout les cas construit par le système et non posé par le concepteur.
Dans le chapitre suivant, nous allons tenter de concilier les approches
ontogénétique et phylogénétique au moyen d'un même concept et nous pro-
poserons un modèle informatique spéciquement conçu pour l'évolution et le
développement multi-agents.
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Chapitre dixième.
Modèles d'agents évolutionnistes
 Si les atomes ont, par sort, formé tant de sortes de
gures, pourquoi ne se sont-ils jamais rencontrés à
faire une maison, un soulier? Pourquoi, de même, ne
croit-on pas qu'un nombre inni de lettres grecques
versées emmi la place, seraient pour arriver à la
contexture de l' Iliade? 
Montaigne. Essais, II.xii
Nous avons vu que la conception de comportements sociaux situés peut
faire appel à deux mécanismes : le développement ou ontogenèse (pour tenir
compte de la corporéité des robots) et l'évolution ou phylogenèse (qui donne
une raison d'être aux comportements). Nous allons rapprocher ces deux no-
tions et rechercher des modèles d'évolution de comportements d'agents et de
SMA. Les prérequis à une approche de ce genre n'étant pas assurés par les
techniques évolutionnistes classiques, nous proposerons alors notre propre pa-
radigme, l'Éthogénétique, et en donnerons une implémentation à travers le
framework ATNoSFERES.
10.1 La dualité ontogenèsephylogenèse
Nous proposons d'établir un pont entre les deux concepts d'ontogenèse
(liée au développement) et de phylogenèse (liée à l'évolution). En eet, nous
nous trouvons face à deux métaphores qui peuvent être mise en parallèle assez
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facilement :
 Celle de l'organisme, c'est-à-dire d'une entité possédant un compor-
tement global qui se développe, placée dans un environnement auquel
elle s'adapte. La corporéité d'un organisme est le résultat d'un processus
de couplage entre un corps physique (dispositifs situés de perception et
d'action) et une structure de contrôle.
 Celle de l'écosystème, c'est-à-dire d'un ensemble d'entités en interac-
tion dans un environnement, qui évoluent, doivent s'adapter les unes aux
autres sous l'eet d'un ensemble de pressions sélectives, et par consé-
quent construisent une organisation sociale.
Nous avons déjà fait allusion à la possibilité de traiter la corporéité d'un
individu au moyen de modèles multi-agents. Ce n'est pas alors les agents qui
possèdent un corps, mais le système dans son ensemble.
En comparant ces deux points de vue, on voit qu'ils conduisent en fait
à des représentations duales du même phénomène : l'immersion d'un système
multi-agent adaptatif dans un environnement contraignant. Selon qu'on s'in-
téresse à un schéma téléonomique ou ecient, on le considérera plutôt comme
un organisme qui se développe qu'un écosystème dont les entités évoluent.
De même, un schéma nal s'attachera plutôt au comportement de l'en-
semble du système, alors qu'une interprétation purement causale préférera dé-
crire le même phénomène en termes d'organisation.
Ce rapprochement a été proposé également en biologie par (Kupiec et
Sonigo 2000), à travers le concept d'ontophylogenèse : en abandonnant la
conception naliste de l'embryologie, selon laquelle l'organisme est le but d'un
 programme génétique  contenu dans chacune des cellules, il devient possible
de considérer un individu pluri-cellulaire comme une  colonie  fortement
organisée de cellules :
 L'ontogenèse et la phylogenèse sont produites en même temps, par le
même processus, que nous appelons l'ontophylogenèse. [...] Les condi-
tions de l'environnement [structurent] la colonie (ontogenèse) et [pro-
voquent] son évolution (phylogenèse)  (Kupiec et Sonigo 2000)
L'unication des concepts d'ontogenèse et de phylogenèse à travers un
modèle multi-agent permet de faire d'une pierre deux coups : le SMA va consti-
tuer un individu capable de se développer et de se construire une corporéité,
en s'appuyant sur un processus évolutif au niveau des agents qui le composent.
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Pour aborder cette problématique, il nous faut donc utiliser une approche
permettant l'évolution de comportements d'agents dans un système situé.
10.2 Vers une  Éthogénétique 
10.2.1 Principes
Les travaux que nous allons présenter ici et dans le chapitre suivant sont
nés de la conjonction dans le projet MICRobES de nos propres recherches sur
les comportements sociaux et de celles menées par Samuel Landau sur la
proprioception des robots, assignant à la question de la corporéité un rôle
central.
Ce que nous baptisons ici l' Éthogénétique  (Picault et Landau
2001c) n'est rien d'autre que la dénition d'une approche évolutionniste
 s'appliquant à des agents situés et à des systèmes multi-agents situés ;
 permettant à des comportements
1
d'agents d'évoluer.
Prendre en compte dans le choix des techniques évolutionnistes des spé-
cicités du paradigme agent amène à imposer un certain nombre de prérequis
que nous allons détailler.
1
o
complexité arbitraire des comportements
Le comportement d'un agent peut être produit de multiples façons :
tâches composées de primitives et déclenchées par des stimuli comme dans
emf, réseaux de neurones, systèmes de classeurs, démonstrateur de théorèmes,
réseaux de Petri, etc. (Ferber 1995).
Dans tous les cas, il peut atteindre un niveau de complexité arbitrai-
rement choisi (il est question ici non plus de complexité cognitive, mais de
complexité informatique). Il doit permettre, même pour des agents réactifs,
d'exprimer une téléonomie, c'est-à-dire de tendre vers un but (explicite ou
non). Il doit également avoir une extension temporelle aussi longue que néces-
saire.
Par conséquent, faire évoluer des agents consistera d'abord et surtout à
faire évoluer leurs comportements, dans toute leur complexité. On doit pou-
voir passer, de génération en génération, de comportements assez élémentaires
1. D'où son nom.
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à d'autres plus sophistiqués, ou inversement des comportement inutilement
compliqués doivent pouvoir se simplier au fur et à mesure du processus évo-
lutif, ce qui suppose en fait une certaine forme de modularité dans la structure
produisant le comportement.
Il n'est donc pas question ici de se limiter par exemple à l'évolution de
paramètres modiant l'eet d'un comportement prédéni : ce serait passer à
côté de ce qui fait la spécicité d'un agent.
2
o
intelligibilité des comportements
Nous imposerons en outre que les comportements produits par le pro-
cessus évolutif restent immédiatement compréhensibles. En eet, comme nous
nous plaçons toujours dans une démarche expérimentale et incrémentale, il
peut être nécessaire, au cours de l'évolution du système, d'analyser nement
ce qui se passe, de pouvoir expliciter facilement l'ensemble des comportements
des agents, de comprendre quels comportements sont sélectionnés et pourquoi
(autrement dit, déterminer leur fonction adaptative).
Il sera peut-être également nécessaire d'amorcer le système avec des com-
portements donnés a priori, ou encore de réutiliser des modules.
Si jusqu'à présent nous avons toujours utilisé dans nos agents des modèles
de comportement explicites et manipulables sous forme d'informations symbo-
liques (c'est le cas d'emf), cette contrainte est loin d'être vériée par toutes
les architectures de sélection d'action : les réseaux de neurones, par exemple,
ne s'y conforment pas.
3
o
possibilité d'une évolution  aveugle 
Les processus à l'÷uvre dans la sélection darwinienne sont  aveugles 
(Dawkins 1986) au sens où les variations qui sont produites dans le génotype
2
sont  aléatoires  par rapport aux critères qui interviennent dans la sélection
(Lestienne 1993) ; autrement dit, les variations ne sont dirigées par aucune
nalité.
Au niveau moléculaire, cela se traduit par des erreurs de copie, des in-
sertions ou délétions de séquences de bases dans l'ADN, etc., autant de méca-
2. On rappelle que le génotype est le support de l'information héréditaire, sujette à va-
riations. Le phénotype est le caractère résultant, observable, par exemple un comporte-
ment. Dans certaines approches, génotype et phénotype reposent sur une même structure
de données.
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nismes chimiques opérant indépendamment du  sens  que peuvent prendre
ces modications lorsqu'elles aecteront la synthèse d'une protéine.
Par comparaison avec les machines, qui tombent si facilement en panne,
les êtres vivants sont étonnamment résistants à ces modications. En fait, il
apparaît que la plupart des mutations survenant au niveau moléculaire sont sé-
lectivement neutres, c'est-à-dire qu'elles n'ont pas d'incidence sur l'adaptation
de l'être vivant à son milieu (Kimura 1990).
Quelques mutations sont délétères, d'autres enn ont des eets béné-
ques. Dans un système articiel, implanté sur un ordinateur, on peut légiti-
mement penser que le risque est grand de rencontrer des mutations délétères, si
l'on songe à la fragilité des programmes informatiques  nous reviendrons plus
précisément sur ce point lorsque nous examinerons les principaux paradigmes
évolutionnistes existants.
Pourtant, l'évolution darwinienne apparaît comme une forme d'appren-
tissage non supervisé et d'exploration d'un espace de comportements (Den-
nett 1996). Elle fonctionne en tant qu'algorithme de création d'ordre et c'est
ce qui fait son avantage sur des approches plus proches de l'ingénierie.
Pour conserver cette possibilité d'une évolution aveugle, il faudra donc
veiller à ce que le modèle soit résistant aux mutations, c'est-à-dire que des
variations dépourvues de sémantique aectant le génotype n'aient pas des eets
catastrophiques sur le phénotype (le comportement des agents).
4
o
possibilité d'une adaptation cumulative
Il ne faut pas non plus oublier que l'évolution est avant tout basée sur
l'hérédité : les enfants ressemblent à leurs parents, ils possèdent certains de
leurs caractères.
En termes informatiques, cela signie que les variations aectant un point
donné du génotype ne doivent (statistiquement) pas avoir d'eet majeur sur
l'ensemble de la construction du phénotype. Sans quoi, le croisement de deux
individus peut produire des descendants très diérents des parents, et l'on
tomberait alors dans une exploration aléatoire de l'espace des comportements.
On souhaite au contraire que des individus correctement adaptés à un envi-
ronnement produisent une progéniture possédant un degré d'adaptation du
même ordre (quelques-uns peuvent être mieux adaptés, d'autres moins : mais
ces variations doivent rester faibles).
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Cela impose notamment qu'existe une quasi-continuité entre le génotype
et le phénotype (Dessalles 1992; Dessalles 1996a) : de faibles variations
dans le génotype ne doivent entraîner, dans la grande majorité des cas, que de
faibles modications du phénotype (en l'occurrence, le comportement).
5
o
possibilité d'un contrôle autonome de l'évolution
Dans les modèles biologiques classiques (Vogel et Angermann 1994)
un seul type de molécule, les protéines, assure des  fonctions  dans la cellule,
relevant à la fois :
 de la morphologie (protéines  de structure ) ;
 de la survie de la cellule dans son environnement, par exemple le métabo-
lisme (transformation de substances chimiques pour produire de l'éner-
gie) ;
 de l'auto-reproduction de la cellule (sa capacité à se dupliquer) ;
 de l'expression des gènes, c'est-à-dire de la manière dont est utilisé le
matériel héréditaire pour produire un phénotype ;
 du rôle d' opérateurs génétiques  : la recopie du matériel héréditaire
(avec erreurs), l'appariement et l'échange de portions entre deux brins
d'ADN de chromosomes homologues, etc.
Ces phénomènes contribuent à faire des êtres vivants les plus simples des
systèmes d'une grande complexité (Atlan 1999), mais en même temps leur
confèrent des capacités d'adaptation énormes.
Aussi, pour construire des SMA fortement adaptatifs en vue d'un fonc-
tionnement situé, nous pouvons exiger que le modèle permette d'emblée la
gestion par les mêmes entités de la plupart des rôles mentionnés ci-dessus.
Ne nous y trompons pas : il est important de garder une démarche in-
crémentale en construisant le système pas à pas, module après module si né-
cessaire. Toutefois, il faut aussi n'avoir pas à tout reconstruire s'il s'avère que
le système doit avoir par exemple susamment d'autonomie pour contrôler sa
propre évolution.
La proposition que nous faisons consiste donc essentiellement à imposer
que toutes les entités participant au fonctionnement évolutif du système (opé-
rateurs génétiques par exemple) soient des agents construits de la même façon
que ceux assurant collectivement la fonction du SMA  c'est-à-dire que leur
comportement soit susceptible d'évoluer.
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En résumé, ces contraintes imposent à la structure produisant les com-
portements les caractéristiques suivantes :
1
o
riche pouvoir expressif et modularité ;
2
o
intelligibilité immédiate ;
3
o
robustesse vis-à-vis des mutations survenant dans le génotype ;
4
o
quasi-continuité entre le génotype et le phénotype ;
5
o
homogénéité du système (permettant le cas échéant autonomie et ré-
exivité).
10.2.2 Approches évolutionnistes existantes
Nous allons donc maintenant examiner les principaux paradigmes d'al-
gorithmes évolutionnistes (essentiellement les Algorithmes Génétiques et la
Programmation Génétique
3
) en essayant de voir lesquels satisfont aux pré-
requis de l'Éthogénétique. Nous mentionnerons également quelques modèles
moins connus présentant des caractéristiques intéressantes.
Algorithmes génétiques et stratégies évolutionnistes
Dans le paradigme des  Algorithmes Génétiques  (Holland 1975; De
Jong 1975; Goldberg 1989, ...)  respectivement le paradigme  Stratégies
Évolutionnistes  (Rechenberg 1973; Schwefel 1975; Bäck et Schwefel
1993)  le génotype est une chaîne (en général binaire)  resp. un tableau de
nombres décimaux.
Cette chaîne code un ensemble de valeurs correspondant par exemple :
 aux variables d'une fonction à optimiser ;
 les poids d'un réseau de neurones ;
 des paramètres pour un comportement préexistant.
La chaîne en elle-même est dépourvue de sémantique, seuls les paramètres
issus de son décodage ont un sens qui leur est donné par le cadre où ils sont
utilisés.
La chaîne  resp. le tableau  est manipulée par des opérateurs génétiques
xés (mutation inversant un bit, croisement de deux chaînes pour produire un
3. Nous nous livrons dans (Landau et Picault 2001b) à une étude comparative plus
poussée avec d'autres approches.
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nouvel individu). Ces opérateurs sont  aveugles , c'est-à-dire qu'ils opèrent
sur une structure homogène et sans signication.
Le principe des algorithmes génétiques permet, si l'on cherche à le trans-
poser à l'évolution de comportements, de suivre le schéma suivant (la première
ligne représente la façon dont le phénotype est produit à partir du génotype ;
la seconde, comment sont produites les variations du génotype) :
8
<
:
Chaîne
Traduction
      ! Paramètres
Utilisation
      ! Comportement
Opérateurs prédénis Chaînes
Comme la chaîne constitue un génotype de granularité ne, moyennant
un codage judicieux on peut garantir une quasi-continuité entre le génotype
et le phénotype. En revanche, leur pouvoir expressif est très faible, puisqu'il
se limite à explorer un espace de paramètres qui modient des comportements
préétablis. Le comportement en tant que tel n'évolue pas.
La programmation génétique
Avec le paradigme  Programmation Génétique  (Koza 1992) ou les
approches qui en dérivent (Gruau 1994), le comportement d'un individu est
directement produit par l'exécution d'un programme.
Ce programme est représenté sous la forme d'un arbre contenant des
instructions et des paramètres. Il peut servir à calculer une fonction, choisir
des actions en fonction de perceptions, etc. et possède donc un pouvoir expressif
considérable : la complexité des comportements obtenus ne dépend en eet que
de la grammaire appliquée aux arbres.
Mais cet arbre qui permet de représenter et d'exécuter le programme
(donc le phénotype) constitue en outre le support de l'hérédité (le génotype).
8
<
:
Arbre de lexèmes
Parcours
     ! Programme
Exécution
     ! Comportement
Opérateurs prédénis Arbres de lexèmes
Cela conduit à des problèmes diciles :
 les opérateurs génétiques doivent opérer en tenant compte des contraintes
syntaxiques qui pèsent sur l'arbre (nature et arité des n÷uds, typage des
valeurs, ...) ;
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 les variations génétiques s'exercent sur des entités de forte granularité
(des instructions ou des paramètres, chargés d'une forte sémantique) ;
 les variations aectant les n÷uds proches de la racine ont des consé-
quences très lourdes par rapport à celles aectant les feuilles.
On perd donc en partie l'hypothèse de quasi-continuité entre le génotype
et le phénotype, et la construction d'un individu à partir de ses parents pose
de sérieux problèmes de sémantique.
Auto-réplication
Nous quittons ici le domaine des paradigmes classiques pour mention-
ner quelques approches visant à reproduire des caractéristiques propres aux
êtres vivants naturels, telles qu'une capacité d'auto-réplication du génotype,
ou d'auto-reproduction de la cellule.
La  Typogénétique  inventée par Hofstadter (Hofstadter 1985)
n'est pas à proprement parler une méthode évolutionniste, bien qu'inspirée
des mécanismes de la biologie moléculaire. C'est en réalité un système de pro-
duction, dans lequel des chaînes sont produites par l'action de  typoenzymes 
sur des chaînes existantes.
Ces typoenzymes sont des programmes (séquences d'instructions) issus
d'une traduction déterministe de ces chaînes. Seules les typoenzymes (pro-
duites par des chaînes) peuvent aecter les chaînes : il n'y a pas ici d'opérateurs
génétiques à proprement parler.
8
<
:
Chaîne
Traduction
      ! Typoenzymes (séquence d'instructions)
Typoenzymes (en tant que règle de production) Chaînes
La typogénétique ne vise pas particulièrement à produire des comporte-
ments adaptés à un environnement : Hofstadter s'intéresse plutôt à la ques-
tion de l'existence de chaînes auto-réplicantes. Une chaîne est auto-réplicante
si l'action de la typoenzyme qu'elle code, appliquée à elle-même, produit une
copie de la chaîne initiale.
Ce système a comme intérêt majeur d'être réexif, au sens où ce qui
correspondrait au  phénotype  (l'action des typoenzymes) s'applique au
 génotype  (les chaînes), alors que celui-ci est d'ordinaire manipulé par des
mécanismes de sélection et de reproduction distincts.
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La typogénétique apparaît donc essentiellement comme un jeu :
 La traduction des chaînes en typoenzymes, comme l'action des typoen-
zymes sur les chaînes, est déterministe. La chaîne de départ une fois
choisie, celles qui seront produites sont déjà xées. Autrement dit, ce
système ne peut pas s'adapter, il n'y a aucune sélection
 Le seul rôle des typoenzymes est d'agir sur les chaînes, alors que dans
une cellule vivante, l'action des enzymes concourt en outre aux diverses
 fonctions  nécessaires à sa survie et à sa reproduction (métabolisme
entre autres).
tierra de Tom Ray (Ray 1991), s'intéresse à l'évolution de programmes
peuplant la mémoire d'une machine virtuelle. Cette approche s'inscrit réso-
lument dans une perspective de  Vie Articielle  et permet d'étudier des
problématiques qu'on rencontre dans des écosystèmes naturels (compétition
pour des ressources, lutte entre proies et prédateurs, parasitisme, etc.).
La mémoire (qui constitue le milieu dans lequel vont évoluer les indivi-
dus) est ensemencée avec un programme auto-réplicateur. Le  processeur 
de la machine virtuelle produit des erreurs aléatoires lors de l'exécution des
instructions, assurant ainsi, entre autres, une variation du code lorsque les
programmes cherchent à se répliquer.
8
<
:
Code
Traduction
      ! Programme (langage-machine)
Exécution
     ! Comportement
Comportements (des programmes) Code
Ces mécanismes introduisent ainsi une perspective d'Évolution darwi-
nienne dans un système proche par ailleurs de la typogénétique. Cette fois en-
core, le système est réexif : tout programme est capable de traiter ses propres
instructions et celles des autres programmes comme des données (à la façon
d'un langage-machine). C'est donc en fait la même structure qui joue le rôle
de génotype et de phénotype.
Toutefois on ne saurait  utiliser  tierra pour quelque fonctionnalité
que ce soit, autre que l'observation d'un écosystème articiel, puisque l' en-
vironnement  dans lequel agissent les programmes se limite à l'ensemble des
programmes présents dans la mémoire de la machine virtuelle. Ces programmes
ne peuvent rien faire d'autre que se reproduire et agir sur d'autres programmes.
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EDEN. Pour dépasser les limitations comportementales des algorithmes gé-
nétiques et de la programmation génétique, on peut songer à leur adjoindre
des caractéristiques présentes dans la typogénétique d'Hofstadter ou dans
tierra, comme la possibilité d'une action du système sur lui-même.
On peut par exemple envisager un algorithme  métagénétique  qui fait
des opérateurs génétiques le problème à optimiser ; le système peut également
être  endosémantique , c'est-à-dire laisser le génotype contrôler sa propre
signication en inuant sur le processus de traduction (Dessalles 1996a).
Le modèle EDEN (Picault et al. 1997) est une première tentative dans
ce sens, visant à renforcer l'autonomie de l'expression génétique tout en per-
mettant une  utilisation  du système dans un cadre fonctionnel.
Dans EDEN, une chaîne est traduite en une séquence d'instructions com-
posant un programme appelé  enzyme . Ces enzymes peuvent avoir diverses
fonctions (selon la dénition du langage de programmation) ; en particulier,
elles peuvent eectuer la traduction de la chaîne en d'autres enzymes et réali-
ser des opérations génétiques (mutations, croisements, etc.).
La métaphore biologique correspondante consiste à voir l'ADN comme
une chaîne codant des séquences d'acides aminés (les instructions) composant
des enzymes (programmes) qui seules ont une action dans la cellule  vision
éminemment réductrice des phénomènes biologiques, mais en somme nettement
moins que celle des algorithmes génétiques. Rappelons que notre but n'est
nullement de simuler une cellule mais de s'en inspirer de façon métaphorique.
8
<
:
Chaîne
Traducteur
      !
= Enzyme
Enzymes (séq. d'instructions)
Interprétation
       ! Comportements
Comportements (des enzymes) Chaîne
Nous ne décrirons pas en détail les caractéristiques d'un tel système. L'ex-
pression du matériel génétique et l'évolution des cellules sont auto-régulées se-
lon des critères implicites (stabilité des opérateurs de mutation et des enzymes
de traductions,  survie  des individus, etc.). L'obstacle majeur rencontré
dans EDEN est la faible robustesse des enzymes vis-à-vis des mutations.
En eet, comme dans les arbres de la Programmation Génétique, une
mutation a des conséquences d'autant plus graves qu'elle opère sur le début
de la séquence d'instructions composant le programme. De plus se pose un
problème de construction de programmes  bien formés  (ayant un sens) :
une mutation perturbe l'intégralité de la fonction réalisée par un programme
(voire lui fait perdre toute fonction).
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10.3 ATNoSFERES, un framework pour l'Étho-
génétique
Force est de constater qu'aucune des approches évolutionnistes classiques
ne présente simultanément toutes les caractéristiques requises pour l'évolution
de comportements d'agents, ni a fortiori pour l'ontophylogenèse d'un SMA :
 le système doit pouvoir être construit par un processus évolutionniste
aveugle, donc en particulier maintenir l'hypothèse de quasi-continuité
entre génotype et phénotype : cette quasi-continuité fait défaut aux ap-
proches utilisant un génotype fortement structuré (par exemple la Pro-
grammation Génétique) ;
 le comportement doit pouvoir être de complexité quelconque : ce n'est
pas le cas avec les Algorithmes Génétiques ;
 la construction des comportements doit être incrémentale et modulaire :
cela pose de sérieux problèmes avec les structures arborescentes de la
Programmation Génétique.
Nous avons donc conçu un modèle spécique permettant de mettre en
÷uvre les principes de l'Éthogénétique. Ce modèle a été implémenté dans un
framework, ATNoSFERES(Landau et al. 2001b)
4
.
Nous allons maintenant décrire ce modèle en détail. Les choix que nous
y avons faits tentent de trouver un compromis entre :
 un génotype à grain n (comme dans les Algorithmes Génétiques) ;
 un fort pouvoir expressif (comme dans la Programmation Génétique) ;
 la possibilité d'une évolution complètement autonome du système.
10.3.1 Principes d'ATNoSFERES
L'idée principale du modèle utilisé dans ATNoSFERES pour produire un
comportement à partir d'un génotype repose sur une métaphore biologique (cf.
gure 10.1) :
1
o
Dans une cellule, c'est la forme d'une protéine qui contribue en grande
4. Le noyau d'ATNoSFERES a d'abord été écrit en smalltalk à des ns de modélisation
et de test, puis intégré en C++ au framework SFERES (Landau et al. 2001a), qui fournit
des techniques évolutionnistes classiques et un environnement de simulation multi-agent, à
des ns d'expérimentation à large échelle. De plus amples détails techniques sur le frame-
work ATNoSFERES pourront être trouvés dans (Picault et Landau 2001a) disponible sur :
http://miriad.lip6.fr/atnosferes
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partie à sa fonction, et non simplement la séquence des acides aminés
dont elle est constituée (Vogel et Angermann 1994)).
2
o
Cette forme dépend d'interactions chimiques locales (où interviennent
parfois des enzymes) entre les acides aminés qui la constituent ;
3
o
La séquence d'acides aminés résulte de la traduction d'une autre chaîne,
un acide nucléique (généralement l'ARN
t
, obtenu par copie de portions
de l'ADN).
8
<
:
ARN
Traduction
      !
= Enzymes
Acides aminés
Repliement
      !
= Enzymes
Protéine
Propriétés
      !
chimiques
 Fonction 
Opérateurs (= Enzymes)  Acides nucléiques (ADN, ARN)
a b
ribosome
acides aminés
chaine peptidique
c
protéine
enzymes (protéines)
acide nucléique
Fig. 10.1  Mécanisme de la synthèse des protéines dans une cellule. (a) Le
génotype, sous la forme d'un acide nucléique (ARN) est d'abord traduit sous
l'action d'un organite, le ribosome : à chaque triplet de bases de l'ARN est asso-
cié un acide aminé spécique, ce qui permet de constituer une chaîne d'acides
aminés ou chaîne peptidique. (b) Sous l'action d'enzymes et sous l'eet des
interactions chimiques locales entre les acides aminés, la chaîne peptidique
adopte une certaine forme (c). qui constitue la protéine nale et contribue à
son rôle fonctionnel dans la cellule.  d'après (Landau et Picault 2001b)
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Par analogie, nous proposons de suivre le schéma suivant
5
:
8
<
:
Chaîne
Traducteur
      !
= Agent
Lexèmes
Interpréteur
       !
= Agent
Graphe
Parcours
     ! Comportement (d'agent)
Opérateurs (= Agents)  Chaînes
La traduction de la chaîne binaire (appelée par la suite  chromosome )
comme sa manipulation (opérations génétiques) sont eectuées par des agents,
dont le comportement peut faire lui-même l'objet d'une construction à partir
d'un chromosome.
10.3.2 Produire un comportement : les ATN
Pour produire le comportement des agents dans ATNoSFERES, nous
avons décidé de faire appel à une structure de graphe orienté et étiqueté.
En l'occurrence, nous utilisons des ATN
6
. Ces graphes ont été utilisés à
l'origine dans le cadre du traitement automatique du langage (Woods 1970;
Winograd 1983), mais ils ont également été appliqués à la description des
comportements d'agents, par exemple par (Bouron 1993; Guessoum 1996).
Les ATN sont constitués de noeuds connectés par des arcs, ceux-ci pou-
vant être étiquetés par 1
o
un ensemble de conditions, 2
o
une liste d'actions. Le
parcours d'un tel graphe suppose qu'à chaque n÷ud, les arcs dont les condi-
tions ne sont pas vériées ne peuvent être franchis. Lorsqu'un arc est franchi
(i.e. s'il ne porte aucune condition ou bien si toutes les conditions sont véri-
ées simultanément), on exécute la liste d'actions. Nous donnons un exemple
d'ATN sur la gure 10.2
7
.
Pour faire de ces graphes étiquetés la description de comportements
d'agents, nous avons déni une superclasse des agents, ATNAgent, à charge
pour chaque sous-classe d'agents de dénir un ensemble de lexèmes correspon-
dant d'une part à des actions pouvant être exécutées par les instances de cette
classe (des primitives comportementales), d'autre part à des conditions portant
sur l'environnement des agents, leur état interne, leurs représentations, leurs
buts. Le graphe sert donc à organiser des capacités de perceptions et d'actions.
5. Nous emploierons indiéremment les termes  lexème ,  symbole  ou  instruction 
dans le texte, qui sont remplacés par leur équivalent anglais de token sur les schémas et à
l'intérieur du framework.
6. ATN est l'abbréviation de Augmented Transition Network.
7. Sur les graphes donnés en exemple, les actions seront notées uneAction! et les condi-
tions uneCondition?.
176
10.3. ATNOSFERES, UN FRAMEWORK POUR L'ÉTHOGÉNÉTIQUE
Start
1 2 3
4
5
End
action1! condition1?
action2!
condition2?
action3!
action2!
c
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t
i
o
n
3
?
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n
5
!
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o
n
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i
t
i
o
n
1
?
c
o
n
d
i
t
i
o
n
4
?
Fig. 10.2  Un exemple d'ATN. Les arcs sont étiquetés par un ensemble
de conditions et une liste d'actions. Deux n÷uds jouent un rôle particulier :
 Start  est l'état initial de l'agent ;  End  représente un état dans lequel
l'agent cesse d'agir.
Le graphe de comportement d'un agent comporte systématiquement un
n÷ud de départ (appelé par la suite Start) et un n÷ud nal (End). Les autres
n÷uds sont reliés par des arcs qui peuvent être étiquetés par un ensemble
de conditions et par une séquence d'actions (voir l'exemple donné dans la
gure 10.2).
Dans ATNoSFERES, le comportement des agents repose systématique-
ment sur un ATN et consiste à passer de n÷ud en n÷ud. Tout agent est
initialisé dans l'état Start.
L'activité de l'agent consiste alors pour chaque n÷ud à :
1. Sélectionner, parmi les arcs issus du n÷ud courant, ceux qui sont fran-
chissables, c'est-à-dire sans conditions ou dont les conditions sont vériées
simultanément.
2. Choisir un de ces arcs aléatoirement.
3. Le franchir (se placer sur le n÷ud auquel il aboutit) après avoir exécuté
les actions éventuellement associées à l'arc (dans l'ordre).
L'agent cherche en permanence à passer d'un n÷ud à un autre ; si aucun
arc n'est franchissable, il reste dans l'état courant, et tentera de nouveau au
 pas de temps  suivant. Il passe en veille lorsqu'il se trouve sur le n÷ud End
et cesse alors d'agir.
On notera dès à présent que deux agents possédant un même ATN
peuvent adopter des comportements très diérents (à partir des mêmes ca-
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pacités de perception et d'actions), dans la mesure où ils peuvent emprunter
des arcs diérents même s'ils sont placés dans les mêmes conditions. Comme
nous le verrons dans les expériences présentées au chapitre suivant, ce poly-
éthisme peut être rejeté par la sélection darwinienne lorsqu'il n'est pas utile à
l'adaptation des agents à leur environnement, mais il constitue une potentialité
importante du système.
10.3.3 La construction de l'ATN : traduction et interpré-
tation
L'ATN de chaque agent est construit à partir de son génotype, une chaîne
de bits appelée  chromosome . Cette construction s'eectue en deux étapes
pour être robuste par rapport aux mutations, s'appuyer sur des relations locales
entre les portions de la chaîne, et assurer une continuité dans la production du
phénotype (l'ATN) par rapport au génotype. Ces étapes sont résumées sur la
gure 10.3.
a b
lexèmes
traducteur
c
structure
pile
chaine binaire interpréteur
Fig. 10.3  Mécanisme d'expression génétique  à pile  utilisé dans ATNoS-
FERES. (a) Le génotype, sous la forme d'une chaîne binaire, est d'abord
traduit sous l'action d'un Traducteur : à tout n-uplet de bits est associé un
lexème (token) spécique. (b) La succession de tokens est envoyée ensuite à
un Interpréteur qui les interprète comme des instructions d'un langage à
pile pour construire un graphe (c), l'ATN, qui contrôlera le comportement de
l'agent.  d'après (Landau et Picault 2001b)
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Le traducteur
La traduction a pour but de décoder le chromosome d'une classe d'agents
donnée en une succession de lexèmes (envoyée à un interpréteur) ; elle s'appuie
pour cela sur un code génétique, i.e. une fonction de traduction qui permet
d'associer des lexèmes à des sous-chaînes du chromosome appelées  codons .
Ces lexèmes représentent, d'une part, les actions et conditions réalisables par
la classe d'agents considérée, et d'autre part, des instructions destinées à l'in-
terpréteur (nous détaillerons ce point plus bas).
Les codons étant des n-uplets binaires, le code génétique est généralement
surjectif : il y a généralement strictement plus de codons que de lexèmes (il ne
peut y en avoir moins) et l'on a donc de la redondance (un même lexème est
codé par plusieurs codons).
Cette redondance peut aider à assurer la quasi-continuité entre le géno-
type des agents et leur phénotype (comportement). Ainsi, si l'on impose une
distance de Hamming de 1 entre tous les codons traduits en un même lexème,
on disposera d'une résistance accrue aux mutations. On peut également jouer
sur les fréquences d'occurrence de chacun des lexèmes si cela s'avère ecace.
Le but de cette manipulation n'est pas de  freiner  nécessairement
l'évolution mais de la contraindre de façon pertinente selon des besoins bien
identiés (par exemple il peut être utile de favoriser les mutations transformant
une action en une autre, ou au contraire une action en une condition ; ou
encore, de favoriser la complexité comportementale en multipliant le nombre
d'instructions de création de n÷uds, etc.).
Toutefois, dans le cas général, on pourra se contenter de générer un code
génétique d'une façon automatique, en le complétant de façon mécanique. C'est
ce que nous ferons dans nos expériences.
Le rôle du traducteur est simple : il parcourt le chromosome et le tra-
duit, codon par codon, en lexèmes. Ces lexèmes sont envoyés en séquence à
l'interpréteur ; lorsqu'il n'y a plus de codon à lire la production de lexèmes
s'interrompt et l'interpréteur construit l'ATN.
L'interpréteur
L'interpréteur reçoit une succession de lexèmes. Ceux-ci vont être pour
une part des actions et des conditions propres à la classe d'agent considérée.
D'autres devront comporter un  mode d'emploi  décrivant comment intégrer
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ces conditions et ces actions à une structure d'ATN : il faut donc pouvoir créer
des n÷uds et des arcs.
Enn, si l'on souhaite assurer les propriétés imposées par l'Éthogénétique,
telles que la robustesse vis-à-vis des mutations et la quasi-continuité entre le
génotype et le phénotype, il faut garantir :
 que la substitution d'un lexème à un autre (consécutive à une mutation)
n'empêche pas la construction d'un ATN cohérent ;
 qu'une mutation ait un eet aussi local que possible, c'est-à-dire n'aecte
pas systématiquement ou seulement faiblement la sémantique des lexèmes
suivants.
Aussi nous avons choisi d'utiliser un langage faisant appel à une pile (cf.
tableau 10.2 et gure 10.4 page 184). Les lexèmes de ce langage se répartissent
en plusieurs catégories (cf. tableau 10.1) : données (lexèmes d'actions et de
conditions pour une classe d'agent), structuration des données (création et
connexion de n÷uds) et manipulation des données dans la pile.
 Les lexèmes d'actions et de conditions sont simplement empilés.
 Les lexèmes node, startNode, endNode entraînent l'empilement d'un ob-
jet n÷ud (les deux derniers spéciant explicitement que le n÷ud sera
raccordé respectivement à Start et à End).
 Le lexème connect (dont le fonctionnement est illustré par la gure 10.4
page 184) provoque l'établissement d'un arc entre les deux premiers
n÷uds rencontrés dans la liste, en étiquetant l'arc avec les actions et
conditions trouvées jusqu'au deuxième n÷ud. Par exemple, connect ap-
pliqué à la liste : (a1!, c1?, N÷ud N
i
, c2?, a2!, N÷ud N
j
, a3!, ...) trans-
formera la liste en : (N÷ud N
i
, N÷ud N
j
, a3!, ...) et créera un arc de
N
j
vers N
i
, étiqueté par les conditions c1? et c2?, et par la séquence
d'actions a2!a1!.
 Quant aux lexèmes de manipulation de données, ils peuvent agir soit
spéciquement sur des objets (i.e. des n÷uds), soit sur une donnée quel-
conque de la liste.
À cette dénition du langage à pile, il faut ajouter que les instructions
manipulant des objets (i.e. connect et dupObject) sont rémanentes, c'est-à-
dire que si elles ne peuvent pas s'exécuter correctement faute de paramètres
adéquats dans la liste, elles se placent dans la liste en attendant l'arrivée d'un
objet susceptible de les déclencher.
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Tab. 10.1  Les catégories de lexèmes.
Notation Signication Exemples
action!
lexème d'action propre à la classe
d'agent considérée
turn!,
forward!
etc.
condition?
lexème de condition propre à la classe
d'agent considérée
lowBattery?,
lost?, etc.
*node,
connect
lexèmes de structure d'ATN
node, start-
Node,
endNode,
connect
manip. de
données
lexèmes de manipulation de données
(propres à l'interpréteur)
dup, swap,
dupObject,
etc.
Tab. 10.2  Le langage de construction des ATN.
lexème (état de la liste)  ! (liste résultante)
condition? (x :::)  ! (condition? x :::)
action! (x :::)  ! (action! x :::)
node (x :::)  ! (N
i
x :::)
a
startNode (x :::)  ! (N
i
x :::)
b
endNode (x :::)  ! (N
i
x :::)
c
connect (x N
i
y c1? z a1! a2! t N
j
u :::)  ! (x N
i
y z t N
j
u :::)
d
swap (x y :::)  ! (y x :::)
dup (x y :::)  ! (x x y :::)
dupObject (x y N
i
z :::)  ! (N
i
x y N
i
z :::)
popRoll (x y ::: z)  ! (y ::: z x)
pushRoll (x ::: y z)  ! (z x ::: y)
forget (x y :::) + [z :::]  ! (y :::) + [x z :::]
e
recall (x :::) + [y z :::]  ! (y x :::) + [z :::]
e
a
création d'un n÷ud
b
création d'un n÷ud connecté au Start
c
création d'un n÷ud connecté au End
d
création d'un arc entre N
i
et N
j
e
utilisation d'une pile auxilliaire
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Enn, lorsqu'il n'y a plus de lexèmes à interpréter, l'interpréteur peut
achever la construction de l'ATN. Des connexions implicites sont alors réalisées
entre les n÷uds restants dans la pile (les actions et conditions situées entre deux
n÷uds sont utilisées pour étiqueter un nouvel arc entre ces n÷uds), puis on
assure la cohérence de l'ATN en connectant Start aux n÷uds qui ne possèdent
pas d'arcs entrants (sauf issus d'eux-mêmes), et à End les n÷uds ne possédant
aucun arc sortant.
Ainsi, le langage obtenu possède les caractéristiques souhaitées :
 il est  localement  déclaratif : l'ordre des lexèmes importe relativement
peu (on peut notamment permuter des groupes de lexèmes sans que
l'ATN résultant soit modié) ;
 il est économique : une instruction de manipulation de n÷ud n'est pas
 perdue , elle attend de pouvoir s'exécuter ; nombre d'informations
de structure peuvent rester implicites (du fait des connexions automa-
tiques) ; on peut spécier qu'un n÷ud doit être relié à Start simplement
au moyen d'un lexème approprié (sans avoir à établir explicitement la
connexion) ;
 il est robuste par rapport aux mutations : en eet, la construction de
l'ATN fait appel à des interactions locales entre lexèmes, donc la modi-
cation de l'un d'entre eux n'a pas nécessairement de répercussions fortes
sur l'ensemble du graphe fabriqué.
Nous avons de plus vérié qu'il permettait la construction de n'importe
quel ATN spécié arbitrairement, ce qui garantit le pouvoir expressif du mo-
dèle.
10.3.4 Les classes d'agents
La superclasse de tous les agents d'ATNoSFERES, baptisée ATNAgent,
détermine son comportement en cherchant à passer d'un n÷ud à un autre
dans l'ATN.
Contrairement par exemple à l'utilisation d'un arbre en Programmation
Génétique, l'ATN n'est pas parcouru intégralement lorsqu'on cherche à pro-
duire une action : si l'agent fonctionne au sein d'un SMA utilisant une horloge,
chaque  pas de temps  correspondra au franchissement d'un arc.
Chaque sous-classe d'ATNAgent peut redénir les lexèmes d'action et de
condition qui lui sont propres : nous en verrons un exemple concret au chapitre
suivant.
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Tout agent est plongé dans un environnement dans lequel s'exercent ses
actions et ses perceptions.
Il possède de plus des attributs caractérisant son activité (en tant que
 processus ) : prêt (#ready) ou endormi (#asleep), ainsi que le résultat de
ses actions (actionResult) : succés (#success) ou échec (#failure). Il peut
d'ailleurs au besoin faire appel à des conditions réexives, telles que success?
ou failure? qui testent le résultat des actions eectuées.
Nous avons décrit ici les principales caractéristiques du modèle ATNoS-
FERES. Nous allons maintenant donner des exemples de fonctionnement et
d'expériences menées avec ce framework, puis nous donnerons quelques exten-
sions en cours d'expérimentation.
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5.
c1?
a1!
2.
<vide>
1.
3.
4.
c1?
a1!
6.
1
1A1!C1?
A1! NodeConnect C1?
1
1
A1!
C1?
1
1
A1!
C1?
1
1
1
1
1
DupObj
DupObj
DupObj
Start End
Connect
Connect
Connect
Fig. 10.4  Exemple d'interprétation de quelques lexèmes dans ATNoSFERES.
1. Début de l'interprétation : la pile (au centre) et le futur ATN (à droite) sont
vides ; une séquence de lexèmes est envoyée à l'interpréteur. 2. Le lexème node
crée un n÷ud qui reste présent dans la pile et amorce l'ATN. 3. Les lexèmes
d'action et de condition sont seulement empilés. 4. Le lexème DupObject du-
plique le premier n÷ud trouvé dans la pile (la structure en construction n'est
pas modiée). 5. Le lexème connect provoque la connexion entre les deux pre-
miers n÷uds de la pile, en l'occurrence deux copies du n÷ud 1 ; les actions et
conditions situées entre ces n÷uds sont utilisées pour étiqueter l'arc et retirées
de la pile. 6. Fin de l'interprétation : il n'y a plus de lexèmes ; l'interpréteur
complète l'ATN en établissant des connexions cohérentes avec les n÷uds Start
et End.  d'après (Landau et Picault 2001b)
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Chapitre onzième.
Expériences et extensions
Nous avons jusqu'à présent décrit une architecture d'agent évolutive,
dans laquelle un génotype à grain n sert à construire un graphe qui engendre
le comportement. Avant de poursuivre la description des autres aspects du
framework, nous allons donner les résultats expérimentaux qui montrent la
validité de notre approche. Enn, nous évoquerons les travaux en cours et les
perspectives de recherche ouvertes par l'Éthogénétique.
11.1 Une expérience élémentaire
Les expériences que nous allons décrire ici ont d'abord pour but de dé-
montrer la possibilité eective de construction de comportements adaptés à
l'environnement dans un cadre classique (opérateurs génétiques xés, évalua-
tion explicite et individuelle de l'adéquation des agents à leur milieu, etc.).
En eet, les considérations théoriques qui nous ont amené à dénir le
modèle ATNoSFERES, et plus particulièrement la construction du phénotype à
partir du génotype, devaient être mises à l'épreuve au moins sur un problème-
jouet pour valider la pertinence de nos hypothèses.
11.1.1 Description de l'expérience
Problème posé
L'environnement est un espace simulé discret contenant une lampe qui
change aléatoirement de couleur (de vert à rouge et vice-versa) avec à chaque
pas de temps une probabilité p = 0;05.
On dénit une sous-classe Pieton de ATNAgent, disposant des lexèmes de
condition et d'action décrits dans le tableau 11.1. Le comportement souhaité
185
}11. EXPÉRIENCES ET EXTENSIONS
consiste à aller à droite lorsque la lampe est verte, et à gauche quand elle
est rouge  problème trivial, mais au moyen duquel nous pourrons néanmoins
illustrer quelques spécicités de notre approche (Picault et Landau 2001a;
Picault et Landau 2001c).
Tab. 11.1  Lexèmes d'actions et de conditions de la classe Pieton.
Actions Conditions
N! aucune action
R! aller à droite g? vrai si la lampe est
verte
L! aller à gauche r? vrai si la lampe est
rouge
U! aller en haut rand? vrai avec une probabi-
lité p
0
= 0;5
D! aller en bas
Le code génétique associé à la classe Pieton comporte :
 les 11 lexèmes de l'interpréteur (cf. tableau 10.2 page 181) ;
 les 8 lexèmes d'action/condition de Pieton.
Il faut donc au minimum 32 codons (soit des codons de 5 bits). Dans
les expériences présentées ici, un code génétique de 32 codons a été construit
automatiquement à partir de la liste de tous les lexèmes (sans souci particulier
de robustesse vis-à-vis des mutations). Chaque agent dispose par ailleurs d'un
chromosome aléatoire, et d'une taille aléatoire.
Évaluation et sélection
On applique une sélection darwinienne sur une population composée de
ces individus en les évaluant dans les mêmes conditions environnementales.
Tous les agents sont placés ensemble dans l'environnement pendant 100
pas de temps (il n'y a aucune interaction entre les individus, il s'agit seulement
de paralléliser leur évaluation en leur appliquant les mêmes conditions). À
chaque pas de temps, chacun recherche un arc à franchir dans son ATN, et
quand c'est possible exécute une liste d'actions qui contribuent à sa notation :
8
>
>
<
>
>
:
+1 point si le mouvement est conforme à la contrainte
 1 point s'il est inversé
0 dans les autres cas
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Seul le premier mouvement eectivement réalisé pour un pas de temps
reçoit une note (toutes les actions sauf N! comptent comme un mouvement).
Pour pouvoir donner une note représentative de l'adéquation d'un indi-
vidu à son environnement (tness), on procède à 10 évaluations indépendantes
(ce qui permet de tenir compte d'un éventuel polyéthisme) et on retient leur
tness moyenne.
À chaque génération, la population comporte 100 agents. On calcule leur
tness, en fonction de laquelle on leur attribue une probabilité de reproduction
et de décès. 30 nouveaux agents sont produits par croisement des chromosomes,
puis 30 agents de l'ancienne population sont éliminés (la population reste donc
constante).
Avant de calculer la tness des individus d'une génération donnée, on
leur fait subir des mutations. Pour ce faire, deux stratégies ont été envisagées :
1
o
tous les individus de la population (et pas seulement ceux de la nouvelle
génération) subissent une mutation aléatoire de leur chromosome : les
bits de la chaîne sont inversés avec une probabilité r (ici r = 1 %);
2
o
tous les individus subissent soit une mutation aléatoire (de taux r),
soit (dans p % des cas) une insertion ou une délétion aléatoire d'un
codon dans leur chromosome.
Cette dernière contrainte est destinée à montrer quelques spécicités de
notre modèle : la plupart des approches dans lesquelles le génotype est une
chaîne binaire l'utilisent pour coder des paramètres à des positions déterminées
de la chaîne : dans ce cas il est hors de question de faire varier sa taille ni de
décaler des bits.
11.1.2 Premiers résultats et analyse
Les agents étant initialisés sur le n÷ud Start, aucune action n'est eectuée
durant le premier pas de temps : le parcours de l'ATN commence avec le choix
d'un premier n÷ud. La plus haute valeur que peut prendre la tness d'un
agent au cours d'un test de 100 pas de temps est donc 99 (soit 99 mouvements
corrects).
La gure 11.1 montre l'évolution moyenne de la tness, calculée sur 10
expériences, dans la première situation (mutations uniquement acec un taux
r = 1 %). La gure 11.2 présente l'évolution moyenne de la tness dans le
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Fig. 11.1  Évolution moyenne de la tness (mutations ponctuelles seulement,
r = 1 %). Chromosomes initiaux de 50 à 100 bits.
second cas, lorsque p = 20 % des individus subissent des insertions ou délétions
aléatoires de codons (au lieu de mutations classiques).
Dans quelques cas (notamment avec la première stratégie), aucune bonne
solution n'a été trouvée avant les 500 générations qui limitent les expériences.
Bien que le problème à résoudre soit ici extrêmement simple, ces résultats
montrent d'emblée que le modèle ATNoSFERES permet bien la construction
évolutionniste de comportements à partir d'un substrat génétique de granula-
rité faible (Landau et al. 2001b).
Le modèle choisi révèle un certain nombre de propriétés intéressantes. En
particulier, il est possible d'eectuer des opérations d'insertion ou de délétion
de codons sans nuire à la découverte d'une solution.
Cela n'est bien entendu possible qu'au moyen d'un codage non position-
nel, ce qui est en grande partie le cas dans ATNoSFERES où les instructions ont
un eet essentiellement local et où la fabrication de l'ATN par l'interpréteur
fait appel à des mécanismes implicites pour assurer la cohérence du graphe.
Nous allons maintenant nous intéresser plus particulièrement aux spéci-
cités de notre modèle en nous livrant à une analyse plus ne des comportements
construits par la dynamique sélectionniste.
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Fig. 11.2  Évolution moyenne de la tness (avec insertions et délétions aléa-
toires de codons dans p = 20 % des cas ; mutations sinon, r = 1 %). Chromo-
somes initiaux de 50 à 100 bits.
11.1.3 Optimalité et adaptation
Adaptation et taille du chromosome
L'ATN décrit par la gure 11.3 page 190 est une solution  optimale 
au problème au sens où il permet d'obtenir les 99 points de la tness maximale
avec la structure la plus simple : un seul n÷ud, deux arcs (si la lampe est verte,
aller à droite ; si elle est rouge, aller à gauche).
Pour produire cet ATN, il sut théoriquement de 35 bits seulement (en
faisant un usage maximal du mécanisme de connexion implicite), par exemple
pour coder la séquence de 7 lexèmes suivante :
node  g?  R!  dupObject  L!  r?  dupObject
Mais dans cette solution, l'ordre et la nature des lexèmes jouent un rôle
crucial ; la séquence et le génotype correspondant sont donc particulièrement
vulnérables aux mutations.
On peut donc raisonnablement penser que les individus vont avoir be-
soin, pour développer des comportements stables vis-à-vis des mutations, de
chromosomes un peu plus longs que la solution  ingénieur .
De plus, il est important que la taille du chromosome puisse varier en
fonction des contraintes environnementales : leur changement peut deman-
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Start
1
End
g?
R!
r?
L!
Fig. 11.3  L'ATN  optimal  (donnant la tness de valeur maximale avec
la structure de graphe la plus simple) ; il peut être construit à partir de l'inter-
prétation de 7 lexèmes seulement.
der l'élaboration d'un comportement plus complexe (donc demandant plus
de n÷uds, plus d'actions ou plus de conditions dans l'ATN) ou plus simple.
Toutefois, un problème nouveau peut apparaître avec l'allongement du
chromosome. Le surcroît de matériel génétique disponible peut fort bien se
révéler  nocif , c'est-à-dire donner naissance à des n÷uds, des connexions
supplémentaires qui peuvent dégrader le comportement en constituant une
sorte d' excroissance comportementale  parasite
1
. Autrement dit, l'adéqua-
tion du comportement de l'agent à son milieu peut être rendu plus dicile par
un allongement des chromosomes.
Qu'en est-il exactement? On peut formuler un début de réponse au vu
des gures 11.4 à 11.7, réalisées alternativement avec les stratégies  muta-
tions seules  ou  insertions-délétions , et pour des tailles de chromosomes
initialement comprises entre 200 et 300 bits, puis entre 500 et 700 (soit 20 fois
la taille d'un chromosome produit par ingénierie).
D'une part, les résultats (en termes de temps nécessaire pour atteindre
la tness maximale et de tness moyenne dans la population) s'améliorent net-
tement lorsqu'augmente le nombre de bits dans le génome, et ce en dépit des
dicultés induites par ce surplus d'information génétique. La combinatoire ré-
sultant de l'accroissement des chromosomes est donc régulée, biaisée, en faveur
de comportements adaptés. Nous allons voir par quels mécanismes.
D'autre part, on voit se réduire la diérence entre les deux stratégies de
variation. Plus, non seulement les insertions et délétions ne sont pas léthales
pour la population, mais on peut même dire qu'elles sont favorables puisqu'en
fait, on observe aussi que le nombre de cas de non-convergence diminue dans
le cas des insertions-délétions.
1. Cela se traduirait par un ATN très compliqué dans lequel une  bonne solution  se
trouverait entremêlée à des portions de graphe inadaptées.
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Fig. 11.4  Évolution moyenne de la tness (avec mutations ponctuelles seule-
ment, r = 1 %). Chromosomes initiaux de 200 à 300 bits (moyenne sur 20
expériences).
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Fig. 11.5  Évolution moyenne de la tness (avec insertions et délétions aléa-
toires de codons, r = 1 %, p = 20 %). Chromosomes initiaux de 200 à 300
bits (moyenne sur 20 expériences).
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Fig. 11.6  Évolution moyenne de la tness (avec mutations ponctuelles seule-
ment, r = 1 %). Chromosomes initiaux de 500 à 700 bits (moyenne sur 10
expériences).
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Fig. 11.7  Évolution moyenne de la tness (avec insertions et délétions aléa-
toires de codons, r = 1 %, p = 20 %). Chromosomes initiaux de 500 à 700
bits (moyenne sur 10 expériences).
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Stabilité génétique
En fait, lorsqu'on augmente la taille d'un chromosome, les individus sont
soumis à une double pression sélective : celle issue de leur environnement  fonc-
tionnel  bien sûr (la fonction de tness), mais également une évaluation im-
plicite de la robustesse de leur chromosome, c'est-à-dire de la manière dont
leur comportement est construit (Picault et Landau 2001c).
Nous pouvons apporter deux arguments dans ce sens. Le premier consiste
à observer ce qui se passe expérience par expérience, en particulier dans les
cas d'insertions et de délétions, comme par exemple sur la gure 11.8 : certains
individus ont trouvé assez rapidement un comportement adéquat, mais celui-ci
ne s'est pas maintenu dans la population. Un Algorithme Génétique classique
présente, au contraire le défaut de rester aisément piégé dans des  minima
locaux  de la fonction de tness. Ici, c'est l'inverse : un comportement ne peut
se maintenir que s'il est génétiquement stable  la sélection n'opère pas seule-
ment sur un phénotype  idéal  mais aussi sur la manière dont ce phénotype
est construit. Mais cette stabilité est parfaitement atteignable, comme nous le
constatons de fait.
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Fig. 11.8  Évolution de la tness (avec insertions et délétions aléatoires de
codons, r = 1 %, p = 20 %). Chromosomes initiaux de 200 à 300 bits.
Le second argument vient de l'examen qualitatif des comportements adé-
quats produits. L'analyse des résultats expérimentaux montre que deux straté-
gies assez diérentes peuvent émerger pour produire un comportement adéquat
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(donnant la tness maximale) et stable génétiquement.
La première consiste à construire un ATN simple (proche de l'ATN  op-
timal  de la gure 11.3), en retardant, lors de l'expression génétique, la créa-
tion des n÷uds, c'est-à-dire en utilisant des lexèmes sans eet (par exemple en
plaçant au début de la séquence de lexèmes des instructions de manipulation
de la pile qui sont ignorées, la pile étant vide), ou encore en retirant des n÷uds
de la pile (par exemple avec le lexème forget). Ainsi, un des agents représen-
tatifs ce genre de solution possède un chromosome de 207 bits, codant les 41
lexèmes suivants :
L!  dup  swap  popRoll  popRoll  forget  popRoll  swap  forget
 recall  recall  R!  L!  recall  rand?  L!  forget  startNode
 R!  dup  g?  dupObject  popRoll  pushRoll  L!  forget 
pushRoll  L!  r?  startNode  forget  dup  dupObject  r?  R!
 forget  dup  R!  dup  g?  popRoll
Ces lexèmes produisent un ATN presque identique à celui de la gure 11.3,
avec un arc étiqueté (r?, L!L!R!R!) et l'autre (g?, R!R!). C'est un exemple in-
téressant de l'utilisation des propriétés du langage de construction de l'ATN
pour aboutir à une structure simplemalgré la complexité potentielle du graphe.
La seconde stratégie de stabilité génétique consiste à construire un ATN
dont seule une petite partie est réellement utilisée.
Pour cela, plusieurs solutions sont envisageables : le graphe peut compter
plusieurs composantes connexes (comme celui de la gure 11.9 page 195) ; il est
également possible que les arcs partant des n÷uds  utiles  (i.e. contribuant
à un comportement adapté) vers des n÷uds superus soient étiquetés par des
conditions irréalisables (telles que la conjonction {g?,r?}).
Ce type d'ATN conduit donc exactement au même comportement que
la solution  optimale , mais avec cette fois une utilisation des propriétés du
graphe lui-même.
On comprend mieux, ainsi, le rôle positif des insertions et délétions aléa-
toires de codons.
En premier lieu, ces opérations ne sont pas en elles-mêmes plus nuisibles
que de simples mutations, puisque notre langage de construction d'ATN ne
dépend que faiblement et localement de l'ordre des instructions.
Mais en outre, elles peuvent même faciliter l'adaptation aux pressions sé-
lectives. En eet, si l'on s'intéresse à l'évolution de la taille des chromosomes au
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Fig. 11.9  Un ATN construit par sélection naturelle, donnant un compor-
tement adéquat au moyen de deux composantes connexes, dont une seule est
accessible depuis Start. Cet ATN a été construit dans une expérience avec
insertions-délétions (chromosomes initiaux de 200 à 300 bits).
cours des expériences, on constate une augmentation (autrement dit, il existe
un biais sélectif en faveur des chromosomes plus longs), qui est d'autant plus
nette que les chromosomes de départ sont courts (cf. gures 11.10 à 11.12). Il
semble, pour les populations à chromosomes longs, qu'on obtienne une stabi-
lisation autour de 650 bits (voir notamment l'expérience de la gure 11.13).
Ces expériences, en dépit de la simplicité du problème à résoudre et peut-
être justement grâce à cette simplicité, permettent de mettre en lumière un
certain nombre de caractéristiques du modèle ATNoSFERES qui se conforment
aux prescriptions de l'Éthogénétique :
 l'ATN permet d'exprimer n'importe quel comportement réalisable à par-
tir des capacités de perception et d'action ;
 il constitue une structure modulaire dont la complexité s'adapte auto-
matiquement au problème ;
 les comportements sont immédiatement lisibles sur les ATN ;
 ils sont robustes vis-à-vis des mutations aectant le chromosome ;
 les mutations survenant durant l'existence des individus n'aecte que
modérément leur comportement, une fois atteint un certain degré de
stabilité génétique.
Le dernier prérequis qui n'apparaît pas ici concerne l'homogénéité du
système, c'est-à-dire un fonctionnement reposant entièrement sur des agents.
Nous allons donc en donner un aperçu à travers une description de quelques
autres classes centrales du framework, et notamment celles qui permettent
d'intégrer le modèle à une perspective multi-agent, à plusieurs échelles.
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Fig. 11.10  Évolution moyenne de la taille des chromosomes (avec insertions
et délétions aléatoires de codons, r = 1 %, p = 20 %). Chromosomes initiaux
de 50 à 100 bits (moyenne sur 10 expériences).
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Fig. 11.11  Évolution moyenne de la taille des chromosomes (avec insertions
et délétions aléatoires de codons, r = 1 %, p = 20 %). Chromosomes initiaux
de 200 à 300 bits (moyenne sur 20 expériences).
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Fig. 11.12  Évolution moyenne de la taille des chromosomes (insertions et
délétions aléatoires de codons, r = 1 %, p = 20 %). Chromosomes initiaux de
500 à 700 bits (moyenne sur 10 expériences).
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Fig. 11.13  Évolution de la taille des chromosomes au cours d'une expérience,
montrant un cas de diminution (avec insertions et délétions aléatoires de co-
dons, r = 1 %, p = 20 %). Chromosomes initiaux de 500 à 700 bits.
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11.2 Extensions élémentaires du modèle
11.2.1 La classe FuzzyATNAgent
La classe FuzzyATNAgent est une sous-classe directe d'ATNAgent. Elle
permet de traiter des lexèmes de condition renvoyant soit des valeurs boo-
léennes, soit des valeurs numériques.
Les arcs fA
ij
g partant du n÷ud N
i
correspondant à l'état de l'agent sont
associés à leur poids $
ij
=
Q
k
c
ijk
où c
ijk
dépend de la valeur retournée par
un lexème de condition c
k
? étiquetant A
ij
.
c
ijk
=
8
<
:
c
k
? si c'est un nombre
0 ou 1 si c'est un booléen
Si tous les arcs ont un poids nul, l'agent reste bloqué sur N
i
. Sinon, il
procède à un choix probabiliste entre tous les arcs (de poids non nul) :
p(A
ij
) =
$
ij
P
j
$
ij
Cette méthode permet de relâcher les contraintes imposées aux conditions
et de faire jouer plus nement une dépendance entre les perceptions de l'agent
et son comportement.
11.2.2 La classe CompositeAgent
Un agent composite est lui-même constitué d'agents dont il peut contrôler
la création, l'activation, la mort, etc. (ses  organites ). Il dispose pour cela
d'un  cytoplasme  (une instance de la classe Environment ou d'une de ses
sous-classes) qui sert d'environnement à ses organites.
Par ailleurs, il dispose d'actions et de conditions génériques qui lui per-
mettent de dénir des lexèmes équivalents pour toutes les classes d'agents qu'il
peut manipuler.
Par exemple, create: ou exists: donneront, en composition avec une
classe MonAgent encapsulable dans l'agent composite, les lexèmes create-
MonAgent! et existsMonAgent?.
Nous donnerons plus loin ( 11.2.5) un exemple d'utilisation d'agents
composites.
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11.2.3 Encapsulation du traducteur
La classe TranslatorAgent encapsule un traducteur dans un ATNAgent.
Elle est prévue pour fonctionner au sein d'un BuilderAgent (décrit  11.2.5).
Pour fonctionner, le TranslatorAgent a besoin de trouver dans son en-
vironnement un chromosome et un code génétique (celui de la classe pour la-
quelle il eectue la traduction), c'est-à-dire un tableau de symboles de taille 2
n
.
Il commence alors la traduction en plaçant dans l'environnement les lexèmes
décodés.
Les actions et conditions spéciques à un TranslatorAgent sont récapi-
tulées dans le tableau 11.3, et un ATN  par défaut  pour décrire le compor-
tement des agents de cette classe est présenté gure 11.14.
Tab. 11.2  Attributs de la classe TranslatorAgent.
attribut type ou classe
rôle
currentLocus Integer
position courante sur le chro-
mosome à traduire
translator Translator
le traducteur encapsulé
target Chromosome
le chromosome à traduire
(recherché dans l'environne-
ment)
geneticCode Array
code génétique permettant
le décodage du chromosome
(tableau de symboles de
taille 2
n
)
Start
1 2 3 4
End
findChromosome!
findGeneticCode!
success?
initLocus! failure?
terminate!
failure?
translateOneCodon!
success?
Fig. 11.14  L'ATN  par défaut  de la classe TranslatorAgent.
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Tab. 11.3  Lexèmes d'actions et de conditions de la classe TranslatorAgent.
Actions
findChromosome!
recherche un chromosome (target)
dans l'environnement (le chromosome
reste présent dansl'environnement) ; si
échec, provoque #failure
findGeneticCode!
recherche un code génétique
(geneticCode) dans l'environnement ;
si échec, provoque #failure
initLocus!
se place sur le premier locus libre
du chromosome target ; si échec, pro-
voque #failure
terminate!
termine la traduction
translateOneCodon!
traduit le codon commençant à
currentLocus en un lexème, qui est
placé dans l'environnement ; si échec
(plus de codon à traduire), provoque
#failure
Conditions
success?
vrai si l'agent est dans l'état #success
failure?
vrai si l'agent est dans l'état #failure
11.2.4 Encapsulation de l'interpréteur
La classe InterpreterAgent encapsule un interpréteur dans un ATNAgent.
Elle est prévue pour être utilisée au sein d'un BuilderAgent (cf.  11.2.5).
L'InterpreterAgent a besoin dans son environnement d'un identiant
de classe d'agent (client), celle dont il doit construire une instance. Il fabrique
alors un ATN à partir des lexèmes présents dans son environnement.
Lorsqu'il n'en trouve plus, il achève la construction de l'ATN (connexions
implicites, vérication de cohérence, etc.), crée une instance de la classe client
dotée de cet ATN, et la place dans son environnement.
Les actions et conditions manipulées par un InterpreterAgent sont ré-
capitulées dans le tableau 11.5, et un ATN  par défaut  pour les agents de
cette classe est présenté gure 11.15.
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Tab. 11.4  Attributs de la classe InterpreterAgent.
attribut type ou classe
rôle
currentToken Symbol
lexème à interpréter (recher-
ché dans l'environnement)
interpreter Interpreter
l'interpréteur encapsulé
client
ATNAgent
Class
classe pour laquelle est eec-
tuée l'interprétation
Start
1 2 3 4
End
findClass!
success?
failure?
terminate!
failure?
findToken!
success?
Fig. 11.15  L'ATN  par défaut  de la classe InterpreterAgent.
11.2.5 La classe BuilderAgent
Dans ATNoSFERES, il est possible d'agentier le processus de traduc-
tion/interprétation grâce aux agents composites. C'est le rôle de BuilderAgent,
sous-classe de CompositeAgent qui encapsule deux instances des classes Trans-
latorAgent et InterpreterAgent décrites précédemment.
Un BuilderAgent cherche dans son environnement un identiant de
classe d'agent, un code génétique, et un chromosome à partir duquel il va
construire une instance de la classe voulue.
Pour ce faire, il fait appel à des lexèmes d'action et de condition qui
lui sont propres ainsi qu'à des lexèmes d'action et de condition génériques
qui s'appliqueront aux classes de ses organites (cf. tableau 11.7 page 207), et
exécute l'ATN décrit gure 11.16.
On notera que l'ATN présenté permet au BuilderAgent de fonctionner
 en boucle  et de construire des agents dès qu'il trouve dans son environne-
ment un chromosome et une classe.
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Tab. 11.5  Lexèmes d'actions et de conditions de la classe
InterpreterAgent.
Actions
findClass!
prend dans l'environnement une sous-
classe d'ATNAgent (client) ; si échec,
provoque #failure, sinon envoie à
interpreter les lexèmes d'action et de
condition correspondants.
findToken!
prend dans l'environnement un
lexème à interpréter ; si échec, pro-
voque #failure, sinon l'envoie à
interpreter.
terminate!
achève la construction de l'ATN, crée
une instance de client pourvue de cet
ATN, la place dans l'environnement ; si
échec, provoque #failure
Conditions
success?
vrai si l'agent est dans l'état #success
failure?
vrai si l'agent est dans l'état #failure
La classe BuilderAgent permet d'illustrer deux caractéristiques impor-
tantes d'ATNoSFERES :
1
o
La multiplicité des échelles auxquelles peuvent opérer les agents : tout
agent peut être remplacé par un agent composite, et ses comportements
remplacés par l'action collective d'un SMA de granularité plus faible.
Ce point permet de maintenir une approche incrémentale dans laquelle
certaines parties du comportement et de l'organisation du système sont
d'abord spéciées, puis font l'objet d'une évolution.
2
o
L'homogénéité du système : toutes les entités capables de comportement
sont agentiées, y compris les opérateurs génétiques et la machinerie
assurant l'expression du phénotype.
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Tab. 11.6  Attributs de la classe BuilderAgent.
attribut type ou classe
rôle
client
ATNAgent
Class
classe dont il faut construire
une instance (recherchée dans
l'environnement)
target Chromosome
chromosome de l'agent à
construire (recherché dans
l'environnement)
cytoplasm ListEnvironment
environnement de liste
dans lequel opèrent les
organites (instances des
classes TranslatorAgent et
InterpreterAgent)
Start
1 2 3 4
End
getChromosome!
getClass!
failure?
makeGeneticCode!
success?
createTranslatorAgent!
wakeUpTranslatorAgent!
sleepingTranslatorAgent?
createInterpreterAgent!
killTranslatorAgent!
wakeUpInterpreterAgent!
sleepingInterpreterAgent?
killInterpreterAgent!
outputAgents!
forgetClass!
forgetChromosome!
Fig. 11.16  L'ATN  par défaut  de la classe BuilderAgent.
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11.3 L'Éthogénétique et ATNoSFERES : quelques
perspectives
11.3.1 Expériences en cours
Les principes du modèle ATNoSFERES ayant été validés, des expériences
plus approfondies sont actuellement en cours. Elles visent à explorer les deux
facettes complémentaires de l'Éthogénétique : la coévolution de comportements
d'agents dans un écosystème d'une part, le développement de la corporéité
d'autre part.
Les écosystèmes : proies et prédateurs
Nous supervisons actuellement des expériences de coévolution entre proies
et prédateurs, en vue d'une comparaison entre des stratégies obtenues au
moyen d'ATNoSFERES et d'autres produites par des approches plus classiques
(Programmation Génétique en l'occurrence).
Proies et prédateurs sont des agents placés dans un environnement to-
roïdal. Ils peuvent se déplacer à des vitesses variables, percevoir la présence et
la nature d'autres agents dans un certain secteur angulaire, s'alimenter et se
reproduire.
Plutôt que d'utiliser une fonction de tness puis une sélection des indivi-
dus les mieux notés, nous laissons la sélection opérer sur des critères compor-
tementaux : les agents doivent maintenir un certain niveau de nourriture pour
survivre, et ne se reproduisent que les agents qui disposent des comportements
adéquats. Cela nécessite une phase d'amorçage lorsqu'on part de comporte-
ments aléatoires, mais il est également possible de commencer l'expérience
avec des comportements réactifs de reproduction.
Ces expériences, qui font l'objet du stage de maîtrise de Julien Poudade
(maiseptembre 2001) permettront de préciser les caractéristiques multi-agents
de nos modèles et d'explorer des problématiques liées à la coévolution, comme
la question d'une  course à l'armement  entre proies et prédateurs (Dawkins
1989; Dawkins 1982) et pourront ensuite être complexiées progressivement
pour aborder d'autres problématiques liées aux écosystèmes.
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Développement : la navigation réactive
En parallèle, dans le cadre de sa thèse, Samuel Landau a entamé des
expériences relatives à la navigation réactive, en commençant par la capacité
à sortir d'un labyrinthe.
L'un des enjeux est de vérier que les agents sauront  compiler  une
solution pour la réduire à un ensemble comportemental minimal.
Le modèle ATNoSFERES sera ensuite utilisé pour gérer la navigation
réactive et l'évitement d'obstacles sur les robots du projet MICRobES ; cette
application permettra une comparaison avec les approches déjà utilisées en
Robotique Évolutionniste (Nolfi et Floreano 2000, chapitre 4).
Lorsque les caractéristiques de modularité du modèle seront conrmées
plus amplement, il sera alors possible d'aborder incrémentalement la question
de la proprioception.
11.3.2 Vers une plus grande autonomie
D. Floreano a introduit la notion d' Espace de Fitness
2
 pour ca-
ractériser la manière dont opère la sélection dans les divers paradigmes évolu-
tionnistes (Floreano et Urzelai 2000).
La fonction de tness présidant à la sélection se positionne selon les trois
axes suivants :
 L'opposition fonctionnelle-comportementale. Une tness fonctionnelle,
lorsqu'elle n'est pas simplement une fonction au sens mathématique uti-
lisée pour noter les individus, consiste à évaluer la manière dont l'archi-
tecture de contrôle fonctionne (présence d'oscillations spéciées ou d'un
certain motif reconnaissable), par opposition à une tness comportemen-
tale qui consiste à évaluer le résultat des actions de l'individu.
 La dimension explicite-implicite : elle mesure le nombre de contraintes,
de variables, de paramètres utilisés par la tness, le cas extrême de
tness implicite correspondant simplement à l'opposition mort/survie-
reproduction.
 L'axe externe-interne met en jeu la capacité de l'individu à calculer
lui-même (tness interne) ou non les variables et contraintes qui inter-
viennent dans la tness (et par suite concourent à sa sélection). Les
2. En anglais, Fitness Space.
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variables externes sont un point crucial dans le passage de la simulation
au réel (un agent simulé peut tout calculer par lui-même, pas un robot).
Le positionnement d'une fonction de tness suivant ces trois axes varie
considérablement selon le point de vue adopté : une approche orientée ingénie-
rie préférera une évaluation fonctionnelle, explicite et externe, tandis qu'une
démarche inspirée par la Vie Articielle passe par l'utilisation d'une tness
essentiellement comportementale, implicite et interne (Nolfi et Floreano
2000, chapitre 3).
En raison des prérequis de l'Éthogénétique, le modèle ATNoSFERES se
prête facilement à la première approche.
Toutefois, parce qu'il est constitué entièrement d'agents, dont les com-
portements sont tous décrits par une structure d'ATN susceptible d'évoluer,
ATNoSFERES permet également de donner au système de plus en plus d'auto-
nomie en lui permettant de faire évoluer les opérateurs génétiques, les méca-
nismes d'expression génétique, de parcours de l'ATN, etc.
Cela ne se fera certainement pas d'emblée. Les êtres vivants, capables
d'une autonomie gigantesque, ne font pas  n'importe quoi  : ils se sont dotés
au cours de leur histoire de dispositifs de protection, de verrouillage, qui évitent
de sombrer dans le chaos, c'est-à-dire la mort.
Pour un système informatique, le chaos se traduit au mieux par l'impos-
sibilité de comprendre ce qui se passe dans le système, de donner sens à ses
actions, et par suite de l'utiliser.
Aussi, l'introduction d'autonomie dans un modèle éthogénétique est pos-
sible, mais elle devra être progressive. Ce sera la prochaine étape dans nos
recherches.
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Tab. 11.7  Lexèmes d'actions et de conditions de la classe BuilderAgent.
Actions
getChromosome!
prend dans l'environnement un chro-
mosome à traduire (target) ; si échec,
provoque #failure, sinon le place dans
cytoplasm.
getClass!
prend dans l'environnement une classe
d'agent dont on veut construire des
instances (client) ; si échec, pro-
voque #failure, sinon la place dans
cytoplasm.
makeGeneticCode!
lit le code génétique associé à la classe
trouvée (client) et le place dans
cytoplasm.
outputAgents!
recherche des agents dans cytoplasm
(qu'un InterpreterAgent y a norma-
lement placés), et les transfère dans son
propre environnement.
forgetClass!
 oublie  la classe client.
forgetChromosome!
 oublie  le chromosome en le rejetant
dans l'environnement.
Conditions
success?
vrai si l'agent est dans l'état #success
failure?
vrai si l'agent est dans l'état #failure
Actions génériques
create:
crée comme organite une instance de la
classe passée en argument.
wakeUp:
fait passer (si possible) dans l'état
#ready un organite instance de la classe
passée en argument.
kill:
détruit si possible un organite instance
de la classe passée en argument.
Conditions génériques
sleeping:
indique si les organites instances de la
classe passée en argument sont dans
l'état #asleep.
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CONCLUSION
 Il se peut dire, avec apparence, qu'il y a une
ignorance abécédaire, qui va devant la science ; une
autre, doctorale, qui vient après la science : ignorance
que la science fait et engendre, tout ainsi comme elle
défait et détruit la première 
Montaigne. Essais, I.liv
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Synthèse et perspectives
Les recherches que nous avons présentées dans cette thèse doivent être
vues comme un point de départ, plutôt que comme un aboutissement. Au
terme de notre itinéraire, il nous reste en dénitive plus de questions que nous
n'en avions au commencement. C'est aussi que ces questions ne sont plus les
mêmes, preuve peut-être que notre travail aura quand même été fructueux.
Des modèles de construction sociale
En résumé, nous avons proposé plusieurs modèles permettant à des groupes
d'agents de se construire une organisation sociale adaptée à leurs besoins. Les
premiers d'entre eux se sont montrés ecaces pour reproduire des comporte-
ments sociaux observés eectivement chez les primates, dont la socialité res-
semble tant à celle de l'homme. Nous avons montré qu'ils permettaient une
reconnaissance des relations entre agents et pouvaient être appliqués à des si-
tuations assez diérentes  par exemple la construction collective d'un lexique.
Mais alors que nous pensions possible une transposition assez générale de
ces modèles à des applications situées dans un environnement physique, dans
le cadre du projet de robotique ouverte MICRobES, nous avons dû nalement
constater que les contraintes spéciques à une telle situation remettaient en
question la pertinence d'une simple transposition. L'immersion d'un système
informatique, distribué ou non, dans un objet physique lui-même placé dans
un environnement complexe pose un problème qui ne relève plus de la simple
ingénierie : il faut lui donner les caractéristiques adaptatives d'un être vivant.
Nous avons donc été amené à revoir nos hypothèses et à proposer un mo-
dèle reposant sur de nouvelles métaphores, elles aussi empruntées à l'éthologie,
celles de développement et d'évolution au sein de SMA situés. Les expériences
menées sur ce modèle (ATNoSFERES) en sont encore à leurs débuts et, comme
nous l'avons signalé, il reste encore de nombreux points à explorer. Toutefois,
nous avons déjà montré que nous pouvions obtenir les propriétés souhaitées.
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Le rôle de la métaphore
 Une science qui accepte les images est, plus que
tout autre, victime des métaphores. Aussi l'esprit
scientique doit-il sans cesse lutter contre les images,
contre les analogies, contre les métaphores. 
Bachelard. La formation de l'esprit scientique
Comment ! Mais, au cours de nos travaux, nous n'avons cessé d'utiliser
des métaphores : métaphore des comportements de primates pour rechercher
des modes d'organisation sociale intéressants ; métaphore des phéromones pour
concevoir les modèles utilisés en simulation ; métaphore du corps pour les ro-
bots ; métaphore encore de l'organisme qui se développe ; métaphore toujours
de l'écosystème qui évolue ; métaphore enn de la synthèse des protéines et
de la cellule. Et combien d'autres, que nous n'avons pas nous-même inventées,
n'avons-nous pas rencontrées en chemin, à commencer par la première d'entre
elles : la métaphore de l'agent !
Comment comprendre le mot de Bachelard? Nous sentons bien qu'il a
raison, que la physique ne serait pas la science empirique par excellence si elle
faisait usage de concepts ous et d'analogies, que certaines disciplines comme
la biologie (avec sa métaphore de l'ADN-programme) peuvent eectivement
s'enfermer dans des images erronées (Atlan 1999; Kupiec et Sonigo 2000)
et gagneraient à leur abandon.
Mais alors, qu'est-ce qui nous autorise à penser qu'il en va diéremment
de l'IAD?
Il nous semble que l'informatique a un statut ambivalent. Elle relève
à la fois des sciences empiriques et des mathématiques. En eet, comme les
mathématiques, elle construit ses propres objets d'étude ; mais en même temps
elle étudie ces objets non pas sur leurs propriétés intrinsèques mais sur leur
comportement, à travers une démarche expérimentale.
Aussi, lorsque l'informatique utilise des métaphores, elle ne se contente
pas d'importer une image au contenu vague  ce que Bachelard appelle une
 rêverie . Elle construit un concept calculable qu'elle baptise par analogie avec
un phénomène naturel. La métaphore au sens informatique est donc avant tout
une reconstruction du réel. Elle est manipulable à volonté, les mécanismes qui
la sous-tendent (algorithme) sont explicites, elle permet d'abord de donner un
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sens intuitif à un modèle formel destiné à se déployer par le calcul. C'est à ce
titre qu'elle constitue un outil fécond et non comme dans d'autres disciplines
un obstacle épistémologique.
Au reste, Bachelard critique avant tout l'usage explicatif des méta-
phores :  on ne se borne pas à décrire par un mot, on explique par une pensée 
(op. cit.) et n'est pas hostile à leur usage  mathématisé  :  La résistance
électrique est une résistance épurée par une dénition précise, elle est incor-
porée dans une théorie mathématique qui en limite toute extension abusive 
(op. cit.). L'informatique peut à l'évidence parvenir aux même résultats.
Un  discours de la méthode 
 Franz Kafka l'a dit avant nous : il y a un but, mais
il n'y a aucun parcours ; nous nommons parcours nos
dubitations 
Georges Perec. La disparition
Plus encore que les modèles informatiques, c'est sans doute la démarche
méthodologique qui a évolué au cours de nos travaux. Nous pouvons distin-
guer quelques principes généraux qui restent féconds en toutes circonstances :
parcimonie, incrémentalité, et démarche expérimentale.
Cela tient au fait que l'IAD telle que nous l'avons abordée (c'est-à-dire es-
sentiellement dans une perspective constructiviste) apparaît bien comme une
science empirique en rapports étroits avec l'Éthologie. Le lien entre IAD et
Éthologie est triple. Il tient d'abord évidemment à un objet d'étude commun :
le comportement d'entités soit naturelles, soit articielles, dans leur environ-
nement.
Il est ensuite un dialogue interdisciplinaire qui est à l'origine de la dé-
nition d'un  cercle vertueux  (Drogoul 2000) des recherches sur les SMA,
qui consiste à rechercher dans les systèmes naturels des phénomènes évoquant
des problématiques d'IAD, concevoir des modèles pour les simuler, transposer
ces modèles à d'autres applications distribuées, et enn réutiliser les nouveaux
concepts informatiques pour l'étude des phénomènes naturels.
Nous avons montré que la transposition n'est possible que si un certain
nombre d'hypothèses implicites restent vériées dans les deux situations. Cela
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ne remet pas en cause le  cercle vertueux  en lui-même, en tant que dyna-
mique de confrontation et d'échange des deux disciplines.
Enn, le lien est également épistémologique et méthodologique. Les sché-
mas explicatifs éthologiques (cf. tableau 2.1 page 19) sont de puissants ou-
tils car ils permettent de passer d'une interprétation naliste et intentionnelle
d'un comportement à ses causes eectives, et vice-versa. A. Drogoul a déjà
souligné comment cette dialectique entre mécanisme et fonction pouvait être
exploitée d'un point de vue méthodologique pour la conception d'applications
multi-agents (Drogoul 2000).
Nous avons pour notre part montré l'intérêt des schémas  historiques 
de l'Éthologie (reposant sur les concepts d'ontogenèse et de phylogenèse) pour
la  conception automatique  de systèmes adaptés à un environnement com-
plexe. Bien souvent, le choix d'une architecture (réactive ou cognitive) tient
plus à l'appartenance à une école qu'à un besoin justié. L'utilisation d'un
processus sélectionniste place le concepteur à un tout autre niveau : ce sont
les agents eux-mêmes qui, progressivement, vont adopter une architecture qui
répondra à une nécessité.
Il serait toutefois réducteur de ne voir dans la dialectique IAD-Éthologie
qu'un intérêt méthodologique. En fait, la physique, puis la biologie, se sont
construites en s'arrachant à une vision aristotélicienne du monde, processus
qui n'est pas encore tout à fait achevé (Kupiec et Sonigo 2000). Le cosmos
aristotélicien, s'exprimant en termes téléologiques, avait comme toute interpré-
tation intentionnelle l'avantage d'être plus intuitif, plus directement intelligible
qu'un monde galiléen reposant sur des lois universelles.
À l'inverse, la modélisation par objets (Perrot 1998) et a fortiori par
agents recrée un monde aristotélicien. Mais celui-ci n'existe que dans la me-
sure où nous le construisons : le double schéma mécanisme/n permet alors de
concilier deux visions du monde. Simuler des phénomènes naturels au moyen
d'agents, c'est leur donner une intelligibilité nouvelle (la fonction du compor-
tement) tout en garantissant leur ancrage empirique (les causes ecientes de
ce comportement).
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Vers une informatique non-déterministe?
La question de l'organisation d'un système est l'une des plus complexes
qui se pose depuis quelques années aux sciences empiriques et humaines : phy-
sique, biologie, sociologie, économie... et depuis moins longtemps à l'informa-
tique. Pourtant, avec le mouvement qui a progressivement conduit à l'informa-
tique répartie et aux SMA, on a vu s'accroître l'imprévisibilité des systèmes.
Pendant des années l'informatique a cherché à s'en aranchir, par un recours
assez systématique à la Spécication et autres méthodes contribuant à ger le
comportement d'un système en vue d'un nombre restreint de fonctions.
Pourtant, il est vraisemblable qu'il faudra à un moment ou à un autre se
donner les moyens de comprendre le fonctionnement de systèmes non détermi-
nistes : d'abord, parce c'est une tendance forte de l'informatique, notamment
en raison du développement d'applications  situées , en interaction les unes
avec les autres dans des environnements imprévisibles ; mais aussi parce que
c'est sans doute le seul moyen d'aborder la modélisation de phénomènes natu-
rels complexes (Cardon 1999).
Nous espérons que des modèles comme ceux issus de l'Éthogénétique
contribueront à cette évolution, à travers la recherche expérimentale des moyens
de donner aux systèmes informatiques une autonomie toujours croissante.
Perspectives de recherche
Les modèles et principes que nous avons dénis, mis en ÷uvre et expéri-
mentés nous amènent à nous pencher sur les orientations à donner désormais
à nos travaux.
L'Éthogénétique leur fournira sans doute le cadre le plus fructueux dans
les prochaines années, au prix certainement d'une étude plus précise de ses
caractéristiques et propriétés. Issue du projet MICRobES, elle a naturellement
vocation à être expérimentée dans le cadre de la Robotique Collective Ouverte,
pour poursuivre les travaux sur la socialité et la corporéité.
Ceci dit, il serait envisageable de l'appliquer à nos travaux de simulation :
ainsi, pour poursuivre la dynamique générale du  cercle vertueux , nous
pourrions par exemple nous interroger sur la phylogenèse des comportements
sociaux chez les primates et étudier, au moyen d'ATNoSFERES, les conditions
de leur apparition.
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D'une manière plus générale, l'Éthogénétique concilie deux paradigmes
souvent distincts : d'un côté, les algorithmes évolutionnistes qui permettent
d'aborder la résolution de problèmes et l'adaptation de comportements ; de
l'autre, l'approche distribuée, multi-agent, approche privilégiée pour la simu-
lation dans les sciences de la vie.
Ces deux voies sont complémentaires et nous devrons les explorer en
parallèle au cours des prochaines années pour approfondir et élargir les ques-
tionnements esquissés dans cette thèse.
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