Introduction
Let Jbea real linear space of dimension greater than 1 and let ||., .|| be a real-valued function on X X X satisfying the following conditions:
(Nj) ||x,j/|| = 0 if and only if x and y are linearly dependent, (N 2 )||x, 2/ 11 = 112/, (N 3 ) ||ax,j/|| = |a|||x,2/||, where a is real, (N4) ||x + y, z|| < ||x, z\\ 4-||j/, z||. Then ||., .|| is called a 2-norm on X and (X, ||., .||) a linear 2-normed space. Some of the basic properties of the 2-norm are that they are non-negative and ||x,j/-(-ax|| = ||x,j/|| for every x,y € X and every real number a ( [9] ).
A concept which is closely related to linear 2-normed space is that of 2-inner product spaces. For a linear space X of dimension greater than 1, let (., .|.) be a real-valued function on X x X x X which satisfies the following conditions:
(11) (x,x|z)> 0, (x,x|z) = 0 if and only if x and z are linearly dependent, (1 2 ) (x,x|z) = (z,z|x), (1 3 ) (x, y\z) = (j/,x|z), (14) (ax, y\z) = a(x, y\z), where a is real, (1 5 ) (x -I-x', y\z) = (x, y\z) + (x', y\z). Then is called a 2-inner product and (X, (., .|.)) is a 2-inner product space (or 2-pre-Hilbert space).
The concept of linear 2-normed spaces was introduced by S. Gahler ( [9] ) and that of 2-inner product spaces by C. Diminnie, S. Gahler and A. White ( [3] ). The concepts are 2-dimensional analogoues of the concepts of normed linear spaces and inner product spaces.
In [3] , it is shown that the function
is a 2-norm on (X, (.,.).)), i.e., every 2-inner product space is a linear 2-normed space but not every 2-norm arises in this way.
Some basic properties of the 2-inner product are the following ( [3] , [4] ):
(1) For ail x, y, z € X,
For all x, y, z € X and a real number a,
A linear 2-normed space (X, ||.,.||) is said to be 2-pre-Hilbertian if the norm of X is derived from a 2-inner product.
1. Franic ( [8] ), S.A. Mariadoss ([13] ), R. Ravi ([19] ) and others obtained some results in linear 2-normed spaces which are similar to the results concerning the best approximation theory in normed linear spaces ( [1] , [10] , [14] , [15] , [17] , [20] and [21] ).
In this paper, motivated by some of the results of M.M. Day ([7] ), R.C. James ([11] ), P.L. Papini ([16] ) and T. Precupanu ([18] ), we give some conditions for a linear 2-normed space to be 2-pre-Hilbertian and also some relations between orthogonality and best approximation by using Gateaux derivatives.
Gateaux derivatives and orthogonality
Let (X, ||.,.||) be a linear 2-normed space and V(x,y) be a subspace of X generated by x and y in X. For all x, y 6 X, define for any real t and z £ V(x, y).
Then the functional n(x, 2/|^)(i) is non-decreasing of the real positive variable t for any fixed x,y in X and for arbitrary z in X. Moreover,
is called the Gateaux derivative of the 2-norm ||.,.|| at (x,z) in the direction y. Further, the 2-norm ||.,.|| is said to be Gateaux differentiable at (x,z) in the direction y if this limit exists. Some properties of n(.,.)(.) are given in the following:
THEOREM 2.1 ([2]). For every x,y in X and z V(x,y), we have the following properties:
(1) |n(x,z)(y)|< ||y,z||, It is easy to see that (X, ||., .||)is smooth if and only if one of the following conditions holds:
(
An element x of a linear 2-normed space (X, ||., .||)is said to be orthogonal (also called B-orthogonal, see [12] ) to a given element y of X (write x_L z y) if ||x + ay, z\\ > ||x, z\\ for all a G R and z £ V{x, y). An element x £ X is said to be orthogonal to a subset G of X (write x_L z (7) if xL z y for all y in G.
A linear 2-normed space (X, ||., .||) is said to be strictly convex ( [5] ) if the conditions ||x, z\\ = ||j/, z\\ = ||x + y, z\\/2 and z & V(x, y) imply that x = y.
Further characterizations of strict convexity in linear 2-normed space are given in [2] and [6] .
It is easy to see that if a linear 2-normed space (X, ||.,.||) is 2-pre-Hilbertian, then the 2-inner product (., .|.) is given by ||x, 2||n(x, z)(y) for all x,y,z G X. In fact, if (X, (., .|.)) ¡ s a 2-inner product space and 
Moreover, a linear 2-normed space (X, ||.,.||) is 2-pre-Hilbertian if and only if xlzy
implies y±zx for ail x,y G X and z £ V(x,y) with ||x,z|| =
IIMI = 1 ([2])-

LEMMA 2.2 ([2]). Let (X, ||., .||) be a linear 2-normed space. The following statements are equivalent: (1) The condition n{x,z){y)
= 0 implies that n{y,z)(x) = 0 for allx,y € X and z £ V{x, y) with ||x, z|| = ||y, z|| = 1; (2) (X, ||.,.||) is smooth and condition x±zy implies that ylzx for all x,y e X and z £ V{x, y) with ||x, z|| = ||j /, z|| = 1.
LEMMA 2.3 ([2]). A smooth linear 2-normed space (X, ||.,.||) is 2-preHilbertian if and only if n(x,z)(y) = n(y,z)(x) for all x, y € X and z ^ V{x,y) with \\x,z\\ = ||î/,z|| = 1.
By using Lemmas 2.2 and 2.3, we have the following: Thus, by Lemma 2.2, n(ax + y, z)(x) = 0 and so we obtain ||ax + y, z\\ = n(ax + y, z){ax + y) = n(ctz + y, z){y) < ||y, z\\ = 1, which is a contradition. Therefore, by Lemma 2.3, (X, ||., ,||) is 2-pre-Hilbertian. This completes the proof.
Orthogonality and best approximations
Let (X, ||.,.||) be a linear 2-normed space with dimX > 3 and [z,Cx] be the subspace of X generated by x and the elements of G. The set of all elements of best approximation of x by G with respect to z is denoted by PG, z {X)', that is, for all g G G and z £ X \ [x,G],
EXAMPLE ( [18] ). Let X = R 3 with the vector addition and scalar multiplication defined componentwise and the 2-norm defined on X as follows: for x = (ai,&!,£!) and y = (a 2 ,&2,c 2 ) G X, ||x,j/|| = max{|ai& 2 -a 2 6i|, |i>ic 2 -62C1I, |aic 2 -a 2 Ci|}. For further details on the best approximations in linear 2-normed spaces, we refer the reader to [8] , [13] and [19] and, now we give our main results which extend the results of [16] to linear 2-normed spaces. 
