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Abstract
Due to physical and biological constraints and requirements on the minimum resolution
and signal-to-noise ratio (SNR), the acquisition time is relatively long in magnetic
resonance imaging (MRI). Consequently, a limited number of pulse sequences can be run
in a clinical MRI session because of constraints on the total acquisition time due to
patient comfort and cost considerations. Therefore, it is strongly desired to reduce the
acquisition time without compromising the reconstruction quality. This thesis concerns
under-sampled reconstruction techniques for acceleration of MRI acquisitions, i.e.,
parallel imaging and compressed sensing.
While compressed sensing MRI reconstructions are commonly regularized by penalizing
the decimated wavelet transform coefficients, it is shown in this thesis that the visual
artifacts, associated with the lack of translation-invariance of the wavelet basis in the
decimated form, can be avoided by penalizing the undecimated wavelet transform
coefficients, i.e., the stationary wavelet transform (SWT). An iterative SWT thresholding
algorithm for combined SWT-regularized compressed sensing and parallel imaging
reconstruction is presented. Additionally, it is shown that in MRI applications involving
multiple sequential acquisitions, e.g., quantitative T1/T2 mapping, the correlation
between the successive acquisitions can be incorporated as an additional constraint for
joint under-sampled reconstruction, resulting in improved reconstruction performance.
While quantitative measures of quality, e.g., reconstruction error with respect to the fullysampled reference, are commonly used for performance evaluation and comparison of
under-sampled reconstructions, this thesis shows that such quantitative measures do not
necessarily correlate with the subjective quality of reconstruction as perceived by
radiologists and other expert end users. Therefore, unless accompanied by subjective
evaluations, quantitative quality measurements/comparisons will be of limited clinical
impact. The results of experiments aimed at subjective evaluation/comparison of different
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under-sampled reconstructions for specific clinical neuroimaging MRI applications are
presented in this thesis.
One motivation behind the current work was to reduce the acquisition time for relaxation
mapping techniques DESPOT1 and DESPOT2. This work also includes a modification to
the Driven Equilibrium Single Pulse Observation of T1 with high-speed incorporation of
RF field inhomogeneities (DESPOT1-HIFI), resulting in more accurate estimation of T1
values at high strength (3T and higher) magnetic fields.
Keywords- Magnetic resonance imaging, Sparse recovery, Compressed sensing, Parallel
imaging, Quantitative MRI, Driven equilibrium single pulse observation of T1/T2
(DESPOT1/DESPOT2), Clinical MRI quality assessment
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1 Introduction
Patient comfort and cost considerations limit the total acceptable acquisition time in
magnetic resonance imaging (MRI). On the other hand, it is often desired to have highresolution images with high signal-to-noise ratio (SNR). However, the SNR in MRI is
proportional to the voxel volume and the square root of the acquisition time [1].
Consequently, this requirement limits the number of pulse sequences that can be run on a
patient in a clinical examination without the scan time becoming excessive. Therefore, it
is strongly desired to reduce the acquisition time without compromising the resolution
and the SNR.
Furthermore, rapid acquisitions are often desirable to reduce motion artifacts, particularly
in applications such as pediatric imaging or cardiac MRI.
There exist several MRI applications that require multiple acquisitions of an object, e.g.,
T1/T2 mapping [2]–[5], in which maintaining an acceptable acquisition time, while also
maintaining an acceptable resolution and SNR, may become of particular concern. For
example, a typical study for surgical treatment of epilepsy with image guidance may
consist of several acquisitions for T1 and T2 mapping, diffusion tensor imaging (DTI),
and fMRI, in addition to regular clinical acquisitions. While each of these datasets can be
acquired in about 10 minutes, which is acceptable for an MRI scan if it was the only
pulse sequence to be run, once other acquisitions are added the total time may become
excessive. Indeed, this work was partly motivated by the excessive pre-operative image
acquisition time for the surgical treatment planning of epilepsy.
Accelerating MR acquisitions has been a primary goal of research since the introduction
of this modality. Pulse sequences have been modified ever since in an effort to shorten
the acquisition time. The simplest modification is to shorten the repetition time, TR, by
using stronger gradients (and small flip angles) [6]. However, not only is the gradient
strength limited by engineering limitations but also there are physiological considerations
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associated with the rate of switching of the gradients due to the possibility of peripheral
nerve stimulation [7].

(a) Gradient recalled echo (GRE)

(b) Echo planar imaging (EPI)

Figure 1.1- A typical Gradient Recalled Echo (GRE) brain image and its echo train
version known as Echo Planar Imaging (EPI). The entire EPI image is acquired with a
single echo train. The images illustrate quality losses due to echo train imaging. (Figure
from [7] with permission from the publisher doi:10.1088/0031-9155/52/7/R01)
Another complementary approach is the acquisition of more than one phase-encode line
after each excitation during each repetition time. Such pulse sequences are commonly
known as echo train sequences [8]–[14]. While echo train imaging results in impressive
reductions in the acquisition time, these reductions are often achieved at the expense of
compromising the contrast and in some cases introducing image distortions. For example,
Figure 1.1 shows a brain image acquired using a Gradient Recalled Echo (GRE) pulse
sequence and an echo train version of this pulse sequence, known as Echo Planar
Imaging (EPI). The images illustrate the loss of quality with echo train imaging.
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Figure 1.2- Pictorial illustration of under-sampled k-space reconstruction. Reconstruction
by simple zero-padding in k-space results in aliasing artifacts in the spatial domain
image. Nevertheless, the missing k-space data can be interpolated based on a priori
constraints in order to obtain reasonable reconstructions.
Another class of accelerating approaches reduces the acquisition time by acquiring undersampled data and reconstructing the missing data based on a priori knowledge or
constraints on the data. The procedure is pictorially illustrated in Figure 1.2. Parallel
imaging [7] and Compressed sensing [15], [16] are two major categories of such
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approaches, where the former is based on the knowledge of the coil sensitivity profiles
and the latter is based on the sparsity of the image in a transform domain. In this thesis
both approaches are considered, individually and in combination.
The aforementioned concepts of compressed sensing and parallel imaging are briefly
introduced in sections 1.4 and 1.5, respectively. Before that, however, due to the
importance of a general knowledge of the physics of MRI for following the rest of this
thesis, a brief introduction to MRI physics is provided in sections 1.2 and 1.3.

1.1 Thesis objectives
One of the main objectives of this work is to introduce under-sampled MRI
reconstruction techniques for accelerating MRI acquisitions. To this end, various
reconstruction constraints are employed, depending on the application, to regularize the
inverse problem. The following constraints are particularly considered:
1. Sparsity in a transform domain: Sparse representations of MR images can be
obtained in appropriate transform domains. A reconstruction can therefore be
obtained by regularizing the inverse problem by penalizing the sparsity in the
sparse transform domain (Compressed sensing).
2. Coil sensitivity profiles: If data are acquired with multiple receive coils, the
sensitivity profiles can be used for under-sampled reconstruction with Parallel
imaging. In multiple-coil acquisitions the best reconstruction performance is
achieved by simultaneously incorporating coil sensitivities and sparsity
constraints.
3. Structural similarity between multiple sequential acquisitions: In applications
involving multiple sequential acquisitions, e.g., Quantitative MRI: T1/T2
mapping, the structural similarity between sequential acquisitions can be
incorporated as an additional reconstruction constraint to achieve improved
reconstruction performance.
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Furthermore, an important aspect of under-sampled reconstructions is the assessment of
the reconstruction quality. While quantitative quality measures such as the reconstruction
error with respect to the fully-sampled reference or the signal-to-noise ratio (SNR) are
commonly used, these measures do not always correlate with the perceptual quality
judgment of radiologists and other end users with respect to employing the images for
diagnostic purposes (see chapter 5). Therefore, unless accompanied by subjective
measurements, such quantitative measures are of limited clinical impact. Subjective
quality assessment of under-sampled reconstructions is another major objective of this
thesis.

1.2 Introduction to magnetic resonance imaging (MRI)
1.2.1 Basic nuclear magnetic resonance (NMR) physics
Magnetic resonance imaging is based on the interaction of a nuclear spin with external
magnetic fields. All atomic nuclei consist of nucleons (protons and neutrons) that possess
a quantum mechanical property called spin. If the nucleus consists of an odd number of
nucleons, the nuclear spin is greater than zero, the nucleus is NMR-active, and a
magnetic dipole moment, or simply a magnetic moment, can be associated with the
nucleus. The dominant nucleus in biological tissues is the proton in hydrogen. The
interaction of the NMR-active nuclei, e.g., the proton, with the external magnetic field
results in the precession1 of the spin about the external field direction, which is called the
Larmor precession.
The Larmor precession occurs at a specific frequency, called the Larmor frequency,
which depends on the strength of the external magnetic field and the characteristics of the
nucleus:
(1.1)

1

By definition, precession is the circular motion of the axis of rotation of a spinning body
around another fixed axis caused by the application of a torque in the direction of
precession [17].
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where

is the Larmor frequency,

is the external magnetic field, and

is a constant

called the gyro-magnetic ratio, which depends on the nucleus involved.
for hydrogen [17].
In a classical picture, the precession of the spins around the magnetic field occurs out of
phase with each other in the presence of a static external magnetic field,

. This out-of-

phase precession results in a net macroscopic magnetization in the direction of the
external magnetic field, i.e., the longitudinal direction, since the transverse magnetization
components cancel out due to the out-of-phase precession2. This is usually referred to as
the equilibrium magnetization, denoted by

. Note that, by definition, magnetization is

a vector field equal to the volume density of permanent or induced magnetic dipole
moments in a magnetic material.
To detect this magnetization, it can be rotated away from its alignment along the

axis

by applying a radio frequency (RF) magnetic field for a short time, i.e., an RF pulse, with
its frequency tuned to the Larmor frequency, i.e., the resonance frequency (Figure 1.3).
The RF pulse is produced by an RF transmit coil, which is often used as the receive coil
as well. The RF magnetic field is also referred to as the

field. The duration and power

of the RF pulse determines the flip angle by which the magnetization is rotated.
The application of the RF pulse tilts the net macroscopic magnetization away from the
direction, resulting in a net (macroscopic) transverse magnetization component
precessing at the Larmor frequency. The produced magnetic field precesses along with
the magnetization, yielding a changing flux in the receive coil and therefore a current
based on the Faraday’s law.

2

The
direction is referred to as the longitudinal direction and is often assumed to be in
the direction of the -axis. Perpendicular to the
direction is the transverse plane, i.e.,
the -plane.
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Figure 1.3- The magnetization vector is tilted away from the longitudinal equilibrium in
the

direction towards the transverse plane by the application of an RF pulse,

, at the

Larmor (resonance) frequency.
1.2.2 Spatial encoding
The goal of imaging is to correlate a series of signal measurements with the spatial
locations of the various sources [17]. This can be achieved by the addition of a spatially
changing magnetic field across the sample to produce a signal with varying frequency
components according to
(1.2)
where

denotes the spatial coordinate along the direction of the gradient of the field.

This makes it possible to localize the source by encoding the source location into the
frequency or phase. This encoding is carried out by constructing gradient coils that
change the original filed

linearly in the gradient directions (Figure 1.4). That is,
(1.3)
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where

is the gradient of the field in the direction of the applied gradient field.

Therefore:
⏟

Or, noting that the first term,

(1.4)

⏟

, is a constant independent of the location, equation 1.4

can be expressed in terms of a continuous accumulation of phase difference:
∫

∫

(1.5)

Figure 1.4- Frequency/phase encoding of the image position by the application of a linear
gradient magnetic field. Left:

only- all nuclei precess at the same frequency. Right:

- the precession frequency is linearly dependent on the position.
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As described later in section 1.2.3, such linear encoding simplifies the mapping between
the signal space and the image position space to taking a Fourier transform.
The Fourier transform of the detected signal is a projection of the object onto the

axis.

Therefore, a projection reconstruction of the object can theoretically be obtained by
repeating the acquisitions while applying gradients at different orientations.
1.2.3 K-space
The frequency domain is often referred to as k-space in the MRI literature. While based
on the above discussion it is possible to acquire projections through the object by
changing the direction of the gradient and reconstruct the image similar to computed
tomography (CT)3, in practice the image is often reconstructed by filling in a grid of 2D
Fourier data and taking the inverse Fourier transform:
Assume a 2D grid in the

direction, corresponding to the 2D Fourier data of a 2D

image or a slice of the 3D object. As described above, a phase-encoded signal can be
acquired by applying a gradient in the

direction during the signal acquisition.

Nevertheless, while this phase encoding results in localization in the

direction, the

detected signal does not contain any localization information in the direction of the
coordinate.
Consider applying a second gradient

along the

direction) for a short period just before

. The resonance frequency of the nuclei will be

altered depending on their position along the
a phase difference during the period that

axis, which results in the accumulation of

is on. The phase incurred depends on the

strength of the gradient and the time during which
localization information along the

3

axis (perpendicular to the

was on, and can provide

direction. The signal is then “read” while

is on.

In theory, projection reconstruction can be done either using filtered-back projection or,
based on the central section theorem, by re-binning the frequency domain data and taking
an inverse Fourier transform.
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The direction of

is often called the phase-encode direction and the direction of

the

readout direction.
The received RF signal is the superposition of all the precessing magnetization vectors
within the sensitivity range of the RF coil:
∬

(1.6)

Note that what can be measured is the difference in phase,
phase. Similar to equation (1.5),

, rather than the absolute

can be written in terms of the spatial location and the

magnetic gradients:
∫
∫

Letting

, and

∫

(1.7)

∫

, equation (1.6) becomes:

∬

(1.8)

which is essentially the Fourier transform of
us a point in

(

. In other words, the RF signal gives

)- the Fourier transform of

As described in section 1.2.5, by changing

and

.
through manipulation of the

gradients, all the points on k-space can be filled.
1.2.4

/

contrast

Once the RF pulse is turned off, the spins return to the lower energy state, i.e.,
equilibrium. Macroscopically, this is modeled by an exponential recovery of the
longitudinal component towards the equilibrium state:
(1.9)
where

is the longitudinal magnetization component.

P a g e | 11

Figure 1.5- The RF signal is usually sampled while the
in k-space point along the readout (

gradient is on, therefore filling

direction.

Furthermore, the spin-spin interactions cause slight differences in the net magnetic field,
which result in different precession frequencies and, consequently, dephasing of the
spins, which, in turn, results in a decay of the transverse magnetic field. The transverse
decay also follows an exponential curve:
(1.10)
where

is the transverse magnetization component.
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and

are the longitudinal and transverse relaxation time constants, also known as the

spin-lattice and spin-spin relaxation time, respectively.
These time constants are intrinsic properties of the material and, since the signal is read
during the relaxation, the difference in the relaxation time constants in different tissues
produces some contrast. In general, depending on the imaging pulse sequence, one
relaxation may become more dominant in terms of producing the contrast, and therefore
the image may be

- or

- or

weighted.

1.2.5 Magnetic resonance imaging
As described previously, K-space is filled by sampling the RF signal while changing
and

. The samples are usually acquired while

points along one line in the readout (

is on, therefore filling in k-space

direction (Figure 1.5).

To advance though different location in the phase-encode (
direction,

direction, a gradient in the

, is usually applied prior to readout. With the duration of the gradient pulse

held constant, the phase-encode position is controlled by varying the strength of the
gradient (Figure 1.6).
Typically after each RF excitation pulse, one or more k-space lines are acquired in the
readout direction. The entire k-space is filled by repeating this sequence.
1.2.5.1 Pulse sequence parameters
As an example, Figure 1.7 shows a schematic diagram of an RF spin echo pulse sequence
[18], in which 90˚ excitation pulses are used. The time between consecutive excitation
pulses is often referred to as the repetition time (TR). Note that in addition to the spinspin interactions described in section 1.2.4, local inhomogeneities of the main magnetic
field can result in additional dephasing. The overall effect results in a larger time constant
, often called the apparent

. Nevertheless, the latter effects can be reversed by the

application of a 180˚ RF pulse, resulting in the formation of a spin echo. The time from
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the excitation pulse (the 90˚ pulse in this case) to the formation of an echo is called the
echo time (TE).

Figure 1.6- With the duration of the gradient pulse held constant, the phase-encode
position is controlled by varying the strength of the gradient.
In addition, any magnetic field gradient results in additional dephasing of the spins,
which can be counteracted by the application of an inverse gradient, resulting in the
formation of a gradient echo (Figure 1.8). An RF spin echo pulse sequence is deliberately
designed so that the RF spin echo and the gradient echo occur simultaneously.

Figure 1.7- Schematic diagram of the RF spin echo pulse sequence.
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Figure 1.8- Schematic illustration of the formation of a gradient echo.
Not all pulse sequences involve a 180˚ RF refocussing pulse, in which case the decay of
the measured signal occurs with time constant

.

The reader is referred to [17], [19], [20] for a more thorough explanation of different
aspects of magnetic resonance imaging.

1.3 Quantitative MRI: T1/T2 mapping
While the contrast in an MR image may be due to the difference in

/

contrast of

different tissues, the intensity image does not necessarily provide the quantitative values
of the relaxation time constants
time constants

and

and

. Having a quantitative map of the relaxation

has immediate clinical applicability [21]. Such quantitative

/ maps are often estimated by acquiring multiple points on the exponential
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recovery/relaxation curves through multiple acquisitions, and fitting an exponential
function onto the acquired data points [22]. This procedure is usually referred to as
/ mapping.
1.3.1 DESPOT1/DESPOT2

and

mapping

/ techniques have been proposed [2]–[4], [22], [23], the

Although several

and

mapping techniques DESPOT1 and DESPOT2 developed by Deoni et al [5], which are
currently the most efficient quantitative mapping techniques [24], were particularly
considered in this thesis. Since DESPOT1 is employed in the future chapters, here a brief
overview is provided below.
1.3.1.1 DESPOT1
DESPOT1

mapping is based on the acquisition of two spoiled gradient recalled

(SPGR) images at the optimal flip angles [5].
The SPGR signal intensity,
repetition time,

, is a function of the longitudinal relaxation time,

,

, flip angle, . At steady state:
(1.11)
(

where
magnetization,
By holding

) , and

is a factor proportional to the equilibrium longitudinal

.
constant and incrementally increasing , a curve characterized by

generated, which can be represented in a linear form (

) as:
(1.12)

The slope,

, can be estimated by linear regression, from which
(1.13)

can be extracted:

is
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It has also been suggested that improved

accuracy can be achieved using weighted

linear regression [25], [26].

1.4 Parallel imaging
Parallel imaging is the use of multi-coil arrays (also called phased array coils) to
accelerate the MRI acquisition by acquiring under-sampled k-space data and filling in the
un-sampled points using the redundant data acquired by multiple coils and the coil
sensitivity profiles.
Parallel imaging techniques can be divided into two categories based on whether the
reconstruction takes place in the spatial domain or in the Fourier domain, i.e., in k-space.
SENSE (Sensitivity encoding) [27] is an example of the former where coil sensitivity
profiles are used to unfold under-sampling aliasing artifacts in the spatial domain after
taking the Fourier transform, and GRAPPA (generalized auto calibrating partially
parallel acquisition) [28] exemplifies the latter where coil sensitivity profiles are used to
fill in the missing k-space data before taking the Fourier transform.
Another categorization of parallel imaging techniques is based on whether the
sensitivities are measured directly or indirectly. In the direct approach, coil sensitivities
are explicitly calculated from the calibration data. In the indirect approach, however, coil
sensitivities are not explicitly calculated but rather the calibration data are used to
determine weights based on which the unknown k-space samples can be estimated from
the known samples. This inevitably requires a k-space based reconstruction. GRAPPA is
an example of calibration based on indirect sensitivity measurement. SENSE and
SMASH (simultaneous acquisition of spatial harmonics) [29] exemplify direct sensitivity
measurement where in SMASH reconstruction takes place in k-space.
1.4.1 SENSE
In SENSE coil sensitivities are directly used to unwrap the under-sampling aliasing
artifacts in the spatial domain. In the simplest form, k-space is under-sampled by
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increasing the distance between adjacent k-space lines in the phase-encode4 direction by a
factor

(the acceleration ratio), while maintaining the maximum extent of k-space. Since

field of view is inversely proportional to line spacing in k-space, this results in an

fold

reduction in field of view resulting in an aliased image. Mathematically, the undersampled image is a superposition of shifted replicas of the original image:
∑
where

⁄

(1.14)

is the original field of view.

With phased array coils, the signal produced by each coil is the signal from the object, ,
modulated by the coil sensitivity,

:
(1.15)

Therefore, assuming

receive coils and acceleration factor of , the signal measured by

each coil is given by:

(1.16)
Or in matrix form:
(1.17)
Figure 1.9 pictorially shows equations (1.16) (or (1.17)) for two coils with

4

.

Based on the discussion in section 1.2.3, in practice it is not possible to move from one
readout ( ) position to another without passing through the intervening positions and,
therefore, k-space under-sampling is carried out in the phase-encode ( ) direction only.
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Figure 1.9- Pictorial illustration of equation (1.16) for two coils and

. Each point on

the aliased image for each coil (left column) is the superposition of the corresponding
point on the original image modulated by the coil sensitivity (middle column) and a point
at half of field of view, ⁄ , shift (right column).
In general, equations (1.16) or (1.17) form a system of linear equations, which can be
solved for

provided

.

1.4.2 GRAPPA
In GRAPPA calibration data are used to obtain a kernel relating k-space points on each
coil to neighboring points over all coils. This kernel is then used to estimate un-sampled
points based on the neighboring sampled points.
Calibration data are obtained integral to the scan (and therefore called auto-calibration)
often by acquiring fully-sampled data at the center of k-space, amounting to a low
resolution fully-sampled acquisition, for all coils. The kernel, consisting of reconstruction
weights

, is obtained based on the following expression:
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(

)

∑ ∑ ∑

(1.18)

The size of the kernel is chosen by the user. A larger kernel results in increased
estimation accuracy at the expense of longer computation time. Figure 1.10 shows a
GRAPPA reconstruction with a 3x2 kernel.

Figure 1.10- Pictorial illustration of GRAPPA reconstruction with two coils and

.

Auto-calibration data are shown in red. Blue represents sampled k-space data points and
unsampled points are shown in grey. Once the kernel weights are found based on the
auto-calibration data (red arrows), they can used to fill in the missing data based on the
neighboring sampled points (black arrows). In this example a 3x2 kernel is used (red
box).
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1.5 Compressed sensing
Many natural images, including MR images, are compressible based on their sparsity in a
transform domain. In other words, there exist transform domains in which a large number
of the transformation coefficients are zero or negligibly small and the energy of the image
is concentrated in a few large coefficients. The small coefficients can be discarded
without noticeable loss in the quality of the image and the image can be represented by a
noticeably smaller number of coefficients (compression). Such transform-domain sparsity
has been commonly used as regularization constraint for under-sampled MR imaging
[15], [16]. These techniques are commonly known as compressed sensing (CS) [30],
[31].
In traditional compressed sensing, a convex norm5 is minimized constrained by
adherence to sampled k-space data. Traditional sparse reconstruction problems are often
formulated as an optimization problem:
‖
Where

‖ s.t. ‖

‖

denotes a sparsifying transform,

transform,

(1.19)

the reconstructed image,

the under-sampling operation in the Fourier domain, and

or sampled k-space data. The

the Fourier
the observed

norm is often chosen as it is convex and promotes

sparsity. In the absence of noise, and assuming sufficient sparsity in the underlying
image, the solution to this problem is equivalent to minimizing the
Frequently, total variation, the

pseudo-norm [32].

norm of the finite differences, is also included as

another convex cost function [33]:
‖

5

‖

s.t. ‖

‖

(1.20)

In a Euclidean space, an object is convex if for every pair of points within the object,
every point on the straight line segment that joins the pair of points is also within the
object.
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Many techniques have been used for solving these minimization problems including
interior point methods [34], conjugate gradient [15] and iterative soft thresholding [35].
More theoretical discussions on the application of iterative soft and hard thresholding for
solving optimization problems can be found in [35]–[37]. Furthermore, projections onto
convex sets (POCS) [38] algorithms have also been used to find the solution to this
problem [39].
Traditional POCS methods solve equation (1.19) by iteratively projecting the solution
onto convex sets in the Fourier and wavelet domains, where consistency with the
acquired k-space data and the wavelet sparsity are respectively re-enforced. Wavelet
sparsity is often re-enforced through the convex soft thresholding. In chapter 2 a similar
approach is used with stationary wavelet transform (SWT) [40], [41], which provides
superior reconstructions compared to the regular decimated wavelet transform (DWT).
POCS algorithms have been used for image restoration from partial data with nonlinear
constraints [42]. In [39], [43] the authors propose POCS-based parallel imaging MRI
reconstruction algorithms, which also allow the integration of additional constraints,
where in [39] the authors explicitly explore the -wavelet regularization.

1.6 Thesis outline
1.6.1 Chapter 2- Iterative stationary wavelet transform thresholding
reconstruction
In chapter 2 the reconstruction of a single under-sampled k-space dataset based on the
Sparsity in a transform domain and the Coil sensitivity profiles constraints described in
section 1.1 are considered. An Iterative stationary wavelet transform thresholding
algorithm is developed whereby the image is reconstructed by alternating between the
spatial, wavelet, and frequency domains, in which the coil sensitivity, wavelet sparsity,
and sampled k-space data consistency constraints are respectively re-enforced. While the
rationale behind the use of Iterative stationary wavelet transform thresholding for
Compressed sensing is more thoroughly explored in chapter 3, chapter 2 demonstrates
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how it can be incorporated in an Iterative stationary wavelet transform thresholding for
Under-sampled MRI reconstruction.
1.6.2 Chapter 3- Stationary wavelet transform for under-sampled MRI
reconstruction
As described in section 1.5, sparsity constraints are often incorporated as an

-penalty6

to regularize the Under-sampled MRI reconstruction inverse problem. While
conventionally the aforementioned

-penalty is imposed on the decimated wavelet

transform (DWT) coefficients, chapter 3 shows that this may result in visual artifacts,
e.g., pseudo-Gibbs ringing, most of which can be avoided by penalizing the stationary
wavelet transform (SWT) coefficients instead. It is shown that this holds with various
additional constraints, e.g., coil sensitivities and total variation, which may additionally
be assumed depending on the application. Furthermore, SWT-penalized reconstructions
generally result in lower error values and faster convergence compared to the DWTpenalized counterparts.
1.6.3 Chapter 4- Similarity-based joint reconstruction in multiple acquisition
problems with application to DESPOT1 T1 mapping
Chapter 4 demonstrates that in applications involving multiple acquisitions, e.g.,
Quantitative MRI: T1/T2 mapping, the similarity between consecutive acquisitions can
be used as an additional reconstruction constraint to achieve improved reconstruction
performance. To this end, an Iterative reconstruction algorithm is developed
incorporating both the similarity and wavelet sparsity constraints for under-sampled data
reconstruction.
Without loss of generality, the methods and results are demonstrated for human brain
DESPOT1 T1 mapping. It is shown that joint reconstruction based on the similarity in
addition to individual sparsity constraints results in reduced visual artifacts and
6

I.e., penalizing an

-norm, which is defined as:
‖ ‖

(∑| | )
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significantly lower reconstruction error compared to the traditional sparsity-based
individual reconstruction of the images. Additionally, while the individual reconstruction
fails to produce T1 maps even as accurate as a simple low-resolution acquisition, joint
reconstruction results in significantly lower T1 map errors than both the individual and
the low resolution reconstructions.
1.6.4 Chapter 5- Driven equilibrium single pulse observation of T1 with high-speed
incorporation of RF field inhomogeneities (DESPOT1-HIFI)
Frequent uses of the DESPOT1/DESPOT2

techniques during the

course of the work presented in this thesis, led to a closer inspection of these techniques
and the pulse sequences involved. This resulted in a modification to an extension of
DESPOT known as DESPOT-HIFI, which addresses some of the limitations of the
conventional DESPOT due to RF field inhomogeneities at high (3T and above) magnetic
fields (see section 5.1). The aforementioned modification is presented and validated on
phantom and in vivo human data in chapter 5.
1.6.5 Chapter 6- Subjective reconstruction quality assessment
While quantitative quality measures, e.g., normalized root mean square error (NRMSE),
contrast-to-noise ratio (CNR), and signal-to-noise ratio (SNR), are commonly used to
assess the quality of reconstruction and to compare different reconstructions with each
other, such quantitative measures do not necessarily correlated with perceptual quality
judgments made by radiologists and other end users of the medical images. Therefore, to
be of clinical impact, any quantitative quality assessment/comparison should be
accompanied by subjective evaluations that rate the reconstruction techniques in terms of
their ability to produce diagnostically meaningful images. In chapter 5, the results of a
number of experiments, carried out with the help of collaborating radiologists in order to
subjectively assess the quality of different under-sampled reconstructions, are presented
and compared against each other for specific applications. This chapter also demonstrates
the dependence of the reconstruction performance on the particular application involved.

P a g e | 24

1.7 References
[1] A. Macovski, “Noise in MRI,” Magn. Reson. Med., vol. 36, no. 3, pp. 494–497,
1996.
[2] C. Y. Tong and F. S. Prato, “A novel fast T1-mapping method,” J. Magn. Reson.
Imaging, vol. 4, no. 5, pp. 701–708, 1994.
[3] Z. Chen, F. S. Prato, and C. McKenzie, “T1 fast acquisition relaxation mapping
(T1-FARM): an optimized reconstruction,” IEEE Trans. Med. Imaging, vol. 17,
no. 2, pp. 155–160, Apr. 1998.
[4] C. A. McKenzie, Z. Chen, D. J. Drost, and F. S. Prato, “Fast acquisition of
quantitative T2 maps,” Magn. Reson. Med. Off. J. Soc. Magn. Reson. Med. Soc.
Magn. Reson. Med., vol. 41, no. 1, pp. 208–212, Jan. 1999.
[5] S. C. L. Deoni, B. K. Rutt, and T. M. Peters, “Rapid combinedT1 andT2 mapping
using gradient recalled acquisition in the steady state,” Magn. Reson. Med., vol.
49, no. 3, pp. 515–526, Mar. 2003.
[6] A. Haase, J. Frahm, D. Matthaei, W. Hanicke, and K.-D. Merboldt, “FLASH
imaging. Rapid NMR imaging using low flip-angle pulses,” J. Magn. Reson. 1969,
vol. 67, no. 2, pp. 258–266, Apr. 1986.
[7] D. J. Larkman and R. G. Nunes, “Parallel magnetic resonance imaging,” Phys.
Med. Biol., vol. 52, no. 7, pp. R15–55, Apr. 2007.
[8] P. Mansfield, “Multi-planar image formation using NMR spin echoes,” J. Phys. C
Solid State Phys., vol. 10, no. 3, p. L55, Feb. 1977.
[9] D. A. Feinberg and K. Oshio, “GRASE (gradient- and spin-echo) MR imaging: a
new fast clinical imaging technique.,” Radiology, vol. 181, no. 2, pp. 597–602,
Nov. 1991.
[10] K. Oshio and D. A. Feinberg, “GRASE (Gradient-and Spin-Echo) imaging: A novel
fast MRI technique,” Magn. Reson. Med., vol. 20, no. 2, pp. 344–349, 1991.
[11] C. T. W. Moonen, G. Liu, P. V. Gelderen, and G. Sobering, “A fast gradient-recalled
MRI technique with increased sensitivity to dynamic susceptibility effects,”
Magn. Reson. Med., vol. 26, no. 1, pp. 184–189, 1992.
[12] G. Liu, G. Sobering, A. W. Olson, P. Van Gelderen, and C. T. W. Moonen, “Fast
echo-shifted gradient-recalled MRI: Combining a short repetition time with
variable T2* weighting,” Magn. Reson. Med., vol. 30, no. 1, pp. 68–75, 1993.

P a g e | 25
[13] J. Hennig, “Multiecho imaging sequences with low refocusing flip angles,” J.
Magn. Reson. 1969, vol. 78, no. 3, pp. 397–407, Jul. 1988.
[14] J. Hennig, A. Nauerth, and H. Friedburg, “RARE imaging: A fast imaging method
for clinical MR,” Magn. Reson. Med., vol. 3, no. 6, pp. 823–833, 1986.
[15] M. Lustig, D. Donoho, and J. M. Pauly, “Sparse MRI: The application of
compressed sensing for rapid MR imaging,” Magn. Reson. Med., vol. 58, no. 6, pp.
1182–1195, Dec. 2007.
[16] M. Lustig, D. L. Donoho, J. M. Santos, and J. M. Pauly, “Compressed Sensing MRI,”
IEEE Signal Process. Mag., vol. 25, no. 2, pp. 72 –82, Mar. 2008.
[17] E. M. Haacke, R. W. Brown, M. R. Thompson, and R. Venkatesan, Magnetic
Resonance Imaging: Physical Principles and Sequence Design. Wiley, 1999.
[18] E. L. Hahn, “Spin Echoes,” Phys. Rev., vol. 80, no. 4, pp. 580–594, Nov. 1950.
[19] D. W. McRobbie, E. A. Moore, M. J. Graves, and M. R. Prince, MRI from Picture to
Proton. Cambridge University Press, 2006.
[20] M. A. Bernstein, K. F. King, and X. J. Zhou, Handbook of MRI Pulse Sequences.
Elsevier, 2004.
[21] S. C. L. Deoni, M. J. C. Josseau, B. K. Rutt, and T. M. Peters, “Visualization of
thalamic nuclei on high resolution, multi-averaged T1 and T2 maps acquired at
1.5 T,” Hum. Brain Mapp., vol. 25, no. 3, pp. 353–359, 2005.
[22] S. Meiboom and D. Gill, “Modified Spin‐Echo Method for Measuring Nuclear
Relaxation Times,” Rev. Sci. Instrum., vol. 29, no. 8, pp. 688–691, Aug. 1958.
[23] S. C. L. Deoni, “High-resolution T1 mapping of the brain at 3T with driven
equilibrium single pulse observation of T1 with high-speed incorporation of RF
field inhomogeneities (DESPOT1-HIFI),” J. Magn. Reson. Imaging JMRI, vol. 26,
no. 4, pp. 1106–1111, Oct. 2007.
[24] D. Ma, V. Gulani, N. Seiberlich, K. Liu, J. L. Sunshine, J. L. Duerk, and M. A.
Griswold, “Magnetic resonance fingerprinting,” Nature, vol. 495, no. 7440, pp.
187–192, Mar. 2013.
[25] S. C. L. Deoni, T. M. Peters, and B. K. Rutt, “Determination of optimal angles for
variable nutation proton magnetic spin-lattice, T1, and spin-spin, T2, relaxation
times measurement,” Magn. Reson. Med., vol. 51, no. 1, pp. 194–199, 2004.

P a g e | 26
[26] L.-C. Chang, C. G. Koay, P. J. Basser, and C. Pierpaoli, “Linear least-squares
method for unbiased estimation of T1 from SPGR signals,” Magn. Reson. Med.,
vol. 60, no. 2, pp. 496–501, 2008.
[27] K. P. Pruessmann, M. Weiger, M. B. Scheidegger, and P. Boesiger, “SENSE:
Sensitivity encoding for fast MRI,” Magn. Reson. Med., vol. 42, no. 5, pp. 952–
962, 1999.
[28] M. A. Griswold, P. M. Jakob, R. M. Heidemann, M. Nittka, V. Jellus, J. Wang, B.
Kiefer, and A. Haase, “Generalized autocalibrating partially parallel acquisitions
(GRAPPA),” Magn. Reson. Med., vol. 47, no. 6, pp. 1202–1210, 2002.
[29] D. K. Sodickson and W. J. Manning, “Simultaneous acquisition of spatial
harmonics (SMASH): Fast imaging with radiofrequency coil arrays,” Magn.
Reson. Med., vol. 38, no. 4, pp. 591–603, 1997.
[30] E. J. Candes and M. B. Wakin, “An Introduction To Compressive Sampling,”
Signal Process. Mag. IEEE, vol. 25, no. 2, pp. 21–30, 2008.
[31] D. L. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory, vol. 52, no. 4, pp.
1289 –1306, Apr. 2006.
[32] D. L. Donoho, “For most large underdetermined systems of equations, the
minimal l1-norm near-solution approximates the sparsest near-solution,”
Commun. Pure Appl. Math., vol. 59, no. 7, pp. 907–934, 2006.
[33] E. J. Candes, J. Romberg, and T. Tao, “Robust uncertainty principles: exact signal
reconstruction from highly incomplete frequency information,” Inf. Theory IEEE
Trans. On, vol. 52, no. 2, pp. 489–509, 2006.
[34] S. S. Chen, D. L. Donoho, and M. A. Saunders, “Atomic Decomposition by Basis
Pursuit,” SIAM Rev., vol. 43, no. 1, pp. 129–159, Jan. 2001.
[35] I. Daubechies, M. Defrise, and C. De Mol, “An iterative thresholding algorithm
for linear inverse problems with a sparsity constraint,” Commun. Pure Appl.
Math., vol. 57, no. 11, pp. 1413–1457, Nov. 2004.
[36] M. Fornasier and H. Rauhut, “Iterative thresholding algorithms,” Appl. Comput.
Harmon. Anal., vol. 25, no. 2, pp. 187–208, Sep. 2008.
[37] T. Blumensath and M. E. Davies, “Iterative hard thresholding for compressed
sensing,” Appl. Comput. Harmon. Anal., vol. 27, no. 3, pp. 265–274, Nov. 2009.
[38] L. G. Gubin, B. T. Polyak, and E. V. Raik, “The method of projections for finding
the common point of convex sets,” USSR Comput. Math. Math. Phys., vol. 7, no. 6,
pp. 1–24, 1967.

P a g e | 27
[39] M. Lustig and J. M. Pauly, “SPIRiT: Iterative self-consistent parallel imaging
reconstruction from arbitrary k-space,” Magn. Reson. Med., vol. 64, no. 2, pp.
457–471, 2010.
[40] G. P. Nason and B. W. Silverman, “The Stationary Wavelet Transform and some
Statistical Applications,” in Wavelets and Statistics, A. Antoniadis and G.
Oppenheim, Eds. Springer New York, 1995, pp. 281–299.
[41] J. Pesquet, H. Krim, and H. Carfantan, “Time-invariant orthonormal wavelet
representations,” IEEE Trans. Signal Process., vol. 44, no. 8, pp. 1964–1970,
1996.
[42] D. C. Youla and H. Webb, “Image Restoration by the Method of Convex
Projections: Part 1 #2014;Theory,” Med. Imaging IEEE Trans. On, vol. 1, no. 2,
pp. 81 –94, Oct. 1982.
[43] A. A. Samsonov, E. G. Kholmovski, D. L. Parker, and C. R. Johnson, “POCSENSE:
POCS-based reconstruction for sensitivity encoded magnetic resonance
imaging,” Magn. Reson. Med., vol. 52, no. 6, pp. 1397–1406, 2004.

P a g e | 28

2 Iterative stationary wavelet transform
thresholding reconstruction
In this chapter, an iterative stationary wavelet transform (SWT) [1], [2] thresholding
algorithm for Under-sampled MRI reconstruction based on wavelet sparsity [3], [4] and
coil sensitivity profiles in multiple coil acquisitions [5] is developed. SWT penalized
reconstructions are more thoroughly investigated in the next chapter, where I show that
SWT penalized reconstructions result in improved reconstruction performance compared
to the corresponding reconstruction obtained by penalizing the decimated wavelet
transform (DWT) coefficients. In particular, it is shown that some reconstruction artifacts
attributed to the translation-variance of DWT can be eliminated by SWT, which is a
translation-invariant wavelet transform [6]. In this chapter, however, SWT thresholding is
incorporated in an iterative thresholding algorithm [7] to obtain an Iterative stationary
wavelet transform thresholding reconstruction algorithm by alternating between the
frequency domain, in which the k-space data constraint is re-enforced, and the SWT
domain, in which the sparsity constraint is re-enforced. For more background on SWT
and the rationale behind the proposition to use SWT thresholding in the iterative
reconstruction algorithm, the reader is referred to the Introduction section of the next
chapter.

2.1 Introduction
2.1.1 Papoulis-Gerchberg reconstruction
The Papoulis-Gerchberg (P-G) reconstruction algorithm was originally developed for
reconstruction from partial spatial or frequency domain data with a finite support
constraint in the other domain. The signal is reconstructed by alternating between these
domains to re-enforce the data and support constraints in the corresponding domains.
This algorithm has been also used for MRI reconstruction from limited k-space
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observations with the assumption of a finite spatial support constraint on the image [9],
[10], [11].
As described in the methods section, a similar reconstruction can be obtained with the
assumption of a wavelet sparsity constraint (equivalent to the support constraint in P-G).
Similar to the P-G algorithm, the image is reconstructed by alternating between the
frequency domain and the wavelet domain to re-enforce the known k-space data and
sparsity constraints, respectively. Nevertheless, in addition to the domain on which these
constraints are defined (wavelet vs. spatial), they also differ in the sense that while a
known finite support can be considered a hard constraint, a sparsity constraint on the
unknown wavelet coefficients is a soft constraint.
2.1.2 Under-sampled MRI reconstruction
Assume Cartesian k-space trajectories and assume any point on the k-space grid is either
sampled or replaced by zero. K-space under-sampling can, therefore, be denoted by a
linear operation,

, defined in Fourier space. The relationship between the fully-

sampled k-spaced data, , and the under-sampled k-space data,

, can be expressed as:

(2.1)
Under-sampling is usually assumed to be random to achieve incoherent under-sampling
artifacts [3], [12].
Also, with many pulse sequences one may not achieve further time savings by undersampling in the readout (
one

) direction, since in practice it is not possible to move from

position to another without passing through the intervening positions. Therefore,

assuming full sampling in the readout direction, the problem reduces to a 1D (for 2D
MRI) or 2D (for 3D MRI) interpolation problem in the phase-encode directions.
Our objective is to reconstruct , or equivalently in the spatial domain, , from the undersampled k-space data,

, based on an a priori sparsity constraint, where

is the
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spatial domain representation of , where

is the Fourier transform operation and

denotes the adjoint operation.

2.2 Iterative stationary wavelet transform thresholding
Assume an under-sampled image

corresponding to an under-sampled k-space dataset

. Consider the SWT decomposition of
stationary wavelet transforms, and

:

, where

is the

contains the corresponding wavelet

decomposition coefficients. Assume a thresholding operation, , acting on the
decomposition coefficients: ̃

. The SWT thresholded image is obtained

by SWT reconstruction of the thresholded coefficients: ̃

̃

. In order to

simplify our notation, define a SWT thresholding operation, , such that
̃
Beginning with

(2.2)

as the initial estimate to the solution, a better estimate is achieved by

removing some of the aliasing artifacts by the thresholding (sparsity-promoting)
operation:

. The superscript denotes the iteration number.

However, both under-sampling (
the image. Consequently,

) and thresholding ( ) operations reduce the energy of

has reduced energy compared to

and

has reduced

energy compared to .7
In addition, while thresholding should have revealed more features of the image by
removing some of the aliasing artifacts, it may as well have affected the known k-space
samples. Mathematically,
transform of

. In other words, if

, where

is the Fourier

is under-sampled in the same manner k-space

was, the resulting under-sampled data will not necessarily be consistent with the original
under-sampled k-space data.

7

In fact,
has the minimum energy among all the solutions consistent with the
k-space data since we assume the unobserved k-space samples are simply replaced by
zero in . This is usually called a minimum-energy reconstruction.
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Iterative SWT thresholding reconstruction algorithm
Inputs:
: Under-sampled k-space data
: Under-sampling operation selecting k-space data
Output:
: Reconstructed k-space data
Algorithm:
// Initialize to the minimum energy reconstruction
//Reconstruct through iterative thresholding
while not converged do
//sum of squares
̃
//thresholding
//data consistency
̃
̃
̃
̃
end
Table 2.1- Iterative SWT thresholding reconstruction algorithm
Therefore, before further progress, the known k-space samples are recovered by replacing
the corrupted values with those originally observed:
Note that

has higher energy than

are replaced by zero in
Since

since some of the unknown coefficients, which

, take an estimated value in

is a better estimate of

than

.

.

, this estimate can potentially be improved by

repeating the above procedure in an iterative manner, where, at the th iteration, starting
with the latest estimate at the previous iteration,

, the next estimate is achieved by a

sparsity-promoting operation,
,
followed by recovery of the known k-space samples,
(2.4)

(2.3)
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Combining these two operations, and noting

, the iterative process can be

expressed as
{

}

{

}

(2.5)

The iterations are initialized with the minimum-energy reconstruction,

, and

continue until a convergence criterion is reached. E.g., changes between iterations of less
than a certain threshold are recorded, |

|⁄|

|

, or a maximum number

of iterations is reached.
Table 2.1 summarizes the iterative SWT thresholding reconstruction algorithm.
2.2.1 Multiple coil data and combination with parallel imaging
Extension of this algorithm to multiple coil acquisitions is straightforward. Assuming
under-sampled coil data

;

, where

is the number of coils, at each

iteration the enforcer, e.g., wavelet thresholding, is applied to the combined-channels
image,

∑

, where

∑

, and

is the sensitivity profile of the th

coil:
̃

(2.6)

In order to ensure consistency between the acquired data and the reconstructed image, the
image estimate is modulated by the sensitivity profiles of the coils [13]. The data
consistency operation then becomes:
̃
where ̃

̃ , and

̃

(2.7)

is the sensitivity profile of the th coil. In practice, the

sensitivity profiles can be acquired either by a separate pre-calibration reference
acquisition or by fully sampling the center of k-space to be used as low-resolution autocalibration reference data. This approach to incorporating coil sensitivity data in the
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reconstruction algorithm is similar to the POCS-based parallel imaging reconstruction
algorithm described by Samsonov et al [13].
Table 2.2 summarizes the multiple-coil iterative reconstruction algorithm.
Multiple-coil iterative thresholding reconstruction algorithm
Inputs:
: Under-sampled k-space data (
, where
is the number of coils)
: Coil sensitivities
: Under-sampling operations selecting k-space data
Output:
: Reconstructed k-space data
Algorithm:
// Initialize to the minimum energy reconstruction
for
do
end
//Reconstruct through iterative thresholding
while not converged do
//combine multiple channel data
∑

//where

//thresholding
̃
defined as:
thresholding.
for

̃

and

∑

// where the nonlinear thresholding operation is
, where denotes wavelet transform and denotes

//data consistency
do
̃
̃
̃

end
end
Table 2.2- Multiple-coil iterative thresholding reconstruction algorithm.

2.3 Methods
Brain MR images of volunteers and patients were acquired at 3T using a GE scanner
(Discovery 750, software revision 22M32, General Electric Healthcare, Waukesha, WI)
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with spoiled gradient echo (SPGR). The parameters used for the SPGR acquisitions are as
follows: matrix: 256x256x160, resolution = 1mm isotropic, TE/TR = 3.71ms/8.36ms, flip
angle = 18°, BW = ±19.23 kHz, NEX=1. Human data used in this work were acquired
using a protocol approved by the University of Western Ontario Office of Research
Ethics.
SPGR datasets of a total of 5 healthy volunteers and 10 temporal lobe epilepsy (TLE)
patients were used in the first set of experiments, with the fully-sampled datasets being
employed as the gold standard. Independent 2D random under-sampling was achieved by
selecting phase-encodes (

and

) by drawing samples from a Gaussian distribution

with a zero mean (corresponding to the center of k-space, i.e., the zero frequency) and a
standard deviation of 0.25mm-1. To eliminate the dependence of the reconstructions on
the under-sampling pattern, the same randomly selected under-sampling patterns were
used for all datasets in this set of experiments.
Each set of under-sampled data was reconstructed by both iterative soft and hard wavelet
thresholding using both the SWT and DWT, and by l1 + TV norm optimization [3], [4]
(i.e.,

‖

‖

s.t. ‖

‖

, where

is the wavelet

transform operation) for comparison. l1 + TV norm optimization was performed by the
conjugate gradient method, using the code supplement to [3]. The results were also
compared with low-resolution sampling (acquired by zero-padding in the phase-encode
directions in k-space, i.e., interpolation by a sinc kernel in the spatial domain) with the
same under-sampling factor. These experiments were repeated for under-sampling factors
from 1.5 to 4.
Another set of experiments was performed to study the sensitivity of the reconstruction to
the randomly generated under-sampling pattern. In these experiments, a single dataset
from a healthy volunteer was under-sampled with 15 different under-sampling patterns
generated independently based on the Gaussian distribution.
To evaluate these algorithms on multiple coil data, brain images of a healthy volunteer
were acquired by FSE using a 32-channel head coil with the following parameters: matrix
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matrix: 256x256, resolution = 1mm, slice thickness = 2mm, TR/TE = 3600ms/80ms, ETL
= 15, BW = ±15.63 kHz, NEX = 1. A portion of k-space at the center was fully-sampled
to generate the low-resolution auto-calibration reference data and the rest of k-space was
under-sampled as described previously. The under-sampled data achieved in this manner
were reconstructed by iterative SWT thresholding using coil sensitivity profiles computed
from the auto-calibration reference data. For comparison, the under-sampled data were
also reconstructed by the POCS-based l1-SPIRiT (iterative self-consistent parallel
imaging reconstruction) method described in [14] using the code provided by the authors.
In order to draw conclusions with statistical significance and to eliminate possible
dependence of the conclusions on the choice of the under-sampling pattern, the
experiments were repeated with 15 independent random under-sampling patterns.
However, there are a few considerations that should be taken into account when undersampling an echo train pulse sequence in practice. While under-sampled k-space data can
be acquired by reducing the echo train length (ETL), this may not reduce the acquisition
time since longitudinal recovery requires a minimum time interval between successive
excitations. On the other hand, under-sampling by maintaining the ETL requires that the
total number of phase-encode lines to be evenly divisible by the ETL since acquisition of
a partial echo train is not practical. Nevertheless, in this article we follow the
conventional evaluation approach of acquiring fully-sampled k-space data, which are
then under-sampled by assuming a specific under-sampling factor.
All the algorithms were implemented in MATLAB (MathWorks, Inc., Natick, MA). In
all the experiments, reconstruction quality was measured in terms of the normalized root
mean square error (NRMSE) with respect to the fully-sampled data. The statistical
significance of the findings was evaluated by paired comparisons of the NRMSE values
based on paired t-tests under the null hypothesis that the mean NRMSE of the second
reconstruction in each pair is smaller than or equal to that of the first one. Since several
such t-tests were performed, the comparisons were corrected by the Bonferroni correction
where each individual hypothesis is tested at a statistical significance level of

to
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achieve the desired significance level of

for the whole set of experiments, where

the total number of tests. In this thesis we used

is

.

Figure 2.1- Mean NRMSE values with the corresponding error bars of one standard
deviation for the reconstruction of 15 different SPGR images from under-sampled kspace data with the same under-sampling pattern. For clarity, the error bars are shown at
increments of 0.5. However, the growth in the error bars follows a consistent trend.

2.4 Results
Figure 2.1 shows the mean NRMSE and the corresponding error bars of one standard
deviation for the reconstruction of 15 SPGR images with the same k-space undersampling. Reconstructions by SWT hard and soft thresholding (SWTh and SWTs
respectively) are compared with the reconstructions by DWT hard and soft thresholding
(DWTh and DWTs respectively) as well as the reconstructions by l1+TV norm
optimization (l1+TV) and the low-resolution (lowres) reconstructions. The mean and
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95% confidence interval of the paired NRMSE differences are shown in Table 2.3.
Negative NRMSE difference means and confidence intervals that do not include zero
indicate that the first method produced lower reconstruction errors than the second one.
After the Bonferroni correction all entries were significant except for the two denoted by
asterisks.
The results indicate that SWT soft/hard thresholding significantly improves the
reconstruction quality, measured in terms of NRMSE, compared to DWT soft/hard
thresholding. Furthermore, SWTh results in lower NRMSE values compared to SWTs.
Also, SWTh results in lower NRMSE values compared to the l1+TV and lowres
reconstructions. The same trend is seen for SWTs with the exception that no statistical
significance is observed at the intermediate under-sampling factors for comparison with
l1+TV (p-values in the order of

at these under-sampling factors, which are

insignificant after the Bonferroni correction).
(x10-4)
U.F.

SWThDWTh
SWTsDWTs
SWTh-SWTs
SWThl1+TV
SWTsl1+TV
SWThlowres
SWTslowres

1.5

-9.0e-4 ±
1.4e-4
-9.2e-4 ±
1.4e-4
-4.1e-4 ±
8.8e-5
-1.6e-3 ±
4.0e-4
-1.2e-3 ±
4.2e-4
-1.5e-3 ±
4.9e-4
-1.1e-3 ±
4.9e-4

2

-1.5e-3 ±
2.5e-4
-1.3e-3 ±
2.1e-4
-2.4e-4 ±
5.3e-5
-1.8e-3 ±
7.7e-4
-1.6e-3 ±
7.8e-4
-2.1e-3 ±
5.8e-4
-1.8e-3 ±
5.9e-4

2.5

-2.1e-3 ± 3.4e4
-1.6e-3 ± 2.6e4
-2.7e-4 ± 1.2e4
-1.5e-3 ± 7.8e4
-1.3e-3 ± 8.1e4*
-2.6e-3 ± 5.9e4
-2.3e-3 ± 5.2e4

3

-2.7e-3 ± 4.2e4
-1.9e-3 ± 2.9e4
-4.1e-4 ± 1.2e4
-1.5e-3 ± 8.3e4
-1.1e-3 ± 8.2e4*
-2.8e-3 ± 5.5e4
-2.4e-3 ± 4.8e4

3.5

-2.9e-3 ±
4.6e-4
-2.3e-3 ±
3.4e-4
-3.3e-4 ±
1.1e-4
-2.7e-3 ±
1.4e-3
-2.4e-3 ±
1.4e-3
-3.6e-3 -5.5e4
-3.3e-3 ±
4.9e-4

4

-2.9e-3 ±
4.5e-4
-2.7e-3 ±
3.8e-4
-3.1e-4 ±
1.2e-4
-4.3e-3 ±
2.2e-3
-4.0e-3 ±
2.2e-3
-4.1e-3 -5.3e4
-3.8e-3 ±
4.8e-4

Table 2.3- Mean and the 95% confidence interval of the paired NRMSE differences (i.e.,
the NRMSE of the second reconstruction in each pair subtracted from that of the first) for
the reconstruction of 15 different SPGR images. All the findings in this table are
statistically significant under the Bonferroni correction, except those denoted by an
asterisk (*).
* No statistical significance after the Bonferroni correction.
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Figure 2.2 shows the mean NRMSE values along with the corresponding error bars for
the reconstruction of a SPGR image from 15 sets of independently under-sampled kspace data. The mean and the 95% confidence interval of the paired NRMSE differences
are shown in Table 2.4. Similar to the previous set of experiments, negative NRMSE
difference means and confidence intervals that do not include zero indicate that the first
method produced lower reconstruction errors than the second one. Furthermore, after the
Bonferroni correction all entries were significant.

Figure 2.2- Mean NRMSE values with the corresponding error bars of one standard
deviation for the reconstruction of a SPGR image from 15 sets of independently undersampled k-space data. For clarity, the error bars are shown at increments of 0.5.
However, the growth in the error bars follows a consistent trend.
The findings are similar to the previous set of experiments in terms of the relative
performance of the different reconstruction techniques. However, the variance in the
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reconstruction error is much smaller than in the previous experiments. This indicates that
the reconstruction methods are relatively insensitive to variations in the randomly
generated under-sampling patterns.
UF
SWThDWTh
SWTsDWTs
SWThSWTs
SWThl1+TV
SWTsl1+TV

1.5

2

2.5

3

3.5

4

-9.2e-4 ±
1.9e-5
-9.7e-4 ±
9.7e-6
-4.1e-4 ±
1.3e-5
-9.9e-4 ±
2.5e-5
-5.8e-4 ±
2.1e-5

-1.6e-3 ±
3.0e-5
-1.5e-3 ±
1.9e-5
-2.6e-4 ±
3.7e-5
-1.0e-3 ±
8.9e-5
-7.4e-4 ±
8.0e-5

-2.1e-3 -4.2e5
-2.0e-3 ±
2.9e-5
-2.9e-4 ±
2.9e-5
-9.7e-4 ±
8.3e-5
-6.8e-4 ±
9.3e-5

-2.9e-3 ±
7.8e-5
-2.3e-3 ±
3.6e-5
-6.0e-4 ±
5.2e-5
-1.3e-3 ±
1.6e-4
-7.5e-4 ±
1.5e-4

-3.2e-3 ±
5.3e-5
-2.7e-3 ±
5.4e-5
-6.1e-4 ±
5.1e-5
-2.6e-3 ±
2.5e-4
-2.0e-3 ±
2.3e-4

-3.2e-3 ±
6.3e-5
-3.1e-3 ±
6.5e-5
-6.5e-4 ±
6.1e-5
-4.6e-3 ±
4.2e-4
-4.0e-3 ±
4.3e-4

Table 2.4- Mean and the 95% confidence interval of the paired NRMSE differences (i.e.,
the NRMSE of the second reconstruction in each pair subtracted from that of the first) for
the reconstruction of a SPGR image from 15 sets of independently under-sampled kspace data. All findings in this table are statistically significant after the Bonferroni
correction.
Figure 2.3 provides a visual comparison of the different reconstructions of the SPGR data
at an under-sampling factor of 4. Note the increased visual artifacts in the DWT
reconstructions. Also, the l1+TV reconstruction results in over-smoothing of the image.
The visual comparison of the images conforms to the NRMSE values.
Figure 2.4 shows the sum of squares (SOS) of the reconstructed under-sampled (undersampling factor 6) multiple coil FSE data. Reconstruction by SWTh is compared to the
l1SPIRiT reconstruction described in [14] and the low-resolution sampling with the same
under-sampling factor. The progress of the reconstruction algorithms is shown in
Figure 2.5 in terms of the normalized RMSE vs. iteration number. The plots indicate that
SWTh stabilizes after fewer iterations than l1SPIRiT.
Although the images and NRMSE values of Figure 2.4 correspond to a specific undersampling pattern, repeating the experiment with 15 independent random under-sampling
patterns suggests that the SWTh reconstruction results in significantly lower NRMSE
values than l1SPIRiT.
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Figure 2.3- Visual comparison of different reconstructions of an under-sampled SPGR
dataset. K-space data are randomly under-sampled in the two phase-encode directions by
a factor of 4. The reconstructed images and the corresponding difference images with
respect to the fully-sampled image are shown.
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Figure 2.4- Sum of squares (SOS) of the reconstructed multiple coil data. The normalized
root mean square errors (NRMSE) are computed with respect to the fully-sampled SOS
after 40 iterations.

2.5 Discussion
The results show that iterative SWT thresholding significantly reduces the reconstruction
error compared to iterative DWT thresholding and l1+TV norm optimization.
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Furthermore, we demonstrated that the non-convex hard SWT thresholding results in
significantly lower reconstruction error values than the convex soft SWT thresholding at
all the under-sampling factors. This suggests that use of other non-convex enforcers
iteratively could improve the reconstruction quality.

Figure 2.5- Normalized RMSE vs. iteration number for the reconstruction of the undersampled 32-channel brain data. The proposed iterative SWT thresholding reconstruction
is compared with l1SPIRiT at under-sampling factor of 6.
As noted, reconstruction by soft thresholding consists of iterative projections onto convex
sets, for which convergence to a point in the intersection of those convex sets is
guaranteed [15]. While convergence is not guaranteed for SWT hard reconstruction, my
observations indicate that the reconstruction stabilizes to an acceptable solution after a
reasonable number of iterations. In practice, the reconstruction algorithm may be
terminated after a certain number of iterations.
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2.6 Conclusion
I demonstrated an iterative stationary wavelet transform (SWT) thresholding algorithm
for the reconstruction of under-sampled k-space data based on the wavelet sparsity of MR
images and coil sensitivity profiles in case of multiple coil acquisitions. In addition to
developing a reconstruction algorithm based on the translation-invariant SWT
thresholding, we explored the effects of both hard and soft thresholding.
Iterative SWT reconstruction was compared with the iterative DWT reconstruction as
well as the reconstruction by l1 + TV norm minimization and low-resolution sampling.
Iterative SWT reconstruction of multiple coil data was compared with l1SPIRiT
reconstruction. The experiments were performed on in vivo brain data. The results show
that both hard and soft SWT thresholding result in significantly better reconstruction
quality compared with DWT thresholding as well as the reconstruction by l1+TV norm
optimization and low-resolution sampling. Also, significantly better results were
achieved by SWT thresholding compared to l1SPIRiT for multiple coil data
reconstruction.
Since soft thresholding is a convex enforcer, the reconstruction through iterative soft
thresholding is a projections onto convex sets (POCS) algorithm, guaranteeing
convergence. Hard thresholding, being non-convex, has no such theoretical convergence
guarantee, but we found that it stabilizes quickly and produces lower errors.
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3 Stationary wavelet transform for undersampled MRI reconstruction
In addition to coil sensitivity data (Parallel imaging), sparsity constraints are often used
as an additional

-penalty for under-sampled MRI reconstruction (Compressed sensing).

Penalizing the traditional decimated wavelet transform (DWT) coefficients, however,
results in visual pseudo-Gibbs artifacts, some of which are attributed to the lack of
translation invariance of the wavelet basis. I show that these artifacts can be greatly
reduced by penalizing the translation-invariant stationary wavelet transform (SWT)
coefficients. This holds with various additional reconstruction constraints, including coil
sensitivity profiles and total variation. Additionally, SWT reconstructions result in lower
error values and faster convergence compared to DWT. These concepts are illustrated
with extensive experiments on in vivo MRI data with particular emphasis on multiplechannel acquisitions.

3.1 Introduction
Cost considerations and patient comfort limit the total acceptable acquisition time in
magnetic resonance imaging (MRI). On the other hand, it is necessary to acquire highresolution images with high signal-to-noise ratio (SNR) for some applications. However,
the SNR in MRI is proportional to the voxel volume and the square root of the acquisition
time [1], which implies that high resolution and SNR are only achieved at the expense of
long acquisition times. This in turn limits the number of pulse sequences that can be run
in a clinical examination, which consequently limits the information that can be obtained.
Therefore, there has been a strong motivation to reduce the acquisition time without
compromising the resolution or the SNR of the MR images, since the introduction of this
modality.
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Figure 3.1-Illustration of the lack of translation invariance of DWT and the resulting
thresholding artifacts: A simple test image- an 8x8 square in the middle of a 16x16 black
background (a) and a shifted version of it (b) are decomposed with the Haar wavelet to 1
level. The original image is deliberately chosen to align with the wavelet basis, resulting
in a very sparse decomposition. The shift, however, results in a misalignment between the
image features and those of the wavelet basis functions, which, consequently, results in
noticeable loss of the sparsity of the decomposition. In each case, the decomposition
coefficients are hard thresholded and a wavelet reconstruction (IDWT) is performed on
the thresholded coefficients. Dashed circles highlight the reconstruction artifacts.

P a g e | 47
In addition to Parallel imaging techniques [2]–[4], another approach to improving the
trade-off between the acquisition time and the resolution is the acquisition of undersampled k-space data and the use of the sparsity of the image in a transform domain, as
an a priori reconstruction constraint, to interpolate the missing data. This approach is
commonly referred to as Compressed sensing or compressive sampling (CS) [5]–[8] and
can be used in conjunction with parallel imaging [9].
Wavelet sparsity is commonly used as a reconstruction constraint in compressed sensing
and sparse recovery applications. Conventionally, a weighted

-penalty on the decimated

wavelet transform (DWT8) coefficients is used as a regularization term and the
reconstruction problem is generally formulated as a constrained optimization- see [6]–
[8], [10] and references therein.
It is well established in thresholding-based denoising that thresholding with the
traditional DWT often results in pseudo-Gibbs artifacts, which are connected to the
misalignment between the image features and the features of the wavelet basis [11]. For
example, in Figure 3.1 a shift in the image results in misalignment between the image
features and those of the wavelet basis after the shift (Figure 3.1(b)), which consequently
results in a less sparse wavelet decomposition than the original image where the image
features are deliberately chosen to match those of the wavelet basis (Figure 3.1(a)). Note
that the shift does not change the energy of signal but after the shift the energy is spread
over more [smaller] coefficients. A sparse decomposition is desirable in denoising as well
as in sparse recovery applications since it allows the original features of the image to be
distinguished from the noise or under-sampling artifacts (and therefore enabling us to
efficiently remove noise/artifacts, e.g., by thresholding) [7], [11]. This is pictorially
shown in Figure 3.1 where thresholding results in visual reconstruction artifacts in

8

DWT is also used to abbreviate discrete wavelet transform. Since in this article we are
essentially considering discrete cases only, any mention of the wavelet transform refers to
the discrete wavelet transform (either decimated or undecimated). We use the
abbreviation DWT to distinguish the decimated [discrete] wavelet transform from its
undecimated version, i.e., SWT.
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Figure 3.1(b) due to the removal of a number of wavelet coefficients that fall below the
threshold in the less sparse representation. (Obviously, in this example one can avoid the
artifacts by choosing a smaller threshold that maintains all the coefficients, but in practice
a too small threshold fails to remove the noise/artifacts resulting in poor
denoising/reconstruction. In this example the threshold is chosen to be 1/4 of the largest
coefficient, for the sake of illustration.) The effect of the choice of the threshold in
practice is more thoroughly investigated in the Results section.
One could possibly avoid the misalignment between the image features and those of the
wavelet basis by shifting the image or the basis functions to make them aligned.
However, this requires a priori knowledge of the best aligning shift. Furthermore, when
the image contains several discontinuities, there may not be a single shift that works for
all the discontinuities- the best shift for one may be the worst for the other. Consequently,
Coifman and Donoho proposed the idea of “translation-invariant denoising,” i.e.,
average[shift-denoise-unshift] for several (or all possible) shifts [11]. This, in practice, is
often achieved by stationary wavelet transform (SWT) thresholding, which provides a
translation-invariant basis [12], [13]. For the sake of completeness, a brief description of
SWT based on [12] follows. For simplicity, let us consider the 1D discrete case onlyextension to 2D is straight forward.
DWT decomposition of a signal

results in the scaling (approximation) and wavelet

(detail) coefficients:

where

, and

〈

⁄

(

)〉

(3.1)

〈

⁄

(

)〉

(3.2)

, are the scaling and wavelet functions, respectively, and and

amount to the scaling and translation of the wavelet basis, respectively.
For SWT, a redundant decomposition can be obtained as,
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where

} allows for all the possible shifts in a discrete setting.

For decomposition to

levels,

different orthogonal bases can be generated. The

different possible choices can be illustrated by a binary tree in the form of Figure 3.2.
Each node in this tree is indexed by parameters
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}

, to which the set of coefficients

is associated. Each path from the root of the tree to a leaf corresponds to the

set of functions
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, which forms an orthogonal wavelet basis, resulting in a standard wavelet reconstruction.
The inverse SWT is often defined as the average of all the

different reconstructions

obtained in this manner.
While SWT is predominantly used in denoising, to the best of my knowledge, the use of
SWT in compressed sensing and sparse recovery applications, particularly in undersampled MRI reconstruction, has not been explored before. The key idea here is that the
-penalty on the DWT coefficients may essentially result in the same sort of artifacts
described above, which can be avoided or reduced by penalizing the SWT coefficients.
The intent of this chapter is to call attention to the benefits of the use of SWT in place of
DWT for compressed sensing and sparse recovery, with particular focus on MRI
reconstruction from under-sampled k-space data. Although use of SWT for such
applications may seem counter intuitive, since it is a redundant transform, it is shown that
significant improvement in reconstruction quality is achieved by replacing the

-penalty

on the DWT coefficients with one on the SWT coefficients. This holds even with
additional constraints, including total variation (TV) penalties or coil sensitivity
constraints when compressed sensing is combined with parallel imaging.
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Figure 3.2- Shift-localization tree for a three level stationary wavelet transform (SWT)
decomposition. Each node is indexed by parameters
level and

, where is the decomposition

is the shift. For clarity, the binary representation of

is shown in brackets.

Furthermore, a few authors have recently reported the use of DWT with random shifts
[14] to address the DWT translation variance problem for compressed sensing and sparse
recovery applications [15], [16]. In this chapter, use of random shifts with decimated
wavelet transform will also be considered in comparison with the conventional decimated
wavelet transform as well as its undecimated version, i.e., SWT.
In addition to reduced visual artifacts, SWT results in significantly lower reconstruction
errors as well as faster convergence. Furthermore, despite its redundancy, it can be
computed rapidly- in

time [11].

All these concepts are illustrated by extensive experiments with different reconstruction
techniques, all of which are reproducible using the supplementary code provided with
this thesis or the code supplied by the authors cited in this thesis.
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3.2 Stationary wavelet transform sparse recovery
In the discussion that follows we perform a point spread function (PSF)9 analysis to
demonstrate the advantage of SWT thresholding over DWT thresholding for removing
under-sampling aliasing artifacts. A computational experiment with the Shepp-Logan
phantom is also presented to illustrate the visual artifacts in the DWT reconstruction
compared with those in the SWT reconstruction.
Let

be an impulse input in the spatial domain, where

{

. Transforming

to the Fourier domain, under-sampling, and

transforming back to the spatial domain results in the k-space under-sampling PSF,
(Figure 3.3):
(3.5)
where

is the Fourier (k-space) under-sampling operation and

is the Fourier

transform.
Now consider the wavelet decomposition of
and

, where

transforms, and

and

and

using DWT and SWT:

,

are the decimated and stationary wavelet

are the corresponding wavelet decomposition

coefficients. Assume a thresholding operation, , acting on the decomposition
coefficients: ̃

, and ̃

. The corresponding PSFs are

computed by wavelet reconstruction of the thresholded coefficients: ̃
and ̃

̃

̃

,

. Figure 3.3 shows the DWT and SWT soft thresholding PSFs.

The same threshold, chosen using the Birgé-Massart strategy [17], is used with both
DWT and SWT. (The choice of the threshold and its effect on the reconstruction is more
thoroughly investigated in the Results section.)

9

A linear shift-invariant imaging system can completely be described in terms of its point
spread function (PSF). Although thresholding is a non-linear operation, we still use the
PSF for illustration/comparison of the artifacts.
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Note that with the assumption of under-sampling in the phase-encode (

) direction only,

the point spread functions can be sufficiently illustrated with 1D plots. An example of the
reduction of the artifacts by SWT thresholding compared to DWT thresholding is
highlighted. Several such reductions can be easily identified on the PSFs. As illustrated in
Figure 3.3, SWT thresholding results in noticeably fewer artifacts than the corresponding
DWT thresholding.

Figure 3.3- Point spread functions (PSF) resulting from k-space under-sampling followed
by the application of DWT and SWT soft thresholding. An example of the reduction of
the artifacts by SWT thresholding compared to DWT thresholding is highlighted.
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Since the aliasing artifacts are effectively incoherent10, the signal-to-alias ratio, defined as
the energy of the signal (i.e., the peak in this case) to the energy of the alias (i.e., the sidelobes in this case) of the PSFs, provides a quantitative means of comparing these PSFs
with each other and with the under-sampling PSF (Table 3.1). The higher signal-to-alias
ratio achieved by SWT thresholding also indicates less aliasing interference.
Signal-to-alias ratio
Under-sampling PSF
0.506
DWT thresholding PSF
0.647
SWT thresholding PSF
0.912
Table 3.1- Signal-to-alias ratios corresponding to the point spread functions (PSF) in
Figure 3.3.
In order to illustrate the nature of the artifacts associated with the DWT reconstruction,
consider the computational experiment of reconstruction of the Shepp-Logan phantom
(Figure 3.4a) from under-sampled frequency domain data. For the sake of illustration,
and since Cartesian sampling is by far the most common way of acquiring k-space data in
MRI, we assume Cartesian under-sampling in the

direction (corresponding to under-

sampling in the phase-encode direction in an MRI application).
Figure 3.4(b,c) show the reconstruction of the under-sampled frequency domain data
based on an

penalized optimization, i.e.,

‖

‖ s.t. ‖

where the reconstruction in Figure 3.4(b) is achieved when
wavelet transform and that of Figure 3.4(c) is achieved when
corresponding stationary wavelet transform. Here
the Fourier transform,

‖

,

is a decimated
is the

denotes the reconstructed image,

the under-sampling operation in the frequency domain, and

the acquired frequency data. As shown in Figure 3.4(b,c), most of the artifacts present in
the DWT reconstruction are absent in the SWT reconstruction.

10

In compressed sensing, it is desired to have incoherent (noise-like) under-sampling
artifacts so that they can be distinguished from the original signal/image features in the
sparse domain [7]. The incoherence is often achieved through random under-sampling.
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Figure 3.4- Reconstruction of the Shepp-Logan phantom from Cartesian under-sampled
frequency data by DWT/SWT- (+TV) penalized optimization.
Furthermore, several authors have reported that it is often useful to include an additional
total variation (TV) penalty in the reconstruction [7], [18]. Since all the previous works
were based on penalizing the DWT coefficients, the TV term was needed to alleviate the
associated artifacts. However, as illustrated by the above example, penalizing the SWT
coefficients may reduce the need for the additional TV penalty. Nevertheless, as
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illustrated in Figure 3.4(d,e) SWT is preferred over DWT with an additional TV penalty,
i.e.,

‖

‖

s.t. ‖

‖

, also11.

3.3 Methods
Single channel spoiled gradient recalled (SPGR) data of a healthy volunteer were
acquired at 3T using a GE scanner (Discovery 750, software revision 22M32, General
Electric Healthcare, Waukesha, WI) with the following parameters: matrix: 256x256,
resolution = 0.86mm isotropic, slice thickness = 1mm, TE/TR = 4.1ms/8.9ms, BW =
±19.23 kHz, flip angle = 18˚, NEX = 1. Human data used in this work were acquired
using a protocol approved by the University Of Western Ontario Office Of Research
Ethics.
k-space data were retrospectively under-sampled in the phase-encode direction and the
under-sampled data were reconstructed by SWT

+ TV penalized and DWT

+ TV

penalized optimization, i.e.,
‖
with

and

‖

s.t. ‖

‖

(3.6)

, respectively. The optimization was performed using the

code provided by Lustig for [7].
In practice it is expected to achieve the best under-sampled reconstruction performance
by the combined application of compressed sensing and parallel imaging. Iterative
thresholding reconstruction [10] can be modified to directly incorporate the coil
sensitivity profiles.
The multiple-coil iterative thresholding reconstruction algorithm is shown in Figure 3.5.

11

It should be noted that the Shepp-Logan phantom heavily favors a TV penalty (perfect
reconstruction has been demonstrated for the Shepp-Logan phantom with a TV penalty
with radial under-sampling [5]). Such drastic improvement with an additional TV term
may not be observed with real MR images though.
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A flow chart of the multiple-coil reconstruction procedure is shown in Figure 3.5. In Step
1 the combined-channels image is modulated by the coil sensitivity profile of each
channel in order to make the combined-channels estimate consistent with the coil data
before the data projection in Step 2, which enforces the data consistency constraint for
each channel by projecting the current estimate onto the corresponding coil data [19].
Multiple-coil iterative thresholding reconstruction algorithm
Inputs:
: Under-sampled k-space data (
, where
is the number of coils)
: Coil sensitivities
: Under-sampling operations selecting k-space data
Output:
: Reconstructed k-space data
Algorithm:
// Initialize to the minimum energy reconstruction
for
do
end
//Reconstruct through iterative thresholding
while not converged do
//combine multiple channel data
∑

//where

//thresholding
̃
defined as:
thresholding.
for

end

̃

and

∑

// where the nonlinear thresholding operation is
, where denotes wavelet transform and denotes

//data consistency
do
̃
̃
̃

end

Table 3.2- Multiple-coil iterative thresholding reconstruction algorithm.
the Fourier transform and wavelet thresholding operations, respectively.

and

denote
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Figure 3.5- Flowchart of the multiple-coil iterative thresholding reconstruction algorithm
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In Step 3 data from multiple channels are combined to obtain a combined-channels
estimate image. If coil sensitivities are explicitly available, an optimal combination has
been shown by Roemer to be [20]:
∑
where

is the image from the th coil and

where

∑

(3.7)

is the corresponding coil sensitivity profile.

In practice, the coil sensitivities are commonly extracted from fully-sampled lowresolution reference data12, which can be acquired prior to the main scan (pre-calibration)
or integral to the main scan (auto-calibration) by fully sampling a region over the center
of k-space [21]. We use the latter approach to estimate the coil sensitivities.
Finally, in Step 4, the sparsity constraint is enforced through a thresholding operation.
The approach to incorporating coil sensitivity data in the reconstruction algorithm is
similar to the POCS-based parallel imaging reconstruction algorithm described by
Samsonov et al [19]. Note that this approach does not impose any constraint on the kspace under-sampling pattern.
The multiple-coil reconstruction algorithm amounts to thresholded Landweber iterations,
which has been proved to converge with soft thresholding by Daubechies [10].
Nevertheless, we also experimentally investigate reconstruction by hard thresholding to
show the effectiveness of SWT with both soft and hard thresholding. Soft thresholding is

12

A simple approach to computing the sensitivity profiles from reference data, which is
commonly used in practice, is to divide each native coil image by the sum of squares
[21].
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| |

defined as:

, where

is the threshold. Similarly, hard

{
| |

thresholding is defines as:

.

{
Brain images of a healthy volunteer were acquired at 3T using a 32-channel head coil
with a fast spin echo (FSE) pulse sequence with the following parameters: matrix:
256x256, resolution = 1mm, slice thickness = 2mm, TR/TE = 3600ms/80ms, ETL = 15,
BW = ±15.63 kHz, NEX = 1. A portion of k-space at the center was fully sampled to
generate the low-resolution auto-calibration data with the rest of k-space under-sampled
with variable density in the phase-encode direction. K-space data were then reconstructed
by the multiple-coil iterative thresholding reconstruction algorithm with SWT (
and DWT (

)

). The experiments were repeated for a range of under-sampling

factors from 2 to 6, each with 15 sets of random under-sampling patterns generated
independently.
To further examine the applicability of SWT to multiple-coil reconstructions, the
aforementioned under-sampled data were reconstructed by the Iterative self-consistent
parallel imaging reconstruction (SPIRiT) reconstruction method described in [9], where
the reconstruction problem is formulated as an optimization with calibration and
DWT/SWT

penalties, subject to consistency with the acquired data:
‖

Where

‖

‖

‖ s.t. ‖

‖

(3.8)

is now the solution consisting of every and each individual coil. Similarly

consists of under-sampled data acquisition for all coils.

is the SPIRiT calibration

operator and is the unitary matrix. The difference between the SPIRiT calibration
operator and that of the traditional GRAPPA [3] is that in SPIRiT the calibration operator
is a “full” kernel independent of the under-sampling pattern, which is the same for all k-
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space positions. For more details refer to [9]. Reconstruction was performed using the
code provided by the authors with SWT, DWT, and DWT with random shifts (here after
denoted DWTRS).
Reconstruction quality was measured in terms of the normalized root mean square error
(NRMSE) with respect to the fully-sampled data. The statistical significance of the
findings was evaluated by paired comparisons of the NRMSE values based on paired ttests under the null hypothesis that the mean NRMSE of the DWT reconstruction in each
pair is smaller than or equal to that of SWT. Since several such t-tests were performed,
the comparisons were corrected by the Bonferroni correction with a significance level of
.

3.4 Results

Figure 3.6- Reconstruction of under-sampled SGPR data (under-sampling factor 3) by
+ TV penalized optimization. The arrows point examples of the artifacts present in the
DWT reconstruction that are absent in the corresponding SWT reconstruction.
Figure 3.6 shows the reconstruction of the under-sampled SPGR data by SWT/DWT
TV penalized optimization. The choice of the regularization parameter ( in
equation 3.6) generally affects the reconstruction performance. In order to avoid the

+
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possibility of giving SWT any advantage over DWT by a particular choice of , a value
optimized for the DWT reconstruction (suggested by Lustig et al in their code) was used
for both reconstructions. The dependence of the SWT/DWT reconstructions on the
regularization parameter is more thoroughly investigated in the next experiments. The
images clearly illustrate DWT reconstruction artifacts (even with an additional TV
penalty) that are absent in the SWT reconstruction.

Figure 3.7- Mean NRMSE and the corresponding error bars of one standard deviation for
the reconstruction of the under-sampled 32-channel FSE data by the multiple-coil
iterative thresholding algorithm.
Figure 3.7 shows the results of the repeated experiments for the reconstruction of the
under-sampled 32-channel FSE data by the multiple-coil iterative thresholding algorithm.
Clearly, the SWT reconstructions resulted in lower mean error values than the
corresponding DWT reconstructions. The mean and its 95% confidence interval of the
paired NRMSE differences of the SWT and DWT reconstructions, i.e., NRMSESWTNRMSEDWT, for both hard and soft thresholding are shown in Table 3.3. Negative
NRMSE difference means with confidence intervals that do not include zero indicate that
SWT resulted in lower reconstruction errors than DWT for both soft and hard
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thresholding. Furthermore, after the Bonferroni correction all the findings were
significant.
NRMSESWT - NRMSEDWT (x10-3)
U.F.
2
3
Soft
-3.6(37%) ± 0.16 -3.9(30%)± 0.22
Hard -1.2(13%)± 0.12 -1.6(12%)± 0.12

4
-3.2(22%)± 0.18
-1.6(11%)± 0.24

5
-2.7(16%)± 0.17
-1.5(9%)± 0.18

6
-2.4(12%)± 0.18
-1.7(9%)± 0.16

Table 3.3- Mean and its 95% confidence interval of the paired NRMSE differences (i.e.,
NRMSE of the DWT reconstruction subtracted from that of the corresponding SWT
reconstruction) for the reconstructions by the multiple-coil iterative thresholding
algorithm with soft and hard thresholding for different under-sampling factors (U.F.). The
numbers in brackets show the percentage of mean improvement with SWT over DWT.
All findings in this table are statistically significant after the Bonferroni correction.
Figure 3.8 shows sample reconstructions by the multiple-coil iterative thresholding
algorithm with SWT/DWT soft/hard thresholding. As illustrated in this figure, most of
the artifacts in the DWT iterative soft/hard thresholding reconstruction are noticeably
reduced in the corresponding SWT reconstructions.
The progress of the iterative reconstruction algorithms is shown in Figure 3.9. Not only
do the SWT reconstructions result in lower reconstruction errors, the “over-convergence”
effect13 in the DWT reconstructions, which results in an increase in the reconstruction
error after a number of iterations before convergence, is not observed in the SWT
reconstructions. This is more thoroughly investigated in Figure 3.10.

13

Over-convergence occurs when the optimum for the objective function being computed
(in this case, the norm of the DWT coefficients) differs significantly from a desirable
reference metric (such as the NRMSE between the reconstructed and fully-sampled
images) often characterized by an initial, sharp decrease in the reference metric followed
by a more gradual increase.
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Figure 3.8- Reconstruction of under-sampled 32-channel FSE data (under-sampling
factor 5) by the multiple-coil iterative thresholding algorithm. Arrows point to examples
of DWT reconstruction artifacts that are absent or greatly reduced in the corresponding
SWT reconstruction.
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Figure 3.9- Convergence plot of the multiple-coil iterative thresholding reconstruction
algorithm, in terms of NRMSE vs. iteration number, corresponding to the reconstructions
of Figure 3.8.
The dependence of the iterative SWT/DWT thresholding reconstructions on the choice of
the threshold is illustrated in Figure 3.10. In the interest of space, only soft thresholding
reconstructions are reported. Nevertheless, the main conclusions are applicable to hard
thresholding also.
An initial base threshold was obtained using the Birgé-Massart strategy [17], in which
the threshold is chosen such that at each decomposition level , from 1 to
decimated wavelet transform coefficients are kept, with

⁄

,

largest
, where

is typically assumed to be equal to the length of the coarsest approximation coefficients,
and

. The convergence of the iterative SWT/DWT thresholding algorithms, in

terms of the reconstruction NRMSE vs. iteration number, was studied for several
variations of the base threshold by multiplicative factors.
As shown in Figure 3.10, increasing the threshold generally resulted in increased
reconstruction error for both the SWT and DWT reconstructions as well as increased
over-convergence for the DWT reconstruction (dotted lines on the plots). On the other
hand, a moderate decrease of the threshold did not result in noticeable improvement in
the reconstruction error, nor did it alleviate the over-convergence observed with DWT,
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while a more aggressive decrease in the threshold resulted in increased reconstruction
error due to increased over-convergence for both SWT and DWT. In general the results
suggest that the Birgé -Massart strategy can be used to obtain practically optimum
thresholds for both SWT and DWT.
Clearly, regardless of the threshold, SWT results in lower reconstruction errors compared
to DWT. Additionally, the SWT reconstruction generally reaches convergence in far less
iterations than the corresponding DWT reconstruction, with no noticeable overconvergence. (For instance compare Figure 3.10(a) with Figure 3.10(b,c): while SWT
reaches convergence in about 50 iterations, it almost takes 5000 iterations for the DWT
reconstruction to reach convergence.)
It should be noted that all the results in Figure 3.7, Table 3.3, Figure 3.8, and Figure 3.9
are obtained with thresholds obtained based on the Birgé -Massart strategy. Furthermore,
in order to avoid giving SWT any advantage due to the over-convergence of the DWT
reconstruction (see the discussion above on over-convergence, Figure 3.9, and
Figure 3.10), and since in practice the reconstructions can be terminated after a certain
number of iterations, all the results in Figure 3.7, Table 3.3, and Figure 3.8 were obtained
with 50 iterations.
Figure 3.11 shows the reconstruction performance of SWT/DWTRS/DWT SPIRiT on the
same under-sampled 32-channel FSE datasets, in terms of the mean and the standard
deviation of the reconstruction errors in the repeated experiments. Clearly SWT results in
lower error values than DWT and DWTRS. The mean and its 95% confidence interval of
the paired NRMSE differences are shown in Table 3.4. Similar to the previous
experiments, negative NRMSE difference means with confidence intervals that do not
include zero indicate that SWT resulted in lower reconstruction errors than DWT and
DWTRS with all the findings showing significance after the Bonferroni correction.
A sample reconstruction by SWT/DWTRS/DWT SPIRiT is shown in Figure 3.12. This
figure clearly illustrates that most of the DWT reconstruction (including DWTRS)
artifacts are absent or greatly reduced in the corresponding SWT reconstruction.
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Figure 3.10- Effect of the choice of thethreshold on the convergence of the multiple-coil
iterative SWT/DWT soft thresholding algorithm for the reconstruction of under-sampled
data (under-sampling factor 5) with SWT (a) and DWT (b, c). The convergence of the
algorithms, in terms of the reconstruction NRMSE vs. iteration number, is shown for
several variations of a base threshold, , by multiplicative factors. Since the DWT
reconstruction requires far more iterations to converge than the SWT reconstruction, an
extended plot over 10000 iterations is shown in (c) for the DWT reconstruction.
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Although reconstruction by random shifts results in reduced artifacts compared to the
simple DWT with no shifts (as an example note the reduced ringing artifacts over the
grey matter), many artifacts are still remaining that are completely removed or greatly
reduced in the corresponding SWT reconstruction.
The progress of the SPIRiT reconstructions for various regularization parameters ( in
equation 3.8) is shown in Figure 3.13. A base value

for the regularization parameter

was assumed as suggested in the code supplement to [9]. The convergence of the
algorithm, in terms of the reconstruction NRMSE vs. iteration number, was studied for
several variations of

by multiplicative factors.

The convergence plots generally conform to those of the multiple-coil iterative
thresholding algorithms in the sense that the SWT reconstruction results in lower
reconstruction error and less over-convergence. Furthermore, as expected, DWTRS falls
in between DWT and SWT both in terms of the reconstruction error and overconvergence.

Figure 3.11- Mean NRMSE and the error bars of one standard deviation for the
reconstruction of the under-sampled 32-channel FSE data by DWT/DWTRS/SWT
SPIRiT.
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(x10-3)
U.F.
NRMSESWT - NRMSEDWT
NRMSESWT - NRMSEDWTRS

2
-0.67(8%)
± 0.067
-0.54(6%)
± 0.066

3
-0.91(8%)
± 0.082
-0.76(6%)
± 0.090

4
-1.2(8%)
± 0.12
-1.1(7%)
± 0.13

5
-1.3(7%)
± 0.10
-1.1(6%)
± 0.11

6
-1.4(7%)
± 0.090
-1.3(6%)
± 0.095

Table 3.4- Mean and its 95% confidence interval of the paired NRMSE differences (i.e.,
NRMSE of the DWT/DWTRS reconstruction subtracted from that of the corresponding
SWT reconstruction) for the reconstruction of the 32-channel FSE data by
SWT/DWTRS/DWT SPIRiT for different under-sampling factors (U.F.). The numbers in
brackets show the percentage of mean improvement with SWT over the corresponding
DWT reconstruction. All findings are significant after the Bonferroni correction.
In general, variation of the regularization parameter affects all the three variations of the
discrete wavelet transform, i.e., SWT, DWTRS, and DWT, in a similar manner. That is,
while reducing the regularization parameter results in lower reconstruction errors, further
reduction beyond a certain limit results in over-convergence. Nevertheless, the SWT
reconstruction generally results in lower error values compared to the corresponding
DWT (including DWTRS) reconstructions with essentially any choice of the
regularization parameter. Additionally, SWT is generally less prone to over-convergence,
in the sense that lower reconstruction errors can be achieved with a smaller regularization
parameter with no over-convergence. Nonetheless, in order to avoid giving the SWT
reconstruction any advantage due to over-convergence, all the results reported in
Figure 3.11, Table 3.4, and
Figure 3.12 are obtained with a regularization

(corresponding to the green plot in

Figure 3.13) and at 100 iterations, i.e., around the minimum of the NRMSE curves for
DWT and DWTRS.
It is interesting to observe that the multiple-coil iterative SWT reconstructions and the
SWT SPIRiT reconstructions result in similar reconstruction quality both visually and in
terms of the reconstruction error, while the multiple-coil iterative DWT thresholding
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reconstructions suffers from more artifacts than the corresponding DWT SPIRiT
reconstructions.

Figure 3.12- Reconstruction of the under-sampled 32-chnnel FSE data (under-sampling
factor 5) by SWT/DWTRS/DWT SPIRiT. The arrows point to examples of
DWT/DWTRS reconstruction artifacts that are absent in the corresponding SWT
reconstruction.
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This suggests that reasonable reconstructions can be achieved with simple [multiple-coil]
Iterative stationary wavelet transform thresholding, which is much less computational
demanding than more complex algorithms such as SPIRiT.
Furthermore, as noted previously, despite its redundancy, the non-decimated wavelet
transform can be computed very efficiently- in

time. While it is still more

computationally demanding compared with the decimated wavelet transform or its
random-shits version, which can be computed in

, the visual and quantitative

improvements are very noticeable. In addition, practical implementations show small
execution time difference between SWT and DWT. (For example, the execution time for
the simple multiple-coil iterative thresholding reconstructions of Figure 3.9 were 33 and
37 seconds for DWT and SWT respectively, on an ordinary dual core 3.40 GHz PC using
MATLAB.)

3.5 Discussion and conclusion
The most important conclusion drawn from the results presented in this article is that
under-sampled MRI reconstructions based on the stationary wavelet transform (SWT)
exhibit noticeably fewer visual artifacts than the corresponding decimated wavelet
transform (DWT) reconstructions.
While quantitative quality measures, e.g., the normalized root mean square error
(NRMSE), are commonly used to measure the reconstruction performance, these
quantities do not necessarily provide a good measure of the practical quality perceived by
radiologists and other expert users of these medical images. In fact, it was called to
author’s attention by collaborating radiologists and neurosurgeons that images with a
very high quantitative reconstruction quality may still suffer from potentially critical
losses that those quantitative measures fail to capture. This issue will more thoroughly
investigated in chapter 5, in which we investigate the relationship between the
quantitative quality measures and the perceptual quality scores, as given by radiologists
and other expert users, for different reconstructions and applications.
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Figure 3.13- Effect of the choice of the regularization parameter on the convergence of
the SPIRiT reconstruction algorithm for the reconstruction of under-sampled data (undersampling factor 5) with several variations of the discrete wavelet transform, i.e., SWT,
DWTRS, and DWT. The convergence of the algorithm, in terms of the reconstruction
NRMSE vs. iteration number, is shown for several variations of a base threshold, , by
multiplicative factors.
Nevertheless, the results also indicate that SWT reconstructions result in approximately
10-30% improvement in the reconstruction error compared to the corresponding DWT
reconstructions for the reconstruction of multi-channel data. This improvement is
statistically significant, and is robust to the particular reconstruction algorithm chosen.
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Additionally, SWT results in faster convergence than DWT. Also, the over-convergence
effect in the DWT reconstruction, where the reconstruction error reaches its minimum
before convergence and increases thereafter, is not observed with SWT.
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4 Similarity-based joint reconstruction in
multiple acquisition problems with
application to DESPOT1 T1 mapping
My purpose in this chapter is to show that in MRI applications involving multiple
acquisitions, e.g., Quantitative MRI: T1/T2 mapping, the structural similarity between the
acquisitions can be used as a reconstruction constraint, in addition to the (wavelet)
sparsity, to achieve improved reconstruction performance.
Without loss of generality, human brain T1 mapping by DESPOT1 based on the
acquisition of two spoiled gradient recalled (SPGR) images at optimum flip angles is
considered. K-space data in each acquisition are retrospectively under-sampled and then
jointly reconstructed by an Iterative reconstruction incorporating an additional similarity
constraint.
It is shown that joint reconstruction results in reduced visual artifacts and significantly
lower reconstruction error compared to the traditional individual reconstruction for the
reconstruction of SPGR images. Additionally, while the individual reconstruction fails to
produce T1 maps even as accurate as just a low resolution acquisition, joint
reconstruction results in significantly lower T1 map errors than both the individual and
the low resolution reconstructions.
Similarity-based joint reconstruction in multiple acquisition problems results in
significant visual/quantitative improvements over the traditional individual
reconstructions. The improvements become more important in quantitative mapping
applications that are more sensitive to reconstruction errors.
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4.1 Introduction
Since signal to noise ratio (SNR) in magnetic resonance imaging (MRI) is proportional to
voxel volume and the square root of the acquisition time [1], higher resolution and SNR
often comes at the expense of long acquisition times and patient discomfort. This, in turn,
limits how many pulse sequences can be run during a single clinical examination, which
can create difficulties for applications where multiple images should be acquired in order
to reconstruct a map of a parameter of interest, e.g., T1 and T2 mapping [2]–[4]. If
additional sequences or maps need to be acquired, the total scanning time can quickly
become excessive.
As noted in the previous chapters, one approach to reducing MRI acquisition time is to
acquire under-sampled k-space data and interpolate missing data based some a priori
reconstruction constraints, such as sparsity in a transform domain [5]. This approach is
commonly known as Compressed sensing (CS) [6], [7]. CS has also been used for MR
parameter mapping [8]–[11], which take advantage of the sparsity of the joint k-p data in
a transform domain, where p is an added dimension of the parameter of interest, to
achieve improved reconstruction quality.
In particular, Velikina et al have recently proposed to use the smoothness of the signal in
the parameter (e.g., flip angle) direction as a reconstruction constraint by penalizing a
hybrid l1/l2 norm on the first or second derivative of the signal in the parameter direction
[9]. While this is an intriguing idea, it requires a relatively large number of acquisitions in
the parameter direction, which can defeat the purpose of under-sampled reconstruction,
especially since it has been shown that two acquisitions at optimal flip angles can result
in similar accuracy as multiple acquisitions at multiple flip angles [4]. In this chapter, a
joint reconstruction based on spatial similarity, i.e., joint-entropy, of the acquisitions at
optimal flip angles is presented.
As noted previously, some MRI applications, e.g., Quantitative MRI: T1/T2 mapping,
involve sequential acquisitions of multiple images of an object where the acquisitions
differ by a single Pulse sequence parameters [2]–[4]. While these differences may affect
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the intensity, the resulting images carry similar structural information. We hypothesize
that this similarity can be used as an additional constraint to further increase the
reconstruction quality and/or k-space under-sampling factor, enabling potential savings in
acquisition time.
The structural similarity between images implies a sparse joint intensity distribution of
the images, and consequently a low joint-entropy. It is demonstrated that incoherent
under-sampling in k-space results in a loss of sparsity of the joint intensity distribution
and therefore an increase in the joint-entropy (loss of similarity), which is primarily
associated with the incoherent aliasing artifacts caused by under-sampling. On these
grounds, we develop a Similarity-promoting operation to restore the similarity between
the images by re-enforcing the sparsity of the joint intensity distribution of the images,
thereby decreasing their joint-entropy. Joint reconstruction is achieved by incorporating
the Similarity-promoting operation into an Iterative reconstruction algorithm [12].
Without loss of generality, we specifically consider DESPOT1 [4] T1 map
reconstruction, which is currently the most efficient T1 mapping technique [13], to
demonstrate my methods and results. This technique, which has been developed to
accelerate the acquisition and reconstruction of T1 maps, is based on the acquisition of
two spoiled gradient recalled (SPGR) images at the optimum flip angles.

4.2 Theory
In the following discussion a point spread function (PSF) analysis is performed to
investigate the effect of k-space under-sampling on each image and on their joint
intensity distribution.14 A Similarity-promoting operation is developed based on this

14

Based on the principle of superposition, a linear time-invariant system can be
completely described by its response to an impulse input function. The response of an
imaging system to such an input is often described in terms of a point spread function
(PSF). Since k-space under-sampling is a linear operation [5], and with the assumption
that the imaging system does not noticeably change during a set of consecutive
acquisitions (time-invariance), I also describe the under-sampling operation in terms of
its PSF.
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analysis. This operation is then incorporated into an Iterative reconstruction algorithm to
reconstruct the images based on both their wavelet sparsity and their structural similarity.
Let

(

) be Kronecker delta inputs in the

domain, corresponding to the phase-encode (
{

and

direction in the spatial

) direction in k-space, where

are constants accounting for the difference in the intensity between

images in multiple-acquisition problems. The structural similarity between the images in
sequential acquisitions is modeled by placing the delta inputs in the same locations in
each image.
Incoherent k-space under-sampling is achieved by random and independent phase-encode
under-sampling operators

(

). Transforming

to the Fourier domain, under-

sampling, and taking the inverse Fourier transform back to the spatial domain result in an
under-sampling PSFs,

:
;

where operators

and

(4.1)

denote the Fourier transform and its inverse respectively.

Figure 4.1 shows the original delta inputs, the under-sampling PSFs, and their respective
joint intensity distributions. Note that since the delta inputs and the under-sampling
operations are applied in the phase-encode direction only, the point spread functions can
be represented by 1D functions.
The joint intensity distribution of the original delta inputs consists of two non-zero values
only: a spike at (0, 0) corresponding to all the zero values of
corresponding to the peaks of
sampling of

and

and

and

, and another at

. Random and independent under-

results in a more diffuse joint intensity distribution due to the

incoherence of aliasing artifacts between images, and therefore in an increase in the joint
entropy (

bits,

(

Figure 4.1), i.e., reduced similarity.

)

bits, in the particular case of
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Note that the independence of the under-sampling operations is essential. While random
under-sampling of each image results in incoherent artifacts on each image, which is
desired in order to distinguish them from the image features, the independence of the
under-sampling operations ensures that these artifacts are also incoherent between
images. This incoherence results in increased joint entropy, ensuring that under-sampling
artifacts are also distinguishable in the joint intensity distribution. Note that independent
random under-sampling amounts to under-sampling both in the phase-encode and
parameter, e.g., flip angle, direction.

Figure 4.1- Effect of random and independent k-space under-sampling in terms of point
spread functions (PSF) and joint intensity distributions.
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4.2.1 Similarity-promoting operation
In general, we consider multiple acquisitions of an object resulting in images with similar
structural information. Due to this similarity, the joint intensity distribution is expected to
consist of a few sparsely distributed clusters (low joint entropy). However, based on the
above discussion, aliasing artifacts due to incoherent under-sampling in k-space result in
a loss of sparsity of the joint intensity distribution (increase in joint entropy). Therefore,
one may remove some of these artifacts by re-enforcing the sparsity of the joint intensity
distribution to decrease the joint entropy. This is in essence similar to noise/artifact
removal, based on the loss of wavelet sparsity due to the noise/artifacts, by re-enforcing
the wavelet sparsity by a wavelet thresholding operation [12], [14].
Assume under-sampled images

and

, and the joint intensity points

. The mean of the neighborhood around
∑

(
∑

|‖

where
)

‖

(

‖
‖ ⁄

√

)
)

can be estimated as:

(4.2)

is the -neighborhood of

, and (

is a Gaussian kernel function.

To sparsify the joint intensity distribution, consider shifting every point towards the mean
of its neighborhood:
̂
where

(4.3)

is a fixed parameter determining the shift ratio. Note that with

this is equivalent to a single iteration in the mean-shift algorithm [15], [16].
Since
(4.3). That is,

(

),

and

can be directly updated by equation
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(
where ̂

̂

)
and ̂

[

)
(

)]

(4.4)

are the resulting images from the above operations.

These operations decrease the joint entropy of

and

by sparsifying their joint

intensity distribution. To simplify our notations, we denote the above operations by a
single similarity-promoting operation, , such that
(̂

̂ )

{(

)} (4.5)

4.2.2 Iterative reconstruction
Assuming randomly and independently under-sampled k-space data,
beginning with

(

), and

,15 one can remove some of the aliasing artifacts and

thereby improve the resulting image by the application of a wavelet sparsity, i.e., wavelet
thresholding, operation, :
̃

(4.6)

Note that this is based on the a priori assumption that MR images have a sparse
representation in the wavelet domain [5]. In practice, the threshold can be obtained
adaptively using a wavelet coefficient selection rule, e.g., the Birge-Massart strategy [17].
The aliasing artifacts can be further removed by the application of the aforementioned
similarity-promoting operation:
(̂ ̂)

15

{( ̃ ̃ )}

(4.7)

This is usually called a minimum energy reconstruction since among all the solutions
matching the original k-space data
, it has the lowest energy because unobserved kspace samples are simply replaced by zero.
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Joint reconstruction algorithm
Inputs:
,
: Under-sampled k-space dada
,
Under-sampling operations selecting k-space data
Output:
,
: Reconstructed k-space data
Algorithm:
// Initialize to the minimum energy reconstruction

//Reconstruct through iterative thresholding
while not converged do

//wavelet sparsity-promoting
̃
{
}
̃
//similarity-promoting
(̂ ̂)
{( ̃ ̃ )}
//data consistency
̂
̂
̂
̂
̂
̂
̂
̂
end

Table 4.1- Joint reconstruction algorithm
While these operations should have revealed more features of the images by removing
some of the aliasing artifacts, they may also have affected the known k-space samples as
originally measured. Mathematically,

̂

(

), where ̂

̂ is

the Fourier transform of ̂ . In other words, if ̂ is under-sampled in the same manner
that k-space data were originally acquired, the resulting under-sampled data will not
necessarily be consistent with the original under-sampled k-space data. Therefore, before
further progress, the known k-space samples are recovered:
Transforming to the spatial domain,

are better estimates ot

the unknown Fourier coefficients, which are replaced by zero in
value in

.

̂
than

̂

.

, since some of

, take an estimated
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These estimates can be improved by applying the above procedure in an iterative manner.
The joint reconstruction algorithm is shown in Table 4.1.
The algorithm is initialized with the minimum-energy reconstructions,

, and

continues until a convergence criterion is reached, e.g., changes between iterations are
below a predefined threshold, |

|⁄|

|

, or a maximum number of

iterations is reached.

4.3 Methods
SPGR brain images of healthy volunteers and temporal lobe epilepsy (TLE) patients were
acquired at 3T using a GE scanner (Discovery 750, software revision 22M32, General
Electric Healthcare, Waukesha, WI) with flip angles 4° and 18°, with the following
parameters: matrix: 256x256, resolution = 0.86mm isotropic, slice thickness = 1mm,
TE/TR = 4.1ms/8.9ms, BW = ±19.23 kHz, flip angle = 18˚, NEX = 1. Human data used
in this work were acquired using a protocol approved by the Western University Office of
Research Ethics.
The first set of experiments compared reconstruction methods on multiple images while
keeping the under-sampling pattern constant to reduce the dependence of the comparison
on the choice of under-sampling pattern. A total of 5 healthy volunteer and 10 TLE
patient datasets were used. Fully-sampled k-space data were employed as the reference
standard. Each dataset was then retrospectively under-sampled by randomly and
independently under-sampling the k-space datasets corresponding to acquisitions at flip
angles 4° and 18°, along the phase-encode direction with variable density. All datasets
were under-sampled with the same randomly and independently selected under-sampling
patterns.
Corresponding under-sampled slices (at flip angles 4° and 18°) were jointly reconstructed
as described above, and the corresponding T1 map was computed by DESPOT1. The
same datasets were also reconstructed based on either wavelet sparsity only or similarity
only. The former is achieved by removing the similarity-promoting operation in the
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described iterative algorithm and the latter by removing the wavelet sparsity-promoting
operation. For clarity, we call the former individual reconstruction and the latter entropyonly reconstruction. The reconstructions were also compared with the low resolution
sampling with the same under-sampling factor, achieved by fully sampling the center of
k-space and zero-padding the remainder, i.e., interpolation by a sinc kernel in the spatial
domain. These experiments were repeated for a range of under-sampling factors from 2 to
6.
Another set of experiments was performed to study the effect of various under-sampling
patterns. One healthy volunteer dataset was under-sampled with 15 pairs of undersampling patterns selected independently based on a Gaussian probability density
function. Similar to the previous set of experiments, the under-sampled datasets were
reconstructed jointly and the results compared with individual, entropy-only, and low
resolution reconstructions as described above.
All the algorithms were implemented in MATLAB (MathWorks, Inc., Natick, MA). In
all the experiments the reconstruction quality was measured in terms of the normalized
root mean squared error (NRMSE) of the reconstructed images and the T1 maps with
respect to the fully sampled data. To eliminate error due to background noise, the
NRMSE was computed over the support of the image, excluding the background. The
support was computed automatically by binarizing the image based on a threshold and
fitting a convex hull to the binary image. The threshold was chosen using the Otsu’s
method [18].
The statistical significance of the findings was evaluated using paired t-tests. Since
several such t-tests were performed, the comparisons were corrected by the Bonferroni
correction in which each individual hypothesis is tested at a statistical significance level
of
where

to achieve the desired significance level of

for the whole set of experiments,

is the total number of tests. In this thesis we used

.

Although NRMSE is a measure of the global error with respect to the reference standard,
it fails to capture local artifacts, which may be of more interest in practice. To illustrate
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the local effects of each under-sampled reconstruction method on the computed T1 map,
we define three regions of interest (ROI) in the white matter (WM), gray matter (GM),
and cerebrospinal fluid (CSF) and show the distribution of the reconstructed T1 values on
each ROI and those of the reference standard using box plots.

4.4 Results
Figure 4.2 shows the mean NRMSE values along with corresponding error bars of one
standard deviation for the reconstruction of the 15 SPGR datasets in the first set of
experiments. Joint reconstruction is compared with both individual and entropy-only
(E.O.) reconstructions. The results are also compared with low resolution reconstruction.
The statistical significance of the results, determined by paired t-tests, is shown in
Table 4.2.
In terms of the SPGR images, joint reconstruction significantly improved the NRMSE
compared to individual reconstruction at all but very low and high under-sampling
factors, and both consistently outperformed all other reconstruction methods evaluated.
This is expected since both methods exploit wavelet sparsity, which is a well-established
in compressed sensing and sparse recovery. The entropy-only reconstruction did not
perform better than low resolution reconstruction indicating that the Similarity-promoting
operation by itself was not sufficient to reconstruct images. However, when combined
with wavelet thresholding in joint reconstruction, the entropy promoting operation further
improves the reconstruction.
In general, the T1 maps derived from the two SPGR reconstructions exhibited a higher
NRMSE than either SPGR image as the DESPOT calculations are very sensitive to errors
in the SPGR images. Somewhat counter-intuitively, however, the T1 map derived from
the low resolution SPGR images performed better than the T1 map derived from the
individual reconstructions of the SPGR images even though the individual
reconstructions had a lower NRMSE than the low resolution SPGR images. Nevertheless,
the joint reconstruction still obtained significantly lower T1 NRMSE values compared to
all other reconstructions with the exception of low resolution reconstruction at high
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under-sampling factors (4.5 and higher in Table 4.2). It is interesting to note that at an
under-sampling factor of 4 the joint reconstruction resulted in an RMSE approximately
15% lower than the individual reconstruction of SPGR images but 45% in the
reconstruction of a T1 map. A more thorough investigation of these findings is presented
at the end of this section.
Figure 4.3 shows the mean NRMSE values along with corresponding error bars of one
standard deviation for the reconstruction of one healthy volunteer dataset with 15
different sets of under-sampling patterns in the second set of experiments. The statistical
significance of the results is shown in Table 4.3.
2
2.5
3
3.5
4
4.5
5
5.5
6
I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1
Joint-Indiv
+
+
+ + + + + + + + + + + + + +
+ +
+ +
Joint-E.O.
+ + + + + + + + + + + + + + + + + + + + + + + + + + +
Joint-Lowres + + + + + + + + + + + + + + + + +
+ +
+ +
+ +
Indiv-E.O.
+ +
+ +
+ +
+ +
+ +
+ +
+ +
+ +
+ +
Indiv-Lowres + +
+ +
+ +
+ +
+ + - + + - + + - + + - + E.O-Lowres. - +
+ +
+ + - + statistical significance under the null hypothesis that the NRMSE of the second reconstruction is
lower than the first one in each pair;
- statistical significance under the inverse null hypothesis, i.e., the NRMSE of the first reconstruction
is lower than the second one;
Otherwise, no statistical significance observed

Table 4.2- Statistical significance of NRMSE comparisons for the reconstruction of 15
different datasets. The results of paired t-tests for image 1, image 2, and the T1 map are
shown.
The results generally follow the same trend as in the previous set of experiments.
However, the NRMSE values generally show smaller deviation and consequently
stronger statistical significance is observed. This indicates that the variation in
reconstruction quality from randomly choosing the under-sampling patterns from a
Gaussian probability density is relatively small compared with the variation in
reconstruction quality between subjects.
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Figure 4.2- Mean NRMSE values and corresponding error bars of one standard deviation
for the reconstruction of 15 SPGR pairs from under-sampled k-space data and derived T1
map. For clarity, the error bars are shown at increments of 0.5. However, the growth in
the error bars follows a consistent trend.

P a g e | 87
While the NRMSE values from low resolution reconstruction of the SPGR images are
higher than those of the joint and individual reconstructions, the NRMSE values of the
derived T1 map is lower than those of the individual reconstructions and comparable to
those of the joint reconstructions, especially at high under-sampling factors (see
Figure 4.2 and Figure 4.3). This behavior is unexpected, especially considering the rather
well behaved NRMSE curves of the SPGR images.
2
2.5
3
3.5
4
4.5
5
5.5
6
I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1 I1 I2 T1
Joint-Indiv
+ + + + + + + + + + + + + + + + + + + + + + + + + +
Joint-E.O.
+ + + + + + + + + + + + + + + + + + + + + + + + + + +
Joint-Lowres + + + + + + + + + + + + + +
+ +
+ +
+ +
+ + Indiv-E.O.
+ + + + + + + + + + + + + + + + + + + + + + + + + + +
Indiv-Lowres + +
+ +
+ + - + + - + + - + + - + + - + + - + + E.O.-Lowres - - - - + + - + + - + + - + + - + + - + + + statistical significance under the null hypothesis that the NRMSE of the second reconstruction is
lower than the first one in each pair;
- statistical significance under the inverse null hypothesis, i.e., the NRMSE of the first reconstruction
is lower than the second one;
Otherwise, no statistical significance observed

Table 4.3- Statistical significance of NRMSE comparisons for the reconstructions with 15
different sets of under-sampling patterns. The results of paired t-tests for image 1, image
2, and the T1 map are shown.
This observation can be explained by looking at the effects of error in the two intensity
images on the final T1 values determined by DESPOT1. The T1 values are calculated
from the slope of the signal intensity equations in linearized form (see the DESPOT1
overview in the Introduction section). In Figure 4.4(a) we plot the error in DESPOT1
reconstruction as a function of the percentage error in the two SPGR images using the
same imaging parameters as the experiments and intensity values taken from white
matter. In DESPOT1, it is not the magnitude of the errors that affects the quality of the
DESPOT1 reconstruction, but the relationship between errors in the two images.
Figure 4.4 (b-d) show scatter plots showing the joint distribution of errors of intensity
values in the two SPGR images as a percentage of the fully-sampled intensity values at
each pixel. The error in T1 is zero along the 45° line marked on the graph, as changing
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the intensity values in both images by the same factor does not affect the DESPOT1
calculations and the error in T1 values increases with distance from this line.

Figure 4.3- Mean NRMSE values and corresponding error bars of one standard deviation
for the reconstruction of SPGR images and derived T1 maps of one healthy volunteer
from 15 independently under-sampled datasets. For clarity, the error bars are shown at
increments of 0.5. However, the growth in the error bars follows a consistent trend.
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These plots show that the low resolution reconstruction resulted in errors in the estimated
intensity values that are highly correlated between the two images. This is expected as the
low resolution sampling is equivalent to smoothing the reference standard images with a
sinc kernel. Although the contrast between the two intensity images is different, the basic
structure, and much of the overall intensity pattern remains the same. This resulted in a
distribution of the intensity errors clustered along the 45° line. On the other hand, the
wavelet sparsity based reconstruction methods result in a less correlated intensity error
distribution. The net result is that the errors incurred from acquiring a low resolution
image, though larger than the individual wavelet reconstruction, had less impact on the
computed T1 values.
The joint reconstruction technique continued to perform better than either of these
methods at low and middling under-sampling factors. We observed in Figure 4.4 that the
errors in the joint reconstruction were more correlated than the individual reconstruction.
The similarity-promoting operation was designed to cluster the SPGR intensity values to
reduce the joint entropy. As the two images were very positively correlated, this
clustering also increased the positive correlation between the errors in SPGR intensity
values pushing them towards the 45° line.

Figure 4.4- The DESPOT1 T1 error is shown as a function of the error in the intensity
images in (a) and the distribution of errors in the intensity images is shown for individual
reconstruction (b), joint reconstruction (c) and low resolution image (d) acquired with an
under-sampling ratio of 4.
Figure 4.5 provides a visual illustration of a typical reconstruction of the SPGR images
and derived T1 map for an under-sampling factor 4.
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Figure 4.5- Reconstruction of SPGR images at flip angles 4° and 18° with an undersampling factor of 4, and T1 map computed using DESPOT1. The zooming area is
shown by the white box. The arrowhead points to an example of aliasing artifacts
present in individual reconstruction that are removed by the joint reconstruction.
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Figure 4.6- Box plots of T1 values over three local ROIs (shown in Figure 4.7) on the
WM, GM, and CSF, at an under-sampling factor of 4. The central mark in each box is the
median and the edges of the box are the 25th and 75th percentiles.
The box plots in Figure 4.6 show the distribution of T1 values for the different
reconstruction methods and fully sampled reference standard over three local ROIs, with
the ROIs shown in Figure 4.7. The individual and entropy only reconstructions resulted
in wider quartiles and more variation in T1 values in CSF, white matter and grey matter.
However, both the joint and low resolution reconstruction resulted in white matter and
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grey matter distributions that closely matched the reference standard. For CSF, the low
resolution reconstruction produced a distribution similar to the reference standard while
the joint reconstructions resulted in slightly less variation as seen from the inner quartile
range of the box plots. However, it should be recalled that the flip angles for DESPOT1
are optimized to reconstruct T1 values for white matter and grey matter.

Figure 4.7- Three ROIs representative of white matter (green), gray matter (blue), and
cerebrospinal fluid (red), over which the distribution of the T1 values are computed.

4.5 Discussion
The experimental results presented in the previous section confirm my hypothesis that the
structural similarity between images acquired at different flip angles can be incorporated
as an additional under-sampled reconstruction constraint to improve the reconstruction
quality of the images. In particular, the results suggest that joint reconstruction with both
similarity and wavelet sparsity constraints can significantly reduce the reconstruction
error compared with individual reconstruction based on wavelet sparsity alone. This
improved reconstruction quality can make higher under-sampling factors realizable.
We observed that errors in the T1 map depend not only on the errors in the reconstruction
of the individual images, but also on how correlated these errors are. Consequently, while
under-sampled reconstruction techniques (like those presented in chapters 2 and 3) may
improve the quantitative quality metrics of single images, when these images are used for
a more complicated calculation like DESPOT1 this does not necessarily translate into
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improved results. Joint reconstruction overcomes this issue, improving the NRMSE of
both the SPGR images and the derived T1 map.
Finally, the performance of the Similarity-promoting operation depends on the shift ratio
( in equation (4.4)), the choice of which is dependent on the application. Nevertheless,
once set for a particular application, e.g., DESPOT1 with certain flip angles, the shift
ratio can be used for all other such acquisitions.

4.6 Conclusion
I showed that in MRI applications involving multiple acquisitions, e.g., Quantitative
MRI: T1/T2 mapping, the structural similarity between the acquisitions can be
incorporated as a reconstruction constraint, in addition to the conventional (wavelet)
sparsity constraints, for the reconstruction of the MR images from under-sampled k-space
data to reduce the acquisition time.
An Iterative reconstruction algorithm was used to jointly reconstruct the images by
alternating between the spatial, wavelet, and frequency domains, in which the similarity,
wavelet sparsity, and data consistency constraints are re-enforced respectively.
Without loss of generality, we considered DESPOT1 T1 mapping from two spoiled
gradient recalled (SPGR) images, acquired at two optimum flip-angles. Human brain
SPGR images were acquired at 3T. K-space data were incoherently under-sampled, and
the images were jointly reconstructed from the under-sampled data by the proposed
Iterative reconstruction.
Joint reconstructions resulted in significantly lower reconstruction errors compared to a
more traditional compressed sensing reconstruction of both SPGR images individually.
This improvement became even more important when examining the T1 maps generated
from the two under-sampled SPGR reconstructions. While the SPGR individual
reconstructions substantially outperformed a low resolution acquisition with the same
number of scans lines, the T1 map derived from the individual reconstruction was inferior
to the T1 map derived from low resolution acquisitions. This demonstrates the difficulty
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in using multiple compressed sensing acquisitions for quantitative calculations. However,
the joint reconstruction method, which promotes structural similarity between the
acquisitions as well as wavelet sparsity, produced T1 maps with significantly less error
than those attained from either individual or low resolution reconstructions for a wide
range of under-sampling factors.
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5 Driven equilibrium single pulse
observation of T1 with high-speed
incorporation of RF field
inhomogeneities (DESPOT1-HIFI)
During the course of these PhD studies, DESPOT1/DESPOT2

were

frequently used. This inevitably involved a closer inspection of the pulse sequences,
which resulted in a modification to an extension of DESPOT, known as DESPOT-HIFI,
which addresses some limitations of the conventional DESPOT due to RF field
inhomogeneities at high magnetic fields (3T and above). In this chapter, a modified
version of DESPOT-HIFI resulting in more accurate estimation of T1 values at high
magnetic fields is presented.

5.1 Introduction
As noted in section 1.3.1, The driven equilibrium single pulse observation of T1
(DESPOT1) is a fast and robust T1 mapping technique based on acquisition of spoiled
gradient echo images [1]–[3]. This technique is currently considered the most efficient
quantitative mapping technique [4].
In conventional DESPOT1 a T1 map is derived from two spoiled gradient recalled
(SPGR) images acquired at optimal flip angles [2], [3]. The SPGR signal intensity,
is a function of the longitudinal relaxation time,

, repetition time,

,

, flip angle, :

(5.1)
Where

(

) , and

is a factor proportional to the longitudinal magnetization.
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By holding

constant and incrementally increasing , a curve characterized by

generated, which can be represented in a linear form (

is

) as:
(5.2)

The slope,

, and intercept, , can be estimated by linear regression, from which

and

can be extracted:
(5.3)
and
(5.4)
While this approach permits rapid T1 mapping, the estimated

and

values are very

sensitive to the variations of the transmitted flip angle from the prescribed value, which
can result in inaccuracies due to RF field inhomogeneity. In particular, at high magnetic
field strengths, such as 3T or above, or when nonsymmetrical RF surface coils are used,
the homogeneity of the RF

field cannot be ensured. In such cases, the variations of the

transmitted flip angle with respect to the prescribed value is often modeled as
where

,

denotes the spatial variations of the RF field [5].

In order to account for the spatial inhomogeneity of the RF field, and therefore achieve
improved accuracy in the computed T1 map, in [5] Deoni proposed to acquire an
additional inversion-recovery SPGR (IR-SPGR) image, and solve for ,

, and

with

the combined SPGR and IR-SPGR data. This method is called Driven equilibrium single
pulse observation of T1 with high-speed incorporation of RF field inhomogeneities
(DESPOT1-HIFI).
Although this approach provides a promising solution for RF field inhomogeneity, the
IR-SPGR signal equation used in [5] is incorrect. In IR-SPGR the inversion pulse is
followed by a train of spoiled gradient echo pulses. Nevertheless, the signal equation
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used in [5] is that of an inversion-recovery spin echo (IR-SE) sequence, which does not
apply to IR-SPGR.
This chapter provides a modified IR-SPGR signal equation. The modification is
evaluated by phantom and in vivo imaging experiments at 3T.

5.2 Theory
IR-SPGR involves the application of a 180° pulse followed by a delay of

, and a train

of low-angle SPGR pulses, which sample successive lines of k-space [5]. The
perturbation due to the SPGR pulse train causes the longitudinal magnetization to recover
with a different effective time constant [6], [7]. Nonetheless, if the center of k-space is
acquired immediately after the inversion pulse, and a moderate number of RF pulses (up
to 128) with a low flip angle (<10°) is applied after each inversion, the longitudinal
recovery can be assumed to follow the regular
⁄

where

recovery [5]. Therefore,
(

⁄

)

(5.5)

is the time between successive inversion pulses.

Assuming an adiabatic inversion:
(5.6)
Additionally, at steady state:
(5.7)
Combining equations (5.5), (5.6), and (5.7), the longitudinal magnetization at the
beginning of each inversion cycle at steady state is calculated:
⁄
⁄

(5.8)
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Figure 5.1- Comparison of the original and the modified IR-SPGR equations for three
values representative of the white matter ( =900ms), grey matter ( =1500ms), and the
cerebrospinal fluid ( =3000ms) at 3T. The longitudinal magnetization normalized by
is plotted for different values of TI for each case.
based on which, the longitudinal magnetization at time

at each inversion cycle is

derived:
⁄

⁄

(

⁄

⁄

)

(5.9)

The IR-SPGR signal is consequently derived. With some algebraic simplifications:
(

⁄
⁄

)

(5.10)
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where
and

is a factor proportional to

, and includes

transverse decay term,

⁄

,

receive field effects.

Figure 5.1 compares the original and the modified IR-SPGR equations for three T1
values representative of the white matter, grey matter, and the cerebrospinal fluid at 3T.
A unique solution for ,

, and

is derived by least squares minimization of the

combined SPGR and IR-SPGR data to equations (5.1) and (5.10), i.e., minimization of
the function:
⁄

∑[ (

⁄

)

∑[

]

]

5.3 Materials and Methods
Phantom experiments were carried out using a custom made agarose gel phantom
comprising 9 nickel chloride doped agarose tubes with the following concentrations: {0,
0.47, 0.7, 1.06, 1.58, 2.37, 3.56, 5.34, 8} mM/l. Reference T1 values were determined by
acquiring 2D inversion-recovery fast spin echo (IR-FSE) data at 3T with the following
parameters: matrix: 256x256, TE/TR=11.24 ms/5000 ms, TI={100 , 400, 800, 1500,
3000} ms, ETL= 16, BW=±15.63 kHz, NEX=0.5. DESPOT1-HIFI data were acquired at
3T with the following parameters: matrix: 256x256x160, resolution = 1mm isotropic,
TE/TR = 3.71ms/8.36ms, BW = ±19.23 kHz, NEX=1. IR-SPGR data were acquired with
TI=450 ms, and

=5˚. SPGR data were acquired with

=4˚ and 18˚.

Reference T1 maps were computed by a 3-parameter fit to the IR-FSE data [8]. T1 maps
were computed by the conventional DESPOT1 (i.e., DESPOT1 with no RF
inhomogeneity correction) with the two SPGR acquisitions, as well as by DESPOT-HIFI
based on the modified and the original IR-SPGR signal intensity equations. The former is

P a g e | 101
referred to as the modified DESPOT-HIFI and the latter is referred to as the original
DESPOT-HIFI. The results were compared against the reference IR-FSE T1 values over
each of the 9 tubes.
Human brain data of two healthy volunteers were acquired using the same pulse
sequences described above at 3T. Human data used in this work were acquired using a
protocol approved by the University of Western Ontario Office of Research Ethics.
Similar to the phantom experiments, T1 maps were computed by the conventional
DESPOT1 and by the original and modified DESPOT-HIFI and compared against the
reference IR-FSE T1 values for different tissues.

5.4 Results
T1 values computed over each of the tubes in the agarose phantom by the conventional
DESPOT and by the original and modified DESPOT-HIFI are compared against the
reference IR-FSE values in Figure 5.2. While the conventional DESPOT and the original
DESPOT-HIFI result in underestimated and overestimated T1 values respectively, the
modified DESPOT-HIFI results in the most consistent values with the gold standard.
Figure 5.3 compares the computed T1 values with the contrast concentration for each
tube. The T1 values obtained by the modified DESPOT-HIFI follow those of the
reference IR-FSE very closely. Additionally, DESPOT-HIFI results in higher correlation
between the T1 values and the contrast concentration than the conventional DESPOT.
Figure 5.4 plots T1 values computed by the conventional DESPOT and the original and
modified DESPOT-HIFI versus reference values computed based on the IR-FSE
acquisitions over three regions of interests (ROI) on white matter, grey matter, and the
cerebrospinal fluid for each volunteer. The results generally show the same trend
observed with the phantom data. Computed T1 values with different methods are also
compared against each other over a few anatomies of interest in Figure 5.5. Sample T1
maps, computed by the original and modified DESPOT-HIFI, and the conventional
DESPOT, for one of the healthy volunteers are shown in Table 5.1. The results confirm
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that the modified DESPOT-HIFI results in T1 estimates most consistent with the
reference T1 values.
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Figure 5.2- Mean T1 values for each tube in the agarose phantom, computed by
conventional DESPOT1 and by the original and modified DESPOT1-HIFI versus
reference values determined by IR-FSE. The errorbars denote one standard deviation.
Linear regressions and the line of unity with the reference T1 values are also shown.

5.5 Discussion and conclusion
While the conventional DESPOT provides an efficient way of computing T1 maps based
on the acquisition of two SPGR images at optimal flip angles, it often results in
consistently under-estimated T1 values at high magnetic fields, i.e., 3T and above, due to
RF field inhomogeneities causing deviations of the transmitted flip angle from that
prescribed. To address this problem, Deoni proposed the acquisition of an additional IRSPGR image to account for the RF field inhomogeneities simultaneous with T1/M0
estimation through least squares minimization of the combined SPGR and IR-SPGR data
to the corresponding signal intensity equations. However, the assumed signal intensity
equation for the IR-SPGR acquisition is incorrect resulting in consistently overestimated
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T1 values. In this chapter, we proposed a modification by deriving the correct IR-SPGR
signal intensity equation. The proposed modification was validated on a custom made
agarose gel phantom doped with different concentration of nickel chloride resulting
different T1 values as well as for in vivo human brain T1 mapping. The modified
DESPOT-HIFI results in T1 values much more consistent with the reference values
computed based on a number of IR-FSE acquisitions.
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Figure 5.3- Mean T1 values, computed by the conventional DESPOT1, the original and
modified DESPOT1-HIFI, and the IR-FSE reference, for each tube in the agarose
phantom, versus nickel chloride concentration of the tube.
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Figure 5.4- Mean T1 values computed by the conventional DESPOT and by the original
and modified DESPOT-HIFI versus reference values computed based on IR-FSE
acquisitions over three regions of interests (ROI) on white matter (WM), grey matter
(GM) and cerebrospinal fluid (CSF). WM ROI includes areas on the frontal lobe, parietal
lobe, and corpus callosum, GM ROI includes areas on the cerebral cortex and the caudate
nucleus, and CSF ROI includes areas on the lateral ventricle. The errorbars denote one
standard deviation. Linear regressions and the line of unity with the reference T1 values
are also shown.
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Figure 5.5- Mean T1 values with the errorbars of one standard deviation computed by the
conventional DESPOT1, the original and modified DESPOT1-HIFI, and the IR-FSE
reference over some anatomies of interest.
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Modified DESPOT-HIFI

Original DESPOT-HIFI

Conventional DESPOT

Table 5.1- Sample T1 maps computed by the original and modified DESPOT-HIFI and
by the conventional DESPOT1 for a healthy volunteer.
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6 Subjective reconstruction quality
assessment
So far throughout this thesis the assessment of the quality of reconstruction achieved by
different methods and how different reconstructions compare against each other was
solely based on quantitative measures, e.g., the reconstruction error with respect to the
fully-sampled reference. However, although useful to some extent, these quantitative
measures do not necessarily correlate completely with the perceptual quality judgment
made by radiologists and other expert end users. Consequently, unless accompanied by
subjective clinical evidence, any conclusion solely based on quantitative evidence is of
limited clinical impact. Therefore, a number of experiments were carried out with the
help collaborating radiologists, aiming at subjective quality assessment and comparison
of under-sampled reconstruction techniques, the results of which is presented in this
chapter.

6.1 Introduction
As described in the previous chapters, which were primarily focused on Under-sampled
MRI reconstruction, signal-to-noise ratio (SNR) in magnetic resonance imaging (MRI) is
proportional to the voxel volume and the square root of the acquisition time [1], which
implies that reasonably high resolution and SNR are only achieved at the expense of long
acquisition times. Therefore, acceleration of MRI acquisitions without compromising the
resolution and/or SNR has been an active field of research since the introduction of this
modality [2] (and references therein). In addition to advancements in hardware and pulse
sequence design, two major categories of acceleration techniques are Parallel imaging
[3]–[5] and Compressed sensing [6], both of which reduce the acquisition time by
acquiring under-sampled k-space data. However, in the former approach missing k-space
data are interpolated based on the knowledge of the coil sensitivity profiles, while the
latter interpolates the missing data by imposing a sparsity constraint in a transform
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domain on the image. Under-sampled reconstruction techniques based on joint
application of parallel imaging and compressed sensing have also been developed [7].
Although quantitative quality measures, such as the normalized root mean square error
(NRMSE), contrast-to-noise ratio (CNR), and SNR, are commonly used to assess the
reconstruction quality of these techniques, these measures do not necessarily completely
correlate with the practical image quality as perceived by radiologists and other expert
end users. A few authors have attempted to assess the under-sampled reconstruction
quality based on subjective scoring of the images for parallel imaging [8], [9] and
compressed sensing [10].
In this chapter we present the results of my study on the subjective quality measurement
of compressed sensing, and combined compressed sensing and parallel imaging (where
multiple-channel data are available) reconstructions.

6.2 Methods
6.2.1 Study design
While the performance of parallel imaging techniques generally depends on hardware
specifications of the imaging system, e.g., number of channels and the g-factor [2], the
performance of compressed sensing reconstructions is determined by the underlying
image- it is known that compressed sensing generally does better with images with a
sparser representation in the sparse transform domain, an example of which is magnetic
resonance angiography (MRA) images, which often result in very sparse transformdomain representations [6]. Furthermore, clinical applications vary in terms of their
resolution requirements and susceptibility to reconstruction artifacts. Therefore, it is
expected to achieve varying degrees of performance/improvement by compressed sensing
depending on the application. In this chapter three common clinical applications of MRI
in neuroradiology are considered: detection of white matter lesions, cranial nerve
imaging, and magnetic resonance angiography (MRA).
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6.2.1.1 Detection of white matter lesions
This task involves detection of small non-specific white matter lesions on T2-FLAIR
images. Artificial but realistic white matter lesions were incorporated onto FLAIR brain
images of a healthy volunteer as follows:
A typical white matter lesion was identified on T2-FLAIR brain image of a multiple
sclerosis patient by a senior neuroradiology resident. The lesion was cropped from a 2D
slice (approximate lesion size = 2.5mm in diameter). Whole-brain T2-FLAIR images of a
healthy volunteer were also acquired (TR/TE=8000ms/120.9ms, TI=2250ms, flip
angle=90˚, matrix=256x256, BW = 0.86mm isotropic), slice thickness=2mm, slice
spacing=2.5, BW=31.3kHz, NEX=1), based on which test images were generated by
artificially incorporating the lesion into the acquired axial 2D FLAIR images in random
locations in the cerebral white matter where these lesions are commonly seen clinically,
with a probability of 50%. In order to preserve the SNR on the destination image,
merging was carried out by manipulating the intensity levels on the destination image to
match those of the lesion relative to its background. Figure 6.1 shows a sample test image
generated in this manner. Human data used in this work were acquired using a protocol
approved by the University Of Western Ontario Office Of Research Ethics.

Figure 6.1- Sample white matter lesion artificially incorporated in a FLAIR image.
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The test images, generated as described above, were under-sampled in the Fourier
domain to generate low-resolution and compressed sensing under-sampled
reconstructions. Low-resolution reconstruction was used as a control baseline. For
compressed sensing, under-sampling was done based on a variable density scheme
appropriate for compressed sensing [6]. Compressed sensing reconstruction was carried
out using Iterative stationary wavelet transform thresholding. The set of test images
included under-sampling factors 1, i.e., no under-sampling, 2, 3, 4, and 5, each with 30
images for each reconstruction (low-resolution and compressed sensing) totaling to 300
images.
The images were viewed by 3 senior radiology residents in randomized orders. The
experiments involved identification of the lesion or declaring there is none, while the
participants also indicate their level of confidence using a 4-score ranking system (1: non
diagnostic; 2: low confidence; 3: moderately confident; 4: high confidence).
6.2.1.2 Cranial nerve imaging
Whole brain 3D images of a healthy volunteer were acquired at 3T using a 32-channel
head coil with a multiacquisition SSFP (or CISS, also known as FIESTA-C) pulse
sequence with the following parameters: TR/TE=5.5 ms/2.4 ms, flip angle=55˚, matrix:
288x288 (pixel spacing=0.63mm isotropic), slice thickness=1 mm, slice spacing=1 mm,
BW=46.9 kHz, NEX=1. A sample multiacquisition SSFP image is shown in Figure 6.2.
Raw k-space data were retrospectively under-sampled with under-sampling factors 2, 3,
4, and 5, for GRAPPA parallel imaging, Iterative stationary wavelet transform
thresholding (Table 6.1), and low-resolution reconstruction, obtaining a total of 12 whole
brain under-sampled datasets, which were then reconstructed by the corresponding
reconstruction technique.
The reconstructions were viewed and scored by three senior radiology residents. The
fully-sampled image was presented to each participant followed by the reconstructed
images presented at random orders. The participant was requested to score each
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reconstruction based on the diagnostic quality of the cranial nerves, with a 5-point
scoring system (1: not interpretable, 2: severely degraded, 3: moderately degraded, 4:
mildly degraded, 5: no significant artifacts).
Furthermore, in another set of experiments, the three reconstructions at each undersampling factor were presented to the participant side-by-side, with randomized orders,
and the participant was requested to rank them based on the diagnostic quality of the
cranial nerves (1 being the best and 3 the worst.)

Figure 6.2- Sample multiacquisition SSFP image (fully-sampled reconstruction).
6.2.1.3 Magnetic resonance angiography (MRA)
Whole brain 3D time of flight (TOF) MR angiogram of a healthy volunteer was acquired
at 3T using a 32-channel head coil with the following parameters: TR/TE=20 ms/2.6 ms,
flip angle=15˚, matrix=216x168 (pixel spacing=1.1mmx1.4mm), slice thickness=1.4 mm,
slice spacing= 1.4 mm, BW=10.3 kHz, NEX=1.
Similar to the FIESTA experiments, raw k-space data were retrospectively undersampled and reconstructed by parallel imaging, combined parallel imaging and
compressed sensing (Table 6.1), and the low-resolution reconstruction. The reconstructed
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images were scored and ranked similar to the FIESTA reconstructions, based on the
diagnostic quality of the vessels.
All the images were viewed by the participants on a commercial LCD display in a room
with normal lighting. While this inevitably imposes some limitations since the images are
usually viewed in a dark room in the radiology department, due to space constraints, we
were unable to perform the experiments in a dark room.
Multiple-coil iterative thresholding reconstruction algorithm
Inputs:
: Under-sampled k-space data (
, where
: Coil sensitivities
: Under-sampling operations selecting k-space data

is the number of coils)

Output:

: Reconstructed k-space data
Algorithm:
// Initialize to the minimum energy reconstruction
for
do
end
//Reconstruct through iterative thresholding
while not converged do
//combine multiple channel data
∑

//where

and

∑

//thresholding
̃
//data consistency
for
do
̃
̃
̃
̃
end
end

Table 6.1- Multiple-coil iterative thresholding reconstruction algorithm.
the Fourier transform and wavelet thresholding operations, respectively.

and

denote
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6.3 Results
6.3.1 Detection of white matter lesions
Figure 6.3 shows the pooled (i.e., cumulative) results of the lesion detection task for the
low-resolution and compressed sensing reconstructions. The low-resolution
reconstructions resulted in higher true positive and lower false negative fractions.

Figure 6.3- Lesion detection performance (pooled) for the compressed sensing (CS) and
low-resolution (lowres) reconstructions.
Corresponding ROC curves were computed based on the confidence levels indicated by
the participants, following the methodology of Metz [16]. The ROC curves are shown in
Figure 6.4. The area under the ROC curves (AUC) and the average of normalized root
mean square errors (NRMSE) with respect to the fully-sampled reference images for
different under-sampling factors are shown in Table 6.2. The low-resolution
reconstructions generally resulted in higher lesion detection accuracy in term of the area
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under the ROC curves. However, in terms of the reconstruction errors, compressed
sensing reconstructions resulted in lower average NRMSE values.
The reconstruction errors with respect to the fully-sampled reference, measured in terms
of the normalized mean square error (NRMSE), are statistically compared in Table 6.3.
Compressed sensing reconstructions resulted in significantly lower error values than the
low-resolution reconstructions for under-sampling factors 1 to 4.
U.F. AUC
lowres
1
0.99
2
1.0
3
0.96
4
0.81
5
0.78

CS
0.96
0.97
0.97
0.77
0.67

NRMSE
lowres
0
0.013
0.024
0.033
0.042

CS
0
0.0082
0.012
0.023
0.038

Table 6.2- Area under ROC curves (AUC) and the average normalized mean square error
(NRMSE) for different under-sampling factors (UF) in the lesion detection task (pooled
results). Corresponding ROC curves are shown in Figure 6.4.
The area under the ROC curves (AUC) is compared against the average normalized root
mean square error (NRMSE) of the low-resolution and compressed sensing
reconstructions for each under-sampling factor in Figure 6.5.
While compressed sensing reconstructions resulted in significantly lower error values
than the corresponding low-resolution reconstructions (Table 6.3), no improvement in
lesion detection accuracy was observed with compressed sensing over the simple lowresolution reconstructions. In fact, better detection performance was observed with a
simple low-resolution reconstruction.

P a g e | 116

Figure 6.4- ROC curves corresponding to the lesion detection task (pooled results).
Two-sample t test (
U.F.
1
2
3
4
5

Confidence Interval
0
-4.5e-03 ± 7.7e-04
-1.2e-02 ± 1.9e-03
-9.8e-03 ± 5.0e-03
-4.5e-03 ± 7.0e-03

)
P-value
1
4.9e-13
4.7e-14
2.0e-04
1.0e-01

Table 6.3- Statistical comparison of the low-resolution (lowres) and compressed sensing
(CS) reconstruction errors (NRMSE) in terms of the confidence intervals and the p-values
corresponding to a two-sample t test, for different under-sampling factors.
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0.9
0.8
0.7
AUC

0.6
0.5

Lowres

0.4

CS

0.3
0.2
0.1
0
0

0.01

0.02
0.03
Avg. NRMSE

0.04

0.05

Figure 6.5- Area under ROC curves (AUC) versus average normalized root mean square
error for each under-sampling factor for the lesion detection task with compressed
sensing (CS) and low-resolution (lowres) reconstructions.
6.3.2 Cranial nerve imaging
The results of the cranial nerve imaging ranking task are shown in Table 6.4, and those of
the scoring task are shown in Table 6.5 and Figure 6.6. Except for the low undersampling factor of 2, combined compressed sensing and parallel imaging is generally
ranked the best reconstruction at each under-sampling factor. At under-sampling factor 2,
the GRAPPA and CS+PI reconstructions are very similar, as one of the participants
ranked them both 1. However, GRAPPA receives slightly better ranking and scoring.
Furthermore, while the subjective diagnostic quality score drops for the GRAPPA and
low-resolution reconstructions very rapidly with increasing under-sampling factor, the
combined CS+PI reconstruction maintains a reasonably high score up to under-sampling
factor 4, suggesting that diagnostic quality (i.e., a subjective score of 4 or higher) images
are achievable with under-sampling factors as high as 4 by combined compressed sensing
and parallel imaging. Also, it is interesting to observe that while for each reconstruction
the subjective quality score shows high correlation with the reconstruction error,
measured in terms of NRMSE, the correlation follows different trend for different
reconstructions.

P a g e | 118
U.F. Participant #
1
2
2
3
1
3
2
3
1
4
2
3
1
5
2
3

GRAPPA
1
1
1
2
2
1
2
1
2
2
2
3

lowres
3
3
3
3
3
3
3
3
3
3
3
2

CS+PI
2
1
2
1
1
2
1
1
1
1
1
1

Table 6.4- Results of the cranial nerve imaging ranking task for three participants.
6.3.3 Magnetic resonance angiography (MRA)
Table 6.6 shows the results of the MRA ranking task, with those of the scoring task
shown in Table 6.7 and Figure 6.8. Sample projection reconstructions at x5 undersampling are shown in Figure 6.7. The results generally conform to those of the cranial
nerve imaging experiments. However, the subjective scores drop more rapidly with
increasing under-sampling factor than those of the cranial nerve imaging experiments.
Also, the GRAPPA reconstructions show the most drastic decrease in the subjective score
(and increase in the NRMSE) with increasing under-sampling factor. (In terms of the
quantitative reconstruction errors, while the NRMSE values of the CS+PI and lowres
reconstructions remain within the same range as those of the cranial nerve imaging
experiments, GRAPPA results in a noticeable increase in the NRMSE at under-sampling
factors 3 and above.) At under-sampling factors 3 and above, GRAPPA performance falls
even below the low-resolution reconstruction both in terms of the subjective scores and
the NRMSE. In general, for cranial nerve imaging and MRA, while the GRAPPA
reconstruction is very effective (in terms of the resulting diagnostic performance) for very
low under-sampling factors (2), its limits are reached very fast by increasing the undersampling factor (3 and above).
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U.F. reconstruction
Grappa
2
Lowres
CS+PI
Grappa
3
Lowres
CS+PI
Grappa
4
lowres
CS+PI
grappa
5
lowres
CS+PI

Avg. score
5
4.7
5
4.3
3.3
4.7
3
2
4.3
2
1
3.3

NRMSE
0.0081
0.035
0.017
0.013
0.043
0.021
0.022
0.053
0.024
0.050
0.060
0.026

Table 6.5- Average scores given by three participants for the cranial nerve imaging
scoring task and the normalized root mean square error (NRMSE) of the corresponding
reconstructions.
6
y = -170x + 8.0
5

Avg. score

4

GRAPPA
y = -140x + 9.5

3

Lowres
CS+PI
Linear (GRAPPA)

2

y = -67x + 5.1

Linear (Lowres)
Linear (CS+PI)

1
0
0

0.01

0.02

0.03
0.04
NRMSE

0.05

0.06

0.07

Figure 6.6- Average score (given by three participants) versus the normalized root mean
square error (NRMSE) for the cranial nerve imaging scoring task. The error bars show
one standard deviation, if non-zero.

P a g e | 120
U.F. Participant #
1
2
2
3
1
3
2
3
1
4
2
3
1
5
2
3

GRAPPA
1
1
1
3
3
3
3
3
3
3
3
3

lowres
3
3
3
2
2
2
2
2
2
2
2
2

CS+PI
2
1
2
1
1
1
1
1
1
1
1
1

Table 6.6- Results of the MRA ranking task for three participants.
Although at higher under-sampling factors (3 and above) the subjective scores are
generally lower than those of the cranial nerve imaging experiments, the results still
suggest that higher under-sampling factors can be achieved by the combined CS+PI
reconstruction while maintaining diagnostic quality. (For example, in Table 6.7 CS+PI
receives an average score of 4 or higher for under-sampling factors up to 3, while other
reconstructions receive a subjective score of 3 or less at under-sampling factor 3 and
above.)
U.F. reconstruction
grappa
2
lowres
CS+PI
grappa
3
lowres
CS+PI
grappa
4
lowres
CS+PI
grappa
5
lowres
CS+PI

Avg. score
5
4
4.7
1.7
3
4
1
2
3.3
1
2
3

NRMSE
0.0082
0.029
0.014
0.11
0.037
0.025
0.14
0.045
0.027
0.15
0.051
0.030

Table 6.7- Average scores given by three participants for the MRA scoring task and the
normalized root mean square error (NRMSE) of the corresponding reconstructions.
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Figure 6.7- Maximum intensity projection- Axial view: (a) fully-sampled (b,c,d) 5x
under-sampled.
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6
5

y = -96x + 6.0

Avg. score

4

GRAPPA
Lowres

y = -29x + 5.2

3

CS+PI
Linear (GRAPPA)

2

Linear (Lowres)

y = -100x + 6.8

Linear (CS+PI)

1
0
0

0.05

0.1
NRMSE

0.15

0.2

Figure 6.8- Average score (given by three participants) versus the normalized root mean
square error (NRMSE) for the MRA scoring task. The error bars show one standard
deviation, if non-zero.

6.4 Discussion and conclusion
The results primarily suggest that the advantages of compressed sensing depend on the
application. For example, while the results suggest that higher under-sampling factors
while maintaining the diagnostic quality are reached with combined CS+PI for cranial
imaging and MRAs, as noted in the previous section, no improvement over a simple lowresolution acquisition is achieved by compressed sensing in the lesion detection task,
involving identification of relatively large lesions.
Compressed sensing generally improves the resolution by interpolating the undersampled data based on an a priori sparsity reconstruction constraint. This, however,
sometimes results in visual reconstruction artifacts, i.e., the under-sampling aliasing
artifacts that are not completely removed during the reconstruction, in spite of the
increased resolution. This is illustrated in Figure 6.9 with a simple test image. As
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suggested by the lesion detection results, this task does not require high resolution
images, as lesions are usually large enough distinct areas to be detected on a simple lowresolution reconstruction. However, the aliasing artifacts on the compressed sensing
reconstructions may interfere with the detection of the true lesions, resulting in overall
detection performance even worse than the simple low-resolution reconstruction, as
suggested by the results above. For example, as shown in Table 6.2, while compressed
sensing results in lower reconstruction error (NRMSE) than low-resolution, the lesion
detection performance in terms of the area under the ROC curve is generally better for
low-resolution compared to compressed sensing.

Figure 6.9- Compressed sensing (a) and low-resolution (b) reconstruction of a simple test
image by under-sampling in the frequency domain (under-sampling factor 5). While
compressed sensing results in higher resolution (finer lines are resolved in the left image)
it also results in some aliasing visual artifacts. The arrows point to examples of aliasing
artifacts on the compressed sensing reconstruction and loss of resolution in the lowres
reconstruction.
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It is known that compressed sensing performs very well with very sparse images, e.g.,
MRAs, which is consistent with our results. However, as noted in the previous section,
under-sampled MRA reconstructions generally received lower subjective scores than the
FIESTA cranial nerve images at the corresponding under-sampling factor. This can partly
be attributed to the fact that the FIESTA cranial nerve images are intrinsically very high
SNR images. Additionally the arteries in the MRA have more complex courses and are
scrutinized to a higher degree than cranial nerves by radiologists to look for more subtle
abnormalities in contour.
In summary, while for some applications, especially those requiring/relying on high
resolution, CS may be of advantage, for some others, e.g., certain lesion detection tasks,
one might simply reduce the acquisition time by reducing the resolution to a certain
amount without affecting the diagnostic performance.
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7 Summary and future directions
7.1 Thesis summary
The primary objective of this thesis was to study MRI acceleration techniques based on the
acquisition of under-sampled k-space data followed by interpolation of the missing samples.
Although with advancements in MRI hardware, e.g., new scanners with higher strength static
magnetic field and gradients, as well as advancements in pulse sequence design, e.g., echo train
imaging techniques [1]–[7], faster acquisitions have become possible, due to physical and
biological constraints the acquisition time is still relatively long for typical clinically used pulse
sequences [8]. Furthermore, while the acquisition time can be reduced by trading off the
resolution and/or signal-to-noise ratio (SNR) of the acquired images [9], practical limits are very
soon reached due to the minimum requirements on resolution and/or SNR in many applications.
On the other hand, patient comfort and cost considerations limit the acceptable clinical scan
times, which in turn limits the number of pulse sequences that can be run in a single clinical
examination. However, because of MR’s versatility in acquiring multiple tissue-related
parameters, e.g., T1 and T2, the patient is being subjected to increasing number of imaging
sequences. Therefore, reducing the acquisition time in magnetic resonance imaging, while
maintaining an acceptable image quality, i.e., resolution and SNR, remains a primary field of
research [8].
A major class of MRI acceleration techniques is based on the acquisition of under-sampled kspace data (therefore, reducing the acquisition time) and interpolation of the missing samples to
generate a full-resolution image. Two major categories of under-sampled MRI reconstructions
are Compressed sensing [10], [11] and Parallel imaging [12]–[14]. The former involves
interpolation of under-sampled k-space data by assuming an a priori sparsity constraint on the
image, while in the latter interpolation is based on the knowledge of the coil sensitivities. When
multiple-channel data available, the best reconstruction performance is achieved by a combined
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compressed sensing and parallel imaging reconstruction [15], [16]. The main approaches taken in
this thesis to acceleration of MRI acquisitions fall under these two categories.
The specific objectives of this thesis can be summarized as follows:
1. Compressed sensing reconstruction by penalizing the stationary wavelet transform
coefficients: While the discrete wavelet transform is commonly used as the sparsifying
transform in compressed sensing, reconstruction is traditionally carried out by penalizing
the decimated wavelet transform coefficients (DWT) [10]. However, penalizing the
decimated wavelet transform coefficients often results in visual reconstruction artifacts,
which are mainly associated with the lack of translation-invariance of the wavelet basis in
the decimated form [17]. A major contribution of this thesis was to show that these
reconstruction artifacts can be eliminated or greatly reduced by penalizing the translation
invariant version of the discrete wavelet transform, i.e., penalizing the stationary wavelet
transform coefficients for Stationary wavelet transform sparse recovery. Additionally, a
practical Iterative stationary wavelet transform thresholding algorithm allowing for
simultaneous incorporation of coil sensitivity profiles for combined compressed sensing
and parallel imaging reconstruction was developed.
2. Joint under-sampled reconstruction of multiple-acquisition datasets: Some
applications of MRI, e.g., Quantitative MRI: T1/T2 mapping [18]–[22], involve multiple
sequential acquisitions that exhibit high correlation, or low joint entropy, since they are
often acquired by only changing an imaging parameter. In this thesis it was shown that
such correlation can be incorporated in Under-sampled MRI reconstruction problems to
improve the reconstruction quality, or increase the under-sampling factor while
maintaining the reconstruction quality.
3. Driven equilibrium single pulse observation of T1 with high-speed incorporation of
RF field inhomogeneities (DESPOT1-HIFI): While DESPOT1/DESPOT2
techniques [23] provide efficient ways of computing T1/T2 maps [24], at
high (3T and above) magnetic some inaccuracies are observed due to the deviations of
the transmitted flip angle from the prescribed values. In order to address this problem, an
extension to the DESPOT known as DESPOT-HIFI [22] was proposed. Another
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contribution of this thesis was a modification to DESPOT-HIFI resulting in more
accurate computation of the quantitative T1 and T2 maps.
4. Subjective quality assessment of the under-sampled reconstructions: While
quantitative quality metrics, e.g., the normalized mean square error (NRMSE), have been
commonly used to evaluate and compare the quality of different under-sampled
reconstructions, it was shown in this thesis that such quantitative measures do not
necessarily correlate with the perceptual quality as perceived by radiologists (Chapter 5).
Therefore, any quantitative assessment of the reconstruction quality is of limited clinical
impact unless accompanied by subjective assessments directly related to the diagnostic
quality of the images. This problem was addressed in the thesis through a number of
subjective experiments, carried out with the help of collaborating radiologists, aimed at
subjective clinical evaluation of different under-sampled reconstructions for different
applications.
7.1.1 Stationary wavelet transform penalization
Traditionally wavelet-based compressed sensing reconstructions involve penalizing the
decimated wavelet transform (DWT) coefficients [10], [11], [25], [26]:
‖
where

‖ s.t. ‖

‖

(7.1)

denotes the decimated wavelet transform (DWT) and

the k-space under-sampling operation and
data. The solution is denoted by

the Fourier transform.

the originally acquired (under-sampled) k-space

.

Chapter 3 of this thesis demonstrated that some of the reconstruction artifacts, associated with
the lack translation of the wavelet basis in the decimated (DWT) form, can be eliminated or
reduced by penalizing the undecimated discrete wavelet transform, i.e., the stationary wavelet
transform (SWT), which provides a translation-invariant basis. That is,
‖

‖ s.t. ‖

transform (SWT).

‖

, where

is now the stationary wavelet

is
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It was shown that SWT-penalized reconstructions result in fewer visual artifacts, as well as
significantly lower reconstruction error with respect to the fully-sampled reference compared to
the corresponding DWT-penalized reconstructions. Furthermore, SWT reconstructions generally
converged faster, i.e., in fewer iterations, than the corresponding DWT reconstructions.
Additionally, while DWT-penalized reconstructions often over-converged, in many cases no
over-convergence was observed with SWT.
These characteristics were demonstrated for compressed sensing reconstructions with different
additional constraints, including DWT/SWT-penalized reconstructions with additional total
variation (TV), and coil sensitivity, i.e., combined parallel imaging and compressed sensing
reconstruction. The latter is of particular practical interest since it is expected to achieve the best
reconstruction performance by combined parallel imaging and compressed sensing
reconstruction, when multiple-channel data available.
In Chapter 2 an Iterative stationary wavelet transform thresholding reconstruction algorithm was
presented. Iterative thresholding algorithms are commonly used to find a solution to the
aforementioned

-regularized reconstruction problem (equation 7.1) [25], [27], [28]. While

traditionally thresholding is performed on the decimated wavelet transform (DWT) coefficients
corresponding to a DWT-penalized reconstruction, as shown in chapter 2, SWT-penalized
reconstruction can be achieved through iterative SWT thresholding. Furthermore, an extension of
the iterative thresholding reconstruction for simultaneous incorporation of multiple-coil data was
presented.
7.1.2 Joint under-sampled reconstruction of multiple-acquisition datasets
Some MR applications, e.g., Quantitative MRI: T1/T2 mapping [18]–[22], involve multiple
sequential acquisitions of an object. These images are often acquired by changing a single
imaging parameter. Consequently, while the intensity levels of these acquisitions are
manipulated, they exhibit high structural similarity, i.e., low joint entropy. In chapter 4, this
similarity was incorporated as an additional constraint in the under-sampled reconstruction
problem to improve reconstruction quality, or increase under-sampling while maintaining the
quality. To this end, a Similarity-promoting operation was developed, which was then
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incorporated in an Iterative stationary wavelet transform thresholding reconstruction algorithm,
in addition to the conventional thresholding, i.e., sparsity-promoting, operation.
While incoherent under-sampling is important for compressed sensing reconstruction of
individual images [10], in the joint reconstruction case, under-sampling incoherence between
different acquisitions becomes crucial in addition to the individual under-sampling incoherence.
While the latter is achieved by random under-sampling of each k-space dataset, the former is
achieved by making the individual under-sampling operations in different acquisitions
independent of each other.
Without loss of generality, the methods and results were demonstrated for the DESPOT1 T1
mapping technique, in which the quantitative T1 map is computed from two spoiled gradient
recalled (SPGR) acquisitions at optimal flip angles [23].
Joint reconstructions resulted in significantly lower reconstruction error compared with the
traditional individual reconstructions as well as the low-resolution reconstructions, in terms of
both the reconstruction of individual SPGR images and the computed T1 map.
In addition to the reconstruction error in individual SPGR images, DESPOT1 error also depends
on the correlation between the individual errors. For example, while the individual
reconstructions resulted in significantly lower reconstruction error of the individual SPGR
images than the low-resolution reconstructions, the error in the T1 map computed from the lowresolution images was significantly lower than that computed from individual reconstructions.
This decrease in the DESPOT1 error is mainly associated with the high correlation between the
errors in the low-resolution images- the main source of error in the low-resolution
reconstructions is the blurring due to the low-pass filtering of the images, which is the same for
both of the images. Nevertheless, random under-sampling in the compressed sensing
reconstructions results in less correlated errors of the individual reconstructions, which in turn
results in increased DESPOT1 error. However, the joint reconstruction exhibited significantly
lower SPGR and DESPOT1 error compared to the individual and low-resolution reconstructions.
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7.1.3 Driven equilibrium single pulse observation of T1 with high-speed incorporation of
RF field inhomogeneities (DESPOT1-HIFI)
Driven equilibrium single pulse observation of T1/T2 (DESPOT1/DESPOT2

)

is currently the most efficient T1/T2 mapping technique. In DESPOT1 a T1 map is computed
from two spoiled gradient recalled (SPGR) acquisitions at optimal flip angles. Once the T1 map
is computed, it is used with DESPOT2 to compute the T1 map from steady state free precision
(SSFP) acquisitions [23]. However, deviations of the transmitted flip angle,
prescribed value,
of the RF (

, from the

, introduce inaccuracies in the computed T1 values due to inhomogeneities

) field at high magnetic fields (3T and above). The transmitted flip angle is

generally related to the prescribed flip angle as
spatial variations of the

, where

is a parameter denoting the

field.

The Driven equilibrium single pulse observation of T1 with high-speed incorporation of RF field
inhomogeneities (DESPOT1-HIFI) addresses this problem by an additional inversion recovery
spoiled gradient echo (IRSPGR) acquisition. The combined SPGR and IRSPGR data are then
used to simultaneously estimate ,

, and

.

In chapter 5 a modification to DESPOT-HIFI was proposed resulting in more accurate estimation
of ,

, and

. In particular, this modification involved rederivation of the IRSPGR signal

intensity equation used in DESPOT-HIFI. The proposed modification was validated on phantom
and in vivo human brain data.
7.1.4 Subjective quality assessment of under-sampled reconstructions
Validation of results is an important aspect of the under-sampled reconstructions. While
quantitative quality metrics, such as the reconstruction error with respect to fully-sampled data,
are commonly used for the purpose of evaluation of the performance of under-sampled
reconstruction techniques, as well as their comparison, as shown in Chapter 5, such quantitative
measures do not always conform to subjective quality as perceived by radiologists and other
expert end users. Consequently, these quantitative evaluations/comparisons are of limited clinical
impact, unless accompanied by subjective results related to the clinical diagnosis.
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The problem of subjective quality assessment and comparison of under-sampled reconstructions
was addressed in Chapter 5, where we reported the results of the subjective experiments
performed with the assistance of collaborating radiologists in order to assess/compare the
performance of different under-sampled reconstruction techniques for different specific
applications. In particular, three common applications of MRI in neuroradiology were
considered:
1. Detection of white matter lesions: In this task the participant was asked to identify
white matter lesions on reconstructed FLAIR images. Artificial but realistic white matter
lesions were placed on FLAIR brain images of a healthy volunteer in random locations
with a probability of 50% to generate test images. These images were then under-sampled
in the frequency domain at a range of under-sampling factors from 1, i.e., no undersampling, to 5, for compressed sensing and low-resolution reconstructions. The quality of
the reconstructions was evaluated based on the lesion detection performance achieved by
the participants for each reconstruction and different under-sampling factors. The results
generally suggested no improvement in the lesion detection performance achieved by
compressed sensing over a simple low-resolution reconstruction.
2. Cranial nerve imaging: In this task the participants were asked score under-sampled
reconstructed multiacquisition SSFP (or CISS, also known as FIESTA-C) images based
on the diagnostic quality of the cranial nerves. The dataset consisted of low-resolution,
GRAPPA, and combined compressed sensing and parallel imaging (reconstruction
through the multiple-coil iterative stationary wavelet transform thresholding algorithm
presented in Chapter 2), each at under-sampling factors 2, 3, 4, and 5. The
reconstructions were also ranked by the participants at each under-sampling factor. The
results generally suggested that combined compressed sensing and parallel imaging
reconstructions receive the highest scores/ranks.
3. Magnetic resonance angiography (MRA): This task involved presenting the
participants with time of flight (TOF) MRA images along with the corresponding
projection reconstructions, based on which different reconstructions at different undersampling factors were subjectively scored and ranked. Similar to the previous task, lowresolution, GRAPPA, and combined compressed sensing and parallel imaging
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reconstructions were evaluated at under-sampling factors 2, 3, 4, and 5. Similar to cranial
nerve imaging, the results generally suggested that combined compressed sensing and
parallel imaging reconstructions receive the highest scores/ranks.
Performance of the compressed sensing reconstructions depends on the clinical application.
In particular, compressed sensing reconstructions lead to improved diagnostic performance in
applications involving fine features requiring high resolution, e.g., the cranial nerve imaging
and MRA tasks described above. Nevertheless, it is also known that while improving the
resolution, compressed sensing often results in visual reconstruction artifacts. Consequently,
for applications such as the lesion detection task described above, which do not require high
resolution, one may simply reduce the acquisition time by appropriately reducing the
resolution.

7.2 Future work
7.2.1 Computation time
As emphasized throughout this thesis, one of the main motivations behind accelerated
acquisitions is either to allow more data to be acquired in a single imaging session or to reduce
motion artifacts. However, if the reconstruction is not performed in real-time it is impossible to
know if the data need to be reacquired until after the patient is out of the scanner. Therefore,
while theoretically the reconstruction can be performed off-line, in practice an accelerated
acquisition will be of limited use if it cannot be reconstructed in real-time.
As noted, the execution time of the MATLAB implementation of the iterative-thresholdingbased reconstructions presented in this thesis is in the order of a few seconds for a 256x256
matrix. Although this can be considered close to real-time the execution time can potentially be
greatly reduced by more efficient and/or multi-thread GPU-based implementations of the
algorithms. Nevertheless, as noted, the execution time is far less than that of the similar
MATLAB implementation of other state-of-the-art reconstruction algorithms producing
comparable results, with execution times in the order of thousands of seconds for a similar image
(see, for example, section 3.4). The interested reader is referred to [29], in which a GPU-based
implementation of under-sampled MRI reconstruction has recently been developed.
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7.2.2 Other clinical applications
Although the methods and results in this thesis were primarily presented for magnetic resonance
brain imaging, they are directly applicable to other clinical applications. Figure 7.1 shows an
example of under-sampled reconstruction of SPGR foot images at x3 under-sampling. As this
figure clearly shows, higher resolution is achieved by combined compressed sensing and parallel
imaging reconstruction through the multiple-coil iterative SWT thresholding algorithm presented
in section 2.2.1, compared with a simple low-resolution reconstruction.
As noted previously, subjective clinical assessment of the under-sampled reconstruction methods
is essential for the translation of these techniques to real clinical applications. Also, as discussed
previously, the performance of the reconstruction techniques to a great extent depends on the
underlying clinical application. Obviously, each new application calls for a new set of
experiments aimed at subjective quality assessment of the reconstruction techniques.

(a) Fully-sampled

(b) Multiple-coil iterative
SWT thresholding

(c) Low-resolution

Figure 7.1- Reconstruction of 8-channel spoiled gradient recalled foot images at x3 undersampling.
7.2.3 Cardiac Cine MRI
Chapter 4 of this thesis presented the idea of exploiting the correlation between multiple
successive acquisitions as an additional reconstruction constraint. Cardiac cine MRI is another
major category of MR imaging techniques that can particularly benefit from the correlation
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between successive acquisitions. While several approaches to incorporating the correlation
between successive acquisitions in cardiac cine MRI have been proposed by different authors
(see [30] and references therein), this area still remains an active field of research.
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Appendix A: Erroneous DESPOT-HIFI equation
It was noted in chapter 5 that although DESPOT-HIFI is based on an additional IR-SPGR
acquisition, in which the inversion pulse is followed by a train of spoiled gradient echo pulses,
the IR-SPGR signal equation used in the original DESPOT-HIFI paper [1] is that of an
inversion-recovery spin echo (IR-SE) sequence, which results in inaccuracies in the computed
T1 values. The nature of the erroneous assumption is outlined below:
An IR-SE sequence involves successive applications of a 180°-pulse, i.e., the inversion pulse,
followed by a 90°-pulse, i.e., the RF refocusing pulse. The time between two successive
inversion pulses is referred to as the repetition time (

) and the time between the 180°

inversion pulse and the 90° refocusing pulse is referred to as the inversion time (
At time

).

, immediately prior to the application of the inversion pulse, the magnetization

vector is equal to the equilibrium magnetization,

:
(1)

Assuming the inversion pulse is applied at
(2)
Therefore, at

, right before the application of the 90° RF refocusing pulse (see

section 1.2.4):
(3)
The 90° RF refocusing pulse flips the longitudinal magnetization vector onto the transverse
plane. Therefore, after the application of the 90° pulse:
(4)
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The longitudinal magnetization recovers towards

until time

, just prior to the

application of the next inversion pulse:
(
Since

)

(5)

recovers from zero after the 90° pulse at each cycle,

is the same at the end of
(

each cycle. Therefore, for each cycle but the very first one,
on which

), based

is derived:
(

⁄

⁄

)

(6),

which is the assumed IR-SPGR signal intensity equation in the original DESPOT-HIFI paper.
The main discrepancy is the assumption of the 90° RF refocusing pulse, which is crucial in the
above derivation. However, the IR-SPGR sequence involves a 180° inversion followed by
gradient echoes, i.e., SPGR, acquisitions, which do not involve RF refocusing.
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