isolate the effect of causal SNP(s) from among large sets of markers in a candidate region. Therefore, OPCC is an improvement over PCA for testing multiple SNP associations with phenotypes of interest.
Introduction
Candidate gene association studies involve testing genetic variants within a candidate gene or region for association with disease or disease-related traits. Univariate analysis of individual markers in a candidate region requires a multiple testing correction to control the type I error rate, but also results in a loss of power. Joint analysis of all genetic markers allows for inference on an entire region, but warrants subsequent examination of each individual variant for evidence of association. Multivariate methods have been introduced to allow association testing of multiple markers [1] [2] [3] [4] , but can suffer from low power or inability to effectively condense the examined region to a smaller subset of markers that contains the causal variant(s).
Gauderman et al. [3] introduced a principal components (PC) regression framework to assess whether a candidate region, represented by multiple single nucleotide polymorphisms (SNPs) , is associated with disease. PCA is used to derive linear transformations of the original SNP data, in which eigenvectors are chosen to maximize the variance of each PC relative to the overall variation in the gene region [3] . The subset of PCs accounting for a substantial proportion of the total variation is analyzed, which reduces the number of parameters to be tested. These PCs are then used as covariates in an omnibus test of association with a trait of interest [3, 4] .
The PC method has been shown to have greater power to detect association between multiple SNPs and disease than standard joint SNP analyses or haplotype-based tests [3] . However, the coefficients that make up each eigenvector lack specific interpretation. Because the eigenvector elements of a given PC represent the correlation of each SNP with that PC, it has been argued that if a few coefficients are very small and a few are large, the PC represents the SNPs with the largest loadings [5] . However, unless the analysis includes a small number of SNPs, and thus a limited number of PCs, several intermediate loadings typically convolute interpretation of a given PC. Therefore, the specific contribution of each individual SNP to the evidence of association is difficult to assess.
We propose an oblique PC-based clustering (OPCC) method that maintains the favorable attributes of the PC approach, but has the significant advantage of identifying the unique SNP(s) in the region that contribute to the association signal. The algorithm uses an orthoblique rotation of PCs on a set of genotype data to form disjoint clusters, where each cluster is defined by a specific array of SNPs. The goal is to define a subset of clusters that explains a large proportion of the total locus variation, such that those clusters can then be tested for association with an outcome of interest. We performed simulation studies to compare power and type I error rates between OPCC and alternative analytic approaches under various scenarios. We also use data from the Finland-United States Investigation of NIDDM Genetics (FUSION) study [6, 7] to compare these methods in testing for association between tag SNPs in the promoter region of hepatocyte nuclear factor 4-␣ ( HNF4A ) and a quantitative trait.
Methods
Analytic Approaches PC-Regression Analysis Suppose genotype data is collected on K SNPs within a candidate gene region, where g 1 , ..., g K are the genotype scores, each coded as 0, 1, or 2 for observed number of minor alleles. PCA reduces the correlated SNPs to a smaller set of uncorrelated factors representing the genetic variation in the candidate gene region.
Thus, PCs are optimal linear transformations of SNP data, resulting in K orthogonal linear models:
such that the k -th eigenvalue ( k ) corresponds to the k -th eigenvector (e k ), and the K eigenvector elements for each eigenvalue represent the coefficients, or weights, of K SNPs for each linear model. Eigenvectors are determined subject to the constraint that e k T e k = 1 and e i T e k = 0, for i 0 k , such that the covariance of PC i with PC k is equal to 0, for i 0 j . Thus, PC 1 is uncorrelated with any other PC, and represents the linear combination of SNPs that explains the most genetic variation in the region. Similarly, PC 2 is uncorrelated with any PC, and explains the next largest amount of SNP variation, and so forth ( 1 1 2 1 ... 1 k ). Given:
the proportion of the overall variation each PC can explain may be written as
If a set of K variables (where K 1 2) have substantial correlation among them, then the first few PCs should account for most of the variation in the original variables [5] . Thus, only a subset S of PCs (PC 1 , PC 2 , ..., PC S , S ! K ) explaining a large proportion of the total genetic variation need to be tested for association in a regression framework [3, 4] :
An S -d.f. likelihood ratio test (LRT) of model (4) versus y = ␤ 0 provides an omnibus test of whether the region, as defined by the subset S of PCs, explains a significant proportion of the variation in trait y .
Oblique PC-Based Clustering OPCC exploits the use of rotational methods in making the eigenvector loadings on individual PCs more interpretable. The algorithm begins with the K SNPs initially grouped into a single cluster. PCA is performed on the initial cluster, with a quartimaxbased orthoblique rotation [8] applied to the first two PCs (PC 1 , PC 2 ), such that each SNP will have a non-zero loading on only one of the two PCs, and a loading of zero on the other. The algorithm assigns each SNP to the rotated component with which it has the higher squared correlation, dividing the initial cluster into two disjoint clusters. PC analysis within newly formed clusters and SNP assignment continue iteratively, assigning SNPs to clusters, and then re-testing each SNP to determine if assigning it to a different cluster increases the amount of variance explained, with the goal of maximizing the total variance accounted for by the cluster components. For K SNPs, we compute N clusters:
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While all SNPs are subdivided into a total of N clusters, the number of SNPs within each cluster can vary, yielding cluster coefficients equal to zero for SNPs not included in the n -th cluster. Given cluster coefficients and genotype scores, cluster scores are computed for each individual. As such, the correlation described above between SNPs and their clusters is determined by alternating least squares for a given SNP regressed on its cluster score:
where ␤ SNP is based on the analysis of variance for regression of the n -th cluster versus the k -th SNP, g 4 k is the mean value for the k -th SNP, which is coded as 0, 1, or 2 according to the number of minor alleles, C 4 n i is the mean cluster score for the n -th cluster, and i is the number of observations. As with PCA, N clusters that account for a large proportion of SNP variation may be tested for association with outcomes of interest using a standard regression framework:
While an N -d.f. LRT of model (7) versus y = ␤ 0 can be performed as an omnibus test of the gene region, it is reasonable to test clusters individually given the interpretability of each of the N clusters. This can be achieved with either a 1-d.f. LRT for y = ␤ 0 + ␤ i C i versus y = ␤ 0 , where i = 1, ..., N , or an asymptotically equivalent Wald 1 2 statistic on the parameter estimate ␤ i , with a modest multiple testing correction applied to the p values resulting from N tests.
Generation of Genotype Data
We simulated genotype data modeled on two genes known to be associated with type 2 diabetes mellitus (T2DM) and T2DM-related traits: transcription factor 7-like 2 ( TCF7L2 ) [9] [10] [11] and glucokinase ( GCK ) [12] [13] [14] . These two loci represented different scenarios of gene size, availability of SNP information, and underlying patterns of linkage disequilibrium (LD). We used the observed distribution of 144 SNPs in TCF7L2 and 53 SNPs in GCK , from 60 CEU founders in HapMap [15] and the method of Gauderman et al. [3] to simulate SNP genotype data for each gene. The Gauderman approach begins by generating genotypes for a given SNP from a multinomial distribution, with proportions taken from the observed distribution for that SNP in the HapMap data. Additional SNPs are then sampled from their observed distribution, conditional on the previous SNP(s). Given the large number of SNPs and thus the high dimensionality of the sampling space, 15-SNP and 10-SNP fixed window sizes were used to model SNP data for TCF7L2 and GCK, respectively, due to differences in gene size.
The distribution of the simulated genotype data for 144 SNPs in TCF7L2 and 53 SNPs in GCK are shown in figure 1 and online supplementary figure 1 (for all online supplementary material see www.karger.com/doi/10.1159/000323567), respectively. SNPs with minor allele frequencies (MAFs) ! 0.01 were excluded from further analysis. Tag SNPs were identified using Tagger [16] , as implemented in Haploview (v. 4.1) [17] , with an r 2 threshold equal to 0.6 which was chosen in order to simulate SNPs that would be in a wide range of LD with the putative causal variants (CVs). The pair-wise r 2 distribution (cf. online suppl. fig. 2 ) and haplotype frequencies observed in the simulated data were similar to that observed in HapMap CEU data.
Generation of Quantitative Trait Data
One SNP (not a tag SNP) was chosen to be a CV that was assumed to underlie variation in a continuous phenotype with a coefficient of variation of 40%. For each CV, the continuous trait was simulated as:
where
Here, R 2 CV is the proportion of trait variation accounted for by the CV, and Var ( CV ) is calculated according to the variance of a multinomial distribution where the minor allele was assumed to have an additive effect on the simulated trait. The residual error ( ) is sampled from a normal distribution where: For all simulations we assumed the CV to account for 1% of the total trait variation ( R 2 CV = 0.01). Under these conditions and assuming ␣ = 0.05, a direct two-sided test of association has approximately 89% power to detect association between CV and phenotype in 1,000 subjects.
We independently considered nine CVs for the simulated TCF7L2 and three CVs for the simulated GCK . We varied MAFs, location within the simulated region, and degree of LD with a designated tag SNP. CVs were located within large or small blocks of LD, or in regions between LD blocks. Characteristics of the CVs for TCF7L2 are summarized in table 1 , and those for GCK in online supplementary table 1.
One thousand null data sets ( ␤ = 0) and 1,000 CV-associated data sets were simulated for each CV and analyzed under two scenarios of genotype availability: (1) tag SNPs only and (2) tag SNPs + CV. We compared PCA and OPCC to traditional joint SNP and single SNP approaches, with data simulated under both scenarios for CVs in TCF7L2 . We repeated these analyses using data simulated for CVs in GCK in order to evaluate the performance of PCA and OPCC for candidate genes with differing characteristics. Results for the simulated GCK data were similar to those obtained with the simulated TCF7L2 data and are independently summarized in the supplementary material. The numbers of PCs or clusters to be analyzed were determined by applying both a 60-and 80% explained variance threshold for PCA and OPCC, respectively.
Multi-d.f. tests were evaluated with an LRT for the full model (multiple SNPs, PCs or clusters) versus a null model (intercept only). Single-d.f. tests were evaluated with a Wald 1 2 statistic and p values corrected for multiple testing with Bonferroni. Estimated type I error and power were assessed as the proportion of null and CV-associated data sets, respectively, that yielded a significant association assuming a two-sided alternative hypothesis and a 0.05 significance level.
Data Analysis HNF4A is one of several candidate genes investigated by the FUSION study which showed association with T2DM [7, 18] and T2DM-related traits [7] . Our aim was to replicate the association between HNF4A rs2144908 and 2-hour insulin levels, in 216 unaffected spouses from the FUSION study [7] as a practical demonstration of the OPCC approach. For this comparison, we applied OPCC, PCA, and joint SNP analysis to 11 tag SNPs spanning ϳ 49.2 kb in the P1 and P2 promoter regions of HNF4A .
Results

Simulation Studies
Type 1 error rates for the OPCC approach were within 5% for all simulation conditions tested (cf. online suppl. table 2) and were consistently within 5% for all methods tested, although there was a tendency for PCA and OPCC to have marginally better type I error rates compared to single or joint SNP analyses.
We summarize results for the simulated TCF7L2 under the two scenarios of genotype availability. An average of 10.9 PCs and 15.5 clusters were necessary to explain 60% of the overall locus variation under scenario 1 (54 tags only). This increased to an average of 19.1 PCs and 27.9 clusters when the 80% explained variance threshold was applied to the same data. Similar numbers of PCs and clusters were required when examining scenario 2 (54 tags + CV), with the same increase in the number of PCs or clusters required to explain the higher proportion of variance. Both PCA and OPCC approaches had better power than joint SNP analysis in an omnibus test of association, under both scenarios 1 and 2 ( fig. 2 ) . The OPCC global association test showed similar power to global PCA under both scenarios, whether a 60-or an 80% explained variance threshold was applied. Interestingly, analyses involving the number of PCs or clusters explaining only 60% of the total locus variation retained more power to detect omnibus association than those meeting the 80% explained variance threshold, which is partly due to the increased degrees of freedom required to explain the larger amount of variance for the latter.
If individual PCs or clusters are tested, OPCC generally performs as well as or better than the single SNP test or PCA even after correction for multiple testing ( fig. 3 ) . When 54 tags and the CV were genotyped (scenario 2), OPCC had approximately 3-28% greater power than PCA for all tests ( fig. 3 ) . The largest improvement in power (15-28% increase) was observed for univariate tests of clusters where CVs were in the lowest ranges of LD with their designated tags (r 2 : 0.66-0.75) and located outside any LD block. Similar increases in power (14-17% increase) were observed for univariate tests of clusters versus PCs where CVs were of low to moderate frequency (MAFs 16-24%) and in modest LD with designated tags (r 2 : 0.78-0.80). Moreover, tests of individual PCs were substantially less powerful under the 80% explained variance threshold compared to the 60% threshold, for all CVs tested, while power for OPCC was similar under either threshold (cf. online suppl. fig. 3 and 4) .
We next assessed the ability of the OPCC approach to identify clusters containing the CV or a tag SNP in strong LD with the CV by determining the proportion of correct identifications out of the number of associations detected ( table 2 ) . OPCC accuracy was similar to the single SNP test when the CV was not genotyped, in which significant association with the appropriate tag was considered a correct identification (80 vs. 79%, cf. table 2 ). However, when the CV was genotyped, OPCC identified clusters containing the true CV associated with the outcome, an average 91% of the time, outperforming single SNP tests which identified the correct CV only 86% of the time. This estimation could not be performed for the PC analysis, due to the uninterpretable nature of the numerous eigenvector loadings on individual PCs.
Data Analysis
We applied OPCC to replicate the association between HNF4A rs2144908 and 2-hour insulin in unaffected spouses from the FUSION study [7] . The joint SNP anal- ysis showed trend for association with 2-hour insulin levels (p = 0.098). PC analysis yielded 3 PCs that accounted for at least 60% of the variance and were marginally associated with 2-hour insulin in a joint model (p = 0.067).
The eigenvector coefficients ranged from -0.433 to 0.632; due to the large number of intermediate loadings, no obvious pattern emerged among the coefficients that suggested which SNPs load onto which PCs. Thus, PCA allows us to conclude that the promoter region of HNF4A shows trend for association with 2-hour insulin, but does not permit us to distinguish the relative contribution of each of the 11 SNPs to this association. Our OPCC approach identified 3 clusters that accounted for at least 60% of the variance, with cluster sizes ranging from 3 to 4 SNPs. The 3 SNP-clusters were jointly associated with 2-hour insulin (p = 0.039). SNP assignment and Bonferroni-corrected p-values from Wald 2 tests for univariate association between each cluster and 2-hour insulin are shown in table 3 . The squared correlation coefficients between each SNP and its assigned cluster (R O 2 ), indicate that most SNPs within each cluster share a high degree of correlation, and relatively low correlation with SNPs in any other cluster (R N 2 ). Additionally, low values for the ratio of one minus each of these correlations, (1 -R O 2 )/(1 -R N 2 ), indicate well-separated clusters. Cluster 3 was significantly associated with 2-hour insulin (Bonferroni p = 0.033) and contained rs2144908, the SNP showing evidence for association with 2-hour insulin levels in the original FUSION analysis. Moreover, cluster 3 remains significantly associated with 2-hour insulin even after adjustment for all SNP-clusters in the multivariate model (p = 0.012).
Discussion
The ideal method for testing genetic associations should efficiently identify the SNP(s) that have functional consequences or are in strong LD with the functional variant(s). Many approaches that are currently available only allow for assessing whether a given region may be worthy of additional analysis (e.g. joint SNP analysis and PCA) or are not robust in terms of power (e.g. single SNP analysis). Our simulation study demonstrates that the OPCC method is a powerful alternative to identify associations between the signals in candidate gene regions and quantitative phenotypes. In general, OPCC outperformed PCA over a wide range of conditions, and was most powerful when individual PCs or clusters were tested, despite the use of the overly conservative Bonferroni correction for multiple testing. More importantly, OPCC allows for accurate parsing of a large number of SNPs to a smaller number containing either the functional variant or makers in strong LD with the functional variant. For example, when applied to FUSION data, the OPCC method identified the cluster of SNPs containing the variant previously reported to be associated with OGTT (oral glucose tolerance test) 2-hour insulin.
The orthoblique rotational method implemented in OPCC affords two specific advantages. First, it maintains the power of the traditional PCA approach, while adding a level of interpretability over alternative methodologies. Because eigenvector elements of a given PC can be thought of as the correlation of each SNP with that PC, it has been argued that if the eigenvector coefficients are distributed such that a few are very small and a few are large, the PC can be interpreted as a representation of those variables which show large eigenvector values [5] . However, unless the analysis includes only a small number of SNPs, and hence a small number of PCs, this is usually not the case. Typically, several intermediate loadings convolute interpretation of a given PC. This led to the development of sparse PCA, a modified PCA approach, which considers each PC as a regression-optimization problem; PCA is first applied to the data, and the resulting PCs are regressed on the original variables to recover the loadings while applying a LASSO (least absolute shrinkage and selection operator) penalty to shrink the coefficients toward zero. While this ultimately results in several zero loadings on each of the derived PCs, it does not allow the assignment of each variable to distinct components [19] . In the OPCC approach, the information captured by the eigenvectors of PCA is used to identify SNP clusters, which can then be directly tested for association with phenotypes of interest. Therefore, this particular advantage of OPCC is maximized when sizeable genomic regions containing large numbers of SNPs are examined. Second, our simulation results indicate that OPCC is able to accurately detect the cluster containing the CV, if ge notyped, or tag SNPs in strong LD with the CV when the CV is not genotyped. This feature of OPCC was maintained across a wide range of simulation conditions (cf. online suppl. materials) indicating that the method should perform well in real data analysis, as it did when applied to FUSION data.
Additionally, the clustering of SNPs is not predicated on haplotype or block structure. The OPCC approach is not formally based on pair-wise LD, although the correlation among SNPs will likely result in clusters that reflect the LD underlying the region. However, unlike tag SNPs or other methods formally based on LD, OPCC considers the full range of correlation among all SNPs in the region of interest. In fact, in analyses which included all SNPs residing in a given simulated gene (cf. Supplemental Methods), not just those chosen as tags, the OPCC approach had 11-34% greater power to detect the cluster containing the CV than analyses of tag SNPs alone, for most CVs tested using either threshold of explained variance (cf. online suppl. fig. 5 and 6 ). Because of its ability to leverage the correlation among all SNPs in SNP-cluster assignment, the power of the OPCC method is actually enhanced by the inclusion of highly correlated SNPs. Weak correlations and correlation spanning long distances will also be captured by OPCC. The latter is important, given the evidence for functionally-relevant variation in regulatory elements that are distant from the coding region of genes [20, 21] .
In conclusion, OPCC is a powerful and efficient data reduction method that can be used to detect associations between variation in candidate gene regions and outcomes of interest. Unlike alternative methodologies, OPCC has the ability to isolate the effect of causal SNP(s) from among large sets of variants in a candidate region. Therefore, OPCC is an improvement over PCA for testing multiple variant associations with phenotypes of interest. proc varclus data = SNPdata outstat = ClusterOut maxclusters = 3; var SNP1 SNP2 SNP3 SNP4 SNP5 SNP6 SNP7 SNP8 SNP9 SNP10; run; data MakeScore; set ClusterOut; where _NCL_ = 3 or _NCL_ = . ; run; proc score data = SNPdata out = ClusData score = Makescore; var SNP1 SNP2 SNP3 SNP4 SNP5 SNP6 SNP7 SNP8 SNP9 SNP10; run; proc genmod data = ClusData; model Trait = Clus1 Clus2 Clus3; run;
