An automatic algorithm is derived for constructing kernel density estimates based on a regression approach that directly optimizes generalization capability. Computational efficiency of the density construction is ensured using an orthogonal forward regression, and the algorithm incrementally minimizes the leave-one-out test score. Local regularization is incorporated into the density construction process to further enforce sparsity. Examples are included to demonstrate the ability of the proposed algorithm to effectively construct a very sparse kernel density estimate with comparable accuracy to that of the full sample Parzen window density estimate.
I. INTRODUCTION
Estimation of probability density functions is a recurrent theme in machine learning and many fields of engineering. A well-known non-parametric density estimation technique is the classical Parzen window estimate [1] , which is remarkably simple and accurate. The particular problem associated with the Parzen window estimate however is the computational cost for testing which scales directly with the sample size, as the Parzen window estimate employs the full data sample set in defining density estimate for subsequent observation. Recently, the support vector machine (SVM) has been proposed as a promising tool for sparse kernel density estimation [2] , [3] .
Motivated by our previous work on sparse data modeling [4] , [5] , we propose an efficient algorithm for sparse kernel density estimation using an orthogonal forward regression (OFR) based on leave-one-out (LOO) test score and local regularization. This construction algorithm is fully automatic and the user does not require to specify any criterion to terminate the density construction procedure. We will refer to this algorithm as the sparse density construction (SDC) algorithm. Some examples are used to illustrate the ability of this SDC algorithm to construct efficiently a sparse density estimate with comparable accuracy to that of the Parzen window estimate.
II. KERNEL DENSITY ESTIMATION AS REGRESSION
with the usual Gaussian . It has been shown in [9] that there exists an "optimal" model size The computational complexity of the above algorithm is dominated by the 1st iteration. After the 1st iteration, the model set contains only 1 # t erms, and the complexity of the subsequent iteration decreases dramatically. As a probability density, the constraint (2) must be met. The non-negative condition is ensured during the selection with the following simple measure. Let`2 denote the weight vector at the 1 t h stage. A candidate that causes`2 to have negative elements, if included, will not be considered at all. The unit length condition is easily met by normalizing the final 1 ¡ -term model weights.
IV. NUMERICAL EXAMPLES
In order to remove the influence of different values to the quality of the resulting density estimate, the optimal value for , found empirically by cross validation, was used. In each case, a data set of randomly drawn samples was used to construct kernel density estimates, and a separate test data set of ¡ @ £ ¦¢ U a ¢ V ¢ ¢ samples was used to calculate the 2 t est error for the resulting estimate according to
The experiment was repeated by 100 different random runs for each example. 
The number of data points for density estimation was Table I compares the performance of the two kernel density construction methods, in terms of the 2 test error and the number of kernels required. Fig. 1 (a) depicts the Parzen window estimated obtained in a run while Fig. 1  (b) shows the density obtained by the SDC algorithm in a run, in comparison with the true distribution. It is seen that the accuracy of the SDC algorithm was comparable to that of the Parzen window estimate, and the algorithm realized very sparse estimates with an average kernel number less than 4% of the data samples. Table II . It can be seen that the SDC algorithm achieved a similar accuracy to that of the Parzen window estimate with a much sparser representation. The average number of required kernels for the SDC method was less than 3% of the data samples.
V. CONCLUSIONS
An efficient algorithm has been proposed for obtaining sparse kernel density estimates based on an OFR procedure that incrementally minimizes the LOO test score, coupled with local regularization. The proposed method is simple to implement and computationally efficient, and except for the kernel width the algorithm contains no other free parameters that require tuning. The ability of the proposed algorithm to construct a very sparse kernel density estimate with a comparable accuracy to that of the full sample Parzen window estimate has been demonstrated using two examples. The results obtained have shown that the proposed method provides a viable alternative for sparse kernel density estimation in practical applications.
