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THE LINEAR ALGEBRA IN THE QUATERNIONIC PLURIPOTENTIAL
THEORY
WEI WANG
Abstract. We clarify the linear algebra used in the quaternionic pluripotential theory so that
proofs of several results there can be greatly simplified. In particular, we characterize and
normalize real 2-forms with respect to the quaternionic structure, and show that the Moore
determinant of a quaternionic hyperhermitian matrix is the coefficient of the exterior product
of the associated real 2-form. As a corollary, the quaternionic Monge-Ampe`re operator is the
coefficient of the exterior product of the Baston operator.
1. Introduction
Alesker [1] [2] proved a quaternionic version of Chern-Levine-Nirenberg estimate and extended
the definition of the quaternionic Monge-Ampe`re operator to continuous quaternionic plurisub-
harmonic functions. The quaternionic Monge-Ampe`re operator on quaternionic manifolds was
introduced and investigated by Alesker, Shelukhin and Verbitsky et. al. [4]-[6]. More generally,
it is interesting to develope pluripotential theory on calibrated manifolds [10]-[11]. By using the
twistor method in complex geometry, Alesker observed [3] (see also [5]) the coincidence between
the quaternionic Monge-Ampe`re operator and the n-th exterior power of the Baston operator
△. The Baston operator △ is the first operator of 0-Cauchy-Fueter complex, which is known
explicitly [7] [9] [17] [19]. Motivated by this fact, we [15] introduced the first-order differential
operators d0 and d1 acting on the quaternionic version of differential forms. The behavior of
d0, d1 and △ = d0d1 is very similar to ∂, ∂ and ∂∂ in several complex variables, and several
results in the complex pluripotential theory (cf. e.g. [8] [12]) were extended to the quaternionic
case [13]-[16]. The purpose of this paper is to clarify the linear algebra used in the quaternionic
pluripotential theory in [15] to simplify proofs of several results there.
Denote by MF(p,m) the space of F-valued (p ×m)-matrices, where F = R,C,H. Motivated
by the well known embedding of the quaternionic algebra H into End(C2) given by
(1.1) x0 + ix1 + jx2 + kx3 7→
(
x0 + ix1 −x2 − ix3
x2 − ix3 x0 − ix1
)
,
we define the embedding
τ : MF(p,m) −→MC(2p, 2m)
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as follows. For a quaternionic p×m-matrix M, we writeM = a+ bj for some complex matrices
a, b ∈MC(p,m). Then τ(M) is the complex (2p × 2m)-matrix
(1.2) τ(M) :=
(
a −b
b a
)
.
Let ∧2kC2n be the k-th exterior product of C2n, k = 1, . . . , n. There exists a real linear action
ρ(j) on C2n naturally (2.13), which induces an action on ∧2kC2n. An element ϕ of ∧2kC2n is
called real if ρ(j)ϕ = ϕ. Denote by ∧2k
R
C2n the subspace of all real elements in ∧2kC2n, which is
the counterpart of the space of (k, k)-forms in complex analysis. Fix a basis {ω0, ω1, . . . , ω2n−1}
of C2n. We characterize and normalize real 2-forms as follows.
Theorem 1.1. (1) For a complex skew symmetric matrix M = (MAB) ∈ MC(2n, 2n), the
2-form
(1.3) ω =
2n−1∑
A,B=0
MAB ω
A ∧ ωB
is real if and only if there exists a hyperhermitian n× n-matrix M = (Mjk), i.e. Mjk =Mkj ,
such that
(1.4) M = τ(M)J,
where
(1.5) J =
(
0 In
−In 0
)
.
(2) When ω in (1.3) is real, there exists a quaternionic unitary matrix E ∈ UH(n) such that
(1.6) τ(E)tMτ(E) =

0
ν0
. . .
νn−1
−ν0
. . .
−νn−1
0

for some real numbers ν0, . . . , νn−1. Namely, we can normalize ω as
(1.7) ω = 2
n−1∑
l=0
νlω˜
l ∧ ω˜l+n
with ω˜A = E∗.ωA. In particular, ω is strongly positive if and only if νl ≥ 0, l = 0 . . . , n− 1, and
at least one is positive.
The Moore determinant denoted by det is a determinant defined for quaternionic hyperhermi-
tian matrices and takes real values. Because of the noncommutativity of quaternionic numbers,
the Moore determinant is very complicated. Here we find a concrete expression of the Moore
determinant of a quaternionic hyperhermitian matrix as follows.
More generally, consider the homogeneous polynomial det(λ1M1 + . . . + λnMn) in real
variables λ1, . . . , λn of degree n. The coefficient of the monomial λ1 · · ·λn divided by n! is
called the mixed discriminant of the hyperhermitian matrices M1, . . . ,Mn, and it is denoted
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by det(M1, . . . ,Mn). In particular, when M1 = . . . = Mn = M, det(M1, . . . ,Mn) =
det(M). For skew symmetric matrices M (t) ∈ MC(2n, 2n), t = 1, . . . , n, such that 2-forms
ωt =
∑2n−1
A,B=0M
(t)
AB ω
A ∧ ωB are real, we define △n(M
(1), . . . ,M (n)) by
(1.8) △n
(
M (1), . . . ,M (n)
)
Ω2n := ω1 ∧ · · · ∧ ωn,
where
(1.9) Ω2n := ω
0 ∧ ωn · · · ∧ ωn−1 ∧ ω2n−1 ∈ ∧2nR C
2n.
Theorem 1.2. For hyperhermitian matrices M1, . . . ,Mn ∈MH(n, n), we have
(1.10) 2nn! det (M1, . . . ,Mn) = △n (τ(M1)J, . . . , τ(Mn)J) .
Alesker introduced in [1] the mixed quaternionic Monge-Ampe`re operator det(u1, . . . , un) for
real C2 functions u1, . . . , un as
det(u1, . . . , un) := det
((
∂2u1
∂ql∂qk
(q)
)
, . . . ,
(
∂2un
∂ql∂qk
(q)
))
.
Recall that for a real C2 function u, the Baston operator is
(1.11) △u =
2n−1∑
A,B=0
△ABuω
A ∧ ωB,
where
(1.12) △ABu :=
1
2
(∇A0′∇B1′u−∇B0′∇A1′u) ,
i.e. 2△AB is the determinant of the (2× 2)-submatrix of A-th and B-th rows in
(1.13)

∇00′ ∇01′
...
...
∇l0′ ∇l1′
...
...
∇n0′ ∇n1′
...
...
∇(n+l)0′ ∇(n+l)1′
...
...

:=

∂x0 + i∂x1 −∂x2 − i∂x3
...
...
∂x4l + i∂x4l+1 −∂x4l+2 − i∂x4l+3
...
...
∂x2 − i∂x3 ∂x0 − i∂x1
...
...
∂x4l+2 − i∂x4l+3 ∂x4l − i∂x4l+1
...
...

.
∇Aα’s above and τ(M) in (1.2) are relabeling of corresponding notations in [15] (cf. Remark
2.1). We use this relabeling in this paper because it makes some of proofs more transparent.
Theorem 1.3. Let u1, u2, . . . , un be real C
2 functions on Hn. Then we have:
(1.14) △u1 ∧ . . . ∧△un = n! det (u1, u2, . . . , un)Ω2n.
The complexified version of this theorem was proved by Alesker [3] by using the twistor method
of complex geometry. The proof given in the appendix (Theorem A.1) of [15] is elementary except
for using the fact that the linear combinations of delta functions supported on quaternionic
hyperplanes are dense in the space of generalized functions. Here we give a completely elementary
proof only by using linear algebra. In Section 2, we prove characterization and normalization
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of real 2-forms in Theorem 1.1, by which we can prove Theorem 1.2. Theorem 1.3 is proved in
Section 3. We also give a very simple proof of the fact that − 1
‖q‖2
is the fundamental solution
of the quaternionic Monge-Ampe`re operator. In Section 4, we give us a simplified proof of the
invariance of dα and △ under quaternionic linear transformations.
2. Real forms and the Moore determinant
Denote by GLH(n) the set of all invertible quaternionic (n×n)-matrices, and denote by UH(n)
the set of all unitary quaternionic (n× n)-matrices, i.e.,
UH(n) = {M ∈ GLH(n),M
∗M =MM∗ = In},
where M∗ = M
t
, i.e. (M∗)jk = Mkj. Here q = x0 − x1i − x2j − x3k is the quaternionic
conjugate of q = x0 + x1i+ x2j+ x3k .
Proposition 2.1. (Claim 1.1.4, 1.1.7 in [1]) For a hyperhermitian (n × n)-matrix M, there
exists a unitary matrix E such that E∗ME is diagonal and real.
Proposition 2.2. (Theorem 1.1.9 in [1]) (1) The Moore determinant of any complex hermitian
matrix considered as a quaternionic hyperhermitian matrix is equal to its usual determinant.
(2) For any quaternionic hyperhermitian (n × n)-matrix M and any quaternionic (n × n)-
matrix C
det(C∗MC) = det(A) det(C∗C).
Proposition 2.3. (1) For a quaternionic (p×m)-matrix M and a quaternionic (m× l)-matrix
N , we have
(2.1) τ(MN ) = τ(M)τ(N ).
(2) For M ∈MC(2n, 2n), there exists M∈MH(n, n) such that M = τ(M) if and only if
(2.2) JM = MJ.
(3) τ (M∗) = τ(M)
t
for any quaternionic (n × n)-matrix M. M ∈ UH(n) if and only if τ(M)
is complex unitay and symplectic, i.e.
(2.3) τ(M)Jτ(M)t = J.
Proof. Write M = a+ bj as in (1.2). If we write the quaternionic (m× l)-matrix N = c+ dj for
some complex matrices c, d ∈MC(m, l), we have
(2.4) MN = (a+ bj)(c+ dj) = ac− bd+ (ad+ bc)j,
by
(2.5) jd = dj.
Then (2.4) implies
τ(MN ) =
(
ac− bd −ad− bc
ad+ bc ac− bd
)
=
(
a −b
b a
)(
c −d
d c
)
= τ(M)τ(N ),
by definition of τ .
(2) If we write
M =
(
a b
c d
)
,
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where a, b, c, d are n× n complex matrices, then (2.2) is equivalent to c = −b, d = a, i.e.
M =
(
a b
−b a
)
.
Thus M = τ(M) with M = a− bj. The converse is also true.
(3) By definition, the quaternionic conjugate of M = a+ bj is M = a− bj. Then we have
(2.6) M
t
= at − btj,
and so
(2.7) τ(M∗) =
(
at bt
−b
t
at
)
= τ(M)
t
.
τ(M) is unitary by τ(M)
t
τ(M) = τ(M∗M) = I2n. The symplecticity (2.3) of τ(M) follows
from (2.7) and (2.2). The converse is also true. 
Remark 2.1. This Proposition is essentially a conjugate and relabelling version of proposition
2.1 in [15], where J equals to 
0 1
−1 0
0 1
−1 0
. . .
0 1
−1 0

,
and the embedding τ maps a quaternionic (l×m)-matrix A = (Ajk)l×m to a complex (2l× 2m)-
matrices
τ(A) =
 τ(A00) τ(A01) · · ·τ(A10) τ(A11) · · ·
· · · · · ·
. . .
 .
Here τ(Ajk) is the complex (2× 2)-matrix(
a0jk − ia
1
jk −a
2
jk + ia
3
jk
a2jk + ia
3
jk a
0
jk + ia
1
jk
)
if we write Ajk = a
0
jk + ia
1
jk + ja
2
jk + ka
3
jk ∈ H. One advantage of using τ as in (1.2) is that the
proof of Proposition 2.3 becomes more transparent.
For M ∈MC(2n, 2n), define its C-linear action on C
2n as:
(2.8) M.ωA =
2n−1∑
B=0
MAB ω
B ,
and define the induced action on ∧2kC2n as
M.
(
ωA1 ∧ . . . ∧ ωA2k
)
= M.ωA1 ∧ . . . ∧M.ωA2k .
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For M ∈MH(n, n), define its induced C-linear action on C
2n as
(2.9) M.ωA = τ(M).ωA,
and so on ∧2kC2n.
Note that for M ∈ UH(n), M.βn = βn for βn given by
(2.10) βn :=
n−1∑
l=0
ωl ∧ ωn+l,
since τ(M) is symplectic by Proposition 2.3 (3) and so
M.βn =
n−1∑
l=0
∑
A,B
τ(M)lAτ(M)(n+l)B ω
A ∧ ωB
=
1
2
∑
A,B
[
τ(M)tJτ(M)
]
AB
ωA ∧ ωB =
n−1∑
l=0
ωl ∧ ωl+n.
(2.11)
Consequently M.(∧nβn) = ∧
nβn, i.e.,
(2.12) M.Ω2n = Ω2n,
where Ω2n is given by (1.9). This means that βn and Ω2n are invariant under unitary transfor-
mations on Hn.
Recall that j induces a real linear map [15]
(2.13) ρ(j) : C2n → C2n, ρ(j)(zωk) = zJ.ωk.
j is not C-linear, but it is anti-complex linear. It induces an action on ∧kC2n. ∧2k
R
C
2n is the
subspace of all real elements in ∧2kC2n. βn above is real, and so is Ω2n.
A quaternionic (m× k)-matrix M∈MH(m,k) defines a map η : H
k → Hm given by
η(q1, . . . qk) =
(
· · · ,
k∑
l=1
Mjlql, · · ·
)
,
which is right H-linear, i.e. η(q1q, . . . qkq) = η(q1, . . . qk)q for any q ∈ H. It induces a C-linear
map τ(M) : C2k → C2m. Similar to (2.9), the induced C-linear pulling back transformation
η∗ : C2m → C2k is defined as:
(2.14) η∗ω˜p =
2k−1∑
j=0
τ(M)pjω
j, p = 0, . . . , 2m− 1,
where {ω˜0, . . . , ω˜2m−1} is a basis of C2m and {ω0, . . . , ω2k−1} is a basis of C2k. It induces a
C-linear pulling back transformation on ∧2kC2m given by η∗(α ∧ β) = η∗α ∧ η∗β inductively.
An element ω ∈ ∧2k
R
C
2n is said to be elementary strongly positive if there exist linearly
independent right H-linear mappings ηj : H
n → H , j = 1, . . . , k, so that
(2.15) ω = η∗1ω˜
0 ∧ η∗1ω˜
1 ∧ . . . ∧ η∗kω˜
0 ∧ η∗kω˜
1,
where {ω˜0, ω˜1} is a basis of C2. The following corollary easily follows from the definition.
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Corollary 2.1. ω ∈ ∧2k
R
C
2n is elementary strongly positive if and only if
(2.16) ω =M.(ω0 ∧ ωn ∧ . . . ∧ ωk−1 ∧ ωn+k−1)
for some quaternionic matrix M∈MH(n) with first k rows linearly independent.
An element ω ∈ ∧2k
R
C
2n is called strongly positive if it belongs to the convex cone SP2kC2n
in ∧2k
R
C
2n generated by elementary strongly positive 2k-elements. An 2k-element ω is said to
be positive if for any elementary strongly positive element η ∈ SP2n−2kC2n, ω ∧ η is strongly
positive. By definition, βn is a strongly positive 2-form, and β
n
n = ∧
nβn = n! Ω2n is a positive
2n-form.
Proof of Theorem 1.1. (1) For ω given by (1.3), note that
ρ(j)ω =
2n−1∑
A,B=0
MABJ.ω
A ∧ J.ωB =
2n−1∑
C,D=0
(J tMJ)CD ω
C ∧ ωD
by definition of ρ(j). So ω is a real 2-form if and only if J tMJ = M , i.e.
JM = MJ,
by J2 = −I2n and J
t = −J . Then by Proposition 2.3 (2), we can write
M =
(
a −b
b a
)
,
for some complex matrices a, b ∈MC(n, n), and so
(2.17) M =
(
−b −a
a −b
)
J = τ(−b+ aj)J,
where M := −b+ aj is hyperhermitian. This is because skew-symmetry of M is equivalent to
(2.18) bt = b, at = −a,
and so (
−b+ aj
)t
=
(
−b− aj
)t
= −b+ aj,
where the bar in the left hand side is the quaternionic conjugate.
(2) By applying Proposition 2.1 (1) to the hyperhermitian matrix M, we can find a quater-
nionic unitary matrix B = e+ f j ∈ UH(n) so that
(2.19) B
t
(−b+ aj)B = diag(ν0, . . . , νn−1)
for some real numbers ν0, . . . , νn−1. Multiply −j from right on both sides to get
(2.20) (et − f tj)(a+ bj)(e+ f j) = diag(−ν1j, . . . ,−νnj),
by
(2.21) (e+ f j)j = j(e+ fj) and − (−b+ aj)j = a+ bj
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by using (2.5). Apply the mapping τ as a representation (2.1) on both sides of (2.20) to get
(2.22)
(
e −f
f e
)t(
a −b
b a
)(
e −f
f e
)
=

0
ν0
. . .
νn−1
−ν0
. . .
−νn−1
0

.
Now set E := e + fj. The left hand side of (2.22) is exactly τ(E)tMτ(E). We see that E is
unitary since
e+ fj = −j(e+ f j)j,
and e+ f j and j are both unitary. So (1.6) holds. At last we find that
ωA = τ(E).ω˜A
by τ(E).τ(E∗).ωA = τ(EE∗).ωA = ωA and
ω =
2n−1∑
A,B=0
MABτ(E).ω˜
A ∧ τ(E).ω˜B =
∑
A,B,C,D
MABτ(E)AC ω˜
C ∧ τ(E)BDω˜
D
=
∑
C,D
(
τ(E)tMτ(E)
)
CD
ω˜C ∧ ω˜D,
from which we get (1.7). 
Proof of Theorem 1.2. In order to use results in the proof of Theorem 1.1, we use notations
there. LetM = −b+aj be a hyperhermitian matrix as above, and let ω =
∑2n−1
A,B=0MAB ω
A∧ωB
be the 2-element, where M = (MAB) = τ(M)J . Let B = e+ f j be the unitary matrix such that
(2.19) holds. Then (1.7) holds with E := e+ f j and ω˜A = E∗.ωA.
Now apply Propositions 2.2 (2) to determinants of both sides of (2.19) to get
(2.23) det(−b+ aj) = ν0 · · · νn−1.
The n-th exterior products of both sides of (1.7) give us
(2.24) ω ∧ · · · ∧ ω = 2nn!ν0 · · · νn−1ω˜
0 ∧ ω˜n ∧ · · · ∧ ω˜n−1 ∧ ω˜2n−1.
We claim that
(2.25) ω˜0 ∧ ω˜n · · · ∧ ω˜n−1 ∧ ω˜2n−1 = Ω2n.
This is because τ(E∗) is symplectic by Proposition 2.3 (3), since E = e + fj is quaternionic
unitary. So τ(E∗).βn = βn, i.e.
n−1∑
l=0
ω˜l ∧ ω˜l+n =
n−1∑
l=0
ωl ∧ ωl+n,
as in (2.11), whose n-th exterior products give us (2.25).
Apply (2.25) to (2.24) to get
△n (M, · · · ,M) = 2
nn! det(−b+ aj).
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by definition of △n in (1.8). Namely for the 2-form
ωM :=
∑
A,B
[τ(M)J ]ABω
A ∧ ωB,
associated to a hyperhermitian n× n-matrix M = −b+ aj, we have
(2.26) ωM ∧ · · · ∧ ωM = 2
nn! det(M)Ω2n.
Applying (2.26) to M = λ1M1 + · · · + λnMn for real numbers λ1, · · · , λn, which is also
hyperhermitian since each Mj is, we get
(λ1ωM1 + · · · ) ∧ · · · ∧ (λ1ωM1 + · · · ) = 2
nn! det (λ1τ(M1)J + · · ·+ λnτ(Mn)J) Ω2n.
The coefficients of the monomial λ1 · · ·λn gives us
n!ωM1 ∧ · · · ∧ ωMn = 2
n(n!)2 det (M1, · · · ,Mn)Ω2n.
The theorem is proved. 
3. The quaternionic Monge-Ampe`re operator and its fundamental solution
For a point q =
 q0...
qn−1
 ∈ Hn, write
(3.1) ql := x4l + x4l+1i+ x4l+2j+ x4l+3k,
l = 0, . . . , n− 1. The Cauchy-Fueter operator is
(3.2)
∂
∂ql
= ∂x4l + i∂x4l+1 + j∂x4l+2 + k∂x4l+3 ,
and its conjugate
(3.3)
∂
∂ql
:= ∂x4l − i∂x4l+1 − j∂x4l+2 − k∂x4l+3 .
The quaternionic Hessian of a real C2 function u at the point q is the hyperhermitian matrix
(3.4)
(
∂2u
∂ql∂qk
(q)
)
.
Proof of Theorem 1.3. Note that it follows from definitions of ∇Aα’s in (1.13) and △AB’s in
(1.12) that
j∇(n+k)0′ = −∇k1′j, j∇(n+k)1′ = ∇k0′j,
and
∂2u
∂ql∂qk
=
(
∂
∂x4l
+ i
∂
∂x4l+1
+ j
∂
∂x4l+2
+ k
∂
∂x4l+3
)(
∂
∂x4k
− i
∂
∂x4k+1
− j
∂
∂x4k+2
− k
∂
∂x4k+3
)
u
= (∇l0′ −∇l1′j)
(
∇(n+k)1′ − j∇(n+k)0′
)
u
=
(
∇l0′∇(n+k)1′ −∇l1′∇(n+k)0′
)
u+ (∇l0′∇k1′ −∇l1′∇k0′) u j
= 2
(
△l(n+k)u+△lku j
)
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for l, k = 0, . . . , n− 1. So the the quaternionic Hessian can be written as(
∂2u
∂ql∂qk
)
= a+ bj
with n× n complex matrices
a := 2(△l(n+k)u), b := 2(△lku).
Thus
τ
(
∂2u
∂ql∂qk
)
J =
(
a −b
b a
)
J =
(
b a
−a b
)
= 2
(
△lku △l(n+k)u
−△l(n+k)u △lku
)
.
We find that
τ
(
∂2u
∂ql∂qk
)
J = 2 (△ABu) ,(3.5)
because
△l(n+k)u = ∇l0′∇(n+k)1′u−∇l1′∇(n+k)0′u = ∇(n+l)1′∇k0′u−∇(n+l)0′∇k1′u = −△(n+l)ku
by definition of ∇Aα’s in (1.13). Similarly,
△lku = △(n+l)(n+k)u.
The result follows from (3.5) by applying Theorem 1.2 to Mj = (
∂2uj
∂ql∂qk
). 
The first-order differential operators ∇Aα’s in (1.13) are again the relabelling of the following
differential operators we used in [15]:
(3.6)

∇00′ ∇01′
∇10′ ∇11′
...
...
∇(2l)0′ ∇(2l)1′
∇(2l+1)0′ ∇(2l+1)1′
...
...

:=

∂x0 + i∂x1 −∂x2 − i∂x3
∂x2 − i∂x3 ∂x0 − i∂x1
...
...
∂x4l + i∂x4l+1 −∂x4l+2 − i∂x4l+3
∂x4l+2 − i∂x4l+3 ∂x4l − i∂x4l+1
...
...

.
Let Ω be a domain in Hn. Recall that d0, d1 : C
∞
0 (Ω,∧
p
C
2n)→ C∞0 (Ω,∧
p+1
C
2n) are given by
(3.7)
d0F :=
∑
I
2n−1∑
A=0
∇A0′fI ω
A ∧ ωI ,
d1F :=
∑
I
2n−1∑
A=0
∇A1′fI ω
A ∧ ωI ,
for F =
∑
I fIω
I ∈ C∞0 (Ω,∧
p
C
2n), where ωI := ωi1∧. . .∧ωip for the multi-index I = (i1, . . . , ip).
We say F is closed if
d0F = d1F = 0.
Then we have
△u = d0d1u.
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Proposition 3.1. (Proposition 2.2 in [15]) (1) d0d1 = −d1d0.
(2) d20 = d
2
1 = 0.
(3) For F ∈ C∞0 (Ω,∧
p
C
2n), G ∈ C∞0 (Ω,∧
q
C
2n), we have
dα(F ∧G) = dαF ∧G+ (−1)
pF ∧ dαG, α = 0, 1.
zAα’s given by
(3.8)

z00
′
z01
′
...
...
z(l)0
′
z(l)1
′
...
...
zn0
′
zn1
′
...
...
z(n+l)0
′
z(n+l)1
′
...
...

:=

x0 − ix1 −x2 + ix3
...
...
x4l − ix4l+1 −x4l+2 + ix4l+3
...
...
x2 + ix3 x0 + ix1
...
...
x4l+2 + ix4l+3 x4l + ix4l+1
...
...

can be viewed as independent variables formally and ∇Aα’s are derivatives with respect to these
variables by the following lemma.
Lemma 3.1. (Lemma 3.1 and Corollary 3.1 (1) in [15]) (1) ∇Aαz
Bβ = 2δBA δ
β
α.
(2) ∇Aα(‖q‖
2) = 2zAα.
The function − 1
‖q‖2
is a PSH function (Proposition 4.1 in [15]), and can be shown to be the
fundamental solution of the quaternionic Monge-Ampe`re operator in the following simple way
by using d0 and d1.
Proposition 3.2. (Proposition 4.1 in [15])
(
△
(
− 1
‖q‖2
))n
= 8
nn!pi2n
(2n)! δ0Ω2n.
Proof. Note that
dα
(
−
1
‖q‖2 + ε
)
=
dα‖q‖
2
(‖q‖2 + ε)2
,
and so
△
(
−
1
‖q‖2 + ε
)
= d0d1
(
−
1
‖q‖2 + ε
)
= −
2d0‖q‖
2 ∧ d1‖q‖
2
(‖q‖2 + ε)3
+
d0d1‖q‖
2
(‖q‖2 + ε)2
,
where
(3.9) dα‖q‖
2 = 2
2n−1∑
A=0
zAαωA,
by using Lemma 3.1 (2). In particular, we have
d1‖q‖
2 = 2
n−1∑
l=0
(
−z(n+l)0
′
ωl + zl0
′
ωn+l
)
,
and so
(3.10) d0d1‖q‖
2 = 8βn,
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by using Lemma 3.1 (1). It follows that
(3.11)
(
△
(
−
1
‖q‖2 + ε
))n
= −
2 · 8n−1n
(‖q‖2 + ε)2n+1
d0‖q‖
2 ∧ d1‖q‖
2 ∧ βn−1n +
8n
(‖q‖2 + ε)2n
βnn
by ω ∧ ω = 0 for any 1-form ω and (3.10). Note that βnn = n!Ω2n and
zl0
′
z(n+l)1
′
− z(n+l)0
′
zl1
′
= |ql|
2,
from which we see that
(3.12) d0‖q‖
2 ∧ d1‖q‖
2 = 4
n−1∑
l=0
|ql|
2ωl ∧ ωn+l +
∑
|j−k|6=n
ajkω
j ∧ ωk.
Substitute (3.12) into (3.11) to get
(3.13)
(
△
(
−
1
‖q‖2 + ε
))n
=
8nn!ε
(‖q‖2 + ε)2n+1
Ω2n.
Let ε = 0, we get (
△
(
−
1
‖q‖2
))n
= 0,
for q 6= 0. Then we can check
(
△
(
− 1‖q‖2
))n
= 8
nn!pi2n
(2n)! δ0Ω2n by integrating (3.13) as in the
proof of Proposition 4.1 in [15]. 
4. The invariance of dα and △ under quaternionic linear transformations
The operators d0 and d1 in (3.7) depend on the choice of the coordinates xj’s and the basis
{ωA}. Let us give their transformation formula.
For a quaternionic vector q =
 q0...
qn−1
 ∈ Hn, write
(4.1) q = x(0) + ix(1) + jx(2) + kx(3), with x(β) =

...
x4l+β
...
 ∈ Rn,
β = 0, 1, 2, 3, where x0, . . . , x4n−1 are real coordinates of q given by (3.1). A quaternionic matrix
U ∈MH(n, n) defines a right linear transformation H
4n → H4n given by q˜ = Uq. Write
(4.2) U = U0 + iU1 + jU2 + kU3,
for some real (n× n)-matrices U0, U1, U2, U3. If we denote
(4.3) UR :=

U0 −U1 −U2 −U3
U1 U0 −U3 U2
U2 U3 U0 −U1
U3 −U2 U1 U0
 , qR :=

x(0)
x(1)
x(2)
x(3)
 ∈ R4n,
it is direct to check that
(4.4) (Uq)R = URqR,
(cf. (2.9)-(2.10) in [18]).
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Proposition 4.1. Let ∇˜Aα be the operators defined by (1.13) in terms of the real coordinates
x˜ of q˜ = Uq, i.e. q˜l = x˜4l + ix˜4l+1 + jx˜4l+2 + kx˜4l+3. Under the transformation U , write
u(q) := u˜(Uq). Then we have
(4.5) ∇Aαu|q =
2n−1∑
B=0
τ(U)BA∇˜Bαu˜
∣∣∣
Uq
,
for α = 0′, 1′, A = 0, . . . , 2n− 1.
Proof. In this proof, let xˆa be the a-th entry of the vector q
R in (4.3). It is just relabeling of
coordinates (x0, . . . , x4n−1). Similarly, ˆ˜xa be the a-th entry of the corresponding vector q˜
R for
q˜. By definition, we have
∂xˆa
[
u˜
(
URqR
)]
=
4n−1∑
b=0
(
UR
)
ba
(∂ˆ˜xb
u˜)(Uq).
Note that x
(0)
j = xˆj , x
(1)
j = xˆn+j, for j = 0, . . . , n − 1. Therefore, we have
∇j0′u =∂x(0)j
u+ i∂
x
(1)
j
u =
4n−1∑
b=0
{(
UR
)
bj
∂ˆ˜xb
+ i
(
UR
)
b(n+j)
∂ˆ˜xb
}
u˜
=
n−1∑
l=0
{
(U0)lj∂x˜4l + (U1)lj∂x˜4l+1 + (U2)lj∂x˜4l+2 + (U3)lj∂x˜4l+3
}
u˜
+ i
n−1∑
l=0
{
−(U1)lj∂x˜4l + (U0)lj∂x˜4l+1 + (U3)lj∂x˜4l+2 − (U2)lj∂x˜4l+3
}
u˜
=
n−1∑
l=0
{
(U0 − iU1)lj(∂x˜4l + i∂x˜4l+1) + (U2 + iU3)lj(∂x˜4l+2 − i∂x˜4l+3)
}
u˜
=
n−1∑
l=0
{
(U0 − iU1)lj∇˜l0′ + (U2 + iU3)lj∇˜(n+l)0′
}
u˜
(4.6)
by the first two columns of UR in (4.3) and ∇jα’s in (1.13). Similarly, we have
∇(n+j)0′u =∂x(2)j
u− i∂
x
(3)
j
u
=
n−1∑
l=0
{
(−U2 + iU3)lj(∂x˜4l + i∂x˜4l+1) + (U0 + iU1)lj(∂x˜4l+2 − i∂x˜4l+3)
}
u˜.
(4.7)
Note that
τ(U) :=
(
U0 − iU1 −U2 + iU3
U2 + iU3 U0 + iU1
)
.
It follows from (4.6)-(4.7) that (4.5) holds for α = 0′. Then (4.5) for α = 1′ follows by taking
conjugate on both sides of (4.6)-(4.7) and noting that ∇j0′ = ∇(n+j)1′ , ∇(n+j)0′ = −∇j1′ and so
for ∇˜. 
For a basis {ω0, ω1, . . . , ω2n−1} of C2n, {ω˜0, ω˜1, . . . , ω˜2n−1} given by
ω˜A := τ(U).ωA =
2n−1∑
B=0
τ(U)ABω
B
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is also a basis for U ∈ GLH(n).
Proposition 4.2. (Proposition 2.4 in [15]) Let u be a real C1 functions. Then dαu is invariant
under a quaternionic linear transformations U on Hn, i.e.,
dαu|q = d˜α u˜|Uq ,
for α = 0′, 1′, where u(q) := u˜(Uq), d˜αu˜ =
∑
A ∇˜Aαu˜ ω˜
A.
Proof. By Proposition 4.1, we get
dαu =
∑
A
∇Aαuω
A =
∑
A,B
τ(U)BA∇˜Bαu˜ ω
A =
∑
B
∇˜Bαu˜ ω˜
B = d˜αu˜.
The transformation formula follows. 
Corollary 4.1. (Corollary 2.2 in [15]) △u and (△u)n are also invariant under quaternionic
linear transformations on Hn, i.e., △u|q = △˜u˜|Uq.
Proof. We have
△u(q) = d0d1u(q) = d0
[
(d˜1u˜)(Uq)
]
=
∑
A,B
∇A0′
[
(∇˜B1′ u˜)(Uq)
]
ωA ∧ ω˜B
=
∑
A,B,C
τ(U)CA
(
∇˜C0′∇˜B1′ u˜
)
(Uq) ωA ∧ ω˜B =
∑
B,C
(
∇˜C0′∇˜B1′ u˜
)
(Uq) ω˜C ∧ ω˜B
= (△˜u˜)(Uq)
by applying Proposition 4.1-4.2. 
Hence △nu is also invariant under quaternionic unitary transformation U by U .Ω2n = Ω2n,
i.e.
△n(u1, . . . , un)(q) = △˜n(u˜1, . . . , u˜n)(Uq).
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