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Abstract
In this paper we develop a Morse Theory for timelike
geodesics parameterized by a constant multiple of proper
time. The results are obtained using an extension to the
timelike case of the relativistic Fermat Principle, and tech-
niques from Global Analysis on infinite dimensional mani-
folds. In the second part of the paper we discuss a limit
process that allows to obtain also a Morse theory for light
rays.
1
1. Introduction
In an arbitrary relativistic space-time, modeled by a 4 -dimensional time-oriented
Lorentzian manifold (M, g) , the trajectories of massive objects or massless parti-
cles, like photons, that move freely under the action of the gravitational field, are
geodesics. These geodesics are timelike in the massive case, representing the motion
of objects traveling slower than the speed of light, and null, or lightlike, in the case
of (massless) particles moving at the speed of light. They can be characterized by
variational principles which can be interpreted as extensions to General Relativity
of the Fermat principle in classical optics.
Some of them can be used to describe the so called gravitational lens effect that
occurs in Astrophysics whenever multiple images of pointlike sources (for example
quasars) are observed (cf. e.g. [SEF]). In mathematical terminology, a gravitational
lensing situation can be modeled in the following way. We consider a Lorentzian
manifold (M, g) as a mathematical model for the spacetime, we fix a timelike
curve γ as the worldline of a light source and a point p as the event where the
observation takes place. Now, the number of images seen by the observer equals the
number of future pointing lightlike geodesics from p to γ . Whenever there are two
or more such geodesics, we are in a gravitational lensing situation. Alternatively,
one could interpret p as an instantaneous pointlike source of light and γ as the
worldline of a receiver. Since the two problems can be treated in the same way from
a mathematical point of view, we shall focus our attention only on this second case.
It should be remarked that different approaches to the mathematical modeling
of the gravitational lensing effect are possible. For instance, in [Pt1,Pt2,Sc], the
authors use a thin lens approximation; in [L] also non thin lenses are considered.
In a recent paper, I. Kovner has suggested a very general version of the Fermat
principle to study timelike and lightlike geodesics (cf. [K]). Kovner’s principle,
justified by plausible arguments in [K] and rigorously proven by V. Perlick in [Pe]
for the lightlike case, can be stated as follows. Among all future pointing curves
z : [0, 1] −→M joining p and γ and satisfying g(z)[z˙, z˙] ≡ a , with a ≤ 0 fixed,
i.e., all possibilities to go from p to γ at speed less than ( a < 0 ) or equal to
( a = 0 ) the (vacuum) speed of light, the geodesics are characterized as stationary
points for the arrival time (defined using a smooth parameterization of γ ). In the
lightlike case ( a = 0 ), this principle generalizes the Fermat’s Principle for light
rays in classical optics.
In an absolutely similar fashion, one could give a time-reversed version of the
principle, by interpreting p as an instantaneous receiver and γ the worldline of a
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source. In this case, the geodesics are characterized by stationary departure time.
The aim of this paper is twofold. In the first part we shall develop a Morse
Theory for future pointing timelike geodesics with a prescribed parameterization
(proportional to the proper time) and joining a given event with a timelike curve in
a time–oriented Lorentzian manifold.
In the second part of the article, using a limit process, we shall prove the Morse
relations for future pointing lightlike geodesic (light rays), giving a new and simpler
proof with respect to the ones of [GMP1,GMP2], where the existence of a smooth
time function was assumed. In this paper we shall only assume the existence of a
time–orientation for the Lorentzian manifold.
In order to state our results, we now give the basic definitions and we introduce
the notations needed for our setup.
Let (M, 〈·, ·〉) be a time oriented Lorentz manifold and let Y be a smooth
timelike vector field giving the time orientation (we refer to [BEE,ON] for the basic
notions of Lorentzian Geometry that will be used). We set m = dim(M) ; the
physical interesting case is m = 4 .
Fix an event p ∈M and a timelike curve γ: IR −→M . On the curve γ we
shall make the following assumptions:
• γ is of class C2 ;
• γ is timelike and future pointing;
• γ is injective;
• γ(IR) does not contain p ;
• γ(IR) is not entirely contained in I+(p) , the causal future of p .
(1.1)
We recall that the causal future of a point p is defined as:
I+(p) =
{
q ∈M ∣∣ there exists a future pointing causal curve
z : [a, b] 7−→M with z(a) = p and z(b) = q}.
As customary, if I ⊆ IR is any interval, we will denote by H1,2(I, IRn) the Sobolev
space of all absolutely continuous curves z : I 7→ IRn having square integrable
derivative on I . Given any differentiable manifold N , with n = dim(N) , we
define H1,2([0, 1], N) as the set of all absolutely continuous curves z : [0, 1] 7→ N
such that, for every local chart (V, ϕ) on N , with ϕ : U 7−→ IRn a diffeo-
morphism, and for every closed subinterval I ⊆ [0, 1] such that z(I) ⊂ V , it is
ϕ ◦ z ∈ H1,2(I, IRn) .
3
It is not difficult to see that this definition of H1,2([0, 1], N) may be given
equivalently in the following two ways:
• a curve z : [0, 1] 7→ N belongs to H1,2([0, 1], N) if and only if there exists a
finite sequence I1, . . . , Ik of closed subintervals of [0, 1] and a finite number
of charts ϕi : Ui 7−→ IRn on N , i = 1, . . . , k , such that
⋃k
i=1 Ik = [0, 1] ,
z(Ii) ⊂ Ui , and ϕi ◦ z ∈ H1,2(Ii, IRn) for all i = 1, . . . , k ;
• a C1 -curve z : [0, 1] 7→ N is in H1,2([0, 1], N) if and only if for one (hence for
every) Riemannian metric g(R) on N , the integral
∫ 1
0
g(R)(z˙, z˙) dt is finite.
A classical result of Global Analysis (see [Pa1]) states that H1,2([0, 1], N) has
the structure of an infinite dimensional manifold, modeled on the Hilbert space
H1,2([0, 1], IRn) . Similarly, one defines the Banach manifolds Hk,p([0, 1], N) ,
k ∈ IN , 1 ≤ p ≤ +∞ , modeled on the Sobolev spaces Hk,p([0, 1], IRn) . In
particular, in this paper we will be concerned with the manifolds Hk,p([0, 1],M)
and Hk,p([0, 1], TM) , where TM is the tangent bundle of M .
If g(R) is any given Riemannian metric on M , for 1 ≤ p ≤ +∞ we also
define the spaces Lp([0, 1], TM) as the set of functions ζ : [0, 1] 7→ TM such that
the real valued function g(R)(ζ, ζ)
1
2 is in Lp([0, 1], IR) . It is easy to see that, by
the compactness of [0, 1] , the definition of Lp([0, 1], TM) does not depend on the
choice of a specific Riemannian metric g(R) ; observe that L
p([0, 1], TM) does not
possess any differentiable structure.
The natural setting to study future pointing light rays joining p and γ is the
following space:
L+p,γ =
{
z : [0, 1] −→M ∣∣ z ∈ H1,2([0, 1],M),
〈Y, z˙〉 < 0 for any s such that z˙(s) exists and it is different from zero,
〈z˙, z˙〉 = 0 a.e., z(0) = p, z(1) ∈ γ(IR) }.
Here the H1,2 –regularity is used because it is the simplest one if we want to give
an infinite dimensional approach to the Morse Theory.
Unfortunately, L+p,γ is not a C1 -submanifold of H1,2([0, 1],M) , but it only
has a Lipschitz regularity. For this reason we shall approximate it by the family of
smooth submanifolds of H1,2([0, 1],M) , parameterized by a positive number ǫ ,
given by
L+p,γ,ǫ =
{
z : [0, 1] 7→ M ∣∣ z ∈ H1,2([0, 1],M), 〈Y (z), z˙〉 < 0 a.e.,
〈z˙, z˙〉 = −ǫ2 a.e., z(0) = p, z(1) ∈ γ(IR) }.
4
To complete our variational framework we introduce the arrival time functional τ
which assigns to each curve ending on γ the value of the parameter of γ at the
arrival point. The functional τ is defined on the manifold:
Ω1,2p,γ =
{
z : [0, 1] −→M ∣∣ z ∈ H1,2,
z(0) = p, z(1) ∈ γ(IR)},
as
τ(z) = γ−1(z(1)).
Observe that τ is well defined because γ is injective.
Some relativistic versions of the Fermat Principle have been already used (cf.
e.g. [GMP2] and the reference therein) to develop a Morse Theory for light rays.
However, the Morse Relations for timelike geodesics with prescribed parameteriza-
tion has not been obtained yet. Moreover, the results for light rays in [GMP1,GMP2]
have been proven under the extra assumption of stable causality for M , i.e., as-
suming the existence of a smooth global time function T :M 7−→ IR on M , and
using the following functional
Q(z) =
∫ 1
0
〈z˙,∇T 〉2 ds,
where ∇T is the Lorentzian gradient of T .
In spite of the analogy with the energy functional in Riemannian manifolds,
the critical points of Q on the approximating manifolds L+p,γ,ǫ do not have a clear
geometrical or physical meaning; moreover, the Euler-Lagrange equations for the
Lagrangian function of Q are very complicated. This is one of the main reasons
making the proof of Morse theory in [GMP2] quite involved.
In this paper, thanks to the use of the arrival time functional τ on the man-
ifolds L+p,γ,ǫ , we first obtain the Morse Relations for the timelike geodesics, then,
using a limit process as ǫ → 0 , we extend the results to the case of lightlike
geodesics.
In order to avoid technical difficulties that could make not completely clear
the advantages of this new approach, we will consider only the case where M is
a manifold without boundary. It is worthy to observe here that the techniques
presented in this paper can be employed also in the study of causal geodesics in
manifolds having a causally convex boundary.
Before stating the main results of the present paper, let us recall the notions of
conjugate point along a geodesic and the notion of geometric index.
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We denote by D the Levi–Civita connection of the metric g ; moreover, let
R be the curvature tensor of g , defined with the following sign convention:
R(X, Y )Z = DXDY Z −DYDXZ −D[X,Y ]Z,
where X, Y, Z are vector fields on M .
Definition 1.1. Let z: [0, 1] −→ M be a geodesic. The point z(s) , s ∈]0, 1] is
said to be conjugate to z(0) along z if there exists a non zero smooth vector field
ζ along z|[0,s] (called Jacobi field), such that
D2sζ +R(ζ, z˙)z˙ = 0 , (1.2)
and satisfying the boundary condition
ζ(0) = 0, ζ(s) = 0 . (1.3)
The multiplicity of the conjugate point z(s) is the maximal number of linearly
independent Jacobi fields satisfying (1.3). The geometric index µ(z) of the geodesic
z is the number of points z(s) conjugate to z(0) along z , counted with their
multiplicity.
We shall prove that the functional τ on L+p,γ,ǫ is of class C2 . Let z be a
critical point of τ on L+p,γ,ǫ . The Morse index m(z, τ) is defined as the maximal
dimension of a subspace of TzL+p,γ,ǫ (the tangent space to L+p,γ,ǫ at z ), where
the Hessian of τ at z is negative definite.
The first result concerns the Fermat principle in L+p,γ,ǫ .
Theorem 1.2. A curve z is a critical point of τ on L+p,γ,ǫ if and only if z
is a future pointing timelike geodesic joining p with γ such that 〈z˙, z˙〉 = −ǫ2 .
Moreover, if z(1) is nonconjugate to p = z(0) along z , then m(z, τ) = µ(z) .
To write Morse Relations for τ in L+p,γ,ǫ , (where ǫ > 0 is fixed), we need to
assume that (M, 〈·, ·〉) is strongly causal. This means that, for any point q ∈M ,
there is no future pointing causal curves starting arbitrarily close to q , leaving
some fixed neighborhood of p and returning arbitrarily close to q (cf. [BEE,ON]).
Moreover we need to recall some topological definitions. Let X be a topological
space, K an algebraic field, for any q ∈ IN we denote by Hq(X,K) the q –th
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homology group of X with coefficient in K . Since K is a field, Hq(X,K) is a
vector space. The dimension βq(X,K) of Hq(X,K) is called q –the Betti number
of X (with coefficients in K . Finally the Poincare´ polynomial of X is the formal
series with coefficients in IN ∪+∞ defined as
Pr(X,K) =
∞∑
q=0
βq(X,K).
Theorem 1.3. Let (M, 〈·, ·〉) be strongly causal, γ a curve in M satisfying (1.1)
and:
1) L+p,γ,ǫ 6= ∅ ;
2) for any geodesic z ∈ L+p,γ,ǫ , z(1) is nonconjugate to z(0) = p .
3) the functional τ is pseudo–coercive on L+p,γ,ǫ , namely: for any c ∈ IR , there
exists Kc compact subset of M , such that z([0, 1]) ⊂ Kc for any z ∈ L+p,γ,ǫ
satisfying τ(z) ≤ c .
Then, for any coefficient field K , there exists a formal series S(r) with coefficients
in IN ∪ {+∞} , such that∑
z∈G+p,γ,ǫ
rµ(z) = Pr(L+p,γ,ǫ;K) + (1 + r)S(r). (1.4)
Here G+p,γ,ǫ is the set of the timelike geodesics in L+p,γ,ǫ .
Remark 1.4. The set of assumptions (1.1) on the curve γ imply immediately
that τ is bounded from below in L+p,γ,ǫ .
Taking the limit as ǫ→ 0 , we obtain also the Morse relations for light rays.
Theorem 1.5. Let (M, 〈·, ·〉) be strongly causal, γ a curve satisfying (1.1) and:
1) L+p,γ 6= ∅;
2) for any geodesic z ∈ L+p,γ , z(1) is nonconjugate to z(0) = p .
3) the functional τ is pseudo–coercive on L+p,γ , namely: for any c ∈ IR , there
exists Kc compact subset of M , such that z([0, 1]) ⊂ Kc for any z ∈ L+p,γ
satisfying τ(z) ≤ c .
Then, for any coefficient field K , there exists a formal series S(r) with coef-
ficients in IN ∪ {+∞} , such that∑
z∈G+p,γ
rµ(z) = Pr(L+p,γ;K) = (1 + r)S(r). (1.5)
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Here G+p,γ is the set of the lightlike geodesics in L+p,γ .
For the limit process the following results are crucial.
Theorem 1.6. Assume that (M, 〈·, ·〉) is strongly causal and τ is pseudo–coercive
on L+p,γ . Let c ∈ IR , (ǫm)m∈IN any sequence in IR+ with ǫm → 0 , and
(zm)m∈IN a sequence of (timelike) geodesics in L+p,γ,ǫm , satisfying τ(zm) ≤ c for
all m ∈ IN . Then, zm has a subsequence which is convergent (with respect to the
C2 -norm) to a future pointing lightlike geodesic joining p and γ .
Theorem 1.7. Let (zm)m∈IN be a sequence of timelike geodesics convergent with
respect to the C2 –norm to a lightlike geodesic z , such that z(0) and z(1) are
non conjugate. Then:
µ(zm) = µ(z) for any m sufficiently large .
Theorem 1.6 will be proved in section 6. The proof of Theorem 1.7 involves the
notion of Maslov index for a semi-Riemannian geodesic (see [H, MPT]). For causal
Lorentzian geodesics, the Maslov index coincides with the geometric index of the
geodesic, while in the general case it is given by a sort algebraic count of the mul-
tiplicities of the conjugate points along the geodesic. The Maslov index can be
characterized as the intersection number between a curve and a codimension one
subvariety of the Lagrangian Grassmannian of a symplectic space, and thus it is
stable by homotopies. The stability of the geometric index can be proven in more
general contexts; details of the proof may be found in [MPT].
The Morse Relations provide a global description of the multiple image effect
for pointlike sources. Some information about the physical phenomenon can be
obtained directly using them: for instance the information about the odd number
of images predicted by astrophysicists (cf. [GMP2, Theorem 1.16]).
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2. Existence of minimizers
Fix ǫ > 0 . In order to develop a Morse Theory on L+p,γ,ǫ using the functional τ ,
we should need the Palais–Smale condition for τ on L+p,γ,ǫ . Namely, we should
need that any sequence (zm)m∈IN such that τ(zm)m∈IN is uniformly bounded
with respect to m and dτ(zm)→ 0 as m→∞ , had a converging subsequence in
L+p,γ,ǫ . Unfortunately, τ has homogeneity 1 as a length functional on a Riemannian
manifold (as it can be proved using local coordinates). Therefore the natural space
to study the Palais–Smale condition is the space
Lˆ+p,γ,ǫ =
{
z ∈ H1,1([0, 1],M) ∣∣ 〈z˙, z˙〉 = −ǫ2 a.e. ,
〈Y (z), z˙〉 < 0 a.e. , z(0) = p, z(1) ∈ γ(IR)} , (2.1)
where H1,1([0, 1],M) denotes the space of the absolutely continuous curves (on
any local chart) whose first derivative is integrable.
But to develop a Morse Theory it is really more convenient to work on the
Hilbert manifold L+p,γ,ǫ . For this reason we shall use a curve shortening procedure,
working on the curve space L+p,γ,ǫ . The space L+p,γ,ǫ is equipped with a structure
of infinite dimensional manifold and its tangent space at a point z is given by
TzL+p,γ,ǫ = {ζ ∈ H1,2([0, 1], TM) : ζ(0) = 0, ζ(1) ‖ γ˙(z(1)) ,
〈z,Dsζ〉 = 0 a.e., ζ(s) ∈ Tz(s)M for any s ∈ [0, 1] } , (2.2)
where TM is the tangent bundle of M (cf. [GMP1] replacing there ∇T by Y ).
We introduce a Riemannian structure on M setting for any p ∈ M and
ζ ∈ TpM ,
〈ζ, ζ〉(R) = 〈ζ, ζ〉 − 2 〈ζ, Y (z)〉
2
〈Y (z), Y (z)〉 . (2.3)
The wrong way Schwartz’s inequality (cf. [ON]) shows that (2.3) is a Riemannian
structure on M . We shall denote by dR the distance function induced by (2.3).
A Riemannian structure can be introduced on the manifold L+p,γ,ǫ , setting for
any z ∈ L+p,γ,ǫ and ζ ∈ TzL+p,γ,ǫ ,
〈ζ, ζ〉1 =
∫ 1
0
〈Dsζ,Dsζ〉(R) ds , (2.4)
The proof is formally the same as in [GMP1], where the existence of a time function
is assumed.
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Now, for any [a, b] ⊂ [0, 1] , −∞ < α < β < +∞ , q ∈M and δ: ]α, β[−→M
smooth timelike curve, we set
L+q,δ,ǫ([a, b]) = {z ∈ H1,2([a, b],M : z(a) = q, z(b) ∈ δ(]α, β[) ,
〈z˙, z˙〉 = −ǫ2 a.e., 〈z˙, Y (z)〉 < 0 a.e. } . (2.5)
Note that δ is injective because M is strongly causal.
The main result of this section is the following result on the existence and the
uniqueness of minimizers of the arrival time τ between a point and a ”sufficiently
close” integral curve δ of the vector field Y (obviously δ is a timelike curve).
Theorem 2.1. Fix −∞ < α < β < +∞ . For any q ∈ M there exists a positive
number ρ(q) having the following property:
For any integral curve δ :]α, β[−→M of Y such that dR(q, δ(α+β2 )) ≤ ρ(q) ,
and for any interval [a, b] such that 0 < |b− a| ≤ ρ(q) , there exists one and only
one z ∈ L+q,δ,ǫ([a, b]) which minimizes the arrival time on L+q,δ,ǫ([a, b])
Note that in the statement of theorem 2.1, the arrival time is given by
τ(z) = δ−1(z(b)) . Set
TzLˆ+q,δ,ǫ([a, b]) = {ζ ∈ H1,1([a, b], TM : ζ(a) = 0, ζ(b) ‖ δ˙(z(b))
〈z,Dsζ〉 = 0 a.e., ζ(s) ∈ Tz(s)M, for any s ∈ [0, 1] } . (2.6)
Note that the space TzLˆ+q,δ,ǫ([a, b]) must be considered as a tangent space, but only
in a ”Gateaux” sense. This is what we need to prove Theorem 2.1.
In order to prove Theorem 2.1, some preliminary results are needed. The
first says that τ satisfies the Palais–Smale condition with respect to the admis-
sible variations in TzLˆ+q,δ,ǫ([a, b]) and with respect to the ”Finsler” structure on
Lˆ+q,δ,ǫ([a, b]) defined in the following way: for any z ∈ Lˆ+q,δ,ǫ([a, b]) and for any
ζ ∈ TzLˆ+q,δ,ǫ([a, b]) , we set
‖ζ‖1,a,b ≡ ‖ζ‖ =
∫ b
a
(〈DRs ζ,DRs ζ〉(R) + 〈ζ, ζ〉(R))1/2 ds , (2.7)
where DRs denotes the Levi–Civita connection with respect to the Riemannian
metric (2.3).
Remark 2.2. Note that since δ is a curve of class C2 and τ is characterized
by the relation δ(τ(z)) = z(b) , we have that τ is a functional of class C2 on
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the space of the curves parameterized on the interval [a, b] and joining q and δ .
Moreover its differential along a direction ζ is given by
δ˙(τ(z))dτ(z)[ζ] = ζ(b) .
Therefore
dτ(z)[ζ] =
〈δ˙(τ(z)), ζ(b)〉
〈δ˙(τ(z)), δ˙(τ(z))〉 . (2.8)
Remark 2.3. In the rest of the paper it will be often used the parallel transport of
δ˙(z(b)) along z , namely the solution U(z) of the Cauchy problem
{
DsU(z) = 0
U(b) = δ˙(τ(z))
(2.9)
where Ds is the covariant derivative along z(s) . Note that if z has a H
1,r –
regularity, then also U(z) is of class H1,r(r ∈ [1,∞]) .
Since the parallel transport is an isometry, the vector field U(z) along z is timelike
and for any s ∈ [a, b] ,
〈δ˙(τ(z)), δ˙(τ(z))〉 = 〈U(z)(s), U(z)(s)〉 .
Moreover, any vector field ζ along z such that ζ(a) = 0 , ζ(b) = 0 can be
projected on TzLˆ+q,δ,ǫ([a, b]) using U(z) . Indeed, set
Vζ(s) = ζ(s)− µ(s)U(z)(s), µ(s) =
∫ s
a
〈Dsζ, z˙〉
〈U(z), z˙〉 dr . (2.10)
Clearly Vζ ∈ TzLˆ+q,δ,ǫ([a, b]) and, by (2.8),
dτ(z)[Vζ ] = dτ(z)[ζ − µU(z)] = −µ(b) = −
∫ b
a
〈Dsζ, z˙〉
〈U(z), z˙〉 dr . (2.11)
Note that 0 –homogeneity of the map
θ −→ θ〈U(z), θ〉
shows that the vector field 〈U(z), z˙〉−1z˙ is uniformly bounded, and therefore
µ(s) ∈ H1,1([a, b], IR) .
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Proposition 2.4. Let (zm)m∈IN be a sequence of curves of class C
1 and such
that zm ∈ Lˆ+q,δ,ǫ([a, b]) for any m ∈ IN . Assume that:
(i) τ(zm) → c ∈]α, β[ , as m → ∞ , where ]α, β[ is the interval where δ is
defined;
(ii) sup{|dτ(zm)[ζ]| : ζ ∈ Tzm Lˆ+q,δ,ǫ([a, b]), ‖ζ‖a,b,1 ≤ 1} → 0 , as m→∞ .
Then the sequence (zm)m∈IN contains a subsequence converging to a curve z
with respect to the C1 –norm.
In order to prove Proposition 2.4, the following remarks and lemmas are needed.
Remark 2.5. It is not difficult to verify that for any z0 ∈M there exists a local
chart (U, ϕ) of M containing z0 such that ϕ(U) = V ×I , where V is a convex
open subset of IRn, n = m− 1 , I is an open interval,
ϕ(U) = {(x, t) : x = (x1, . . . , xn),
the distribution generated by the
∂
∂xi
’s is spacelike and
∂
∂t
= Y },
and the Lorentzian metric g on ϕ(U) can be written as
ds2 = 〈α(x, t)ξ, ξ〉0 + 2〈Γ(x, t), ξ〉0θ − β(x, t)θ2 (2.12)
where 〈·, ·〉0 is a Riemann structure on V , α(x, t) is a positive linear opera-
tor, Γ is a smooth vector field, β(x, t) is a smooth positive scalar field, and
(ξ, θ) ∈ IRn × IR.
Lemma 2.6. Assume that τ is pseudocoercive on Lˆ+p,γ,ǫ (or equivalently on
L+p,γ,ǫ ). Then, for any c ∈ R there exists D(c) > 0 such that
τ(z) ≤ c =⇒
∫ 1
0
√
〈z˙, z˙〉Rds ≤ D(c) .
Proof. Assume by contradiction that there exists a sequence (zm)m∈IN in Lˆ+p,γ,ǫ
such that τ(zm) ≤ c , for any m ∈ IN and∫ 1
0
√
〈z˙m, z˙m〉Rds→ +∞ . (2.13)
Set zˆm(s) = zm(
s
λm
) where λm = sup{〈z˙m, z˙m〉1/2R : s ∈ [0, 1]} . By pseudocoer-
civity (and Ascoli-Arzela´’s Theorem), up to passing to a subsequence there exists a
curve z: IR+ −→M such that
zˆm −→ z uniformly on the compact subsets of IR+ , (2.14)
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Now fix r > 0 and consider the interval [0, r] . Suppose that z(r + 1) does
not intersect z([0, r]) . (Since M is strongly causal and any zˆm is causal, this
means that z is not constant on the interval [r, r+ 1] ). The strongly causality of
M implies (arguing by contradiction) that z(s) is uniformly far from z([0, r]) on
[r+1,+∞[ . Therefore we can use a countable set of local charts (Uj , ϕj), j = 1, ..., k
as in Remark 2.5 and the t –coordinate on any ϕj(Uj) to construct, without
ambiguity, a smooth map T on a relatively compact neighborhood U of z(IR+) ,
such that for any q ∈ U ,
〈∇T (q),∇T (q)〉 < 0 and 〈∇T (q), Y (q)〉 < 0 .
Now any zm is timelike and 〈Y (zm), z˙m〉 < 0 for m and for any s ∈ [0, 1] . Then,
for any m sufficiently large, 〈∇T (zm), z˙m〉 > 0 for any s ∈ [0, 1] . Moreover since
τ(zm) ≤ c , we have (unless to consider a subsequence) that
T (zm(1)) is bounded .
Now,
T (zm(1))− T (p) = T (zm(1))− T (0) =
∫ 1
0
〈∇T (zm), z˙m〉ds , (2.15)
while, by (2.3) and the choice of the orientation of ∇T (z) , there exists ν0 such
that
〈∇T (zm), z˙m〉 ≥ ν0
√
〈z˙m, z˙m〉(R) (2.16)
for any s ∈ [0, 1] and m sufficiently large (recall that zm ∈ Lˆ+p,γ,ǫ).
Since T (zm(1)) is bounded, combining (2.14)–(2.15) gives the boundedness of∫ 1
0
√
〈z˙m, z˙m〉(R) ds ,
in contradiction with (2.13).
Proof of Proposition 2.4. The proof will be carried out assuming [a, b] = [0, 1] .
Since (zm)m∈IN is a Palais–Smale sequence,
lim
m→∞
(
sup
{‖τ ′(zm)[ζ]‖1 : ζ ∈ TzmLˆ+p,γ,ǫ, ‖ζ‖1 ≤ 1}) = 0 .
By assumptions (i) and pseudocoercivity, there exists K , compact subset of M
such that
zm([0, 1]) ⊂ K for any m.
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Moreover well known results on dual Sobolev spaces (cf. [Br]) imply that
τ ′(zm)[ζ] =
∫ 1
0
〈αm, DRs ζ〉(R) ds +
∫ 1
0
〈βm, ζ〉(R) ds , (2.17)
where αm and βm are L
∞ –vector fields along zm and
αm −→ 0, βm −→ 0 uniformly .
Now,
DRs ζ −Dsζ = Γ(zm)[z˙, ζ] ,
where Γ(zm) is a bilinear map, whose components are smooth functions of zm .
Then there exists a vector field βˆm along zm (of class H
1,1 ) and a bilinear map
B(zm)[·, ·] such that, βˆm → 0 uniformly and
τ ′(zm)[ζ] =
∫ 1
0
〈αm, Dsζ〉 ds+
∫ 1
0
〈B(zm)[αm, z˙m], ζ〉 ds+
∫ 1
0
〈βˆm, ζ〉 ds . (2.18)
Then, if µ and U(zm) are as in (2.9)–(2.10), with ζ replaced by W , for every
W ∈ C∞0 ([0, 1], TM) such that W (s) ∈ Tzm(s)M for any s , we have:
τ ′(zm)[W − µU(zm)] =∫ 1
0
〈αm, Ds(W − µU(zm))〉 ds+
∫ 1
0
〈B(zm)[αm, z˙m] + βˆm,W − µU(zm)〉ds .
Since DsU(zm) = 0 and
µ(s) =
∫ s
0
〈DsW, z˙m〉
〈U(zm), z˙m〉 ds ,
by (2.10) we have:
−
∫ 1
0
〈DsW, z˙m〈U(zm), z˙m〉 〉 ds =∫ 1
0
〈DsW − 〈DsW, z˙m〉〈U(zm), z˙m〉U(zm), αm〉 ds +
∫ 1
0
〈B(zm)[αm, z˙m] + βˆm,W 〉 ds
−
∫ 1
0
∫ s
0
( 〈DσW, z˙m〉
〈U(zm), z˙m〉 dσ
)
〈B(zm)[αm, z˙m]βˆm, U(zm)〉 ds .
Now, since zm([0, 1]) ⊂ K for all m ∈ IN ,
U(zm) and
z˙m
〈U(zm), z˙m〉 are uniformly bounded .
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Moreover, by Lemma 2.6 the sequence (z˙m)m∈IN is bounded in L
1([0, 1], TM) .
Since αm and βˆm → 0 uniformly, the covariant primitive∫ s
0
(
B(zm)[αm, z˙m] + βˆm
)
dσ
tends uniformly to 0. Therefore, an integration by parts shows the existence of a
vector field Am along zm , such that Am tends uniformly to 0 and∫ 1
0
〈DsW, z˙m〈U(zm), z˙m〉 〉 ds+
∫ 1
0
〈DsW,Am〉 ds = 0 ,
for any vector field W ∈ C∞0 ([0, 1], TM) such that W (s) ∈ Tzm(s)M for any s .
The arbitrariness of W gives the existence of a vector field Zm ∈ Tzm Lˆ+q,δ,ǫ
such that
DsZm = 0 and
z˙m
〈U(zm), z˙m〉 +Am = Zm . (2.19)
Since DsZm = 0 , the function Cm = 〈Zm, Zm〉 is constant. Moreover, since
〈z˙m, z˙m〉 = −ǫ2 , we obtain the existence of a sequence of functions Aˆm such that
Aˆm → 0 uniformly and
Cm =
−ǫ2
〈U(zm), z˙m〉 + Aˆm . (2.20)
We show now that the functions 〈U(zm), z˙m〉 are bounded, uniformly with respect
to m ∈ IN and s ∈ [0, 1] . Assume by contradiction that there exists a sequence
(sm)m∈IN such that 〈U(zm(sm)), z˙m(sm)〉 → +∞ . By (2.20), Cm → 0 and
−ǫ2
〈U(zm), z˙m〉 → 0 uniformly .
This means that
|〈U(zm), z˙m〉 | → +∞ uniformly . (2.21)
Since U(zm) is an uniformly bounded sequence of timelike vector fields along the
curve zm and z˙m is time like, ‖z˙m(s)‖R → +∞ uniformly, in contradiction with
Lemma 2.6. Then 〈U(zm), z˙m〉 is uniformly bounded with respect to m ∈ IN and
s ∈ [0, 1] and, since U(zm) and z˙m are timelike, there exists a positive constant
D such that
‖z˙m(s)‖R ≤ D, ∀n ∈ IN, ∀s ∈ [0, 1] . (2.22)
By the Ascoli–Arzela´ Theorem, up to subsequences, we have that the sequence
(zm)m∈IN is uniformly convergent.
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Now, the sequence (Cm)m∈IN converges (up to subsequences) to C ∈ IR . There-
fore, the sequence (〈U(zm), z˙m〉)m∈IN is convergent in L∞ .
Now, 〈Zm, Zm〉 is bounded, zm is uniformly convergent and DsZm = 0 .
Then using (2.22) and the Ascoli–Arzela´ Theorem gives that the sequence Zm has
a subsequence which is uniformly convergent. By (2.19) there exists a subsequence
(z˙mk)m∈IN which converges uniformly.
The manifold L+p,γ,ǫ is only of class C1 (cf. [GMP1]). However, the restriction
of the arrival time τ on L+p,γ,ǫ is of class C2 . This fact is essential to develop a
Morse Theory on L+p,γ,ǫ (in particular for the study of the behavior of τ nearby
its critical points).
More precisely consider the C1 –bundle Wǫ over the manifold L+p,γ,ǫ , whose
fiber Wǫ(z) is given by the whole tangent space TzΩ
1,2
p,γ , z ∈ L+p,γ,ǫ , namely
Wǫ(z) = {(z, ζ) : z ∈ L+p,γ,ǫ, ζ ∈ TzΩ1,2p,γ} .
Moreover we set
W 0ǫ = {(z, ζ) ∈Wǫ : ζ(1) = 0} .
We are thinking of Wǫ as a regular extension of tangent bundle TL+p,γ,ǫ . They
are related by the bundle map V :Wǫ −→ TL+p,γ,ǫ ,
V (z, ζ) = (z, Vζ) ,
where Vζ is defined by (2.10).
Remark 2.7. It is immediately checked that V is a continuous map and it is
a C1 –map considered as a map from Wǫ into itself (with image in TL+p,γ,ǫ ).
Moreover, its restriction to the tangent bundle TL+p,γ,ǫ is the identity map and for
every z ∈ L+p,γ,ǫ , V is surjective from W 0ǫ to TL+p,γ,ǫ .
By Remark 2.7, the following proposition easily follows.
Proposition 2.8. The functional τ is of class C2 on L+p,γ,ǫ , in the sense that
the map
(z, ζ) −→ τ ′(z)[Vζ ]
is of class C1 on Wǫ .
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Corollary 2.9. For any local chart of the manifold L+p,γ,ǫ , the restriction of τ
to the domain of the chart is of class C2 .
We prove now the timelike version of the Fermat principle for curves of class H1,1 .
It will be fundamental to prove Theorem 2.1.
Theorem 2.10. A curve z is a critical point of τ on Lˆ+p,γ,ǫ in the sense that
dτ(z)[ζ] = 0 for any ζ ∈ TzLˆ+p,γ,ǫ if and only if z is a (smooth) geodesic.
Proof. Let U(z) be the vector field along z given by (2.9). By (2.10)-(2.11),
z is a critical point of τ if and only if for any vector field W ∈ TzH1,1([0, 1],M)
such that W (0) = 0 , W (1) = 0 ,
∫ 1
0
〈DsW, z˙〉
〈U(z), z˙〉 ds = 0 . (2.23)
Now, assume that z is a geodesic. Then 〈U(z), z˙〉 is a constant, since DsU = 0
and Dsz˙ = 0 . Such a constant is nonzero because U(z) and z˙ are both timelike.
Moreover, if z is a geodesic, integration by parts gives
∫ 1
0
〈DsW, z˙〉ds = 0
for all W ∈ H1,1([0, 1], TM) , with W (s) ∈ Tz(s)M for all s , and such that
W (0) = 0 , W (1) = 0 . Hence, (2.23) holds.
Conversely, assume that (2.23) holds. Then, setting
λ(s) =
1
〈U(z), z˙〉 ,
we have by an usual boot–strap argument that the vector field λ(z)z˙ is of class
C1 . Moreover, Ds(λz˙) = 0 . Then
〈λz˙, λz˙〉 = −λ2ǫ2 is constant,
showing that λ is constant (and nonzero). Then Dsz˙ = 0 .
Remark 2.11. By (2.10)-(2.11), z is a critical point of τ if and only if µ(1) = 0 ,
for any vector field W ∈ TzH1,1([0, 1], TM) along z , with W (0) = 0 , W (1) = 0 .
Therefore, by (2.11) and Remark 2.7, z is a critical point of τ if and only if
ζ(1) = 0 , for any ζ ∈ TzLˆ+p,γ,ǫ .
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We give now the statement of the well–known Ekeland’s variational principle
(cf, [Ek]). It will be used in the proof of Theorem 2.1.
Theorem 2.12 Let (X, d) be a complete metric space and E:X −→ IR ∪ {+∞}
a lower semicontinuous functional, bounded from below, E 6≡ +∞ .
Then, for any ν , µ > 0 and for any u ∈ X such that
E(u) ≤ inf
X
E + µ ,
there exists an element v ∈ X strictly minimizing the functional
Eu(w) = E(w) +
ν
µ
d(u, w) .
Moreover we have:
E(v) ≤ E(u), and d(u, v) ≤ µ .
We are finally ready to prove Theorem 2.1.
Proof of Theorem 2.1. Fix q ∈ M and choose a local chart (U, ϕ) as in
Remark 2.5 and including q . Then we can reduce us to work on the space V × I ,
where V is a bounded open subset of IRn , n = m−1 , I =]−λ0, λ0[ , is an open
interval of IR , q = (q0, 0) ∈ V × I and the metric g satisfies (2.12). Since δ is
an integral curve of the vector field Y , if dR(q, δ(
α+β
2 )) is sufficiently small, we
can assume that
δ(s) = (qδ, s), ∀s ∈]− λ0, λ0[⊂]α, β[ ,
where qδ ∈ V and dR(q0, qδ)→ 0 as dR(q, δ(α+β2 ))→ 0 .
If z ∈ L+q,δ,ǫ is a curve with values in U , unless to consider the chart
ϕ(U) = V × I , it is z = (x, t) , x(a) = q , x(b) = qδ and t satisfies the
Cauchy problem
{
t˙ = 〈Γβ (x, t), x˙〉+
√
〈αβ (x, t)x˙, x˙〉+ 〈Γβ (x, t), x˙〉2 + ǫ2
t(a) = 0
(2.24)
Moreover
τ(z) = tx(b) =
∫ b
a
〈Γ
β
(x, tx), x˙〉+
√
〈α
β
(x, tx)x˙, x˙〉+ 〈Γ
β
(x, tx), x˙〉2 + ǫ2 ds , (2.25)
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where tx is the solution of (2.24). Using as a test function the chord joining q0
with qδ in the interval [a, b] , we see that
inf
L+
q,δ,ǫ
τ → 0 as |b− a| → 0 and dR(q0, qδ)→ 0 . (2.26)
Therefore, if |b− a| and dR(q0, qδ) are sufficiently small,
any minimizing sequence (zm)m∈IN for τ in L+q,δ,ǫ is contained in ϕ(U) .
(2.27)
The Cauchy problem (2.24) can be obviously be written as{
t˙ = 〈A(x, t), x˙〉+√〈L(x, t)x˙, x˙〉2 + ǫ2
t(0) = 0
where L is a smooth definite operator and A is a smooth vector field.
Using the above position and the Gronwall Lemma shows that the map
Φ:H1,1([a, b], IRn) −→ L1([0, 1], IR) such that Φ(x) is the unique solution of (2.25)
(whenever it is defined in all the interval [a, b] ) is a continuous map (cf. also [GM]).
We claim that for any ζ ∈ C1([0, 1], IRn) ,
Φ is differentiable along the direction ζ . (2.28)
Towards this goal consider the map
G(x, t) = t˙− 〈A(x, t), x˙〉 −
√
〈L(x, t)x˙, x˙〉2 + ǫ2 .
Fix ζ of class C1 . It is G(x,Φ(x)) = 0 and for any λ ∈ IR ,
G(x + λζ,Φ(x + λζ)) = 0 . Since ζ is of class C1 , straightforward computa-
tions shows that there exists
lim
λ→0
G(x+ λζ, t)−G(x, t)
λ
=
∂G
∂x
(x, t)[ζ] uniformly in t
with respect to the L1 –norm, and
∂G
∂x
(x+ σλζ,Φ(x+ λζ)) [ζ]→ ∂G
∂x
(x,Φ(x))[ζ] in L1
as λ→ 0 uniformly on σ ∈ [0, 1] .
Moreover, for any θ ∈ H1,1([0, 1], IR) ,
∂G
∂t
(x, t)[θ] =
θ˙ − 〈∂A
∂t
(x, t), x˙〉θ − 1
2
√〈L(x, t)x˙, x˙〉+ ǫ2〉
〈
∂L
∂t
(x, t)x˙, x˙
〉
θ .
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This allows to show that the map
∂G
∂t
:H1,1([0, 1], IR) −→ L1([0, 1], IR)
is invertible (the inverse can be evaluated solving a linear ordinary differential equa-
tion) and
[
∂G
∂t
(x,Φ(x) + σ(Φ(x+ λζ)− Φ(x)))
]−1
→
[
∂G
∂t
(x,Φ(x))
]−1
in H1,1([0, 1], IR) (uniformly with respect to σ , because Φ(x + λζ) → Φ(x) in
L∞([0, 1], IR) .
Now, since G(x,Φ(x)) = 0 and G(x + λζ,Φ(x + λζ)) = 0 , applying the
Lagrange Theorem we obtain:
0 =
∂G
∂x
(x+ σ1λζ,Φ(x+ λζ))[λζ]+
∂G
∂t
(x,Φ(x) + σ2(Φ(x+ λζ)− Φ(x)))[Φ(x+ λζ)− Φ(x)] .
Dividing by λ and passing to the limit as λ→ 0 gives (2.28).
Take a sequence (νm)m∈IN of positive numbers such that νm → 0 . By virtue
of (2.27), for any m ∈ IN we can choose a curve xm with support contained in
V such that
τ(xm) ≤ inf
L+
q,δ,ǫ
τ + ν2m .
In Theorem 2.12 choose ν = ν2m , µ = νm and u = xm . Since V is relatively
compact, by (2.27) we can assume to be on a complete metric space. So, by applying
Theorem 2.12 we find a point ym satisfying
τ(ym) ≤ τ(ym + w) + νm‖w‖1 , (2.29)
for any w ∈ H1,1([a, b], V ) , and therefore for any w ∈ C1([a, b], V ) . Now by a
density argument, ym can be chosen of class C
1 . Then, by the arbitrariness of
w , since τ is differentiable (in H1,1 ) along the directions of class C1 , we deduce
that
|dτ(ym)[ζ]| ≤ ǫm → 0 , (2.30)
for any ζ of class C1 such that ‖ζ‖1 ≤ 1 .
Indeed, taking w = λζ in (2.28) we have
τ(ym)− τ(ym + λζ)
|λ|‖ζ‖1 =
τ(ym)− τ(ym + λζ)
|λ| ≤ ǫm ,
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from which we deduce (2.30) sending λ → 0 (first choosing λ > 0 and then
λ < 0 ). Note that ym is a minimizing sequence (by Theorem 2.12).
Now, by the uniqueness of the related Cauchy problems, we see that
{(ζ, dΦ(ym)ζ) : ζ ∈ C1([0, 1], IRn)} = Tym Lˆ+q,δ,ǫ ∩ C1([0, 1], TM) .
Then thanks to the density of C1 in H1,1 we see that the sequence
(ym,Φ(ym))m∈IN is a minimizing sequence for τ satisfying the assumptions of
Proposition 2.4. Then by Proposition 2.4, there exists a subsequence of (ym)m∈IN
convergent to a curve y with respect to the C1 –topology. Then (y,Φ(y)) is
a C1 –curve minimizing τ on Lˆ+q,δ,ǫ . Finally, by Theorem 2.10 we obtain that
(y,Φ(y)) is a geodesic, while the uniqueness of the minimizer comes from the local
invertibility of the exponential map.
Remark 2.14 Working in local coordinates shows immediately that for any fixed
neighborhood Uq of q , there exists a positive number ρq such that the minimal
geodesic for τ on L+q,δ,ǫ([a, b]) is in Uq if
dR
(
q, δ
(
α + β
2
))
≤ ρ(q) and |b− a| ≤ ρ(q) .
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3. A shortening method for τ on L+q,γ,ǫ .
In this section we shall introduce a shortening flow for the functional τ(z) .
Such a flow will be used to get the deformations for the sublevels of τ (needed
to develop a Morse Theory), when we are far from the critical points of τ , i.e.
timelike geodesics.
To construct the shortening flow we shall use the same ideas as in [Mi], adapt-
ing them to our case. Note that here we can not use the same finite dimensional
approach nearby critical curves (used in [Mi] for Riemannian geodesics) because we
are not working with fixed points boundary conditions.
The shortening procedure, which is illustrated by a five pictures appearing at
the end of the paper, is constructed in the following way.
Fix c > inf{τ(z), z ∈ L+p,γ,ǫ} and consider D(c) as in Lemma 2.6. Let Kc
be a compact subset of M including all the curves z ∈ L+q,γ,ǫ such that τ(z) ≤ c.
Let ρ∗(c) > 0 be such that Theorem 2.1 holds with ρ(q) replaced by ρ∗(c)
for any q ∈ Kc . Take N = N(c) such that
1
N
≤ ρ∗(c) , D(c)
N
≤ ρ∗(c) .
Choose a partition {0 = s0 < s1 . . . sN−1 < sN = 1} of [0, 1] such that for any
i ∈ {1, . . .N} ,
si − si−1 = 1
N
.
For any z ∈ τ c ∩L+p,γ,ǫ , choose N +1 points z0, z1, . . . zN on z([0, 1]) such that
z(0) = p , zN = z(1) and dR(zi, zi−1) = l(z)/N , for any i ∈ {1, . . .N} , where
l(z) denotes the length of z with respect to the Riemannian structure (2.3) (see
Figure 1).
Denote by γi ( i = 1, . . . , N) the maximal integral curve of W such that
γi(0) = zi (see Figure 2). Observe that γN (s) = γ(s+ τ(z)) for all s .
Let w1 be the geodesic minimizing τ on L+p,γ1,ǫ([s0, s1]) (recall that z0 = p
and s0 = 0 ), w2 the lightlike geodesic minimizing τ on L+w1(s1),γ2,ǫ([s1, s2]) ,
and so on (see Figure 3).
In Figures 3, 4 and 5 the points wi(si) are denoted by wi .
Note that the number N can be chosen large
enough so that dR(wi(si), zi+1) ≤ ρ∗(c) , for any i = 1, . . . , N − 1 and for any
z ∈ τ c .
Remark 3.1. Let K = K(c) be a compact subset of M containing the images
of the curves of the curves z ∈ L+p,γ,ǫ , with τ(z) ≤ c . By compactness, K(c) can
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be covered by a finite family (Uj) as in Remark 2.5, and the Lorentzian metric g
is described by (2.12).
Moreover, N can be chosen so large that z([si−1, si]) and the minimizer of
τ on L+wi−1(si−1),γi,ǫ([si−1, si]) are contained in some Uj .
With the notation of Remark 2.5, for any future pointing curve z with image
contained in some Uj , the condition 〈z˙, z˙〉 = −ǫ2 holds if and only if
t˙ = 〈Γj
βj
(x, t), x˙〉0 +
√
〈αj
βj
(x, t), x˙, x˙〉0 + 〈Γj
βj
(x, t), x˙〉20 + ǫ2 (3.1)
Moreover, any γi is an integral curve of W , so, in Uj , it has the form
s 7−→ (xj , tj + s) , if zj = (xj , tj) .
Note that L+p,γ1,ǫ([s0, s1]) is nonempty, since it contains the restriction
z|[s0,s1] .
Now, using elementary comparison theorems for ordinary differential equations
allow to deduce that also any space L+wi−1(si−1),γi,ǫ([si−1, si]) is nonempty for any
i ∈ {2, . . .N} .
Note also that, if η1 is the curve defined by setting η1([si−1, si]) = wi ,
then τ(η1) ≤ τ(z) ≤ c (always by comparison theorems in O.D.E.). In partic-
ular η1([0, 1]) is contained in K(c) .
Remark 3.2 A second curve η2 will be constructed in the following way starting
from η1 . On any minimizer wi ( i = 1, . . . , N ) consider the point mi such that
d(wi(si−1), mi) = d(mi, w(si)) .
For i = 1, . . . , N , we denote by λi the maximal integral curve of W such
that λi(0) = mi ; moreover, we set λN+1(s) = γ(s+ τ(η1)) (see Figure 4).
Consider now the following subdivision of the interval [0, 1] . Let σ0 = 0 ,
σ1 =
1
2N , σj =
2j−1
2N for j = 2, . . . , N , and σN+1 = 1 .
Denote by u1 the minimizer of τ on L+p,λ1,ǫ([σ0, σ1]) , by u2 the minimizer
of τ on L+u1(σ1),λ2,ǫ([σ1, σ2]) and so, inductively, we denote by uj the minimizer
of τ in Luj−1(σj−1),λj ,ǫ([σj−1, σj ], ) , j = 2, . . . , N + 1 .
Finally, (see Figure 5) we denote by η2 the curve such that η2|[σj−1,σj ] = uj .
Using again comparison theorems in ordinary differential equations one proves
that τ(η2) ≤ τ(η1) .
The continuous flow η(σ, z) can be constructed as follows. Fix σ ∈ [0, 1] and
consider for instance the interval [s0, s1] . We choose η(σ, z)|[s0,s1] as follows. Set
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p = (x0, 0) and γ1(s) = (x1, t1+s) (in some neighborhood Uj as in Remark 3.1).
Since z(s) = (x(s), t(s)) , the curve x(s) joins x0 with x1 .
Let y(σ) be the minimizer of the functional
y 7−→
∫ σs1
s0
〈Γi
βi
(y, ty), y˙〉0ds+
∫ σs1
s0
√
〈αi
βi
(y, ty), y˙, y˙〉0 + 〈Γi
βi
(y, ty), y˙〉20 ds , (3.2)
with boundary conditions y(0) = x0 and y(σs1) = x(σs1) , where ty is the
solution of (3.2) with ty(0) = 0 in the interval [0, σs1] .
Denote by yˆ(σ) the extension of y(σ) to [s0, s1] taking yˆ(s) = x(s) for
s ∈ [σs1, s1] . Finally, denote by tˆy the corresponding solution of (3.1) in the
interval [s0, s1] . The curve (yˆ(σ), tˆy(σ)) will be η(σ, z) in the interval [s0, s1] .
In the same way we can construct η(σ, z) on the other intervals [si−1, si] . Note
that, by construction, η(1, z) = η1 . Similarly, we can extend the flow η to a map
defined on [0, 2]× τ c in such a way that η(2, z) = η2 .
Now, we iterate the shortening argument above, replacing the original curve
z with the curve η2 . Successively we apply the above construction, starting from
η2 . By induction we obtain a flow η(σ, z) , defined on IR
+ × τ c . Note that
τ(η(σ, z)) ≤ τ(z) for any σ and for any z .
Suppose that τ(η1) = τ(η2) and consider the situation is a single interval
[σj , σj+1] . Since τ(η1) = τ(η2) simple comparison theorems in O.D.E. show that
η1 is a minimizer on the interval [σj , σj+1] . Suppose that it consists of two (non-
constant) lightlike geodesics. If it is not a light like geodesic, by the above con-
struction it has a discontinuity at sj+1 =
σj+1+σj
2
. Denote by Uη1 the parallel
transport of γ˙(τ(η1)) along the curve η1 . Since η1 is a minimizer, by (2.23) it is∫ σj+1
σj
〈DsV, η˙1〉
〈Uη1 , η˙1〉
ds = 0
for any C∞ -vector field along η1 such that V (0) = 0, V (1) = 0 . In particular
η˙1
〈Uη1 ,η˙1〉
is a C1 curve and also
−ǫ2
〈Uη1 , η˙1〉2
is of class C1 . And this implies that η1 is of class C
1 , because 〈Uη1 , η˙1〉 never
changes its sign.
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Then, whenever we are far from critical points of τ on L+p,γ,ǫ , τ(η2) < τ(η1) .
Finally compactness arguments similar to the ones used for the shortening
method for Riemannian geodesics (cf. [Mi]), allows to obtain the analogous of the
classical deformation results (cf e.g. [MW,St]) for the functional τ on L+p,γ,ǫ .
For any d ∈ IR set τd = {z ∈ L+p,γ,ǫ : τ(z) ≤ d}.
Proposition 3.3. Let c be a regular value for τ on L+p,γ,ǫ (namely τ−1({c})
does not contain geodesics).
Then, there exists a positive number δ = δ(c) and a continuous map
H ∈ C0([0, 1]× τ c+δ, τ c+δ) , such that:
(a) H(0, z) = z , for every z ∈ τ c+δ ;
(b) H(1, τ c+δ) ⊆ τ c−δ ;
(c) H(σ, z) ∈ τ c−δ , for any σ ∈ [0, 1] and z ∈ τ c−δ .
Proposition 3.4. Let Zc be the set of the timelike geodesics on τ
−1({c})∩L+p,γ,ǫ .
Then for any open neighborhood U of Zc , there exists a positive number
δ = δ(U , c) and a homotopy H ∈ C0([0, 1]× τ c+δ, τ c+δ) , such that
(a) H(0, z) = z , for any z ∈ τ c+δ .
(b) H(1, τ c+δ \ U) ⊂ τ c−δ ;
(c) H(σ, z) ∈ τ c−δ , for every σ ∈ [0, 1] and z ∈ τ c−δ .
Remark 3.5. There are two main differences between the shortening method de-
scribed above and the classical shortening method for Riemannian geodesics. In
our case, we locally minimize a functional which is is not given in an integral form.
Secondly, we minimize the functional in the space of curves joining a point with a
curve, and not two fixed points.
Remark 3.6. The flow used in proving Propositions 3.3–3.4 are just what we
need for a Ljusternik–Schnirelmann theory. Then, without using the nondegeneracy
assumption of Theorem 1.3 we can obtained the existence of at last cat(L+p,γ,ǫ)
future pointing timelike geodesics in L+p,γ,ǫ . (Here cat X denotes the minimal
number of contractible subsets of X covering it). Moreover if cat(L+p,γ,ǫ) = +∞
there is a sequence zn of future pointing timelike geodesics in L+p,γ,ǫ such that
τ(zn)→ +∞ . (Recall that we are assuming that γ is defined on IR ).
25
4. The index Theorem and the Morse Relations on L+p,γ,ǫ
In this section we shall prove the Morse Relations on L+p,γ,ǫ and the second part
of Theorem 1.2, namely
Theorem 4.1 Let z be a geodesic in L+p,γ,ǫ such that z(1) is nonconjugate to
p along z . Then:
µ(z) = m(z, τ) ,
where µ(z) is the geometric index of z and m(z, τ) is the Morse index of z
considered as a critical point of τ on L+p,γ,ǫ .
In order to prove Theorem 4.1, we first need to evaluate the Hessian of τ at z ,
Hτ (z)[ζ, ζ] =
d2
dσ2
(τ(η(σ, ·)))σ=0 ,
where ζ ∈ TzL+p,γ,ǫ and η: ]−σ0, σ0[−→ L+p,γ,ǫ is a variation of z with variational
vector field ζ , that is
η(0, s) = z(s), for any s ∈ [0, 1] ;
ησ(0, s) = ζ(s), for any s ∈ [0, 1] .
Here ησ denotes the partial derivative with respect to σ .
Proposition 4.2. In the notation above, for all ζ ∈ TzL+p,γ,ǫ , it is:
Hτ (z)[ζ, ζ] =
−1
〈γ˙(τ(z)), z˙(1)〉
∫ 1
0
(〈Dsζ,Dsζ〉 − 〈R(ζ, z˙)z˙, ζ〉) ds . (4.1)
Proof. Since η(σ, ·) ∈ L+p,γ,ǫ for any σ , we have
〈ηs(s, σ), ηs(s, σ)〉 = −ǫ2, for any s and for any σ .
Here ηs denotes the partial derivative of η with respect to s . Since z is of class
C2 , it suffices to prove (4.1) whenever ζ (and therefore η ) is of class C2 and
apply standard density arguments. We have:
∂
∂σ
(∫ 1
0
〈ηs, ηs〉ds
)
= 0
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and therefore
0 =
∫ 1
0
〈Dσηs, ηs〉ds =
∫ 1
0
〈Dsησ, ηs〉ds =
〈ησ(σ, 1), ηs(σ, 1)〉 − 〈ησ(σ, 0), ηs(σ, 0)〉 −
∫ 1
0
〈ησ, Dsηs〉ds . (4.2)
Now, since γ(τ(η(σ, ·))) = η(σ, 1) , we have
γ˙(τ(η(σ, ·))) dτ
dσ
(η(σ, ·)) = ησ(σ, 1) ,
therefore, since ησ(σ, 0) = 0 for any σ , by (4.2) we have:
dτ
dσ
(η(σ, ·)) = 〈ησ(σ, 1), ηs(σ, 1)〉〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉
=
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉
∫ 1
0
〈ησ, Dsηs〉 ds .
Note that 〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉 6= 0 , because both γ˙(τ(η(σ, ·))) and ηs(σ, 1)
are timelike vectors.
Then, since Dsz˙ = 0 , we get
d2τ
dσ2
(η(σ, ·))|σ=0 =
d
dσ
(
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉
)∫ 1
0
〈ζ,Dsηs〉 ds+
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉
d
dσ
(∫ 1
0
〈ησ, Dsηs〉 ds
)
σ=0
=
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉
(∫ 1
0
(〈Dσησ, Dsηs〉+ 〈ησ, DσDsηs〉) ds
)
σ=0
=
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉
(∫ 1
0
〈ησ, DσDsηs〉 ds
)
σ=0
.
Since DσDsηs = DsDσηs +R(ησ, ηs)ηs (cf. [BEE]), we have:
Hτ (z)[ζ, ζ] =
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉
∫ 1
0
(〈ησ, DsDσηs +R(ησηs)ηs〉 ds)σ=0
=
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉 (〈ησ(σ, 1), Dσηs(σ, 1)〉 − 〈ησ(σ, 0), Dσηs(σ, 0)〉)σ=0
+
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉
[(
−
∫ 1
0
〈Dsησ, Dσηs〉 ds+
∫ 1
0
〈R(ησ, ηs)ηs, ησ〉 ds
)]
σ=0
27
=
1
〈γ˙(τ(η(σ, ·))), ηs(σ, 1)〉 ·(
〈ζ(1), Dζ(1)z˙(1)〉 − 〈ζ(0), Dζ(0)z˙(0)〉 −
∫ 1
0
〈Dsζ,Dsζ〉 ds+
∫ 1
0
〈R(ζ, z˙)z˙, ζ〉 ds
)
Finally, ζ(0) = 0 and by Remark 2.11, ζ(1) = 0 .
Let z be a geodesic in L+p,γ,ǫ . For any θ ∈]0, 1] , set
Aθ = {ζ ∈ H1,2([0, θ], TM) : ζ(s) ∈ Tz(s)M for any s ∈ [0, θ] ,
〈Dsζ, z˙〉 = 0 a.e. , ζ(0) = 0, ζ(θ)) = 0}.
We consider the bilinear form on Aθ given by
Jθ(z)[ζ, ζ] =
∫ θ
0
(〈Dsζ,Dsζ〉 − 〈R(ζ, z˙)z˙, ζ〉) ds . (4.3)
Lemma 4.3. Let ζ0 ∈ Aθ . In the above notations, Jθ(z)[ζ0, ·] = 0 in Aθ , if
and only if ζ0 solves (1.2) in [0, θ] .
Proof. Let V ∈ C∞0 ([0, θ], TM) such that V (s) ∈ Tz(s)M , for any s ∈ [0, θ] .
Since z is a geodesic, we can describe all the elements of Aθ by
ζ = V +
〈V, z˙〉
ǫ2
z˙ .
Indeed, ζ(0) = 0 , ζ(θ) = 0 and 〈Dsζ, z˙〉 = 0 , because 〈z˙, z˙〉 = −ǫ2 and
Dsz˙ = 0 .
Then, Jθ(z)[ζ0, ζ] = 0 for any ζ ∈ Aθ if and only if
∫ θ
0
(
〈Dsζ0, DsV + 〈DsV, z˙〉z˙
ǫ2
z˙〉 − 〈R(ζ0, z˙)z˙, V + 〈V, z˙〉z˙
ǫ2
〉
)
ds = 0 ,
for any V ∈ C∞0 ([0, 1],M) such that V (s) ∈ Tz(s)M , for any s ∈ [0, θ] .
But 〈Dsζ0, z˙〉 = 0 , because ζ0 ∈ Aθ and 〈R(ζ0, z˙)z˙, z˙〉 = 0 by well known
properties of the Riemann tensor. Therefore Jθ(z)[ζ0, ζ] = 0 for any ζ ∈ Aθ , if
and only if ∫ θ
0
(〈Dsζ0, DsV 〉 − 〈R(ζ0, z˙)z˙, V 〉) ds = 0 ,
for any V ∈ C∞0 ([0, 1],M) with V (s) ∈ Tz(s)M for any s ∈ [0, θ] . Then, an
integration by parts completes the proof.
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We are finally ready to prove Theorem 4.1.
Proof of Theorem 4.1. Recalling (2.4), since z˙ is a timelike vector field, a
simple compactness argument shows the existence of ν = ν(z) > 0 such that
〈w,w〉 ≥ ν(z)〈w,w〉(R) ,
for any vector field w along z , such that 〈w(s), z˙(s)〉 = 0 for any s . Moreover,
since γ is an integral curve of Y and z˙(1) is future pointing, 〈γ˙(τ(z)), z˙(1)〉 < 0 .
Therefore, by (4.1), for any θ ∈]0, 1] the linear operator associated to the bilinear
form Jθ is a compact perturbation of the identity operator if we equip Aθ with
the natural Riemannian structure given by
∫ θ
0
〈D(R)s ζ,D(R)s ζ〉(R) ds .
Then we can use the methods of Milnor in [Mi] (cf. also [Ma]) and Lemma 4.3 to
conclude the proof.
Now we can prove the classical Morse Relations on the sublevels of τ on L+p,γ,ǫ
They can be stated in the following way. For any b ∈ IR ∪ {+∞} set:
G+,bp,γ,ǫ = {z ∈ C2([0, 1],M) : z is a future pointing geodesic such that:
z(0) = p, z(1) ∈ γ(IR), 〈z˙, z˙〉 ≡ −ǫ2, τ(z) ≤ b}
Theorem 4.4. Assume that (M, 〈·, ·〉) is strongly causal and that assumptions
1)—3) of Theorem 1.3 hold true.
Then, for any field K and for any regular value b of τ on L+p,γ,ǫ ,
b ∈] inf τ,+∞] , there exists a formal series S(λ) with non negative integer co-
efficients (possibly +∞ if b = +∞ ) such that:
∑
z∈G+,bp,γ,ǫ
λµ(z) = Pλ(τ b,K) + (1 + λ)S(λ) , (4.4)
where Pλ(τ b,K) is the Poincare´ polynomial of τ b with coefficients in K .
Proof. By Lemma 4.3 and assumption 2) of Theorem 1.3, any critical point of τ
on L+p,γ,ǫ is nondegenerate (and therefore isolated). Moreover, using the geodesic
29
equation, it is not difficult to prove that, for every b ∈ IR , the set G+,bp,γ,ǫ is compact
with respect to the C2 –topology. Hence, for all b ∈ IR , the set G+,bp,γ,ǫ is finite.
By the deformation results of Propositions 3.3–3.4, since τ is of class C2 on
the Hilbert manifold L+p,γ,ǫ we can apply the classical Morse Theory (cf. [C,MW])
to describe the topology nearby the geodesics, obtaining the classical Morse Rela-
tions ∑
z∈G+,bp,γ,ǫ
λm(z,τ) = Pλ(τ b,K) + (1 + λ)S(λ) .
Here m(z, τ) denotes the Morse index of the critical points z for the functional τ
in the Hilbert manifold L+p,γ,ǫ . Finally, thanks to Theorem 4.1, the Morse Relations
(4.4) follow.
Proof of Theorem 1.3. By Theorem 4.4, setting b = +∞ we have
∑
z∈G+p,γ,ǫ
λµ(z) = Pλ(L+p,γ,ǫ,K) + (1 + λ)S(λ) ,
obtaining the proof.
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5. Some relations between L+p,γ and L+p,γ,ǫ
In this section we will discuss the method of approximation of the space L+p,γ
with the regular manifolds L+p,γ,ǫ , pointing the results needed to obtain the Morse
Relations on L+p,γ as limit of the Morse Relations on L+p,γ,ǫ . The first result, which
is stated in the following proposition, is concerned with the existence of transition
functions between L+p,γ and L+p,γ,ǫ .
Proposition 5.1. Suppose that τ is pseudo–coercive in L+p,γ . Then, for any
c > inf τ , there exists a positive number ǫ0 = ǫ0(c) > 0 such that, for every
ǫ ∈]0, ǫ0] there exist two injective maps:
φǫ: τ
c ∩ L+p,γ −→ L+p,γ,ǫ ,
ψǫ:L+p,γ,ǫ −→ L+p,γ ,
such that:
(1) φǫ and ψǫ are continuous with respect to the H
1,1 -norm;
(2) for every z ∈ τ c ∩ L+p,γ it is ψǫ(φǫ(z)) = z ;
(3) for every z ∈ L+p,γ,ǫ such that τ(ψǫ(z)) ≤ c , it is φǫ(ψǫ(z)) = z ;
(4) if ǫ1 < ǫ2 , then τ(φǫ1(z)) ≤ τ(φǫ2(z)) and τ(ψǫ1(z)) ≥ τ(ψǫ2(z)) ;
(5) τ(φǫ(z)) ≥ τ(z) and τ(ψǫ(z)) ≤ τ(z) ;
(6) there exists a positive constant M =M(c) such that d2(φǫ(z), z) ≤M · ǫ for
every z ∈ τ c ∩ L+p,γ , where d2 is the metric induced by the Hilbert structure
(2.4).
Proof. We fix c and we find a compact subset K such that the support of
every z ∈ τ c ∩ L+p,γ lies in K . Let δ be a positive number such that the flow
Φ(s, q) of the vector field Y is defined on [−δ, δ] ×K . By definition, the curve
ηq(s) = Φ(s, q) is the maximal solution of the Cauchy problem:{
η˙ = Y (η),
η(0) = q.
For z ∈ τ c ∩ L+p,γ , we define
zǫ(s) = φǫ(z)(s) = Φ(σz,ǫ(s), z(s)),
for some function σz,ǫ(s) = σ(s) on [0, 1] and with values in [0, δ) , to be deter-
mined in such a way that
σz,ǫ(0) = 0 ,
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(which means that zε(0) = p ),
〈z˙ǫ, Y (zǫ)〉 < 0 (5.1)
and
〈z˙ǫ, z˙ǫ〉 = −ǫ2 .
Observe that any such curve automatically satisfies zǫ(1) ∈ γ(IR) , since γ is an
integral curve of Y and Φ(0, z(1)) = z(1) ∈ γ(IR) .
We compute z˙ǫ as follows:
z˙ǫ = Φq[z˙] + Φσ[σ˙] = Φq[z˙] + Y (zǫ)σ˙ ,
where Φq and Φσ denote the partial derivatives of Φ . So, we have
〈z˙ǫ, z˙ǫ〉 = 〈Y, Y 〉σ˙2 + 2σ˙〈Y (zǫ),Φq[z˙]〉+ 〈Φq[z˙],Φq[z˙]〉 = −ǫ2 . (5.2)
Formula (5.2) contains a quadratic equation on σ˙ ; observe that, by the wrong way
Schwartz inequality, the discriminant ∆ of the equation (5.1) is positive:
∆
4
= 〈Y (zǫ),Φq[z˙]〉2 − 〈Y (zǫ), Y (zǫ)〉〈Φq[z˙],Φq[z˙]〉+ ǫ2 ≥ ǫ2 > 0. (5.3)
Take the solution σ of (5.2) given by:
σ˙ = −〈Y (zǫ), Y (zǫ)〉−1
(
〈Y (zǫ),Φq[z˙]〉+ 1
2
√
∆
)
,
where ∆ is given by (5.3). Notice that, with this choice
〈z˙ǫ, Y (zε)〉 = σ˙〈Y (zǫ), Y (zǫ)〉+ 〈Y (zǫ),Φq[z˙]〉 = −1
2
√
∆ < 0 ,
and (5.1) is satisfied. Observe also that the coefficients of the equation (5.2) clearly
depend continuously on ε . The function σ has to satisfy the Cauchy problem:{
σ˙ = −〈Y (zǫ), Y (zǫ)〉−1
(
〈Y (zǫ),Φq[z˙]〉+ 12
√
∆ ,
)
σ(0) = 0 .
(5.4)
Observe that, for ǫ = 0 , (5.4) has the null solution, which is defined on the whole
real line. Hence, for ǫ small enough, (5.4) admits a unique solution defined on all
the interval [0, 1] . Moreover, if ǫ is chosen small enough, we can also assume that
the solution σ of (5.4) takes values in [−δ, δ] , so that the curve zǫ = Φ(σ, z) is
well defined.
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The construction of the map ψǫ is done in a similar fashion, considering the
flow Ψ(s, q) of the vector field Y , and setting:
ψǫ(z)(s) = z
ε(s) = Ψ(σ(s), z(s)) ,
where σ = σz,ǫ is to be determined with the conditions:
σ(0) = 0, 〈z˙ǫ, z˙ǫ〉 = 0, and 〈z˙ǫ, Y (zǫ)〉 ≤ 0 .
An argument similar to the previous case shows the existence and the continuity
properties of the map σ , which proves the first part of the Proposition.
Elementary comparison theorems for ordinary differential equations allow to
show that, for all z ∈ L+p,γ,ǫ , the Cauchy problem (5.4) has solution defined on the
whole interval [0, 1] . Therefore, the map ψǫ is defined on the whole space L+p,γ,ǫ .
Part (2) and (3) follows immediately from the construction of φǫ and ψǫ .
Parts (4), and (5) follows from simple comparison theorems in O.D.E. applied
to (5.4), while part (6) follows from the Gronwall’s Lemma.
We need also the following proposition
Proposition 5.2. Let z be a geodesic in L+p,γ , with z(1) nonconjugate to p
along z . Then there exists ǫ0 > 0 such that for any ǫ ∈]0, ǫ0] there exists one
and only one geodesic zǫ ∈ L+p,γ,ǫ , such that
lim
ǫ→0
zǫ = z0 , in the H
1,2 –norm .
Remark 5.3. Notice that, if zǫ converges to z0 in the H
1,1 -norm, using
the Cauchy problem related to the geodesic equation we immediately get that the
convergence is also with respect to the C2 -norm, i.e., uniform up to the second
derivative.
Proof. Since z(1) is non conjugate to p , the map
v −→ expp v
is a local diffeomorphism between a neighborhood of z˙(0) in TpM and a neigh-
borhood of z(1) = expp(z˙(0)) ∈ γ(IR) in M . Then there exists a C1 –map
ϕ :]− δ0, δ0[−→ TpM such that{
ϕ(0) = 0,
expp(z˙(0) + ϕ(δ)) = γ(τ(z) + δ) .
(5.5)
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Differentiating with respect to δ and setting δ = 0 , we obtain:
d expp(z˙(0))[ϕ
′(0)] = γ˙(τ(z)) . (5.6)
The following lemma is needed.
Lemma 5.4. Fix v0 ∈ TpM lightlike and future pointing. Set V = d expp(v0)[v] .
Assume that V is timelike and future pointing. Then 〈v, v0〉 < 0 .
Proof. Denote by z the geodesic such that z(0) = p and z˙(0) = v0 . As known,
since v0 = z˙(0) , d expp(v0)[v] is given by Z(1) , where Z is the unique Jacobi
field along z such that Z(0) = 0 and DsZ(0) = v . Since ζ(s) = sz˙(s) is the
unique Jacobi field along z such that ζ(0) = 0 and Dsζ(0) = z˙(0) = v0 , we have
d expp(v0)[v0] = z˙(1) . (5.7)
Now, by the Gauss Lemma (cf. [BEE]), for any v ∈ TpM , we have:
〈d expp(v0)[v0], d expp(v0)[v]〉 = 〈v0, v〉 . (5.8)
By (5.7), V0 = d expp(v0)[v0] is lightlike and future pointing. Indeed, z˙(1) is
lightlike and future pointing, since z˙(0) = v0 is lightlike and future pointing. More-
over, V = d expp(v0)[v] is timelike and future pointing by assumption, therefore
〈V0, V 〉 < 0 . Then, by (5.8) the proof is complete.
Now, let us go back to the proof of Proposition 5.3.
Since γ˙(τ(z(1))) is timelike and future pointing, by (5.6) and Lemma 5.4 we
get
〈ϕ′(0), z˙(0)〉 < 0 . (5.9)
By (5.9), since ϕ(0) = 0 and 〈z˙(0), z˙(0)〉 = 0 , up to the choice of a smaller δ0 ,
we immediately obtain
〈z˙(0) + ϕ(δ), z˙(0) + ϕ(δ)〉 < 0 , ∀δ > 0 . (5.10)
Moreover, since ϕ(0) = 0 , for any δ sufficiently small,
〈z˙(0) + ϕ(δ), Y (z(0))〉 < 0 . (5.11)
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Then we can conclude the proof taking ǫ0 = ǫ0(δ0) and
ǫ = ǫ(δ) =
√
−〈z˙(0) + ϕ(δ), z˙(0) + ϕ(δ)〉 , (5.12)
which is well defined because of (5.10).
Indeed the geodesic zǫ such that zǫ(0) = p and z˙ǫ(0) = z(0) + ϕ(δ) is in
L+p,γ,ǫ , since, by (5.12), it is 〈z˙ǫ, z˙ǫ〉 = −ǫ2 .
Moreover, by (5.11) z˙ǫ(0) is future pointing, so that zǫ(s) is timelike and
future pointing for any s . Finally, the C2 convergence of zǫ to z is obvious by
the continuous dependence of the solutions of differential equations on its data.
We conclude the section with an useful result for the proof of Theorems 1.4 and 1.6.
Proposition 5.5. Suppose that τ is pseudo-coercive on L+p,γ . Let (ǫn)n∈IN be
a sequence of positive numbers converging to 0 and zn ∈ L+p,γ,ǫn be a sequence of
curves such that:
sup
n
τ(zn) = c < +∞.
Then, denoting by l(zn) the length of zn with respect to the Riemannian metric
(2.4), it is:
sup
n
l(zn) < +∞.
Moreover there exists K , compact subset of M , such that zn([0, 1]) ⊂ K for any
n .
Proof. Denote by z˜n the sequence:
z˜n = ψǫn(zn) ∈ Lˆ+p,γ. (5.13)
By (5) of Proposition 5.1 it is τ(z˜n) ≤ τ(zn) ≤ c . Then, by the same arguments
used in the proof of Lemma 2.6, we see that the pseudo-coercivity of τ implies that
l(z˜n) ≤ c˜ < +∞ for any n , (5.14)
and there exists a compact subset of M containing the images of all the z˜n ’s.
Moreover, since zn = φǫn(ψǫn(zn)) , by (6) of Proposition 5.1 there exists M > 0
such that
d2(z˜n, zn) ≤M · ǫn,
Therefore it follows that l(zn) is bounded and there exists a compact subset of M
containing the images of the zn ’s.
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6. The limit process and the Morse Relations on L+p,γ .
In this section we shall prove Theorems 1.6 and 1.4.
Proof of Theorem 1.6. Let zn be as in the statement of Theorem 1.6. Since
τ(zn) ≤ c for all n , by Proposition 5.5 there exists a compact subset K of M
and a positive constant C such that:
zn([0, 1]) ⊂ K, and l(zn) ≤ C, ∀n ∈ IN.
Then, the proof is obtained passing to the limit as ε → 0 in the Cauchy problem
related to the geodesic equation satisfied by the zn ’s.
Proof of Theorem 1.4. Let c be a regular value for τ on L+p,γ , i.e.,
τ−1(c) ∩ L+p,γ does not contain geodesics. By assumption 2), all the geodesics
in τ−1(c) ∩ L+p,γ are isolated. A simple compactness argument shows that they
are finite. By Proposition 5.2 there exists a positive number ǫ(c) such that for
any geodesic zi in τ
−1(c) ∩ L+p,γ and for any ǫ ∈]0, ǫ(c)] , there exists an unique
geodesic ziǫ ∈ τ−1(c) ∩ L+p,γ,ǫ approaching zi for any i = 1, . . . , k . Choose
ǫ(c) ≤ ǫ0(c) given by Proposition 5.1 and denote (for any ǫ ∈ ]0, ǫ0] ) by cǫ the
minimal real number such that
φǫ(τ
c ∩ L+p,γ) ⊂ τ cǫ ∩ L+p,γ,ǫ ,
where φǫ is defined in Proposition 5.1.
If ǫ(c) is sufficiently small, any cǫ is a regular value for τ on L+p,γ,ǫ for all
ǫ ∈ [0, ǫ(c)] and for any geodesic in L+p,γ,ǫ ”correspond” to a unique geodesic on
L+p,γ (having the same geometric index) (cf. Proposition 5.2 and Theorem 1.7).
Moreover, choosing ǫ(c) small enough, by the pseudo-coercivity of τ on L+p,γ
we have the existence of a compact subset K = K(c) of M and of a positive
constant L = L(c) such that z([0, 1]) ⊂ K and l(z) ≤ L(c) for all ǫ ∈ [0, ǫ(c) ]
and for all z ∈ τ cǫ ∩ L+p,γ,ǫ (cf. Proposition 5.5).
This allow us to use the curve shortening method at every level b ≤ cǫ and
Propositions 3.3 and 3.4.
Arguing as in the proof of Theorem 4.4 and using Theorem 4.1, we can write
the following Morse relations, valid for every ǫ ∈]0, ǫ(c)] and every coefficients field
K : ∑
zǫ∈G
+,cǫ
p,γ,ǫ
λµ(zǫ) = Pλ(τ cǫ ∩ L+p,γ,ǫ,K) + (1 + λ)Sǫ(λ) , (6.1)
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where G+,dp,γ,ǫ = G+p,γ ∩ τd .
Now choose a monotone sequence cm of regular values for τ on L+p,γ such
that cm → +∞ . For any m let ǫm = ǫ(cm) as above. Let dm be the minimal
real number such that
φǫ(τ
cm ∩ L+p,γ) ⊂ τdm ∩ L+p,γ,ǫ for any ǫ ∈ [0, ǫm].
(Note that dm ≥ cm ). By (6.1) and Proposition 5.1 we deduce
∑
z∈G+,dmp,γ
λµ(z) = Pλ(ψǫm(τdm ∩ L+p,γ,ǫm),K) + (1 + λ)S
′
m(λ) ,
where S ′m is a polynomial with non negative integer coefficients.
By the exactness in singular homology of the pair L+p,γ, ψǫm(τdm ∩ L+p,γ,ǫm)) ,
there exists a formal series Rm (with coefficients in IN ∪ {+∞} ) such that (cf.
e.g. [MW])
Pλ(ψǫm(τdm ∩L+p,γ,ǫm))+Pλ(L+p,γ, ψǫm(τdm ∩L+p,γ,ǫm) = Pλ(L+p,γ)+ (1+λ)Rm(λ) .
Then, there exists a formal series Sm such that
∑
z∈G+,dmp,γ
λµ(z) + Pλ(L+p,γ , ψǫm(τdm ∩ L+p,γ,ǫm)) = Pλ(L+p,γ) + (1 + λ)Sm(λ) . (6.2)
Let N(l,m) be the number of lightlike geodesics in ψǫm(τ
dm∩L+p,γ,ǫm) having
geometric index equal to l . By Proposition 5.1, the subsets ψǫm(τ
dm ∩ L+p,γ,ǫm)
are ordered by inclusion. Then N(l,m) is nondecreasing in m and tends, as
m→ +∞ , to the number N(l) of the lightlike geodesics in L+p,γ having geometric
index equal to l . Since IN ∪ {+∞} is compact (with respect to its usual conver-
gence), a diagonalization argument shows the existence of a subsequence (mk)k∈IN
such that, for any l ∈ IN the sequences (bl,mk) of the formal series Smk in (6.2)
converges to bl ∈ IN ∪ {+∞} . Then, up to considering subsequences, every co-
efficient bl,m of Sm is convergent to bl . We shall prove (1.4) arguing for any
coefficient l ∈ IN . If N(l) = +∞ , either the l –th coefficient βl of Pλ(L+p,γ,K)
is equal to +∞ , or at least one between bl−1 and bl is equal to +∞ . In any
case
N(l) = βl + bl−1 + bl , (6.3)
obtaining (1.4) relatively to the l –th coefficient.
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Assume now that N(l) < +∞ . Let
b∗ = max{τ(z) : z ∈ G+p,γ , µ(z) = q} . (6.4)
By (6.2), in order to prove (6.3), it suffices to show the vanishing of the Betti number:
βl(L+p,γ , ψǫm(τdm ∩ L+p,γ,ǫm)) = 0, ∀m such that cm > b∗ . (6.5)
Assume by contradiction that (6.5) does not hold. Let ∆m be a nontrivial el-
ement of the homology group Hl(L+p,γ , ψǫm(τdm ∩ L+p,γ,ǫm)) and let Km be its
compact support. Now for any ǫ ∈]0, ǫm] , by Proposition 5.1, there exists µm > 0
(infinitesimal as ǫm tends to 0 ), such that
ψǫm(τ
dm ∩ L+p,γ,ǫm) ⊂ ψǫ(τdm ∩ L+p,γ,ǫ) ⊂
⊂ ψǫm(τdm+µm ∩ L+p,γ,ǫm) ⊂ ψǫ(τdm+µm ∩ L+p,γ,ǫ).
Now, choosing ǫm small enough, we can assume that there are no geodesics in
the strip τ−1([dm, dm + µm]) ∩ L+p,γ,ǫ , for all ǫ ∈]0, ǫm] . Then, if ǫm is small,
ψǫm(τ
dm ∩L+p,γ,ǫm) is a strong deformation retract of ψǫm(τdm+µm ∩L+p,γ,ǫm) and
ψǫ(τ
dm ∩ L+p,γ,ǫ) is a strong deformation retract of ψǫ(τdm+µm ∩ L+p,γ,ǫ) for any
ǫ ∈]0, ǫm] . (Recall that Y ⊂ X is a strong deformation retract of X if there
exists a continuous map H : [0, 1] × X such that H(0, ·) is the identity on X ,
H(s, ·) is the identity on Y for all s , and H(1, X) ⊂ Y ).
Then, by standard techniques in Algebraic Topology we have that, for any
k ∈ IN
i∗k : Hk(L+p,γ, ψǫm(τdm ∩ L+p,γ,ǫm)) −→ Hk(L+p,γ, ψǫ(τdm ∩ L+p,γ,ǫ))
(where i denotes the inclusion map) is an isomorphism. Therefore, there exists
∆ǫ ∈ Hl(L+p,γ,ǫ, ψǫ(τdm ∩ L+p,γ)) \ {0} with support Km . Finally, choose
Cm > sup{τ(z) : z ∈ Km ∩ L+p,γ}, Cm regular value for τ on L+p,γ .
(Clearly, Cm can be chosen larger than dm ). Using the exactness of the triple
(L+p,γ , ψǫ(τCm ∩ L+p,γ,ǫ), ψǫ(τdm ∩ L+p,γ,ǫ)), gives the existence of
Γǫ ∈ Hl(ψǫ(τCm ∩ L+p,γ,ǫ), ψǫ(τdm ∩ L+p,γ,ǫ)) \ {0}
with support Km .
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Since ψǫ is an homeomorphism there exists
Γˆǫ ∈ Hl(τCm ∩ L+p,γ,ǫ, τdm ∩ L+p,γ,ǫ) \ {0}
with support Km . Using the curve shortening method and the classical Morse
Theory nearby critical points shows the existence of ǫˆ ∈]0, ǫm] such that, for any
ǫ ∈ ǫˆ we have the existence of a geodesic zǫ ∈ τ−1([dm, Cm])∩L+p,γ,ǫ) having index
l (see Theorem 4.4). Finally sending ǫ to 0 , by Theorems 1.6 and 1.7 we obtain
the existence of a geodesic z in L+p,γ such that
µ(z) = q, τ(z) ∈ [dm, Cm] .
In particular τ(z) ≥ dm ≥ cm > b∗ , in contradiction with (6.4).
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