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RESUMEN
El objetivo de este trabajo consiste en estudiar el comportamiento aśıntótico de las solucio-
nes de un sistema dispersivo no lineal de tipo Benjamin-Bona- Mahony cuando t se aproxima
al infinito. El sistema de interés tiene la forma
∂tu− ∂2x∂tu− a1∂2x∂tv + a2∂xu+ a3vp∂xv + a4∂x(upv) + up∂xu = 0
∂tv − ∂2x∂tv − a1∂2x∂tu+ a2∂xv + a3up∂xu+ a4∂x(uvp) + vp∂xv = 0
u(x, 0) = u0(x)
v(x, 0) = v0(x)
(1)
donde a1, a2, a3 y a4 son constantes reales con a2 > 0 y 0 < a1 < 1, u = u (x, t) y v = v (x, t)
son funciones reales con variables reales x ∈ R, t ≥ 0 y p es un entero mayor o igual que uno.
Para ello estudiamos la existencia, unicidad y dependencia continua respecto del dato inicial
en C ([0, T ] : Hs (R)×Hs (R)) para s ≥ 2 de la solución local de (1), utilizando el teorema
del punto fijo de Banach. Luego, mostramos como tal solución local puede ser extendida a
una única solución global en C ([0, T [ : Hs (R)×Hs (R)) para s ≥ 2, para luego analizar el
comportamiento asintótico de la solución para valores grandes de p, utilizando el método de
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Notaciones
X, Y espacios de Banach.
X ′, Y ′ espacios duales de los espacios de Banach X e Y .
L (X,Y ) espacio de operadores lineales acotados de X en Y.
L (X) = L (X,X) .
X ↪→ Y cuando X está contenido en Y con la aplicación ı̈nclusiónçontinua
C ([0, T ] , X) espacio de funciones continuas de [0, T ] en X.
C1 ([0, T ] , X) espacio de funciones continuamente diferenciables de [0, T ] en X.
D (A) dominio del operador lineal A.
R (A) rango del operador lineal A.




−iξ·xu (x) dx transformada de Fourier en Rn.
∨




iξ·xu (ξ) dξ transformada inversa de Fourie en Rn.




Ck (Rn) espacio de las funciones infinitamente diferenciables en Rn.
Ck0 (Rn) espacio de funciones de clase Ck con soporte compacto.
S (Rn) espacio de Schwartz en Rn.
S
′
(Rn) espacio de las distribuciones temperadas en Rn.







, la norma en Lp (Rn) de u.
L∞ (Rn) = {u medible en Rn y existe C > 0 : |u (x)| ≤ C c.t.p en Rn}.
∥u∥L∞ = ı́nf {C > 0 : |u (x)| ≤ C c.t.p en Rn} norma en L∞ (Rn) de u.







u ∈ S ′ (Rn) : Ĵsu ∈ L2 (Rn)
}
el espacio de Sobolev de orden s ∈ R.









, norma en Hs (Rn) de u.






û (ξ) v̂ (ξ) dξ, producto interno en Hs (Rn) de u, v.
⟨u, v⟩0 = ⟨·, ·⟩L2 producto interno en L2 (Rn) .
Hs (Rn)×Hs (Rn) = Hs ×Hs.
Introducción
La primera observación publicada de una onda solitaria u onda de translación fue hecha por
John Scott Russell en el canal de Unión de Hermigton, Escocia, muy cerca del campus Riccarton
de la universidad de Hériot-Watt (Edimburgo), descrita en su obra Reporte sobre ondas para la
Asociación Británica. En este reporte, Russell, ver [16], describe como él siguió el movimiento
de una masa de agua solitaria por más de una milla, montado en un caballo, observando como
esta masa de agua en agitación empezó a salir hacia delante con gran velocidad, tomando la
forma de una larga elevación solitaria, redonda, suave y bien definida de una masa de agua,
la cual continuó su curso a lo largo del canal preservando su forma original, transcurrido un
tiempo, su altura gradualmente iba disminuyendo. Russell fue capaz de repetir dicho fenómeno
en su laboratorio, dedujo que el volumen de agua en la onda era igual al del agua desplazada,
proponiendo una ecuación para la velocidad de propagación, c:
c2 = g(h+ a) (2)
donde g es la aceleración de la gravedad, h es la profundidad del agua en estado de equilibrio
y a la amplitud de la onda. De (2) se deduce que a mayor amplitud mayor velocidad. Y al
elevar un masa de agua era capaz de generar una onda de depresión. Sin embargo, dicha onda
daba como resultado un tren de ondas dispersivas. En 1895, D. J. Korteweg y G. de Vries
(KdV) obtuvieron una ecuación que describe el perfil de la onda. Esta ecuación estaba basada
en la suposición de que la profundidad del agua es pequeña en comparación con el ancho de
las ondas y relaciona la amplitud de la onda y sus cambios en el espacio con el cambio de
la amplitud en el tiempo, es hoy en d́ıa, una de las ecuaciones clásicas del mundo no lineal.
A mediados de 1960 los cient́ıficos comenzaron a usar computadoras digitales pasa estudiar
la propagación de ondas no lineales, y fue entonces cuando las ideas de Russell empezaron a
ser apreciadas. Los f́ısicos Norman Zabusky y Martin Kruskal, de la universidad de Princeton,
descubrieron la existencia de un tiempo de ondas localizadas muy especiales, que exhib́ıan un
comportamiento tipo part́ıcula, que las llamaron solitón a una onda solitaria en forma de pulso
que es capaz de trasladarse sin cambio de forma y sin pérdidas de enerǵıa, y además es capaz de
conservar su estructura después de un choque con su semejante, es decir, con comportamiento
tipo part́ıcula que era inusual en ondas no lineales. En este tipo de sistemas hay dos procesos
fundamentales que gobiernan el comportamiento de los pulsos: un proceso dispersivo que tiende
a ensanchar los pulsos, y un proceso no lineal (cuando la intensidad del campo se acrecienta) que
tiende a modificar de manera continua la frecuencia de las ondas que conforman el pulso. Por si
solos, estos procesos seŕıan destructivos. Sin embargo al combinarse de manera adecuada, estos
dos procesos parecen cancelarse mutuamente, alcanzando un equilibrio estable. Es interesante
observar aqúı que el proceso no lineal no tiene la apariencia de ser un proceso contrario al
proceso dispersivo, ya que su efecto no es adelgazar a los pulsos.
Bajo estas consideraciones analizamos la solución de un sistema de ecuaciones dispersivas
no lineales, con diferentes constantes, estructurado de un par de ecuaciones del tipo T. B.,
Benjamin, J. Bona y J. J. Mahony (BBM): ∂tu− ∂2x∂tu− a1∂2x∂tv + a2∂xu+ a3vp∂xv + a4∂x(upv) + up∂xu = 0∂tv − ∂2x∂tv − a1∂2x∂tu+ a2∂xv + a3up∂xu+ a4∂x(uvp) + vp∂xv = 0 (3)
sujeto a las condiciones iniciales
u(x, 0) = u0(x), v(x, 0) = v0(x) (4)
Estas ecuaciones describen el movimiento de ondas con pequeña amplitud en la superficie
de un canal raso limitado inferiormente por un fondo plano, impermeable constante. El fluido
que llena el canal se supone incompresible, irrotacional y no se consideran efectos de la visco-
sidad. Estos supuestos son razonables debido a que los efectos de vorticidad y viscosidad son
apreciables sólo cerca del fondo. La posición en el canal unidireccional se representa por la
variable espacial x y el tiempo con t.
Las funciones de variable real u = u(x, t) y v = v(x, t) representan la amplitud de la onda
medida con respecto al nivel de reposo del agua. Las constantes adimensionales reales a1, a2, a3
y a4 con a2 > 0, 0 < a1 < 1 miden la magnitud de los efectos no lineales (a3 y a4) y dispersivo
(a1), de la propagación unidireccional en la superficie de un fluido homogéneo, de ondas largas
dispersivas. En el caso p = 1, fue originalmente deducido por J. A. Gear y R., Grimshaw en
1984, como un modelo para describir la fuerte interacción entre longitudes de ondas débilmente
no lineales.
El problema de Cauchy para el sistema de Korteweg de Vries fue estudiado por Bona,
Ponce, Saut y Tom [8]. Ellos mostraron que el problema de valor inicial está bien formulado
globalmente en un espacio adecuado de funciones, usando la teoŕıa e Kato’s para ecuaciones
evolutivas abstractas, junto con algunos estimativos originados en el análisis armónico.
Si se considera (3) con a1 = a2 = a3 = a4 = 0, se obtiene una ecuación generalizada de
BBM.
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Dado el problema de valor inicial (3) - (4), nos preguntamos: ¿el problema de valor inicial
está bien planteado localmente?, es decir, ¿el PVI (3) - (4) tiene única solución que depende
continuamente del dato inicial?, y en caso afirmativo, ¿la buena formulación del problema de
valor inicial es global?. Por último, si el problema de valor inicial tiene una única solución
global, ¿cuál es el comportamiento asintótico cuando t→ +∞?.
Para responder estas inquietudes, organizamos el trabajo como sigue: En el caṕıtulo 1,
presentamos las definiciones y propiedades fundamentales de la transformación de Fourier,
espacio de Sobolev, desigualdades usadas en el trabajo, definiciones y propiedades del análisis
funcional y del análisis armónico. En este caṕıtulo los resultados no son demostrados, sin
embargo, se da las referencias en las que se encuentran sus demostraciones. En el caṕıtulo 2 se
ve el problema de Cauchy para el sistema (2). En el caṕıtulo 3, se estudia el buen planteamiento
local del sistema (3) con valor inicial, se demuestra que si (u0, v0) ∈ Hs con s ≥ 2, entonces
el PVI (3) - (4) tiene solución local que depende de los datos iniciales (u0, v0), el resultado
acerca de la solución local es establecido usando el principio de contracción y una ecuación
integral equivalente para aplicar el teorema del punto fijo de Banach en el espacio de Sobolev.
El buen planteamiento global del PVI (3) - (4) se estudiará en el caṕıtulo 4, demostrando
el siguiente resultado: Si (u, v) es la solución de (3) con dato inicial (u0, v0) ∈ Hs × Hs,
s ≥ 2. Entonces existe un único par de funciones (u, v) ∈ C ([0, T ] ;Hs ×Hs) para cada T > 0
y (ut, vt) ∈ C ([0, T ] ;Hs ×Hs), (u, v) solución de (3) con (u(x, 0), v(x, 0)) = (u0(x), v0(x)).
Resultado que muestra el buen planteamiento global de (3).
Finalmente, en el caṕıtulo 5 se analiza el comportamiento asintótico del par de soluciones
cuando t → +∞ del problema de valor inicial, siguiendo las ideas de J. Albert [2], quien
probó que
∥u(·, t)∥L∞ ≤ C(1 + t)−1/3, cuando t→ +∞
siempre que el dato inicial sea pequeño y p > 4. El trabajo para la parte lineal utilizó el
método de la fase estacionaria y mediante el lema de Van der Corput [17] y el lema de W. A.





1.1. Transformada de Fourier
El espacio L1 (Rn) tiene una multiplicación que lo convierte en un álgebra de Banach. Esta
operación se define como sigue.
Definición 1.1. Si u, v ∈ L1 (Rn), definimos su convolución por




u (x− y) v (y) dy, para x ∈ Rn.
La convolución es conmutativa y asociativa. Además
Teorema 1.2 (Desigualdad de Young). Si u ∈ Lp (Rn) con 1 ≤ p ≤ ∞ y v ∈ L1 (Rn), entonces
u ∗ v ∈ Lp (Rn) y
∥u ∗ v∥Lp ≤ ∥u∥Lp ∥v∥L1 .
Demostración. Usando la desigualdad de Minkowski para integrales, tenemos
∥u ∗ v∥Lp =
∥∥∥∥∫
Rn










|v (y)| dy = ∥u∥Lp ∥v∥L1 .

Teorema 1.3 (Desigualdad de Young generalizada). Sean 1 ≤ p, q, r ≤ ∞ tales que 1p +
1
q =
1 + 1r . Si u ∈ L
p (Rn) y v ∈ Lq (Rn), entonces u ∗ v ∈ Lr (Rn) y
∥u ∗ v∥Lr ≤ ∥u∥Lp ∥v∥Lq .
Demostración. Ver teorema 8.9, (a) de [10], página 232. 
Teorema 1.4. Si f ∈ Ck0 (Rn) y g ∈ L1loc (Rn), entonces f ∗ g ∈ Ck (Rn) y





Demostración. Ver [5], página 69. 
A continuación, establecemos la siguiente notación. Cualquier α = (α1, · · · , αn) ∈ Rn es
denominado un multi-́ındice. El orden del multi-́ındice α es definido por |α| = α1 + · · · + αn.





x2 · · · ∂αnxn
(x)
y para x = (x1, x2, · · · , xn), xα = xα11 · · ·x
αn
1 .
1.1.1. Transformada de Fourier en L1 (Rn)
Definición 1.5 (Transformada de Fourier en L1). Sea u ∈ L1 (Rn), la transformada de Fourier
de u, se define por




e−i(x,ξ)u (x) dx, ξ ∈ Rn (1.1)
y la transformada inversa de Fourier de u, como




ei(x,ξ)u (ξ) dξ, x ∈ Rn







−i(x,ξ)u (x) dx tiene sentido, pues el integrando es una función integrable
desde que u ∈ L1 (Rn).
Teorema 1.6. Sean u, v ∈ L1 (Rn) y α ∈ C. Entonces





2. Fu es continua.
3. ĺım
ξ→0
Fu (ξ) = 0 (Riemann Lebesgue)
4. F (u+ v) (ξ) = Fu (ξ) + Fv (ξ) y F (αu) (ξ) = αFu (ξ)
5. F (u ∗ v) (ξ) = (2π)n/2Fu (ξ)Fv (ξ), ξ ∈ Rn.
Demostración.Ver [11], pag. 303, 308 y [10], pag. 251. 
Teorema 1.7. Si u ∈ L1 (Rn) y ∂αu ∈ L1 (Rn) con α ∈ Nn, entonces
F (∂αu) (ξ) = (iξ)αFu (ξ) , si ĺım
|x|→+∞
u (x) = 0.
Demostración.Ver [11], pag. 313. 
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1.1.2. Transformada de Fourier en L2 (Rn)




−i(x,ξ)u (x) dx en general no tiene sentido. Ahora
discutiremos la extensión de la transformada de Fourier para definir la transformada de Fourier
en L2 (Rn) usaremos la propiedad de que el espacio L1 (Rn) ∩ L2 (Rn) es denso en L2 (Rn).
Teorema 1.8. (Plancherel). Si u ∈ L1 (Rn) ∩ L2 (Rn), entonces Fu ∈ L2 (Rn) y
∥Fu∥L2 = ∥u∥L2 .
Demostración. Ver [13], pag. 6. 
Por lo tanto F : L1 (Rn) ∩ L2 (Rn) → L2 (Rn) es un operador lineal acotado, aśı tiene una
única extensión lineal acotada
·̂ : L1 (Rn) ∩ L2 (Rn) → L2 (Rn)
llamada transformada de Fourier sobre L2 (Rn).
Teorema 1.9. La transformada de Fourier sobre L2 (Rn) es un operador lineal, isométrico y
sobreyectivo.
Demostración.Ver [13], pag. 7. 
Por lo tanto existe la transformada de Fourier inversa ·̆ : L2 (Rn) → L2 (Rn). Si u ∈ L2 (Rn)
y {uk}k∈N es una sucesión en L1 (Rn) ∩ L2 (Rn) tal que
ĺım
k→+∞
∥uk − u∥L2 = 0,
la transformada de Fourier de u en L2 (Rn) y la transformada de Fourier inversa de u sobre
L2 (Rn) son calculadas respectivamente por
û (ξ) = ĺım
k→+∞
Fuk en L2 (Rn)
y
ŭ (x) = ĺım
k→+∞
F−1uk en L2 (Rn) .
1.1.3. Distribuciones temperadas
El espacio de Schwartz es el conjunto de funciones reales
S (Rn) =
{
u ∈ C∞ (Rn) : ∥u∥α,β <∞, para todo α, β ∈ N
n
}





A la función u se le denomina función temperada y el espacio de Schwartz S (Rn) es también
conocido como el espacio de las funciones C∞ (Rn) rápidamente decrecientes.
S (Rn) con la métrica






1 + ∥u− v∥α,β
es un espacio métrico completo.
Definamos en S (Rn) el siguiente criterio de convergencia para sucesiones.
Definición 1.10. La sucesión {uk}k∈N en S (Rn) converge a u ∈ S (Rn) si
(α, β) ∈ Nn × Nn : ĺım
k→+∞
∥uk − u∥α,β = 0.
La relación entre la transformada de Fourier y el espacio S (Rn) está descrita en el siguiente
teorema.
Teorema 1.11. La transformada de Fourier F es un isomorfismo de S (Rn) en śı mismo.
Demostración. Ver [10], pag. 252. 
Teorema 1.12. Sea u ∈ S (Rn). Entonces
1. û ∈ S (Rn),
2. ∂αû (ξ) = (−i)|α| (xαu)∧ (ξ) y ∂̂αu (ξ) = (i)|α| ξαû (ξ).
Demostración. Ver [16], pag. 252. 
Ahora por dualidad podemos definir el conjunto S ′ (Rn) de las distribuciones temperadas.
Definición 1.13. T : S (Rn) → R define una distribución temperada si T es un funcional
lineal continuo en S (Rn), es decir, T : S (Rn) → R es una distribución temperada si y sólo si
1. T es lineal.
2. T es continua en relación a la topoloǵıa de S (Rn), esto es, si uk → u en S (Rn) entonces
T (uk) → T (u) en R.
Aśı, denotaremos por S ′ (Rn) el conjunto de las distribuciones temperadas.
Si T ∈ S ′ (Rn), para u ∈ S (Rn) Escribiremos
⟨T, u⟩ ≡ ⟨T, u⟩S′,S
en vez de T (u).
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Definición 1.14. Una función u ∈ L1loc (Rn) es una distribución temperada cuando el funcional
lineal Tu : S (Rn) → R dado por
Tu (v) = ⟨Tu, v⟩ =
∫
R
u (x) v (x) dx, v ∈ S (Rn)
es continuo.
El siguiente teorema prueba que el conjunto S ′ (Rn) es ”grande”.
Teorema 1.15. Los elementos de Lp (Rn), 1 ≤ p ≤ ∞, son distribuciones temperadas.
Demostración. Ver [3], pag. 154. 
Esto prueba que Lp (Rn) está continua y densamente incluido en S ′ (Rn) esto es, Lp (Rn) ↪→
S ′ (Rn) si 1 ≤ p ≤ ∞. Por lo tanto, identificaremos a Lp (Rn) como un subespacio de S ′ (Rn).
La distribución Tu ∈ S ′ (Rn) será identificada con u, y
u (v) = ⟨u, v⟩ , u ∈ S ′ (Rn) y v ∈ S (Rn) .




u (x) v (x) dx, v ∈ S (Rn) .
Definición 1.16. Una distribución temperada T ∈ S ′ (Rn) es una función en L1loc (Rn) si
Tu ∈ S ′ (Rn) y T = Tu.
Definición 1.17. (Derivada de una distribución). Dados y T ∈ S ′ (Rn) y α ∈ Nn un multi-
ı́ndice, definimos la α-ésima derivada de T por
⟨∂αT, v⟩ = (−1)|α| ⟨T, ∂αv⟩ para cualquier v ∈ S (Rn) .
Además, ∂αT ∈ S ′ (Rn).
1.1.4. Transformada de Fourier en S ′ (Rn)
Definiremos la transformada de Fourier en S ′ (Rn) v́ıa la transformada de Fourier en S (Rn).
Definición 1.18. Si u ∈ S (Rn), la transformada de Fourier û y la transformada de Fourier
inversa
∨
u de u se definen por










para v ∈ S (Rn).
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La topoloǵıa en S ′ (Rn) está determinada de la manera siguiente.
Definición 1.19. Sea {uk}k∈N una sucesión en S ′ (Rn). Decimos que uk → 0 en S ′ (Rn)
cuando k → +∞ si
∀v ∈ S (Rn) : ⟨uk, v⟩ → 0 cuando k → +∞.
Como consecuencia tenemos el siguiente teorema de extensión
Teorema 1.20. La transformada de Fourier es un isomorfismo de S ′ (Rn) en śı mismo, es
decir,̂: S ′ (Rn) → S ′ (Rn) es biyectiva, continua con inversa continua.
Demostración. Ver [3], pag. 156. 
Proposición 1.21. Si u ∈ S ′ (Rn), entonces
∂̂αu = (i)|α| ξαû y ∂αû = (−i)|α| x̂αu.
Demostración. Basta usar la derivada de una distribución y el teorema (1.12). 





û (ξ) , u ∈ S ′ (Rn) .
denominado el potencial de Bessel de orden s. Js es una aplicación lineal, continua, biyectiva
y
Js+t = JsJ t y (Js)−1 = J−s.
1.2. Espacios de Sobolev de tipo L2 (Rn)
Daremos una breve introducción a los espacios de Sobolev de orden s ∈ R en Rn a través
de la transformada de Fourier en S ′ (Rn). Ellos miden la diferenciabilidad de las funciones
en L2 (Rn) y son una herramienta fundamental en el estudio de las ecuaciones en derivadas
parciales.
Definición 1.23. El espacio de Sobolev de orden s ∈ R de tipo L2 (Rn) es el conjunto
Hs (Rn), definido por
Hs (Rn) =
{
















En particularH0 (Rn) = L2 (Rn). A menudo usaremos la notación ∥u∥s en vez de ∥u∥Hs(Rn).
De la definición de los espacios de Sobolev tenemos el siguiente
Teorema 1.24.
1.) Si 0 ≤ s ≤ t entonces Ht (Rn) ↪→ Hs (Rn) continua y densamente. Además
∀u ∈ Hs (Rn) : ∥u∥s ≤ ∥u∥t .
En particular, los elementos de Hs (Rn) para s ≥ 0 son funciones medibles, más precisa-
mente, son distribuciones temperadas que provienen de funciones en L2 (Rn).
2.) Hs (Rn) es un espacio de Hilbert separable con el producto interno definido para todo
u, v ∈ Hs (Rn) por







û (ξ) v̂ (ξ) dξ.
Es decir, v́ıa la transformada de Fourier









3.) Para todo s ∈ R el espacio S (Rn) es denso en Hs (Rn).






5.) Para todo s ∈ R y para todo α ∈ Nn, ∂α : Hs (Rn) → Hs−|α| (Rn) es un operador lineal
acotado, y
∥∂αu∥Hs−|α| ≤ c ∥u∥s .



























|û (ξ)|2 dξ = ∥u∥2t <∞,
por lo tanto u ∈ Hs (Rn), y queda probado que Ht (Rn) ⊆ Hs (Rn) con inclusión continua.






es denso en Hs (Rn), cualquiera que sea s ∈ R. Sea u ∈ Hs (Rn) y consideremos la sucesión
{un}n≥1 definida para cada n ∈ N+ por
ûn (ξ) = e
− |ξ|
2
n û (ξ) .

















n |û (ξ)|2 dξ






n , es una función de C∞0 (Rn)



















|û (ξ)|2 dξ ≤ ∥v∥L∞(Rn) ∥u∥s <∞.
Ahora observemos que























|û (ξ)|2 dξ → 0
cuando n→ +∞, por el teorema de la convergencia dominada.
En el teorema anterior se probó que H∞ (Rn) es denso en Hs (Rn) cualquiera sea s ∈ R.











































































)k |û (ξ)|2 dξ = ∥u∥2s
luego se tiene el resultado. 
El siguiente teorema permite relacionar ”derivadas débiles en L2 (Rn)çon derivadas en el
sentido clásico.
Teorema 1.25 (de Inmersión de Sobolev). Si s > 12 + k entonces H
s (Rn) está contenido
continuamente en el espacio Ck∞ (Rn) de las funciones con k derivadas continuas que se anulan
en el infinito, y
∥u∥Ck∞ ≤ cs ∥u∥s ,
donde ∥u∥Ck∞ = máx0≤|α|≤k
∥∂αu∥L∞.
Demostración. Ver [13], pág. 45. 
En consecuencia, si n = 1 y s > 12 + k, obtenemos que
∥u∥L∞ ≤ cs ∥u∥s , ∥∂xu∥L∞ ≤ cs ∥u∥s ,
∥∥∂2xu∥∥L∞ ≤ cs ∥u∥s , · · ·






entonces Hs (Rn) ↪→ Lp (Rn) con p = 2n
n− 2s















∥u∥Lp ≤ cn,s ∥D
su∥L2 ≤ C ∥u∥s .
donde
Dsu = (−△)s/2 u = (|ξ|s û)∨ .
Demostración. Ver [13], pág. 47. 
Los espacios de Sobolev pueden ser vistos como un álgebra de Banach, y desde el punto
de vista del análisis no lineal tenemos las siguientes propiedades esenciales de Hs (Rn), para
s > n/2.
Teorema 1.27. Sea s > n/2, s ∈ R. Entonces Hs (Rn) es un álgebra conmutativa en relación
a las operaciones de multiplicación de funciones punto a punto, esto es, para cualquier u, v, w ∈
Hs (Rn) y α ∈ C, tenemos
1. u · v ∈ Hs (Rn)
2. u · v = v · u
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3. (u+ v) · w = u · w + v · w
4. α (u · v) = (αu) · v
Además, la multiplicación es una aplicación bilineal continua de Hs (Rn) × Hs (Rn) en
Hs (Rn) en la topoloǵıa de la norma, y secuencialmente continua en la topoloǵıa débil; es
decir, existe una constante c = c (s, n) tal que
∀u, v ∈ Hs (Rn) : ∥uv∥s ≤ c ∥u∥s ∥v∥s
y dados uk, vk, u, v ∈ Hs (Rn)
si uk
Hs
⇀ u y vk
Hs
⇀ v entonces ukvk
Hs
⇀ uv.
Demostración. Ver [13], pág. 48. 
1.3. Semigrupos de operadores lineales.
Definición 1.28. Un semigrupo fuertemente continuo de operadores lineales acota-
dos sobre un espacio de Banach X es una familia {W (t)}t≥0 tal que
i) ∀t ≥ 0 : W (t) ∈ L (X),
ii) W (0) = I el operador identidad sobre X,
iii) ∀t, s ≥ 0 : W (s+ t) =W (s)W (t), y
iv) para cada x ∈ X fijo, W (·)x : [0,+∞[ → X es continua.
En adelante X será un espacio de Banach con norma ∥·∥X .
Teorema 1.29. Si {W (t)}t≥0 un semigrupo sobre X, existen M ≥ 1 y ω ≥ 0 tales que
∀t ≥ 0 : ∥W (t)∥L(X) ≤Me
ωt.
Demostración. Ver [14], pág. 4. 
Definición 1.30. El generador de un semigrupo {W (t)}t≥0 sobre X es la aplicación
A : D (A) ⊆ X → X definida por
D (A) =
{












Teorema 1.31. Si A es el generador del semigrupo {W (t)}t≥0 sobre X, entonces para todo
x ∈ D (A) tenemos que W (t)x ∈ D (A) para todo t ≥ 0, y
∂tW (t)x = AW (t)x =W (t)Ax. (1.2)
Demostración. Ver [14], pág. 4. 
Teorema 1.32. Sean X y Y dos espacios de Banach. Si A : Y ⊆ X → X es el generador del
semigrupo {W (t)}t≥0 sobre X, entonces para todo u0 ∈ Y la función
u : [0,+∞[ → Y ,
definida por u (t) =W (t)u0, es la única solución del problema de Cauchy lineal
∂tu (t) = Au (t) , t ≥ 0
u (0) = u0.
(1.3)
Además,
u ∈ C ([0,+∞[ : Y ) ∩ C1 ([0,+∞[ : X) .
Demostración. Ver [14], pág. 104. 
Observación. Si en la definición (1.28), i) y iii) se verifican para todo s, t ∈ R y en iv),
el dominio de la aplicación W (·)x es el conjunto de los números reales, la familia {W (t)}t∈R
define un grupo fuertemente continuo de operadores lineales acotados sobre un espacio de
Banach X. En este caso decimos que el grupo {W (t)}t∈R es de tipo (M,ω) si existen M ≥ 1
y ω ≥ 0 tales que
∀t ∈ R : ∥W (t)∥L(X) ≤Me
ωt.
Por otro lado, en la definición (1.30), el ĺımite se toma cuando t → 0 y los teoremas (1.31) y
(1.32) son válidos para todo t ∈ R.
1.4. Integrales Oscilatorias





y ϕ es una función real cuya derivada existe en todo x ∈ [a, b] llamada fase, y f es una
función compleja cuya derivada existe en todo x ∈ [a, b].
Veremos que este comportamiento asintótico es determinado por los puntos cŕıticos x de
ϕ, esto es, ϕ′ (x) = 0.
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cuando λ→ +∞ para todo k ∈ Z+.







entendiendo a ϕ′ como la derivada de ϕ respecto a su variable independiente.
El operador L satisface







donde Lt es el operador adjunto de L.
En efecto, por definición de operador adjunto, se tiene




































































f (x). Para esto, en primer lugar







′f ′ − fiλϕ′′
(iλϕ′)2
=































































































Proposición 1.34. Sea k ∈ Z+ y
∣∣ϕ(k) (x)∣∣ ≥ 1 para todo x ∈ [a, b] con ϕ′ (x) monótona en el
caso k = 1. Entonces ∣∣∣∣∫ b
a
eiλϕ(x)dx
∣∣∣∣ ≤ Ckλ−1/k, λ > 0
donde Ck es una constante independiente de a y de b.










































































































Para k ≥ 2 usamos inducción sobre k, suponiendo que se cumple para k, debemos probar que









Si ϕ(k) (x0) = 0, fuera del intervalo ]x0 − δ, x0 + δ[ tenemos
∣∣ϕ(k) (x)∣∣ ≥ δ para algún δ con
ϕ′ monótona si k = 1. Dividiendo el dominio de integración y usando las hipótesis obtenemos∣∣∣∣∫ b
a
eiλϕ(x)dx










Pero, considerando ψ (x) = ϕ(x)δ y la hipótesis inductiva, obtenemos∣∣∣∣∫ x0−δ
a
eiλϕ(x)dx





∣∣∣∣ = ∣∣∣∣∫ x0−δ
a
eiλψ(x)dx
∣∣∣∣ ≤ Ck (λδ)−1/k
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entonces
∣∣ψ(k+1) (x)∣∣ = |ϕ(k+1)(x)|δ ≥ 1, del mismo modo∣∣∣∣∫ b
x0+δ
eiλϕ(x)dx
∣∣∣∣ ≤ Ck (λδ)−1/k .
Por otro lado ∣∣∣∣∫ x0+δ
x0−δ
eiλϕ(x)dx
∣∣∣∣ ≤ ∫ x0+δ
x0−δ
∣∣∣eiλϕ(x)∣∣∣ dx = 2δ.
Finalmente eligiendo δ = λ−1/(k+1) conseguimos∣∣∣∣∫ b
a
eiλϕ(x)dx













Si ϕ(k) (x0) ̸= 0, entonces x0 = a ó x0 = b y un argumento similar nos lleva a la misma cota.
Lema 1.35. Sea ρ ∈ C2 (R) una función cóncava o convexa en el intervalo [a, b] con −∞ ≤
a < b ≤ +∞, entonces
(i)
∣∣∣∫ ba eiρ(x)dx∣∣∣ ≤ 2{mı́n[a,b] |ρ′ (x)|
}−1
si ρ′ (x) ̸= 0 en [a, b],
(ii)
∣∣∣∫ ba eiρ(x)dx∣∣∣ ≤ 4{mı́n[a,b] |ρ′′ (x)|
}−1/2
si ρ′ (x) ̸= 0 en [a, b].





















Para λ = 1 ∣∣∣∣∫ b
a
eiρ(x)dx









por ser ρ una función cóncava o convexa (ρ′ es creciente o ρ′ es decreciente) ρ′′ (a) > 0 o
ρ′′ (a) < 0 esto nos conduce a que |ρ′ (a)| = ρ′ (a) si ρ′ (a) > 0 lo que implica∣∣∣∣∫ b
a
eiλρ(x)dx




Por otra parte, sea x0 ∈ [a, b] tal que |ρ′ (x0)| = mı́n
a≤x≤b
|ρ′ (x)| (minimizante global) y como
ρ′ (x) ̸= 0 en [a, b], entonces x0 = a ó x0 = b. Luego∣∣∣∣∫ b
a
eiρ(x)dx
∣∣∣∣ ≤ 2(∣∣ρ′ (b)∣∣−1) = 2(∣∣ρ′ (x0)∣∣−1) = 2{ mı́na≤x≤b ∣∣ρ′ (x)∣∣
}−1
.





1∣∣ρ(k) (b)∣∣ + 1∣∣ρ(k) (a)∣∣ +















∣∣∣∣ 1ρ′′ (b) − 1ρ′′ (a)
∣∣∣∣)
por hipótesis |ρ′′ (x)| ≥ 1 y x0 ∈ [a, b] tal que |ρ′ (x0)| = mı́n
a≤x≤b
|ρ′ (x)|, se pide el análisis para
|ρ′′ (x)| ̸= 0, en este caso x0 = a ó x0 = b. Luego∣∣∣∣∫ b
a
eiρ(x)dx
















La prueba está completa. 
1.5. Desigualdades útiles
Proposición 1.36. Sean k ∈ L1 ([a, b]), k (t) ≥ 0 para todo t ∈ [a, b] y f ∈ C ([a, b]) tales que
f (t) ≤ g (t) +
∫ t
a
k (s) f (s) ds, a ≤ t ≤ b
entonces








g (s) ds, a ≤ t ≤ b. (1.5)
En particular si g (t) = C = cte, se sigue que





, a ≤ t ≤ b.








)r ≤ c2 (1 + ξ2r)
para todo ξ ∈ R.




, x ≥ 0.
Como f es continua y ĺım
x→+∞
f (x) = 1, entonces f es acotada. Aśı, existe c2 = c2 (r) tal que
(1 + x)r ≤ c2 (1 + xr) .




, x ≥ 0.

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Lema 1.38. Sea m (t) una función continua de valor real, no negativa y tal que existen cons-
tantes positivas α, β y η tal que
m (t) ≤ α+ βmη (ξ)







entonces, en el mismo intervalo m (t) es acotada y





Demostración. Ver [18] páginas 409-547. 
Lema 1.39. Sean α, β, η ≥ 0 satisfaciendo
α+ β − η ≥ 1, α ≥ η o β ≥ η,
y






(1 + t)η (1 + t− r)−α (1 + r)−β dr < +∞.
Demostración. Siguiendo la idea de la prueba en R. Racke, [15], página 88. Si C denota














(1 + t− r)−α dr.
= I1 + I2
Estimamos I1. Como 0 ≤ r ≤ t/2 se tiene
1 + t ≤ 2 + t ≤ 2 (1 + t− r) ≤ 2 (1 + t)













Además, como 1 ≤ 1 + r ≤ 1 + t/2, entonces
∫ t/2
0
(1 + r)−β dr =
 ln (1 + t/2) , si β = 11
1−β
[
(1 + t/2)1−β − 1
]
, si β ̸= 1
luego, para α > η y β = 1 tenemos que
I1 ≤ 2α (1 + t)η−α ln (1 + t/2) ≤ C,
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ya que de la regla de L’Hospital
L = ĺım
t→+∞










2 (1 + t/2) (α− η) (1 + t)α−η−1
= 0




(1 + t/2)1−β − 1
]
(1− β) (1 + t)α−η
≤ 2
α (1 + t)1−β
(1− β) (1 + t)α−η
≤ 2
α


















(1 + t− r)−α dr,
pues como t/2 ≤ r ≤ t implica que 1 + t ≤ 2 + r ≤ 2 (1 + r), entonces











 ln (1 + t/2) , si α = 11
1−α
[
(1 + t/2)1−β − 1
]




El problema de Cauchy local
Consideremos el problema de Cauchy
(1− ∂2x)∂tu− a1∂2x∂tv + a2∂xu+ a3vp∂xv + a4∂x(upv) + up∂xu = 0
(1− ∂2x)∂tv − a1∂2x∂tu+ a2∂xv + a3up∂xu+ a4∂x(uvp) + vp∂xv = 0
u (0) = u0
v (0) = v0,
(2.1)
donde a1, a2, a3, a4 son constantes reales con a2 positivo, 0 < a1 < 1, u = u(x, t), v = v(x, t)
son funciones reales de variables reales x y t con x ∈ R, t ≥ 0 y p es un entero mayor que o
igual a uno.


















o  A∂tU(t) +B∂xU(t) + ∂xF (U(t)) = 0U(0) = U0 (2.2)
donde
A =
 1− ∂2x −a1∂2x
−a1∂2x 1− ∂2x











 y U0 = (u0, v0).
De (2.2) obtenemos formalmente la ecuación integral asociada
U(x, t) = U0(x)−
∫ t
0
A−1 (B∂xU(x, τ) + ∂xF (U(x, τ))) dτ .
Para justificar la última igualdad, debemos analizar la existencia del operador A−1.
Teorema 2.1. Si 0 < a1 < 1 y s ≥ 2, entonces A : Hs×Hs −→ Hs−2 ×Hs−2 es un operador
lineal, simétrico y biyectivo y para g = (g1, g2) ∈ Hs−2 ×Hs−2 tenemos que
A−1g(x) = K ∗ g(x) (2.3)
donde





ei ξ xalr(ξ) dξ
con
Â−1(ξ) = (alr(ξ))l,r=1,2 .
Además, Klr ∈ L1 ∩ L∞ para l, r = 1, 2.
Demostración. La linealidad del operador A es inmediata. Probemos que Af ∈ Hs−2 ×
Hs−2. En efecto, sea f = (f1, f2) ∈ Hs ×Hs con s ≥ 2.
∥Af∥2Hs−2×Hs−2 =
∥∥J2f1 − a1∂2xf2∥∥2s−2 + ∥∥−a1∂2xf1 + J2f2∥∥2s−2 .
Haciendo uso de la desigualdad de Cauchy-Schwartz, la inclusión continua del espacio de Sobo-
lev Hs en Hs−2, el hecho de que el operador ∂x : H
s−1 −→ Hs−2 es acotado y la desigualdad




2 ∥f2∥2s + 2 |a1| ∥f1∥s ∥f2∥s
+ |a1|2 ∥f1∥2s + ∥f2∥
2



































entonces R(A) ⊆ Hs−2 ×Hs−2.
Probemos la inyectividad del operador A. Para U = (u, v) ∈ Hs × Hs, s ≥ 2, usando la
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integración por partes y la inclusión continua tenemos
⟨AU,U⟩L2×L2 =
⟨ u− ∂2xu− a1∂2xv













−a1∂2xu+ v − ∂2xv, v
⟩
L2




















= ∥u∥2L2 + ⟨∂xu, ∂xu⟩L2 + ⟨∂xv, ∂xu⟩L2
+ a1 ⟨∂xu, ∂xv⟩L2 + ∥v∥
2
L2 + ⟨∂xv, ∂xv⟩L2
= ∥u∥2L2 + ∥∂xu∥
2
L2 + 2a1 ⟨∂xv, ∂xu⟩L2
+ ∥v∥2L2 + ∥∂xv∥
2
L2
≥ ∥u∥2L2 + ∥∂xu∥
2
L2 − |a1| ∥∂xv∥
2
L2









L2 + (1− |a1|) ∥∂xu∥
2
L2 .








En base a esto se prueba que el operador A es inyectivo. En efecto, sea AU = AV , entonces
A(U − V ) = 0. Luego, 0 = ⟨A(U − V ), U − V ⟩L2×L2 ≥ ∥U − V ∥
2
L2×L2 y por lo tanto el núcleo
ker (A) = {0}. De ah́ı que existe A−1.
Ahora, probaremos que el operador A es simétrico. En efecto, sea U = (u1, u2), V =
(v1, v2) ∈ Hs ×Hs, s ≥ 2
⟨AU, V ⟩L2×L2 =
⟨





−a1∂2xu1 + u2 − ∂2xu2, v2
⟩
L2





















Usando la integración por partes y la inclusión continua































y por tanto A es simétrico.
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Finalmente A es sobreyectiva, esto es, dado g = (g1, g2) ∈ Hs−2×Hs−2 existe f = (f1, f2) ∈
Hs ×Hs tal que Af = g. En efecto, de A(f1, f2) = (g1, g2) se tiene que (1− ∂2x)f1 − a1∂2xf2 = g1−a1∂2xf1 + (1− ∂2x)f2 = g2
Luego, aplicando la transformada de Fourier respecto de la variable espacial, obtenemos (1 + ξ2)f̂1(ξ) + a1ξ2f̂2(ξ) = ĝ1(ξ)−a1ξ2f̂1(ξ) + (1 + ξ2)f̂2(ξ) = ĝ2(ξ)
de donde
f̂1(ξ) =
−a1ξ2ĝ2(ξ) + (1 + ξ2)ĝ1(ξ)
(1 + ξ2)2 − a21ξ4
y
f̂2(ξ) =
−a1ξ2ĝ1(ξ) + (1 + ξ2)ĝ2(ξ)
(1 + ξ2)2 − a21ξ4
















∣∣∣∣−a1ξ2ĝ1(ξ) + (1 + ξ2)ĝ2(ξ)(1 + ξ2)2 − a21ξ4
∣∣∣∣2 dξ.
Como 0 < a1 < 1, ξ
2 < ξ2 + 1 y
1















































(1 + ξ2)s−2 |ĝ2(ξ) + ĝ1(ξ)|2 dξ
= C ∥g∥2Hs−2×Hs−2 <∞.




(1 + ξ2)2 − a21ξ4
− a1ξ
2
(1 + ξ2)2 − a21ξ4
− a1ξ
2
(1 + ξ2)2 − a21ξ4
1 + ξ2






= K̂lr(ξ)ĝ(ξ) = K̂ ∗ g(ξ) (2.4)
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De donde se concluye que
A−1g(x) = K ∗ g(x)
y por la definición de norma en Hs × Hs, se verifica que A−1g ∈ Hs × Hs siempre que
g = (g1, g2) ∈ Hs−2 ×Hs−2.
De la definición de Klr(x) hagamos







(1 + ξ2)2 − a21ξ4
dξ
y








(1 + ξ2)2 − a21ξ4
dξ



















Luego, K11 ∈ L∞.









donde la primera integral del segundo miembro existe.







(1 + ξ2)2 − a21ξ4
dξ







ix[(1 + ξ2)2 − a21ξ4]
+
−2ξ − 4ξ3 − 2ξ5 + 2a21ξ5 + 4a21ξ3








−2 + 12a21ξ2 + 12ξ4 − 12a21ξ4 + 16ξ6 − 36a21ξ6
[(1 + ξ2)2 − a21ξ4]3
+
20a41ξ
6 + 6ξ8 − 12a21ξ8 + 6a41ξ8


















|x| [(1 + ξ2)2 − a21ξ4]
+
∣∣2ξ + 4ξ3 + 2ξ5 − 2a21ξ5 − 4a21ξ3∣∣







∣∣∣∣−2 + 12a21ξ2 + 12ξ4 − 12a21ξ4 + 16ξ6 − 36a21ξ6[(1 + ξ2)2 − a21ξ4]3
+
20a41ξ
6 + 6ξ8 − 12a21ξ8 + 6a41ξ8







∣∣∣∣−2 + 12a21ξ2 + 12ξ4 − 12a21ξ4 + 16ξ6 − 36a21ξ6[(1 + ξ2)2 − a21ξ4]3
+
20a41ξ
6 + 6ξ8 − 12a21ξ8 + 6a41ξ8







∣∣∣∣−2 + 12a21ξ2 + 12(1− a21)ξ4 + 4(5a41 − 9a21 + 4)ξ6[(1 + ξ2)2 − a21ξ4]3
+
6(1− 2a21 + a41)ξ8
[(1 + ξ2)2 − a21ξ4]3
∣∣∣∣ dξ
Como 0 < a1 < 1, los coeficientes de cada termino del numerador estan acotados. Luego, existe






1 + |ξ|2 + |ξ|4 + |ξ|6 + |ξ|8∣∣1 + (1− a21)ξ4∣∣3 dξ (2.5)
pues (1 + ξ2)2 − a21ξ4 = 1 + 2ξ2 + (1− a21)ξ4 ≥ 1 + (1− a21)ξ4
Teniendo en cuenta que[






1 + (1− a21) |ξ|
4
]
, para 0 < a1 < 1






1 + |ξ|2 + |ξ|4 + |ξ|6 + |ξ|8[




Como para n = 2, 4, 6, 8
|ξ|n ≤ C
[



























Por consiguiente, K ∈ L1.
De igual forma, se prueba que K12 = K21 ∈ L1 ∩ L∞. 
Teorema 2.2. Sea g = (g1, g2) ∈ Hs ×Hs, s ∈ R, s ≥ 1 y 0 < a1 < 1. Entonces, K ∗ ∂xg ∈
Hs ×Hs y existe una constante positiva C tal que
∥K ∗ ∂xg∥Hs×Hs ≤ C ∥g∥Hs×Hs .
Demostración. Del teorema 2.1 y (2.4) tenemos que














(1 + ξ2)sξ2 |a11ĝ1(ξ) + a12ĝ2(ξ)|2 dξ +
∫
R





∣∣∣∣ 1 + ξ2(1 + ξ2)2 − a21ξ4 ĝ1(ξ)− a1ξ
2







∣∣∣∣− a1ξ2(1 + ξ2)2 − a21ξ4 ĝ1(ξ) + 1 + ξ
2
(1 + ξ2)2 − a21ξ4
ĝ2(ξ)
∣∣∣∣2 dξ.






∣∣∣∣ 1 + ξ2(1 + ξ2)2 − a21ξ4





∣∣∣∣ 1 + ξ2(1 + ξ2)2 − a21ξ4





∣∣∣∣ (1 + ξ2)ξ(1 + ξ2)2 − a21ξ4
∣∣∣∣2 (|ĝ1(ξ)|2 + |ĝ2(ξ)|2) dξ.
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Como
∣∣∣∣ (1 + ξ2)ξ(1 + ξ2)2 − a21ξ4
∣∣∣∣ < C, para algún C > 0,











(1 + ξ2)s |ĝ1(ξ)|2 dξ +
∫
R








= C ∥g∥2Hs×Hs <∞.
Por lo tanto K ∗ ∂xg ∈ Hs ×Hs. 
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2.1. Existencia local de soluciones
Se desea probar que existe T ∈]0, T0] y (u, v) ∈ C ([0, T ];Hs ×Hs) tal que (2.1) es satisfe-
cha. Note que la derivada respecto al tiempo debe ser interpretada en el sentido de la topoloǵıa
de Hs. Se debe notar también que nuestra definición de existencia local contiene la propiedad
de persistencia de la solución, es decir, la solución en cuanto existe, permanece en el espacio
de Hs al cual pertenece la condición inicial (u0, v0) ∈ Hs ×Hs.
Iniciamos esta sección mostrando la siguiente proposición:
Proposición 2.3. Sean U(0) = (u0, v0) ∈ Hs×Hs, s ≥ 2, s ∈ N, a1, a2, a3, a4 números reales
con a2 positivo, 0 < a1 < 1 y p un entero mayor o igual a 1. Si (u, v) ∈ C ([0, T0];Hs ×Hs) es
una solución del problema (2.2), entonces
U(x, t) = U0(x)−
∫ t
0
A−1 [B∂xU(x, τ) + ∂xF (U(x, τ))] dτ (EI)
Demostración. Para t > 0, t ∈ R, como (u(t), v(t)) es solución de (2.2), U(t) = (u(t), v(t))
satisface
A∂tU(t) +B∂xU(t) + ∂xF (U(t)) = 0
y por el lema 2.1 se tiene que existe A−1. Luego
∂tU(t) = −A−1 [B∂xU(t) + ∂xF (U(t))]










A−1 [B∂xU(τ) + ∂xF (U(τ))] dτ

Esto significa, que si U ∈ C ([0, T ];Hs ×Hs) es solución de (2.2), también es solución de
(EI). Nos preguntamos, ¿toda solución de (EI) es solución de (2.2)?, para dar respuesta a esta
pregunta necesitamos del teorema del punto fijo de Banach. Para esto consideremos el espacio
métrico completo definido por el espacio de funciones
Y (T,R) =
{
U = (u1, v1) ∈ C ([0, T ] : Hs ×Hs) : sup
t∈[0,T ]
∥U(t)− U(0)∥Hs×Hs ≤ R
}
.
La norma en Y (T,R) es dada por




donde s ≥ 2, (u0, v0) ∈ Hs×Hs, T y R reales positivos. Es claro que (Y (T,R), d) es un espacio
métrico completo.
Para U ∈ Y (T,R), definimos la aplicación P por
(PU)(x, t) = U(x, 0)−
∫ t
0
A−1 [B∂xU(x, τ) + ∂xF (U(x, τ))] dτ , ∀t ∈ [0, T ]. (2.7)
Definido el espacio Y (T,R) y la aplicación P se tiene la siguiente proposición.
Proposición 2.4. Si s ≥ 2 y U(·, 0) ∈ Hs × Hs, con U(·, 0) ̸= 0 existen T y R positivos
dependientes de ∥U(·, 0)∥Hs×Hs, tales que P : Y (T ,R) −→ Y (T ,R) es una contracción.
Demostración. Probaremos que la aplicación P satisface el siguiente esquema
P : Y (T ,R) −→ Y (T ,R) ⊂ C
(
[0, T ];Hs ×Hs
)
U 7−→ PU : [0, T ] −→ Hs ×Hs
t 7−→ PU(t)
y lo haremos en dos etapas.
PRIMERA ETAPA.
Probaremos que P tiene rango R(P ) ⊆ Y (T ,R) para T y R positivos dependientes de
∥U(0)∥Hs×Hs que serán elegidos posteriormente. Para esto debemos probar que:
a. La aplicación P está bien definida por (2.7) para cualquier T > 0 y R > 0, esto es,
PU : [0, T ] −→ Hs ×Hs.
b. Cualesquiera sea T > 0, la aplicación PU : [0, T ] −→ Hs × Hs es continua, esto es,
PU ∈ C ([0, T ] : Hs ×Hs) para todo U ∈ Y (T,R).








> 0 tal que la
aplicación P definida en Y (T0, R0) tiene rango R(P ) contenido en Y (T0, R0).
En efecto,
a.
(PU)(·, t) = U(·, 0)−
∫ t
0




A−1∂x [BU(·, τ) + F (U(·, τ))] dτ
aplicando el teorema 2.1
(PU)(·, t) = U(·, 0)−
∫ t
0
K ∗ ∂x [BU(·, τ) + F (U(·, τ))] dτ
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Por hipótesis U(·, 0) ∈ Hs ×Hs y si U(·, t) ∈ Hs ×Hs entonces u(t) ∈ Hs y v(t) ∈ Hs.
Como
F (U(·, t)) =







entonces F (U(·, t)) ∈ Hs × Hs pues para s ≥ 2, Hs es un álgebra de Banach, por lo
tanto vp+1(t), up+1(t), up(t)v(t), u(t)vp(t) y sus productos por escalares pertenecen a Hs.
Luego, por el teorema 2.2
K ∗ ∂x [BU(·, τ) + F (U(·, τ))] ∈ Hs ×Hs
y dado que Hs+1 ×Hs+1 ⊆ Hs ×Hs, se deduce que∫ t
0
K ∗ ∂x [BU(·, τ) + F (U(·, τ))] dτ ∈ Hs ×Hs.
Por consiguiente, (PU)(·, t) ∈ Hs × Hs para cualquier t ∈ [0, T ], lo que prueba que P
está bien definida por (2.7)
b. Para t0 ∈ [0, T ] supongamos t0 < t, entonces
∥PU(t)− PU(t0)∥Hs×Hs =
∥∥∥∥U(·, 0)− ∫ t
0


























∥∥A−1∂x [BU(·, τ) + F (U(·, τ))]∥∥Hs×Hs dτ




∥K ∗ ∂x [BU(·, τ) + F (U(·, τ))]∥Hs×Hs dτ
= |t− t0| sup
t0≤τ≤t
∥K ∗ ∂x (BU(·, τ) + F (U(·, τ)))∥Hs×Hs
≤ C(t− t0) sup
t0≤τ≤t
∥BU(·, τ) + F (U(·, τ))∥Hs×Hs
Por consiguiente,
∥PU(t)− PU(t0)∥Hs×Hs ≤ C (t− t0) sup
t0≤τ≤t
∥BU(·, τ) + F (U(·, τ))∥Hs×Hs .
Cuando t → t+0 la expresión converge a cero. Esto prueba la continuidad de PU por la
derecha de t0. La continuidad por la izquierda de t0 se sigue de manera análoga. Luego,
PU es continua en t0.
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c. Sean T0 > 0, R0 > 0 y U(t) ∈ Y (T0, R0), entonces para 0 ≤ t ≤ T0 se tiene:
∥PU(·, t)− U(·, 0)∥Hs×Hs =
∥∥∥∥−∫ t
0






K ∗ ∂x [BU(·, τ) + F (U(·, τ))] dτ
∥∥∥∥
Hs×Hs
Usando el teorema de Bochner
∥PU(·, t)− U(·, 0)∥Hs×Hs ≤
∫ t
0
∥K ∗ ∂x [BU(·, τ) + F (U(·, τ))]∥Hs×Hs dτ
Aplicando el teorema 2.2
∥PU(·, t)− U(·, 0)∥Hs×Hs ≤ C
∫ t
0




























∥F (U(·, t))∥Hs×Hs ≤
1
p+ 1








|a3| ∥v∥p+1s + ∥u∥
p+1
s + (p+ 1) |a4| ∥u∥
p
s ∥v∥s
+ |a3| ∥u∥p+1s + ∥v∥
p+1







(1 + |a3|) ∥v∥p+1s + (1 + |a3|) ∥u∥
p+1
s











































































donde U = (u, v). Por definición del espacio Y (T0, R0) :
∥U(·, τ)∥Hs×Hs ≤ R0 + ∥U(·, 0)∥Hs×Hs , ∀ τ ∈ [0, T0]. (2.9)
entonces
∥u(τ)∥s ≤ ∥U(·, τ)∥Hs×Hs ≤ ∥U(·, τ)− U(·, 0)∥Hs×Hs + ∥U(·, τ)∥Hs×Hs
≤ R0 + ∥U(·, 0)∥Hs×Hs , ∀ τ ∈ [0, T0]. (2.10)
Del mismo modo
∥v(τ)∥s ≤ ∥U(·, τ)∥Hs×Hs ≤ R0 + ∥U(·, 0)∥Hs×Hs , ∀ τ ∈ [0, T0]. (2.11)
Reemplazando (2.9), (2.10) y (2.11) en (2.8)





R0 + ∥U(·, 0)∥Hs×Hs +
(















R0 + ∥U(·, 0)∥Hs×Hs + 4
(





R0 + ∥U(·, 0)∥Hs×Hs + 4
(
R0 + ∥U(·, 0)∥Hs×Hs
)p+1]
t, ∀ t ≤ T0
Luego,
∥PU(·, t)− U(·, 0)∥Hs×Hs
≤MT0
(




R0 + ∥U(·, 0)∥Hs×Hs
)p]
Eligiendo




1 + 2p+2 ∥U(·, 0)∥pHs×Hs
) ,
obtenemos




∥PU(·, t)− U(·, 0)∥Hs×Hs ≤ R0
de donde se concluye que R(P ) ⊆ Y (T0, R0).
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SEGUNDA ETAPA.









es una contracción. Para esto, debemos probar que existe un número real positivo








> 0 tal que
d (PU(·, t), PV (·, t)) ≤ λd (U(·, t), V (·, t))




. Consideremos U = (u1, v1), V = (u2, v2) ∈ Y (T0, R0), entonces
∥PU(·, t)− PV (·, t)∥Hs×Hs =
∥∥∥∥U(·, 0)− ∫ t
0





















A−1∂x [BV (·, τ)−BU(·, τ)]





Aplicando el teorema 2.1 y 2.2
∥PU(·, t)− PV (·, t)∥Hs×Hs =
∥∥∥∥∫ t
0
(K ∗ ∂x [BV (·, τ)−BU(·, τ)]








∥F (V (·, τ))− F (U(·, τ))∥Hs×Hs dτ (2.12)
Se sabe que:

















































































































































































s ≤ (∥u∥s + ∥v∥s)
2
se tiene que
∥(u, v)∥Hs×Hs ≤ ∥u∥s + ∥v∥s
Luego






∥∥∥vp+12 − vp+11 ∥∥∥
s
+
∥∥∥up+12 − up+11 ∥∥∥
s




∥∥∥up+12 − up+11 ∥∥∥
s
+
∥∥∥vp+12 − vp+11 ∥∥∥
s





Operando el segundo miembro norma por norma
vp+12 − v
p+1


















Aplicando la norma en Hs y el hecho de que Hs es un álgebra de Banach para s ≥ 2∥∥∥vp+12 − vp+11 ∥∥∥
s






De manera análoga para las otras normas que aparecen en el segundo miembro∥∥∥up+12 − up+11 ∥∥∥
s


























1∥s + C ∥u1∥
p
s ∥v2 − v1∥s





s + C ∥u1∥
p
s ∥v2 − v1∥s
(2.16)
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s + C ∥v1∥
p
s ∥u2 − u1∥s (2.17)
Como U(x, t) = (u1(x, t), v1(x, t)) ∈ Y (T0, R0), V (x, t) = (u2(x, t), v2(x, t)) ∈ Y (T0, R0), ha-
ciendo uso de la definición del espacio Y (T0, R0) y procediendo como en (2.10)
∥v2(τ)∥s ≤ ∥V (·, τ)∥Hs×Hs ≤ R0 + ∥U(·, 0)∥Hs×Hs , ∀ τ ∈ [0, T0]
∥v1(τ)∥s ≤ ∥V (·, τ)∥Hs×Hs ≤ R0 + ∥U(·, 0)∥Hs×Hs , ∀ τ ∈ [0, T0]
∥u2(τ)∥s ≤ ∥U(·, τ)∥Hs×Hs ≤ R0 + ∥U(·, 0)∥Hs×Hs , ∀ τ ∈ [0, T0]
∥u1(τ)∥s ≤ ∥U(·, τ)∥Hs×Hs ≤ R0 + ∥U(·, 0)∥Hs×Hs , ∀ τ ∈ [0, T0]
Teniendo en cuenta estas desigualdades, en (2.14), (2.15), (2.16) y (2.17) se tiene∥∥∥vp+12 − vp+11 ∥∥∥
s




R0 + ∥U(·, 0)∥Hs×Hs
)p−i+i
= C ∥v2 − v1∥s (p+ 1)
(
R0 + ∥U(·, 0)∥Hs×Hs
)p
(2.18)∥∥∥up+12 − up+11 ∥∥∥
s
≤ C ∥u2 − u1∥s (p+ 1)
(





1v1∥s ≤ C ∥u2 − u1∥s ∥v1∥s p
(




R0 + ∥U(·, 0)∥Hs×Hs
)p ∥v2 − v1∥s
≤ C ∥u2 − u1∥s p
(




R0 + ∥U(·, 0)∥Hs×Hs
)p ∥v2 − v1∥s
≤ C ∥V (·, τ)− U(·, τ)∥Hs×Hs (p+ 1)
(





1∥s ≤ C ∥V (·, τ)− U(·, τ)∥Hs×Hs (p+ 1)
(
R0 + ∥U(·, 0)∥Hs×Hs
)p
(2.21)
Reemplazando (2.18), (2.19), (2.20) y (2.21) en (2.13) obtenemos
∥F (V (·, τ))− F (U(·, τ))∥Hs×Hs
≤ C |a3| ∥V (·, τ)− U(·, τ)∥Hs×Hs
(
R0 + ∥U(·, 0)∥Hs×Hs
)p
+ C ∥V (·, τ)− U(·, τ)∥Hs×Hs
(
R0 + ∥U(·, 0)∥Hs×Hs
)p
+ C |a4| (p+ 1) ∥V (·, τ)− U(·, τ)∥Hs×Hs
(
R0 + ∥U(·, 0)∥Hs×Hs
)p
≤ 3k1 ∥V (·, τ)− U(·, τ)∥Hs×Hs
(




k1 = máx{C |a3| , C, C |a4|}.
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Sustituyendo (2.22) en (2.12):








∥V (·, τ)− U(·, τ)∥Hs×Hs
(
R0 + ∥U(·, 0)∥Hs×Hs
)p
dτ .
Haciendo k2 = máx{C |B| , 3k1C}





R0 + ∥U(·, 0)∥Hs×Hs
)p] ∫ t
0





R0 + ∥U(·, 0)∥Hs×Hs
)p]





R0 + ∥U(·, 0)∥Hs×Hs
)p]
T0d(U, V ), ∀ t ∈ [0, T0]
Eligiendo R0 = R = ∥U(·, 0)∥Hs×Hs y para todo t ∈ [0, T0] obtenemos
∥PU(·, t)− U(·, 0)∥Hs×Hs ≤ k2
[
1 + 2p ∥U(·, 0)∥pHs×Hs
]
T0d(U, V ).
Tomando supremo en [0, T0],
d(PU,PV ) = sup
0≤t≤T0
∥PU(·, t)− U(·, 0)∥Hs×Hs
≤ k2
[






1 + 2p ∥U(·, 0)∥pHs×Hs
]
T0 → 0 cuando T0 → 0+










donde la función δ : R+ −→ R se define como
δ(x) =
1
k2 (1 + 2pxp)
.
Aśı se deduce que
d(PU,PV ) ≤ λd(U, V ), con 0 < λ < 1
lo que muestra que P es una contracción.
Por el teorema del punto fijo de Banach, existe una única U ∈ Y (T ,R) ⊆ C
(
[0, T ] : Hs ×Hs
)
tal que PU = U , es decir,
PU(x, t) = U(x, t) = U(x, 0)−
∫ t
0
k ∗ ∂x [BU(x, τ) + F (U(x, τ))] dτ
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para todo t ∈ [0, T ], lo cual muestra la existencia de la solución de la ecuación integral (EI) en
Y (T ,R).
A continuación probaremos que la función U , solución de la ecuación integral (EI), es la
única solución de (2.2). 
Teorema 2.5. Sea U0 = (u0, v0) ∈ Hs × Hs, s ≥ 2, s ∈ Z, a1, a2, a3, a4 números reales con
a2 positivo, 0 < a1 < 1 y p un entero ≥ 1. Entonces, existen T > 0 y un par de funciones
(u, v) ∈ C
(
[0, T ] : Hs ×Hs
)
tal que (∂tu, ∂v) ∈ C
(
[0, T ] : Hs ×Hs
)
y (u, v) satisface (2.2).
Demostración. Probaremos que la función U , solución única de la ecuación integral (EI)
es la solución del problema de valor inicial (2.2) y que ∂xU(x, t) existe.
En efecto, consideremos
U(x, t) = U(x, 0)−
∫ t
0




∂xk ∗ [BU(x, τ) + F (U(x, τ))] dτ (2.24)
Hagamos UL(x, 0) = U(x, 0) y UP (x, t) = −
∫ t
0
∂xk ∗ [BU(x, τ) + F (U(x, τ))] dτ . Luego,
UL(x, t) es solución del problema lineal A∂tUL(x, t) +B∂xUL(x, t) = 0UL(x, 0) = U(x, 0) = (u0, v0).
y demostraremos que UP (x, t) es solución de A∂tUP (x, t) +B∂xUP (x, t) + ∂xF (U(x, t)) = 0UP (x, 0) = 0.
En efecto, de la definición de UP es claro que UP (x, 0) = 0. Sea h > 0 tal que t + h ∈ [0, T ].
Realizando los cálculos:
























∂xk ∗ [BUP (x, τ) + F (U(x, τ))] dτ
]
De donde,






∂xk ∗ [BUP (x, τ) + F (U(x, τ))] dτ (2.25)
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Por el teorema del valor medio para integrales de Bochner en el intervalo [t, t + h] con th ∈
[t, t+ h] se tiene




∂xk ∗ [BUP (x, th) + F (U(x, th))]h
= −∂xk ∗ [BUP (x, th) + F (U(x, th))] (2.26)
Ahora, aplicando las propiedades de ĺımite cuando h→ 0+ a (2.26)
∂+t UP (x, t) = −∂xk ∗ [BUP (x, t) + F (U(x, t))]
En forma análoga, para h < 0
∂−t UP (x, t) = −∂xk ∗ [BUP (x, t) + F (U(x, t))]
En consecuencia ∂−t UP (x, t) = ∂
+
t UP (x, t). Luego, existe ∂tUP (x, t) y
∂tUP (x, t) = −∂xk ∗ [BUP (x, t) + F (U(x, t))]
= −k ∗ ∂xBUP (x, t) + F (U(x, t))
= −k ∗ [B∂xUP (x, t) + ∂xF (U(x, t))]
= −A−1 [B∂xUP (x, t) + ∂xF (U(x, t))]
Integrando de 0 a t
UP (x, t) = −
∫ t
0
A−1 [B∂xUP (x, t) + ∂xF (U(x, t))] dτ
Por consiguiente, UP (x, t) existe y es solución de la ecuación diferencial
A∂tUP (x, t) +B∂xUP (x, t) + ∂xF (U(x, t)) = 0
Ahora probaremos que U = UL + UP es solución de (2.2). En efecto, tenemos
A∂tU(x, t) = A∂tUL(x, t) +A∂tUP (x, t)]
= −B∂xUL(x, t)− [B∂xUP (x, t) + ∂xF (U(x, t))]
= −[B∂xUL(x, t) +B∂xUP (x, t)]− ∂xF (U(x, t))
= −B∂xU(x, t)− ∂xF (U(x, t)).
Además U(x, 0) = UL(x, 0) + UP (x, 0) = U(0).
Veamos que U ∈ C
(
[0, T ] : Hs ×Hs
)
con ∂tU ∈ C
(
[0, T ] : Hs ×Hs
)
. En efecto, puesto que
PU(x, t) = U(x, t) y PU es una función diferenciable en t, tenemos que U ∈ C
(
[0, T ] : Hs ×Hs
)
y U(·, t) es solución de la ecuación diferencial (2.2), es decir,
∂tU(·, t) = −A−1B∂xU(·, t)−A−1∂xF (U(·, t)).
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Pero anteriormente se mostró que −A−1B∂xU(·, t) ∈ Hs×Hs y −A−1∂xF (U(·, t)) ∈ Hs×Hs,
lo cual prueba que ∂tU(·, t) ∈ Hs ×Hs. Usando el Teorema de Inmersión de Sobolev se tiene
que Hs ×Hs ↪→ C∞ × C∞, de ah́ı que ∂tU(·, t) ∈ C
(
[0, T ] : Hs ×Hs
)
. Aśı, ∂tU(·, t) existe y
está dado por
∂tU(·, t) = ∂tPU(·, t) = −A−1∂x[BU(·, t) + F (U(·, t))].
que es una función continua en t ∈ [0, T ] con valores en Hs ×Hs.
Con esto se prueba la existencia local de la solución de la ecuación diferencial (2.2) y la
unicidad en Y (T ,R). Queda por probar la unicidad en C
(
[0, T ] : Hs ×Hs
)
. 
2.2. Unicidad de la solución local
La unicidad de la solución local del problema (2.2) será una consecuencia inmediata del
siguiente teorema.
Teorema 2.6. Sean U(·, 0), V (·, 0) ∈ Hs ×Hs con s ≥ 2. Entonces, existen T > 0 y U, V ∈
C
(
[0, T ] : Hs ×Hs
)
soluciones de (2.2) tales que U(x, 0) = U(0), V (x, 0) = V (0) y
∥U(·, t)− V (·, t)∥Hs×Hs ≤ ∥U(·, 0)− V (·, 0)∥Hs×Hs e
C t (2.27)
para todo t ∈ [0, T ], donde C es una constante.
Demostración. Por el teorema 2.5, existen TU(0) > 0 y T V (0) > 0 tales que U ∈
C
(
[0, T ] : Hs ×Hs
)
y V ∈ C ([0, T ] : Hs ×Hs), con s ≥ 2, U = (u1, v1) y V = (u2, v2)
que satisfacen las ecuaciones
U(x, t) = U(x, 0)−
∫ t
0
A−1 [B∂xU(x, τ) + ∂xF (U(x, τ))] dτ
V (x, t) = V (x, 0)−
∫ t
0
A−1 [B∂xV (x, τ) + ∂xF (V (x, τ))] dτ
para todo t ∈ [0, T ], siendo T = mı́n
{
TU(0), T V (0)
}
. Entonces








∥K ∗ ∂x [F (U(·, τ))− F (V (·, τ))]∥Hs×Hs dτ








∥F (U(·, τ))− F (V (·, τ))∥Hs×Hs dτ . (2.28)
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Acotando, para ello usamos las ecuaciones (2.13), (2.14), (2.15), (2.16), (2.17) y como Hs es
un álgebra de Banach para s ≥ 2 se tiene:















+ |a4| (p+ 1)
(







s ∥v2 − v1∥s
)
+ |a4| (p+ 1)
(







s ∥u2 − u1∥s
)]
Como (u1(τ), v1(τ)), (u2(τ), v2(τ) ∈ Hs ×Hs para todo τ ∈ [0, T ], consideremos
N = máx{sup
[0,T ]
∥U(·, τ)∥Hs×Hs , sup
[0,T ]
∥V (·, τ)∥Hs×Hs}
se tiene por equivalencia de normas
∥u1∥s ≤ ∥u1∥s + ∥v1∥s = ∥U∥Hs×Hs ≤ N
Luego,
∥F (U(·, τ))− F (V (·, τ))∥Hs×Hs
≤ 1
p+ 1
[(1 + |a3|) ∥v2 − v1∥m (p+ 1)N
p + (1 + |a3|) ∥u2 − u1∥m (p+ 1)N
p
+ |a4| (p+ 1)
(
N ∥u2 − u1∥m pN
p−1 +Np ∥v2 − v1∥m
)
+ |a4| (p+ 1)
(
N ∥v2 − v1∥m pN





[((1 + |a3|)(p+ 1)Np + |a4| (p+ 1)pNp) ∥v2 − v1∥m
+((1 + |a3|)(p+ 1)Np + |a4| (p+ 1)pNp + |a4| (p+ 1)Np) ∥u2 − u1∥m]
= [(1 + |a3|)Np + |a4|Np + |a4| pNp] (∥v2 − v1∥m + ∥u2 − u1∥m).
Sea
M = máx{(1 + |a3|)Np,
Por lo tanto,
∥F (U(·, τ))− F (V (·, τ))∥Hs×Hs ≤M (∥v2 − v1∥s + ∥u2 − u1∥s)
Por equivalencia de normas
∥F (U(·, τ))− F (V (·, τ))∥Hs×Hs ≤ C3M ∥(u1, v1)− (u2, v2)∥Hs×Hs
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Sustituyendo en la ecuación (2.28)








∥U(·, τ)− V (·, τ)∥Hs×Hs dτ




∥U(·, τ)− V (·, τ)∥Hs×Hs dτ
donde C = C1 |B|+ C2r.
Usando la desigualdad de Gronwall se tiene que para todo t ∈ [0, T ]





∥U(·, τ)− V (·, τ)∥Hs×Hs dτ
]
≤ ∥U(·, 0)− V (·, 0)∥Hs×Hs e
CT .
lo que prueba el teorema. 




> 0 y U ∈
C
(
[0, T ] : Hs ×Hs
)
con ∂tU ∈ C ([0, T ] : Hs ×Hs) única solución de (2.2).
Demostración. Sean U y V dos soluciones de (2.2), con datos iniciales U(0) = V (0).
Reemplazando en (2.28) tenemos
∥U(·, τ)− V (·, τ)∥Hs×Hs ≤ ∥U(·, 0)− U(·, 0)∥Hs×Hs e
CT = 0.
para todo t ∈ [0, T ].
Aśı, queda probada la unicidad local en C ([0, T ] : Hs ×Hs). 
2.3. Dependencia continua de la solución local respecto del da-
to inicial
Veamos que la solución depende continuamente del dato inicial.
Teorema 2.8. Sean Un(0), U(0) ∈ Hs × Hs con Un(0) −→ U(0) en Hs × Hs, para s ≥ 2,




. Entonces Un −→ U en C
(
[0, T ] : Hs ×Hs
)
donde Un
y U son soluciones del problema (2.2) correspondientes a los datos iniciales Un(0) y U(0).




, por demostrar que si {Un(0)}n>0 ∈ Hs×Hs










Un −→ U en C
(







∥Un(t)− U(t)∥Hs×Hs = 0.










Luego, T es una función continua en U(0), y por lo tanto existe n0 tal que
T (∥U(0)∥Hs×Hs) > T
para todo n ≥ n0; de esta manera Un esta definida en [0, T ] para todo n ≥ n0.
Sea Un ∈ Y (T,R), entonces
∥Un(t)∥Hs×Hs ≤ ∥Un(t)− Un(0)∥Hs×Hs + ∥Un(0)∥Hs×Hs
≤ R0 + ∥Un(0)∥Hs×Hs
≤ R0 +M
donde M = sup
t∈[0,T ]








A−1 [B∂xU(x, τ) + ∂xF (U(x, τ))] dτ .
Aśı,





















∥F (Un(·, τ))− F (U(·, τ))∥Hs×Hs dτ
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Tomando Un = (u1n, u2n) y u = (u1, u2) y por el teorema 2.6
∥F (Un(·, τ))− F (U(·, τ))∥Hs×Hs ≤M ∥(u1n, u2n) (·, τ)− (u1, u2)(·, τ)∥Hs×Hs
=M ∥Un(·, τ)− U(·, τ)∥Hs×Hs
se tiene








∥Un(·, τ)− U(·, τ)∥Hs×Hs dτ
= ∥Un(0)− U(0)∥Hs×Hs
+ (C1 |B|+ C2M)
∫ t
0





∥Un(·, τ)− U(·, τ)∥Hs×Hs dτ
Luego, por la desigualdad de Gronwall, para t < T tenemos










∥Un(·, t)− U(·, t)∥Hs×Hs ≤ ∥Un(0)− U(0)∥Hs×Hs e
CT . (2.29)
Tomando ĺımite cuando n→ +∞ en (2.29) se obtiene el resultado. 
De esta manera queda probada la dependencia continua de la solución respecto del dato
inicial, con lo cual el problema está bien formulado localmente.
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Caṕıtulo 3
El problema de Cauchy global
En este caṕıtulo probaremos la buena formulación global del problema de valor inicial
asociado al sistema de ecuaciones dispersivas no lineales del tipo BBM de la forma
(1− ∂2x)∂tu− a1∂2x∂tv + a2∂xu+ a3vp∂xv + a4∂x(upv) + up∂xu = 0
(1− ∂2x)∂tv − a1∂2x∂tu+ a2∂xv + a3up∂xu+ a4∂x(uvp) + vp∂xv = 0
u (x, 0) = u0 (x) , v (x, 0) = v0 (x) .
(3.1)
en el espacio Hs × Hs, con s ≥ 2. Como la dependencia continua es una propiedad lo-
cal en el tiempo, es suficiente mostrar la existencia, unicidad de la solución global U ∈
C ([0, T ];Hs ×Hs) de (3.1), siempre que s ≥ 2, s ∈ Z, 0 < a1 < 1 y U0 ∈ Hs × Hs y
que esta solución depende continuamente del dato inicial.
3.1. Existencia y unicidad de la solución global
Para el sistema dispersivo no lineal (3.1) demostraremos que la solución local U de (3.1) se
puede extender a una solución global siempre que U(0) ∈ Hs ×Hs con s ≥ 2, que se obtiene
del siguiente teorema.
Teorema 3.1 (Existencia global). Si U(0) = (u0, v0) ∈ Hs × Hs, p ≥ 1, p ∈ Z+, s ≥ 2,
s ∈ Z, 0 < a1 < 1 y a2, a3, a4 números reales con a2 > 0 y a3 = a4 en (3.1). Entonces,
para cada T > 0 existen un único par de funciones (u, v) ∈ C ([0, T ];Hs ×Hs) y (∂tu, ∂tv) ∈
C ([0, T ];Hs ×Hs), (u, v) solución de (3.1) con (u(x, 0), v(x, 0)) = (u0(x), v0(x)).
Demostración. La prueba se desarrolla en dos etapas.
PRIMERA ETAPA.
Probaremos que ∥U∥Hs×Hs es acotada sobre [0, T ], donde T es dado por la existencia local.
En efecto, multiplicando la primera ecuación de (3.1) por u y la segunda por v se tiene⟨














+a2 ⟨u, ∂xu⟩L2 + a3 ⟨u, v
p∂xv⟩L2 + a4 ⟨u, ∂x(u
pv)⟩L2 + ⟨u, u
p∂xu⟩L2 = 0
∂t ⟨u, u⟩L2 + ∂t ⟨∂xu, ∂xu⟩L2 + a1∂t ⟨∂xu, ∂xv⟩L2
+a2 ⟨u, ∂xu⟩L2 + a3 ⟨u, v
p∂xv⟩L2 − a4 ⟨∂xu, u
pv⟩L2 + ⟨u, u
p∂xu⟩L2 = 0.
Integrando por partes, transponiendo términos y factorizando resulta
a2 ⟨u, ∂xu⟩L2 = −a2 ⟨∂xu, u⟩L2 = −a2 ⟨u, ∂xu⟩L2












= −(p+ 1) ⟨up∂xu, u⟩L2
De ah́ı que, (p+ 2) ⟨u, up∂xu⟩L2 = 0. Entonces, ⟨u, up∂xu⟩L2 = 0
Por consiguiente,
∂t [⟨u, u⟩L2 + ⟨∂xu, ∂xu⟩L2 ] + a1∂t ⟨∂xu, ∂xv⟩L2 + a3 ⟨u, v
p∂xv⟩L2 − a4 ⟨∂xu, u
pv⟩L2 = 0 (3.2)
Del mismo modo,
⟨





∂t [⟨v, v⟩L2 + ⟨∂xv, ∂xv⟩L2 ] + a1∂t ⟨∂xv, ∂xu⟩L2 + a3 ⟨v, u
p∂xu⟩L2 − a4 ⟨∂xv, uv
p⟩L2 = 0 (3.3)
Sumando (3.2) y (3.3)
∂t [⟨u, u⟩L2 + ⟨∂xu, ∂xu⟩L2 + ⟨v, v⟩L2 + ⟨∂xv, ∂xv⟩L2 ]
+a1∂t [⟨∂xu, ∂xv⟩L2 + ⟨∂xv, ∂xu⟩L2 ]
+a3 [⟨u, vp∂xv⟩L2 + ⟨v, u
p∂xu⟩L2 ]
−a4 [⟨∂xu, upv⟩L2 + ⟨∂xv, uv
p⟩L2 ] = 0 (3.4)
Aplicando la propiedad de simetŕıa del producto interno, se tiene
∂t (⟨u, u⟩L2 + ⟨∂xu, ∂xu⟩L2 + ⟨v, v⟩L2 + ⟨∂xv, ∂xv⟩L2 + 2a1 ⟨∂xu, ∂xv⟩L2)
+a3 (⟨u, vp∂xv⟩L2 + ⟨v, up∂xu⟩L2)− a4 (⟨∂xu, upv⟩L2 + ⟨∂xv, uvp⟩L2) = 0,
(3.5)
y como, por hipótesis, a3 = a4, entonces
∂t (⟨u, u⟩L2 + ⟨∂xu, ∂xu⟩L2 + ⟨v, v⟩L2 + ⟨∂xv, ∂xv⟩L2 + 2a1 ⟨∂xu, ∂xv⟩L2) = 0. (3.6)
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2 + v2 + (∂xv)
2 + 2a1∂xu∂xv
)
(x, 0) dx (3.7)












válido para cualquier par de números a, b ∈ R,
2a1∂xu∂xv ≤ a1









Sumando a ambos miembros u2 + (∂xu)
2 + v2 + (∂xv)




2 + v2 + (∂xv)
































2 + v2 + (∂xv)








2 + v2 + (∂xv)







u2 + (1 + a1)(∂xu)


















u2 + (1 + a1)(∂xu)









2 + (1 + a1)(∂xu)
2 + (1 + a1)v















2 + (1 + a1)(∂xu)
2 + (1 + a1)v


















































2 + v2 + (∂xv)
2
)





2 + v2 + (∂xv)
2
)
(x, 0) dx (3.9)
Se sabe que u2 = |u|2; (∂xu)2 = |∂xu|2; v2 = |v|2; (∂xv)2 = |∂xv|2, entonces∫
R
(







|u0|2 + |∂xu0|2 + |v0|2 + |∂xv0|2
)
(x) dx

















Como ∥∂xu0∥0 ≤ ∥u0∥1 y haciendo uso de la equivalencia de normas
C1 ∥u∥21 + C2 ∥u∥
2
1 + C3 ∥v∥
2




C5 ∥u0∥21 + C6 ∥u0∥
2
1 + C7 ∥v0∥
2























∥(u, v)∥H1×H1 ≤ K ∥(u0, v0)∥H1×H1 (3.10)
para todo t ∈ [0, T ]. Es decir, ∥(u, v)∥H1×H1 está uniformemente acotado en [0, T ] y por lo
tanto U puede ser extendida de manera única a [0;+∞[. Por consiguiente, tenemos que (u, v)
satisface un estimado a priori en H1 siempre y cuando ello exista.
SEGUNDA ETAPA
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Por el teorema 2.5 existe U(x, t), que es solución del problema (2.2). En efecto, sean t y h
tales que t y t+ h ∈ [0, T [, entonces




A−1 [B∂xU(·, τ) + ∂xF (U(·, τ))] dτ
− U(·, 0) +
∫ t
0
A−1 [B∂xU(·, τ) + ∂xF (U(·, τ))] dτ∥Hs×Hs
= ∥ (U(·, h)− U(·, 0)) +
∫ t
0




A−1 [B∂xU(·, τ) + ∂xF (U(·, τ))] dτ∥Hs×Hs
=
∥∥∥∥(U(·, h)− U(·, 0))− ∫ t+h
t
A−1 [B∂xU(·, τ) + ∂xF (U(·, τ))] dτ
∥∥∥∥
Hs×Hs




A−1 [B∂xU(·, τ) + ∂xF (U(·, τ))] dτ
∥∥∥∥
Hs×Hs
Luego, ∥U(·, t+ h)− U(·, t)∥Hs×Hs → 0, cuando h→ 0. En consecuencia, U ∈ C ([0, T [;Hs ×Hs)
y puede ser extendida para cada t ∈ [0, T ]. Ahora consideremos el siguiente problema de valor
inicial  A∂tV (t) +B∂xV (t) + ∂xF (V (t)) = 0V (x, 0) = U(x, T ) = U(x, 0)− ∫ T0 A−1 [B∂xU(·, τ) + ∂xF (U(·, τ))] dτ. (3.11)
Por el teorema 2.5, existe T ∗ > 0 y una única V ∈ C ([0, T ∗];Hs ×Hs) que satisface (3.11).
Definimos
W (x, t) =
 U(x, t) , 0 ≤ t ≤ TV (x, t− T ) , T ≤ t ≤ T + T ∗
Notemos que W (0) = U(x, 0) = (u0, v0) y W (T ) = V (x, 0) = U(x, T ), W cumple las condicio-
nes (P ′) y
A∂tW (t) +B∂xW (t) + ∂xF (W (t)) = 0, si t ∈ [0, T [∪]0, T ∗].
Además, debido a la continuidad de U(x, t) en [0, T ] tenemos
W (x, T )−W (x, T − h)
h
=






















A−1[B∂xU(x, τ) + ∂xF (U(x, τ))] dτ
]
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Usando el teorema del valor medio para integrales en el intervalo [T − h, T ], obtenemos





−A−1 [B∂xU(x, th) + ∂xF (U(x, th))]
para algún th ∈ [T − h, T ]. Usando propiedades de ĺımites y haciendo h→ 0, obtenemos
∂−W
∂t
= −A−1 [B∂xU(x, T ) + ∂xF (U(x, T ))] .





, con h > 0 y T + h ∈
]T, T + T ∗], es decir










A−1[B∂xU(x, τ) + ∂xF (U(x, τ))] dτ
Aplicamos el teorema del valor medio para integrales en el intervalo [T, T+h], y en la expresión
anterior tenemos
W (x, T + h)−W (x, T )
h
=
V (x, h)− V (x, 0)
h
−A−1 [B∂xU(x, Th) + ∂xF (U(x, Th))]
para algún Th ∈ [T, T + h]. Usando propiedades de ĺımites y haciendo queh→ 0+, se tiene
∂+W
∂t







, aśı, ∂tW existe y esta dada por
∂tW = −A−1∂x [BW + F (W )]
Por consiguiente, W es diferenciable en T y
A∂tW (t) +B∂xW (t) + ∂xF (W (t)) = 0.
Esto muestra que U puede ser extendida como solución del problema P al intervalo [0, T +T ∗].
TERCERA ETAPA.
Demostraremos que existe un único par de funciones (∂tu, ∂tv) ∈ C ([0, T ];Hs ×Hs) tal
que (u, v) es solución de (3.1) con (u(x, 0), v(x, 0)) = (u0(x), v0(x)). Esto se logra:
a. Diferenciando (3.1) respecto a x
∂x∂tu− ∂3x∂tu− a1∂3x∂tv + a2∂2xu+ a3∂x(vp∂xv) + a4∂2x(upv) + ∂x(up∂xu) = 0
∂x∂tv − ∂3x∂tv − a1∂3x∂tu+ a2∂2xv + a3∂x(up∂xu) + a4∂2x(uvp) + ∂x(vp∂xv) = 0.
(3.12)
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b. Multiplicando la primera ecuación de (3.12) por ∂xu e integrando por partes⟨

























































































































































































































































































































































































































































































































































































































































































































































≤ ∥u∥p−1L∞ ∥v∥L∞ ∥∂xu∥L2
∥∥∂2xu∥∥L2
























∥∥∂2xv∥∥L2 + ∥u∥p−1L∞ ∥∂xv∥L∞ ∥∂xu∥2L2]































































≤ (|a3p|+ 1) ∥∂xu∥L2
∥∥∂2xu∥∥L2 + (|a3p|+ p) ∥∂xu∥2L2
+ (|a3p|+ 1) ∥∂xv∥L2
∥∥∂2xv∥∥L2 + (|a3p|+ p) ∥∂xv∥2L2




















∥∥∂2xu∥∥L2 + ∥∂xu∥2L2 + ∥∂xv∥L2 ∥∥∂2xv∥∥L2 + ∥∂xv∥2L2] (3.18)




























































∥∥∂2xu∥∥2L2 + 32C1 ∥∂xv∥2L2 + C12 ∥∥∂2xv∥∥2L2






















∥∥∂2xu∥∥2L2 + ∥∂xv∥2L2 + ∥∥∂2xv∥∥2L2] . (3.19)







































































donde C2 = C2
(

































2 + (1− a1)(∂2xu)2 + (∂xv)2 + (1− a1)(∂2xv)2
]
(x, t)dx












(x, τ)dxdτ . (3.21)
































(x, t)dx ≤ C2eC3T (3.23)
para todo t ∈ [0, T ] Por consiguiente, de (3.10) y (3.23) obtenemos que (u, v) ∈ C ([0, T ];Hs ×Hs).
Desde que (∂tu, ∂tv) existe y satisface (3.1) entonces, usando el teorema 2.2 se concluye
que (u, v) ∈ C ([0, T ];Hs ×Hs). 
3.2. Dependencia continua de la solución respecto al dato ini-
cial.
El teorema 3.1, plantea si (u0, v0) ∈ Hs × Hs, p ≥ 1, p ∈ Z y s ≥ 2, 0 < a1 < 1 y
a2, a3, a4 números reales con a2 > 0 y a3 = a4 en (3.1), entonces, para cada T > 0 existe una
función (∂tut, ∂tv) ∈ C ([0, T ];Hs ×Hs), única solución del problema (3.1) con dato inicial
(u0(x), v0(x)). Este resultado nos conduce a la dependencia continua de la solución respecto al
dato inicial, como lo demuestra el siguiente teorema.
Teorema 3.2. Si (u0, v0) ∈ Hs×Hs, para s ≥ 2, la única solución (∂tu, ∂tv) ∈ C ([0, T ];Hs ×Hs)
del problema (3.1) con dato inicial U(x, 0) = (u0, v0) depende continuamente de U(x, 0). Es
decir, {Un(x, 0)}n∈N es una sucesión en Hs × Hs convergente a U(x, 0) en Hs × Hs y para
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cada n ∈ N la función Un(x, t) ∈ C1 ([0, T ];Hs ×Hs) es la única solución del problema (P)





∥Un(·, t)− U(·, t)∥Hs×Hs = 0.
Demostración. Por el teorema 3.1, para todo n ∈ N y para cada T > 0, las funciones
U
′
n(x, t) y U
′(x, t) pertenecen a la clase C ([0, T ];Hs ×Hs), entonces por el teorema 2.6, para
todo t ∈ [0, T ] tenemos
∥Un(·, t)− U(·, t)∥Hs×Hs ≤ ∥Un(·, 0)− U(·, 0)∥Hs×Hs e
C T .





∥Un(·, t)− U(·, t)∥Hs×Hs ≤ sup
[0,T ]
∥Un(·, 0)− U(·, 0)∥Hs×Hs e
C T = 0.




4.1. Comportamiento Asintótico del Problema Lineal
Dado el problema lineal asociado al problema (2.1)
ut − uxxt − a1vxxt + a2ux = 0
vt − vxxt − a1uxxt + a2vx = 0
u (x, 0) = u0 (x) , v (x, 0) = v0 (x) .
(4.1)
Nuestro analisis está basado en el método de la fase estacionaria a fin de obtener estimados
del problema lineal (4.1).
Aplicando la transformada de Fourier al sistema (4.1), respecto a la variable espacial x,
obtenemos

∂tû(ξ, t) + ξ
2∂tû (ξ, t) + a1ξ
2∂tv̂(ξ, t) + a2iξû (ξ, t) = 0
∂tv̂(ξ, t) + ξ
2∂tv̂ (ξ, t) + a1ξ
2∂tû(ξ, t) + a2iξv̂ (ξ, t) = 0
û(ξ, 0) = û0 (ξ) , v̂(ξ, 0) = v̂0 (ξ)




∂tû(ξ, t) + a1ξ
2∂tv̂(ξ, t) + a2iξû (ξ, t) = 0(
1 + ξ2
)
∂tv̂(ξ, t) + a1ξ
2∂tû(ξ, t) + a2iξv̂ (ξ, t) = 0
û(ξ, 0) = û0 (ξ) , v̂(ξ, 0) = v̂0 (ξ)
y expresando en forma matricial tenemos 1 + ξ2 a1ξ2
a1ξ
2 1 + ξ2















 , A (ξ) =
 1 + ξ2 a1ξ2
a1ξ
2 1 + ξ2




resulta el problema de valor inicial vectorial (en la variable t) A (ξ) ∂tÛ (ξ) + iB (ξ) Û (ξ) = 0Û (ξ, 0) = Û0 (ξ) . (4.2)
En seguida, resolvemos el problema (4.2). Como
∂tÛ (ξ) = −iA−1BÛ (ξ, t)
de donde
Û (ξ, t) = Û0 (ξ) e
−iA−1BtÛ0 (ξ) . (4.3)
Pero
A−1 (ξ) =








A−1 (ξ)B (ξ) =






















Sea M (ξ) = A−1 (ξ)B (ξ), en seguida, diagonalizamos la matriz M (ξ). Para esto, el poli-
nomio caracteŕıstico asociado a M (ξ) es



































(ξ2 + 1)2 − a21ξ4
− a1a2ξ
3











(ξ2 + 1)2 − a21ξ4
− λ
)
luego, los valores propios de M (ξ) son







(ξ2 + 1)2 − a21ξ4






(ξ2 + 1)2 − a21ξ4
.
Enseguida, hallamos los vectores propios asociados.
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(ξ2 + 1)2 − a21ξ4
, se tiene que
Sλ2 =
{







































Luego M (ξ) es diagonalizable, es decir, existe una matriz inversible C tal que




donde C = (v1 v2) =
 −1 1
1 1





Por consiguiente, de (4.3), la solución del problema de valor inicial (4.2) es
Û (ξ, t) = e−iA


















 e−itλ1(ξ) + e−itλ2(ξ) e−itλ2(ξ) − e−itλ1(ξ)













































Aplicando la transformada inversa de Fourier a las dos últimas expresiones resulta







































v̂0 (ξ) dξ, (4.4)
y









































v̂0 (ξ) dξ. (4.5)
Proposición 4.1. Los autovalores λ1 (ξ) y λ2 (ξ) satisfacen las siguientes propiedades.
(i) λ1 y λ2 son funciones de clase C
∞ (R);
(ii) λ1 y λ2 tiene tres puntos de inflexión no degenerados;
(iii) existen constantes positivas C1 y C2 tal que∣∣λ′′1 (ξ)∣∣ ≥ C1 |ξ|−3 y ∣∣λ′′2 (ξ)∣∣ ≥ C2 |ξ|−3















ξ2 + 1 + a1ξ
2
)
(ξ2 + 1− a1ξ2) (ξ2 + 1 + a1ξ2)
=
a2ξ












ξ2 + 1− a1ξ2
)
(ξ2 + 1− a1ξ2) (ξ2 + 1 + a1ξ2)
=
a2ξ
ξ2 + 1 + a1ξ2
.
en seguida, calculamos el dominio de λ1, para ello procedemos analizando el denominador.
Como 1 − a1 > 0 entonces 1 + (1− a1) ξ2 > 0, por lo que el dominio de λ1 es R, para
todo ξ ∈ R y como es una función racional que es infinitamente diferenciable en su dominio,
se concluye que λ1 ∈ C∞ (R); de manera análoga, λ2 ∈ C∞ (R).
(ii) λ1, λ2 tiene a lo más seis puntos de inflexión no degenerados; en efecto
λ′1 (ξ) = a2
(1− a1) ξ2 + 1− 2 (1− a1) ξ2
[1 + (1− a1) ξ2]2
= a2
1− (1− a1) ξ2
[1 + (1− a1) ξ2]2
y
λ′′1 (ξ) = a2
[
1 + (1− a1) ξ2
]2
[−2 (1− a1) ξ]− 4
[




1− (1− a1) ξ2
]




1 + (1− a1) ξ2
]
(1− a1) ξ − 4ξ (1− a1)
[
1− (1− a1) ξ2
]
[1 + (1− a1) ξ2]3
= −2a2 (1− a1) ξ
[




1− (1− a1) ξ2
]
[1 + (1− a1) ξ2]3
= 2a2 (a1 − 1) ξ
3− (1− a1) ξ2
[1 + (1− a1) ξ2]3




λ′2 (ξ) = a2
(1 + a1) ξ
2 + 1− 2 (1 + a1) ξ2
[1 + (1 + a1) ξ2]
2 = a2
1− (1 + a1) ξ2
[1 + (1 + a1) ξ2]
2
y
λ′′2 (ξ) = a2
[
1 + (1 + a1) ξ
2
]2
[−2 (1 + a1) ξ]− 4
[
1 + (1 + a1) ξ
2
]
ξ (1 + a1)
[
1− (1 + a1) ξ2
]





1 + (1 + a1) ξ
2
]
(1 + a1) ξ − 4ξ (1 + a1)
[
1− (1 + a1) ξ2
]
[1 + (1 + a1) ξ2]
3
= −2a2 (1 + a1) ξ
[





1− (1 + a1) ξ2
]
[1 + (1 + a1) ξ2]
3
= −2a2 (1 + a1) ξ
3− (1 + a1) ξ2
[1 + (1 + a1) ξ2]
3








2a2 (1− a1) ξ
[
(1− a1) ξ2 − 3
]









1 + (1− a1) ξ2
)3




1/ξ2 + (1− a1)
]3
ξ6





Se tiene que para ε = 1−a12a2 , existe M > 0 tal que∣∣∣∣∣ 1|ξ|3 λ′′1 (ξ) − 1− a12a2
∣∣∣∣∣ ≤ ε = 1− a12a2 , siempre que ξ > M ,
de donde ∣∣∣∣∣ 1|ξ|3 λ′′1 (ξ)
∣∣∣∣∣ ≤ 1− a1a2
Luego, existe C1 =
a2
1− a1




∣∣λ′′1 (ξ)∣∣ ≥ C1 |ξ|−3 para ξ > M .
Del mismo modo, se prueba que para |ξ| suficientemente grande, se cumple la desigualdad
|λ′′2 (ξ)| ≥ C2 |ξ|
−3. 
Proposición 4.2. Sea λ1 (ξ) =
a2ξ
1 + (1− a1) ξ2
, λ2 (ξ) =
a2ξ
1 + (1 + a1) ξ2
y 0 < a1 < 1. Sean















∣∣∣∣∣ ≤ C [t−η1 + t(η1−1)/2 + t−1/2r3/22 ],
donde C es una constante positiva (independiente de r1, r2 y z ).
Demostración.






































. Sean r > 0 un número suficientemente grande y ε > 0 un número suficientemente
pequeño tales que para j = 1, 2, 3 se cumple ξj ∈ ]−r, r[ y ]ξj − ε, ξj + ε[ ⊂ ]−r, r[.
Consideremos el conjunto












= I1 + I2 (4.6)
haciendo h (ξ) = λ1 (ξ) + zξ, vemos que los puntos de inflexión de h (ξ) en ξj son los puntos
de inflexión de λ1 (ξ) en ξj pues h
′′ (ξ) = λ′′1 (ξ), entonces h es cóncava o convexa en pequeñas
vecindades de ξj , j = 1, 2, 3, en el interior del intervalo ]−r, r[ . Si h′′ (ξ) ̸= 0 para todo ξ ∈ Bε,







En seguida, estimamos h′′ (ξ), para ello, usando (iii) de la proposición 4.1 tenemos que
∣∣h′′ (ξ)∣∣ = ∣∣λ′′1 (ξ)∣∣ ≥ C1 |ξ|−3
de donde mı́n
ξ∈Bε












Luego, estimamos I2 dada en (4.6). Cuando t → ∞ entonces, dado ε > 0 existe t0 tal que
t0 ≥ ε−1/η para todo t ≥ t0.








eith(ξ)dξ = I3 + I4






∣∣∣∣∣ ≤ 2t−η (4.7)









En la vecindad de cada punto ξj , j = 1, 2, 3 la función h
′′ (ξ) tiene una expansión de Taylor
h′′ (ξ) = h′′′ (ξj) (ξ − ξj) +R (ξ)
donde R (ξ) = 12h
(4) (θ) (ξ − ξj)2 para algún θ entre ξ y ξj . Por consiguiente, en la misma
vecindad las desigualdades
∣∣h′′ (ξ)∣∣ = ∣∣∣∣h′′′ (ξj) + 12h(4) (θ) (ξ − ξj)
∣∣∣∣ |ξ − ξj |
≥
[∣∣h′′′ (ξj)∣∣− ∣∣∣∣12h(4) (θ)
∣∣∣∣ |ξ − ξj |] |ξ − ξj |
≥
[∣∣h′′′ (ξj)∣∣− δ1] |ξ − ξj |
son verdaderas siempre que δ1 > 0 es pequeña, juntamente con ĺım
ξ→ξj
R(ξ)
ξ−ξj = 0. Tomando
0 < δ1 < mı́n
j=1,2,3
|h′′′ (ξj)| concluimos que existe una constante positiva C tal que∣∣h′′ (ξ)∣∣ ≥ C |ξ − ξj |
para cualquier ξ cercano a ξj . Se sigue que
mı́n
t−η≤|ξ−ξj |<ε
∣∣h′′ (ξ)∣∣ ≥ Ct−η












∣∣∣∣∣ ≤ I1 + I2
≤ I1 + (I3 + I4)
≤ Ct−1/2r3/2 + 2t−η + 4Ct(n−1)/2
≤ C
(
t−η + t(n−1)/2 + t−1/2r3/2
)
.
de donde se sigue (i).
(ii) se prueba del mismo modo. 
Teorema 4.3. Sean (u0, v0) ∈ H4 (R) ∩ L1 (R) ×H4 (R) ∩ L1 (R), a1, a2 números reales con
a2 > 0 y 0 < a1 < 1. Entonces, la solución del problema lineal (4.1) satisface los estimados
(i) ∥u (·, t)∥L∞ ≤ C (∥u0∥L1 + ∥v0∥L1 + ∥u0∥H4 + ∥v0∥H4) (1 + t)
−1/3
(ii) ∥v (·, t)∥L∞ ≤ C (∥u0∥L1 + ∥v0∥L1 + ∥u0∥H4 + ∥v0∥H4) (1 + t)
−1/3,
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1. para todo t suficientemente grande donde C es una constante positiva independiente de
x y de t.
Demostración. De (4.4) y (4.5) tenemos que













































Haciendo el cambio de variable z = x/t se tiene que








































Demostraremos la estimativa (i). Para esto, definamos h (ξ) = −λ1 (ξ) + zξ y g (ξ) =
−λ2 (ξ) + zξ, sean r1 > 0, r2 > 0 que serán elegidos más adelante y dividamos las integrales
en (4.9) en dos partes, aśı obtenemos




















































[I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8] . (4.11)
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(1 + |ξ|)−4 (1 + |ξ|)4 |û0 (ξ)| dξ.








(1 + |ξ|)−8 dξ
)1/2(∫
|ξ|>r1








(1 + |ξ|)−8 dξ
)1/2(∫ +∞
−∞




























∥u0∥H4 = C (1 + r1)
−7/2 ∥u0∥H4 . (4.12)


































∣∣∣∣ = ∣∣∣∣∫ +∞
−∞
eixξβ (ξ, t) û0 (ξ) dξ
∣∣∣∣
donde β (ξ, t) = χ|ξ|≤r1e
−itλ1(ξ), χM es la función caracteŕıstica sobre el conjuntoM = {ξ : |ξ| ≤ r1},
notemos que β ∈ L2ξ (R) pues∫ +∞
−∞
∣∣∣χ|ξ|≤r1e−itλ1(ξ)∣∣∣2 dξ = ∫
|ξ|≤r1
dξ = 2r1,






β̌ (·, t) ∗ u0
)∧
(ξ) dξ





, como z = x/t∣∣β̌ (x, t)∣∣ = ∣∣∣∣ 1√2π
∫
R





















Usando la proposición (4.2) obtenemos
















Luego de la última expresión y (4.16) deducimos que
I1 ≤ C
(





Similarmente podemos probar que
I3 ≤ C
(



















Luego de (4.12), (4.13), (4.14), (4.15), (4.17), (4.18), (4.19) y (4.20) concluimos que
|u (x, t)| ≤ C
(




















(∥u0∥H4 + ∥v0∥H4) .
Ahora escogemos r1 = t
1/10, η = 1/3 con el fin de usar la proposición (4.2) válido para t ≥ T1
y seleccionamos r2 = t
1/10, η1 = 1/3 con el fin de usar la proposición 4.2 válido para t ≥ T2.
Tomando T0 = máx {T1, T2} obtenemos
∥u (·, t)∥L∞ ≤ C (∥u0∥L1 + ∥v0∥L1 + ∥u0∥H4 + ∥v0∥H4) t
−1/3 (4.21)
Observe que la expresión de arriba es válida para t grande, suponer t ≥ T0. Usando la repre-
sentación (4.9) podemos probar que
∥u (·, t)∥L∞ ≤ C (∥u0∥L1 + ∥v0∥L1 + ∥u0∥H4 + ∥v0∥H4) (4.22)
para todo t ≥ T0. Por lo tanto de (4.21) y (4.22) implica la conclusión de la estimativa (i). del
teorema 4.3 para todo t ≥ T0.
La estimativa (ii) se demuestra en forma similar. 
4.2. Comportamiento asintótico del problema no lineal
Teorema 4.4. Sea (u0, v0) ∈ H5 (R)∩W 1,1 (R)×H5 (R)∩W 1,1 (R), y p > 4, p ∈ Z, a1, a2, a3, a4
números reales con a2 > 0 y 0 < a1 < 1 y a3 = a4. Sea (u, v) la solución global del problema
(2.1), entonces
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1. ∥u (·, t)∥L∞ ≤ C (1 + t)
−1/3, y
2. ∥v (·, t)∥L∞ ≤ C (1 + t)
−1/3,
para todo t suficientemente grande, siempre que
∥u0∥L1 +
∥∥u′0∥∥L1 + ∥v0∥L1 + ∥∥v′0∥∥L1 + ∥u0∥H5 + ∥v0∥H5
es suficientemente pequeño donde C es una constante posotiva independiente de x y de t y
u′0 = du0/dx, v
′
0 = dv0/dx.
Demostración. Seaa u = u (x, t) y v = v (x, t) soluciones globales de (2.1). ut − uxxt − a1vxxt + a2ux + a3vpvx + upux + a4 (upv)x = 0vt − vxxt − a1uxxt + a2vx + a3upux + vpvx + a4 (uvp)x = 0
Aplicando la transformada de Fourier respecto a la variable espacial obtenemos A∂tÛ (ξ, t)− iBÛ (ξ, t)− F̂ (ξ, t) = 0Û (ξ, 0) = Û0 (ξ) (4.23)
donde
U (x, t) =
 u (x, t)
v (x, t)
 , A =
 1 + ξ2 a1ξ2
a1ξ





 y F (U)x =










y las componentes de F (U) son dadas por
F1 (u, v) = a3v
pvx + u
pux + a4 (u
pv)x , F2 (u, v) = a3u
pux + v
pvx + a4 (uv
p)x .
De (4.23) tenemos que: ∂tÛ (ξ, t) − iA−1 (ξ)B (ξ) Û (ξ, t) = A−1 (ξ) F̂ (ξ, t), si a esta ecuación
lineal de primer orden se multiplica ambos miembros por e−iA
−1(ξ)B(ξ)t obtenemos
e−iA
−1(ξ)B(ξ)t∂tÛ (ξ, t)− ie−iA
−1(ξ)B(ξ)tA−1 (ξ)B (ξ) Û (ξ, t) = e−iA
−1(ξ)B(ξ)tA−1 (ξ) F̂ (ξ, t)





−1(ξ)B(ξ)t · Û (ξ, t)
)
= e−iA
−1(ξ)B(ξ)tA−1 (ξ) F̂ (ξ, t) ,
luego, integrando (respecto de t) ambos miembros tenemos
e−iA




−1(ξ)B(ξ)rA−1 (ξ) F̂ (ξ, r) dr
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despejando Û (ξ, t) y haciendo M (ξ) = A−1 (ξ)B (ξ) obtenemos
Û (ξ, t) = eiM(ξ)tÛ0 +
∫ t
0
ei(t−r)M(ξ)A−1 (ξ) F̂ (ξ, r) dr. (4.24)
Si eiM(ξ)t y Φ (t) son matrices fundamentales de(
e−iM(ξ)tÛ (ξ, t)
)′
= e−iM(ξ)tA−1 (ξ) F̂U (ξ, t)
sobre −∞ < t <∞, existe una matriz C no singular tal que eiM(ξ)t = Φ(t)C, para t = 0,












por consiguiente eiM(ξ)t = 12Φ (t)
 −1 1
1 1
 la cual reemplazando en (4.24) conseguimos































 eitλ1(ξ) + eitλ2(ξ) eitλ2(ξ) − eitλ1(ξ)

















p (ξ) = i (t− r)λ1 (ξ) , q (ξ) = i (t− r)λ2 (ξ) , c (ξ) =
ξ2 + 1
(ξ2 + 1)2 − a21ξ4
y d (ξ) =
a1ξ
2














 ep(ξ) + eq(ξ) eq(ξ) − ep(ξ)
eq(ξ) − ep(ξ) ep(ξ) + eq(ξ)
 c (ξ) −d (ξ)
−d (ξ) c (ξ)






 ((ep + eq) c (ξ) + d (ξ) (ep − eq)) F̂1 (ξ, r)− (d (ξ) (ep + eq) + c (ξ) (ep − eq)) F̂2 (ξ, r)




Reemplazando (4.26) y (4.27) en (4.25) obtenemos



































































































−d (ξ) F̂1 (ξ, r) + c (ξ) F̂2 (ξ, r)
)
dr
luego aplicando la transformada inversa de Fourier tenemos que































































































































(1 + ξ2)2 − a21ξ4
F̂1 (ξ, r) +
1 + ξ2













(1 + ξ2)2 − a21ξ4
F̂1 (ξ, r) +
1 + ξ2




































































(1 + ξ2)2 − a21ξ4
F̂1 (ξ, r) +
1 + ξ2












(1 + ξ2)2 − a21ξ4
F̂1 (ξ, r) +
1 + ξ2





























̂A−1 (ξ) ∂xF (U (ξ, τ)) =









por definición k̂ij (ξ) = aij (ξ), por lo tanto
Â−1 (ξ) = (aij (ξ)) F̂ (ξ) = ̂(kij) ∗ F (ξ) = K̂ ∗ F (ξ)
esto es
1 + ξ2
(1 + ξ2)2 − a21ξ4
F̂1 (ξ, s) = K̂11 ∗ F1 (ξ, s) ,
− 1 + ξ
2
(1 + ξ2)2 − a21ξ4
F̂2 (ξ, s) = K̂22 ∗ F2 (ξ, s) ,
− a1ξ
2
(1 + ξ2)2 − a21ξ4
F̂1 (ξ, s) = K̂21 ∗ F1 (ξ, s) ,
a1ξ
2
(1 + ξ2)2 − a21ξ4
F̂2 (ξ, s) = K̂12 ∗ F2 (ξ, s) .
por lo tanto de (4.28) y (4.29) obtenemos


























































































































Afirmamos que Fj (·, t) ∈ L2 (R) para cada t ≥ 0, j = 1, 2. En efecto, para F1 (·, t) tenemos∫
R
|F1 (x, t)|2 dx =
∫
R





























































































































donde C = máx
(
|a3|2 , |a4p|2 , |a4|2
)
.
En forma análoga probemos que F2 (·, t) ∈ L2 (R) para cada t ≥ 0,∫
R
|F2 (x, t)|2 dx =
∫
R

























































La afirmación queda probada, garantizando de esta manera la existencia de las transformadas
de Fourier y sus inversas de F1 y F2 en L
2 (R).





(∥u (τ)∥L∞ + ∥ux (τ)∥L∞ + ∥v (τ)∥L∞ + ∥vx (τ)∥L∞) (1 + τ)
1/3 + ∥u (τ)∥H4 + ∥v (τ)∥H4
}
.
Afirmamos que existe una constante positiva C tal que
m (t) ≤ C
(
∥u0∥L1 +
∥∥u′0∥∥L1 + ∥v0∥L1 + ∥∥v′0∥∥L1 + ∥u0∥H5 + ∥v0∥H5 +mp+1 (t)) . (4.32)
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En efecto, para probar la afirmación, estimamos cada término de la definición de m (t). Usando
el teorema 4.3 se sigue de (4.30) que
∥u (x, t)∥L∞





[∥K11 ∗ F1∥L1 + ∥K12 ∗ F2∥L1 + ∥K21 ∗ F1∥L1 + ∥K22 ∗ F2∥L1 +
+ ∥K11 ∗ F1∥H4 + ∥K12 ∗ F2∥H4 + ∥K21 ∗ F1∥H4 + ∥K22 ∗ F2∥H4 ] (1 + t− τ)
−1/3 dτ (4.33)
siempre que K11 ∗ F1, K12 ∗ F2, K21 ∗ F1, K22 ∗ F2 ∈ L1 (R) ∩H4 (R).
Esta afirmación es verdadera porque usando el teorema (2.1) y la desigualdad de Holder
obtenemos
∥K11 ∗ F1∥L1 ≤ ∥K11∥L1 ∥F1∥L1 = ∥K11∥L1 ∥a3v
pvx + u




|a3| ∥vpvx∥L1 + ∥u
pux∥L1 + |a4p|


































L∞ ∥u∥L2 ∥vx∥L2 . (4.38)
Reemplazando (4.35), (4.36), (4.37) y (4.38) en (4.34) obtenemos
∥K11 ∗ F1∥L1 ≤ ∥K11∥L1
(
a3 ∥v∥p−1L∞ ∥v∥L2 ∥vx∥L2 + ∥u∥
p−1
L∞ ∥u∥L2 ∥ux∥L2


















De la misma manera, probamos que











































y aplicando la norma de los espacios de Sobolev ∥f∥Hs := ∥f∥s




















)4 (1 + ξ2)2[
(1 + ξ2)2 − a21ξ4






















2 es acotada para todo ξ ∈ R y 0 < a1 < 1. Por lo tanto
∥K11 ∗ F1∥H4 ≤ ∥F1∥H3 (4.43)
la misma estimación se tiene cuando K11 es reemplazado en (4.43) por Kij , para algún i, j =
1, 2.
De la definición de F1 obtenemos
∥F1∥H3 = ∥a3v
pvx + u
pux + a4 (u
pv)x∥H3
≤ a3 ∥vpvx∥H3 + ∥u
pux∥H3 + a4 ∥(u
pv)x∥H3 . (4.44)
Usando la inmersión: Hj (R) ↪→ L∞ (R) con j = 1, 2, · · · tenemos
∥upux∥2H3 = ∥u
pux∥2L2 + ∥∂x (u
pux)∥2L2 + ∥∂xx (u
pux)∥2L2 + ∥∂xxx (u
pux)∥2L2
≤ ∥upuxxxx∥2L2 + 3p
∥∥up−1uxuxxx∥∥2L2 + ∥∥∥3p (p− 1)up−2uxx + 3pup−1 (uxx)2∥∥∥2L2
+
∥∥3p (p− 1) (p− 2)up−3u4x + 3p (p− 1)up−2u2xuxx + pup−1uxuxxx∥∥2L2
≤ p (p− 1) (p− 2)
∥∥up−3u4x∥∥2L2 + 4p ∥∥up−1uxuxxx∥∥2L2
+ 6p (p− 1)
∥∥up−2u2xuxx∥∥2L2 + 3p ∥∥∥up−1 (uxx)2∥∥∥2L2 + ∥upuxxxx∥2L2 .
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Sea C = máx {p (p− 1) (p− 2) , 4p, 6p (p− 1) , 3p, 1}, entonces
∥upux∥2H3 ≤ C



















































∥∥up−3u4x∥∥L2 ≤ ∥u∥p−1L∞ ∥u∥L∞ ∥ux∥L2 .
Análogamente ∥∥up−1uxuxxx∥∥L2 ≤ ∥u∥p−1L∞ ∥ux∥L∞ ∥uxxx∥L2∥∥up−2u2xuxx∥∥L2 ≤ ∥u∥p−2L∞ ∥u∥L∞ ∥uxx∥L2∥∥∥up−1 (uxx)2∥∥∥
L2




reemplazando estas condiciones en (4.45)
∥upux∥2H3 ≤ C
[
∥u∥p−1L∞ ∥u∥L∞ ∥ux∥L2 + ∥u∥
p−1
L∞ ∥ux∥L∞ ∥uxxx∥L2 + ∥u∥
p−2
L∞ ∥u∥L∞ ∥uxx∥L2






∥u∥p−1L∞ ∥u∥H1 ∥ux∥L2 + ∥u∥
p−1
L∞ ∥u∥H2 ∥uxxx∥L2 + ∥u∥
p−2
L∞ ∥u∥H2 ∥ux∥L∞ ∥uxx∥L2





las estimaciones de ∥vpvx∥H3 y de ∥(vpv)x∥H3 son encontradas en forma similar.
De la definición de m (t) y las desigualdades (4.39) - (4.46) obtenemos








L1 + |a4| p ∥u∥
p−1
L∞ ∥u∥L1 ∥v∥L1
+ |a4| ∥u∥p−1L∞ ∥u∥L1 ∥v∥L1
]
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y usando ∥u∥L∞ ≤ C1 ∥u∥L1 ≤ C1m (t) y ∥u∥L∞ (1 + τ)
−1/3 ≤ C1m (t) (1 + τ)−1/3 se sigue, de
la última expresión
∥K11 ∗ F1∥L1 ≤ ∥K11∥L1
[
|a3|C1mp+1 (1 + τ)−1/3(p−1) + C1mp+1 (1 + τ)−1/3
+ |a4| pC1mp+1 (1 + τ)−1/3 + |a4|C1mp+1 (1 + τ)−1/3(p−1)
]
≤ C ∥K11∥L1 m




donde C = {|a3|C1, C1, |a4| pC1, |a4|C1}.
Del mismo modo se cumple cuando K11 es reemplazado por Kij y F1 por Fj para cualquier
i, j = 1, 2. Aśı
∥Kij ∗ Fj∥L1 ≤ C ∥Kij∥L1 m
p+1 (t) (1 + τ)(1−p)/3 , i, j = 1, 2 (4.47)
y
∥Kij ∗ Fj∥H4 ≤ Cm
p+1 (t) (1 + τ)(1−p)/3 , i, j = 1, 2. (4.48)
Reemplazando (4.47) y (4.48) en (4.33) se tiene






(1 + τ)(1−p)/3 (1 + t− τ)−1/3 dτ (4.49)





(1 + t)1/3 (1 + τ)(1−p)/3 (1 + t− τ)−1/3 dτ < +∞
equivalentemente ∫ t
0
(1 + τ)(1−p)/3 (1 + t− τ)−1/3 dτ ≤ C (1 + t)−
1
3 .
Por lo tanto, de la desigualdad (4.49) concluimos
∥u (x, t)∥L∞ ≤ C (∥u0∥L1 + ∥v0∥L1 + ∥u0∥H4 + ∥v0∥H4) (1 + τ)
− 1
3 + Cmp+1 (t) (1 + t)−
1
3
de esta forma, obtenemos
(1 + t)
1
3 ∥u (x, t)∥L∞ ≤ C
[






De manera similar estimamos ∥v∥L∞ . Aplicando el teorema (4.3) en (4.31), tenemos
∥v (x, t)∥L∞ ≤ C
[






(∥K11 ∗ F1∥L1 + ∥K12 ∗ F2∥L1 + ∥K21 ∗ F1∥L1 + ∥K22 ∗ F2∥L1
+ ∥K11 ∗ F1∥H4 + ∥K12 ∗ F2∥H4 + ∥K21 ∗ F1∥H4 + ∥K22 ∗ F2∥H4)
(1 + t− τ)−1/3 dτ ] (4.51)
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reemplazando (4.47) y (4.48) en (4.51) se tiene






(1 + τ)(1−p)/3 (1 + t− τ)−1/3 dτ . (4.52)
Del mismo modo, usando el lema (1.39) con α = 1/3 = η, β = 13 (p− 1) y p > 4, tenemos∫ t
0
(1 + τ)(1−p)/3 (1 + t− τ)−1/3 dτ ≤ C (1 + t)−
1
3 .
De (4.52) se sigue que
(1 + t)
1
3 ∥v (x, t)∥L∞ ≤ C
[








































































|û0 (ξ)| dξ +
∫ +∞
−∞
|û0 (ξ)| dξ +
∫ +∞
−∞










































































∣∣∣K̂22 ∗ F2 (ξ, r)∣∣∣ dξdr} ,






































)4 |û0 (ξ)|2 dξ)1/2
≤ C ∥u0∥H4 .
Siguiendo el mismo procedimiento, estimamos∫ +∞
−∞
∣∣∣K̂11 ∗ F1 (ξ, r)∣∣∣ dξ ≤ C ∥∥∥K̂11 ∗ F1 (ξ, r)∥∥∥
H4
de esta manera

















y de (4.48) obtenemos




(1 + τ)(1−p)/3 dτ
como la integral
∫ t
0 (1 + τ)
(1−p)/3 dτ es convergente, entonces
∥u (x, t)∥H4 ≤ C
(




Estimamos ahora ∥v (τ)∥H4 . En efecto, de (4.31) se tiene


















Por lo tanto, la siguiente estimación de ∥v (x, t)∥H4 se sigue de (4.48)




(1 + τ)(1−p)/3 dτ ,
como la integral
∫ t
0 (1 + τ)
(1−p)/3 dτ es convergente, entonces
∥v (x, t)∥H4 ≤ C
(




Por otro lado, derivando respecto de x, cada ecuación del sistema (2.1), obtenemos
(ux)t − (ux)xxt − a1 (vx)xxt + a2 (ux)x + (F1 (x, t))x = 0,
(vx)t − (vx)xxt − a1 (ux)xxt + a2 (vx)x + (F2 (x, t))x = 0,
ux (x, 0) = u
′




Haciendo u′ = ux, v
′ = vx, se sigue que (u
′, v′) satisface
u′t − u′xxt − a1v′xxt + a2u′x + (F1 (x, t))x = 0,
v′t − v′xxt − a1u′xxt + a2v′x + (F2 (x, t))x = 0,
u′ (x, 0) = u′0 (x) , v
′ (x, 0) = v′0 (x) .
(4.57)
aplicando la transformada de Fourier, respecto de la variable espacial, podemos escribir la
forma integral de la solución de (4.56) como



























































































































donde w1 (ξ) = λ1 (ξ) + zξ, w2 (ξ) = λ2 (ξ) + zξ, z = x/t, y
(F1 (x, t))x = (a3v
pvx + u
pux + a4 (u
pv)x)x y (F2 (x, t))x = (a3u
pux + v
pvx + a4 (uv
p)x)x .
Afirmamos que (Fi (x, t))x ∈ L2 (R) para cada t ≥ 0, i = 1, 2.






















































donde usamos |∂x (vpvx)| ≤ |vpvx|.
Se realiza el mismo procedimiento para demostrar que (F2 (·, t))x ∈ L2 (R) para cada t ≥ 0.
Por lo tanto la afirmación queda probada y con ello garantizamos la existencia de la trans-
formada de Fourier y de su inversa de (F1)x y (F2)x en L
2 (R), y∥∥Kij ∗ (Fj)x∥∥H4 ≤ C ∥Fj∥H3 para i, j = 1, 2.
De (4.58) y siguiendo la misma sucesión de ideas dadas anteriormente y con los cálculos simi-
lares, obtenemos∥∥u′ (x, t)∥∥
L∞
≤ C




(1 + t− τ)−1/3 (1 + τ)(1−p)/3 dτ .
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(∥∥u′0∥∥L1 + ∥∥v′0∥∥L1 + ∥u0∥H5 + ∥v0∥H5 +mp+1 (t)) (4.60)
De (4.53) y (4.59) y el teorema (4.3) podemos probar en forma análoga
(1 + t)1/3 ∥v (·, t)∥L∞ ≤ C
(








(∥∥u′0∥∥L1 + ∥∥v′0∥∥L1 + ∥u0∥H5 + ∥v0∥H5 +mp+1 (t)) , (4.62)
∥v (·, t)∥H4 ≤ C
(




Ahora de (4.50), (4.54), (4.60), (4.61), (4.62) y (4.63) se prueba (4.32) ya que
(1 + t)1/3
(







+ ∥u (x, t)∥H4 + ∥v (x, t)∥H4
≤ C ∥u0∥L1 + ∥v0∥L1 +
∥∥u′0∥∥L1 + ∥∥v′0∥∥L1 + ∥u0∥H4 + ∥v0∥H4 + ∥u0∥H5 + ∥v0∥H5 +mp+1 (t)
tomando supremo en [0, t] obtenemos
m (t) ≤ C ∥u0∥L1 +∥v0∥L1 +
∥∥u′0∥∥L1 +∥∥v′0∥∥L1 +∥u0∥H4 +∥v0∥H4 +∥u0∥H5 +∥v0∥H5 +mp+1 (t)
Finalmente, vamos a verificar las hipótesis del lema (1.38)
m (0) = ∥u0∥L∞ + ∥v0∥L∞ +
∥∥u′0∥∥L∞ + ∥∥v′0∥∥L∞ + ∥u0∥H4 + ∥v0∥H4
≤ 3 (∥u0∥H4 + ∥v0∥H4)
≤ 3
(
∥u0∥L1 + ∥v0∥L1 +
∥∥u′0∥∥L1 + ∥∥v′0∥∥L1 + ∥u0∥H5 + ∥v0∥H5) .
Aśı, tomando α = 3
(
∥u0∥L1 + ∥v0∥L1 + ∥u′0∥L1 + ∥v′0∥L1 + ∥u0∥H5 + ∥v0∥H5
)




entonces todos las hipótesis del lema (1.38) se verifican lo que
implica la conclusión del teorema (4.4). 
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