This paper investigates packing and covering properties of codes with the rank metric. First, we investigate packing properties of rank metric codes. Then, we study sphere covering properties of rank metric codes, derive bounds on their parameters, and investigate their asymptotic covering properties.
in [14] . Bounds on the volume of balls with rank radii were also derived [22] .
In this paper, we investigate packing and covering properties of rank metric codes. The main contributions of this paper are as follows.
• In Section III, we investigate the packing properties of rank metric codes and also derive the asymptotic maximum code rate for a code with given relative minimum rank distance. • In Section IV, we establish further properties of elementary linear subspaces (ELSs) [21] and investigate properties of balls with rank radii. In particular, we derive both upper and lower bounds on the volume of balls with given rank radii, and our bounds are tighter than their respective counterparts in [22] . These technical results are used later in our investigation of properties of rank metric codes. • In Section V, we first derive both upper and lower bounds on the minimal cardinality of a code with given length and rank covering radius. Our new bounds are tighter than the bounds introduced in [13]. We also establish additional sphere covering properties for linear rank metric codes, and prove that some classes of rank metric codes have maximal covering radius. Finally, we establish the asymptotic minimum code rate for a code with given relative covering radius.
II. PRELIMINARIES

A. Rank Metric
Consider an -dimensional vector GF . The field GF may be viewed as an -dimensional vector space over GF . The rank weight of , denoted as , is defined to be the maximum number of coordinates in that are linearly independent over GF [10] . Note that all ranks are with respect to GF unless otherwise specified in this paper. The coordinates of thus span a linear subspace of GF , denoted as or , with dimension equal to . For any basis of GF over GF , each coordinate of can be expanded to an -dimensional column vector over GF with respect to . The rank weight of is hence the rank of the matrix over GF obtained by expanding all the coordinates of . For all GF , it is easily verified that is a metric over GF [10] , referred to as the rank metric henceforth. The minimum rank distance of a code , denoted as , is simply the minimum rank distance over all possible pairs of distinct codewords. When there is no ambiguity about , we denote the minimum rank distance as . 0018 -9448/$25.00 © 2008 IEEE Because the rank weight can be defined from either a matrix perspective or a vector viewpoint, both the matrix form [2] , [6] and the vector form [10] for rank metric codes have been considered in the literature. Following [10] , in this paper, we use mostly the vector form over GF for rank metric codes so that our results and their derivations for rank metric codes can be readily related to their counterparts for Hamming metric codes. The matrix perspective is also used when it either is more convenient or provides more insights.
B. Sphere Packing and Sphere Covering Problems
The sphere packing problem we consider is as follows: given a finite field GF , length , and radius , what is the maximum number of nonintersecting balls with radius that can be packed into GF ? The sphere packing problem is equivalent to finding the maximum cardinality of a code over GF with length and minimum distance : the spheres of radius centered at the codewords of such a code do not intersect one another. Furthermore, when these nonintersecting spheres centered at all codewords cover the whole space, the code is called a perfect code.
The covering radius of a code with length over GF is defined to be the smallest integer such that all vectors in the space GF are within distance of some codeword of [26] . It is the maximal distance from any vector in GF to the code . That is, GF . Also, if , then the covering radius of is no less than the minimum distance of . Finally, a code with length and minimum distance is called a maximal code if there does not exist any code with the same length and minimum distance such that . A maximal code has covering radius . The sphere covering problem for the rank metric can be stated as follows: given an extension field GF , length , and radius , we want to determine the minimum number of balls of rank radius , which cover GF entirely. The sphere covering problem is equivalent to finding the minimum cardinality of a code over GF with length and rank covering radius .
III. PACKING PROPERTIES OF RANK METRIC CODES
It can be shown that the cardinality of a code over GF with length and minimum rank distance satisfies . We refer to this bound as the Singleton bound for codes with the rank metric, and refer to codes that attain the Singleton bound as maximum rank distance (MRD) codes. We remark that special cases of this more general Singleton bound were proposed in [10] , [6] , and [27] .
For any given parameter set , and , explicit construction for linear or nonlinear MRD codes exists. For and , generalized Gabidulin codes [16] can be constructed. For and , an MRD code can be constructed by transposing a generalized Gabidulin code of length and minimum rank distance over GF , although this code is not necessarily linear over GF . When , linear MRD codes of length and minimum distance can be constructed by a Cartesian product of an generalized Gabidulin code . Although maximum distance separable codes, which attain the Singleton bound for the Hamming metric, exist only for limited block length over any given field, MRD codes can be constructed for any block length and minimum rank distance over arbitrary fields GF . This has significant impact on the packing properties of rank metric codes as explained below.
For the Hamming metric, although nontrivial perfect codes do exist, the optimal solution to the sphere packing problem is not known for all the parameter sets [25] . In contrast, for rank metric codes, although nontrivial perfect rank metric codes do not exist [11] , [12] , MRD codes provide an optimal solution to the sphere packing problem for any set of parameters. For given , and , let us denote the maximum cardinality among rank metric codes over GF with length and minimum distance as . Thus, for and for . Note that the maximal cardinality is achieved by MRD codes for all parameter sets. Hence, MRD codes admit the optimal solutions to the sphere packing problem for rank metric codes.
The performance of Hamming metric codes of large block length can be studied in terms of asymptotic bounds on the relative minimum distance in the limit of infinite block length. Next, we derive the asymptotic form of when both block length and minimum rank distance go to infinity. However, this cannot be achieved for finite because the minimum rank distance is no greater than . Thus, we consider the case where , where is a constant. Define and where represents the maximum possible code rate of a code which has relative minimum distance as its length goes to infinity. We can thus determine the maximum possible code rate of a code.
Proposition 1: For , the existence of MRD codes for all parameter sets implies that .
IV. TECHNICAL RESULTS
To simplify notations, we will occasionally denote the vector space GF as . We denote the number of vectors of rank in GF as .
It can be shown that [10] , where and for . The term is often referred to as a Gaussian polynomial [28] , defined as .
A. Further Properties of Elementary Linear Subspaces
The concept of ELS was introduced in our previous work [21] . It has similar properties to those of a set of coordinates, and as such has served as a useful tool in our derivation of properties of Gabidulin codes (see [21] ). Although our results may be derived without the concept of ELS, we have adopted it in this paper because it enables readers to easily relate our approach and results to their counterparts for Hamming metric codes.
If there exists a basis set of vectors in GF for a linear subspace GF , we say is an ELS and is an elementary basis of . We denote the set of all ELSs of GF with dimension as . The properties of an ELS are summarized as follows [21] . A vector has rank if and only if it belongs to some ELS with dimension . For any , there exists such that GF , where denotes the direct sum of two subspaces. For any vector GF , we denote the projection of on along as , and we remark that . Note that does not depend on .
Lemma 1: Any vector GF with rank belongs to a unique ELS . Proof: The existence of has been proved in [21] . Thus, we only prove the uniqueness of , with elementary basis , where GF for all . Suppose also belongs to , where has an elementary basis , where GF for all . Therefore, , where GF for . By definition, we have , therefore 's can be expressed as linear combinations of 's, i.e., , where GF . Hence, , where for form an elementary basis of . Considering the matrix obtained by expanding the coordinates of with respect to the basis , we obtain , and hence, .
Lemma 1 shows that an ELS is analogous to a subset of coordinates because a vector with Hamming weight belongs to a unique subset of coordinates, often referred to as the support of .
In [21] , it was shown that an ELS always has a complementary ELS. The following lemma enumerates such complementary ELSs.
Lemma 2: Suppose
and is an ELS with dimension , then there are ELSs such that . Furthermore, there are such ordered pairs . Proof: First, remark that . The total number of sets of linearly independent vectors over GF in is given by . Note that each set of linearly independent vectors over GF constitutes an elementary basis set. Thus, the number of possible is given by divided by , the number of elementary basis sets for each . Therefore, once is fixed, there are choices for . Because the number of -dimensional subspaces in is , the total number of ordered pairs is hence .
Puncturing a vector with full Hamming weight results in another vector with full Hamming weight. Lemma 3 below shows that the situation for vectors with full rank is similar. It was shown in [21] that the projection of a vector on an ELS depends on both and its complement . The following lemma further clarifies the relation: changing always modifies , provided that has full rank. 
B. Properties of Balls With Rank Radii
We refer to all vectors in GF within rank distance of GF as a ball of rank radius centered at , and denote it as . Its volume, which does not depend on , is denoted as . When there is no ambiguity about the vector space, we denote as .
Lemma 5: For , where [21] .
Proof: The upper bound was derived in [21, Lemma 13], and it suffices to prove the lower bound. Without loss of generality, we assume that the center of the ball is . We now prove the lower bound by constructing vectors GF of rank at most . Let GF be a subspace of GF such that and . We consider the vectors GF such that . There are choices for and, for a given , choices for . Thus, the total number of vectors GF is , and because , we have .
We remark that both bounds in Lemma 5 are tighter than their respective counterparts in [21, Prop. 1] . More importantly, the two bounds in Lemma 5 differ only by a factor of , and thus, they not only provide a good approximation of , but also accurately describe the asymptotic behavior of . This will enable us to determine the asymptotic behavior of the solution to sphere covering problem in Section V-G.
The diameter of a set is defined to be the maximum distance between any pair of elements in the set [26, p. 172 ]. For a binary vector space GF and a given diameter , Kleitman [29] proved that balls with Hamming radius maximize the cardinality of a set with a given diameter. However, when the underlying field for the vector space is not GF , the result is not necessarily valid [26, p. 40]. We show below that balls with rank radii do not maximize the cardinality of a set with a given diameter. The intersection of balls with Hamming radii has been studied in [26, ch. 2] , and below we investigate the intersection of balls with rank radii.
Lemma 6:
If and GF , then depends on and only through . Proof: This follows from the fact that matrices in GF together with the rank metric form an association scheme [2] , [30] .
Proposition 3: If
GF and , then . Proof: It suffices to prove the claim when . By Lemma 6, we can assume without loss of generality that and , where GF are linearly independent. We will show that an injective mapping from to can be constructed. We consider vectors . We thus have and , where . We also define and . We consider three cases for the mapping , depending on and .
• We now quantify the volume of the intersection of two balls with rank radii for some special cases, which will be used in Section V-B. The problem of the intersection of three balls with rank radii is more complicated because the volume of the intersection of three balls with rank radii is not completely determined by the pairwise distances between the centers. We give a simple example to illustrate this point: consider GF and the vectors , and
, where is a primitive element of the field. It can be verified that and . However, , whereas . We remark that this is similar to the problem of the intersection of three balls with Hamming radii discussed in [26, p. 58] , provided that the underlying field is not GF .
V. COVERING PROPERTIES OF RANK METRIC CODES
A. The Sphere Covering Problem
We denote the minimum cardinality of a code of length and rank covering radius as . We remark that if is a code over GF with length and covering radius , then its transpose code is a code over GF with length and the same covering radius. Therefore, , and without loss of generality, we will assume henceforth in this section. Also note that and for all and . Hence, we assume throughout this section. Two bounds on can be easily derived.
Proposition 6: For . Proof: The lower bound is a straightforward generalization of the bound given in [13] . Note that only the codes with cardinality are perfect codes. However, there are no nontrivial perfect codes for the rank metric [11] . Therefore, . Let be an linear code over GF and without loss of generality assume is its generator matrix. For any GF , there exists such that , and hence, the covering radius of satisfies . That is, . By definition, , which leads to the upper bound.
We refer to the lower bound in Proposition 6 as the sphere covering bound.
For a code over GF with length and covering radius , we have , where is the minimum cardinality of a (linear or nonlinear) code over GF with length and Hamming covering radius . This holds because any code with Hamming covering radius has rank covering radius . Because [26] , this provides a tighter bound than the one given in Proposition 6. . Therefore, any codeword in is at distance from . Thus, , which contradicts our assumption.
Lemma 7:
for all and nonnegative , and . In particular, and .
Proof: For all GF and GF , we have . Therefore, for any GF GF , we have and the first claim follows. In particular, and yield the other two claims, respectively.
B. Lower Bounds for the Sphere Covering Problem
We now derive two nontrivial lower bounds on . For , we denote the volume of the intersection of two balls in GF with rank radii and a distance between their respective centers as . When there is no ambiguity about the vector space considered, we simply denote it as . is well defined by Lemma 6, and obviously when . 
Because for , (2) reduces to (1) .
Note that the right-hand side (RHS) of (1) is a nondecreasing function of , thus the bound is tightest when . Although is unknown in general, this bound can be used iteratively: we start with any lower bound on , and using the largest , the RHS of (1) results in a new lower bound on ; we repeat this until (1) does not offer any improvement on the value of . The initial condition could be either any other lower bound on , or (which actually is a refinement of the lower bound in Proposition 6).
Corollary 2: For
Proof: This is a special case of Proposition 8 for .
Corollary 3: For all , and
Proof: Because the balls of rank radius around the codewords of an MRD code do not intersect,
. By the sphere covering bound, we obtain , and hence,
. Use Proposition 8 for , and by Proposition 5.
The bound in Corollary 3 can be viewed as the counterpart in the rank metric of the bound in [31, Theorem 1].
Van Wee [32] , [33] derived several bounds on codes with Hamming covering radii based on the excess of a code, which is determined by the number of codewords covering the same vectors. Although the concepts in [32] and [33] were developed for the Hamming metric, they are in fact independent of the underlying metric and we adapt them to the rank metric. For all GF and a code with covering radius , the excess on by is defined to be . If is a family of disjoint subsets of GF , then . We define GF , i.e., is the set of vectors covered by at least two codewords in . Note that if and only if . It can be shown that GF . Before deriving the second nontrivial lower bound, we need the following adaptation of [33, Lemma 8] . Let be a code with length and rank covering radius over GF . We define GF . The Proof of Proposition 9, provided in part A of the Appendix, uses the approach in the proof of [33, Theorem 6] and is based on the concept of excess. The lower bounds in Propositions 8 and 9, when applicable, are at least as tight as the sphere covering bound. For , Proposition 9 is refined into the following. 
C. Upper Bounds for the Sphere Covering Problem
From the perspective of covering, the following lemma gives a characterization of MRD codes in terms of ELSs. For , let GF be a basis set of GF over GF , and let be a basis of GF over GF . We define the linear mapping between two vector spaces GF and given by for . We remark that implies that maps GF to itself. This can be generalized to -dimensional vectors, by applying componentwise. We thus define GF GF such that for any . Note that depends on , but we omit this dependence for simplicity of notation. This function is a linear bijection from GF to its image , and hence, preserves the rank. also introduces a connection between ELSs as shown below. is a rank-preserving mapping from GF to a subset of GF similar to above, has covering radius . Thus, .
We use the properties of in Lemma 7 to obtain a tighter upper bound when . It is clear that the upper bound in (3) is tighter than the upper bound in Proposition 6. It can also be shown that it is tighter than the bound in Corollary 6.
The following upper bound is an adaptation of [26, Theorem 12.1.2].
Proposition 12: For
Our proof, given in part C of the Appendix, adopts the approach used to prove [ , and is the th harmonic number. Proof: We denote the vectors of GF as for and we consider a square matrix defined as if and otherwise. Note that each row and each column of has exactly ones. We present an algorithm that selects columns of with no all-zero rows. These columns thus represent a code with cardinality and covering radius .
Set and . For , repeat the following step. First, select from a maximal set of columns of weight with pairwise disjoint supports. Then, remove these columns and all the rows incident to one of them, and denote the remaining matrix as . The set of all selected columns hence contains no all-zero rows and forms a covering code.
For
, we can select an linear MRD code for the first step. Because an MRD code is maximal, its codewords correspond to a maximal set of columns with disjoint supports. If is chosen to be a single codeword, and . Thus, and , where . We now establish two upper bounds on for . First, it is obvious that . Also, every row of contains exactly ones; on the other hand, every column of contains at most ones. Hence, for , and thus
Clearly, by (5 [34] .
Proof: Using (5), we obtain . The proof is concluded by [34] .
D. Covering Properties of Linear Rank Metric Codes
Proposition 6 yields bounds on the dimension of a linear code with a given rank covering radius.
Proposition 14:
An linear code over GF with rank covering radius satisfies . Proof: The upper bound was proved as part of the proof of Proposition 6. We now prove the lower bound. By the sphere covering bound, we have . However, by Lemma 5, we have , and hence, .
We do not adapt the bounds in Propositions 8 and 9 as their advantage over the lower bound in Proposition 14 is not significant. Next, we show that the dimension of a linear code with a given rank covering radius can be determined under some conditions. A similar argument can be used to bound the covering radius of the Cartesian products of generalized Gabidulin codes.
Corollary 8: Let be an generalized Gabidulin code
, and let be the code obtained by Cartesian products of for . Then, the rank covering radius of satisfies .
Note that when is a maximal code, and hence, Corollary 8 can be further strengthened.
Corollary 9:
Let be an generalized Gabidulin code over GF , and let be the code obtained by Cartesian products of . Then, .
E. Numerical Methods
In addition to the above bounds, we use several different numerical methods to obtain tighter upper bounds for relatively small values of , and . First, the JSL algorithm described in the proof of Proposition 13 is implemented for small parameter values. Second, local search algorithms [26] similar to the ones available for Hamming metric codes are somewhat less complex than the JSL algorithm. Although the complexity for large parameter values is prohibitive, it is feasible. Third, we construct linear codes with good covering properties, because linear codes have lower complexity.
We can finally verify if a covering radius is achievable by a given code size by brute force verification, thereby establishing lower bounds on . Obviously, this is practical for only small parameter values.
F. Tables
In Table I, we provide bounds on  , for  , and . Obviously, when
. For other sets of parameters, the tightest lower and upper bounds on are given, and letters associated with the numbers are used to indicate the tightest bound. The lower case letters "a"-"f" correspond to the lower bounds in Propositions 6-8, Corollaries 2 and 3, and Proposition 9, respectively. The lower case letter "g" corresponds to lower bounds obtained by brute force verification. The upper case letters "A"-"E" denote the upper bounds in Proposition 6, Corollary 6, and Propositions 11-13, respectively. The upper case letters "F"-"H" correspond to upper bounds obtained by the JSL algorithm, local search algorithm, and explicit linear constructions, respectively.
In Table II , we provide bounds on the minimum dimension for , and . The unmarked entries correspond to Proposition 15. The lower case letters "a" and "e" correspond to the lower bound in Proposition 14 and the adaptation of Corollary 3 to linear codes, respectively. The lower case letter "h" corresponds to lower bounds obtained by brute force verification for linear codes. The upper case letter "A" corresponds to the upper bound in Proposition 14. The upper case letter "H" corresponds to upper bounds obtained by explicit linear constructions.
Although no analytical expression for is known to us, it can be obtained by simple counting for the bounds in Proposition 8 or Corollary 3. In part D of the Appendix, we present the values of used in calculating the values of the bounds in Proposition 8 and Corollary 2 displayed in Table I . We also present the codes, obtained by the numerical methods in Section V-E, that achieve the tightest upper bounds in Tables I  and II .
G. Asymptotic Covering Properties
Table I provides solutions to the sphere covering problem for only small values of , and . Next, we study the asymptotic covering properties when both block length and minimum rank distance go to infinity. As in Section III, we consider the case where , where is a constant. In other words, these asymptotic covering properties provide insights on the covering properties of long rank metric codes over large fields.
The asymptotic form of the bounds in Lemma 5 is given in the lemma below.
Lemma 11: For , . Proof: By Lemma 5, we have . Taking the logarithm, this becomes . The proof is concluded by taking the limit when tends to infinity.
Define
and .
The bounds in Proposition 6 and Corollary 7 together solve the asymptotic sphere covering problem.
Theorem I: For all and . Proof: By Lemma 11, the sphere covering bound asymptotically becomes . Also, by Corollary 7, , and hence, . By Lemma 11, this asymptotically becomes . Note that although we assume above for convenience, both bounds in Proposition 6 and Corollary 7 hold for any values of and .
APPENDIX
A. Proof of Proposition 9
We first establish a key lemma.
Lemma 12:
If and , then
.
Proof: By definition of , there exists such that . By Proposition 3, gets its minimal value for , which is by Proposition 5. A vector at distance from any codeword does not belong to . Therefore, , and hence, .
We now give a Proof of Proposition 9. Proof: For a code with covering radius and (6)
where (7) follows from , given in Section V-B (8) where (8) follows from Lemma 8 and .
where (9) follows the fact that the second summation is over disjoint sets . By Lemma 12, we obtain
Combining (10) and (6), we obtain the bound in Proposition 9.
B. Proof of Corollary 5
For , (10) becomes . Substituting and rearranging, we obtain the quadratic inequality in Corollary 5.
C. Proof of Proposition 12
Given a radius and a code , denote the set of vectors in GF at distance from as . To simplify notations, and . Let us denote the set of all codes over GF of length and cardinality as . Clearly,
. The average value of for all codes is given by (11) Equation (11) comes from the fact that there are codes with cardinality that do not cover . For all , there exists a code for which is no more than the average, that is Let us choose so that , and hence, . It follows that , and has covering radius at most .
D. Numerical Results
The values of , used in calculating the bounds in Proposition 8 or Corollary 2, obtained by counting are , and . We now present the codes, obtained by computer search, that achieve the tightest upper bounds in Tables I and II . The finite fields use the default generator polynomials from MATLAB [35] . First, the linear code used to show that has a generator matrix given by , where is a primitive element of GF . We use the skip-vector form [36] to represent the other codes obtained by computer search. The skip-vector form of a code over GF can be obtained as follows. First, each codeword GF is represented by an integer in according to the lexicographical order. Second, the integers are sorted in ascending order; the resulting integers are denoted as . Third, calculate defined as and for . Fourth, if , then we write .
Below are the codes obtained by the JSL algorithm:
For brevity, the details of this code are omitted. 1 Below is the code obtained by a local search algorithm:
