We deal with two discrete moment problems: first, deciding when a fixed element of R d is the vector of d first moments for some discrete probability distribution on a given interval [a, b] (feasibility moment problem) and, second, maximizing (minimizing) a given linear combination of moments on the set of discrete probability distributions on [a, b] whose d first moments are given (optimization moment problem). These problems are linked with the cyclic body (which is the union of all cyclic polytopes on [a, b]). The cyclic polytopes have been extensively studied and their combinatorial and geometric properties are noteworthy. The cyclic body also has interesting geometric properties. We totally determine its facial structure and supporting hyperplanes, and we construct an external representation by means of linear inequality systems whose coefficients are symmetric polynomials depending on parameters. These tools allow us to solve the mentioned moment problems by using linear semi-infinite programming, and we obtain a representation of non-negative polynomials over [a, b] as well.
Introduction
We address the question of when a given point in R d is the vector of the first d moments of some discrete probability distribution over an interval [a, b] ⊂ R, and the related optimization problem of finding the distribution that maximizes a certain linear combination of moments. This problem can be considered as a discrete version of the constrained moment problem stated by Chebyshev and later solved by A. Markov. See Shohat and Tamarkin [12, p. 77 t∈ [a,b] λ t (1, t, . . . , t d 
where b t := p k=1 α k t k . This program is called a dual problem in the Haar sense [2] . A discussion of the numerical treatment of (D 1 ) by means of non-linear entropy optimization can be found in Tagliani [13] .
Denoting by 1 the feasible set of (D 1 ), by μ := (μ 1 , μ 2 , . . . , μ d ) ∈ R d the vector of moments, and by [a,b] the convex hull of {(t, t 2 , . . . , t d ) : t ∈ [a, b]}, that we call cyclic body, it is obvious that 1 / = ∅ ⇐⇒ μ ∈ [a,b] .
Moreover, as we show in Theorem 3.8,
in which case the optimization problem is trivial. The associated primal program of (D 1 ) is
In general, for a duality pair {(P ), (D)} of linear semi-infinite programs, the optimal values satisfy v(D) v(P ), but a positive duality gap δ(P , D) := v(P ) − v(D) can occur, even though the values of both programs are finite (see Goberna and Lopez [5, p. 50] ). However, the constraint system of (P 1 ) is continuous on [a, b] (polynomial of degree p := deg b t ) and the point (1 + max{b t : t ∈ [a, b]}, 0, . . . , 0) ∈ R d+1 satisfies all the constraints with a positive slack (this is a Slater point). Therefore, this system has the so-called Farkas-Minkowski property, (P 1 ) is discretizable and δ(P 1 , D 1 ) = 0, [5, Theorems 5.3 and 8.2] . Moreover, if μ ∈ int [a,b] , both programs are solvable, i.e., there exist optimal solutions of (P 1 ) and (D 1 ), [5, Theorem 9.8 and Corollary 9.3.1(iv)]. Thus, an approximating optimal solution of (P 1 ) can be found by means of different linear semi-infinite programming methods: discretization [4] , local reduction, exchange, and simplex-like methods, among others (see [5, Part IV] ). Now, the active inequalities of the constraint system of (P 1 ) at an optimal solution x * are at most p/2 + 1, due to the fact that the slackness function at x * is a polynomial of degree p, nonnegative over [a, b] . Then, by the complementary slackness property, every optimal solution λ * of (D 1 ) satisfies |supp(λ * )| p/2 + 1, and the constraint system of (D 1 ), which has d + 1 linear equations and at most p/2 + 1 unknowns, is consistent.
On the other hand, given real numbers t 1 < t 2 < · · · < t n , the convex hull of {(t i , t 2 i , . . . , t d i ) : i = 1, 2, . . . , n} is a cyclic polytope [1, 14] , and its combinatorial and geometric properties are noteworthy. The cyclic body, which is the union of all cyclic polytopes on [a, b], also has interesting geometric properties. The knowledge of the facial structure of the cyclic body and the characterization of its supporting hyperplanes allow us to construct an external representation by means of linear semi-infinite inequality systems whose coefficients are elementary symmetric polynomials depending on parameters. That representation permits to solve the feasibility moment problem (2), together with the uniqueness question (3), by finding the global minimum of a pair of multivariate polynomials on a compact interval in R n (see [8] for a specific numerical method).
This paper is organized as follows. In Section 2 the notation and some preliminary results are given. In Section 3 the facial structure, supporting hyperplanes, and boundary points of the cyclic body are studied. In Section 4 an external representation of [a,b] is given. Consequently, a necessary and sufficient condition for the feasibility moment problem and a representation of non-negative polynomials on an interval, are stated. Finally, in Section 5 illustrative optimization moment problems are solved in the way outlined in this introduction.
Notation and preliminary results
For general concepts (e.g. those of proper and exposed faces of a convex set) the main references are Brøndsted [1] and Schneider [10] . We denote by a the integer part of a number
The convex, affine and conical convex (containing the origin) hulls of M are denoted by conv M, aff M, and cone M, respectively. In addition, cl M, int M, bd M, and ri M denote the closure, the interior, the boundary, and the relative interior (with regard to aff M) of M. For C / = ∅ convex and closed, the dimension of C is dim C := dim aff C.
. . , t n ) we denote a finite linearly ordered set of real numbers t 1 < t 2 < · · · < t n , and T is a cyclic polytope. It is known that any d + 1 points in (R) are always affinely independent [1, 14] , so that T is full-dimensional if |T | d + 1. Also, for any linearly ordered sets T and S with |T | = |S| d + 1, T and S are combinatorially equivalent. For a non-empty subset S of a linearly ordered set T , by a component of S we mean a non-empty subset U of S of the form U = {t j , t j +1 , . . . , t k } such that
A component containing an odd number of points is called an odd component. We denote odd(S, T ) the number of odd proper component of S in T . The following result generalizes Gale's evenness condition [3] , regarding the facets of a cyclic polytope. 
Example 2.2 (Generalized Vandermonde determinant
By induction hypothesis, the first term in (6) is equal to
Now we proceed by induction on k, being the hypothesis that if the two following conditions hold, n j n + 1 for j k, and n j n for j > k, then the result is true. Proof. Let A := {x ∈ R d+1 : x ∈ A} and let M be the matrix whose columns are the elements of A. For any i such that n i > 1, due to properties of the determinant function, we have
Now, if n i > 2 we proceed again in the same form, to finally obtain
using Lemma 2.3. Therefore, A is a linearly independent set, then A is affinely independent, and so, conv A is a d-simplex whose facets obviously determine linearly independent hyperplanes.
Now we fix some notation and recall some results. The set of extreme points and the set of exposed extreme points of a closed convex set C are denoted by ext C and exp C, respectively. By a theorem of Minkowski [10, Corollary 1.4.5], if C is a compact convex set then C = conv ext C. In this case,
by Straszewicz's theorem [10, Theorem 1.4.7] . For a convex cone K (always 0 ∈ K) the linearity subspace of K, denoted by lin K, is the maximum linear space contained in K. The feasible directions cone for C at x ∈ bd C is D(C, x) := cone(C − x), and the support cone
are supporting hyperplane and half-space for C at x, respectively.
The
Obviously, M o is always convex and closed, and 0 ∈ M o . If C is convex, closed and 0 ∈ C, then C oo = C and we have
a statement where C and C o can be interchanged. By aconvex body we mean a closed convex set C R d such that 0 ∈ int C. In this case, given a non-empty convex set F ⊂ bd C, its conjugate set is
In fact, F is a proper exposed face of C o . This -operation inverts the inclusion and F = F if and only if F is a proper exposed face of C, [7, Theorem 2.4] . Now, we recall some results which involve new concepts. The supporting hyperplane H 0
is said to be tangent [9] to a convex body C at x ∈ bd C, if y is a unique element of R d such that x, y = −1 (it is called a regular hyperplane in [6] ). In this case, x is called a tangency point of bd C (a regular or smooth point in Schneider [10, p. 73]), and we denote by (C) the set of tangency points. Further, the tangent hyperplane and half-space at x ∈ (C) are denoted by H 0 x and H + x . We also say that H 0 x ∩ C is a regular face of C. Thus, a proper exposed face F of C is regular if and only if
holds for all (any) x ∈ ri F . According to Theorem 1 in [9] , given a convex body C the following assertions are equivalent to each other:
As a consequence of (7) and (8), (11) and (10) are representations of C o and C, respectively. Moreover, there is a one-to-one correspondence between regular faces of C and points in exp C o , via -conjugation (see [6, Lemma 4.1] ). Therefore, a regular face of C is a maximal proper face. Note that for a full-dimensional closed convex set C, with or without 0 ∈ int C, property (9), representation (10) , and the property of the regular faces being maximal, remain true. The next lemma summarizes the preceding results. 
The boundary of the cyclic body
In this section we consider a proper interval [a, b] and its corresponding cyclic body [a,b] in R d , which is compact, convex and full-dimensional. 1 , t 2 
Proof. By Proposition 3.2, F = T for T = (t
In the three cases the condition of form (a, t 1 , s 1 , . . . , t j , s j , t j +1 , b) , a contradiction also occurs. Therefore, every proper face of [a,b] belongs to one of the three kinds of considered faces. 
Set x 0 := 1 and let
Denoting by z i and n i , i = 1, 2, . . . , m + 2q, the roots of f (t) and their multiplicities, let H :
where we use the notation of Lemma 2.3.
Moreover, if p := t i a n i then (−1) p f (t) 0 for all t ∈ [a, b], and (−1) p H f (x) 0 for all x ∈ [a,b] . In addition, the hyperplane H 0 f supports [a,b] at the set conv{ t i : a t i b}.
Proof. Applying (13) to t yields
Multiplying both sides in (16) by
and using Lemma 2.3 and (14) i=1 n i . Select m − (j + 1) real numbers such that b < t j +2 < · · · < t m , and set the multiplicities as n i := 1 for i = j + 2, . . . , m. Then, the hyperplane H 0 f of Theorem 3.6 supports [a,b] at F , so that F is exposed. 
(ii) x is a unique positive convex combination of points in ([a, b] ). [a,b] , let F x be the smallest face of [a,b] containing x. Then, by Theorems 5.3 and 5.6 in [1] , F x ⊂ bd [a,b] , x ∈ ri F x , and j := dim F x < d. Because F x is a simplex, x is a unique positive convex combination of the j + 1 vertices of F x . Moreover, if x is a positive convex combination of points in [a,b] , these points must be in F x because F x is exposed (Corollary 3.7). In addition, j [a,b] such that x is an interior point of the segment [ t 0 , y]. Applying (i) to the point y, a positive convex combination for x is obtained, which depends on t 0 .
Moreover, this combination has at most
d 2 + 1 points.
Proof. (i) ⇒ (ii). For x ∈ bd
+ 1 d/2 + 1 by Proposition 3.4. (ii) ⇒ (i). If x ∈ int [a,b] , for each t 0 ∈ [a, b] there is y ∈ bd
An external representation of the cyclic body
We continue considering given [a,b] 
be a linearly ordered set and let T be a proper j -face of [a,b] . The support cone for [a,b] at any point x ∈ ri T satisfies
Proof. Denote by s := |{t i ∈ T : a < t i < b}|, let m : 
On the other hand, the subset
of the affinely independent set A of Lemma 2.4, contains j + 1 + s points, so that, dim conv B = j + s. Since B − x ⊂ S( [a,b] , x) holds for any x ∈ ri T , we conclude that dim lin S( [a,b] , x) j + s. [a,b] , and their corresponding regular faces, are the following: if d = 2m, they are defined by the linear functions (−1) p H f of Theorem 3.6 determined by 
Theorem 4.2. The hyperplanes tangent to
∈ G, so that G is not maximal, nor regular either. 
and if d = 2m + 1, the system τ = τ 3 ∪ τ 4 given by
Remark 4.5. Note that the system τ of Corollary 4.4 is continuous on the compact set of the parameters, so that the set of points satisfying all the constraints of τ with a positive slack (Slater points) coincides with the (non-empty) interior of [a,b] (see [5, Theorem 6.1] ). Therefore, we can solve the feasibility moment problem (2) together with the uniqueness question (3), by finding the global minimum of a pair of multivariate polynomials on a compact interval in R n . Now we reformulate Corollary 4.4 and Theorem 3.8 in a more classic form (see [12] We close this Section with a result on representation of polynomials.
Theorem 4.7. A polynomial g(t) of degree d, non-negative on the interval [a, b], admits a representation
Consequently, if d = 2m, it admits a representation 
