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We retrieve depth information (moments) of an object using partially coherent fields and defocus
induced holographic contrast. Our analysis leads to a form of tomography that does not require
sample or source rotation. The tomography method presented here is performed with only two
in-line images.
In–line holographic imaging is one of the most pow-
erful means of studying specimens at micron and sub
micron length scales [1]. Most holographic experiments
are performed using beams with a high degree of spatial
and temporal coherence to yield greater visibility of the
interference images. Naturally, the correlation between
coherence and visibility prompts a tendency to devote
significant resources to developing new technologies that
produce beams with higher coherence. This motivation
is compounded, since most quantitative analytical meth-
ods rely on the strong assumption that the beam is fully
coherent [2].
In this study we demonstrate that the partially co-
herent nature of radiation allows the inference of addi-
tional quantitative information of a specimen in the form
of depth moments. Under the fully coherent assumption
these depth moments cannot be retrieved unless the sam-
ple is probed at different orientations. This retrieval of
depth moments leads to a form of tomography that does
not involve source and sample rotation, either explicitly
or implicitly. Moments of scattering distributions pro-
vide robust measures of structure, for a wide variety of
specimens. For example, Berry and Gibbs [3] showed
how to measure mean square specimen densities via in-
version of an autocorrelation function from a single mi-
crograph projection, for statistically isotropic scatterers.
By considering incident polychromatic plane waves, Fis-
cher and Wolf [4] derived the second moment of the scat-
tering potential for quasi-homogeneous specimens from
far-field data, whilst Baliene and Dogariu [5] experimen-
tally obtained the pair-correlation function for such spec-
imens by varying the degree of spatial coherence in a
quasi-monochromatic incident beam. In a different con-
text, Teague described how images can be decomposed
in terms of moments, a finite number of which suffice for
reconstruction of salient image features [6]. To advance
automated pattern recognition, Teague also showed how
to efficiently measure transverse moments of images from
transparencies using laser interferometry [7]. In this work
we describe how to measure longitudinal moments of
specimens along the propagation direction of the incident
radiation, in a through-focus imaging context.
Consider an object that is composed of a single mate-
rial with complex refractive index n = 1 − δ + iβ, pro-
jected thickness Tθ(x, z = 0) and illuminated with parax-
ial quasimonochromatic radiation. Note, only one trans-
verse dimension x will be utilized for simplicity. Then,
for sufficiently small object–to–detector distance z which
is located downstream from the object, the propagated
spectral density S be given by:
S(x, z) = 1 + (zk−1δ∂2x − µ) 〈Tθ(x, z = 0)〉θ , (1)
Here, the linear absorption coefficient is µ = 2kβ where k
is the wavenumber. The symbols 〈〉θ denote the ensemble
average over a range of angles θ, and ∂2x represents the
2nd order derivative with respect to x. Note that Eq. 1
is a special case of the more generalized form derived
by Beltran et al.. [8] for arbitrary forms of aberrated
imaging systems. Equation 1 can be inverted to retrieve
〈Tθ(x, z = 0)〉θ via:
〈Tθ(x, z = 0)〉θ = F−1
1
zk−1δk2x + µ
F {1− S(x, z)} (2)
where, F and F−1 denote forward and inverse Fourier
transforms, respectively.
From a physical view point 〈Tθ(x, z = 0)〉θ describes
the average projected thickness over an ensemble of an-
gular directions, which make an angle θ with respect to
the optic axis z. This average can be expressed as:
〈Tθ(x, z = 0)〉θ =
∫ 
−
h(θ)Tθ(x, z = 0)dθ (3)
where, h(θ) represents the probability distribution of the
various wavefield directions kθ of the incoming beam
that parametrizes all members of the statistical ensem-
ble. Here, all wavefield directions kθ make an angle θ
about the z–axis.
The function Tθ(x, z = 0) can be described by a se-
ries of line integrals along the object’s density function
at many angular orientations (i.e. the Radon trans-
form). Consider the diagram in Fig. 1b, which por-
trays a two-dimensional density function ρ(x1, x2) with
a series of parallel lines used to define integrals along
ray paths that comprise a projection of ρ(x1, x2) at a
given angle. The variable s is the shortest distance from
the origin to the parallel lines. The equation of each
line can be parametrised in terms of the unit normal
nˆ = (cos Ω, sin Ω) to give the standard form [9].
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2x1 cos Ω + x2 sin Ω = s. (4)
With reference to Fig. 1 (b) we can express Eq. 4 in
terms of the angle between the x1 axis and projection
z–axis with the substitution Ω = pi/2 − θ. With this
geometry the projected thickness, in the form of a Radon
transform, is
Tθ(s) =
∫∫ ∞
−∞
ρ(x1, x2)δˆ(s− [x1 sin θ + x2 cos θ])dx1dx2.
(5)
Here δˆ is the Dirac delta function. Now consider a par-
tially coherent beam with a h(θ) that comprises a small
angular range, that is θ  1, such that Eq. 4 asymptot-
ically becomes x1θ + x2 = s. Invoking the Dirac delta
sifting property on the x2 variable, the integrand in Eq. 5
becomes ρ(x1, s − x1θ) and we are left with an integral
over x1. In this small θ limit, the two coordinate systems
in Fig. 1 align, to identify x1 = z and distances on the
detector as s = x. Taylor expand about x, such that
Eq. 5 becomes,
Tθ(x) =
∑
j
(−θ)j
j!
∂jx
∫ ∞
−∞
zjρ(x, z)dz. (6)
Each member of the light field’s statistical ensem-
ble, characterized by the angle of propagation θ, probes
a different path through the thickness which is angle–
dependent. Moreover, Eq. 6 defines this angle depen-
dence in the |θ|  1 limit as a series of longitudinal mo-
ments along the average propagation direction or z-axis,
with increasing orders of transverse spatial derivatives
acting on successively higher orders of moment. These
moments represent depth information of the specimen
density; the 0th moment is the projected thickness at
θ = 0, the 1st order moment is proportional to the cen-
troid of ρ(x, z) and the 2nd moment is related to the
moment of inertia etc. In this context, perfectly coher-
ent illumination oriented along the z-axis would yield
the 0th moment and no other information. Hence, whilst
partial coherence degrades the visibility of propagation–
induced interference fringes, members of the statistical
ensemble provide additional information about the spec-
imen as a form of micro–tomography evidenced by the hi-
erarchy of θ–induced moments. Indeed, suppose that all
z–moments are measured and the transverse derivatives
have somehow been inverted. One could then construct a
characteristic function in a space Fourier-conjugate to z,
the inverse Fourier transform of which would reconstruct
ρ(x, z) for each x [10]. It remains to assign statistical
weights to members of the ensemble and average over
the angular distribution,
FIG. 1. a) Imaging setup to extract depth moments from a
sample. b) For a particular direction of radiation, parallel line
integrals project the object density function ρ(x1, x2) onto the
detector. s and Ω are polar coordinates. The partially coher-
ent source is composed of an ensemble of radiation directions
indexed by θ.
〈Tθ(x)〉θ =
∑
j
hjθLjρ
j
z,
where, hjθ =
∫ 
−
h(θ)(−θ)jdθ,
Lj =
1
j!
∂jx, ρ
j
z =
∫ ∞
−∞
zjρ(x, z)dz. (7)
Recalling Eq. 1, Eq. 7 shows that longitudinal moments
of ρ(x, z) can be experimentally measured from propaga-
tion induced contrast in the spectral density, and sepa-
rated if the moments of h(θ) are known for a sufficiently
well characterised source. To this end, consider a vari-
ation of the source moments hjθ created by changing,
say, the physical limits of all θ that contribute to the
spectral density to define a set of n angular ranges such
that θ spans ±n for the nth range. Upon retrieving
〈Tθ(x, z = 0)〉n via Eq. 1, and using a measured set of
jth order moments for each of the n sources, hjn , Eq. 7
can be structured in matrix form:

〈Tθ(x)〉1〈Tθ(x)〉2
...
〈Tθ(x)〉n
 =

h01 h
1
1 · · · hj1
h02 h
1
2 · · · hj2
...
...
. . .
...
h0n h
1
n · · · hjn


L0ρ
0
z
L1ρ
1
z
...
Ljρ
j
z
 (8)
To measure a 2nd order longitudinal moment of the
density, Eq. 8 implies that a minimum of three angular
ranges for the source distribution is required. However
3for a symmetric source, all odd moments of h(θ) are nat-
urally zero, hence only two variations of  are required
in that context. Similarly, whilst no purely odd source
distribution is possible since h(θ) is necessarily positive-
definite, a highly asymmetric h(θ) may comprise a pre-
dominant 1st order moment h11 . In that case, Eq. 8 can
also be approximated as a 2 × 2 matrix equation to re-
trieve L1ρ
1
z, which yields a desired 1
st order longitudinal
moment ρ1z of the specimen density ρ(x, z) after integra-
tion along the x-axis.
For a field characterised by two angular degrees of free-
dom θ and χ, incident upon a three dimensional (3D)
object ρ(x1, x2, x3), we require two versions of Eq. 4 for
two parameters s1 and s2, which we identify with planar
detector coordinates x and y. The product of two Dirac
delta functions filters x2 and x3 in a 3D form of Eq. 5
such that a corresponding Taylor series in x and y for
|θ|  1, |χ|  1, yields the following generalisation of
Eq. 7,
〈T(x, y)〉θ,χ =
∑
j,l
hj,lθ,χLj,lρ
j,l
z ,
where, hj,lθ,χ =
∫ η
−η
∫ 
−
h(θ, χ)(−θ)j(−χ)ldθdχ,
Lj,l =
1
j!l!
∂jx∂
l
y, ρ
j,l
z =
∫ ∞
−∞
zj+lρ(x, y, z)dz. (9)
For homogeneous objects, with uniform refraction and
attenuation properties, the average thickness and 1st lon-
gitudinal moment can be used to reconstruct the 3D (or
2D) shape, provided that the thickness is well defined
(not multivalued along the average propagation direc-
tion). Likewise, a broader class of other objects can be
completely reconstructed using the 0th, 1st and 2nd mo-
ments alone; and so on. In the simulations that follow,
we have chosen a non-trivial 2D homogeneous object to
demonstrate this point.
Refer once again to the imaging setup in Fig. 1. The
filter acts as a monochromator to achieve a partially co-
herent exit field of mean wavelength λ. We assume the
aperture size D is adjustable to allow the coherence of
the exit field to be varied. Here, the aberrated imaging
system has only a defocus type aberration present, which
is the propagation distance z between the object and the
detector.
To simulate the spectral density given an ensemble of
monochromatic plane waves, we first separately calcu-
lated the exit wavefield Ψθm(x, z = 0) for each discrete
orientation θm. The exit wavefield was calculated us-
ing the projection approximation with δ = 4× 10−7 and
β = 1 × 10−9 with 11 keV photons to satisfy the weak
phase-amplitude condition at X-ray wavelengths. The
crescent-shaped simulated object was 0.6 mm across in
the transverse direction. Each exit wavefield was propa-
gated a defocus distance z = 0.5 m to obtain Ψθm(x, z),
using the angular-spectrum formalism for each discrete
FIG. 2. Spectral density intensity profiles of forward simula-
tions of a partially coherent field illuminating the object in
Fig. 1 (scaled inset) using different angular ranges. (a) The
black profile was generated using 1 = 6.0 µrad and the red
profile was generated using 2 = 9.0 µrad. (b) The black pro-
file was generated using 1 = 0.3 µrad and the red profile was
generated using 2 = 30.0 µrad.
orientation θm [11]. Upon propagating all wavefields in
the ensemble, the cross-spectral density was calculated
with
W(x1, x2, z) =
∑
m
h(θm)Ψ
∗
θm(x1, z)Ψθm(x2, z). (10)
For our simulations we used a probability distribution
of the form h(θ) = 122 θ +
1
2 to emulate an asymmetric
source. The output spectral density was obtained by tak-
ing the diagonal of Eq. 10; that is, S(x, z) = W(x, x, z).
Pairs of intensity profiles of this spectral density are
shown in Fig. 2 (a) and (b). In Fig. 2 (a) the black
and red curves were calculated using the respective an-
gular range of 1 = 6.0 µrad and 2 = 9.0 µrad. These
values were chosen to mimic intermediate to high spatial
coherence. Here both curves are almost indistinguishable
except in the inner fringes were we can see a slight degra-
dation in visibility. The angular range for the black curve
in Fig. 2 (b) was 1 = 0.3 µrad to mimic an X-ray beam
exhibiting a high degree of spatial coherence. Here, Fres-
nel fringes are clearly visible at the sharp edges along the
transverse direction of the object as a result of free space
propagation. In contrast, the red curve was simulated
using 2 = 30.0 µrad, which is 100× larger than that
used to calculate the red curve. This emulates an X-ray
beam with a substantially diminished degree of spatial
4coherence and can be achieved in practice by increasing
the size D of the aperture. 0.5% Poisson noise was added
to each spectral density profile in (b).
Since the angular ranges n used here are substantially
small, moments higher than first order are negligible. Ac-
cordingly, Eq. 8 was solved as a 2×2 matrix equation.
Figure 3 shows profiles of the retrieved zero ρ0z and first
ρ1z order moments. Lastly, Fig. 4a and Fig. 4b display the
tomographic reconstruction of the object in the respec-
tive absence and presence of noise. These delineations of
the specimen boundaries were obtained by respectively
adding and subtracting half of the 0th moment from the
1st moment normalized by the 0th moment, to create the
upper and lower curves in each panel.
FIG. 3. (a) and (b) show the recovered zero and first order
moments of the object in Fig. 1 using the noise-free spectral
densities generated in Fig. 2 (a). The retrieved moments are
the red curves, which are overlaid with profiles of the nu-
merically exact moments (black curves). (c) and (d) were
recovered using spectral densities generated in Fig. 2 (b) with
0.5% added Poisson noise.
FIG. 4. Tomographic reconstruction of the object in Fig. 1
using retrieved moments in Fig. 3. (a) is reconstructed from
the moments in Fig. 3 (c) and (d). (b) is reconstructed from
the moments in Fig. 3 (a) and (b). Each panel represents a
pair of overlaid graphs; one for the top surface and another
for the bottom.
Before commenting on the simulation findings, it is
worth interpreting the broader implications of the theory
described here. Considering a 3D specimen density, Eq. 2
extends to a generalized form of in-line holography [1], for
monochromatic realisations of the partially coherent inci-
dent field, representing a solution of an effective transport
of intensity equation (TIE) for weakly scattering objects
[12]. Further utilizing Eqs. 8 and 9, the Lj,lρ
j,l
z can sim-
ilarly be retrieved and then transversely integrated to
yield the desired specimen moments ρj,lz . Note that, for
a one-dimensional (1D) source h(θ, χ) ≡ δˆ(χ)h(θ), Eq. 9
reduces to the simpler form of Eq. 7, albeit with den-
sity ρ(x, y, z). Hence for 3D objects it would appear ad-
vantageous to restrict experiments to solely employ 1D
sources. However, whilst the linear system in Eq. 8 is
more challenging to solve for Lj,lρ
j,l
z in 3D, a 2
nd trans-
verse dimension offers increased numerical stability for
the subsequent transverse integrations to recover each
ρj,lz [13].
In some contexts, the transverse gradients of the mo-
ments ρj,lz may be of direct physical interest and trans-
verse integration of Lj,lρ
j,l
z may then be undesirable. For
example, consider coherent fast electrons, which suffer
phase changes in proportion to projected electromag-
netic potentials for weak fields, as a consequence the
Aharonov-Bohm effect [14]. In this context, the coherent
defocus induced intensity change is then proportional to
the Laplacian of the projected specimen potential. For
coherent plane wave electrons, the Laplacian of the 0th
specimen moment provides the projected charge density,
on account of Poisson’s equation, which is a well known
result in electron microscopy [16]. For a statistical en-
semble of such waves from a symmetric source, defined
by a circular angle-limiting aperture, our formalism con-
nects the z-propagated spectral density to the transverse
Laplacian of the ensemble averaged potentials through a
2D form of Eq. 1. In turn, L2,0ρ
2,0
z + L0,2ρ
0,2
z represents
the 2nd longitudinal moment of the charge density, since
ρ0,2z = ρ
2,0
z ≡ ρ2z. Likewise, the retrieved 0th longitudinal
moment ρ0z can be weighted and integrated along x and
y to give the transverse moments ρ2x and ρ
2
y, respectively.
Hence the complete 2nd moment of the charge density
< r2 >= ρ2x+ρ
2
y+ρ
2
z can be measured from as few as two
images. Often this moment is connected to the diagmag-
netic susceptibility through the mean inner potential for
strictly spherically symmetric charge distributions [15].
Here we promote the prospect of mapping the variance
< r2 > of arbitrary electromagnetic charge distributions
for weakly refracting objects. Since the specimen need
not be rotated, this form of micro-tomography may prove
useful for bright-field aberration-corrected experiments
of 2D materials at atomic resolution, for specimens such
as doped graphene which contain transversely modulated
charge densities [17]. For different specimens cooled be-
low and above the transition temperature temperature,
such experiments could provide vital insights for the the-
ory of superconductivity [18].
In the simulation results in Fig. 2, the reduction in
coherence is manifested as a degradation of fringe vis-
ibility. For this case it is more evident in the fringes
produced at inner edges of the object where they have
5been almost completely blurred out. It is this variation
in fringe blurring which conveys the desired depth mo-
ment information. Figure 3 shows that the 0th and 1st
moments were reliably recovered from the data in Fig. 2,
with some deformation of the 1st moment due to noise-
induced artefacts arising from the Fourier inversions re-
quired in Eq. 2 and Eq. 7. Lastly, Fig. 4 shows that
the top and bottom surfaces of the object can be faith-
fully reconstructed. The apparent deformations of the
tomogram in Fig. 4b due to noise might be countered by
improved regularization in each Fourier inversion, how-
ever an in depth exploration of optimal numerics in this
context is outside the scope of this paper.
In the context of interferometry, such as in-line holog-
raphy or phase contrast imaging, partial coherence is of-
ten deemed to be detrimental, as the resulting loss of
fringe visibility appears to degrade interference informa-
tion. On the contrary, our theoretical study shows that a
partially spatially coherent source can provide new infor-
mation about weakly scattering specimens in the form of
moments about the axis of propagation, which conveys
robust measures of depth structure. As a byproduct of
these insights, the proof-of-principle simulations reported
here demonstrated an efficient (two-image) form of in-line
holographic tomography, which does not require rotation.
This moment retrieval scheme may prove useful for low-
dose 3D imaging with partially spatially coherent X-ray
sources.
The framework developed here may be compared to,
and contrasted with, the formalism based on the TIE
[12, 19–22]. In its typical form, the TIE formalism as-
sumes the projection approximation, and therefore does
not facilitate the recovery of depth information without
sample rotation. The effects of partial coherence can be
incorporated into a TIE analysis [22, 23] but the formal-
ism remains one in which depth information is not ob-
tained, unless the sample is physically rotated. Broadly
speaking, partially-coherent TIE analyses view partial
coherence as a factor that must be accounted for so as
to properly recover projected quantities, without mak-
ing use of such partial coherence to extract depth infor-
mation. Similar remarks can be made regarding other
methods where the source or detector is shaped, such as
differential phase contrast [13, 24–29]. All of the above
may be contrasted with the moment-recovery formalism
of the present paper, which exploits the additional in-
formation furnished via coherence variation to extract
longitudinal depth moments without the need for sample
rotation.
As to the practical limitations of our means for retriev-
ing depth moments via coherence variation, the preci-
sion with which one can determine the varying coherence
properties of the source is an obvious and natural prac-
tical limitation. Moreover, the difference in coherence
properties (e.g. source size, angular distribution of en-
semble of fields for each stochastic source etc.) between
measurements for our method, must be (i) sufficiently
large for there to be a statistically significant difference
between the data such that the associated difference sig-
nal is meaningful; and (ii) sufficiently small that both of
the partially-coherent sources are not so lacking in co-
herence as to wash out meaningful information in the
data. Another obvious limitation, which could be said
to apply to all imaging schemes, is the need for a suf-
ficiently high signal-to-noise ratio in the raw intensity
data. Lastly, we mention that the limitations in the sta-
bility of the method can be readily analysed by studying
the condition number (ratio of maximum to minimum
singular values) of the matrix appearing in Eq. 8. The
closer this condition number is to unity, the more stable
the recovery. This last-mentioned fact will be useful in
the future practical application of our method.
[1] D. Gabor, Nature, 161, 777-778, 1948.
[2] D. M. Paganin, Coherent X-ray Optics, (Oxford Univer-
sity Press, Oxford, 2006).
[3] M. V. Berry and D. F. Gibbs, Proc. Roy. Soc. Lond. A,
314, 143-152, 1970.
[4] D. G. Fischer and E. Wolf, J. Opt. Soc. Am. A, 11, 1128-
1135, 1994.
[5] E. Baleine and D. F. Dogariu, J. Opt. Soc. Am. A, 21,
1917-23, 2004.
[6] M. R. Teague, J. Opt. Soc. Am., 70, 920-30, 1980.
[7] M. R. Teague, Appl. Opt., 19, 1353-56, 1980.
[8] Beltran et al., Opt. Commun., 355, 398-405, 2015.
[9] A.C. Kak and M. Slaney, Principles of Computerized To-
mographic Imaging, (IEEE, New York, 2001).
[10] M. Abramowitz and I. A. Stegun, Handbook of
Mathematical Functions with Formulas, Graphs,
and Mathematical Tables, Online version availible at
http://app.knovel.com/hotlink/toc/id:kpHMFFGMT1/handbook-
mathematical/handbook-mathematical.
[11] D. Pelliccia and D. M. Paganin, Phys. Rev. A, 86, 015802,
2012.
[12] M. R. Teague, J. Opt. Soc. Am., 73, 1434-1441, 1983.
[13] Arnison et al., J. Microsc., 214, 7-12, 2004.
[14] Y. Aharonov and D. Bohm, Phys. Rev., 115, 458, 1959.
[15] D. K. Saldin and J. C. H. Spence, Ultramicroscopy, 55,
397-406, 1994.
[16] D. F. Lynch, A. F. Moodie and M. A. O’Keefe, Acta
Cryst., A31, 300-307, 1975.
[17] Meyer et al., Nature Materials, 10, 209-215, 2001.
[18] T. E. Hirsch, Ann. Phys. (Berlin), 526, 63-78, 2014.
[19] T. E. Gureyev, A. Roberts and K. A. Nugent, J. Opt.
Soc. Am. A, 12, 1932-1941, 1995.
[20] T. E. Gureyev, A. Roberts and K. A. Nugent, J. Opt.
Soc. Am. A, 12, 1942-1946, 1995.
[21] T. E. Gureyev and K. A. Nugent, Opt. Commun., 133,
339-346, 1997.
[22] D. Paganin and K. A. Nugent, Phys. Rev. Lett. 80, 2586-
2589, 1998.
[23] C. Petruccelli, L. Tian and G. Barbastathis, Opt. Ex-
press, 21, 14430-14441, 2013.
[24] N. H. Dekkers and H. de Lang, Optik, 4, 452-456, 1974.
[25] J. N. Chapman, P. E. Batson, E. M. Waddell and R. P.
Ferrier, Ultramicroscopy, 3, 203-214, 1978.
[26] S. B. Mehta and Colin J.R. Sheppard, Opt. Lett., 34,
61924-1926, 2009.
[27] M. D. de Jonge et al., Phys. Rev. Lett., 100, 163902,
2008.
[28] K. S. Morgan, D. M. Paganin and K. K. W. Siu, Opt.
Express, 19, 19781-19789, 2011.
[29] K. S. Morgan, D. M. Paganin and K. K. W. Siu, Appl.
Phys. Lett., 100, 124102, 2012.
