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Resume
Manufacturing Message Specication MMS est un protocole de la couche application de lOSI
dont le but est de permettre le contr
ole par des applications distantes les clients dequipements
industriels divers et heterogenes les serveurs Cette messagerie industrielle est en train de devenir un
point de passage incontournable dans le monde des applications industrielles mais aussi dans dautres
domaines qui ne sont pas limites a la productique Mais si MMS regle le probleme de lheterogeneite
cest au prix dune norme complexe encore trop meconnue et souvent sous	exploitee Lobjectif de
cette these est de proposer une architecture des systemes bases sur la norme MMS qui permette a
la fois den simplier lutilisation et den etendre les possibilites pour mieux satisfaire les besoins des
utilisateurs
Nous commencons par eectuer une etude detaillee des fonctionnalites MMS que sont les sema	
phores et les evenements aspects de MMS encore sous	utilises pour ne pas dire inconnus La methode
suivie est de ramener les semaphores et evenements MMS a des concepts similaires et connus Cette
approche qui na semble	t	il pas encore ete suivie par dautres auteurs nous permet de clarier les
concepts de semaphore et devenement MMS en vue de faciliter leur comprehension et leur utilisation
dans les applications MMS
Il semble quil nexiste a ce jour aucun serveur MMS qui implante la totalite des services et fonc	
tionnalites decrits dans la norme Notre but est de proposer une architecture generale dun tel serveur
qui favorise une implantation facile et harmonieuse de tous les services et integre plus particuliere	
ment la gestion des evenements Une telle architecture generique a ete elaboree et a fait lobjet dune
implantation Elle est composee de sous unites dont chacune est responsable pour le traitement dun
groupe particulier de services MMS Ces unites sont contr
olees par le Processeur de Transactions qui
constitue le coeur m
eme du serveur Lavantage de cette architecture vient de sa clarte et du decou	
plage des diverses unites Elle permet une modication aisee du serveur ainsi que lajout de nouveaux
services
Les evenements MMS font lobjet dune etude approfondie Nous denissons une extension a la
detection des evenements dont le but est de mieux satisfaire les besoins des applications industrielles
basees sur MMS Cette extension permet aux utilisateurs de denir eux	m
emes les conditions menant
a la detection dun evenement ce qui nest pas possible dans la norme actuelle Elle a pour avantage de
rester completement compatible avec les applications MMS existantes dans la mesure ou le protocole
MMS nest pas modie et le comportement des serveurs est seulement etendu
Une autre extension a la norme est egalement proposee Elle permet aux utilisateurs de fournir
des priorites aux services MMS et aux serveurs dexecuter les requ
etes en fonction de ces priorites
Plus generalement le probleme de lordonnancement des requ
etes et des activites concurrentes dun
serveur est un point essentiel pour les applications industrielles temps	reel mais qui na pas du tout
ete aborde par la norme MMS Nous analysons donc les possibilites et limitations de MMS dans le
domaine du temps	reel Nous montrons comment associer des echeances aux requ
etes de service MMS
sans modier la norme Nous montrons egalement comment exploiter les modicateurs MMS pour
satisfaire une execution temps	reel des requ
etes de service et proposons des solutions pour assurer une
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detection en temps	reel des evenements MMS de type scrute
MMS ne semble pas avoir ete concu pour 
etre integre aisement a des systemes repartis Pourtant la
repartition sur dierents sites dapplications cooperantes ou travaillant en parallele est une constante
toujours plus forte des scenarios reels Nous etudions le comportement des systemes MMS en presence
de nombreux serveurs et clients entrant en competition ou collaborant a la realisation dune t
ache
commune Ce faisant nous cherchons toujours a minimiser limpact que ceci pourrait avoir sur le
protocole MMS Nous nous attachons a resoudre avec MMS seulement quelques uns des problemes
classiques comme les rendez	vous entre clients lecteursredacteurs et probleme des philosophes Par
ailleurs deux algorithmes gerant la concurrence dacces aux donnees reparties sur des sites MMS sont
proposes Ces algorithmes sont bases sur des techniques de detectionresolution des interblocages et
utilisent abondamment les services de semaphores et devenements MMS
Abstract
Manufacturing Message Specication MMS is an OSI application layer protocol that allows
remote applications called clients to control and supervise various heterogeneous industrial devices
called servers MMS is becoming widely accepted as the main protocol for open communications
between heterogeneous machines in many areas that are not limited to manufacturing MMS facilitates
the cooperation of heterogeneous devices But this is done at the cost of a rather complex and
under	utilized standard The aim of this thesis is to propose an architecture of MMS	based systems
that simplies the use of MMS and extends its capabilities to satisfy more closely the needs of user
applications
We start with a detailed analysis of MMS events and semaphores These two aspects of MMS are
still misunderstood and often even ignored We compare MMS semaphores and events to well	known
and similar concepts in elds not related to MMS This approach allows us to clarify the concept
of semaphore and event in MMS It facilitates the understanding we have of these concepts and
encourages their use in MMS applications
We do not know of any MMS server that oers all of the services and functionalities described in
the MMS standard We propose a general architecture of such servers that eases the implementation
of all MMS services and integrates more specically the management of events A server based on such
a generic architecture has been implemented It is composed of several units Each unit is responsible
for the management of a specic group of MMS services These units are controlled by the Transaction
Processor which constitutes the core of the server The benets of this architecture rely in the clarity
it provides and the decoupling of the various units This architecture facilitates server modications
as well as the addition of new services
We provide a deeper analysis of MMS events by dening an extension to MMS event detection
This extension satises more closely the needs of industrial applications based on MMS It allows user
applications to provide predicate expressions that can lead to an event occurrence This is something
that is not possible in the current MMS standard This extension is entirely compatible with existing
MMS applications since the MMS protocol is not modied and the server behavior is only extended
We also propose another extension to MMS This last extension allows users to include priorities
to MMS service requests and allows servers to execute these requests based on the priority values
More generally the problem of requests and tasks scheduling in a server is a major issue for industrial
applications However it is not addressed at all by MMS Thus we analyze the capabilities and
limitations of MMS in the domain of real	time systems We show how requests can be given deadlines
without modifying the MMS protocol We make use of MMS modiers to satisfy a real	time execution
of MMS requests and propose solutions to ensure a real	time detection of MMS events
MMS does not seem to provide application developers with the adequate tools to deal with distri	
buted systems requirements We study the behavior of MMS systems when applications require the
cooperation or competition of multiple clients in the presence of multiple servers In doing so we always
try to reduce the inuence our solutions could have on the MMS protocol We propose MMS	based
ix
xsolutions for classical problems such as rendez	vous between clients readerswriters and the dining
philosophers problem We also dene two algorithms for accessing data distributed to several MMS
sites These algorithms are based on deadlock detectionresolution techniques and make an abundant
use of MMS semaphores and events
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 Le protocole MMS
Manufacturing Message Specication MMS est une norme ISO International Standards Or	
ganization concue pour assurer linterfonctionnement de dispositifs industriels heterogenes "HB #
"BG# "Nusb# Ces dispositifs peuvent 
etre aussi varies que des calculateurs des automates des
robots des commandes numeriques ou des ordinateurs conventionnels
MMS est le composant essentiel du prol MAP Manufacturing Automation Protocol developpe
par General Motors en  "Gen# MAP est une suite de protocoles normalisant le comportement
de lensemble des sept couches du modele OSI Open System Interconnection Le but de MAP
est de permettre lintegration des dierents equipements informatiques dune usine en un systeme
coherent MAP assure donc linterconnexion entre ces divers equipements Lajout de lelement
MMS permet alors de resoudre en plus le probleme important de linterfonctionnement entre ces
dispositifs "NC #
Dans lenvironnement OSI MMS est un element de service application ou ASE Application
Service Element Il se situe donc au niveau de la couche  Application MMS ore un ensemble
complet de services generiques couvrant les besoins des diverses applications en milieu industriel
La norme MMS se compose de plusieurs parties 
 La denition des services "ISO a#  on trouve dans cette partie la description du comportement
visible dune application MMS Les services fournis par MMS ainsi que les parametres associes a
ces services sont decrits en detail Dans cette partie laccent est donc mis sur le comportement
dun serveur MMS ainsi que sur la perception des fonctionnalites oertes par un serveur
 La specication du protocole "ISO b#  on trouve dans cette partie la syntaxe abstraite du proto	
cole MMS cest	a	dire le format que doivent avoir les donnees echangees Ces donnees sont aussi
appelees PDUs Protocol Data Units La syntaxe abstraite de MMS est decrite en ASN
Abstract Syntax Notation  "ISOa# Le document "ISO b# etablit aussi les regles permet	
tant lechange dinformation entre deux applications MMS Dans cette partie laccent est donc
mis sur le format des donnees MMS
 Les normes daccompagnement ou Companion Standards  MMS ore des services generiques
applicables a tout equipement industriel Parallelement il est necessaire de personnaliser luti	
lisation de MMS pour les diverses classes dappareils informatiques Ainsi les normes daccom	
pagnement traitent des aspects propres a une classe dequipement industriel donnee et viennent
en complement des services MMS generiques Il existe des normes daccompagnement pour les

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robots les automates programmables les commandes numeriques etc Pour rester aussi general
que possible dans cette these nous ne considerons pas les normes daccompagnement
MMS fonctionne en mode clientserveur oriente	connexion Les applications client requierent la
realisation dune operation sur des applications distantes les applications serveur Pour cela les clients
eectuent des requ
etes de service vers les serveurs Les serveurs repondent en retour ou indiquent
quune erreur sest produite Avant tout transfert de donnees il est necessaire detablir une connexion
entre les applications communiquantes Louverture de cette connexion implique une negociation des
services utilises et des parametres mis en jeu pour la session MMS qui demarre
MMS a initialement ete developpe pour 
etre applique dans le domaine des applications manufac	
turieres et du contr
ole de procedes industriels En fait son champs dapplication est beaucoup plus
vaste et MMS est souvent utilise des quil sagit de regler un probleme dinteroperabilite entre dif	
ferents equipements informatiques heterogenes Au depart concu pour les reseaux locaux industriels
MMS sest progressivement adapte a une utilisation sur reseaux longue distance Les divers projets
visant a integrer MMS et TCPIP ainsi que la future norme TASE Telecontrol Application Service
Element
 
temoignent de linter
et actuel de ne pas limiter MMS aux seules applications fonctionnant
sur un reseau local
 Disposition dun site MMS
Un site MMS est divise en trois ou quatre parties distinctes selon quil sagisse dun client ou
dun serveur Ces parties sont superposees et font usage lune de lautre selon le modele classique par
couches 
 Pile de communication  la pile de communication comprend lensemble des protocoles neces	
saires pour assurer une communication able entre deux sites MMS La pile de communication
comprend les couches  a  du modele OSI
 Fournisseur de services MMS ou MMS provider  le fournisseur de services ore aux ap	
plications MMS une interface du type envoyerrecevoir Il communique directement avec la
couche Presentation et lelement de service ACSE Association Control Service Element Il
fournit aux applications qui lappellent des primitives de communication et detablissement de
connexions Le fournisseur de services contient la Machine de Protocole MMS MMPM La
MMPM gere les regles permettant les echanges de messages entre deux applications MMS Elle
est symetrique et identique du cote client comme du cote serveur Le fournisseur de services
permet aussi de faire le codagedecodage des PDUs MMS
 Application MMS ou MMS user  lapplication MMS en tant que telle est la partie intelli	
gente du site Sil agit du serveur elle coordonne et execute les dierentes requ
etes de service et
plus generalement execute toutes les fonctions associees a un serveur MMS Sil sagit du client
cest lapplication utilisateur proprement dite Son comportement nest pas normalise par MMS
 Dispositif industriel  le but de MMS etant de permettre la communication avec des dispositifs
industriels un serveur MMS masque generalement un tel dispositif Lapplication MMS joue
en quelque sorte le r
ole de pilote pour le dispositif Elle masque la complexite du dispositif et
permet un acces simple et uniforme a linformation quil contient Notons que linterface entre
lapplication serveur et le dispostif sous	jacent nest pas du ressort de MMS
Cette disposition en plusieurs parties est representee sur la gure 
 
TASE est un protocole base sur MMS assurant la communication entre centres de controle pour la conduite de
systemes de puissance
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Fig  	 Disposition generale dun site MMS
 Machine Virtuelle de Fabrication
Une machine virtuelle de fabrication ou VMD pour Virtual Manufacturing Device est une
representation abstraite dun ensemble dinterfaces et de fonctionnalites appartenant a un systeme
reel de production Une VMD represente limage quont les applications client dun equipement reel
de production "Wac# Un serveur doit contenir une ou plusieurs VMD alors quun client lui nen
contient pas a moins quil ne soit aussi serveur
Une VMD comprend la fonction operatoire executive function qui represente la capacite de
traitement de la VMD La fonction operatoire execute les requ
etes de service eectue les operations
locales sur les objets gere lacces aux ressources etc
 La repr esentation par objet dans MMS
Linformation contenue dans une VMD est modelisee sous forme dobjets abstraits Malgre lutili	
sation du terme objet MMS ne se preoccupe pas du tout des notions oriente	objet classiques telles
que lencapsulation des donnees lheritage etc Le terme objet doit ici sentendre dans son sens le
plus restreint cest	a	dire structure de donnee On peut toutefois retrouver certaines notions oriente	
objet classiques dans la denition des objets MMS A ce sujet une excellente analyse du formalisme
objet de MMS a ete eectuee par Pleinevaux dans "Plea#
Un objet se denit par ses attributs et par les operations qui peuvent lui 
etre appliquees Les
attributs des objets MMS sont de types divers  booleens entiers cha
$nes de caracteres listes dautres
objets MMS etc
Chaque objet est une instance particuliere dune classe dobjets Par abus de langage on confond
souvent un objet et sa classe Un objet MMS est purement descriptif et ne prejuge pas de limplantation
qui en est faite Lobjet MMS est souvent la representation visible de linformation contenue dans le
dispositif physique sous	jacent a la VMD A ce titre un objet peut 
etre pre	deni dans la VMD au
moment de limplantation Mais il peut aussi 
etre cree dynamiquement au moyen de certains services
MMS
Un objet est accessible par son nom objet nomme ou par une adresse objet anonyme Le nom
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dun objet doit 
etre unique dans son environnement MMS denit egalement la visibilite dun objet
Celle	ci peut 
etre de trois types 
 specique a la VMD ou VMD	specic  lobjet est alors visible par tous les clients%
 specique a un domaine ou domain	specic  lobjet est alors visible par les clients ayant
acces au domaine concerne%
 specique a une connexion ou application	association	specic  lobjet est alors visible sur
une seule connexion donc pour un seul client
 Associations dapplication
MMS est un protocole oriente connexion Avant toute interaction entre un client et un serveur il
est necessaire douvrir une connexion entre ces deux applications Dans la terminologie MMS cette
connexion est appelee association dapplication ou simplement association Une association est un
lien logique entre deux applications Une fois lassociation ouverte les applications MMS peuvent
communiquer Lassociation est bi	directionelle et donc les donnees peuvent sechanger dans les deux
sens sur une association
Louverture dune association doit se negocier Elle se fait au moyen du service Initiate Lapplica	
tion appelante generalement le client propose un certain nombre de parametres et de fonctionnalites
quelle desire utiliser Lapplication appelee generalement le serveur accepte ou refuse la proposition
Elle peut aussi proposer en retour douvrir lassociation mais avec des parametres moins contraignants
Lassociation peut se terminer a tout moment par lune ou lautre des deux applications On fait
toutefois la distinction entre la terminaison brutale service Abort et la terminaison normale service
Conclude La premiere detruit tous les services en cours alors que la seconde ne permet la rupture
de lassociation que si les services en cours sont termines
 Adressage et d esignation
Pour etablir une association entre deux applications il est necessaire que lappelant connaisse le
nom de lapplication destinataire MMS utilise la denomination et les fonctions OSI pour tout ce qui
concerne la designation et ladressage des applications Pour etablir une association avec un serveur
un client MMS doit normalement conna
$tre 
 lappellation de processus dapplication du serveur ou Application Process Title Un proces	
sus dapplication represente lensemble des ressources dun systeme ouvert qui permettent le
traitement de linformation Une execution particuliere dun processus dapplication est appelee
instance de processus dapplication%
 lappellation dentite dapplication ou Application Entity Qualier utilisee par lapplication
serveur Une entite dapplication represente un ensemble de ressources de communication OSI
dediees a un processus dapplication Une activite donnee dune entite dapplication est appelee
instance dentite dapplication%
 un identicateur dinstance de processus dapplication
 un identicateur dinstance dentite dassociation
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Letablissement des associations se fait en partie gr
ace a des fonctions de repertoire qui permettent
de mettre en correspondance une adresse de la couche presentation avec lappellation de lentite dap	
plication destinataire fournie par le demandeur La creation dune association entra
$ne laectation
dun identicateur dassociation propre a cette association Tant que cette association est active la
communication entre les deux applications et la designation de lapplication distante se fait au moyen
de cet identicateur Les quatre parametres decrits ci	dessus ne sont alors plus utilises
Nous ne decrirons pas plus en detail les techniques dadressage et de designation sous MMS car
nous nen faisons pas usage dans cette these Nous renvoyons le lecteur a "Nusa# pp  pour
une description detaillee de ces concepts
	 Services con
rm es
Le protocole MMS est base sur le paradigme bien connu clientserveur Une application client
eectue une requ
ete de service vers une application serveur Apres traitement de cette requ
ete le
serveur envoie une reponse contenant les resultats ou les erreurs du traitement Selon le formalisme
OSI un client envoie une requete qui est recue c
ote serveur en tant quindication Le serveur envoie la
reponse a cette indication qui devient conrmation c
ote client g 
Par abus de langage on parlera souvent de requ
ete pour signier requ
ete etou indication et de
reponse pour signier reponse etou conrmation Selon la requ
ete de service qui est eectuee il peut
y avoir ou non un acces vers le dispositif physique modelise par la VMD
Client Serveur
RépondDemande
PDU
requête
PDU
réponse
VMD
Réseau
Envoi
Envoi
Réception
Réception
Fig  	 Le schema clientserveur dans MMS
MMS propose en tout  services conrmes Il arrive dans certains cas quune application serveur
eectue une requ
ete vers un client pour le telechargement de domaines par exemple Dans ce cas le
serveur se comporte comme un client vis	a	vis du client qui lui	m
eme se comporte comme un serveur
vis	a	vis du serveur
Chaque service conrme est identie par un numero InvokeId qui est unique sur lassociation qui
porte cette requ
ete de service et ce pendant toute la duree de vie du service cest	a	dire jusqua ce que
la conrmation soit recue par le client ou que lassociation soit terminee Lunicite est garantie par
la MMPM qui de chaque c
ote rejette toute requ
ete de service dont lInvokeId est identique a celui
dune requ
ete en cours
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Les services MMS Initiate Conclude et Cancel fonctionnent aussi par requ
etereponse mais sont
utilises pour la gestion dassociations et nont pas dInvokeId Dans la denition du protocole MMS
ces trois derniers services napparaissent pas dans la rubrique des services conrmes Dans cette these
lexpression services conrmes ne comprend donc pas ces trois services
 Services non con
rm es
MMS autorise aussi lutilisation de services non conrmes Pour ceux	ci seule une requ
ete suivie
dune indication existe Toutefois un service non conrme seectue dans la direction serveur	client
Cest toujours le serveur qui prend linitiative denvoyer une requ
ete de service non conrmee Les
conditions de lancement dun service non conrme ne sont pas normalisees par MMS sauf pour la
notication devenements Event Notification
Les services non conrmes ne sont quau nombre de trois 
 Unsollicited Status qui renseigne sur letat de la VMD%
 Information Report qui envoie la valeur dune variable%
 Event Notification qui notie de loccurrence dun evenement
 Modi
cateurs
Dans MMS il est possible de conditionner lexecution dune requ
ete de service conrme sur la
realisation dune ou plusieurs conditions Ces conditions sont appelees modicateurs et sont de deux
types 
 Apparition dun evenement  la requ
ete de service reste bloquee jusqua lapparition de levene	
ment souhaite
 Prise de contr
ole dun semaphore  la requ
ete de service reste bloquee jusqua ce que le semaphore
specie soit acquis
Chaque requ
ete de service MMS conrme peut contenir une liste de modicateurs Chaque modi	
cateur doit alors 
etre satisfait sequentiellement dans lordre donne par cette liste
Les modicateurs sont peu utilises actuellement car meconnus et peu compris Nous ne connaissons
aucun produit MMS qui supporte les modicateurs Dans cette these nous faisons un usage frequent
des modicateurs dans le but dillustrer leur inter
et Nous montrons que lutilisation des modicateurs
permet de resoudre de facon simple et elegante nombre de problemes dans lenvironnement MMS
 Cadre de travail
 Objectifs
Comme lindique le titre de cette these notre objectif est de proposer une architecture des sys	
temes bases sur la norme MMS qui permette a la fois den simplier lutilisation et den etendre les
possibilites Notre but est donc de comprendre en detail la norme MMS et de proposer des extensions
et ameliorations a certains problemes non encore resolus Nous pensons en eet que les possibilites
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de la norme MMS nont pas encore ete completement comprises et exploitees Ceci provient de la
relative complexite de la norme MMS qui ne facilite pas lobtention dune perception globale claire et
coherente de ce quest un serveur MMS ni des possibilites oertes par MMS dans des domaines aussi
divers que lordonnancement la gestion de donnees reparties la synchronisation entre applications
client ou tout simplement lutilisation doutils tels que les semaphores et les evenements MMS
Dans cette these nous cherchons a exploiter la norme MMS dans ses moindres details Nous souhai	
tons determiner les types de problemes auxquels MMS est adapte et ceux qui necessitent au contraire
des modications ou des ameliorations de la norme Quand de tels changements sont necessaires nous
minimisons toujours les modications apportees et cherchons a conserver lesprit de la norme MMS
Globalement nos objectifs et contributions sont les suivants 
 Comprendre et analyser le fonctionnement de mecanismes peu connus tels que les semaphores
et evenements MMS
 Determiner les avantages et limitations de ces mecanismes et proposer des solutions alternatives
 Proposer une architecture generique des serveurs MMS
 Proposer des extensions a MMS notamment en ce qui concerne la detection devenements et
lordre dexecution des requ
etes de service dans les serveurs
 Analyser dans une certaine mesure le comportement des systemes MMS dans un environnement
temps	reel
 Fournir une bo
$te a outils dalgorithmes MMS apportant des solutions a des problemes clas	
siques tels que lecteursredacteurs philosophes contr
ole de la concurrence etc Le but ici est
double  dune part comprendre comment utiliser MMS avec des paradigmes connus et dautre
part fournir des outils pour resoudre un certain nombre problemes avec MMS
Cette these est donc orientee a la fois vers une exploration et une exploitation de la norme
MMS
Nous adoptons un point de vue essentiellement applicatif et nous nous concentrons sur letude des
systemes MMS seulement Nous ne traitons pas de problemes tels que 
 la communication et le traitement des messages dans les couches  a  de la pile OSI et plus
generalement dans les couches sous	jacentes a MMS%
 la tolerance aux fautes quil sagisse de fautes dans la communication entre les sites MMS au
sein m
eme des applications MMS en presence ou dans les dispositifs physiques modelises par les
serveurs%
 la collaboration entre MMS et dautres ASEs de la couche application ainsi que des problemes
dadressage et de designation des applications utilisant ces ASEs%
 tout probleme lie a la gestion de reseaux de facon plus generale
 D emarche suivie
Les deux questions qui dirigent cette these sont les suivantes 
 Que permet la norme MMS dans son etat actuel
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 Quelles ameliorations peuton apporter a MMS
Dans cette these nous identions des limitations et incompletudes de la norme MMS et proposons
des solutions a ces problemes Notre souci constant est de chercher a garantir la compatibilite de ces
solutions avec la norme MMS actuelle et de modier la norme le moins possible
Nous adoptons generalement la demarche qui consiste a proposer dabord des solu
tions basees sur MMS sans faire aucune modication a la norme et sans faire aucune
supposition sur le comportement des serveurs MMS Dans certains cas cette demarche
savere insusante et il est necessaire detendre les fonctionnalites des serveurs ainsi que
le protocole MMS
Le but essentiel de MMS est dassurer linteroperabilite de systemes et dispositifs heterogenes Nous
avons toutefois constate lors detudes resumees dans "BCP

# et "CPVV# que cette interoperabilite
nest pas toujours garantie m
eme pour des systemes totalement conformes aux normes MAPMMS
Ceci provient de la grande complexite des protocoles utilises de leur incompletude qui laisse parfois
trop de choix aux concepteurs ainsi que des nombreuses options possibles qui ne sont pas toujours
supportees justement parce quelles ne sont quoptionnelles et amenent a faire des choix incompa	
tibles "Mey # Nous ne saurions alors modier la norme MMS sans denir precisement les eets de
ces modications et les incompatibilites eventuellement engendrees par ces changements
Pour ce faire il est important de denir plus precisement dierents degres de modication de la
norme MMS pour pouvoir savoir jusqua quel point il est possible de faire des changements sans alterer
la compatibilite des applications MMS classiques avec les applications modiees Ceci fait lobjet de
la section suivante
 Niveaux de modi
cation de la norme MMS
On peut distinguer dierents types de modications des applications serveur MMS par ordre crois	
sant de changements iniges a la norme MMS 
 Aucune modication  cest le niveau de base ou aucune modication aucun ajout de nou	
velles fonctionnalites ne sont faits a la norme MMS Le protocole MMS est identique a celui
decrit dans "ISO b# Le comportement des serveurs MMS est strictement celui decrit par la
norme "ISO a# On ne peut faire aucune hypothese quant a ce comportement Il est cependant
entendu que les applications clientes MMS peuvent se comporter de facon quelconque
 Extension des serveurs  nous appelons extension dun serveur MMS un comportement du
dit serveur qui nest pas decrit par la norme "ISO a# qui ajoute de nouvelles fonctionnalites au
serveur mais qui ne modie en rien le comportement initial decrit par "ISO a# Une extension
doit en plus sintegrer harmonieusement avec le comportement normalise cest	a	dire 
 doit exploiter au mieux les possibilites oertes par celui	ci%
 ne doit pas modier le protocole MMS "ISO b#%
 ne doit pas ajouter de nouveaux services MMS%
 ne doit pas invalider des services MMS existants%
 comme pour les normes daccompagnement doit respecter lesprit et lintention premiere
de la norme MMS "ISO a#
 Modication des serveurs  ce nest qua partir de ce troisieme niveau que de reelles modi	
cations de la norme sont considerees On autorise ici non seulement les extensions denies au
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niveau precedent mais aussi des changements du comportement des serveurs MMS Cela signie
qua ce niveau la premiere partie de la norme MMS "ISO a# nest pas respectee Cependant la
seconde partie "ISO b# decrivant le protocole reste inchangee
 Extension du protocole  le protocole MMS est etendu en ce sens que si aucun service nest
ajoute et si aucun parametre de service nest modie on peut a la fois etendre la gamme de
valeur dun parametre donne et rajouter des parametres aux services dans la mesure ou ceux	ci
sont optionnels Une extension du protocole implique une extension ou une modication des
serveurs MMS sans quoi elle naurait pas de sens
 Modication du protocole  ce niveau represente le degre maximum de modication Tout
changement est autorise On peut toutefois distinguer entre les simples ajouts de nouveaux
services sans alterer par ailleurs le protocole et les modications des services decrits dans la
norme "ISO b#
On denit les m
emes niveaux de modication pour les clients MMS en precisant quun client est
de niveau X si 
 il est conforme au protocole et au comportement dun serveur de niveau X mais pas de niveau
X& et X  %
 il est conforme au protocole et au comportement dun serveur de niveau X et X ' 
 Avantages et inconv enients
Dans le cadre de cette these nous privilegions letude de solutions basees sur le premier niveau En
eet lavantage du niveau  reside dans la portabilite des solutions qui sont proposees Comme aucune
hypothese nest faite quant aux applications MMS basees sur ce niveau celles	ci peuvent fonctionner
sur nimporte quel produit MMS Linconvenient reside dans la limitation des capacites oertes par
MMS
Pour cette raison nous montons dun niveau et proposons egalement des extensions aux serveurs
MMS Nous verrons quen se limitant a ces seuls deux premiers niveaux nous pouvons exploiter la
norme MMS de facon susante pour resoudre un certain nombre de problemes Il est important
de constater que toute application client utilisant le protocole MMS suivant la norme peut utiliser
un serveur etendu sans quaucune modication ne soit necessaire Les extensions des serveurs MMS
restent donc entierement compatibles avec les applications MMS standards Pour une application
cliente classique cest	a	dire de niveau  les extensions de niveau  sont donc transparentes
A partir du troisieme niveau il est evident que les applications client exploitant les modications
des serveurs MMS ou du protocole MMS ne sont ni portables sur dautre produits MMS ni compatibles
avec les produits respectant strictement MMS De m
eme une application client MMS classique nest
en general pas compatible avec des serveurs de niveau superieur ou egal a  Ces dierents degres de
compatibilite sont resumes sur les tables  et  avec une breve explication
Dans tous les chapitres de cette these nous precisons toujours a quel niveau de modication appar	
tiennent les extensions et modications a la norme MMS que nous proposons
 Organisation
Cette these sarticule autour de six chapitres principaux Dans un premier temps nous analysons
les outils fondamentaux que sont les semaphores et evenements MMS Ceci fait lobjet des chapitres 
 CHAPITRE  INTRODUCTION
Niveau de modif Compatibilite Commentaires
du serveur Protocole Comportement
	 Inchange oui oui 
 Serveur etendu oui oui Le comportement classique est inchange
 Serveur modie oui ouinon Les fonctionnalites modiees provoqueront
un comportement dierent de celui attendu
Compatible si ces fonctionnalites ne sont
pas utilisees par le client
 Protocole etendu oui ouinon Idem
 Protocole modie ouinon ouinon Idem  les services modies seront
rejetes par la MMPM Protocole compatible
si les services modies ne sont pas utilises
Tab  	 Compatibilite dun client classique avec les serveurs modies
Niveau de modif Compatibilite Commentaires
du client Protocole Comportement
	 Inchange oui oui 
 Client etendu oui non Le comportement attendu ne sera pas celui
du serveur
 Client modie oui non Idem
 Protocole etendu non non Idem  rejet probable des services etendus
par la MMPM du serveur
 Protocole modie non non Idem  rejet certain des services modies
par la MMPM du serveur
Tab  	 Compatibilite dun serveur classique avec les clients modies
et  respectivement Notre but est de clairement positionner ces outils par rapport a lutilisation
plus classique et connue des semaphores et evenements qui est faite dans dautres systemes Il nous
est apparu important de detailler avec precision les semaphores et evenements MMS pour plusieurs
raisons  ce sont des outils tres puissants mais relativement peu utilises dans les applications MMS
courantes il sont souvent a tort consideres comme trop complexes nous les utilisons abondamment
dans cette these pour resoudre nombre de problemes
Dans le chapitre  nous proposons une architecture generale des serveurs MMS Nous montrons
comment concevoir un serveur MMS complet de facon modulaire en prenant en compte lensemble des
activites concurrentes qui se deroulent dans un serveur Nous formalisons lexecution des requ
etes de
services conrmes sous la forme dune machine detats et montrons comment les transitions dun etat
a un autre se produisent dans un serveur MMS
Le chapitre  presente une extension a la detection devenements MMS Cette extension permet aux
applications client de denir avec precision les conditions dapparition dun evenement Ces conditions
sont representees sous la forme de predicats librement denis et modiables par les clients Cette
extension est tout a fait compatible avec la norme MMS Nous lanalysons et nous la decrivons en detail
puis nous lintegrons dans larchitecture generale des serveurs MMS decrite au chapitre precedent Dans
ce chapitre nous proposons egalement une extension qui permet dassocier des priorites aux requ
etes
de service MMS et dexecuter ces requ
etes en fonction de ces priorites dans les serveurs
Le chapitre  est entierement consacre a letude de techniques dordonnancement temps	reel dans
MMS Cette aspect essentiel des applications industrielles nest pas du tout aborde par la norme
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MMS Nous montrons comment assurer ou au moins verier le respect de contraintes de temps dans
lexecution des requ
etes de service MMS et dans la detection des evenements Nous proposons des
solutions pour associer des echeances aux requ
etes de service MMS en exploitant les outils oerts par
MMS sans modier la norme
Dans le dernier chapitre nous nous placons dans un environnement de systemes repartis cest	a	
dire que nous faisons interagir plusieurs clients et plusieurs serveurs Nous proposons des solutions
basees sur MMS a des problemes classiques tels que lecteursredacteurs philosophes et rendez	vous
Nous montrons comment etendre facilement la norme MMS pour permettre une execution distante
des requ
etes de service MMS sur des serveurs secondaires Nous decrivons egalement deux algorithmes
assurant le contr
ole de la concurrence dans lenvironnement MMS Ces algorithmes sont exempts
dinterblocages et permettent dacceder a des ressources partagees situees sur dierents serveurs
Larticulation entre les dierents chapitres de cette these se decomposent tres schematiquement
comme le montre la gure  Une eche dun chapitre a un autre signie que le second exploite les
resultats du premier Les chapitres sur un m
eme niveau horizontal peuvent dans une large mesure

etre lus independamment Dans le deroulement de cette these nous avons cherche a progresser par
niveau dabstraction et de complexite toujours plus grands en nous placant sous des points de vue
dierents au fur et a mesure de la progression Tout dabord nous eectuons une analyse la norme MMS
chapitre  et  Puis nous nous concentrons sur le fonctionnement interne des serveurs chapitre 
Avec les chapitre  puis  nous etudions plut
ot les interactions entre un ou plusieurs clients et un
seul serveur Le chapitre  quant a lui traite directement des interactions entre plusieurs clients et
plusieurs serveurs
Fig  	 Schema de larticulation entre les chapitres
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Dans le but davoir une vision globale et claire de letude eectuee nous illustrons sur la gure 
la structuration generale de cette these Tout dabord nous distinguons trois regions qui correspondent
aux trois themes porteurs de cette these  exploration de la norme en vue dune meilleure exploitation
et le cas echeant dune amelioration Les dierents chapitres sont representes dans les petits cercles


Chacun des chapitres est positionne dans la region correspondant a son theme dominant ou sur deux
regions quand les themes traites sont degale importance Nous faisons appara
$tre a cote de chaque
cercle les principaux sous	themes traites dans le chapitre correspondant
Par ailleurs ces chapitres gravitent autour dun theme central  Semaphore et Evenements En
eet de tres nombreux resultats contenus dans cette these ont un rapport direct avec les semaphores
et les evenements MMS soit quils proviennent dune utilisation des semaphores et evenements soit
quils representent une amelioration de la gestion de semaphores ou devenements MMS
Enn nous faisons appara
$tre au bas de la gure notre souci de toujours chercher a preserver
lexistant normatif dans lensemble des solutions proposees cest	a	dire notre demarche consistant a
exploiter au mieux les possibilites oertes par la norme MMS et a ne la modier que le moins possible

Les chapitres  et  sont reunis dans le cercle Analyse	
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Exploration
Exploitation
Amélioration
Sémaphores
         et
Evénements
− conception
− implantation
− performances
− RV
− philosophes
− lecteurs/rédacteurs
− allocation de ressources réparties
− actions/requêtes distantes
− détection des événements
− priorités des requêtes
− ordonnancement des requêtes
− affectation d’une échéance
− modificateur Attach To Semaphore
− détection des événements
Préserver l’existant normatif
Analyse
  2 et 3
Architecture
         4
Extensions
        5
Algorithmes
        7
Temps−réel
         6
− sémaphores classiques
− microprocesseurs
− fenêtrage
− gestion de réseaux
− dévermineurs
− OS
Fig  	 Structuration generale de la these
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Chapitre 
Les semaphores MMS
 Introduction
Ce chapitre comme le suivant est oriente vers lanalyse et la comprehension de parties fondamentales
de la norme MMS Cette etude doit nous permettre de faire appara
$tre les limitations de certains
concepts de la norme Nous analysons notamment les problemes poses par la denition dun semaphore
MMS Nous proposons quelques solutions dans le cas ou ces problemes sont simples et ne demandent
pas danalyse detaillee Le chapitre  traite de la resolution de problemes et limitations plus compliques
qui necessitent une etude plus approfondie
La methode suivie dans ce chapitre ainsi que dans le suivant est de ramener les semaphores et
evenements MMS a quelque chose de connu Cette approche qui na semble	t	il pas encore ete suivie
par dautres auteurs doit nous permettre de clarier le concept de semaphore et devenement MMS
en vue de faciliter leur comprehension et leur utilisation dans les applications MMS Notre but nest
donc pas dexpliquer de facon exhaustive comment se comportent semaphores et evenements MMS
mais dillustrer leur fonctionnement en les comparant a des concepts connus pour en faire ressortir les
avantages et inconvenients et decider de la pertinence de leur denition actuelle
Le l directeur de ce chapitre se decompose donc en deux points 
 comprehension et clarication du concept de semaphore MMS en le comparant et ramenant a
des mecanismes semblables et connus%
 identication des limitations inherentes a ce concept
Le semaphore dit classique est un outil bien connu introduit initialement par Dijkstra "Dija#
pour permettre la protection de ressources la synchronisation entre processus le verrouillage de sec	
tions critiques de code etc Deux operations sont applicables a un semaphore Sommairement nous
pouvons decrire ces operations de la facon suivante Loperation P met en attente le processus qui
lexecute si le semaphore est occupe Dans le cas contraire P decremente la valeur du semaphore de
un et termine Loperation complementaire V incremente le semaphore de un et libere un des even	
tuels processus en attente sur le semaphore Nous nous interessons au semaphore car nous retrouvons
dans MMS ce m
eme mecanisme sous des traits similaires et dierents a la fois
Le semaphore MMS est egalement un mecanisme qui autorise lacces contr
ole a des ressources par	
tagees par dierentes applications MMS et dans une moindre mesure la synchronisation entre clients
MMS Nous proposons a lannexe F quelques exemples possibles dutilisation des semaphores MMS
dans des applications industrielles Lobjectif de ce chapitre est de realiser une etude en profondeur

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du concept de semaphore MMS Nous allons comparer les semaphores MMS avec les semaphores clas	
siques introduits par Dijkstra "Dija# et montrer que de reelles dierences existent La plupart des
resultats de cette etude ont egalement ete exposes dans "Case#
Dans la suite le mot processus sera utilise avec les semaphores classiques tandis que les mots ap	
plication ou client seront reserves pour les semaphores MMS Le symbole s identie un semaphore
ainsi que sa valeur entiere courante Le symbole s

est sa valeur initiale
Dans la litterature on trouve generalement deux types de semaphores  un pour lequel s est toujours
positif par exemple "Dija# "Hab# "Hoa# "Bac# "Ray# un autre pour lequel s peut 
etre ne	
gatif par exemple "Dijb# "BBF

 # "Sch# "Dun# Entre ces deux types les operations connues
P et V dierent legerement Nous ne considerons pas cette dierence sauf dans des cas particuliers
Dans ces cas le symbole s& respectivement s	 designera une situation ou les semaphores sont
positifs respectivement negatifs
 Apercu des dierences et similitudes
 Equivalences simples entre s emaphores MMS et s emaphores classiques
Pour manipuler les semaphores MMS introduit sept services et un modicateur Ces services sont
utilises pour creer detruire modier ou consulter un semaphore Un modicateur est une condition qui
peut 
etre ajoutee a tout service MMS conrme et qui doit 
etre satisfaite avant lexecution proprement
dite du service Ces modicateurs sont fournis aux services sous forme dune liste Les modicateurs
dun service doivent 
etre traites dans lordre de cette liste Le modicateur Attach To Semaphore ne	
cessite la prise de contr
ole dun semaphore Lorsque lexecution du service est accomplie le semaphore
est automatiquement libere
La table  etablit une correspondance simple entre les services MMS et les semaphores classiques
Le service MMS gurant dans la colonne de gauche du tableau est toujours plus complexe que son
equivalent dans le domaine des semaphores classiques situe dans la colonne de droite Ce tableau
vise uniquement a illustrer les principales fonctions des services de gestion de semaphores MMS au
moyen des caracteristiques bien connues des semaphores classiques Son but est de permettre une
comprehension rapide et claire de la gestion des semaphores MMS pour pouvoir aborder la suite de
cette analyse
Semaphores MMS Semaphores classiques
Take Control P

Take Control avec requisition Pas dequivalent
Relinquish Control V

Dene Semaphore Declaration du semaphore
Delete Semaphore Le semaphore est detruit 
par exemple la
procedure ou il est declare se termine
Report Semaphore Status Representerait lobtention de la valeur du semaphore
Report Pool Semaphore Status si ceci etait possible avec un semaphore classique
Report Semaphore Entry Status Pas dequivalent
Attach To Semaphore Pas dequivalent
Tab  	 Correspondance entre semaphores MMS et semaphores classiques
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 Di erences structurelles
La dierence la plus immediate entre semaphore classique et semaphoreMMS reside dans leur struc	
ture Un semaphore classique est un entier auquel on associe generalement une le dattente "Sch#
"Nus# "SP# Il peut donc 
etre vu comme une structure de donnees a deux champs Par commo	
dite on dit que le semaphore a la valeur x pour signier que son champs entier a cette valeur x Le
semaphore MMS est egalement une structure de donnees designee sous le terme dobjet selon la
terminologie MMS Le semaphore MMS est toutefois plus complexe que le semaphore classique Cet
objet contient dix attributs de types dierents g 
Object Semaphore Object Semaphore Entry
Key attribute Semaphore Name Key attribute Entry ID
Attribute MMS Deletable TRUE FALSE Attribute Entry Class SIMPLE MODIFIER
Attribute Class TOKEN POOL Attribute Semaphore Reference
Constraint Class  TOKEN Attribute Requester Application Reference
Attribute Number Of Tokens Attribute Application Association Local Tag
Attribute Number Of Owned Tokens Attribute Invoke ID
Constraint Class  POOL Attribute Named Token
Attribute List Of Named Tokens Attribute Priority
Attribute List Of Named Token States Attribute Remaining Acquisition Delay
Attribute List Of Owners Attribute Remaining Control Time Out
Attribute List Of Requesters Attribute Abort On Time Out TRUE FALSE
Attribute Event Condition Reference Attribute Relinquish If Connection Lost TRUE FALSE
Attribute Entry State QUEUED OWNER HUNG
Fig  	 Les objets MMS Semaphore et Semaphore Entry
Les attributs MMS Deletable et Event Condition Reference sont speciques a MMS Le premier
precise si un semaphore peut 
etre detruit avec le service Delete Semaphore Le second est explique a
la section 
MMS denit deux classes de semaphores  le semaphore banalise token semaphore et le sema
phore etiquete pool semaphore selon la valeur de lattribut Class Ces deux classes de semaphores
ne sont pas fondamentalement dierentes La discussion qui suit est toujours valable pour ces deux
classes Letude des dierences entre ces classes et des motivations qui ont conduit a leur creation fait
lobjet de la section 
 

Les semaphores MMS contiennent des jetons tokens La quantite de jetons libres represen	
tent le nombre entier dun semaphore classique s& Un semaphore MMS se voit aecte un nombre
initial de jetons Number Of Tokens ou List Of Named Tokens Quand une application eectue une
requ
ete Take Control sur un semaphore un jeton libre de ce semaphore lui est alloue Le nombre
dapplications pouvant prendre le contr
ole du semaphore est donc limite par le nombre initial de jeton
de ce semaphore On dit quun semaphore est pris quand tous ses jetons sont alloues On dit quil
est libre quand au moins un jeton est libre Un semaphore MMS ne contient pas dattribut Number
Of Free Tokens qui pourrait representer la valeur courante s des semaphores classiques s& La
valeur courante dun semaphore MMS equivaut a Number Of Tokens 	 Number Of Owned Tokens
ou nombre detats dans List Of Named Token States moins nombre detats ayant la valeur OWNED
dans List Of Named Token States
 
Hors de la section  chaque fois que nous parlons dune requete Take Control nous ne considerons pas le cas ou
cette requete contiendrait le parametre Named Token applicable uniquement aux semaphores etiquetes
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On retrouve dans le semaphore MMS lequivalent de la le dattente associee au semaphore clas	
sique Dans MMS cette le est explicitement denie et fait partie du semaphore sous la forme de lat	
tribut List Of Requesters Dans cette le dattente une application est identiee par sa rubrique de
semaphore Semaphore Entry ou SE Un SE est un objet normalise par MMS qui contient les infor	
mations necessaires pour identier attributs   et  g  et organiser les applications en attente
Avec les semaphores classiques ces objets existent implicitement et sont geres par les composants du
systeme qui sont responsables de la selection des processus en attente en vue de leur execution On
peut par exemple les comparer a des descripteurs de processus dans les systemes dexploitation Dans
MMS lordonnancement des applications bloquees et la maintenance de linformation necessaire pour
cet ordonnancement font partie integrante de la politique de gestion des semaphores
Quand un jeton est libere et sil y a des applications en attente lune dentre elles est selectionnee
et acquiert le jeton Lobjet SE la representant migre de la le List Of Requesters a la le List Of
Owners et son attribut Entry State passe de la valeur QUEUED a la valeur OWNER
Lattribut List Of Owners na pas dequivalent dans les semaphores classiques Sa presence montre
que MMS insiste sur la notion de possession dun jeton par une application Il est donc possible de dis	
tinguer les applications qui ont pris le jeton dun semaphore des autres Un semaphore classique etant
un nombre entier ne presente pas cette notion de possession Cet entier est simplement incremente
ou decremente et ne peut fournir aucune information autre que le nombre de processus qui peuvent
encore executer loperation P s& ou le nombre de processus qui sont bloques dans lexecution
dun P s	 Les processus qui viennent de completer lexecution dune operation P sont anonymes
et nont pas obligatoirement besoin deectuer loperation complementaire V plus tard La notion
de possession des jetons MMS imposent normalement aux applications MMS ayant eectue n Take
Control sur un semaphore lexecution de n Relinquish Control sur ce m
eme semaphore
Lattribut Number Of Owned Tokens ou le nombre detats de valeur OWNED dans List Of Named
Tokens est le nombre dobjets SE dans la le List Of Owners Ces attributs nont pas dequivalents
avec les semaphores classiques Ils peuvent 
etre deduits facilement a partir de la valeur du semaphore
classique comme le montre la table  Cest parce que les semaphores MMS sont acquis owned
par opposition a franchis passed quil nest pas possible davoir Number Of Owned Tokens 
Number Of Tokens Il appartient aux mecanismes de gestion des semaphores MMS deviter une telle
situation Dun autre cote rien ninterdit dincrementer le semaphore classique au dela de sa valeur
initiale "Dij# Ce sont les processus utilisant le semaphore qui doivent eviter davoir s  s

dans les
situations ne permettant pas cet etat par exemple lexclusion mutuelle
Nous avons donc constate que les semaphores MMS et classiques presentent devidentes caracte	
ristiques communes mais egalement des dierences La premiere dierence reside dans leur structure
plus complexe pour un semaphore MMS que pour un semaphore classique Une autre dierence vient
de la notion dappartenance du jeton et donc du semaphore On peut la retrouver dans les primitives
de certains systemes dexploitation pour gerer lexclusion mutuelle Mais cette notion est absente des
semaphores classiques La table  resume les resultats de cette section
Mais ce qui est interessant pour les programmeurs dapplications cest la vision externe du compor	
tement des semaphores cest	a	dire comment ceux	ci sont manipules Les sections suivantes etudient
les semaphores sous ce point de vue
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Semaphores MMS Semaphores classiques
Semaphore Name Nom du semaphore
MMS Deletable Pas dequivalent 
specique a MMS
Class Pas dequivalent
Number Of Tokens Valeur initiale du semaphore
Number Of Owned Tokens Valeur initiale  Valeur courante 
s
Valeur initiale du semaphore 
s
List Of Named Tokens Pas dequivalent Le nombre delements dans la liste
correspond a la valeur initiale du semaphore
List Of Named Token States Pas dequivalent Le nombre detats ayant la valeur
FREE correspond a la valeur courante du semaphore
List Of Owners Pas dequivalent
List Of Requesters Queue des processus en attente sur le semaphore
Event Condition Reference Pas dequivalent 
specique a MMS
Number Of Tokens  Number Of Owned Tokens Valeur courante du semaphore 
s
Tab  	 Correspondance entre les attributs des semaphores MMS et des semaphores classiques
 Comparaison entre les semaphores MMS et les semaphores
classiques
 Les points communs
Quelques ressemblances immediates entre semaphores MMS et semaphores classiques ont deja ete
evoquees dans la section precedente Les deux types de semaphores sont utilises pour la synchronisation
et lacces contr
ole a des ressources partagees A premiere vue ils se comportent de la m
eme facon Ils
ont tous deux une le dattente qui leur est associee Celle	ci liste les applications ou les processus
en attente de la liberation du semaphore Dans de nombreuses situations un semaphore MMS sera
utilise comme un semaphore classique
Les services Take Control et Relinquish Control sont en grande partie identiques aux operations
P et V Du point de vue dun client MMS une requ
ete Take Control dans sa forme la plus simple
cest	a	dire sans parametres optionnels para
$t proceder de la m
eme facon que P Elle verie sil
reste un jeton libre et si oui elle le prend Sinon elle cree un SE et le place en attente dans la liste
List Of Requesters La reponse du Take Control nest pas envoyee au client tant quun jeton ne lui
est pas alloue Un client en attente ne peut donc poursuivre tant quil na pas de reponse tout comme
un processus reste bloque sur une operation P tant que s '  s& ou s   s	
En fait ce qui se passe vraiment est legerement dierent Le SE est toujours cree et ce des lexecution
du Take Control Il est mis dans la liste List Of Requesters La VMD est alors responsable de la
verication reguliere de la disponibilite de jetons libres du semaphore et de la migration du SE dans
la le List Of Owners Une fois que le SE est mis dans la liste List Of Owners le service Take
Control peut se terminer et la reponse est envoyee au client correspondant De m
eme une requ
ete
Relinquish Control se contente de retirer un SE de la liste List Of Owners et de le detruire La
VMD est responsable du reveil dun des Take Control eventuellement en attente sur le semaphore
dont un jeton a ete libere Dans les deux cas lattribut Number Of Owned Tokens ou List Of Named
Token State doit aussi 
etre mis a jour Cependant tout ce comportement est cache aux observateurs
externes
Avec les semaphores generaux s

  le m
eme processus ou des processus dierents peuvent
executer plusieurs fois sans 
etre bloques loperation P De m
eme une ou plusieurs applications MMS
peuvent prendre le contr
ole de plusieurs jetons dun semaphore donc accomplir plusieurs requ
etes de
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service Take Control Le bon fonctionnement des semaphores classiques necessite que P et V soient
executees de facon atomique

 Cette atomicite doit aussi appara
$tre dans MMS pour les services Take
Control et Relinquish Control et cest a la VMD de lassurer
La relation connue et appelee invariant du semaphore "Hab# "Mar# doit aussi sappliquer aux
semaphores MMS Notons (X le nombre de fois ou loperation X est appelee On a pour les semaphores
classiques s ' s

& (Vs  (Ps que s soit positif ou negatif Dans MMS ceci est exprime par les
deux equations 
NumberOfOwnedTokensRelinquishControl TakeControl 

taille
ListOfRequesters  NumberOfTokensRelinquishControl TakeControl 

Lequation  sapplique dans le cas ou il ny a pas dapplications en attente dun jeton Lequa	
tion  sapplique dans le cas contraire Les deux equations sappliquent et se rejoignent dans le
cas ou aucune application nest en attente dun jeton et que tous les jetons sont pris On a alors
tailleListOfRequesters '  et NumberOfOwnedTokens ' NumberOfTokens
Nous verrons ulterieurement que lutilisation de certaines options MMS peuvent rendre invalide ces
relations Dans de tels cas nous donnerons des relations plus adequates pour MMS A la section 
nous proposons et demontrons linvariant complet du semaphore MMS
Les similitudes entre semaphores MMS et semaphores classiques sont donc limitees aux cas dune
utilisation simple des services MMS La gure  illustre les dierents etats que peut prendre un
objet SE tel que decrit dans la norme "ISO a# Elle resume le comportement des semaphores MMS
et montre aussi en traits gras comment sy integre celui des semaphores classiques Les parties qui ne
sont pas en gras sont etudiees dans les sections suivantes En particulier la denition de letat HUNG
est donnee a la section 
 Que peuton faire avec les s emaphores MMS que lon ne peut pas faire avec
les s emaphores classiques
Dans MMS il existe de nombreuses options pour contr
oler le comportement dun semaphore Ces
diverses options oertes aux applications client laissent entendre que le semaphore MMS plus quun
simple semaphore classique est plut
ot un mecanisme complexe de protectionsynchronisation Cette
section decrit les caracteristiques des semaphores MMS qui ne font pas partie de la denition dun
semaphore classique mais que lon peut souvent rencontrer dans des systemes presentant des meca	
nismes de protectionsynchronisation evolues Toutes les caracteristiques propres a MMS seulement
sont presentees dans la section 
  Lordonnancement des executions des requetes Take Control
Quand les semaphores furent denis pour la premiere fois il netait fait aucune allusion a la poli	
tique de reveil des processus bloques sur un semaphore Une politique de base equitable etait suppo	
see et la solution FIFO fut introduite comme exemple sans pour autant 
etre obligatoire "Dija#
"Dijb# "Dij# "CHP# "Pre# "And# Plus tard dautres mecanismes furent proposes par
exemple "Dun#
Dans MMS la politique de reveil FIFO est requise si aucune priorite nest fournie aux requ
etes

On entend par la que ces operations constituent ellesmemes une section critique
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NON-EXISTENT
QUEUED
OWNER
TakeControl request
or AttachToSemaphore modifier
or local action
Semaphore available
Association Abort
and not Relinquish if
Connection Lost
or Control Time Out
and not Abort on Time Out
or local action
HUNG
Preempt
or modified request processed
or Control Time Out
and Abort on Time Out
and Relinquish if Connection Lost
or Association Abort
and Relinquish if Connection Lost
or local action
RelinquishControl request
Time Out or Cancel request
or Association Abort
or local action
Control Time Out
or local action
Fig  	 Le modele des objets SE
Take Control En ce sens le semaphore MMS est comparable au semaphore dit blockedqueue de
Stark "Sta# Il est ainsi toujours possible de savoir quelle sera lapplication suivante qui pourra
devenir proprietaire du premier jeton libere Ici lordre FIFO signie le m
eme ordre que celui de
lexecution dans le serveur de la requ
ete Take Control et du modicateur Attach To Semaphore
Il doit 
etre clair que cet ordre nest pas lordre denvoi des requ
etes des dierents clients et nest pas
non plus lordre de reception de ces requ
etes par le serveur Avec MMS une requ
ete de service 
peut 
etre executee apres une requ
ete de service  alors que  est arrivee au serveur avant  Ce
comportement surprenant est parfaitement autorise par la norme MMS Il peut rendre dicile le
developpement dapplications utilisant MMS surtout dans un environnement reparti ou lordre des
messages est souvent dune importance capitale
Nous ne connaissons pas dimplantation reelle de serveurs MMS qui presente des cas ou des requ
etes
de service sont executees dans un ordre dierent de celui de leur reception Mais le probleme est que
ce comportement est accepte par la norme Par consequent aucune supposition ne peut 
etre faite sur
lordre dexecution dun service dans un serveur donne
La seule garantie disponible est la suivante  les requ
etes de service Take Control

eectuees sur
un semaphore occupe sont mises en attente dans lordre de leur execution Lorsquun Relinquish
Control est execute le jeton qui se libere est attribue a la requ
ete Take Control la plus ancienne
selon la politique FIFO Dans ce cas les possibilites de famine eventuelle dapplications bloquees sont
evitees "Sta#
Cependant il est possible de fournir une priorite a une requ
ete Take Control Les priorites vont

En fait les SEs crees suite a ces requetes
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de  la plus haute a  Le parametre Priority du service est copie dans lattribut de m
eme
nom du SE correspondant Le SE est alors insere dans la liste dattente dans la position donnee
par sa priorite MMS aecte par defaut la priorite  aux requ
etes qui nutilisent pas le parametre
Priority La gestion de priorite est un mecanisme connu que lon retrouve dans la plupart des systemes
dexploitation multi	t
aches Le systeme dexploitation temps	reel VRTX fournit les appels SC PEND et
SC POST sur les bo
$tes aux lettres du systeme "Rea# Si plusieurs processus sont en attente sur un
SC PEND alors le premier message recu par SC POST est automatiquement attribue au processus le plus
prioritaire Mais en general les priorites ne sont pas directement fournies dans les primitives comme
cest le cas pour Take Control En eet lordonnanceur conna
$t les priorites des processus et est
responsable du reveil du processus prioritaire
Lutilisation de priorites MMS peut entra
$ner la famine dapplications en attente sur un semaphore
avec une priorite basse En eet sil existe une requ
ete en attente sur un semaphore avec une priorite
p et si la le dattente du semaphore recoit continuellement des requ
etes dont la priorite est superieure
a p alors la requ
ete de priorite p ne sera jamais servie Il ny a aucune facon deviter la famine dans
MMS lorsquon utilise les priorites dans les requ
etes Take Control ou dans le modicateur Attach
To Semaphore
 Interrompre P
Le parametre Acceptable Delay dune requ
ete Take Control Remaining Acquisition Delay du
SE informe la VMD que le client qui a eectue la requ
ete ne desire pas attendre plus de Acceptable
Delay millisecondes quun jeton soit libere A expiration de ce delai le SE de lapplication est retire
de la liste List Of Requesters du semaphore et une reponse negative au Take Control est envoyee
Loperation P ne presente pas une telle possibilite Cependant certains auteurs ont propose das	
socier un temps de garde a loperation P Le noyau NUCLEUS decrit dans "Nus# pp  	
propose un tel mecanisme
On retrouve aussi cette possibilite dans certains systemes de communication entre processus Le
noyau Spring "SR# par exemple fournit la primitive RECVW qui nattend pas plus dun temps donne la
reception dun message dans une bo
$te aux lettres Avec cette primitive et sa duale SEND on implante
facilement des semaphores avec temporisation comme ceux de MMS Lappel VRTX SC PEND "Rea#
et les mecanismes dexclusion mutuelle de pSOS

"Tho # ont des capacites similaires
Dautres systemes proposent des primitives qui evitent a un processus dattendre sur P si le
semaphore est deja pris par exemple semop avec loption IPC NO WAIT dans UNIX System V "Bac#
et pthread mutex trylock dans DCE "Fou# Ceci correspondrait a une requ
ete Take Control dont
lAcceptable Delay est nul ou si petit quil nattend jamais sur un semaphore deja pris et termine
tout de suite Dans MMS on peut aussi savoir si un semaphore est pris en utilisant le service Report
Pool Semaphore Status Mais ce dernier ne prend pas possession du semaphore sil le trouve libre
On peut aussi interrompre un Take Control en cours au moyen du service Cancel Encore une fois
il ny a pas dequivalent avec les semaphores classiques car une operation P ne peut 
etre interrompue
Lune des raisons est que lon ne peut pas identier le processus qui doit 
etre retire de la le dattente
du semaphore On peut toujours choisir un processus de facon arbitraire mais ceci ne correspond pas
a MMS Si lon suppose que lidentite na pas dimportance certains auteurs preconisent dutiliser
loperation V pour interrompre un P Dans MMS le service Relinquish Control ne peut pas

etre utilise pour interrompre un Take Control de la m
eme application en attente Si cela est tente le
Relinquish Control echoue et la requ
ete Take Control reste en attente
Ceci est une dierence importante  dans MMS une requ
ete de prise de contr
ole dun semaphore
peut echouer ou peut 
etre annulee Avec les semaphores classiques P est toujours executee
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Les echecs ou les interruptions des Take Control modient les relations  et  de la facon
suivante 
NumberOfOwnedTokensRelinquishControl  TakeControl 

taille
ListOfRequesters  NumberOfTokensRelinquishControl  TakeControl 

En eet lors dune interruption de Take Control il y a au moins une application en attente dun
jeton  celle dont le Take Control est interrompu Cest donc la relation  qui sapplique Linter	
ruption dun Take Control implique la diminution de List Of Requesters de  dou la relation 
Quand la relation  redevient applicable lannulation du Take Control aura augmente la quantite
(TakeControl de  dou la relation 
 Controle du temps de verrouillage dun semaphore
Le temps de verrouillage dun semaphore peut 
etre contr
ole dans la mesure ou le parametre op	
tionnel Control Timeout est utilise dans une requ
ete Take Control Ce parametre est copie vers le
champs Remaining Control Timeout du SE et decremente periodiquement a partir du moment ou la
requ
ete Take Control prend eectivement possession dun jeton Ce parametre correspond a un delai
en millisecondes apres lequel un jeton acquis est automatiquement libere Dans certains cas le jeton est
quand m
eme conserve mais le SE passe a letat HUNG

 La dierence entre ces deux cas se fait en fonc	
tion des parametres Abort On Timeout et Relinquish If Connection Lost voir la section 
La non plus il ny a pas dequivalent dans les semaphores classiques Loption Control Timeout peut

etre utilisee pour resoudre les interblocages de maniere evidente en cassant automatiquement le cycle
de dependance quand une application client attend depuis trop longtemps sur un semaphore pris
Loption Control Timeout peut egalement transformer les relations  et  en  et  respec	
tivement
La relation  devient  par diminution de NumberOfOwnedTokens lors de la n de temporisation
Sil y a des applications en attente dun jeton la relation  devient  car le jeton libere est alloue
a une de ces applications ce qui provoque une diminution de  de tailleListOfRequesters
En letat actuel de la norme MMS lutilisation du parametre Control Timeout pose un probleme
relatif au choix de lobjet SE a detruire lors dun Relinquish Control En eet si une application
client eectue plusieurs requ
etes Take Control sur une m
eme association et avec le m
eme semaphore il
est dit dans "ISO a# que les SEs crees ne sont pas dierenciables Lors de lexecution dun Relinquish
Control sur cette association il est alors theoriquement possible de detruire nimporte lequel de ces
SEs ceux	ci etant identiques En fait comme le souligne Pirazzi dans "Pir# ceci nest vrai que
dans le cas ou aucun temporisateur Remaining Control Timeout nest en cours Sinon les SEs sont
bien dierenciables et il est important de savoir lequel detruire si lon veut garder la coherence des
temporisateurs La norme MMS actuelle ne permet pas de faire cette distinction Ainsi un client peut

etre amene a supposer quil lui reste encore un certain temps de contr
ole dun semaphore alors quen
fait la VMD est sur le point de le liberer

Un jeton dans letat HUNG a perdu son proprietaire sans toutefois etre libere
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 Obtention dinformations sur letat dun semaphore
Avec les semaphores classiques les seules informations immediatement disponibles sont fournies par
la valeur entiere s

 Elle represente le nombre de fois ou P peut 
etre accomplie si la le dattente du
semaphore est vide s& jsj represente le nombre de processus bloques si la le dattente du semaphore
nest pas vide s	
De m
eme avec MMS le nombre de jetons occupes dun semaphore peut 
etre obtenu via le service
Report Semaphore Status Ce service fournit aussi le nombre initial de jetons cest	a	dire le nombre
total de jetons du semaphore Les autres parametres retournes dans ce service sont speciques a MMS
Avec les semaphores classiques s

nest pas disponible mais peut se calculer facilement a laide de
linvariant du semaphore Dans UNIX System V les options GETVAL GETNCNT de lappel systeme
semctl sont utilisees dans un but identique "Bac#
Le service Report Semaphore Entry Status fournit toutes les informations concernant les applica	
tions en attente dun jeton ou de celles qui detiennent un jeton identite priorite temporisateurs etc
Les semaphores classiques nont pas dequivalent mais de nombreux systemes ont etendu le concept de
semaphore an que les informations concernant les processus puissent 
etre obtenues UNIX System V
avec loption GETPID de lappel systeme semctl en est un exemple "Bac# Cette option permet de
retourner le numero didentication du dernier processus ayant eectue une operation sur le semaphore
considere
 Take Control non bloquant
Un client MMS peut travailler en mode asynchrone ou non bloquant Ce mode deni par MMSI
dans "Gen# Vol IV signie quun client na pas besoin d
etre bloque en attente de la reponse dune
requ
ete eectuee et quil peut continuer a executer un travail utile Ceci sapplique aux requ
etes Take
Control Donc un client peut toujours sexecuter m
eme sil na pas recu la reponse du Take Control
cest	a	dire quil nest pas bloque sur un semaphore m
eme si celui	ci est pris Il na simplement pas
acces au semaphore Il va de soi que dans lexecution qui se poursuit il ne doit pas y avoir de tentative
dacces aux eventuelles ressources protegees par le semaphore Ceci nest pas garanti par MMS Cette
facon de proceder est identique aux appels systeme ENQW et ENQ respectivement bloquant et non
bloquant de la gestion de semaphores VAXVMS "Dig# Le noyau temps	reel Sceptre contient des
mecanismes dexclusion mutuelle similaires qui autorisent les processus en attente de lallocation de
ressources partagees a 
etre toujours actifs "BDD

# Par contre un processus qui execute P est
toujours bloque jusqua la liberation du semaphore
 Que peuton faire avec les s emaphores classiques que lon ne peut pas faire
avec les s emaphores MMS
  Le probleme de la possession du jeton
Loperation Vs ne fait quincrementer la valeur de s par un et reveille un eventuel processus en
attente sur le semaphore Cette operation peut 
etre executee par nimporte quel processus et quelque
soit la valeur courante de s m
eme si cest la valeur initiale s

"Mar# Il ny a pas de trace dans
le semaphore des processus ayant execute une operation P mais qui nont pas encore appele V
Ceux	ci ne sont dailleurs pas obliges dappeler V

Toutefois au sens strict de la denition dun semaphore cette valeur nest pas lisible par les processus Seules les
primitives P et V operent sur un semaphore classique
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Ceci constitue une dierence fondamentale par rapport aux semaphoresMMS Seule une application
A detenant un jeton dun semaphore s peut eectuer un Relinquish Control sur s pour liberer ce
jeton Il est precise dans "ISO a# que le service echoue si A ne detient pas de jeton de s Il est donc
obligatoire que A ait dabord complete un Take Control cest	a	dire ait franchi le semaphore avant
de pouvoir demander un Relinquish Control P et V sont des operations independantes cest	a	
dire que leur association nest pas requise "Coo# Par contre une requ
ete Take Control nest pas
sensee 
etre utilisee sans une requ
ete Relinquish Control De plus le Relinquish Control doit 
etre
eectue sur la m
eme association que le Take Control precedent
Par ailleurs le nombre initial de jetons dun semaphore MMS ne peut 
etre augmente en aucune
facon Les jetons sont aectes a un semaphore MMS quand il est deni Aucun nouveau jeton ne peut

etre cree pendant la duree de vie du semaphore MMS On peut par consequent ajouter linegalite
suivante a linvariant du semaphore  (TakeControl  (RelinquishControl
Considerons le scenario suivant Supposons que deux semaphores classiques s
 
et s

soient initialises
a zero Il est bien connu que deux processus p
 
et p

peuvent eectuer un rendez	vous si p
 
execute
sequentiellement Vs
 
 Ps

 et p

Vs

 Ps
 
 Si on applique ceci a MMS les deux applications
recevront une erreur pour leur requ
ete Relinquish Control car p
 
resp p

 ne detient aucun jeton
de s
 
resp s

 Puis si aucune action correctrice nest entreprise les deux applications attendront
indeniment lallocation de jetons non existant Ceci nest pas un interblocage  puisquaucune appli	
cation nest en attente dun jeton detenu par lautre  mais une utilisation na)$ve des services MMS
sans parler du fait que creer un semaphore MMS avec un nombre initial de jetons nul na pas de
sens
La solution dans MMS est simple Dabord les semaphores MMS s
 
et s

doivent chacun avoir un
jeton initial pas zero Puis p
 
resp p

 doit eectuer une requ
ete Take Control sur le semaphores
s
 
resp s

 avant le rendez	vous Il sagit la dune phase dinitialisation indispensable qui doit 
etre
eectuee avant le lancement proprement dit des deux applications A partir de la on se retrouve dans
la m
eme conguration que precedemment et le rendez	vous peut se derouler avec le m
eme scenario
Lapplication p
 
eectue les requ
etes Relinquish Controls
 
 et Take Controls

 Lapplication
p

eectue la sequence complementaire g  Ceci illustre une methode facile pour synchroniser
deux applications client par rendez	vous dans lenvironnement MMS Notons toutefois que la phase
dinitialisation peut ne pas 
etre realisable Dans ce cas cette solution ne peut pas marcher Nous
etudions dautres solutions de rendez	vous au chapitre 
Application p
 
Application p

TakeControls
 
 TakeControls

 Phase dinitialisation
 
 
RelinquishControls
 
 RelinquishControls


TakeControls

 TakeControls
 
 Rendezvous
 
 
Fig  	 Rendezvous avec les semaphores MMS
On voit donc que dans MMS la protection de ressources partagees est favorisee par rapport a
la signalisation Lassociation obligatoire Take ControlRelinquish Control annule les possibilites
de synchronisation par signalisation Ces deux services peuvent se comparer aux primitives connues
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lockunlock par opposition a waitsignal Les premieres sont utilisees pour lexclusion mutuelle
alors que les secondes le sont pour la signalisation Les problemes pour lesquels on utilise lune ou
lautre de ces paires de primitives sont souvent dierents "LE# Les operations P et V implantent
ces deux paires de primitives mais pas les services MMS
Les solutions connues des problemes classiques tels que les producteursconsommateurs "Dij#
"Pre# "Shr# "And# la coordination OU "Pre# ou les lecteursredacteurs "CHP# "Sch# ne
peuvent donc pas sappliquer sans modications En eet tous sont bases sur lexecution de P
et de sa complementaire V par deux processus dierents Des changements tels que celui presente
plus haut sont necessaires pour appliquer ces solutions a MMS Nous presentons dans "CK# et au
chapitre  deux solutions MMS au probleme des lecteursredacteurs
Toutefois on remarquera que le probleme de possession du jeton peut presenter lavantage deviter
certaines erreurs qui peuvent facilement se produire avec les semaphores classiques mais ne sont pas
detectable par les compilateurs par exemple linversion des operations P et V "Shr# "IBFW#
 Acquisition en une seule fois de plusieurs jetons
Certains auteurs ont etendu loperation P an de pouvoir decrementer la valeur du semaphore non
pas de un mais dun nombre quelconque passe en parametre "VvL# "Pre# Ps x sur un semaphore
s bloque si s x est negatif ou eectue s ' s x et termine sinon Vs x est loperation complemen	
taire Ceci est utilise dans UNIX System V avec lappel systeme semop par exemple "Bac# "Roc#
Dans la couche session du modele de reference OSI un mecanisme de synchronisation similaire est uti	
lise au moyen duquel plusieurs jetons peuvent 
etre acquis et rel
aches par les primitives TOKENPLEASE
et TOKENGIVE "ISOb#
Dans MMS il ny a pas de facon dacquerir plusieurs jetons en eectuant une seule requ
ete Take
Control Ce service acquiert toujours un seul jeton libre et pas plus Ceci peut sembler paradoxal
pour un mecanisme aussi complexe que le semaphore MMS Il est par contre possible dutiliser le
modicateur Attach To Semaphore pour eectuer lacquisition de plusieurs jetons dans un m
eme
service MMS Considerons deux semaphores MMS  s
 
a un seul jeton et s

a n jetons Un client
desire obtenir k  n jetons de s

en utilisant un seul service MMS Une solution est dajouter k & 
modicateurs Attach To Semaphore a nimporte quelle requ
ete de service MMS conrme par exemple
une requ
ete de lecture Read

 Les k premiers modicateurs demandent chacun le contr
ole dun jeton
de s

 Le k&
eme
modicateur specie le jeton de s
 
 Si s
 
est deja pris la requ
ete Read est bloquee
apres avoir acquis k jetons de s


Le probleme pose par le modicateur Attach To Semaphore provient de ce quil libere le jeton
acquis immediatement apres execution de la requ
ete de service modiee Il est donc necessaire de
bloquer lexecution de cette requ
ete pendant la duree de la section critique cest	a	dire pendant le
temps ou les k jetons de s

doivent 
etre detenus Pour cela on utilise le semaphore s
 
dont on acquiert
le jeton avant deectuer le service Read modie La sequence resultante est alors 
	 Take Controls
 

 Read modie  acquiert k jetons de s

et se bloque sur s
 

  Section critique 
 Relinquish Controls
 

  la requete Read est reellement executee ici 

On choisit une requete qui ne fait aucune modication dans la VMD
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Mais cette facon de proceder nest pas tres propre car elle implique que le client qui veut acquerir
les k jetons ne recoit aucune reponse lui indiquant que ces jetons sont pris comme cest le cas pour
un Take Control Une solution est dutiliser le service Report Semaphore Entry Status pour savoir
quand les k jetons sont bien detenus par le client
	
 Mais alors la consultation periodique du semaphore
qui sensuit risque de ne pas rendre lutilisation de modicateurs interessante et la solution davoir k
requ
etes Take Control devient plus appropriee Par ailleurs cette solution ne permet pas la prise des
k jetons de facon atomique contrairement a Ps k Lacquisition en un service de plusieurs jetons
dun semaphore ne peut donc pas se faire de facon simple dans MMS
On peut aussi noter quil nest pas possible dans MMS dacquerir avec un seul service des jetons de
dierents semaphores et de les conserver apres execution du service Une telle operation est presentee
dans "Pre# et se retrouve encore dans le systeme dexploitation UNIX Dans "Dij# Dijkstra a
egalement etudie une operation P fonctionnant en parallele sur plusieurs semaphores
 La destruction de semaphores
Dans des programmes informatiques un semaphore classique cesse dexister quand la visibilite de
celui	ci se termine par exemple le semaphore est une variable locale a une procedure qui se termine
Ceci peut se produire nimporte quand Un semaphore MMS banalise peut 
etre detruit au moyen
du service Delete Semaphore a condition quil soit eacable par MMS lattribut MMS Deletable du
semaphore est VRAI et quil ny ait aucune application client detenant un jeton du semaphore Ceci
introduit une restriction par rapport aux semaphores classiques mais presente lavantage deviter de
laisser dans un etat incoherent les applications detenant un jeton Cette exigence se retrouve dans
certains systemes par exemple la fonction pthread mutex destroy de DCE echoue si le mutex est
deja pris "Fou#
Le noyau pSOS

permet aussi la creation et la destruction dynamique de semaphores "Tho # Les
processus qui etaient en attente dun semaphore detruit sont mis dans letat pr
et Ceci ne peut pas
se produire dans MMS car si des applications sont en attente dun semaphore alors ce semaphore est
pris et donc ne peut 
etre detruit Mais la norme MMS reste assez oue sur ce point et il nest pas clair
si un semaphore pris de facon locale


peut 
etre detruit Si tel est le cas il nest pas decrit de procedure
a suivre pour notier les applications client en attente sur ce semaphore La solution la plus evidente
est denvoyer a chacune une reponse negative du Take Control en speciant comme erreur que lobjet
semaphore en question nexiste pas
 Quest ce qui est sp eci
que a MMS
  Gestion des associations
Toute requ
ete de service MMS est executee sur une association Un client peut avoir plusieurs
associations avec le m
eme serveur Mais un client qui veut liberer un jeton dun semaphore doit
executer la requ
ete Relinquish Control sur la m
eme association que celle ou le Take Control a ete
fait Par ailleurs une application client MMS ne peut pas fermer lassociation avec le service Conclude
si elle detient un jeton dun semaphore sur cette association "ISO a#
Les parametres booleens optionnels Relinquish Control If Connection Lost et Abort On Timeout
font partie de la requ
ete Take Control Sils sont presents ils sont copies dans les attributs adequats
du SE correspondant g  Le premier de ces parametres indique si un jeton doit 
etre libere ou

Le service Report Semaphore Status nest pas susant car il ne permet pas de connatre les clients qui detiennent
les jetons

Semaphore pris sur decision de la VMD et non par un service Take Control
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si son SE doit aller dans letat HUNG quand lassociation entre le serveur et le client detenant ce jeton
est perdue Le second specie si lassociation doit 
etre rompue lorsque le temps de contr
ole dun jeton
expire Control Timeout
Dans UNIX les processus peuvent se terminer alors quils detiennent un semaphore Loption
SEM UNDO de lappel systeme semop est utilisee pour ordonner au noyau de rel
acher ou non le semaphore
detenu par un processus qui se termine Loption MMS Relinquish If Connection Lost peut 
etre
utilisee dans un but similaire Elle est toutefois plus generale que dans UNIX car la perte dune
association nimplique pas necessairement la mort de lapplication client
Les pertes dassociations peuvent modier les relations  et  en  et  pour les m
emes
raisons que loption Control Timeout deja citee En eet la perte dune association peut entra
$ner
la liberation automatique dun jeton donc la diminution de  des quantites Number Of Owned Tokens
et tailleList Of Requesters
 Requisition du controle dun semaphore
Un SE qui se trouve dans letat HUNG peut 
etre acquis par une application dierente de celle qui etait
initialement proprietaire du jeton Il sut quun client envoie une requ
ete de service Take Control
contenant le parametre Application To Preempt Ce parametre represente ladresse de lapplication
client a laquelle on veut soustraire le jeton Toute application client MMS a la possibilite dacquerir le
jeton detenu par toute autre application pour laquelle le temps de contr
ole est expire ou lassociation
avec le serveur perdue
Le parametre Application To Preempt ne permet pas dacquerir le jeton dune autre application
dont le SE est dans letat OWNER La possibilite de prendre le contr
ole dun jeton dun semaphore est
un moyen dassurer la reprise sur panne dans MMS En eet un SE ne se trouve dans letat HUNG
qua la suite dune perte dassociation ou de lexpiration du temporisateur Control Timeout Il peut

etre raisonnable de penser que ces situations se rencontrent essentiellement lors de la panne dune
application client Il convient alors de recuperer le jeton anciennement detenu par cette application
Mais nous avons deja mentionne que la perte dune association nimplique pas necessairement la
mort du client Dans ce cas le client doit etablir une nouvelle association avec le serveur Comme le
Relinquish Control ne peut se faire que sur la m
eme association que le Take Control le client ne
peut quutiliser la requisition citee pour recuperer le contr
ole du jeton
Cette possibilite propre a MMS augmente (Take Control sans changer NumberOfOwnedTokens ni
necessiter lutilisation dun Relinquish Control Encore une fois les relations  et  deviennent
donc  et 
 Gestion des evenements
Les evenements MMS sont utilises pour informer les clients de lapparition devenements sur les
serveurs Lobjet Event Condition EC est utilise pour maintenir linformation relative a un cer	
tain type devenement A chaque semaphore MMS correspond un EC identie par lattribut Event
Condition Reference g  Il est cree automatiquement par le service Define Semaphore Il sert
a produire une notication devenement quune application peut recevoir lorsque le delai Control
Timeout expire Cest une facon ecace dinformer les applications client que leur temps est expire
et quelles risquent de ne plus detenir le jeton Les evenements MMS fournissent une alternative a
lincapacite des semaphores MMS de faire du signalement entre applications La section  est dediee
a letude des evenements MMS
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 Le modicateur Attach To Semaphore
Nous avons introduit plus haut le modicateur Attach To Semaphore en disant quil sagissait dune
condition optionnelle associee a nimporte quelle requ
ete de service MMS conrme Ce modicateur
conditionne lexecution de la requ
ete de service a la prise de contr
ole dun semaphore Le semaphore est
automatiquement libere apres lexecution de la requ
ete Plusieurs modicateurs peuvent 
etre associes
a une requ
ete de service Ceux	ci sont alors traites par la VMD dans lordre de leur apparition dans
la liste de modicateurs Lacquisition des semaphores designes doit donc se faire sequentiellement
Les parametres utilises dans un modicateur sont les m
emes que dans une requ
ete Take Control
sauf Application To Preempt ce qui fait quun modicateur ne peut 
etre utilise pour acquerir le
jeton detenu par une tierce application
Un service MMS xx request avec n modicateurs Attach To Semaphore est donc equivalent a une
execution de la sequence suivante 
TakeControl n
o



TakeControl n
o
n
xx request
RelinquishControl n
o
n


RelinquishControl n
o

0
500
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1500
2000
2500
0
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5 1
1.
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2.
5 3
3.
5 4
4.
5 5
Avec services
Avec modificateurs
0 1 2 3 4 5
Nombre de sémaphores
Nombre d'octets transmis
Fig  	 Solutions avec modicateurs et avec services Take Control et Relinquish Control
Cependant le nombre doctets total necessaire pour transmettre cette sequence est evidemment
beaucoup plus grand que celui correspondant a lutilisation de n modicateurs Nous avons mesure
ces quantites pour un modicateur Attach To Semaphore sans aucune option dans un service de lecture
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Read Lintegration du modicateur au service Read najoute que  octets

 Le rapport du nombre total
doctets transmis pour le cas avec modicateur sur le cas sans modicateur est alors deja pour un seul
modicateur de   Il est donc beaucoup plus interessant dutiliser un modicateur que les services
Take Control et Relinquish Control quand un seul service MMS doit 
etre protege La gure 
montre comment le nombre doctets transmis augmente en fonction du nombre de semaphores utilises
La solution avec modicateur est de loin la plus ecace La taille des PDUs MMS varie en fonction
du service des parametres et de la syntaxe de transfert utilises Mais contrairement aux mesures
similaires que nous presentons pour le modicateur AttachToEventCondition dans la section  ici
la dierence entre les deux solutions est telle que linuence de la taille des PDUs est negligeable
Plus generalement la table  compare linter
et des solutions avec modicateurs ou avec services
Take Control  Relinquish Control en fonction de divers criteres
Le modicateur Attach To Semaphore ne peut proteger quune seule requ
ete de service Cette
solution permet deviter lexecution simultanee de services MMS qui devraient sexclure Toutefois ceci
para
$t bien limite dautant que la VMD peut elle	m
eme garantir une execution serialisee des services
MMS manipulant des donnees communes Par exemple deux services decriture sur une m
eme variable
MMS peuvent 
etre serialises automatiquement par la VMD sans que ceci soit de la responsabilite
des applications client a la maniere dun moniteur "Hoa# Lexclusion mutuelle de services Write
est dailleurs mentionnee dans la norme comme une possibilite de limplantation des serveurs sans
toutefois 
etre rendue obligatoire
Le modicateur Attach To Semaphore semble donc dusage limite pour la protection des ressources
Il serait en fait beaucoup plus interessant dassocier un modicateur Attach To Semaphore a un
ensemble de services MMS
Caracteristiques Modicateurs Services
Prise et liberation automatique oui non
du semaphore
Nombre de services necessaires  n 
avec n semaphores
Plusieurs services dans la meme non oui
section critique
Attente sur plusieurs semaphores oui en utilisant non
avec le meme service plusieurs modicateurs
Combinaison avec attente dun oui en utilisant le modif non
evenement Attach To Event Condition
Annulation du service par oui service Cancel oui service Cancel puis
requete dun client seulement Relinquish Control
Annulation automatique par expiration oui oui si bloque sur
dun temporisateur Take Control
Tab  	 Comparaison entre le modicateur Attach To Semaphore et les services Take Control 
Relinquish Control
 Linvariant du s emaphore MMS
En nous appuyant sur les resultats obtenus dans les sections precedentes nous pouvons mainte	
nant donner un invariant plus adapte au semaphore MMS Pour tout semaphore MMS les relations
suivantes sont veriees 
	
Cette taille depend bien sur de la longueur du nom du semaphore specie
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NumberOfOwnedTokensRC CT
r
 AL
r
 ADTC
preempt
 TC 

taille
ListOfRequesters  NumberOfTokensRC  CT
r
 AL
r
 ADTC
preempt
 TC 

avec les notations suivantes 
 (TC est le nombre total de requ
etes Take Control eectuees%
 (RC est le nombre total de requ
etes Relinquish Control eectuees%
 CT
r
est le nombre dexpirations du temporisateur Control Timeout qui ont cause la liberation
dun jeton%
 AL
r
est le nombre de pertes dassociations qui ont entra
$ne la liberation dun jeton%
 AD est le nombre de requ
etes Take Control qui ont echoue suite a lexpiration du temporisateur
Acceptable Delay%
 (TC
preempt
est le nombre de requ
etes Take Control qui ont acquis un jeton dans letat HUNG
Lequation  sapplique dans le cas ou il ny a pas dapplication en attente dun jeton Lequa	
tion  sapplique dans le cas contraire La encore les deux equations se rejoignent quand aucune
application nest en attente dun jeton et que tous les jetons sont pris
Dans ces relations loperation (X ne prend pas en compte les requ
etes de service X qui echouent
comme par exemple un Relinquish Control eectue sur un semaphore dont tous les jetons sont
libres Les requ
etes qui echouent sont caracterisees par leur reponse negative cest	a	dire quelle ne
contient pas les resultats du service mais lerreur qui est survenue La seule exception reside dans les
reponses negatives des Take Control dont les delais Acceptable Delay sont expires Dans ce dernier
cas ces requ
etes Take Control sont comprises dans (TC Nous ne prenons pas non plus en compte
le modicateur Attach To Semaphore car il acquiert et rel
ache toujours un jeton en un seul service et
donc laisse les relations  et  inchangees Seule loption Control Timeout dans un modicateur
peut changer ces relations en augmentant CT
r
 Il sut alors de considerer que (TC comprend les
prises de contr
oles de jetons par les modicateurs et que (RC comprend les liberations de jetons acquis
par les modicateurs Ainsi les relations  et  sappliquent aussi pour le modicateur Attach To
Semaphore
Les inegalites suivantes sappliquent egalement 
TC
preempt
 TC 
RC   TC 
Linegalite  est evidente puisque (TC prend en compte les requ
etes Take Control avec requi	
sition et quil faut au moins quun jeton ait ete pris pour eectuer une telle requ
ete Linegalite 
provient du fait quune requ
ete Relinquish Control echoue quand tous les jetons dun semaphore
sont libres Il faut donc au moins autant de prises de contr
ole de jetons quil y a de liberations
Notons nfs le nombre de fois que le semaphore s a ete franchi
 
 Alors lexecution des requ
etes
Take Control Relinquish Control Take Control avec requisition les pertes dassociations et les
expirations des temporisateurs laissent invariante la relation suivante 
 

nf
s ne prend pas en compte les requetes Take Control avec requisition car lors dune telle requete le semaphore a
deja ete franchi auparavant et na pas ete libere entre temps
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nfs  minTC TC
preempt
 AD NumberOfTokensRC CT
r
AL
r
 

En nous appuyant sur la demonstration de "CRO# pour le semaphore classique nous allons
demontrer que les requ
etes de service MMS Take Control et Relinquish Control laissent invariante
la relation  et ce quelques soient les parametres utilises dans les requ
etes Take Control
Resumons dabord les eets des dierentes operations applicables a un semaphore MMS et pouvant
modier une des operandes de la relation  Par commodite notons TC EN ATTENTE un booleen qui
est VRAI quand il existe des requ
etes Take Control en attente de liberation dun jeton et FAUX dans
le cas contraire On a donc 
TC EN ATTENTE ' (TC  AD  (TC
preempt
  NumberOfTokens& (RC & CT
r
& AL
r

Les eets des operations sappliquant sur un semaphore MMS sont les suivants 
Take Control 
TC  TC  	
si NumberOfTokens  NumberOfOwnedTokens
alors nfs  nfs  	 NumberOfOwnedTokens NumberOfOwnedTokens  	
sinon tailleListOfRequesters tailleListOfRequesters  	
Relinquish Control 
RC  RC  	
si TC EN ATTENTE  FAUX
alors NumberOfOwnedTokens  NumberOfOwnedTokens  	
sinon nfs  nfs  	 tailleListOfRequesters tailleListOfRequesters  	
Take Control avec requisition 
TC  TC  	
TC
preempt
 TC
preempt
 	
Expiration dun temporisateur Control Timeout 
CT
r
 CT
r
 	
si TC EN ATTENTE  FAUX
alors NumberOfOwnedTokens  NumberOfOwnedTokens  	
sinon nfs  nfs  	 tailleListOfRequesters tailleListOfRequesters  	
Perte dassociation 
AL
r
 AL
r
 	
si TC EN ATTENTE  FAUX
alors NumberOfOwnedTokens  NumberOfOwnedTokens  	
sinon nfs  nfs  	 tailleListOfRequesters tailleListOfRequesters  	
Expiration dun temporisateur Acceptable Delay 
AD  AD  	
si TC EN ATTENTE  VRAI
alors tailleListOfRequesters tailleListOfRequesters  	
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Forme initiale de la relation Relation apres execution de Eet sur nf
s Relations avec nf
s
TC  TC   apres execution
Dem  Aut
 
nf
s  Dem
nf
s  Aut
Dem   Aut nf
s  nf
s  
 
nf
s  Dem
nf
s   Aut
Dem  Aut
 
nf
s  Aut
nf
s   Dem
Dem  Aut 
 
nf
s  Dem
nf
s  Aut
Tab  	 Eets dun Take Control
Forme initiale de la relation Relation apres execution de Eet sur nf
s Relations avec nf
s
RC  RC   apres execution
Dem  Aut
 
nf
s  Aut
nf
s  Dem
Dem  Aut nf
s  nf
s  
 
nf
s   Dem
nf
s  Aut
Dem   Aut
 
nf
s  Dem
nf
s   Aut
Dem  Aut 
 
nf
s  Dem
nf
s  Aut
Tab  	 Eets dun Relinquish Control
Nous pouvons maintenant demontrer la relation  Remarquons dabord que celle	ci est veriee
avant que toute operation soit eectuee sur le semaphore En eet 
nfs  TC  TC
preempt
 AD  CT
r
 AL
r
 RC  min NumberOfTokens  
Supposons la relation  veriee et examinons les eets des operations precedentes sur cette rela	
tion Pour alleger la notation notons Dem pour Demandes la quantite TC TC
preempt
 AD
Dem correspond au nombre total de demandes de prise de contr
ole du semaphore Notons Aut pour
Autorisations la quantite NumberOfTokens RC  CT
r
 AL
r
 Aut correspond au nombre total
dautorisations de passage du semaphore jusquau moment present
Les tables  a  donnent la valeur de nfs apres execution de toutes les operations pouvant
aecter letat dun semaphore MMS On constate que la relation  reste toujours veriee Nous avons
donc montre que la relation  est vraie quelques soient les operations appliquees a un semaphore
MMS
Forme initiale de la relation Relation apres execution de Eet sur nf
s Relations avec nf
s
TC  TC   apres execution
TC
preempt
 TC
preempt
 
Dem  Aut
 
nf
s  Dem
nf
s  Aut
Dem  Aut 
 
nf
s  Dem
nf
s  Aut
Dem  Aut
 
nf
s  Aut
nf
s   Dem
Dem  Aut 
 
nf
s   Dem
nf
s  Aut
Tab  	 Eets dun Take Control avec requisition
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Forme initiale de la relation Relation apres execution de Eet sur nf
s Relations avec nf
s
CT
r
 CT
r
  apres execution
Dem  Aut
 
nf
s  Dem
nf
s  Aut
Dem  Aut nf
s  nf
s  
 
nf
s   Dem
nf
s  Aut
Dem   Aut
 
nf
s  Dem
nf
s   Dem
Dem  Aut 
 
nf
s  Dem
nf
s   Aut
Tab  	 Eets de lexpiration dun temporisateur Control Timeout
Forme initiale de la relation Relation apres execution de Eet sur nf
s Relations avec nf
s
AL
r
 AL
r
  apres execution
Dem  Aut
 
nf
s  Dem
nf
s  Aut
Dem  Aut nf
s  nf
s  
 
nf
s   Dem
nf
s  Aut
Dem   Aut
 
nf
s  Dem
nf
s   Dem
Dem  Aut 
 
nf
s  Dem
nf
s   Aut
Tab  	 Eets dune perte dassociation
Forme initiale de la relation Relation apres execution de Eet sur nf
s Relations avec nf
s
AD  AD  apres execution
Dem  Aut
 
nf
s  Dem
nf
s  Aut
Dem  Aut 
 
nf
s   Dem
nf
s  Aut
Dem   Aut
 
nf
s  Dem
nf
s   Dem
Ne peut pas se produire dans cet etat
Tab  	 Eets de lexpiration dun temporisateur Acceptable Delay
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	 Pourquoi deux classes de semaphores
MMS denit deux classes de semaphores  le semaphore banalise et le semaphore etiquete La
dierence essentielle reside dans la politique dallocation des jetons Le semaphore etiquete contient
des jetons nommes Lors dune requ
ete de service Take Control lapplication client peut demander
lacquisition dun jeton particulier au moyen du parametre de service Named Token Si ce jeton est deja
pris alors lapplication doit attendre m
eme si dautres jetons du semaphore sont libres Si le client ne
demande pas de jeton particulier alors nimporte quel jeton libre lui est alloue Dans les deux cas le
nom du jeton pris est retourne dans la reponse du Take Control Ce nom doit ensuite 
etre fourni a la
requ
ete Relinquish Control qui libere le jeton Par contre les jetons dun semaphore banalise sont
anonymes Nimporte quel jeton libre est alloue a une requ
ete de prise de contr
ole
Une autre dierence est que le jeton dun semaphore etiquete est dune certaine facon lie a une
ressource physique modelisee par la VMD Les semaphores etiquetes sont donc toujours pre	denis et
ne peuvent jamais 
etre detruits par un service MMS Le semaphore banalise peut 
etre detruit par le
service Delete Semaphore dans la mesure ou son attribut MMS Deletable est a vrai MMS rajoute un
service qui ne sapplique quaux semaphores etiquetes  Report Pool Semaphore Status Ce service
retourne la liste des jetons nommes libres free alloues owned ou suspendus hung
Le semaphore etiquete est utile pour regrouper des ressources apparentees Par exemple une VMD
peut utiliser un semaphore etiquete pour proteger une serie dimprimantes contre des requ
etes dim	
pression simultanees Chaque imprimante est associee a un jeton nomme "Nusb# Il en resulte une
facon plus claire de manipuler et gerer les ressources et facilite la programmation dapplications MMS
Le semaphore banalise peut aussi permettre un regroupement de ressources mais dans ce cas ces der	
nieres sont allouees de facon anonyme puisque les jetons ne sont pas nommes Cependant lattribution
de noms a des ressources peut aussi se faire avec les semaphores banalises en aectant un semaphore
a jeton unique a chaque ressource par exemple a chaque imprimante
En fait cest surtout une raison dimplantation qui pourrait justier lutilisation du semaphore
etiquete pour le regroupement de ressources  il faut moins de place memoire pour maintenir linfor	
mation representant un semaphore etiquete avec n jetons que pour n semaphores banalises a jeton
unique
La protection de ressources dans MMS postule lexistence dun lien entre un semaphore etiquete
et une ressource physique reelle Cela signie que la visibilite de la prise de contr
ole dun semaphore
nest pas limitee aux clients du serveur MMS ou reside le semaphore mais peut egalement setendre en
dehors du domaine de discours de MMS Ainsi le semaphore etiquete devient un moyen de representer
un semaphore reel tout comme une variable MMS est une abstraction permettant de representer
des variables reelles Il nappartient pas a MMS de normaliser la relation entre un semaphore MMS et
ce semaphore reel La nature de celle	ci est laissee libre a chaque implantation Par exemple on peut
imaginer quune variable MMS soit associee au jeton dun semaphore etiquete et que la VMD refuse
tout acces a cette variable si le jeton nest pas pris et ce que lacces soit externe service Write ou
interne par une action du dispositif physique modelise par la VMD Cest la raison pour laquelle
un semaphore etiquete est pre	deni est non destructible par MMS Mais il est tout a fait possible
detablir une relation identique avec un semaphore banalise En eet rien ninterdit un semaphore
banalise d
etre pre	deni non destructible par service MMS et lie a une ressource physique
Il est precise dans la norme que le semaphore etiquete est utilise pour la protection de ressources
alors que le semaphore banalise est plut
ot utilise pour la synchronisation entre applications En fait
dans une des premieres versions de la norme MMS "ISO# le semaphore etiquete etait appele ressource
alors que le semaphore banalise etait simplement appele semaphore La synchronisation par signale	
ment et lexclusion mutuelle constituent bien deux problemes dierents "Dijb# "Shr# Mais MMS
ne semble pas avoir fait cette dierence Si le semaphore banalise doit 
etre utilise pour la synchroni	
 CHAPITRE  LES S

EMAPHORES MMS
sation il est surprenant de trouver lobligation dassocier les services Take Control et Relinquish
Control Ceci peut se comprendre pour le semaphore etiquete dont le but est de proteger lacces a
des ressources partagees "Coo# En eet les ressources dune VMD correspondent generalement a
des ressources physiques reelles pour lesquelles des acces incontr
oles pourraient avoir des consequences
graves ou catastrophiques Mais lobligation dassocier Take Control et Relinquish Control pour
les problemes de synchronisation avec le semaphore MMS banalise nest pas justiee On peut alors
se demander si la dierence entre les deux classes de semaphore est vraiment utile puisque tous deux
sont a certains details pres identiques 
 Un semaphore etiquete avec n jetons nommes j
 
     j
n
est equivalent a n semaphores banalises
non eacables par MMS avec chacun un jeton unique et nommes j
 
     j
n

 Un semaphore banalise avec n jetons et non eacable par MMS est equivalent a un semaphore
etiquete avec n jetons nommes dans la mesure ou le service Take Control est le modicateur
Attach To Semaphore sont utilises sans specier de jeton nomme
 Un semaphore banalise peut a limage dun semaphore etiquete 
etre pre	deni non eacable
par MMS et lie a une ressource physique
En resume seuls un confort de programmation et eventuellement des considerations dimplan	
tation justient de faire une dierence entre semaphore banalise et etiquete Sil est certainement
confortable dutiliser un semaphore etiquete pour regrouper diverses ressources de caracteristiques
identiques ce nest pas non plus obligatoire Il semble plut
ot que la denition de deux classes de sema	
phore entretienne la confusion sur la comprehension et lutilisation des semaphores MMS On pourrait
suggerer que la norme MMS choisisse de normaliser uniquement les semaphores banalises ou alors
seulement les semaphores etiquetes Dans ce dernier cas la norme devrait aussi autoriser la creation
des semaphores etiquetes avec le service Define Semaphore Ceci devrait ameliorer la comprehension
de la gestion de semaphores MMS et reduire le code necessaire a leur implantation sans pour autant
diminuer les possibilites des semaphores MMS
Enn compte tenu de lapparente complexite des semaphores MMS il aurait ete plus utile din	
troduire des semaphores ou verrous qui autorisent la dierenciation entre acces en lecture et acces
en ecriture comme cest le cas dans le domaine des bases de donnees ou avec le systeme dexploitation
VAXVMS par exemple "Dig# Un attribut optionnel dans les parametres de la requ
ete de service
Take Control pourrait indiquer si cette requ
ete est utilisee pour modier une ressource ou simple	
ment pour la lire Ceci pourrait 
etre particulierement interessant pour limplantation dalgorithmes
de contr
ole de la concurrence bases sur MMS "Casc# Nous proposons une telle modication a la
section 

 Semaphores MMS et interblocages
Le probleme de linterblocage se pose inevitablement dans tout programme utilisant des semaphores
Dans MMS les interblocages se produisent de la m
eme facon quavec les semaphores classiques Mais
MMS introduit aussi de nouvelles possibilites dinterblocage notamment avec les modicateurs
Considerons le scenario suivant Deux semaphores banalises s
 
et s

avec un seul jeton sont denis
dans une VMD Une requ
ete Take Control est eectuee sur s
 
par un client donne Ensuite une
requ
ete de service quelconque notee xx request est demandee par un autre client Cette requ
ete
contient deux modicateurs Attach To Semaphore speciant s

et s
 
dans cet ordre A ce stade les
deux semaphores sont pris mais xx request ne peut sexecuter tant que s
 
nest pas libere Maintenant

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le client qui detient s
 
eectue une requ
ete Take Control sur s

 Il en resulte un interblocage dont la
cause est cachee par les modicateurs Une autre situation dinterblocage se produit aussi lorsquun
m
eme service contient plus de modicateurs speciant le m
eme semaphore quil ny a de jeton dans ce
semaphore La il sut dune seule requ
ete de service pour provoquer linterblocage En fait la requ
ete
sauto	interbloque
La facon de traiter les interblocages nest pas speciee dans MMS Si une VMD na pas la capacite
de les prevenir ou de les detecter et de les resoudre ce sont alors les clients qui sont responsables
du bon deroulement de leurs requ
etes de service vis	a	vis des interblocages Dans le cas contraire
la seule allusion faite dans la norme concernant les interblocages est quune VMD peut utiliser tous
les mecanismes appropries pour eviter leur formation y compris le refus dexecution dune requ
ete de
service comme cest le cas dans VAXVMS La classe derreur servicepreempt associee au code
deadlock est dailleurs prevue a cet eet Par ailleurs nous avons vu que lordre dexecution des
requ
etes ne correspond pas necessairement a lordre de leur reception par le serveur La modication
de lordre de reception pourrait se justier par la possibilite deviter la formation dinterblocages qui
seraient autrement apparus sans ce re	arrangement
Toutefois une VMD ne peut detecter des interblocages repartis cest	a	dire des cycles de dependance
qui se forment entre plusieurs VMDs et plusieurs clients Cela supposerait une autonomie de decision
et une cooperation entre serveurs a la maniere des contr
oleurs de transactions dans les bases de
donnees "CMH# ce qui na pas du tout ete prevu par la norme Nous proposons dans "Casc#
"Casa# ainsi quau chapitre  deux algorithmes repartis situes au niveau des applications client
MMS et dont le but est de detecter et resoudre les interblocages repartis dans lenvironnement MMS
 Semaphores MMS et CSP
Rappelons que CSP Communicating Sequential Processes est un langage permettant de decrire
formellement des programmes repartis et concurrents CSP peut 
etre utilise pour prouver certaines
proprietes du systeme modelise proprietes dinvariance de s
urete etc
Dans "Hoa# Hoare donne limplantation suivante dun semaphore classique en CSP 
Svalinteger val 	

i		XiV  val val  
i		val  	 XiP  val val  

Dans le seul but dillustrer la dierence avec les semaphores MMS nous allons donner ici une
representation CSP simpliee dun semaphore MMS banalise Nous supposons quil ny a pas plus
de   clients MMS et que ceux	ci sont representes par le tableau Xi   Lequivalent CSP du
semaphore MMS banalise est donne sur la gure 
ListOfRequesters ListOfOwners WaitTimer et LockTimer sont des processus dont le compor	
tement se comprend aisement et qui pour des raisons de brievete ne sont pas decrits ici Nous avons
suppose que les parametres optionnels fournissant les valeurs des temporisateurs dune requ
ete Take
Control sont toujours presents Labsence dune telle valeur equivaut a avoir un temporisateur avec la
valeur pour toujours Dans notre representation CSP demarrer ou arr
eter un temporisateur ayant
la valeur pour toujours na aucun eet
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Stokensinteger tokens NumberOfTokens
priority acceptableDelay controlTimeoutinteger
isInboolean

i		XirelinquishControl ListOfOwnershasi ListOfOwnersisIn 
 isIn  false  XinegativeResponse
 isIn  true  ListOfOwnersunqueuei LockTimerStopi XipositiveResponse
ListOfRequestersstatus ListOfRequestersempty
 empty  true  tokens tokens  
 empty  false  jinteger ListOfRequestersgetTop
ListOfRequestersj controlTimeout WaitTimerStopj ListOfOwnersqueuej
LockTimerStartj controlTimeout XjpositiveResponse


i		XitakeControlpriority acceptableDelay controlTimeout tokens  	 
tokens tokens   ListOfOwnersqueuei XipositiveResponse
LockTimerStarti controlTimeout
i		XitakeControlpriority acceptableDelay controlTimeout tokens  	 
ListOfRequestersqueuei priority controlTimeout WaitTimerStarti acceptableDelay
i		LockTimerTimeouti  ListOfOwnersunqueuei  Normally goes to hung state
i		WaitTimerTimeouti  ListOfRequestersunqueuei XinegativeResponse

Fig  	 Semaphore MMS banalise en CSP
Par ailleurs nous navons pas considere 
 Les services de creationdestructionconsultation des semaphores%
 Les options speciques a MMS Relinquish If Connection Lost et Abort On Timeout ainsi que
letat HUNG%
 Tous les cas possibles ou les services MMS retournent une erreur
Il est important de noter la dierence au niveau des clients entre les deux exemples Alors que pour
les semaphores classiques un processus client eectue simplement un SP pour les semaphores MMS
un client doit eectuer StakeControl suivi de SpositiveResponse 	 SnegativeResponse	
Ceci permet au client de savoir si sa requ
ete a reussi ou non Ce point est sans objet pour les processus
utilisant les semaphores classiques puisquils traversent simplement P Il y a certainement dautres
facons dimplanter un semaphore MMS en CSP Celle	ci nest quun exemple permettant dillustrer
les dierences entre semaphores classiques et semaphores MMS
 Conclusion sur les semaphores MMS
Les semaphores MMS peuvent 
etre percus comme une sorte dinstance des semaphores classiques
auxquels on a apporte des ameliorations et ajoute des caracteristiques propres a MMS Le semaphore
MMS est un mecanisme puissant pour le contr
ole dacces aux ressources Mais le semaphores MMS
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presente egalement quelques desavantages par rapport aux semaphores classiques Dans ce chapitre
nous avons identie des problemes que nous resumons ici 
 Les semaphores MMS sont dierents des semaphores classiques Les primitives de gestion de
semaphores proposees dans certains systemes dexploitation ont souvent des caracteristiques
proches de celles des services MMS Mais aucune ne se comporte vraiment de la m
eme facon ni
regroupe toutes les options que lon trouve dans MMS
 Les semaphores MMS sont essentiellement adaptes a la protection de ressources Ils ne peuvent
pas 
etre utilises de la facon habituelle pour resoudre les problemes de synchronisation et de
signalisation
 Linvariant du semaphore doit 
etre adapte a MMS
 Il semble quil y ait peu de justication a lintroduction de deux classes de semaphore qui sont
dans une large mesure identiques
 Comme il a ete souligne dans "Shr# le semaphore est un mecanisme de bas niveau Il est
surprenant de trouver un tel mecanisme dans un systeme haut niveau comme MMS On pourrait
sattendre a disposer de services de niveau dabstraction plus eleve qui cacheraient lutilisation
des semaphores aux developpeurs dapplications MMS
  

Dans une messagerie qui se veut aussi generale que MMS il peut toutefois 
etre dicile de trouver
de tels services qui ne soient pas dependants dun type dapplication donnee
  
Par exemple en ce qui concerne la lectureecriture de variables MMS va deja dans ce sens en proposant la possibilite
dacceder a plusieurs variables avec un seul service Si des contraintes datomicite existent entre ces variables il appartient
alors au serveur de les satisfaire Ceci est cache au client qui ne souhaite quobtenir les valeurs des variables ou etre assure
de les avoir toutes modiees Il nest donc pas necessaire que le client protege lensemble des variables par semaphore
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Chapitre 
Les evenements MMS
 Introduction
Le but de ce chapitre est de clarier le concept devenement MMS en comparant la gestion devene	
ments MMS a dautres systemes connus comportant egalement une gestion devenements tels que les
systemes dexploitation la gestion de reseaux ou le deverminage dapplications Cet etat de lart sur
la gestion devenements doit nous permettre en particulier didentier les limitations des evenements
MMS Nous consacrons des chapitres ulterieurs a letude de solutions pour surmonter certaines de ces
limitations Quelques exemples dapplications des evenements MMS dans des applications industrielles
sont proposes a lannexe F
La gestion devenements MMS fournit les mecanismes et services permettant dinformer les clients
MMS de loccurrence devenements dans les serveurs Un evenement peut appara
$tre a linitiative
dun client auquel cas on le nomme evenement declenche NETWORK	TRIGGERED Les evene	
ments declenches permettent la synchronisation et le signalement entre clients MMS Ils peuvent 
etre
compares a des fonctions de systemes dexploitation repartis "Nusb# Mais un evenement peut aussi
survenir a linitiative du dispositif physique modelise par la VMD auquel cas on le nomme evenement
scrute MONITORED Il appartient a chaque serveur de sassurer regulierement que les conditions
dapparition dun evenement scrute sont ou non satisfaites Les clients sont noties de lapparition dun
evenement et un evenement peut donner lieu a plusieurs notications Les notications devenement
peuvent 
etre acquittees par les clients Par ailleurs un evenement peut egalement entra
$ner lexecu	
tion dune ou plusieurs actions evenementielles Ces dernieres ne sont autres que des services MMS
automatiquement executes lors de lapparition dun evenement Enn MMS permet la denition de
services dont lexecution est dieree jusqua loccurrence dun evenement Lexecution de ces services
est donc conditionnee sur lapparition dun evenement On dit alors que ces services sont modies sur
un evenement
Nous allons maintenant analyser plus en detail la gestion des evenements MMS
 Denitions dun evenement
MMS ne donne pas une denition precise de ce quest un evenement Ceci provient sans doute du fait
que la condition dapparition dun evenement est hors du domaine de discours de MMS cest	a	dire quil
nest pas du ressort de MMS de denir les conditions dapparition dun evenement Donc levenement
MMS nest theoriquement quun moyen de representer de facon homogene tous les evenements des
systemes inscrits dans un environnement MMS

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Nous avons retenu un certain nombre de denitions devenement dans la litterature 
 Un evenement est un instant dans le temps "DJJ#
 Un evenement est lapparition de quelque chose de remarquable ou de signicatif dans le derou
lement normal des processus dapplication "Pim #
 Un evenement simple	 est le changement de la valeur dun attribut dun objet "CPR#
 Un evenement dans un processus p est deni comme une entite atomique qui re
ete un change
ment detat de p ou dun canal de communication adjacent a p "LSM # "CL#
 Levenement est loutil le plus primitif permettant de resoudre le probleme de synchronisa
tion "Sch#
 Levenement est lobjet de base permettant dexprimer la synchronisation entre processus dans
les protocoles "BTE#
 Un evenement est un changement observable dans letat dun objet "Ode# "Gro#
 Les evenements sont les seuls objets observables dans un systeme et toute interaction avec le
monde externe intervient sous forme devenement "DJJ#
Nous avons cherche a organiser ces denitions par degre croissant dabstraction et de precision
Le choix dune denition applicable a MMS est rendu dicile par le niveau dabstraction auquel
on se situe pour denir un evenement Comme nous le verrons plus loin on peut identier dans le
contexte de MMS quatre niveaux devenements De ces quatre niveaux nous pouvons pour linstant
en garder deux essentiels  levenement reel et levenement MMS
Les denitions  et  et dans une moindre mesure  et  traduisent ce que nous appelons un
evenement reel cest	a	dire un fait signicatif dans le deroulement dun processus informatique Leve	
nement reel est en dehors du domaine de discours de MMS En fait levenement MMS se situe a un
niveau dabstraction plus eleve car il incarne de facon homogene et uniee tous les evenements reels
visibles et nest quun moyen de representer et de transmettre linformation aerente a levenement
reel Levenement MMS est donc la manifestation de levenement reel Elle se traduit par
la reception dune notication
 
 Un evenement reel qui ne produit pas de notication donc devene	
ment MMS ne peut pas 
etre retenu comme signicatif dans la deroulement dune application MMS
simplement parce quil nexiste pour aucune application client MMS
Les denitions  a  se rapprochent de levenement MMS car elles font etat de la manifestation
de levenement Levenement MMS a deux fonctions principales  informer dun changement detat et
synchroniser les applications MMS
Le terme objet est frequemment utilise dans les denitions precedentes pour representer un evene	
ment ou comme entite ayant provoque un evenement Nous avons deja mentionne que pour representer
linformation contenue dans une VMD MMS fait appel au formalisme objet Dans MMS linformation
commune a un type devenement est donc representee a laide de lobjet Condition Evenementielle
EC ou Event Condition LEC specie la condition de realisation dun evenement "Nusb# La
classe dobjet EC represente tous les evenements possibles visibles dans le monde MMS Une instance
dobjet EC decrit un type devenement possible g 
 
Quil sagisse dune notication MMS ou de la reponse dun service bloque en attente dun evenement 
service
modie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Object
 Event Condition
Key Attribute
 Event Condition Name
Attribute
 MMS Deletable TRUE FALSE
Attribute
 Event Condition Class NETWORKTRIGGERED MONITORED
Attribute
 State DISABLED IDLE ACTIVE
Attribute
 Priority
Attribute
 Severity
Attribute
 Additional Detail
Attribute
 List of Event Enrollment References
Constraint
 Event Condition Class  MONITORED
Attribute
 Enabled TRUE FALSE
Attribute
 Alarm Summary Report TRUE FALSE
Attribute
 Monitored Variable Reference
Attribute
 Evaluation Interval
Attribute
 Time Of Last Transition To Active
Attribute
 Time Of Last Transition To Idle
Fig  	 Lobjet Condition Evenementielle
Les denitions  et  correspondent assez bien a la representation dun evenement scrute puisque
dans MMS ce type devenement est percu comme se produisant lors du changement de valeur de lat	
tribut State dun objet EC Les denitions  et  correspondent mieux a levenement MMS declenche
car ce dernier permet deectuer des operations de signalisation entre applications client MMS a la
maniere des primitives de synchronisation des systemes dexploitation La denition  bien que plus
oue sadapte a ces deux classes devenement Nous etudions ces deux classes devenement plus en
detail dans la section suivante
 Conditions dapparition dun evenement
 Apparition par d eclenchement
La facon la plus simple de faire appara
$tre un evenement dans MMS est pour une application client
de demander explicitement son declenchement Ceci se fait par lintermediaire du service Trigger
Event Lobjet EC representant levenement considere doit alors 
etre de classe NETWORKTRIGGERED
cest	a	dire que lattribut Event Conditions Class doit avoir la valeur NETWORKTRIGGERED Leve	
nement reel qui donne naissance a levenement MMS provient de la logique dexecution dune appli	
cation client Il est donc bien hors du domaine de discours de MMS La gure  montre comment se
produit levenement declenche
Dans la section precedente la denition  ne sapplique pas aux ECs de classe NETWORK TRIGGERED
car le declenchement dun evenement au moyen du service Trigger Event nentra
$ne pas de modi	
cation detat de lEC En fait il ny a modication daucun de ses attributs a part eventuellement sa
priorite attribut Priority Mais la modication de la priorite est optionnelle et na aucun rapport
avec le declenchement de levenement Letat de lEC reste donc inchange En particulier son attribut
State reste xe a DISABLED durant toute sa duree de vie ce qui caracterise dailleurs les evenements
declenches par rapport a ceux scrutes
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Fig  	 Evenement MMS declenche
En fait levenement declenche par le service Trigger Event ne represente quun moyen de com	
munication entre un client et un ou plusieurs autres clients via un serveur Il sapparente tout a fait
aux evenements et signaux entres processus dun systeme dexploitation Par exemple lappel systeme
kill de UNIX permet lenvoi dun signal a un processus ou a un groupe de processus "Bac# Lope	
ration SIGNALER du noyau temps	reel Sceptre reveille une t
ache en attente dun evenement "BDD

#
Ceci se retrouve egalement dans le langage temps	reel ORE ou linstruction fire permet denvoyer la
notication dun evenement a plusieurs processus en attente sur cet evenement "DJJ# Linstruction
ORE trigger permet le m
eme resultat mais pour un seul processus MMS regroupe dans le service
Trigger Event ce que font ces deux instructions MMS permet en plus de modier la priorite de
levenement a declencher lors de lutilisation du Trigger Event Dans le domaine des interruptions
sur microprocesseurs le service Trigger Event peut 
etre compare a une instruction de trappe ou
exception comme linstruction TRAP des microprocesseurs Motorola    "Vie# Cest en eet un
processus utilisateur qui decide quand il va eectuer cette trappe Dans la norme de gestion de reseau
CMISE il ny a pas a proprement parler de primitive permettant le declenchement dun evenement
Il est possible de declencher un evenement lors dune operation de test test management function
avec la primitive MACTION "Sta# Mais la notication parvient a lapplication qui demande le test
et pas a dautres applications Toutefois la cause de declenchement dun evenement dans CMISE
netant pas normalisee on peut parfaitement considerer quune application de gestion est elle m
eme
vue comme un objet gere et declenche un evenement Dans ce cas la notication parvient bien a une
autre application de gestion
Dans MMS levenement declenche peut cependant appara
$tre de facon autonome cest	a	dire sans
lutilisation du service Trigger Event Dans ce cas la raison de lapparition de cet evenement nest
theoriquement pas normalisee par MMS et les concepteurs de systemes MMS sont totalement libres de
decider des conditions qui font survenir un tel evenement On dit alors que levenement est declenche
de facon locale MMS denit toutefois un cas ou levenement est declenche localement sans Trigger
Event  lors de lexpiration dun temporisateur signiant la perte de contr
ole dun semaphore par un
client
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 Apparition par scrutation
Lapparition dun evenement scrute procede dun mecanisme un peu plus complexe que celui des
evenements declenches Un EC scrute est lie a une variable MMS booleenne appelee variable scrutee
monitored variable Ce sont en partie les transitions de VRAI a FAUX et de FAUX a VRAI de cette
variable booleenne qui vont constituer les conditions dapparition de levenement MMS Levenement
reel correspondant implique la mise a jour de la valeur de cette variable Cest le dispositif physique
modelise par la VMD qui est normalement responsable de cette mise a jour On remarque ici que les
dispositifs physiques doivent se resoudre a ce comportement cest	a	dire quils doivent savoir quil
faut mettre a jour une variable booleenne et quand la mettre a jour La encore les conditions
dapparition de levenement sont donc hors du domaine de discours de MMS
EC
VMD
Équipement physique
Client
Fig  	 Evenement MMS scrute
A la valeur VRAI de la variable scrutee correspond la valeur ACTIVE de lattribut State de lEC
Reciproquement a la valeur FAUX correspond la valeur IDLE pour lEC Le serveur doit scruter
regulierement la valeur de la variable booleenne et la comparer a letat de lEC Cest en fait lorsque
letat est ACTIVE et la variable a FAUX ou que letat est IDLE et la variable a VRAI que levenement
MMS est declenche Lattribut State de lEC est alors modie pour correspondre a la valeur courante
de la variable scrutee Un client MMS voit donc un evenement comme etant le resultat dune transition
ACTIVETOIDLE ou IDLETOACTIVE dun objet EC La gure  illustre ce comportement
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Toutefois MMS introduit cinq autres transitions pouvant mener a un evenement 
DISABLEDTOACTIVE et DISABLEDTOIDLE  surviennent lorsque la scrutation de lEC considere est
activee par le service Alter Event Condition Monitoring Son attribut State passe donc de
letat DISABLED a celui reetant la valeur courante de la variable scrutee associee
ACTIVETODISABLED et IDLETODISABLED  surviennent lorsque la scrutation de lEC considere est
desactivee par le service Alter Event Condition Monitoring Son attribut State passe donc
de letat reetant la valeur courante de la variable scrutee associee a DISABLED
ANYTODELETED  survient lorsque lEC ou la variable scrutee sont detruits alors que la scrutation
est active et ce quelque soit la raison de cette destruction
Il est dicile de decider si ces dernieres transitions correspondent a des conditions de declenchement
des evenements qui sont vraiment en dehors du domaine de discours de MMS La decision dutiliser le
service Alter Event Condition Monitoring est bien propre a une application et nest pas du ressort
de MMS Celle de detruire un EC avec le service Delete Event Condition aussi Mais MMS a bel et
bien normalise les consequences de lexecution de ces services sur les evenements
La gure  tiree de "Nusb# illustre quelques conditions dapparition dun evenement MMS
scrute
Fig  	 Exemples de transitions devenements scrutes
Pour guider un serveur dans sa scrutation periodique des ECs MMS permet aux clients de fournir
explicitement des intervalles de scrutation pour chaque EC Ils specient le temps maximum qui peut
secouler entre deux consultations dun EC et de sa variable associee attribut Evaluation Interval
g  Les clients peuvent aussi fournir des priorites aux ECs Celles	ci sont normalement utilisees
pour ordonner le traitement des evenements qui se sont produits a des instants simultanes ou tres
proches Lalgorithme dordonnancement choisi nest pas du ressort de MMS mais propre a chaque
implantation
Le nombre dECs quun serveur peut scruter peut 
etre limite Il depend essentiellement des inter	
valles devaluation et des priorites fournis par les clients Quand un client demande la scrutation dun
EC un serveur peut 
etre dans un des cas suivants 
 il peut assurer la scrutation%
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 il est incapable dassurer cette scrutation%
 il pourrait assurer la scrutation mais risque de ne plus pouvoir garantir les temps de scrutation
dautres ECs
Dans les cas  et  MMS prevoit de retourner une erreur de classe timeresolution au client qui
demande la scrutation Cette erreur specie que le serveur est incapable de supporter la scrutation
Le client peut alors essayer de fournir un intervalle devaluation plus grand et une priorite plus faible
On retrouve un probleme similaire dans le comportement du gestionnaire devenement NEM Net	
work Event Manager dans le domaine de la gestion de reseaux "CPR# Un programme de gestion
peut demander au NEM de surveiller un certain nombre devenements susceptibles de linteresser
Ceux	ci sont inseres dans une table de requ
etes Chen et al notent quil est important de contr
oler la
taille de cette table si lon veut garantir le respect de contraintes de temps dans la detection des eve	
nements Dans NEM une approche possible consiste a detruire les requ
etes dont les delais ne peuvent

etre garantis Dans MMS ceci sapparente a une desactivation automatique de la scrutation des ECs
dont les echeances ne peuvent 
etre remplies Si un serveur est capable devaluer ses capacites a scruter
un nouvel EC il peut refuser une scrutation et retourner une erreur au client qui la demandee Ceci
se fait alors dans la reponse du service Alter Event Condition Monitoring
Si lon suppose quun serveur peut calculer avant de debuter la scrutation dun EC si celle	ci sera
supportee alors on se ramene au cas que lon a cite precedemment  le serveur refuse la scrutation de
lEC et retourne une erreur au client qui la demandee
La scrutation des ECs peut se reveler un probleme complexe faisant appel a des techniques dordon	
nancement temps	reel Nous consacrons une partie du chapitre  a cet aspect des evenements MMS La
scrutation des evenements necessite donc des capacites de calcul importantes Ceci nest pas toujours
le cas On comprend alors facilement pourquoi souvent seul un sous	ensemble des fonctionnalites dun
serveur est implante dans les produits MMS
	 Creation dune condition evenementielle
MMS permet toute liberte dans la creation des objets EC Leur nombre nest pas limite et les ap	
plications clients peuvent denir les conditions evenementielles quelles desirent Chaque implantation
dun serveur MMS peut par contre imposer des limitations en fonction de criteres qui leur sont propres
comme la memoire disponible Ceci sapplique aussi bien aux evenements declenches que scrutes La
creation dun EC scrute est cependant subordonnee a lexistence de la variable boolenne qui doit lui

etre associee Lexistence et lutilite de cette variable dependent de lequipement physique sous	jacent
a la VMD Ainsi un EC scrute depend aussi de cet equipement physique La presence et la creation
dun EC scrute dans la VMD se justient par la capacite de lequipement physique a modier la valeur
de la variable booleenne associee Ceci explique que les ECs de type scrute soient souvent pre	denis
lors de la programmation applicative du serveur associe car ils correspondent a des evenements reels
lies au dispositif physique Par exemple une VMD modelisant un robot peut fournir un EC lie a
un evenement detectant la n de course dun bras du robot Il est possible de denir un EC sans
quil nexiste devenement reel correspondant Mais dans ce cas il appartient aux clients de provoquer
levenement et non au dispositif physique On se ramene alors au cas dun evenement declenche Nous
analysons a la section  dans quelle mesure ces deux types devenements se ressemblent
Quand un client desire creer un EC pour un evenement declenche ou scrute il le fait au moyen du
service MMS Define Event Condition Certains services MMS impliquent la creation automatique
dun EC pour des besoins qui leur sont propres Cest le cas des services Create Program Invocation
et Define Semaphore qui creent respectivement un EC de type scrute et un EC de type declenche
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On peut comparer les ECs scrutes pre	denis aux interruptions dun microprocesseur Les ECs
scrutes pre	denis dependent du dispositif physique modelise par la VMD De la m
eme maniere
les interruptions peuvent 
etre vues comme des evenements pre	denis par la structure materielle
consideree Comme pour les ECs scrutes pre	denis leur nombre est limite En outre la plupart ont
une signication bien precise Certaines interruptions sont toutefois reservees pour que lutilisateur
puisse installer ses propres vecteurs dinterruption
On peut egalement comparer la creation dECs a celle des signaux et evenements des systemes
dexploitation Les signaux utilisables dans UNIX sont pre	etablis et tres restreints On ne peut pas
creer un evenement au sens de MMS Seuls deux signaux peuvent 
etre denis par lutilisateur va	
leurs SIGUSR et SIGUSR de lappel systeme signal "Bac# VAXVMS autorise une denition plus
vaste et plus conviviale des evenements "Dig# Le service Associate Common Event Flag Cluster
ASCEFC permet la denition dun groupe de drapeaux ags representant des evenements Ce
service est a rapprocher du service MMS Define Event Condition Les evenements VAXVMS peu	
vent ensuite 
etre detruits service Delete Common Event Flag Cluster ou DLCEFC tout comme un
client MMS peut detruire un EC avec le service Delete Event Condition
Les evenements disponibles dans un devermineur sont denis par lutilisateur Il y en a generalement
autant que ce dernier le desire mais seulement dans le cadre des classes devenements supportes par
le devermineur point darr
et pression sur CTRLC	 etc Les evenements dun systeme de fen
etrage
sont egalement pre	denis et correspondent a des actions eectuees par lutilisateur pression sur une
touche du clavier ou sur un bouton souris La encore on peut rapprocher ces types devenements aux
ECs scrutes Les evenements dun devermineur correspondent aux ECs crees par lutilisateur et lies a
une variable boolenne pre	denie Les evenements des systemes de fen
etrage correspondent plut
ot a
des ECs pre	denis

 Visibilite dune condition evenementielle
Rappelons que MMS denit la visibilite des objets contenus dans un serveur Il y a trois types de
visibilite 
 vmdspecific  lobjet est visible dans toute la VMD et donc accessible par tout client%
 domainspecific  lobjet nest visible que dans un domaine et accessible aux seuls clients qui
connaissent lexistence de ce domaine%
 aaspecific  lobjet nest visible que sur lassociation ou il a ete cree et donc accessible par le
seul client correspondant a cette association
Un objet EC peut avoir nimporte laquelle des trois visibilites denies par MMS Dans le cas ou
la visibilite est aaspecific seul lEC scrute semble avoir un inter
et En eet une application client
qui cree un EC declenche de visibilite aaspecific est seule a conna
$tre lexistence de cet EC Elle
est donc seule a pouvoir declencher levenement Aucune autre application ne peut souscrire a cet
evenement
Le langage ORE permet a un evenement davoir une visibilite limitee au seul processus qui le declare
commeMMS aaspecific une visibilite etendue a un groupe de processus MMS domainspecific
ou une visibilite globale MMS vmdspecific "DJJ# VAXVMS na que deux niveaux de visibi	
lite  les evenements locaux a un processus et les evenements communs a tous les processus "Dig#
Comme pour levenement MMS scrute aaspecific levenement VAXVMS local ne sutilise quen
conjonction avec le systeme et non entre processus

 NOTIFICATION DUN

EV

ENEMENT 
 Notication dun evenement
Pour informer les clients MMS de lapparition dun evenement les serveurs utilisent le service
non conrme Event Notification Cette operation de signalisation est donc asymetrique par na	
ture "BDD

# Le service Event Notification transporte linformation relative a levenement qui
sest produit Il contient notamment le nom de lEC associe lheure a laquelle sest produit levenement
et eventuellement le resultat de laction associee a cet evenement voir section  Le service Event
Notification est commun aux evenements scrutes et declenches Selon le formalisme MMS lenvoi
dune notication correspond a une requ
ete m
eme si pratiquement le message circule du serveur vers
un client
Il existe une forte similitude entre le service Event Notification de MMS et le service MEVENT
REPORT de CMISE pour la gestion de reseaux Ce dernier service est utilise entre utilisateurs CMISE
pour signaler lapparition devenements sur un site ou relativement a un objet gere Le tableau 
compare les caracteristiques de ces deux services Les notications devenement MMS sont des ser	
vices non conrmes Le tableau cite montre en particulier comment combiner les acquittements MMS
pour concilier laspect conrme des notications CMISE Une requ
ete dacquittement MMS service
Acknowledge Event Notification est comparee a lindication CMISE MEVENTREPORT On peut
egalement faire le rapprochement entre un acquittement MMS et la conrmation dune notication
devenement entre objets telle que denie dans la norme COSS Common Object Services Specica	
tion dOMG Object Management Group "Gro# La aussi comme dans CMISE et MMS cette
derniere nest pas obligatoire
La facon de gerer les notications devenements dans COSS est beaucoup plus generale que dans
MMS Lobjet qui envoie une notication est appele producteur supplier de levenement Celui
qui recoit consommateur consumer On distingue deux modeles  push et pull Dans le pre	
mier linitiative est au producteur car cest lui qui decide quand envoyer la notication Dans le
second linitiative est au consommateur qui demande au producteur de lui fournir linformation re	
lative aux evenements survenus MMS est du type push car les evenements se produisent de facon
inopinee et leurs notications sont alors envoyees par le serveur vers les clients concernes Les sys	
temes de fen
etrage sont generalement du type pull Par exemple dans le gestionnaire devenements
Macintosh cest lapplication qui doit consulter le gestionnaire pour conna
$tre levenement suivant a
traiter fonction GetOSEvent "App# Dans la gestion devenements de CNMA Communications
Network for Manufacturing Applications les evenements sont centralises dans un tampon et ce sont
aussi les applications qui doivent consulter cette liste devenements au moyen de fonctions comme
GETNEXTEVENT par exemple "Con# Ce modele par consultation ne correspond pas directement
a MMS mais une application client peut toutefois percevoir la reception des notications devene	
ments de cette facon en utilisant une interface comme MMSI Cette interface fournit la primitive
indication receive qui permet a une application client de consulter quand elle veut la liste des
indications recues et en particulier les notications devenements "Gen# Vol IV
Dans CMISE linformation transportee par une notication parametre Event Information dans
la table  nest pas normalisee et peut 
etre aussi complexe que necessaire Il en va de m
eme pour
linformation transportee par les notications des objets COSS "Gro# Le format des notications
MMS est par contre xe par la norme Mais il est possible de transporter de linformation supple	
mentaire en utilisant les actions associees aux evenements avec par exemple un service Read complexe
impliquant la lecture de plusieurs variables
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Caracteristiques CMISE Equivalents MMS
La cause dapparition de levenement est La cause dapparition de levenement est
hors du domaine de discours de CMISE hors du domaine de discours de MMS
RequeteIndication MEVENTREPORT RequeteIndication Event Notification
ReponseConrmation MEVENTREPORT RequeteIndication Acknowledge Event Notification
 ReponseConrmation Acknowledge Event Notification
Invoke Identifier Non present car la notication MMS nest pas conrmee
Cest la combinaison des parametres de la requete
dacquittement qui permet de faire correspondre de facon
unique cet acquittement avec une notication precedente
Mode 
permet de savoir si la notication Lattribut Alarm Acknowledgment Rule permet de savoir
est conrmee si des acquittements sont requis mais uniquement pour
les evenements scrutes
Managed Object Class Inutile la notication provient toujours dun objet EC
Managed Objet Instance Nom de lobjet EC correspondant
Event Type 
Event Time 
temps dapparition de Lattribut Transition Time de la notication
levenement a la meme signication
Event Information 
information non Pourrait sapparenter aux resultats de laction
normalisee et propre a chaque application associee Toutefois le format de ces resultats
est normalise dans MMS
Current time 
heure de la generation de 
la reponse MEVENTREPORT
Event Reply 
Errors 
Tab  	 Comparaison des notications devenements CMISE et MMS
 Souscription a un evenement
Une application client souscrit a un evenement en creant dans le serveur un objet Enregistrement
Evenementiel EE ou Event Enrollment au moyen du service Define Event Enrollment La de	
nition dun EE est donnee sur la gure  On remarque en particulier que cet objet contient un
lien vers lobjet EC correspondant a levenement auquel le client souscrit attribut Event Condition
Reference ainsi que ladresse du client qui doit recevoir la notication Client Application Un
EE cree de cette facon est de classe NOTIFICATION son attribut Enrollment Class prend la valeur
NOTIFICATION Plusieurs clients peuvent souscrire au m
eme evenement donc il peut y avoir plusieurs
EEs lies au m
eme EC Lapparition de levenement provoque alors un envoi de notications a chaque
client represente par un de ces EEs
Un client peut ainsi se mettre en attente dun evenement en denissant un EE pour lui	m
eme
de la m
eme facon que dans les systemes UNIX avec lappel wait "Bac# VAXVMS avec lappel
Wait for Single Event Flag WAITFR "Dig# ORE avec linstruction set watching "DJJ# ou
encore COSS avec linterface ConsumerAdmin "Gro# Quand un client MMS denit un EE pour lui	
m
eme lattribut Client Application de lobjet EE nest pas utilise En eet seul un identicateur
de lassociation entre le serveur et le client sut pour envoyer la notication attribut Application
Association Local Tag
Dans "Sch# pp 	 Schiper denit un evenement comme une variable structuree contenant
deux champs  un booleen qui permet de savoir si levenement est survenu et une liste des processus
en attente sur levenement Cette derniere liste est comparable a la liste des EEs identiant les clients
souscrivant a un evenement dans MMS attribut List of Event Enrollment References g 
Il existe toutefois une dierence notable entre levenement structure deni ci	dessus et les evene	
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Object
 Event Enrollment
Key Attribute
 Event Enrollment Name
Attribute
 MMS Deletable TRUE FALSE
Attribute
 Enrollment Class MODIFIER NOTIFICATION
Attribute
 Event Condition Reference
Attribute
 Event Condition Transitions DISABLEDTOACTIVE
DISABLEDTOIDLE IDLETOACTIVE IDLETODISABLED
ACTIVETOIDLE ACTIVETODISABLED ANYTODELETED
Attribute
 Application Association Local Tag
Constraint
 Enrollment Class  MODIFIER
Attribute
 InvokeId
Attribute
 Remaining Acceptable Delay
Constraint
 Enrollment Class  NOTIFICATION
Attribute
 Notification Lost TRUE FALSE
Attribute
 Event Action Reference
Attribute
 Duration CURRENT PERMANENT
Attribute
 Client Application
Attribute
 Additional Detail
Attribute
 Alarm Acknowledgment Rule NONE SIMPLE
ACKACTIVE ACKALL
Attribute
 Time Active Acknowledged
Attribute
 Time Idle Acknowledged
Attribute
 State DISABLED IDLE ACTIVE IDLENOACKI
IDLENOACKA ACTIVENOACKA ACTIVEACKED
IDLE ACKED
Fig  	 Lobjet Enregistrement Evenementiel
ments MMS Dans le premier cas les processus qui sont mis en attente de levenement sont suspendus
sur levenement Lattente est donc bloquante et la souscription a un evenement se confond avec lat	
tente de sa notication Dans MMS lattente dun evenement nest pas necessairement bloquante En
fait la facon dont une application client MMS est informee de la reception dun service nest pas nor	
malisee par MMS Ce sont les interfaces situees entre le fournisseur de services MMS et lapplication
client qui denissent la perception qua le client de lenvoi et de la reception des services MMS Lin	
terface MMSI propose des primitives bloquantes ou non bloquantes comme indication receive que
nous avons deja mentionne Selon la primitive utilisee les applications MMS peuvent ou non sexecu	
ter Dans le cas non bloquant elles peuvent continuer deectuer des requ
etes de service alors m
eme
quelles sont en attente dune notication Cest dailleurs tout linter
et de souscrire a un evenement
par opposition a attendre un evenement Le cas se retrouve dans COSS pour la reception des noti	
cations devenements avec loperation bloquante pull et loperation non bloquante try pull "Gro#
Le systeme dexploitation temps	reel pSOS

propose aussi aux processus en attente dun evenement
deux alternatives  soit rester bloques soit faire une scrutation periodique
Dans le domaine de la ProgrammationOrientee	Objet POO Bacon et al ont deni dans "BBHM#
une extension pour un langage de denition dinterfaces IDL ou Interface Denition Language
Cette extension permet la manipulation devenements entre objets client et objets serveurs et se com	
porte de facon identique a la gestion devenements MMS En particulier des objets clients peuvent
souscrire a des evenements au moyen de la methode Register Seuls les clients ayant souscrit a une
classe devenement recevront les notications de ces evenements Cette souscription se fait par crea	
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tion dun objet appele event template Un objet client a la possibilite dannuler sa souscription tout
comme un client MMS peut detruire lobjet EE au moyen du service Delete Event Enrollment
Enn il faut noter que MMS permet la possibilite interessante suivante  un client peut au besoin
enregistrer un autre client a un evenement dans la mesure ou il conna
$t son adresse et la fournit
explicitement lors du service Define Event Enrollment Le serveur enverra alors les notications a
cet autre client et non a celui qui a cree lEE
 Execution dactions liees aux evenements
MMS donne la possibilite dexecuter des actions lors de loccurrence dun evenement Ces actions
sont locales au serveur et ne sont autres que des services MMS conrmes pre	denis pour cet evenement
et propres a chaque client Une action evenementielle EA ou Event Action est representee par un
objet du m
eme nom g  La creation de cet objet se fait au moyen du service Define Event
Action Le lien entre lEA et lEC representant levenement considere se fait par un objet EE cree lors
de la souscription a levenement Loccurrence de levenement entra
$ne automatiquement lexecution
des actions associees Les resultats dune action sont retournes aux clients concernes dans la notication
devenement
Object
 Event Action
Key Attribute
 Event Action Name
Attribute
 MMS Deletable TRUE FALSE
Attribute
 Confirmed Service Request
Attribute
 List Of Modifier
Attribute
 List Of Event Enrollment Reference
Attribute
 Additional Detail
Fig  	 Lobjet Action Evenementielle
On retrouve la un comportement un peu identique aux interruptions dun microprocesseur qui
lorsquelles se produisent entra
$nent lexecution de la routine dont ladresse est speciee par le vecteur
dinterruption Le langage ORE "DJJ# ore egalement une possibilite semblable  un strip repre	
sente une partie de code executee lors de lapparition dun evenement Loperation bind permet de
lier un strip avec levenement pour un processus donne comme le service Define Event Enrollment
permet de lier un EC a un EA Le modele evenementaction se retrouve aussi dans les systemes de
supervision ou de deverminage dapplications Lutilisateur peut alors 
etre vu comme le client MMS le
programme devermineur comme le serveur MMS et lapplication testee comme lequipement modelise
par la VMD Dans "LSM # par exemple lutilisateur peut decider dune action a eectuer lors de
lapparition dun evenement dans lapplication supervisee incrementer un compteur quand la valeur
dun registre vaut  par exemple Ces actions peuvent eventuellement aecter letat de lapplication
supervisee et sont alors appelees actions intrusives De facon similaire dans MMS une action peut 
etre
intrusive dans le sens ou elle peut induire un changement dans lequipement modelise par la VMD
Lextension denie par Bacon et al dans "BBHM# permet a un objet client de fournir le nom dune
methode devant 
etre appelee lors de lapparition dun evenement Toutefois cette methode appartient
au client et donc sexecute dans le client contrairement a MMS ou laction sexecute dans le serveur
Le systeme dexploitation temps	reel VRTX synchronise les processus par bo
$tes aux lettres "Rea#
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Lappel SC PENDmet un processus en attente sur une bo
$te aux lettres alors que lappel SC POST reveille
ce processus Lavantage des bo
$tes aux lettres est de pouvoir passer des donnees lors des signalements
entre processus On peut comparer la reception des donnees a celles des notications MMS contenant
le resultat dactions Mais laction nest pas executee dans le noyau et des donnees sont simplement
passees dun processus a un autre Dans MMS il nest pas possible de passer des donnees par le service
Trigger Event contrairement a lappel SC POST de VRTX Le gestionnaire de reseaux NEM propose
trois types dactions sur apparition dun evenement  envoyer une lettre mail a un utilisateur
envoyer un message a un processus ou executer une commande donnee "CPR# Les deux premiers
types ne sont pas realisables dans MMS car laction evenementielle MMS est toujours locale au serveur
Toutefois ces deux types daction se comparent simplement a lenvoi dune notication devenement
MMS Le troisieme type est plus proche de MMS puisquil sagit de lexecution dune commande
Cependant lors de levenement certains parametres peuvent 
etre passes a la commande ce qui nest
pas le cas dans MMS
Lexecution des actions evenementielles se fait de la m
eme facon que celle des services MMS Il
ny a pas de dierence entre les deux mis a part lutilisation des resultats des executions Pour les
requ
etes de service les resultats sont simplement retournes aux clients dans la reponse correspondante
Pour les actions ceux	ci font lobjet dun traitement ulterieur pour les associer a une notication
devenement Le client recoit donc ces resultats avec la notication correspondante Cette similitude
fait quune action comme une requ
ete de service peut contenir des modicateurs Lexecution de
laction et donc lenvoi de la notication associee se trouvent alors conditionnes par la satisfaction
de tous les modicateurs Ces modicateurs sont fournis lors de la denition de lEA par le service
Define Event Action
 Filtrage des evenements scrutes
Lapparition dun evenement nimplique pas necessairement une notication a tous les clients cor	
respondant aux EEs de classe NOTIFICATION lies a lEC qui represente cet evenement En fait les
notications ne parviennent quaux clients qui ont souscrit a la transition qui a eu lieu Les transitions
auxquelles souscrivent les clients sont contenues dans lattribut Event Condition Transitions des
EEs Ces transitions sont pre	denies voir section  Lors du traitement dun evenement chaque
EE est examine Si la transition devenement qui sest produite fait partie des transitions apparaissant
dans lEE alors le traitement se poursuit et genere une notication Dans le cas contraire aucune
notication nest envoyee Comme le souligne Nussbaumer dans "Nusb# pp  	 il y a donc
une action de ltrage des evenements MMS Ce ltrage se fait par comparaison aux sept transitions
pre	denies La VMD detecte des evenements potentiels qui sont ltres par les EEs pour donner des
evenements eectifs g  Par exemple si une VMD modelise un capteur de temperature pour
detecter le franchissement dun certain seuil de temperature on utilise la transition IDLETOACTIVE
qui est la seule a donner naissance a levenement eectif souhaite Les autres transitions ne sont pas
interessantes dans ce cas
Les evenements eectifs autorisent la poursuite du traitement dun service MMS si lEE corres	
pondant est de classe MODIFIER ou donnent lieu a une notication si lEE correspondant est de classe
NOTIFICATION Il faut toutefois noter que pour un EE de classe NOTIFICATION un evenement eectif
ne produit pas toujours une notication Ceci peut 
etre le cas lors dune impossibilite detablir une
association entre le serveur et le client ou pour des raisons propres au serveur MMS prevoit dans ces
cas de mettre a VRAI lattribut Notification Lost des EEs correspondant aux evenements eectifs
Cet attribut est reporte dans le service Event Notification Il permet donc aux clients concernes de
savoir que des notications ont ete perdues quand les conditions autorisant lenvoi des notications
sont retablies Lutilisation du service Report Event Enrollment Status permet egalement dobtenir
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Fig  	 Filtrage des evenements dans MMS
Le ltrage est une action que lon retrouve dans la gestion de reseaux notamment dans CMISE "IC#
Son but essentiel est deviter la saturation du reseau par des evenements peu importants ou triviaux
et de permettre de rapporter les evenements juges plus critiques "Bla# Dans CMISE les objets geres
managed objects envoient des notications devenements a des processus agents process agents
Ceux	ci ltrent les evenements au moyen dun discriminant event forwarding discriminator Seuls
les evenements ltres par le discriminant donnent lieu a une notication vers les processus gestion
naires managing processes On peut faire le rapprochement avec MMS en comparant lequipement
physique a lobjet gere la VMD ou le serveur au processus agent et le client au processus gestionnaire
CNMA propose egalement une action de ltrage des evenements et permet la creation dun ltre par
la fonction CREATEEVENTFILTER Un tel ltre peut 
etre base sur un intervalle de temps de sorte que
seuls les evenements survenus dans cet intervalle passent le ltre "Con# MMS ne permet pas davoir
des ltres complexes comme CNMA et encore moins de conditionner lapparition dun evenement sur
une duree ou sur un instant precis
Dans le modele COSS les objets peuvent senvoyer des notications devenements qui sont l	
trees par les canaux de communication entre objets "Gro# Dans certains systemes dexploitation
comme celui des ordinateurs Macintosh par exemple on retrouve aussi la possibilite de masquer cer	
tains evenements de sorte que le gestionnaire devenements nen prennent que certains en compte
fonction SetEventMask "App# A un plus bas niveau le masquage dinterruptions sur un micro	
processeur procede egalement de la m
eme idee Dans CNMA les fonctions EVENTGENERATOROFF et
EVENTGENERATORONLINE permettent respectivement la desactivation et re	activation de la generation
devenements "Con# Ces trois derniers cas sapparentent toutefois plus au masquagedemasquage de
la detection dun evenement scrute par le service MMS Alter Event Condition Monitoring Quand
la scrutation dun EC est masquee DISABLED il ne peut m
eme pas surgir devenement potentiel
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lie a cet EC
Dans le systeme dexploitation VAXVMS il est possible de nenvoyer un signal a un proces	
sus quapres lapparition dun ensemble devenements decrit par une combinaison logique devene	
ments "Dig# Lappel Wait for Logical OR of Event Flags WFLOR place un processus en etat
dattente jusqua lapparition dun evenement quelconque specie par cet appel Lappel Wait for
Logical AND of Event Flags WFLAND place un processus en etat dattente jusqua lapparition
de tous les evenements species dans cet appel De m
eme dans le domaine de la POO lextension pro	
posee dans "BBHM# permet aux objets de denir des evenements composes Un evenement compose
provoque une notication lorsquune combinaison devenements plus simples se produit Le ltrage
MMS tres limite ne permet pas de faire de telles combinaisons logiques devenements reels
Le ltrage MMS est encore plus limite par rapport a celui que lon trouve dans CMISE Dans MMS
le ltrage seectue en comparant la transition devenement survenue avec les transitions autorisees
au maximum sept Denir les conditions de declenchement dun evenement MMS scrute ou denir
le ltrage dun evenement potentiel revient au m
eme Lapparition dun evenement MMS scrute est
essentiellement basee sur la valeur dune variable booleenne Dans CMISE le ltrage est plus evolue
en ce sens quil est base sur une expression predicat librement choisie par lutilisateur Nous discutons
de cette limitation de MMS dans la section  Au chapitre  nous proposons une solution de
niveau de modication  pour ameliorer le ltrage dans MMS
Enn il faut noter que dans MMS le ltrage par les EEs ne se produit que pour les evenements
scrutes Le declenchement dun evenement au moyen du service Trigger Event produit toujours un
evenement eectif La norme MMS specie alors que lattribut Event Condition Transitions des
EEs lies a un EC de type NETWORKTRIGGERED doit 
etre vide
 Conditionnement dun service sur lapparition dun evene
ment
Lutilisation du modicateur Attach To Event Condition dans une requ
ete de service permet de
conditionner lexecution de ce service sur lapparition dun evenement La gure  illustre le fonction	
nement dun service Readmodie Comme une requ
ete de service peut contenir plusieurs modicateurs
celle	ci peut se mettre en attente de plusieurs evenements avant son execution eective Levenement
sur lequel se fait lattente est quelconque cest	a	dire soit scrute soit declenche Le traitement dun
modicateur Attach To Event Condition entra
$ne la creation automatique dun EE dont lattribut
Enrollment Class prend la valeur MODIFIER Ceci signie que le traitement de cet EE nimplique pas
lenvoi dune notication mais doit signaler au serveur quil peut reprendre le traitement du service
modie
ServeurClient 1 Client 2
Read
débloqué
Read
bloqué
Fig  	 Modication dun service MMS
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Un service modie par un modicateur Attach To Event Condition speciant un objet EC est
presque equivalent a une action evenementielle contenant le m
eme service et liee au m
eme EC La
table  eectue la comparaison de ces deux congurations Une dierence majeure est limpossibilite
dexecuter plusieurs fois le service modie Quand levenement attendu survient lEE est detruit Le
client qui desire executer ce m
eme service si levenement se reproduit doit de nouveau eectuer la
requ
ete de service modiee Ce nest pas le cas pour les actions evenementielles qui restent denies
jusqua leur destruction explicite Par ailleurs linformation necessaire a la gestion dune requ
ete
de service modiee reste stockee dans le serveur et dans la MMPM En dautres termes une telle
requ
ete utilise les ressources disponibles et en particulier diminue le nombre de requ
etes de service
qui peuvent 
etre envoyees sur la m
eme association Ce nombre est negocie lors de louverture de
lassociation parametre Negociated Max Ser Outstanding Called Si le client envoie autant de
requ
etes modiees il restera dans limpossibilite de faire toute autre requ
ete de service sur cette
association tant quun evenement debloquant un modicateur ne sera pas survenu Cette situation
nappara
$t pas avec lutilisation des actions evenementielles
Caracteristiques Modicateurs Actions evenementielles
Denition prealable des EC et EE EC EE et EA
objets evenementiels
Denition de lEC automatique non non
Denition de lEE automatique oui non
Denition de lEA automatique pas dEA non
Nombre de services necessaires   ou 
Possibilite de reutilisation non destruction de lEE oui tous les objets restent denis
Attente sur plusieurs evenements oui en utilisant non
avec le meme service plusieurs modicateurs
Combinaison avec attente de oui en utilisant le modif non
liberation dun semaphore Attach To Semaphore
Attentes de plusieurs services sur oui oui avec plusieurs EAs
le meme evenement
Resultats du service dans la reponse dans la notication
Annulation du service par Cancel seulement par le Delete Event Enrollment et
requete dun client client qui a eectue la Delete Event Action par
requete modiee nimporte quel client
Annulation par expiration dun oui sans objet
temporisateur
Tab  	 Comparaison de lutilisation de modicateurs et dactions evenementielles
Les mesures faites avec notre implantation montrent que la quantite de donnees supplementaires
transmises lors de lutilisation dun modicateur dans une requ
ete de service est minime par rapport
au m
eme service sans modicateur Pour un service Read sur une variable entiere le rapport du nombre
doctets transmis pour le cas sans modicateur sur le cas avec modicateur est de   requ
etes seules
Laddition du modicateur necessite  octets supplementaires Il faut  octets pour envoyer une
requ
ete de service Readmodiee Il en faut   pour creer lEA contenant le m
eme service Read et lEE
correspondant

requ
etes et reponses Soit un rapport de   La reponse du Read modie identique
a celle dun Read sans modicateur prend  octets La notication contenant la reponse du service
Read necessite  octets Le rapport entre les deux est de   En tout le rapport note R
evt
 du cas
avec utilisation dun modicateur sur le cas avec action evenementielle est de   Si une application
client nest interessee que par lexecution dun service lors de lapparition unique dun evenement il est
donc plus interessant en terme de donnees transmises sur le reseau dutiliser un modicateur quune

Ces mesures ne prennent pas en compte les messages autres que MMS comme les acquittements de la couche
transport
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action evenementielle Ce nest qua partir de la sixieme occurrence de levenement que lutilisation
de laction evenementielle savere plus performante car la necessite de renvoyer la requ
ete de service
modiee apres chaque evenement penalise la solution avec modicateur g  Bien s
ur ces resultats
dependent de la taille des PDUs MMS donc des services eectues et de la syntaxe de transfert utilisee
ici BER Basic Encoding Rules "ISO#
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Fig  	 Comparaison des solutions avec modicateur et avec action pour un service Read
Pour verier linuence de la taille des PDUs nous avons eectue les mesures illustrees par la
gure   Cette gure montre comment varie le rapport R
evt
en fonction du nombre doctets presents
dans la reponse du service Read

selon la frequence dapparition de levenement Il est possible de faire
varier le nombre doctets de la reponse en xant celui de la requ
ete en supposant par exemple que
le Read se fait sur une liste nommee de variables MMS Named Variable List Laugmentation des
octets dans la reponse correspond a une augmentation du nombre des variables presentes dans la liste
La liste reste identiee par un seul nom dou la taille xee de la requ
ete
Sur cette gure on retrouve le retournement de situation favorable aux actions evenementielles
quand le nombre doccurrences de levenement est superieur a  et ce quelque soit le nombre doctets
dans la reponse Pour  occurrences de levenement R
evt
est stable et presque xe a  Les deux
solutions sequivalent alors et ce toujours independamment du nombre doctets On remarque aussi que
plus le nombre doctets est grand plus les courbes tendent vers  donc plus les deux solutions tendent
a 
etre identiques en terme du nombre total doctets transmis Enn on remarque que la frequence
dapparition de levenement ninue que tres peu sur R
evt
des que cette frequence est superieure a 
En eet les courbes pour  et   apparitions de levenement sont tres proches par rapport a celles
pour  et  apparitions beaucoup plus eloignees
Il est possible de lier un modicateur a un temporisateur Le decompte du temporisateur est
demarre des que lEE est cree Le temps restant est contenu dans lattribut Remaining Acceptable
Delay de lEE g  Si levenement ne survient pas dans le laps de temps specie lEE est detruit
et la requ
ete de service modiee est automatiquement annulee Cette facon de faire nest pas propre
a MMS Elle se retrouve par exemple dans les gestionnaires devenements pour la gestion de reseaux

Dans la reponse proprement dite pour le cas avec modicateur dans la notication pour le cas avec action
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Fig  	 Mesure de R
evt
en fonction du nombre doctets dans la reponse Read selon la frequence de
levenement
Dans NEM "CPR# les applications de gestion peuvent se mettre en attente devenements tels que
nombre d
utilisateurs sur litsunepflch   Pour eviter une accumulation des requ
etes
dattente on peut associer un temporisateur a ces requ
etes Celles	ci sont automatiquement detruites
quand le temporisateur associe arrive a expiration
Les processus geres par le noyau temps	reel pSOS

peuvent egalement associer une duree a lattente
dun evenement Quand cette duree est ecoulee le noyau remet automatiquement le processus dans
letat pr
et "Tho # Un processus du noyau Sceptre peut aussi associer une duree a lattente dun
evenement "BDD

# Mais cette operation se traduit en fait par la denition de deux evenements  la
n de temporisation et levenement lui m
eme Lavantage est de pouvoir traiter separement les deux et
dannuler la temporisation avant sa n par exemple Dans un modicateur MMS avec temporisateur
on nattend quun seul evenement et il nest pas possible dannuler la temporisation sans annuler le
service en attente sur le modicateur Pour arr
eter la temporisation il faut donc envoyer le m
eme
service avec modicateur sans loption de temporisation puis annuler la premiere requ
ete au moyen
du service Cancel
 Limitations des evenements MMS
 D etection bas ee sur un pr edicat
Si les clients MMS sont libres de denir autant devenements que necessaire ils ne peuvent eux	
m
emes decider de facon precise de la condition de declenchement de ces evenements La condition
de declenchement dun evenement reel scrute depend de chaque equipement modelise sous	jacent
a la VMD et sy trouve pre	denie sans possibilite via MMS de la modier Cette condition est
donc normalement hors du domaine de discours de MMS Mais ceci limite considerablement linter
et
des evenements scrutes En eet les applications client nont pas la possibilite de declencher des
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evenements bases sur des expressions predicats du type Temperature     et plus complexes
encore
Pourtant a part le ltrage de CMISE dont nous avons deja parle on retrouve cette idee dans de
nombreux systemes tel NEM egalement pour la gestion de reseaux ou un utilisateur peut demander
a recevoir une notication pour un evenement du type charge du serveur litsunepflch 
 "CPR# Une telle syntaxe se retrouve dans le langage ORE avec linstruction when predicat	
do action	 "DJJ# Dans "LSM # les auteurs proposent un langage pour faciliter le deverminage
et le suivi dapplications distribuees Ce langage permet permet aux utilisateurs de denir sous forme
de predicat les evenements interessants Linter
et dadopter une telle syntaxe pour les evenements
MMS a egalement ete souligne dans "Ple #
On peut remarquer quil est possible quun client MMS demande a recevoir une notication apres
quune combinaison logique devenements se soit produite Lutilisation de modicateurs Attach To
Event Condition permet en eet a un client de denir un evenement du type E ' E

et E
 
et  et
E
N
 ou les E
i
  i  N sont des evenements qui doivent appara
$tre dans lordre Nous proposons
ici deux solutions totalement supportees par MMS cest	a	dire de niveau de modication 
 Modicateurs dans les actions evenementielles  soit un EA contenant N modicateurs
Le i
eme
modicateur specie levenement E
i
  i  N E

est levenement dit principal
Son apparition declenche lexecution de laction Mais comme lEA contient N modicateurs
lapparition de E

ne sut pas pour que laction sexecute Laction et la notication restent
bloquees jusqua lapparition dans lordre des N evenements E
i
  i  N species dans
les modicateurs Apres occurrence de levenement E
N
 laction est executee et la notication
correspondant au premier evenement E

est envoyee La notication de levenement E ' E

et
E
 
et  et E
N
 correspond donc a celle de E


 Modicateurs dans une requete de service  une solution a peine plus simple consiste a
utiliser les modicateurs speciant les evenement E
i
  i  N dans une requ
ete de service
MMS et non dans une action La reponse fait alors oce de notication apres que les N
evenements E
i
se soient produits sequentiellement Cependant la reponse ne peut parvenir
quau client qui a eectue la requ
ete correspondante Dans le cas precedent la notication peut
parvenir a nimporte quel client et m
eme a plusieurs clients a la fois
Lordre impose par les modicateurs sur la realisation des evenements MMS fait que les ET de
levenement E ' E

et E
 
et  et E
N
 sont plut
ot des ET PUIS non commutatifs au sens de
linstruction Ada AND THEN par exemple "Ins#
Ces deux solutions sont a comparer avec lappel systeme de VAXVMS Wait for Logical AND
of Event Flags WFLAND dont nous avons deja parle Le langage propose dans "LSM # permet
la denition dun evenement a partir de loccurrence dans un certain ordre dautres evenement Lex	
pression e
 
' e

' e

' e

 impose la realisation des evenements e

puis e

puis e

pour
declencher levenement compose e
 
 Ce langage propose ainsi des operateurs permettant de denir des
evenements bases sur loccurrence sequentielle strictement sequentielle ou non ordonnee devenements
Les occurrences strictement sequentielles interdisent lapparition devenements intermediaires entre la
realisation de deux evenements successifs apparaissant dans la denition dun evenement compose
Dans MMS il nest toutefois pas possible de faire mieux quune serie de ET PUIS dans la
complexite de la denition dun evenement De plus chaque evenement E
i
doit 
etre un evenement au
sens MMS du terme cest	a	dire quil ne peut surgir suite a la realisation dun predicat deni par un
client
La denition des evenements MMS introduit donc de reelles limitations sur les conditions dappa	
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rition dun evenement que lon peut resumer ainsi 
 les evenements scrutes dependent de la valeur dune simple variable booleenne ce qui est trop
restrictif%
 les utilisateurs ne peuvent pas denir eux	m
emes la condition de declenchement dun evenement%
 les dispositifs physiques doivent modier eux	m
emes la valeur de la variable scrutee cest	a	dire
quils doivent conna
$tre les conditions de declenchement des evenements%
 les types devenements disponibles sont donc limites a ceux pre	denis par les dispositifs phy	
siques%
 les dispositifs physiques doivent avoir ete concus pour une utilisation particuliere et se conformer
au comportement prescrit par MMS
Ces problemes seront revus et discutes en detail dans le chapitre  Nous proposerons dans ce
chapitre une extension a MMS de niveau de modication  pour surmonter les limitations citees
ci	dessus
Il doit 
etre clair que lorsque nous parlons de limitation dans la denition des evenements MMS nous
entendons limitation dans lutilisation des services MMS existant cest	a	dire limitation de la vision
et des possibilites oertes aux applications client Les dispositifs physiques et informatiques
modelises par une VMD peuvent evidemment denir nimporte quelle condition de declenchement
dun evenement Cette condition nest pas dans le domaine de discours de MMS et nest
donc pas accessible aux applications client
Cette remarque nous amene a nous poser legitimement la question de lutilite de lexistence des
evenements scrutes puisque toute condition de declenchement dun evenement peut 
etre incluse et
traitee dans le dispositif physique modelise par la VMD Les conditions de transition des evenements
de classe MONITORED et donc le ltrage dun evenement potentiel peuvent eux	m
emes 
etre pris en charge
hors de la VMD Levenement resultant peut alors 
etre mis en correspondance avec un evenement MMS
de classe NETWORKTRIGGERED En eet MMS precise quun evenement de classe NETWORKTRIGGERED
peut 
etre declenche de facon purement locale cest	a	dire sans le service Trigger Event et quil peut
lui correspondre nimporte quelle condition de declenchement y compris donc les m
emes que celles
dun evenement de classe MONITORED
Pourquoi alors les conditions dapparition des evenements ne sont	elles pas totalement hors du
domaine de discours de MMS comme cela est le cas dans CMISE Dans "EC# Elloy et al semblent
dailleurs davis que levaluation des conditions evenementielles ne devraient pas entrer dans le cadre de
la normalisation des services MMS Pourquoi introduire dans le domaine de discours une facon aussi
limitee de denir un evenement et pas un modele de denition plus complet base par exemple sur
des predicats proposes par les applications client Puisque MMS fait timidement entrer la denition
dapparition dun evenement dans le domaine de discours de MMS le propos du chapitre  sera
daller encore plus loin en autorisant un client a denir de facon complete et detaillee ces conditions
dapparition
 Ordonnancement
Il est dommage que la norme MMS nore aucune garantie quant a lordre de traitement des EEs
lies a un EC lors de lapparition de levenement correspondant La consequence directe est quil nest
pas possible de donner un ordre dexecution des actions evenementielles associees a un evenement
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Limpossibilite dordonner les EEs limite egalement linter
et dutiliser les modicateurs En eet
un client ne peut pas demander lexecution ordonnee dune serie de requ
etes modiees sur lapparition
dun evenement a la maniere dun petit programme ou script de commandes MMS telecharge dans
un serveur Linter
et dun tel script par rapport a lexecution sequentielle des m
emes services par un
client est evidemment sa performance en terme de temps de reponse
Certains auteurs arment que lordre de traitement des EEs nest pas du domaine de MMS mais
de chaque implantation dun serveur Cependant ceci nuit considerablement a la portabilite des appli	
cations MMS qui devrait pourtant 
etre un des avantages cherches dans ladoption de la norme MMS
comme de toutes les normes en general En eet une application client qui compte sur un ordre
dexecution pour eectuer certaines actions dans un serveur donne ne peut plus faire cette supposition
lors dune utilisation avec un autre serveur On peut toutefois trouver une justication a ce manque
de precision en considerant le temps dexecution des actions La norme precise quen cas de presence
dactions pour un evenement le traitement des EEs lies a cet evenement ne doit pas attendre la n de
lexecution dune action En particulier si des EEs lies a des EAs coexistent avec des EEs sans EAs il
para
$t normal de ne pas attendre la n du traitement des actions pour envoyer les notications des EEs
sans EAs Mais sil etait vraiment necessaire de laisser aux concepteurs de serveurs la liberte de choisir
lordre de traitement des EEs pour des raisons de performance il aurait ete souhaitable egalement
dintroduire un mecanisme optionnel permettant aux clients de forcer cet ordre de traitement
Notons au passage que limpossibilite dordonner les actions est encore plus aggravee par le fait que
lexecution dune action se deroule comme celle dun service cest	a	dire quelle implique la creation
et le traitement dun objet transaction

 Et la norme MMS mentionne explicitement quil ny a aucun
ordre impose pour lexecution des objets transactions
Dans "LSM # Lumpp et al illustrent linter
et de pouvoir redenir laction associee a un evenement
lorsquun autre evenement se produit Dans MMS le manque dordonnancement dans le traitement
des EEs rend dicile la modication du lien existant entre un EC et un EA lors de loccurrence
dun evenement En attachant quatre actions a un EC ceci serait possible dans MMS si lon pouvait
garantir lordre dexecution de ces actions La sequence a executer serait alors 
Delete Event Enrollment
Delete Event Action
Define Event Action
Define Event Enrollment
MMS exige la destruction de lEE liant un EC a un EA avant celle de lEA De m
eme un EA doit

etre cree avant la creation de lEE faisant le lien avec lEC Sil nest pas possible de garantir cet ordre
on ne peut reaecter une action evenementielle sur loccurrence dun evenement Par ailleurs il serait
souhaitable que la sequence precedente sexecute de facon atomique cest	a	dire sans que dautres
requ
etes de service MMS ne sintercalent entre deux services de cette sequence Mais la encore cette
garantie nest pas donnee
Notons quand m
eme quil est parfaitement possible dans MMS de desactiver une action lors de
loccurrence dun evenement ou de produire un autre evenement Dans le premier cas il sut davoir
pour action le service Delete Event Enrollment seul% dans le second cas Trigger Event ou Write
selon quon ait un evenement declenche ou scrute
Il appartient a chaque implantation serveur de decider de la politique dordonnancement des ser	
vices des actions et du traitement des EEs Par exemple certaines implantations peuvent favoriser

Un objet transaction contient toute linformation necessaire au traitement dune requete de service conrme ou dune
action evenementielle Nous traitons plus en detail des objets transactions a la section 
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lexecution des actions par rapport aux services car celles	ci sont associees a des evenements souvent
des alarmes dont le temps de reponse peut 
etre critique Nous discutons plus en detail de ce probleme
dans la section 
 Temps de validit e dune action
Un probleme qui nest pas du tout aborde dans MMS est le temps de validite dune action Dans
la gestion devenements du systeme NEM laction associee a un evenement comporte un temps de
validite "CPR# Celui	ci represente le temps T au bout duquel laction na plus a 
etre executee si
levenement est survenu et que pour une raison quelconque laction na pas pu 
etre prise en compte
avant T  Par exemple si levenement charge de litsunepflch   se produit a   alors
demarrer laction associee lancer une compilation Ada apres   na plus dinter
et En eet
linformation attachee a levenement risque alors de ne plus 
etre valide
Dans MMS les actions nont pas de temps de validite qui leur sont associes Une charge elevee du
serveur MMS le declenchement rapproche de nombreux evenements comportant des actions ou encore
une action comportant un service bloquant sont pourtant des raisons susantes qui peuvent ralentir
la prise en compte et lexecution dune action
Nous proposons une solution simple mais qui a le desavantage d
etre de niveau de modication 
car elle implique une extension du protocole MMS Il sut de rajouter un attribut entier Validity
Interval a lobjet EA g  Cet attribut represente un temps en millisecondes Il est associe a
un temporisateur qui est demarre lors de lapparition de levenement Quand le temporisateur atteint
la valeur zero le temps de validite de laction est expire Lutilisation de temporisateurs appara
$t
frequemment dans MMS Demarrer une temporisation associee a une action dont levenement a ete
declenche est relativement semblable a lutilisation des temporisateurs tels quils sont deja denis et
donc nirait pas a lencontre de lesprit de MMS dans ce domaine La seule diculte tient au fait que
le m
eme evenement pouvant appara
$tre plusieurs fois il pourrait saverer necessaire davoir plusieurs
temporisateurs pour la m
eme action
Une telle extension de laction evenementielle permet egalement de guider les executions du trai	
tement des evenements et des actions dans le but de satisfaire des contraintes de temps au m
eme
titre que lEvaluation Interval pour la detection des evenements scrutes En particulier lordon	
nancement des actions mentionne dans la section precedente pourrait se faire en fonction des temps
de validite Cette seule remarque sut a justier linter
et que represente lassociation dune contrainte
de temps a une action evenementielle
Nous analysons en detail cette proposition a la section 
 R epartition
    Execution dune action distante
Nous avons deja mentionne que lextension proposee dans "BBHM# permet a un objet client de
denir la methode qui doit 
etre appelee lors de lapparition dun evenement sur un objet serveur
Cette methode appartient au client et doit 
etre appelee par le serveur quand levenement se produit
Dans MMS lexecution dune action evenementielle se fait toujours de facon locale cest	a	dire sur
le serveur ou sest produit levenement Il nest donc pas possible dexecuter une action sur un autre
serveur MMS en considerant le serveur ou se produit un evenement comme un client qui eectue une
requ
ete de service laction vers un autre serveur
Ceci ne serait pourtant pas incompatible avec MMS dautant quil est justement prevu par la norme
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quun serveur puisse eectuer lors de lapparition dun evenement une requ
ete de connexion Initiate
sil ny a pas dassociation entre le serveur et le client a notier Poursuivre en ce sens et eectuer une
requ
ete de service sur un autre serveur lors du traitement de levenement survenu pourrait 
etre une
solution tres interessante
Une telle facilite permettrait une meilleure gestion repartie des evenements et reduirait le temps
de reaction pour eectuer des actions sur des sites distants Ceci se ferait toutefois au prix dun temps
de reponse accru de la notication car le serveur devrait attendre de recevoir la reponse de laction
avant denvoyer cette notication
Prenons lexemple dune VMD notee VMD  modelisant un capteur de temperature pour un
liquide dans une cuve et dune autre VMD notee VMD  modelisant un circuit de refroidissement
de ce liquide Un client contr
ole le deroulement du processus de chauage Ces deux VMDs etant
considerees comme distinctes si on veut demarrer le refroidissement lors de levenement Temperature
	  il faut dabord que le client recoive la notication correspondante depuis VMD  et ensuite quil
eectue une requ
ete de service MMS par exemple Start sur VMD  pour demarrer ce refroidissement
Client Client
VMD 1 VMD 2 VMD 1 VMD 2
1 1
2 3
2
5
4
5
4 3
1 : événement
2 : notification
3 : requête Start
4 : démarrer refroidissement
5 : réponse Start
1 : événement
2 : requête Start
3 : démarrer refroidissement
4 : réponse Start
5 : notification
Fig  	 Sequencement des etapes lors dune action locale et repartie
En utilisant une action a distance VMD  eectuerait automatiquement le service Start sur
VMD  puis enverrait la notication au client g  Dapres les resultats que nous avons obtenu
dans "CV# pour notre implantation dun serveur MMS sur reseau MAP nous pouvons evaluer a
environ  ms le temps necessaire avant la prise en compte de laction sur VMD  pour la premiere
solution alors quil nest que de  ms pour la seconde soit  fois moins Mais linter
et de lune ou
lautre des solutions depend aussi du caractere critique accorde a la notication par rapport a laction
Dans le premier cas la notication prend  ms entre lapparition de levenement et sa reception par
le client alors que dans le second nous lavons estimee a  ms
Il est relativement simple de conserver lexecution dune action a distance et recevoir une noti	
cation immediate Il sut pour cela de creer un second EE lie a lEC representant levenement Le
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client recevra alors deux notications La premiere est recue en m
eme temps que laction repartie est
eectuee la seconde la m
eme que precedemment est recue apres la reponse de laction g 
Client
VMD 1 VMD 2
1
2
4
5
3
2’
1  : événement
2  : requête Start
2’ : première notification
3  : démarrer refroidissement
4  : réponse Start
5  : seconde notification
Fig  	 Sequencement des etapes lors dune action a distance avec deux notications
Nous decrivons a la section F un autre exemple dutilisation des evenements MMS dans lequel
la delocalisation de lexecution de laction evenementielle serait souhaitable Nous proposons donc
dajouter a la gestion devenements MMS la capacite deectuer des actions distantes Nous etudierons
en detail au chapitre  comment cette solution sintegre a la norme MMS Dores	et	deja il appara
$t
que cette solution est de niveau de modication  si les EAs sont pre	denis dans les serveurs

 Elle
est de niveau de modication  sinon car il faut inclure dans le service Define Event Action un
parametre permettant lidentication de cette adresse et etendre lobjet EA avec un nouvel attribut
De facon plus generale les objets evenementiels ne peuvent 
etre repartis sur dierents sites MMS
avec par exemple lEC sur le serveur ou se produit levenement et lEA sur un autre serveur ou
devrait 
etre executee laction Dans "Dak # Dakroury a deni une methode dite multi	serveur de
repartition des objets MMS Named Variable List et Program Invocation sur dierents serveurs Il
a ete souligne que les objets evenementiels pourraient egalement se pr
eter a cette repartition Nous
proposons au chapitre  une solution alternative
   Detection dun evenement deni de facon repartie
Nous etendons ici lidee du ltrage des evenements MMS potentiels Nous avons montre quil nest
pas possible pour un utilisateur de denir une expression predicat contr
olant le declenchement dun
evenement Il lui est encore moins possible de denir un evenement reparti cest	a	dire un evenement
dont la realisation depend de letat de variables situees sur des VMDs dierentes "EC#

En fait si les adresses des sites ou doivent etre executees les actions distantes sont predenies
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Par exemple dans "LSM # le langage propose permet le deverminage dapplications reparties On
peut donc denir des evenements par des expressions du type var   on any node Celle	ci
declenche un evenement lorsquune variable nommee var vaut  sur au moins un des sites du systeme
considere
Une telle denition nest pas possible dans MMS en letat actuel de la norme Elle necessiterait
la reconnaissance detats globaux dans les systemes repartis ce qui sort totalement du domaine de
discours de MMS
 Diusion des noti
cations
MMS est un protocole point	a	point Ceci signie en particulier quune association doit exister
entre un serveur ou se produit un evenement et chaque client devant recevoir une notication de cet
evenement Le traitement des transitions devenements prevoit dailleurs louverture dune association
entre le serveur et le client a notier si celle	ci nexistait pas au prealable
Le fait que MMS soit un protocole point	a	point annule la possibilite de diusion des notications
devenements Si par exemple un EC de classe NETWORKTRIGGERED est lie a n EEs alors le declenche	
ment dun evenement sur cet EC implique n traitements sequentiels des EEs et n envois successifs des
notications devenements aux clients concernes
Un traitement unique suivi dune diusion des notications serait beaucoup plus ecace en terme
de temps de traitement et de reception des notications Ceci a dailleurs ete souligne par Rodd et
al dans "RZI # qui proposent une modication de MMS pour satisfaire des contraintes temps	reel et
mettent en evidence la necessite de disposer de services de diusion dans MMS Nous avons montre
dans "CV# que pour notre implantation dun serveur MMS chaque client a notier est penalise dune
duree a peu pres proportionnelle a la position de lEE correspondant dans la liste des EEs a traiter
pour un m
eme evenement Ainsi pour le premier client la notication parvient au bout de  ms
apres son declenchement Pour le second elle parvient au bout de  ms Pour le troisieme au bout
de  ms et pour le quatrieme au bout de  ms Il ny a pourtant pas de critere qui permette de
dierencier un client par rapport a un autre
La diusion est une caracteristique importante des systemes repartis mais qui nest donc pas pre	
sente dans MMS en particulier pour les notications devenements Mais on la retrouve dans le modele
objet de COSS ou un objet peut m
eme envoyer une notication a plusieurs autres objets sans conna
$tre
leur identite "Gro# Inversement des objets peuvent recevoir des notications sans conna
$tre liden	
tite de lemetteur Ceci nest evidemment pas possible dans MMS car une association doit toujours
exister entre client et serveur pour envoyer une notication Toutefois nous avons deja mentionne que
dans le cas ou la notication doit parvenir au m
eme client qui a cree lEE le serveur nutilise pas
ladresse du client mais uniquement un identicateur dassociation local et propre a ce serveur
Il faut cependant noter que le probleme de la diusion des notications ne vient pas tant de
MMS que du prol MAP initialement destine a 
etre le reseau pour MMS et qui est inadapte aux
diusions de messages En eet theoriquement MMS ne traite pas de la facon dont linformation est
transmise et est independant de la technologie reseau sous	jacente "Gra# Toutefois sil est bien
impossible de diuser une notication en partie a cause du reseau sous	jacent a MMS il nest pas
clair dans la norme "ISO a# si le traitement des EEs lors dune transition devenement doit se faire
sequentiellement pour chaque EE ou sil est possible pour les EEs aux caracteristiques semblables de
regrouper ces traitements en un seul Ceci permettrait un gain de temps considerable Ce probleme est
a rapprocher des executions dactions evenementielles Si plusieurs EEs sont lies au m
eme EA faut	il
executer laction autant de fois quil y a dEEs souscrivant a la transition ou une seule fois Encore
une fois si ce genre de decision est laissee libre a chaque concepteur de serveur MMS il faudrait le
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mentionner explicitement Sans autre precision deux implantations de serveur MMS risquent davoir
des caracteristiques fort dierentes en fonction de linterpretation de la norme
 Pourquoi deux classes devenements
Comme pour les semaphores MMS est	il possible de se restreindre a une seule classe devenement
Les deux classes devenement introduites par la norme MMS peuvent para
$tre redondantes En eet
un client MMS pourrait declencher un evenement scrute a distance au moyen dun service Write de
la m
eme facon quil declencherait un evenement declenche avec le service Triggere Event Supposons
quun EC de type scrute lie a une variable nommee v soit declare Lecriture de la valeur VRAI respec	
tivement FAUX dans v au moyen du service Write declenche la transition IDLETOACTIVE respecti	
vement ACTIVETOIDLE si letat de lEC est IDLE respectivement ACTIVE Cest dailleurs de cette
facon que se declenchent les evenements VAXVMS Le service Set Event Flag SETEF et Clear
Event Flag CLREF mettent respectivement a  et  les bits representant des evenements "Dig#
Pour declencher un evenement a distance il semble donc possible de se passer du service Trigger
Event Mais un inconvenient de cette solution reside dans le fait que le client doit conna
$tre la valeur
booleenne de la variable scrutee de sorte quil puisse y ecrire son inverse pour forcer la transition Si
le client est le seul a agir sur cette variable il peut toujours conna
$tre sa valeur ou lobtenir au moyen
du service Read Par contre si cette variable peut 
etre modiee par plusieurs clients il est tout a fait
possible que la valeur obtenue par le Read dun client soit inversee par un autre client avant que le
premier ait pu faire le Write Dans ce cas lecriture dans cette variable ne declenche aucune transition
donc aucun evenement
Une solution un peu plus complexe doit alors 
etre envisagee ou les sequences ReadWrite de clients
dierents sont toujours serialisees et ne peuvent sintercaler Lutilisation dun semaphore banalise
MMS s a un seul jeton associe a la variable booleenne consideree v resout le probleme On aboutit
alors a la sequence suivante que chaque client doit executer pour declencher un evenement scrute 
Take Controls
Readv
Writenot v
Relinquish Controls
Cette sequence doit 
etre executee deux fois pour declencher deux evenements alors que deux ser	
vices Trigger Event susent et garantissent egalement ce double declenchement De plus il faut
noter que le service Trigger Event autorise la modication de la priorite de lEC avant le declen	
chement de levenement Dans la methode precedente ceci ne serait possible quau moyen du service
supplementaire Alter Event Condition Monitoring
Dans un environnement distribue il nest donc pas possible de garantir simplement le declenchement
a distance dun evenement MMS sans utiliser le service Trigger Event Lutilisation du Trigger Event
et la distinction faite entre les deux classes devenement declenche et scrute sont donc justiees
 Conclusion sur les evenements
Dans ce chapitre nous avons decrit la gestion des evenements MMS en eectuant un rapprochement
avec dautres systemes comportant des evenements La table  resume ce qui a ete dit precedemment
et met en evidence les points communs entre les evenements MMS et les evenements tels quon les
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trouve dans ces autres systemes soient  les interruptions dun microprocesseur le deverminage de pro	
grammes informatiques les systemes dexploitation la gestion de reseaux et les systemes de fen
etrage
MMS nest pas directement comparable a un seul de ces systemes de gestion devenements mais on
peut trouver dans tous des caracteristiques communes avec MMS et qui semblent avoir inspire les
auteurs de la norme "ISO a#
Nous nous sommes egalement attaches a identier quelques limitations des evenements ainsi que
quelques points obscurs de la norme MMS Nous les resumons ici 
 Les conditions de declenchement des evenements scrutes sont tres simples et ne permettent
pas une personnalisation de la part des applications client en fournissant un predicat lie a la
realisation de levenement
 De facon plus generale les conditions de declenchement dun evenement sont soit trop detaillees
soit pas assez denies Les concepteurs de la norme MMS semblent avoir eu du mal a distinguer
avec precision ce qui devrait 
etre dans le domaine de discours de MMS de ce qui ne devrait pas
y 
etre
 La norme MMS nore de garantie ni sur lordre de traitement des EEs dun m
eme evenement
ni sur lordre de traitement des actions evenementielles et ni m
eme sur celui des services MMS
en general
 Il nest pas non plus prevu de moyen pour associer une contrainte de temps a lexecution dune
action evenementielle
 Une action evenementielle est locale au serveur ou se produit levenement et ne peut 
etre executee
sur un site distant ou dans une autre VMD
 Les notications MMS ne peuvent 
etre diusees a lensemble des clients devant recevoir la m
eme
notication Les notications doivent 
etre envoyees une par une sur chaque association
Certains de ces points seront repris et feront lobjet dune etude plus approfondie dans les chapitres
suivants de cette these de facon a proposer des solutions a certains problemes ainsi que des extensions
a la norme MMS pour dautres problemes
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MMS Interruptions Deverminage Syst dexploitation Ges
Client Application utilisateur Utilisateur Processus Applicat
Serveur Microprocesseur Devermineur Noyau du systeme Processu

ex age

Equipement physique Peripheriques Application deverminee Architecture materielle Objets g

Evenement scrute Interruption

Evenement provoque par le Signal ou evenement N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devermineur 
ex point darret originaire du noyau provoqu

ex cha

Evenement declenche Trappe ou exception Action utilisateur lors du Signal ou evenement

Evenem
deverminage 
ex CTRLC originaire dun processus objet ge
aussi un
Rapport
dans CM
Notication Les resultats de lexecution de Lutilisateur recoit implicitement Reception du signal et Noticat
devenement la routine permettent de savoir la notication en voyant comment deblocage dun processus reseau 

quil y a eu interruption se deroule le programme MEVEN
Action evenementielle Execution de la routine Action a executer sur un point Actions executees par le Pas d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dinterruption d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ex achage de variables noyau lors de loccurrence Dans NE
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de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 d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De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un point Souvent predenis Preden
utilisables sont prede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arret Sinon creation par
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ex
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De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Chapitre 
Architecture dun serveur MMS
	 Introduction
 Exigences
A notre connaissance il nexiste a ce jour aucun serveur MMS qui implante la totalite des services
decrits dans la norme Nous avons en particulier ete les premiers a proposer une implantation quasi	
complete et detaillee de la gestion devenements MMS Un certain nombre de societes proposent des
serveurs MMS Mais le nombre de services MMS supportes par ceux	ci est souvent restreint et les
aspects les moins connus tels que les semaphores et les evenements sont rarement implantes "Plec#
Il semblerait quencore actuellement aucun serveur MMS commercial ne fournisse m
eme un sous	
ensemble minimal des services decrits dans la norme MMS en matiere de gestion devenements Certes
il est encore rare quun serveur MMS doive fournir tous les services decrits dans la norme et en general
seul un sous	ensemble savere necessaire pour un produit donne specialise sur un type dapplication
de productique particuliere "VDC# Toutefois il appara
$t aussi que la complexite de la norme MMS
le manque de specications et une mauvaise vue densemble des serveurs MMS sont autant de freins
au developpement de serveurs integrant tous les services Notre but est de proposer une architecture
generale dun tel serveur qui favorise une implantation facile et harmonieuse de tous les services et
integre tout particulierement la gestion des evenements aspect de MMS encore sous	utilise pour ne
pas dire inconnu
Nous commencons a la section  par une clarication des dierentes etapes de lexecution dun
service MMS conrme en proposant un modele pour leur execution Ce modele doit permettre dap	
prehender plus facilement et plus formellement le deroulement de ces executions et constitue le point
de depart pour construire une architecture generique des serveurs MMS
Dans ce chapitre nous nous attachons donc a resoudre les problemes generaux suivants 
 Nouvelle classication des services MMS%
 Formalisation de lexecution des requetes de service MMS conrmes%
 Clarication du concept de serveur MMS en terme de conception et dimplantation%
 Denition dune architecture simple et generique des serveurs MMS Nous entendons par
generique independante du langage de programmation du systeme dexploitation et surtout de
lapplication dediee pour laquelle est normalement construit tout serveur MMS Larchitecture
proposee doit donc sadapter a tout scenario dapplication serveur qui respecte la norme MMS%
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 Proposition dune solution modulaire autorisant lajout de nouveaux services et fonction	
nalites a un serveur MMS%
 Integration de la gestion des evenements MMS au sein de cette architecture%
 Identication de niveaux de priorites dans lexecution des dierentes activites concurrentes
dun serveur
 Hypotheses
Pour poser les bases de la denition de larchitecture dun serveur MMS nous sommes amenes a
faire les hypotheses suivantes 
 Lapplication serveur MMS et la pile de communication sont deux processus dierents La
MMPM et plus generalement le fournisseur de services MMS font partie du processus gerant
la communication g  Lapplication utilisateur est ainsi liberee des problemes de commu	
nication et toute application MMS situee sur le m
eme site peut faire appel aux fonctions de
communication oertes par le m
eme fournisseur de services Cette separation permet egalement
deviter de dupliquer la MMPMpour chaque applications MMS se trouvant sur un m
eme site Par
ailleurs les fournisseurs de services orent souvent une interface normalisee telle que MMSI
La separation de lapplication et de la MMPM accro
$t donc la portabilite des applications MMS
 Larchitecture materielle sur laquelle sexecute lapplication serveur est monoprocesseur et inte	
gralement dediee a cette application En eet bien souvent lapplication MMS serveur ou client
se trouve sur une carte separee de celle de la pile de communication Cette contrainte nous per	
met de ne pas considerer les problemes de traitement dus aux protocoles de communication et
de nous concentrer uniquement sur lapplication serveur
 La pile de communication et lapplication serveur MMS communiquent par deux les de messages
PDUs MMS lune pour les messages recus par le serveur QueueReceptions lautre pour les
messages envoyes par le serveur QueueEnvois Ces les dattente sont communes a toutes les
associations existantes entre le serveur et les clients g  Elles sont ordonnees par ordre
darrivee resp denvoi des messages Il est ainsi plus facile de conserver lordre darrivee des
requ
etes provenant de dierents client Par ailleurs les requ
etes nont pas de priorites et les
associations non plus Il nest donc pas utile daecter une le dattente par association Enn
le fait davoir une seule le dattente au lieu dune par association permet de traiter les requ
etes
de gestion dassociation Initiate et Conclude de la m
eme facon quune autre requ
ete de service
MMS
 Protocoles de
communication
(avec MMPM)
Application MMS
(serveur ou client)
Processus 1 Processus 2
Fig  	 Representation schematique de lapplication MMS et de la pile de communication
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 QueueReceptions et QueueEnvois sont considerees de capacite innie En pratique la MMPM
dun client emp
eche les envois de requ
etes si le nombre de reponses en attente devient egal au
nombre de services en attente negocies durant louverture de la connexion avec le serveur en
general typiquement entre  et   Le nombre dassociations quun serveur peut accepter etant
aussi generalement xe QueueReceptions ne peut jamais 
etre saturee Le caractere inni des
les dattente est surtout utilise pour eviter quun serveur qui desire envoyer la reponse dun
service conrme ou un service non conrme ne soit bloque parce que QueueEnvois est pleine
 Les messages en provenance de la pile de communication sont simplement deposes par ordre
darrivee FIFO dans QueueReceptions sans aucune intervention du serveur Celui	ci na qua
consulter QueueReceptions pour savoir si des messages sont arrives La politique FIFO se justie
par le fait quil ny a aucune raison de modier lordre darrivee des messages a ce niveau Par
ailleurs les messages dans QueueReceptions nont pas encore ete consultes par le serveur Si
une autre politique dordonnancement devait 
etre necessaire celle	ci interviendrait au niveau
des autres les dattentes du serveur voir section 
 Les messages envoyes par le serveur vers la pile de communication sont simplement deposes dans
QueueEnvois sans autre action Le processus gerant la pile de communication na qua consulter
QueueEnvois pour savoir si des messages sont a envoyer
 Nous souhaitons pouvoir porter facilement notre serveur sur tout systeme Notre denition de la
genericite implique donc que lon ne peut pas faire appel aux capacites de gestion de t
aches dun
systeme dexploitation ou dun langage donne pour executer les entites dun serveur susceptibles
d
etre parallelisees Par exemple on ne peut utiliser les threads DCE "Fou# les processus
UNIX "Bac# ou les t
aches Ada "Ins# Ceci implique que nous integrions a notre architecture
certaines fonctions de systemes dexploitation telles que lordonnancement des activites concur	
rentes Le fait de gerer explicitement dans notre modele de serveur les executions des activites
concurrentes nous permet en outre un contr
ole direct sur le determinisme dans lexecution de
ces activites
 Bien quil soit possible suivant la norme MMS davoir plusieurs VMDs au sein dun seul serveur
dans un but de simplication on peut identier sans perte de generalite un serveur a une VMD
Les resultats exposes ici setendent facilement dans le cas dun serveur avec plusieurs VMDs
 Notes sur les repr esentations par objet
   Les objets MMS
MMS utilise le terme dobjet pour representer linformation contenue dans une VMD La represen	
tation de ces objets se fait par une notation qui est propre a la norme MMS Les objets sont identies
de facon unique par un ou plusieurs attributs cles Ces attributs cles sont representes par les mots
cles Key Attribute Les attributs normaux sont representes par le mot cle Attribute Enn lexis	
tence de certains attributs est conditionnee par la valeur dautres attributs Ceci est represente par
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les contraintes mot cle Constraint Une classe dobjet MMS est alors denie de la facon suivante 
Object
 name of class
Key Attribute
 name of attribute type values



Key Attribute
 name of attribute type values
Attribute
 name of attribute type values



Attribute
 name of attribute type values
Constraint
 constraint expression
Attribute
 name of attribute type values



Attribute
 name of attribute type values
Dans "Plea# Pleinevaux a etudie comment ce simple modele objet dans lenvironnement MMS
integre les notions connues des modeles orientes	objet classiques adressage encapsulation heritage
etc Notre but ici nest que de re	utiliser la notation objet MMS dans un souci dhomogeneite pour
denir de nouveaux objets Ces derniers representent egalement une partie de linformation contenue
dans les VMD A la dierence des objets MMS ceux	ci ne sont evidemment pas visibles au travers
des services MMS mais sont necessaires au fonctionnement interne du serveur
  La methode HOOD
La conception de larchitecture du serveur MMS sest inspiree des principes de base de la methode
orientee	objet HOOD Hierarchical Object Oriented Design "DHM# Seules les caracteristiques
HOOD utilisees pour la conception de notre serveur MMS sont decrites ici et ce dans le but de xer
le cadre de notre expose ainsi que de preciser la terminologie objet employee
Dans "Ros# Rosen a souligne quil fallait distinguer deux types de methodes orientees	objet Le
type orienteobjet par classication dabord est fonde sur une organisation des objets par classes Dune
classe peuvent 
etre derivees dautres classes qui gardent le comportement de la premiere mais rajoutent
egalement un comportement qui leur est propre On aboutit ainsi a une organisation des objets par
heritage Ce type largement inuence par les langages orientes	objet est le plus repandu au point
que pour beaucoup il ny a pas de methode orientee	objet sans heritage Pourtant un deuxieme type
dorganisation des objets tout aussi essentiel pour la conception de systemes existe  le type oriente
objet par composition dabord Un objet est alors constitue de dierentes parties et est donc construit
au moyen dobjets plus elementaires On aboutit alors a une organisation des objets par composition
On retrouve cette composition dans la methode Object	Oriented	Design OOD initialement denie
par Booch "Boo#
Les fondements essentiels de la methode HOOD reposent sur deux types de hierarchie entre objets 
 la hierarchie utilise represente le fait quun objet necessite les operations exportees par dautres
objets et fait donc appel aux operations de ces objets sous	jacents%
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 la hierarchie inclusion part de la constatation que les objets sont composes dautres objets plus
petits et permet donc la construction dobjets parents par briques plus elementaires dobjets ls
HOOD sinspire donc du type oriente	objet par composition et ne fait que peu de cas des mecanismes
dheritage pour laisser la place essentielle a la composition Nous nutilisons donc pas lheritage dans
notre conception
Dans HOOD un objet est represente par une interface et une partie interne internals Linterface
peut exporter des operations des types ou des constantes La partie interne est limplantation de ce
que fournit linterface Bien s
ur un objet nest accessible que par son interface La hierarchie utilise
est representee par le fait quun objet peut faire appel a linterface dun autre objet La partie interne
dun objet peut 
etre constituee dautres objets pour satisfaire la hierarchie inclusion Un objet qui
nen contient pas dautre est appele objet terminal
Les raisons essentielles qui ont conduit a lutilisation de la methode HOOD sont les suivantes 
 la methode par composition est plus adaptee a larchitecture des serveurs MMS Les objets MMS
se pr
etent mal aux mecanismes dheritage et il semble naturel de voir un serveur MMS comme
un assemblage dobjet	briques plus ou moins elementaires%
 avantages connus et reconnus de la conception par objets  encapsulation modularite respon	
sabilite propre a chaque objet etc%
 representation graphique claire et precise qui permet davoir immediatement une vue densemble
dun serveur MMS%
 modications et extensions aisees du serveur%
 emploi dune terminologie precise et codiee%
 utilisation doutils daide a la conception et autorisant dans une certaine mesure la verication
de la coherence du systeme considere
	 Un modele pour lexecution des services MMS
Dans cette section nous ne traitons que des services conrmes Les services non conrmes en fait
tres peu nombreux dans MMS ne sont pas consideres et le terme service designe donc uniquement un
service MMS conrme
 Les objets Transaction
Pour pouvoir modeliser linformation necessaire au traitement dun service conrme MMS a intro	
duit lobjet transaction Transaction Object ou TO Cet objet est initialise lors de la reception dune
requ
ete de service et existe jusqua ce que ce service soit traite que celui	ci soit execute ou annule
Dans un serveur a une requ
ete de service MMS correspond donc de facon unique un objet transac	
tion Cette unicite est realisee gr
ace aux deux attributs cles Application Association Identifier
AAId et InvokeId qui sont respectivement un identicateur de lassociation sur laquelle a ete faite la
demande de service et un identicateur du service sur cette association Lidenticateur dassociation
est unique dans lensemble du serveur alors que lidenticateur de service InvokeId nest unique que
dans le contexte dune association
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Object
 Transaction
Key Attribute
 InvokeId
Key Attribute
 Application Association Identifier
Attribute
 List Of Preexecution Modifiers
Attribute
 Current Modifier Reference
Attribute
 Confirmed Service Request
Attribute
 List Of Postexecution Modifiers
Attribute
 Cancelable TRUE FALSE
Fig  	 Lobjet Transaction deni par MMS
Au contraire des autres objets MMS lobjet transaction nest pas directement accessible par les
services MMS Par contre celui	ci peut 
etre detruit par suite dun service Abort ou dun service
Cancel Ceci revient a dire que le service en attente est annule
 Services bloquants et services imm ediats
Dans "Casa# nous avons deni une nouvelle classication des services MMS selon leur caractere
bloquant ou immediat Un service est dit bloquant si les conditions pour son execution ne sont pas
reunies au moment ou le service est pris en compte par le serveur Ce qui caracterise le plus les
services bloquants est que leur temps dexecution ne peut pas 
etre borne car il depend de causes
externes independantes du service et souvent de la VMD elle	m
eme Un service est dit immediat
quand le l logique de son execution ne rencontre jamais de blocage a cause de conditions externes
non satisfaites Ce type de service peut 
etre execute completement des quil est recu par le serveur et
son temps dexecution peut 
etre borne g 
La dierenciation entre services bloquants et immediats provient directement de la denition des
services faite dans la norme MMS Elle est importante car elle conditionne larchitecture des serveurs
la facon dont est traite un service bloquant etant dierente de celle dun service immediat comme nous
le verrons par la suite
  Services immediats
Les services immediats sont donc ceux pour lesquels on peut qualier le temps dexecution de
borne si ce nest de connu En dautres mots une fois que lobjet transaction qui represente un service
immediat a ete initialise le service peut sexecuter de bout en bout sans 
etre arr
ete par des conditions
externes telles que la non disponibilite de ressources Les services Identify Get Variable Access
Attributes et Report Event Condition Status par exemple sont immediats
 Services bloquants
Le service MMS Take Control est un exemple typique de service bloquant En eet ce service nest
pas execute jusqua son terme et sa reponse nest pas renvoyee au client tant que le semaphore sur
lequel il sapplique nest pas alloue a la SE correspondante En consequence lexecution de ce service
depend de conditions externes independantes du serveur ici la liberation dun jeton du semaphore par
un client gr
ace au service Relinquish Control
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Fig  	 Service bloquant et service immediat
Le service Input de gestion des stations operateur est un autre service bloquant Typiquement
Input attend quun operateur humain entre une serie de caracteres sur un clavier Ce service ne peut
se terminer que lorsque loperateur a ni dentrer sa cha
$ne de caracteres par exemple au moyen de
la touche  CR  Par consequent le temps dexecution dun service Input est inconnu par avance et
peut m
eme 
etre illimite si aucun operateur ne se trouve derriere la console De plus si lon considere
que claviers et ecrans sont des ressources exclusives alors seul un service Input peut sexecuter a un
moment donne sur un objet station operateur Des services Input successifs doivent se mettre en
attente du service Input courant Ceci justie doublement que le service Input soit bloquant
Pour cette m
eme raison le service Output est bloquant lui aussi En eet si en soi Output peut
toujours 
etre execute simple impression de caracteres sur un ecran par exemple le fait quun Input
soit en cours sur le m
eme ecran emp
eche lexecution de lOutput Parce que le service Input est
bloquant le service Output est degenere en service bloquant
 

Donc nous dirons que si un service A doit attendre le terme de lexecution dun service B bloquant
alors A est bloquant egalement On peut donc denir deux niveaux de services bloquants  le premier
pour lesquels lexecution peut 
etre arr
etee suite au deroulement normal du service et le second pour
lesquels le service ne bloquerait pas sil etait execute seul mais qui peut bloquer suite a une execution
en cours dun service de niveau 
De facon generale tout service qui contient un modicateur est un service bloquant de niveau  Un
modicateur quil soit de type Attach To Semaphore ou Attach To Event Condition bloque le service
jusqua ce quune condition independante du serveur soit remplie  prise de contr
ole dun semaphore
ou occurrence dun evenement Le temps dexecution dun service modie est donc a priori inconnu
et non borne
On peut donc donner une classication des services MMS qui prend en compte le caractere bloquant
ou immediat Celle	ci est resumee sur la gure 
 
Output peut etre implante comme eectuant un simple depot dans un tampon Dans ce cas Output nest bloquant
que quand le tampon est plein
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Fig  	 Classication des services MMS selon leur caractere bloquant
Dans certains cas le fait quun service soit bloquant depend du dispositif physique modelise par la
VMD Bien que peu probable il est tout a fait envisageable cest	a	dire non interdit par la norme
que le service Read doive attendre lintervention dun operateur pour pouvoir sexecuter a la facon du
service Input Dans ce cas Read devient un service bloquant Notre classication dun service dans la
categorie bloquant ne peut prendre en compte de tels cas qui sont entierement dependants de chaque
application serveur
Il est important pour une application client de conna
$tre le caractere bloquant ou non des services
quelle demande a un serveur Un client qui requiert un service immediat peut sattendre a recevoir
une reponse dans les delais normaux habituels de transmission et dexecution sur le serveur Un
client qui requiert un service bloquant ne peut pas presupposer du temps qui sera necessaire pour
recevoir la reponse Ce client peut alors fonctionner en mode asynchrone et mettre a prot ce temps
dattente pour eectuer dautres activites utiles
 Services suspensibles
Un service MMS est dit suspensible si son execution est susceptible d
etre retardee de facon signi	
cative sans pour autant que ce retard soit d
u a des conditions externes non realisees En ce sens
un service suspensible nest pas necessairement un service bloquant Lidentication des
services suspensibles peut se reveler utile pour implanter un serveur MMS dans la mesure ou les temps
dattente introduits par ces services peuvent 
etre exploites pour eectuer dautres t
aches en attente
d
etre servies Par exemple dans "VDC# les auteurs ont mesure pour le service MMS Start un
temps de reponse de lordre de  ms alors que celui	ci est de lordre de  ms pour un service Read
Ceci sexplique par la necessite de creer un nouveau processus pour le PI a demarrer Le serveur attend
passivement lacquittement de creation du processus de la part du systeme dexploitation Pendant ce
temps au moins deux requ
etes completes de service Read auraient pu 
etre eectuees Mais le service
Start nest pas bloquant car m
eme lorsque le serveur est en attente de la reponse du systeme dex	
ploitation lexecution du service se poursuit au niveau de lappel systeme Un service bloquant quant
a lui risque toujours de voir son execution completement arr
etee
La notion de service suspensible est fortement liee a chaque implantation particuliere dun serveur
MMS et a la limite tout service MMS peut 
etre considere comme suspensible Nous nous contente	
rons donc a donner une simple indication sur les services qui sont le plus susceptibles dentrer dans
cette categorie Notre classication dun service dans la categorie suspensible est donc guidee par la
forte probabilite dans une implantation donnee davoir a eectuer pour ce service des actions tradi	
tionnellement qualiees de lentes lectureecriture disque impression sur un terminal appel systeme
etc
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 Etats dun service MMS con
rm e
Pour etudier de facon plus precise lexecution des services MMS conrmes et deriver une architecture
qui satisfasse ces executions il est necessaire de disposer dun modele un peu plus formel que la
description textuelle faite par la norme "ISO a# Nous allons donc denir un modele qui prenne
en compte les caracteres bloquant immediat et suspensible dun service MMS Nous ne faisons pas
dhypothese quant a limplantation pour rester aussi general que possible et que ce modele sapplique
a tous les serveurs MMS
Les divers etats possibles que peut prendre un service sappliquent egalement a lobjet transaction
representant ce service "CPb# Durant son existence dans une VMD un service conrme MMS est
donc dans lun des etats suivants 
 RE CU  dans cet etat le service nexiste pas en tant que tel cest	a	dire que lobjet transaction
correspondant na pas encore ete cree mais la requ
ete de service se trouve dans la le des requ
etes
en arrivee du serveur La seule contrainte est que le serveur na pas encore commence a traiter
cette requ
ete Par consequent ce service nexiste pas pour la fonction executive de la VMD
 MODIFI

E  cet etat rend compte des services qui se trouvent bloques sur un modicateur non
satisfait Un service dans letat MODIFI

E na pas encore ete execute cest	a	dire quil na jamais
atteint letat EN	COURS
 BLOQU

E  un service est bloque quand son execution est interrompue pour des raisons externes
Cet etat est utilise pour modeliser les services bloquants en dehors dun blocage d
u a un mo	
dicateur Un service qui a atteint letat BLOQU

E a pu 
etre dans letat MODIFI

E mais ny
retournera jamais
 PR

ET  un service dans cet etat est pr
et a 
etre execute des que la fonction executive peut le
servir Lexecution dun service sentend au sens large cest	a	dire inclut celle des modicateurs
associes Un service qui est dans letat PR


ET peut donc retourner dans letat MODIFI

E
 ENCOURS  un service dans cet etat est en cours dexecution Tous ses modicateurs ont ete
traites donc il ne retournera jamais dans letat MODIFI

E
 SUSPENDU  cet etat est introduit pour rendre compte des services suspensibles et faire la
dierence avec les services bloquants
 NONEXISTANT  dans cet etat un service nexiste plus cest	a	dire que son traitement est
termine et lobjet transaction qui le representait sil a jamais existe a ete detruit
La machine detats de la gure  decrit les transitions possibles entre les dierents etats dun
service MMS conrme Ces transitions sont etiquetees de la facon suivante 
	 Reception dune requete de service MMS
 Prise en compte de la requete de service par le serveur
 Rupture de lassociation Abort
 Requete de service annulee Cancel
 Un modicateur nest pas satisfait
 Un modicateur est satisfait semaphore libere ou apparition dun evenement
 La requete de service est selectionnee pour execution
 Une condition externe au serveur bloque lexecution du service
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Fig  	 Machine detats dun service MMS conrme

 La condition de deblocage du service est satisfaite
	 Lexecution du service se termine normalement
		 Lexecution du service est suspendue
	 Lexecution du service est interrompue par le serveur au prot dune requete de service plus prioritaire
	 Lexecution du service suspendu peut se poursuivre
	 Fin de temporisation
Contrairement aux autres etats dont la justication decoule du comportement des services decrits
dans la norme MMS il depend dune implantation donnee quun service se trouve dans letat SUS	
PENDU Cet etat est donc introduit comme un guide dimplantation plut
ot quun etat a part entiere
du service Il ne sera pas pris en compte dans le reste de cette etude pas plus que les transitions 
et  le concernant La transition  depend de la politique dordonnancement des serveurs et donc
aussi de limplantation Nous en discutons au chapitre 
Un service peut 
etre bloquant parce quil contient des modicateurs Nous faisons toutefois la
distinction entre les etats MODIFI

E et BLOQU

E car la facon de gerer un modicateur et un service
bloquant diere La dierence essentielle vient du fait quun service bloque sur un modicateur na
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pas encore commence son execution alors quun service qui se trouve dans letat BLOQU

E a ete
interrompu justement lors de son execution
Typiquement et dans la plupart des cas un service MMS passe par les transitions     
A chacune des transitions entre etat correspond un ensemble dactions a eectuer dans le serveur
Ces actions traduisent le comportement dun serveur MMS tel quil est decrit dans "ISO a# Elles
sont resumees sur la table 
Transitions detat Actions concernees
NON	EXISTANT  RECU Ne concerne pas le serveur
RECU  NON	EXISTANT Ne concerne pas le serveur
RECU  PR


ET Initialisation de lobjet transaction
PR


ET  MODIFI

E Initialisation EE traitant le modicateur ou
initialisation SE bloque sur un semaphore
PR


ET  EN	COURS Demarrage de lexecution du service
PR


ET  NON	EXISTANT Destruction de lobjet transaction
Eventuellement envoi dune erreur
EN	COURS  NON	EXISTANT Destruction de lobjet transaction et
envoi de la reponse ou dune erreur
EN	COURS  BLOQU

E Sauvegarde de lidentication du service bloque
EN	COURS  PR


ET Preemption Sauvegarde de lidentication du service
MODIFI

E  NON	EXISTANT Destruction objet transaction Destruction EE ou SE
Eventuellement envoi dune erreur
MODIFI

E  PR


ET Destruction EE ou passage SE de QUEUED a OWNER
BLOQU

E  PR


ET Destruction info didentication du service
BLOQU

E  NON	EXISTANT Destruction objet transaction et destruction info
didentication du service
Eventuellement envoi dune erreur
Tab  	 Principales actions executees lors des transitions
 Apercu g en eral de larchitecture dun serveur
Globalement un serveur MMS se compose dobjets dont chacun est responsable du traitement
dun groupe particulier de services MMS et de la manipulation des classes dobjets MMS correspon	
dantes "Plea# "RCP# "CP# La responsabilite de la gestion dun objet MMS appartient donc
integralement au gestionnaire concerne et a nul autre Laccent est mis sur le decouplage des diverses
unites malgre les fortes relations de dependance entre les objets MMS "Casa# Cette decomposition
est facile a apprehender dans la mesure ou elle suit naturellement la classication des groupes de
services de la norme et donne a chaque objet une responsabilite qui lui est propre Parmi ces objets
notes objets gestionnaires on identie donc les gestionnaires de VMD de domaines de programmes
de variables de semaphores de stations operateur devenements de journaux et de chiers Pour des
raisons que nous expliquons plus loin nous rajoutons egalement des gestionnaires dassociations et de
temporisateurs Cette decomposition favorise la modularite Elle apporte ainsi une vision claire dun
serveur MMS et permet une maintenance plus facile
Ces objets gestionnaires orent une interface externe dont la plupart des operations representent
des points dacces a chaque service MMS De plus les relations de dependance entre les objets MMS
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impliquent une communication entre les gestionnaires Un gestionnaire peut donc faire appel a un autre
lorsque cest necessaire Il existe donc des operations dites internes qui ne sont pas liees a lexecution
dun service particulier mais sont necessaires au fonctionnement interne du serveur
Les objets gestionnaires sont diriges par le Processeur de Transactions Le Processeur de Tran	
sactions peut lui	m
eme 
etre vu comme un gestionnaire dobjets transaction Il recoit les requ
etes de
services conrmes et renvoie les reponses Il est responsable de lidentication du gestionnaire concerne
par la requ
ete de service a executer et appelle les operations point dacces aux services MMS qui cor	
respondent aux services a executer Le Processeur de Transaction regle donc les transitions detat des
services conrmes denies a la section 
A chaque etat est associee une le dattente des services dans cet etat a un instant
donne La discipline de service de ces les dattente est FIFO pour respecter lordre darrivee des
requ
etes MMS

 La le dattente associee a letat particulier RECU est QueueReceptions Letat
NON	EXISTANT na pas de le dattente associee Le debordement des les dattente associees aux
etats dun service MMS est un probleme qui ne se pose pas puisqua tout moment il ne peut y
avoir plus dobjets transaction dans un serveur que la somme sur toutes les associations en cours du
nombre maximum de services en attente negocie lors de letablissement de chaque association Cette
negociation du nombre de requ
etes en attente permet justement dadapter les interactions entre des
clients et un serveur MMS aux ressources disponibles dans le serveur en loccurrence la taille des les
dattente
La gure  illustre larchitecture dun serveur MMS
	 Les activites concurrentes dun serveur
 Identi
cation des activit es concurrentes
Le fait que larchitecture ne repose pas sur un systeme dexploitation particulier implique quil est
necessaire de gerer dans larchitecture m
eme du serveur les executions paralleles ou pseudo	paralleles
de t
aches devant se derouler en m
eme temps ou en apparence en m
eme temps
Pour pouvoir denir larchitecture dun serveur il est donc necessaire didentier les dierentes
activites du serveur MMS qui sont susceptibles de sexecuter de facon pseudoparallele 
 La consultation des messages dans QueueReceptions provenant de la pile de communication
et linitialisation des objets transaction qui representent les services MMS transportes par ces
messages Cette activite nest activee que sil existe des messages dans QueueReceptions
 Lexecution des services MMS comprise au sens large cest	a	dire avec le traitement des
modicateurs Cette activite nest activee que sil existe des objets transaction dans letat PR


ET
 La gestion des services bloquants  un service bloque est en attente de conditions externes au
serveur soit quelles soient liees au dispositif physique modelise par la VMD soit quelles soient
dependantes dun client Nous supposons que les actions permettant le deblocage dun service se
font de facon independante du processeur executant lapplication serveur Lorsque les conditions
de deblocage sont remplies une variable propre a chaque service bloque est positionnee a une
valeur indiquant que ce service peut se poursuivre Il appartient a lactivite concurrente gestion
des services bloquants decrite ici de consulter cette variable pour savoir quand un service peut

etre debloque Il existe donc un certain temps entre le moment ou les conditions de deblocage

Cette discipline est modiee plus loin pour tenir compte de la priorite des requetes
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Fig  	 Architecture generale dun serveur MMS
sont remplies et le redemarrage du service qui doit 
etre eectue a ce moment Cette activite
nest activee que sil existe des objets transaction dans letat BLOQU

E
 La gestion des temporisateurs et des services qui les utilisent  nous supposons que le de	
compte des temporisateurs se fait de facon independante du processeur executant lapplication
serveur Lexpiration dun temporisateur provoque le positionnement dune variable a une valeur
indiquant la n de la temporisation Il appartient a lactivite concurrente gestion des tempori	
sateurs decrite ici de consulter cette variable pour savoir si le temps imparti est ecoule et dans
larmative deectuer laction associee Cette facon de faire implique quil existe un certain
temps entre le moment ou le temporisateur passe a zero et le demarrage de laction qui doit 
etre
eectuee a ce moment Notons que la norme MMS ne requiert pas une granularite du temps plus
faible que la milliseconde Cette activite nest activee que sil existe des temporisateurs en cours
de decompte
 La detection des evenements par consultation periodique des ECs et des variables scrutees
Cette activite ne sexecute que sil existe des ECs dont la scrutation a ete demandee
 Le traitement des evenements lorsquils ont ete detectes ou declenches par un client Cette
activite nest lancee que sil existe des evenements a traiter
 La gestion des associations  un serveur doit a tout moment pouvoir recevoir une nouvelle
requ
ete de connexion ou de rupture En particulier la terminaison brutale dune association par
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le service Abort entra
$ne une annulation de tous les services en cours sur cette association Nous
incluons dans cette activite le traitement du service Cancel car dune part il sapplique a tous
les services MMS conrmes et dautre part il modie eectivement letat dune association
 La gestion et lexecution des invocations de programmes MMS Nous supposons que
lexecution des invocations de programme MMS se fait sur une carte separee ou sur le dispositif
physique modelise par la VMD et donc sur un processeur dierent de celui du serveur Nous
considerons donc que lapplication serveur nest pas responsable de lexecution des PIs et ne les
incluons pas dans notre analyse Seule une consultation periodique de letat des programmes
en cours doit 
etre consideree pour savoir si un programme sest termine par exemple Ici le
serveur nest responsable que de la gestion de lobjet PI qui est lui	m
eme le reet de letat du
programme correspondant
 La gestion des services non conrmes  ceci ninclut que les services Information Report
et Unsolicited Status Le service Event Notification est pris en charge par le traitement
des evenements Lutilisation des services non conrmes Information Report et Unsolicited
Status implique une decision quant au moment de lenvoi dun de ces services non conrmes
a un client Cette decision est propre a chaque implantation dune application serveur et ne
peut 
etre prise en compte au niveau dun serveur generique Nous ne considerons donc pas cette
activite concurrente
 Lordonnancement des activit es
Une execution anarchique des dierentes activites concurrentes dun serveur donne lieu a des pro	
blemes de protection des objets MMS contre des acces simultanes Ces problemes ont ete etudies
dans "Casa# ou la complexite des mecanismes de protection des objets MMS a ete soulignee
Pour eviter cette complexite nous adoptons un ordonnancement simple non preemptif des activites
concurrentes precedemment citees A tout instant une seule de ces activites est en cours Celle	ci
sexecute toujours jusqua son terme sans 
etre interrompue par une autre activite Les acces aux
objets MMS sont ainsi automatiquement serialises Ceci signie en particulier quune seule requ
ete de
service MMS peut 
etre en cours dexecution a un instant donne

 En dautres termes la le dattente
associee a letat ENCOURS contient au plus un element et ce uniquement pendant lexecution
dun service cest	a	dire pendant lactivite  execution des services A part la serialisation des acces
aux objets MMS ceci garantit egalement lexecution atomique de certains services comme Start tel
que le preconise la norme MMS Le mot atomique signie ici quun service sexecute completement
ou pas du tout sans resultats intermediaires observables et sans interactions avec un autre service
MMS manipulant les m
emes donnees
Lhypothese que nous avons faite sur la gestion des temporisateurs peut impliquer une interruption
de lactivite courante mais pour un temps tres bref et en aucun cas nintroduit de problemes dacces
conictuels aux objets MMS Au contraire le fait dattendre le tour de lactivite  gestion des
temporisateurs pour eectuer laction associee au passage a zero dun temporisateur permet deviter
ces conits puisque ce nest qua ce moment la que deventuelles donnees communes avec lactivite
en cours seront manipulees Lordonnanceur regle le passage dune activite concurrente a une autre
en fonction de criteres qui peuvent 
etre propres a chaque application serveur La gure  illustre
larchitecture dun serveur en tenant compte des activites concurrentes Les eches en trait pointilles
montrent quelques uns des acces directs dune activite concurrente vers un gestionnaire de service

Par denition le traitement des services bloquant necessite linterruption du service Cette interruption ne se produit
jamais au milieu dune section critique ou lors dun acces a un objet partage et laisse donc toujours les donnees dans un
etat coherent
	 LES ACTIVIT

ES CONCURRENTES DUN SERVEUR 
Par exemple lactivite  detection des evenements utilise les services dun moniteur devenements
qui se trouve dans le gestionnaire devenements
Processeur de Transactions
Gestionnaire
de
sémaphores
Gestionnaire
d’événements
1 2 3 4 5 6 7 8
...
Ordonnanceur
Gestionnaire
opérateur
station
Activités concurrentes
Gestionnaires de services
Fig  	 Activites concurrentes et architecture dun serveur MMS
Comme nous lavons vu un client MMS peut fournir a un serveur des valeurs de durees au bout
desquelles ou avant la n desquelles une certaine action doit 
etre executee Ceci concerne les tempo	
risateurs et la scrutation des evenements Il appartient a lordonnanceur de selectionner les activites
concurrentes de telles facon que ces temps soient respectes Toutefois le but de ce chapitre nest pas
de proposer une architecture satisfaisant des contraintes temps	reel associees aux dierentes activites
ci	dessus Notre ordonnanceur reste general et simple  chaque activite concurrente est executee a tour
de r
ole et de facon iterative sans tenir compte de contraintes de temps associees a la maniere de
lordonnancement cyclique "Coo#
Pour eviter la complexite due a la gestion dacces conictuels aux objets nous avons volontairement
interdit la preemption des activites concurrentes et stipule que chaque activite concurrente commencee
se poursuit jusqua son terme Il convient de preciser ce quest le terme dune activite concurrente dans
la mesure ou celles	ci paraissent sexecuter de facon continue En fait chacune de ces activites peut

etre vue independamment des autres comme un processus sans n qui boucle sur lui	m
eme et a chaque
passe consulte une liste retire un element de cette liste et eectue un traitement sur cet element Par
exemple lactivite  execution des service prend pour liste celle associee a letat PR


ET et pour
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elements de cette liste les objets transactions Lactivite  gestion des temporisateurs travaille sur la
liste des temporisateurs etc Si lon xe le nombre delements sur lequel une activite peut travailler
elle arrive a son terme dans une iteration lorsquelle a traite le quota delements xe m
eme sil
reste dautres elements non traites dans la liste Lorsquune activite arrive a son terme on passe a la
suivante
Cet ordonnancement simpliste des activites concurrentes est reetudie au chapitre  pour satisfaire
des contraintes temps	reel dans lexecution des requ
etes de service et de la detection devenements
Mais on peut dores	et	deja lameliorer a peu de frais en identiant des niveaux de priorite dans
lexecution des activites concurrentes Par exemple la detection des evenements peut 
etre consideree
comme lactivite la plus prioritaire dans la mesure ou la norme MMS fait explicitement mention de
contraintes de temps qui peuvent 
etre proposees par un client pour la scrutation des ECs Le traitement
des evenements vient juste apres m
eme si aucune contrainte de temps nest imposee par la norme
Il para
$t en eet peu raisonnable de chercher a garantir la detection dun evenement pour ensuite
retarder lenvoi des notications correspondantes dautant que lapparition dun evenement alarme
peut correspondre a une situation critique qui demande une attention immediate A priorite egale nous
mettons ensuite la consultation des messages lexecution des services et la gestion des associations
Puis vient la gestion des services bloquants des PIs des services non	conrmes et des temporisateurs
Toutefois on conviendra que m
eme si cette classication par priorite para
$t raisonnable il serait
souhaitable de laisser au concepteur dun serveur MMS la liberte de choisir quelle activite concurrente
est pour lui prioritaire compte tenu de lapplication dediee ou du dispositif physique qui est modelise
par la VMD
On peut contr
oler simplement la duree dexecution de lactivite concurrente en cours en faisant
varier le nombre delements dinformation ou dobjets sur lesquels celle	ci peut travailler Les activites
de priorite haute sont ainsi autorisees a travailler sur un nombre delements important alors que
celles de priorites plus basses travaillent sur un nombre plus reduit Cette methode revient a donner
un certain poids a chacune des activites concurrentes Ce poids peut 
etre xe a lavance ou peut

etre utilise de facon plus dynamique cest	a	dire re	calcule a chaque iteration On aboutit alors a
ordonnancer les activites concurrentes comme indique a la gure 
La fonction reevaluer re	calcule le poids de chaque activite lors de chaque iteration Cette facon
de faire se retrouve dans le systeme dexploitation UNIX ou les priorites des processus sont revues
regulierement en fonction du temps CPU alloue a chaque processus "Bac# A partir de la toutes
les strategies devaluation du quota delements a traiter lors de chaque activite sont possibles On
doit evidemment tenir compte des priorites des activites concurrentes mais on peut aussi prendre en
consideration la charge du serveur par exemple Celle	ci peut se mesurer par la taille des les dattente
associees a chaque etat dun service conrme et particulierement celle des etats RECU et PR


ET
Il est m
eme envisageable de representer les priorites par des variables MMS modiables par les
clients au moyen du service MMS Write
 La communication entre activit es
Il existe des contraintes de precedence entre activites se traduisant par la communication des re	
sultats dune activite vers une autre Les activites concurrentes ne communiquent pas directement
entre elles Un element dinformation traite par une certaine activite mais qui demande un traitement
ulterieur de la part dune autre activite est mis dans une le dattente Le plus souvent cet element
dinformation est un objet transaction et la le dattente est une des les associees aux etats dun ser	
vice MMS conrme Par exemple un service debloque par lactivite  gestion des services bloquants
passe dans la le dattente de letat PR


ET pour traitement ulterieur par lactivite  execution des
services
		 LE PROCESSEUR DE TRANSACTIONS 
declarations
combien
 tableau  nb activites	 dentiers
boucle
reevaluercombien
si queueRECU   alors
CONSULTER MESSAGEScombien	
n si
si filePR

ET   alors
EXECUTER SERVICEcombien	
n si
si fileBLOQU

E   alors
GESTION SERVICES BLOQUANTScombien	
n si
si fileBLOQU

E   alors
GESTION TEMPORISATEURScombien	
n si
si fileEC a scruter   alors
SCRUTER ECcombien	
n si
si fileevenements a traiter   alors
TRAITER ECcombien	
n si
si fileRECU contient services dassociations   alors
GESTION ASSOCIATIONScombien	
n si
si existent PI termines   alors
GESTION PIcombien	
n si
n boucle
Fig  	 Ordonnancement des activites concurrentes
Dautres elements dinformation ne sont pas des objets transaction Par exemple la detection
dun evenement par lactivite  detection des evenements implique son traitement par lactivite 
traitement des evenements La aussi les informations representant levenement a traiter sont mises
dans une le dattente mais nont rien a voir avec un objet transaction Cette manipulation des
evenements est expliquee en detail dans la section 
		 Le Processeur de Transactions
Le Processeur de Transactions forme le coeur du serveur MMS car cest lui qui recupere les requ
etes
de service MMS venant de QueueReceptions appelle les gestionnaires en fonction des services deman	
des et renvoie les reponses une fois que les services ont ete traites Il unie le traitement des services
MMS conrmes pour ne conner dans chaque gestionnaire de services que la partie de lexecution qui
est vraiment dependante de la fonction MMS qui doit 
etre eectuee
La denition du Processeur de Transactions permet de traiter tous les services conrmes MMS
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de facon identique et homogene Le Processeur de Transactions manipule les les dattente associees
aux dierents etats dun service conrme et regle les transitions entre ces etats Il est active par
lordonnanceur suivant lactivite concurrente selectionnee Le tableau  montre les transitions detat
des services MMS conrmes qui peuvent se produire lors de la selection dune activite concurrente
donnee
Activite concurrente Transitions concernees Methode associee
 	 Consultation des messages RECU  PR

ET CreateTransactionObject
 	 Execution des services PR

ET  ENCOURS ProcessTransaction
PR

ET  MODIFI

E ProcessTransaction
ENCOURS  NONEXISTANT ProcessTransaction
ENCOURS  BLOQU

E ProcessTransaction
 MODIFI

E  PR

ET ProcessModiedTransaction
 BLOQU

E  PR

ET ProcessBlockedTransaction
 	 Gestion services bloquants BLOQU

E  PR

ET ProcessBlockedTransaction
 BLOQU

E  PR

ET ProcessBlockedTransaction
 MODIFI

E  PR

ET ProcessModiedTransaction
 	 Temporisateurs MODIFI

E  NONEXISTANT DeleteTransactionObject
BLOQU

E  NONEXISTANT DeleteTransactionObject
 MODIFI

E  PR

ET ProcessModiedTransaction
 BLOQU

E  PR

ET ProcessBlockedTransaction
 	 Detection des evenements Aucune 	
 	 Traitement des evenements Aucune 	
 MODIFI

E  PR

ET ProcessModiedTransaction
 NONEXISTANT  RECU 	
 	 Execution des PIs Aucune 	
 	 Gestion des associations BLOQU

E  NONEXISTANT DeleteTransactionObject
PR

ET  NONEXISTANT DeleteTransactionObject
MODIFI

E  NONEXISTANT DeleteTransactionObject
 BLOQU

E  PR

ET ProcessBlockedTransaction
 MODIFI

E  PR

ET ProcessModiedTransaction
 	 Gestion services non conrmes Aucune 	
Tab  	 Transitions detat eectuees lors des activites concurrentes
Lobjet Processeur de Transactions exporte donc des operations qui sont appelees lors des activites
concurrentes qui provoquent des transitions detat Ces operations peuvent egalement 
etre appelees par
le Processeur de Transaction lui	m
eme Le nom de loperation utilisee lors dune activite concurrente
donnee et pour une transition detat donnee appara
$t dans la table  Les transitions commencant
par * representent les transitions induites Les transitions induites se produisent pour un autre objet
transaction que celui sur lequel travaille lactivite concurrente dit objet transaction principal Mais
ces transitions sont le resultat direct du traitement de lobjet transaction principal Il peut sagir par
exemple du deblocage de services modies ou bloques lors de la liberation dun semaphore
Chaque operation prend un ou plusieurs etats de depart et un ou plusieurs etats darrivee Lors de
lappel dune de ces operations le Processeur de Transactions selectionne un objet transaction dans la
le dun des etats de depart Il eectue ensuite le passage de lobjet transaction vers la le dattente
dun etat darrivee et execute les actions qui sont associees a cette transition
Nous faisons en sorte que la selection dun objet transaction dans la le associee a letat PR


ET
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depende de lordre darrivee du service au niveau du serveur cest	a	dire de lordre de la le de
letat RECU Lordre dexecution des services MMS nest pas impose par la norme Toutefois si
lon souhaite respecter au mieux lordre darrivee des services on maintient une structure FIFO pour
la le dattente associee a letat PR


ET Celle de letat RECU est automatiquement ordonnee par
lhypothese  de la section  Quand un objet transaction passe dans letat PR


ET il est insere
dans la le par ordre darrivee Le serveur maintient une variable compteur qui ordonne tous les
services et est incremente a chaque service recu Ceci permet de ne pas perdre lordre de reception du
service lorsque celui	ci retourne a letat PR


ET alors quil provient des etats BLOQU

E ou MODIFI

E
Tout objet transaction dans letat PR


ET peut 
etre traite sans condition Lorsque loperation associee a
lexecution des services MMS est activee le Processeur de Transactions prend lobjet transaction situe
en t
ete de liste dans la le dattente de letat PR


ET et demarre son traitement De m
eme loperation
associee a la consultation des messages arrives selectionne le message en t
ete de le de letat RECU
Par contre la structure des les dattente des etatsMODIFI

E et BLOQU

E na que peu dimportance
puisquon ne peut prevoir lequel des services dans ces etats sera le prochain a 
etre execute En fait
seuls les services modies sur un m
eme evenement ou bloques en attente des m
emes conditions de
liberation doivent 
etre ordonnes par ordre darrivee Ceci permet alors lors du deblocage de ces services
de favoriser lexecution des premiers arrives
Les operations qui ont pour etat de depart MODIFI

E ou BLOQU

E recoivent en parametre lidentite
de lobjet transaction a traiter parametres InvokeId et AAId La selection dun objet transaction
dans une le dattente se fait alors au moyen de ces parametres Quant a letat EN	COURS nous
avons deja vu que sa le dattente contient au plus un element
 Op erations export ees
   CreateTransactionObject
Appel 
 lorsque le Processeur de Transactions doit consulter les messages recus dans Queue Receptions%
 lorsque le Processeur de Transactions doit traiter une action evenementielle
Etat de depart  RECU
Etat darrivee  PR


ET
Description  cree et initialise lobjet transaction correspondant au message en t
ete de liste de letat
RECU Celui	ci est insere a la n de la le de letat PR


ET Sil sagit dune action evenementielle
celle	ci peut 
etre inseree en t
ete de liste pour favoriser son traitement Ce choix depend des
priorites accordees aux actions evenementielles par rapport aux services MMS
  ProcessTransaction
Appel  lorsquil y a des services ou des actions evenementielles pr
ets a 
etre executes
Etat de depart  PR


ET
Etat darrivee  NON	EXISTANT BLOQU

E ou MODIFI

E
Description  selectionne lobjet transaction en t
ete de le Traite tous les modicateurs pouvant

etre satisfaits Passe dans letat MODIFI

E des quun modicateur ne peut 
etre satisfait Sinon
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identie le service et appelle le gestionnaire correspondant Le service passe donc dans letat EN	
COURS Sil est execute jusqua son terme sa reponse est envoyee  les resultats sont retournes au
gestionnaire devenements sil sagit dune action evenementielle Si lobjet transaction contenait
des modicateurs de type Attach To Semaphore les semaphores correspondants sont liberes
Loperation Delete Transaction Object est ensuite automatiquement appelee Si par contre
lexecution est bloquee lobjet transaction est insere dans la le de letat BLOQU

E
Remarque  lexecution du service Relinquish Control ou la liberation des semaphores pris par les
modicateurs peuvent entra
$ner le deblocage de requ
etes Take Control ou de modicateurs
Attach To Semaphore en attente Les operations Process Blocked Transaction ou Process
Modified Transaction respectivement sont alors automatiquement appelees pour faire passer
les objets transaction correspondant dans letat PR


ET Ceci correspond aux transitions induites
de la table 
  ProcessBlockedTransaction
Appel  lorsquil y a des services ou des actions evenementielles bloques qui peuvent 
etre executes
Etat de depart  BLOQU

E
Etat darrivee  PR


ET
Description  retire de la le de letat BLOQU

E lobjet transaction identie par les parametres dentree
InvokeId et AAId Le service passe donc dans letat PR


ET son execution se terminera quand
son tour viendra operation Process Transaction
  ProcessModiedTransaction
Appel  lorsque le modicateur qui bloque un objet transaction est satisfait
Etat de depart  MODIFI

E
Etat darrivee  PR


ET
Description  Lobjet transaction identie par les parametres dentree InvokeId et AAId est insere
dans la le de letat PR


ET Son execution se terminera quand son tour viendra operation
Process Transaction
  DeleteTransactionObject
Appel  dans tous les cas ou un objet transaction doit 
etre detruit  terminaison normale du service
n de temporisation rupture de lassociation annulation par Cancel
Etat de depart  PR


ET MODIFI

E ou BLOQU

E
Etat darrivee  NON	EXISTANT
Description  detruit lobjet transaction identie par les parametres dentree InvokeId et AAId de
loperation apres lavoir retire de la le dattente correspondant a son etat Les ns de tempo	
risation ainsi que lannulation du service par Cancel entra
$nent lenvoi dune erreur au client
concerne Cette operation peut aussi detruire tous les objets transaction appartenant a une
association specique
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Remarque  la terminaison dun service bloque ou la liberation des semaphores pris par les modica	
teurs peuvent entra
$ner le deblocage dautres service bloques de requ
etes Take Control ou de
modicateurs Attach To Semaphore en attente Les operations Process Blocked Transaction
ou Process Modified Transaction respectivement sont alors automatiquement appelees pour
faire passer les objets transaction correspondant dans letat PR


ET Ceci correspond aux transi	
tions induites de la table 
 Composition
Le Processeur de Transactions est compose de quatre sous objets 
 lobjet classe TransactionObjectClass permet de manipuler les objets MMS transaction Il
renferme les attributs decrits par la norme pour lobjet transaction et exporte des operations
autorisant la lecture de ces attributs et leur mise	a	jour pour ceux qui sont modiables
 lobjet TransactionObjectList charge de maintenir les listes de tous les objets transaction
existant Il fournit les operations classiques de manipulation de listes
 lobjet ServiceDispatcher est en fait linterface vers les gestionnaires de services MMS Il
exporte des operations qui representent des portes dacces vers ces gestionnaires de service Leur
but principal est lidentication du service a execute et lappel du gestionnaire concerne
 lobjet TransactionObjectManager eectue le traitement eectif des objets MMS en utilisant les
trois objets precedemment cites Les operations exportees sont exactement celles du Processeur
de Transaction
Cette decomposition donne a chaque objet une responsabilite qui lui est propre En particulier
lajout dun nouveau gestionnaire de services MMS ou sa modication eventuelle nentra
$nent pas de
changements dans la logique m
eme du Processeur de Transactions Seule la partie interne de lobjet
ServiceDispatcher est concernee par ces changements Linterface elle reste inchangee La gure 
illustre sommairement cette decomposition
	
 Les gestionnaires de services MMS
 Structure g en erale
Chaque objet gestionnaire est responsable du traitement dun groupe donne de services MMS et
manipule donc les objets MMS correspondant a ces services et uniquement ceux	ci Les objets gestion	
naires ont une structure comparable a celle du Processeur de Transactions Chaque objet gestionnaire
est compose au moins des sous	objets suivants 
 un objet manipulateur charge de la manipulation de la classe dobjets MMS dont il a la res	
ponsabilite Cet objet est generique en ce sens que chacune de ces instanciations represente un
objet MMS de m
eme classe mais distinct Les attributs quil contient representent les attributs
denis dans la norme pour les objets MMS et eventuellement dautres attributs necessaires au
fonctionnement interne du serveur Chaque attribut peut 
etre lu au moyen dune operation qui
lui est propre A chaque attribut susceptible d
etre modie lors de la vie de lobjet correspond
egalement une operation individuelle autorisant cette modication Les operations de creation
dinstanciation de lobjet et de destruction font aussi partie des operations exportees Cet objet
de structure fort simple est toujours terminal
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Service Dispatcher
Transaction Object
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Fig  	 Structure du Processeur de Transactions
 un objet liste charge dorir des fonctions de gestions de listes des instances dobjets manipu	
lateurs En general ces objets exportent les operations classiques du type inserer retirer vide
etc
 un objet controleur qui au moyen des operations fournies par les objets manipulateur et liste
eectue le traitement de linformation en tant que tel et implante souvent lexecution m
eme des
services MMS
Lassociation de ces trois objets en forme un nouveau qui peut 
etre vu comme une base de donnees
dobjets MMS orant des operations permettant lexecution des service MMS ainsi que des operations
internes de manipulation des objets MMS
Cette decomposition est systematique a tous les gestionnaires de services Leur structure respective
est donc tres proche et cette homogeneite facilite la comprehension de larchitecture globale du serveur
De plus tous les gestionnaires de services exportent des operations point dacces de deux types
selon que le service traite soit bloquant ou non 
 OperationImmediate entrees sorties  ce type de fonction traite les services immediats
Les parametres en entree contiennent les arguments du service MMS fournis par le client Les
parametres en sortie contiennent la reponse du service ou les cas echeant une description de
lerreur qui a eu lieu Tous les services immediats sont traites de cette facon
 OperationBloquante InvokeId AAId entrees sorties  ce type de fonction traite les
services bloquants Si lexecution permet le passage de letat EN	COURS a NON	EXISTANT
cest	a	dire que le service nest pas bloque alors les parametres en entree InvokeId et AAId
ne sont pas utilises et lexecution est identique au cas precedent Si par contre il y a passage
de letat EN	COURS a BLOQU

E alors les parametres de sortie ne sont pas utilises InvokeId
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et AAId servent alors a identier de facon unique linformation relative au service bloque dans
lobjet gestionnaire
 Traitement particulier des services bloquants
La dierenciation entre les deux types doperations bloquante ou immediate dun gestionnaire de
services est necessaire pour eviter quun serveur soit suspendu en attente des resultats dun service
bloque dont la terminaison est imprevisible Quand les conditions dexecution dun service bloquant
ne sont pas reunies le serveur doit pouvoir passer a une autre activite et exploiter ce temps dattente
comme le montre la gure  
Serveur
service
bloquant
immediat
service
req
conf
conf
req
immediat
service
req
conf
conf
req
immediat
service
Client 2Client 1
Fig  	 Exemple dexploitation du temps darret dun service bloquant
Le fait quun service soit bloquant ou non a une inuence sur la conception de son gestionnaire En
particulier les gestionnaires de services bloquants contiennent un objet liste qui permet de maintenir
linformation relative a tous les services bloques de ce gestionnaire a un instant donne Les elements
de cette liste ont la forme suivante 
Object
 Wait List Element
Key Attribute
 InvokeId
Key Attribute
 Application Association Identifier
Attribute
 Confirmed Service Response
Les deux premiers attributs permettent comme pour les objets transaction didentier le service
bloque de facon unique dans la liste ainsi que de retrouver lobjet transaction correspondant dans la le
associee a letat BLOQU

E Lattribut Confirmed Service Response recoit les resultats de lexecution
du service lorsque celui	ci est debloque
Il faut noter que pour le gestionnaire de semaphores cet element et sa liste existe deja Ils sont en
fait representes par lobjet Semaphore Entry et la liste des entrees de semaphore dans letat QUEUED
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La gestion de cette liste est implicitement prise en compte par le comportement normal du serveur
MMS lors des services Take Control Relinquish Control et du modicateur Attach To Semaphore
Les operations bloquantes exportees par les gestionnaires vont donc creer un objet du type Wait
List Element et linitialiser au moyen des parametres InvokeId et AAId Cet objet est ensuite insere
dans sa liste en attente des conditions debloquant le service A part pour le service Take Control
le deblocage dun service nest pas du ressort du serveur MMS Nous ne les etudions donc pas Il
appartient a lactivite concurrente  gestion des service bloquants de detecter que les conditions de
deblocage sont satisfaites Loperation Process Blocked Transaction du Processeur de Transactions
est ensuite appelee pour retablir lobjet transaction identie par les parametres InvokeId et le AAId du
service debloque dans letat PR


ET Quand son tour arrive loperation Process Transaction appelle
le gestionnaire correspondant pour terminer le traitement du service et detruire lobjet Wait List
Element Ensuite lobjet transaction est supprime et la reponse du service debloque retournee au
client concerne Si le service bloque entra
$nait le blocage dautres services alors ceux	ci sont remis
dans letat PR


ET
 Gestionnaires particuliers
  Le gestionnaire dassociations
Le but du gestionnaire dassociations est de maintenir linformation sur les associations actives
dautoriser la creation de nouvelles associations de permettre leur terminaison et de negocier les
parametres detablissement des associations
Une association entre un client et un serveur est representee par lobjet suivant 
Object
 Association
Key Attribute
 Application Association Identifier
Attribute
 Last InvokeId
Attribute
 Client Parameters
Attribute
 Server Parameters
Lattribut Application Association Identifier permet didentier lassociation Last InvokeId
donne la valeur de lattribut InvokeId du dernier service eectue sur cette association Les attributs
Client Parameter et Server Parameter permettent de conna
$tre les caracteristiques de lassociation
Le gestionnaire dassociations maintient la liste des objets Association correspondant aux asso	
ciations actives Les principales operations exportees sont les suivantes 
 NewAssociation pour creer une nouvelle association
 CloseAssociation pour detruire une association
 Negociate pour eectuer la negociation des parametres lors de la creation dune nouvelle asso	
ciation
 Exist pour savoir si lassociation correspondant a lAAId passe en parametre existe toujours
 GetAssociation pour avoir lAAId correspondant a ladresse du client passee en parametre
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Le gestionnaire dassociation peut faire appel a tous les gestionnaires de services manipulant des
objets MMS de visibilite application association specific variables semaphores evenements et
journaux pour detruire ces objets en cas de rupture dune association
 Le gestionnaire de temporisateurs
Le gestionnaire de temporisateurs est accessible par tous les gestionnaires de services qui ont besoin
de declencher une action apres lecoulement dun certain laps de temps
Chaque temporisateur est represente par un objet du type 
Object
 Timer
Key Attribute
 InvokeId
Key Attribute
 Application Association Identifier
Attribute
 Remaining Delay
Pour manipuler les objets Timer le gestionnaire de temporisateurs exporte les operations suivantes 
 NewTimer cree un nouveau temporisateur initialise sa valeur de depart et lattache a un objet
transaction ou Semaphore Entry au moyen des parametres InvokeId et AAId
 GetRemainingDelay retourne la valeur courante du temporisateur specie
 StartTimer demarre le decompte du temporisateur specie
 StopTimer arr
ete le decompte du temporisateur specie
 DeleteTimer detruit le temporisateur specie
 ExistTimers permet de savoir si des temporisateurs sont utilises ou non
Il appartient a lactivite concurrente  gestion des temporisateurs de consulter les regulierement
la valeur des temporisateurs pour savoir si ceux	ci sont passes a zero
 Relations de d ependance
Les relations et donc les communications entre les gestionnaires de services decoulent directement
des relations entre objets MMS Les objets MMS ont en eet pour caracteristique d
etre fortement
dependant les uns des autres Beaucoup dobjets MMS contiennent des references a dautres objets
MMS ou m
eme des listes dautres objets "Plea# Ceci signie quun service agissant sur une classe
donnee dobjets peut fort bien avoir un impact sur dautres objets MMS qui ne sont pas necessai	
rement contr
oles par le m
eme gestionnaire que celui qui sert ce service Il appara
$t donc important
de determiner precisement et de facon exhaustive les relations entre les objets MMS pour pouvoir
comprendre linuence quils ont les uns par rapport aux autres Un exemple typique dun tel cas est
la destruction dun domaine  tout objet reference par le domaine a detruire doit aussi 
etre eace
La gure  montre les relations de dependance entre objets MMS Une eche dun objet A vers
un objet B implique que A contient une reference a B donc quun service agissant sur A peut aussi
agir sur B Pour des raisons de clarte une eche dun objet A vers un cadre signie que A contient
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Fig  	 Relations de dependance entre les objets MMS
une reference vers tous les objets inclus dans le cadre Ceci sapplique aux objets VMD et Domain qui
referencent presque tous les autres objets MMS Le mot reference ne fait aucune supposition quant a
limplantation de la relation quil represente Il doit 
etre considere comme une simple facon de faire
un lien entre deux objets Ce nest donc pas necessairement un pointeur direct vers lobjet reference
mais peut 
etre le nom de ce dernier par exemple
Notre architecture interdit volontairement les pointeurs vers les objets MMS car un gestionnaire
donne ne doit 
etre autorise ni a avoir une visibilite directe sur les objets maintenus par un autre ges	
tionnaire ni a instancier de lui m
eme un tel objet Au contraire si le gestionnaire  desire acceder a un
objet appartenant a un gestionnaire  il doit explicitement eectuer la requ
ete au gestionnaire  cest	
a	dire appeler loperation qui lui fournira le service requis Ceci justie entre autre que les operations
exportees par les objets gestionnaires ne se limitent pas aux points dacces aux services MMS mais
comprennent egalement des operations internes utilisees pour la communication entre gestionnaires
de services Par exemple dapres la norme "ISO a# la denition dun semaphore MMS implique la
creation dun objet EC ayant le m
eme nom Le gestionnaire de semaphores ne doit pas 
etre autorise
a instancier lEC lui m
eme mais doit demander au gestionnaire devenements de le faire pour lui
Des relations de dependance entre gestionnaires apparaissent aussi de par la denition de la visibilite
des objets MMS Un gestionnaire de services gere tous les objets dune classe donnee dobjets MMS
quelque soit la visibilite respective de ces objets En consequence certains services de manipulation
de domaines peuvent necessiter un acces vers les gestionnaires dobjets MMS susceptibles davoir une
visibilite domain specific Reciproquement certains services de ces gestionnaires peuvent necessiter
un acces au gestionnaire de domaines Quant a la visibilite application association specific elle
implique un acces du gestionnaire dassociations aux gestionnaires pouvant accueillir des objets MMS
ayant cette visibilite notamment pour le service Abort ou il sagit alors de detruire tous les objets
MMS dont la visibilite est limitee a lassociation interrompue
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 Comportement des gestionnaires simples
Un des buts de notre architecture est de permettre un comportement homogene et simple de tous
les gestionnaires de services La plupart de ces gestionnaires se comportent donc de facon identique La
majorite des services MMS etant des services immediats les operations des gestionnaires sont appelees
eectuent le service MMS considere et retournent les resultats sans autres dicultes Les services non
conrmes seectuent de la m
eme facon a cette dierence pres que ceux	ci ne correspondent pas a une
requ
ete de la part dun client mais la decision de leur execution est prise en interne par le serveur Les
caracteristiques principales de tous les gestionnaires et de leurs services sont resumees dans lannexe D
On soulignera toutefois les particularites suivantes propres a chaque gestionnaire 
 Le gestionnaire de VMD peut faire appel a nimporte quel gestionnaire de services pour les
besoins des services Get Name List et Rename Chaque gestionnaire est responsable de son groupe
dobjets MMS et exporte donc des operations internes Get Name List et Rename appelees par
les operations point dacces de m
emes noms du gestionnaire de VMD
 Le gestionnaire de domaines exporte une operation interne permettant la verication de lexis	
tence dun domaine et appelee par les gestionnaires qui supportent la creation dobjets MMS
de visibilite domain specific variables semaphores et evenements ou par le gestionnaire de
programmes lors de la creation dun PI
 Les gestionnaires de variables semaphores journaux et evenements exportent des operations in	
ternes autorisant la destruction des objets MMS dont la visibilite est application association
specific Celles	ci sont appelees par le gestionnaire dassociations
 Les gestionnaires de variables semaphores et evenements exportent des operations internes au	
torisant la destruction des objets MMS dont la visibilite est domain specific Celles	ci sont
appelees par le gestionnaire de domaines
 Le gestionnaire de semaphores exporte deux operations internes appelees par le Processeur de
Transactions Lune permet la prise de contr
ole dun semaphore par un modicateur lautre
autorise la destruction dun objet Semaphore Entry lie a un modicateur
 Le gestionnaire devenement exporte trois operations internes appelees par le gestionnaire de
semaphores ou de programmes et qui autorisent la creationdestruction dun EC et le declenche	
ment dun evenement Deux autres operations internes appelees par le Processeur de Transactions
permettent la creationdestruction dun EE traitant un modicateur
 Le gestionnaire de variables exporte un operation interne autorisant la lecture de variables boo	
leennes et appelee par le gestionnaire devenements lors de la scrutation des ECs
Ces communications entre gestionnaires proviennent des relations de dependance decrites prece	
demment Nous les resumons dans la table  ou nous precisons egalement si la communication entre
deux gestionnaires est une simple consultation ou une modication Cette table doit se lire de la facon
suivante Un R dans lintersection dune ligne et dune colonne signie que le gestionnaire gurant
dans la ligne necessite un acces en lecture seule a un objet maintenu par le gestionnaire gurant dans
la colonne Un W identie de facon identique un acces en ecriture Une case vide signie quaucun
acces nest requis
La table  fait appara
$tre et souligne le besoin de proteger les objets MMS contre des acces
conictuels si ces acces netaient pas automatiquement serialises par la politique non	preemptive choisie
pour lordonnancement des activites concurrentes et donc si les services MMS pouvaient 
etre executes
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Association VMD Domaine Prog Variable Semaphore Operateur Event Journal
Association W W W W
VMD RW RW RW RW RW RW RW RW
Domaine RW RW RW RW
Programme R RW W
Variable R RW
Semaphore R RW W
Operateur RW
Evenement R R RW
Journal RW
Tab  	 Communications entre gestionnaires
en parallele cest	a	dire dans le cas ou plusieurs services peuvent se trouver dans letat EN	COURS
a un instant donne ou pseudo	parallele cest	a	dire dans le cas ou certains services sont interrompus
pour permettre le traitement dautres services
Nous consacrons la section suivante au gestionnaire devenements dont larchitecture est assez
dierente de celle des autres
	 Le gestionnaire d ev enements
Le gestionnaire devenements est le plus complexe de tous les gestionnaires MMS Il se compose
des trois objets suivants 
 Event Object Manager EOM ou Gestionnaire dObjets Evenementiels charge de la manipu	
lation des objets MMS devenements et de lexecution des services devenements Il exporte les
operations point dacces aux services MMS
 Event Monitor EM ou Moniteur dEvenements charge de la detection des evenements de type
MONITORED par consultation periodique des ECs et des variables associees
 Event Transition Processor ETP ou Processeur de Transitions dEvenements charge du
traitement des evenements une fois que ceux	ci ont ete detectes ou declenches
Ces trois objets se partagent linformation representee par les trois objets MMS EC EE et EA La
gure  illustre les relations entre ces objets
  Le Gestionnaire dObjets Evenementiels
LEOM peut 
etre considere comme une base de donnees dont les elements sont les trois objets
evenementiels MMS Le r
ole de lEOM est de fournir les primitives necessaires a la manipulation de
ces objets Les demandes de manipulation sont eectuees aussi bien de facon externe par le Processeur
de Transactions qui appelle une methode point dacces a un service que de facon interne par un des
deux autres objets composant le gestionnaire devenements
LEOM a donc une structure identique aux objets base de donnees des autres gestionnaires Il
contient trois objets listes et trois objets manipulateurs correspondant a chacun des objets MMS EC
EE et EA Un module de traitement permet lexecution des services MMS
Nous avons souligne dans "CP# limportance de lEOM pour centraliser les acces aux objets MMS
et pour proteger ces derniers contre des acces concurrents dans le cas ou la preemption des activites
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Fig  	 Gestionnaire devenements
 execution des services  detection des evenements et  traitement des evenements etait
autorisee Cette derniere caracteristique de lEOM nest pas necessaire ici puisque nous serialisons
automatiquement les acces aux objets MMS de par lordonnancement choisi
 Le Moniteur dEvenements
Le Moniteur dEvenements est charge de la detection des evenements de type scrute Cette detection
se fait par evaluation cyclique des ECs et des variables associees a ces ECs LEM ne consulte que
les ECs dont la scrutation a ete activee par le service Alter Event Condition Monitoring LEOM
maintient une liste des ECs dont la scrutation est active Cette liste facilite le processus de scrutation
car il nest pas necessaire de soccuper des ECs qui ne sont pas scrutes Il appartient a lEOM de faire
entrer et sortir les ECs de cette liste selon les requ
etes Alter Event Condition Monitoring eectuees
Pour aider le serveur a evaluer les ECs les applications client peuvent fournir aux ECs un inter	
valle de scrutation au moyen du parametre Evaluation Interval ainsi quune priorite parametre
Priority Lintervalle de scrutation represente la duree minimum pouvant secouler entre deux consul	
tations dun EC Ces deux parametres sont appeles parametres de scrutation
Chaque activation de lEM par lordonnanceur implique la consultation dun certain nombre dECs
Le choix des ECs a consulter se fait en fonction des parametres de scrutation Nous traitons de la
politique dordonnancement des ECs et de lutilisation de ces parametres au chapitre  Pour chaque
EC lEM consulte lEOM pour recevoir letat de lEC et consulte egalement le gestionnaire de variables
MMS pour obtenir la valeur de la variable booleenne associee a cet EC gure  LEM declenche
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levenement selon les modalites dont nous avons deja parle a la section 
La detection dun evenement implique son traitement par lETP La communication dun evenement
entre lEM et lETP se fait au moyen dun objet le dattente appelee Event Queue ou linformation
representant levenement est inseree sous forme dun objet Event Notification decrit a la section
suivante LETP na plus alors qua retirer cet evenement et a le traiter La communication entre
lactivite concurrente  detection des evenements et  traitement des evenements est donc assuree
par Event Queue Cette le dattente recoit aussi les evenements declenches ce qui permet de les
traiter comme les evenements scrutes puisquil nexiste pas de dierence fondamentale entre la facon
de traiter un evenement scrute ou declenche Lexecution du service Trigger Event se resume donc
a creer puis inserer un objet Event Notification dans Event Queue

 Un evenement declenche peut
egalement survenir de facon interne et independante dun client MMS cest	a	dire sans lusage du
service TriggerEvent Nous considerons dans ce cas que cet evenement est automatiquement insere
dans EventQueue Ce modele sinscrit dans la necessite de proposer une architecture generique des
serveurs MMS et sadapte a toutes les facons dont un evenement peut 
etre declenche localement
Ce modele de gestion des evenements dans un serveur est a rapprocher du modele CORBA combi	
nant les styles push et pull avec lEM etant le producteur lEvent Queue etant le canal devene	
ments event channel et lETP le consommateur "Gro# Ainsi lEM produit les evenements et les
depose dans la le dattente LETP consulte cette le et consomme les evenements qui y gurent
quand elle nest pas vide
Plusieurs evenements peuvent surgir a des moments rapproches et donc demander a 
etre traiter
en m
eme temps Cela revient a dire quil y a plusieurs objets Event Notification dans Event
Queue Nous avons deja vu que certains evenements peuvent 
etre plus prioritaires que dautres et que
la dierenciation se fait gr
ace a lattribut Priority de lEC representant chaque evenement Nous
organisons donc la le dattente Event Queue par ordre de priorite Levenement situe en t
ete de le
est le plus prioritaire et cest celui qui sera retire par lETP lors de lactivation de lactivite concurrente
 traitement des evenements
 Le Processeur de Transitions dEvenements
LETP est directement lie a lactivite concurrente  traitement des evenements Cet objet prend
en charge les sept procedures menant a la notication dun evenement lorsque ce dernier est survenu
Ses r
oles essentiels sont donc 
 dordonner les traitements devenements selon la priorite des ECs qui leur ont donne lieu dans
la mesure ou plusieurs evenements peuvent survenir plus ou moins au m
eme moment%
 de demander au Processeur de Transactions dexecuter les actions evenementielles possiblement
rattachees aux evenements modelise en fait par un envoi de laction dans QueueReceptions%
 de demander letablissement dune association avec les clients a notier dans le cas ou celle
nexiste pas au prealable%
 denvoyer la notication de levenement aux clients correspondant aux seuls EEs ayant souscrit
a la transition
La table  resume les caracteristiques des sept procedures denies par la norme et devant mener a
la notication dun evenement Nous mettons oui dans la colonne Interruption pour signier que

Le service Trigger Event peut aussi changer la priorite de lEC sur lequel il sapplique Dans ce cas il faut aussi
appeler lEOM pour modier cet EC
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lexecution dune procedure ne peut se faire par lETP et interrompt donc le traitement de levenement
qui reste en attente des resultats de cette procedure
Procedure Executionsev Interruption Commentaire
  EC Update  fois non Miseajour du temps doccurence
de levenement
  EC Value Capture  fois non Capture dattributs necessaires
a la notication
  EE Value Capture Autant que dEEs non Capture dattributs necessaires
a la notication
  EE Update Autant que dEEs non Miseajour du temps de transition
de levenement Fin du traitement
pour les EEs de type MODIFIER
  Action Execution Autant que dEEs avec un EA oui Execution de laction evenementielle
  AA Establishment Autant que dEEs contenant les oui Etablissement de lassociation
adresses de client sans AA
  Notication Invok Autant que dEEs de type non Construction et envoi de la
NOTIFICATION notication
Tab  	 Procedures de traitement des transitions devenement
Pour maintenir linformation necessaire au traitement des sept procedures gerant une transi	
tion devenement nous avons introduit a la section precedente lobjet Event Notification ou EN
g  Celui	ci est cree lorsquun evenement est detecte ou declenche A chaque evenement qui
sest produit correspond donc un EN m
eme si deux evenements proviennent du m
eme EC Lobjet EN
est detruit lorsque toutes les notications correspondant a son evenement ont ete envoyees etou que
tous les EEs de type MODIFIER ont ete traites
La premiere serie dattributs correspond a ceux captures aux objets EC et EE lors des procedures
ETP  et  Ces attributs sont inclus dans la notication Les attributs suivants sont utilises pour le
traitement de lobjet EN au cours des sept procedures ETP Tous ces attributs correspondent a des
attributs MMS deja presents dans les objet evenementiels ou alors a des parametres du service Event
Notification
LETP contient un objet manipulateur des objets ENs et deux objets liste 
 Event Queue recoit les caracteristiques des evenements a traiter sous la forme dobjets ENs%
 Waiting Event Queue recoit les objets ENs dont la notication correspondante est en attente des
resultats dune action evenementielle procedure ETP  ou de letablissement dune association
procedure ETP 
	 MMS et systemes dexploitation
Nussbaumer "Nusb# p  a remarque que le traitement des evenements MMS est comparable
a une fonction de systeme dexploitation En fait cest lensemble de la norme MMS elle	m
eme qui
semble inspiree par les fonctions de systemes dexploitation centralises ou repartis
Comme nous lavons deja vu pour les evenements MMS il est possible de faire une analogie entre
clients MMS et processus dun systeme dexploitation entre un serveur et le noyau dun tel systeme
entre lequipement industriel sous	jacent a la VMD et larchitecture materielle pour laquelle le systeme
dexploitation est concu
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Object
 Event Notification
 Attributs inclus dans la notification
Key Attribute
 Event Condition Name
Attribute
 Event Enrollment Name
Attribute
 Severity
Attribute
 State
Attribute
 Transition Time
Attribute
 Notification Lost
Attribute
 Alarm Acknowledgment Rule
Attribute
 Event Action Name
Attribute
 Action Results
 Attributs utilises pour le traitement des ENs
Attribute
 Application Association Local Tag
Attribute
 Client Application
Attribute
 Confirmed Service Request
Attribute
 Duration
Attribute
 Event Condition Class
Attribute
 Event Condition State
Fig  	 Lobjet Event Notification
A partir de la on peut tracer un parallele clair entre MMS et systemes dexploitation OS

 Le
concept de VMD dans MMS fournit une abstraction de tous les equipements industriels utilises dans
lenvironnement MMS Un OS ore lui le concept de machine virtuelle qui permet de percevoir la
machine a un niveau dabstraction plus eleve et de lexploiter de facon plus simple et homogene MMS
correspond dailleurs tout a fait a la denition suivante dun OS donnee par Krakowiak dans "Kra# 
Un systeme dexploitation remplit une double fonction  presenter a ses utilisateurs une
machine virtuelle facilitant lecriture et lexecution des applications et fournissant un en
semble de services gerer lensemble des ressources materielles et logicielles en assurant
lutilisation optimale et le partage equitable du materiel la protection

et la conservation
sure de linformation
Les systemes dexploitation presentent tres souvent une decomposition sous forme de couches su	
perposees ou concentriques Un serveur MMS peut aussi se visualiser sous forme de couches de niveaux
dabstraction dierents "CPa# On peut en distinguer au moins quatre 
 la couche machine ordinateur%
 la couche de base pour acceder a la machine pilotes ou drivers%
 la couche implantant les services MMS corps du noyau%
 linterface aux services MMS interface aux appels systemes de lOS

Abbreviation de Operating System	 pour ne pas confondre avec SE Semaphore Entry	 

La protection de linformation au sens securite est toutefois un aspect totalement absent de MMS
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Cette decomposition est illustree sur la gure 
Architecture
matérielle
Corps du noyau
Interface
Applications utilisateur Applications utilisateur
Machine
industrielle
Interface MMS
Services MMS
Pilotes Accès machine
Fig  	 Structure simpliee des systemes dexploitation et de MMS
A limage dun processus dans un OS letat dans lequel se trouve une application client MMS peut

etre decrit par la machine detats de la gure  Cette derniere se compare a letat dun processus
lors dun appel systeme puisquil sagit en fait de letat dune requ
ete de service dans un serveur En
y remplacant letat NON	EXISTANT par letat EN	COURS	UTILISATEUR on obtient une machine
qui traduit a tout moment letat du client Cet etat correspond a lexecution propre a une application
client qui nest pas en attente dune reponse dun serveur MMS Ceci se rapproche des etats USER	
RUNNING et KERNEL	RUNNING dun processus UNIX "Bac# qui traduisent quun processus
est soit en cours dexecution dun appel du noyau requ
ete de service du serveur soit en execution
hors du noyau
On sapercoit egalement que les services que lon trouve dans MMS presentent une forte analogie
avec les appels systemes et les fonctions propres aux systemes dexploitation 
 Les services de gestion de la VMD sont comparables a ceux permettant dobtenir des informations
sur le type dOS par exemple son numero de version mais aussi de conna
$tre letat dune machine
donnee active en panne chargee etc
 La gestion de variables est le moyen le plus simple pour obtenir ou modier les informations
contenues dans un serveur tout comme un processus peut vouloir acceder a certaines informations
ou zones memoires dune machine en passant par le systeme dexploitation
 La gestion de domaines peut se voir comme une manipulation des espaces memoires de certains
processus Elle ore des possibilites de telechargement de donnees ou de programmes dune
machine sur une autre On imagine tout a fait son utilite dans les OS repartis pour gerer la
migration de procesus et la repartition de la charge par exemple
 La gestion des invocations de programmes MMS permet de contr
oler lexecution de programmes
en orant des services de creation demarage arr
et destruction etc Un OS dispose souvent
dappels systeme identiques pour contr
oler les processus Il y a toutefois une certaine dierence
avec MMS  les PIs ne representent pas des clients MMS et sont locaux aux serveurs ou aux
dispositifs physiques sous	jacents Dans le monde OS ceci signierait que certains processus font
partie du noyau et sont contr
olables de lexterieur par dautres processus Un PI peut toutefois
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etre vu comme une partie dun client qui sexecute dans le serveur Et en fait rien nemp
eche un
client MMS d
etre un PI simplement parce que la denition dun PI nest pas dans le domaine
de discours de MMS
Une autre analogie avec les OSs vient de la facon dont certains PIs MMS volumineux executent
leur code lorsque celui	ci est compris dans un domaine trop petit pour contenir lensemble du
code representant le PI Ces PIs travaillent a la facon des page faults UNIX Quand ils arrivent
en bout de code ils sarr
etent et demandent un telechargement du domaine correspondant au
code suivant a executer
 La gestion de journaux MMS autorise la supervision dapplications et lenregistrement de donnees
jugees importantes La plupart des OSs proposent egalement ce type doperation pour pouvoir
par exemple garder une trace des connexions etablies sur une machine donnee ou des transferts
de chiers eectues
 La gestion devenements ore des capacites de signalisation et de synchronisation entre clients
MMS de la m
eme facon quentre processus dun OS De plus un evenement MMS peut surgir
suite a une action du dispositif sous	jacent a la VMD comme un evenement dun OS peut arriver
suite a une action de larchitecture materielle n doperation dentreesortie sur un disque par
exemple
 La gestion de semaphores MMS est aussi typique dun OS Les services autorisant la protection
de ressources font partie integrante de la plupart des OS Dans un OS reparti certaines res	
sources du systeme sont regroupees dans des pools Les semaphores MMS et particulierement
le semaphore etiquete sont tout a fait adaptes a la protection de ces ressources Toutefois comme
nous lavons signale MMS ne propose pas de methode pour detecter ou prevenir les interblocages
repartis ce quun OS reparti integre generalement
 Les services de gestion de stations operateur bien que tres limites dans MMS sont comparables
aux fonctions dentreesortie sur terminaux claviers ou autres peripheriques geres par un OS
 Un serveur MMS peut agir comme serveur de chiers ce qui est caracteristique dun systeme
dexploitation reparti Lecture ecriture creation destruction de chiers sont des operations
oertes par MMS qui se retrouvent evidemment dans les OSs La consultation de repertoire est
aussi possible avec MMS
Finalement le parallele que nous eectuons ici nest peut	
etre pas si surprenant Il traduit en eet
simplement que dans le cas de MMS comme dans celui dun systeme dexploitation le but ultime est
de pouvoir manipuler facilement et de facon homogene des dispositifs physiques dierents au moyen
dun modele abstrait represente par une machine virtuelle
On retrouve linuence des OSs dans notre architecture ou plus on descend les niveaux des hie	
rarchies inclusion et utilise plus on trouve des objets elementaires responsables de fonctions se
rapprochant du dialogue avec le dispositif physique Larchitecture peut dailleurs 
etre vue comme un
ensemble de couches de niveaux dabstraction croissants Une etude detaillee de ces dierents niveaux
a ete publiee dans "CPa#
	 Analyse et performances
 Limplantation
Un serveur MMS suivant larchitecture proposee dans ce chapitre a ete implante en Ada "Ins#
Ada a egalement ete choisi pour implanter la pile de protocoles MAP nommee LITMAP utilisee par
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MMS "SVB# "VP# "VP# Ce choix est motive par les avantages considerables quore Ada en
termes de facilite et clarte dimplantation de portabilite du code et de migration sur systemes embar	
ques Par ailleurs lintegration harmonieuse du travail eectue par dierentes personnes representait
egalement une exigence importante Lintegralite de la pile de protocoles MAPMMS a ainsi pu 
etre
realisee en trois ans par une petite equipe au sein de notre laboratoire Elle represente plus de    
lignes de code
	
 Le serveur MMS quant a lui totalise  lignes de code source Le code executable
du serveur necessite     octets genere sur une Sun Sparc station ELC avec le compilateur Ada
de VERDIX "VER #
Nous montrons sur la table  la taille des parties de code representant les divers modules de base
du serveur Les gestionnaires de variables et devenements sont complets et parmi les parties les plus
complexes de MMS Il nest alors pas etonnant de constater que ces deux gestionnaires consituent a
eux	seuls plus de la moitie du code du serveur Il faut toutefois nuancer ces resultats dans la mesure ou
tout serveur MMS peut privilegier un gestionnaire particulier aux depens des autres selon les besoins
de lapplication
Nous faisons aussi appara
$tre sur la table  pour chaque gestionnaire les services MMS qui nont
pas ete implantes Ces services sont relativement peu nombreux
Module considere Taille Pourcentage Services implantes
Gestionnaire 		  Tous
de VMD
Gestionnaire 	  Uniquement InitiateDomainSequence
de domaines LoadSegment TerminateDownloadSeq
Gestionnaire 
  Tous
de programmes
Gestionnaire 	 	 Tous Certains types ne sont
de variables pas supportes
Gestionnaire 	  Tous sauf ReportPoolSemaphoreStatus
de semaphores
Gestionnaire  	 Tous
de station operateur
Gestionnaire  	 Tous sauf GetAlarmSummary et
devenements GetAlarmEnrollmentSummary
Gestionnaire   Tous
de journaux
Processeur de 		 	 Y compris la gestion des modicateurs
Transactions
Utilitaires divers 
 	 
types MMS
Total 	 	 
Tab  	 Taille de chaque objet principal constitutif du serveur
La diculte de limplantation dun serveur MMS provient essentiellement des nombreuses options
possibles de chaque service MMS La valeur prise par un parametre dans une requ
ete la presence
ou labsence dun parametre sont autant de combinaisons qui rendent fastidieuse limplantation de la
procedure traitant cette requ
ete et augmente la probabilite derreurs
Il existe toutefois un comportement commun et systematique a la plupart des requ
etes de services
conrmes Ce comportement nous a permis de denir une architecture modulaire ou le Processeur de

Comptees sur les !	
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Transactions represente le code commun au traitement de tous les services MMS et ou le code propre
a chaque service est conne dans les gestionnaires de services
 Quelques mesures de performance
Nous avons eectue des mesures externes des temps de reponse de certains services MMS de gestion
devenements Ces mesures sont detaillees dans "CV# Le temps de reponse se mesure au niveau des
clients et represente la duree qui secoule entre lenvoi dune requ
ete et la reception de la reponse
correspondante Le serveur MMS est alors considere comme une bo
$te noire qui recoit et emet des
messages Ces temps incluent donc le temps de communication dans la pile MAP et sur le reseau
physique  dans les deux directions  mais aussi le temps dexecution dans le serveur Nous avons
egalement mene des mesures des temps dexecution dans les serveurs mesures internes
Ces mesures ont ete eectuees entre deux stations de travail Sun Sparc ELC sous SunOS 
reliees par Ethernet  Mbs Pour toutes les mesures au moins   repetitions ont ete eectuees
mais souvent plus de    pour la plus grande majorite dentre elles Dans la suite nous donnons 
 le temps minimum realise%
 le temps typique  cest la mesure la plus able car elle represente la tendance reelle Lors de nos
experiences nous avons trouve que la mediane etait le temps le plus representatif "Jai#%
 le temps moyen  cest la moyenne de tous les temps mesures Cependant ce temps nest pas
representatif des valeurs reelles Quelques echantillons seulement ont des valeurs proches de
la moyenne Les valeurs generalement elevees des temps moyens sont dues a des echantillons
isoles qui eloignent la moyenne de la valeur typique Il est souvent dicile de fournir une borne
superieure des temps de reponse car celle	ci depend des autres processus sexecutant dans le
systeme des erreurs de transmissions et devenements aleatoires tels que fautes de page et les
commutations entre processus UNIX "Cri#
La gure  montre une distribution typique du temps de reponse des services MMS La mediane
correspond au pic La repetition systematique des mesures a montre une bonne stabilite de la mediane
mais de grandes variations de la moyenne
  Mesures externes
Le tableau  montre les temps de reponses obtenus pour la plupart des services de gestion deve	
nements MMS Nous mentionnons aussi les mesures pour les services plus connus Read et Write
Le temps de reponse moyen typique se situe autour de  ms Le temps moyen minimum est
autour de  ms Les mesures sont a peu pres identiques pour tous les services essentiellement parce
que les messages echanges ont des structures et des longueurs qui dierent peu La plus grande partie
de ces temps vient de la transmission dans la pile MAP alors que souvent moins dune milliseconde est
due au serveur soit  + du temps total Ceci explique quil ny ait pas de reelle dierence entre les
services de consultationdestruction dobjets et les services de creation Cette dierence est masquee
par les temps de communication Les delais de communication sont surtout le fait du codagedecodage
ASN des messages  + du temps pour un service Read Dans "SVB# Sidou et al exposent plus
de details concernant les temps dexecution dans chacune des couches de LITMAP Dans "LPV#
les m
emes temps sont analyses pour larchitecture reduite Mini	MAP avec un inter
et plus particulier
pour le codagedecodage des PDUs
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Fig  	 Distribution des temps de reponse des services MMS
Service Minimum Typique Moyen
MMS ms ms ms
DeneEventCondition   
DeleteEventCondition   
DeneEventAction   
DeleteEventAction   
DeneEventEnrollment   
DeleteEventEnrollment   
ReportEventConditionStatus    
ReportEventActionStatus   
ReportEventEnrollmentStatus   
AlterEventConditionMonitoring    
Read  variable entiere   
Write  variable entiere   
Read  variables entieres    
Write  variables entieres    
Tab  	 Temps de reponses pour certains services devenements
 Mesures internes au serveur
Le tableau  a ete obtenu en mesurant le temps total dexecution dun service dans le serveur Cest
donc le temps qui secoule entre la reception dune requ
ete et lenvoi de la reponse correspondante
Nous constatons sans grande surprise que les services de creation dobjets sont plus longs que ceux de
consultation ou de simple modication
En comparant les tableaux  et  il est clair que le temps passe dans le serveur est faible par
rapport au temps de communication en moyenne  s soit  + du temps de reponse total Pour
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Service Minimum Typique Moyen
MMS s s s
DeneEventCondition     
DeleteEventCondition    
DeneEventAction    
DeleteEventAction    
DeneEventEnrollment   
DeleteEventEnrollment    
ReportEventConditionStatus   
ReportEventActionStatus    
ReportEventEnrollmentStatus   
AlterEventConditionMonitoring   
Read  variable entiere   
Write  variable entiere      
Read  variables entieres   
Write  variables entieres     
Tab  	 Temps dexecution interne de certains services
les services usuels denition destruction consultation dobjets le temps interne dexecution se situe
entre   s et   s En labsence de la pile de communication le debit potentiel du serveur est
environ de  servicess Considerons un tel serveur lie a un seul client qui envoie continuellement
des requ
etes de service des quil recoit la reponse du service precedent La lenteur de la communication
fait quen realite le serveur se trouve au repos pendant  + du temps en moyenne
Une bonne solution pour augmenter le debit de services executes est de faire usage de lasynchro	
nisme de MMS Le client MMS peut alors lancer plusieurs requ
etes en m
eme temps Il na pas besoin
dattendre la reponse dun service pour en envoyer une autre La gure  montre le gain de temps
obtenu pour le service Report Event Condition Status quand celui	ci est utilise de facon asynchrone
	 Conclusion
Dans ce chapitre nous avons propose un modele dexecution des requ
etes de service MMS conrme
Ce modele nous a fourni un point de depart pour construire une architecture generique des serveurs
MMS Cette architecture constitue la contribution principale de ce chapitre Nous avons montre com	
ment integrer harmonieusement lensemble des fonctionnalites dun serveur MMS au sein dune m
eme
architecture Larchitecture proposee se veut extr
emement modulaire et attribue a chaque objet une
responsabilite qui lui est propre Nous avons etudie linuence des services bloquants sur larchitecture
et montre comment le Processeur de Transactions regle le passage des objets transaction dun etat a
un autre Par ailleurs nous avons inclus dans cette architecture certains aspects meconnus de MMS
tels que la gestion des modicateurs des evenements ou encore des semaphores
Nous avons egalement eectue une implantation dun serveur MMS base sur larchitecture proposee
Lexperience acquise lors de ce developpement ainsi que la realisation de tests dinteroperabilite avec
des implantations commerciales de MMS nous ont permis de constater quil est tres facile de rajouter
des nouveaux services et quil est egalement relativement aise didentier et de corriger les erreurs
eventuelles du serveur
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Chapitre 
Principales extensions proposees

 Introduction
Les chapitres precedents etaient orientes vers la comprehension et lanalyse de la norme MMS avec
notamment une proposition darchitecture des serveurs Dans ce chapitre nous cherchons maintenant
a ameliorer certains aspects de la norme MMS Nous proposons ainsi deux extensions de niveau de
modication  
 Une extension a la detection devenements MMS qui permet aux applications utilisateurs de
denir precisement sous forme dun predicat la condition devant mener a lapparition dun eve	
nement Nous montrons comment sintegre cette extension a larchitecture des serveurs denie
au chapitre precedent
 Une extension a lexecution des requ
etes de service conrme qui permet aux utilisateurs de fournir
des priorites a leurs requ
etes et aux serveurs dutiliser ces priorites pour ordonner lexecution
des requ
etes en cours
Nous analysons les avantages et inconvenients de ces extensions ainsi que leur inuence sur le
protocole et les serveurs MMS Dans la denition de ces extensions nous cherchons toujours a preserver
la compatibilite avec lexistant normatif

 Extension a la detection devenements MMS
 Introduction
Dans toutes les sous	sections de la section  nous ne considerons que les evenements MMS de
type scrute Comme nous lavons souligne dans le chapitre  la denition actuelle de loccurrence
dun evenement est limitee en ce sens quun evenement MMS nest declenche que par la modication
dune variable booleenne Ce choix limite singulierement les services devenements a disposition de
lutilisateur En eet on souhaiterait pouvoir denir plus precisement les circonstances de lapparition
dun evenement Il serait souhaitable par exemple quun utilisateur puisse decider quune alarme est
declenchee lorsque la temperature dun liquide depasse un certain seuil Il devient alors necessaire
de pouvoir denir les conditions de declenchement des evenements a partir de predicats La presente
section a donc pour but de presenter une extension a MMS XED pour eXtended Event Detection
qui permet aux utilisateurs de denir eux	m
emes les conditions de detection dun evenement "Casb#
 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Pour xer les idees prenons lexemple suivant
 
 Considerons une VMD qui modelise simplement
un dispositif de chauage Un liquide dans une cuve est chaue jusqua une certaine temperature Si
pour quelque raison la temperature du liquide depasse un certain seuil une alarme doit 
etre declenchee
pour informer le client superviseur du probleme rencontre Pour modeliser cette alarme et les actions
a eectuer lors de son apparition nous utilisons les evenements MMS Un EC de classe MONITORED est
deni pour identier levenement Cet EC est lie a une variable booleenne la variable scrutee Si la
valeur de cette variable est FAUX alors la temperature est dans lintervalle autorise Si elle est VRAI
alors la temperature a depasse un seuil critique que nous notons T

 Ici le dispositif physique modelise
est responsable du changement de la valeur de la variable scrutee Lapplication client interessee par
la notication de levenement considere doit denir un EE lie a lEC cite speciant quelle ne desire
recevoir une notication devenement que pour les transitions IDLETOACTIVE ce qui represente le
passage de la temperature dune valeur autorisee a une valeur superieure a T

 Si une action doit 
etre
eectuee couper le chauage vider la cuve etc alors un EA doit aussi 
etre deni
Quand tous les objets sont denis on peut commencer la scrutation de lEC au moyen du service
Alter Event Condition Monitoring T denote la temperature courante On demarre avec T  T

cest	a	dire que la valeur de la variable scrutee est FAUX Des que T  T

le dispositif physique ecrit
VRAI dans la variable scrutee La VMD detecte cette transition et lance le traitement de levene	
ment correspondant Toutes les applications client qui ont souscrit a levenement avec la transition
IDLETOACTIVE recoivent une notication gure 
Cet exemple simple montre que la detection dun evenement dans MMS depend de la capacite
du dispositif physique modelise par la VMD a conna
$tre lui	m
eme les conditions de declenchement
de levenement En dautres mots ces dispositifs doivent 
etre intelligents Cette solution nest pas
souple parce que les utilisateurs ne peuvent pas decider des conditions evenementielles a denir et
parce que levenement MMS est completement dependant de levenement reel pre	deni Les dispositifs
physiques doivent donc avoir ete concus pour un scenario dutilisation particulier et doivent se plier
aux exigences de la norme MMS
 XED vu depuis les clients
Supposons donc maintenant que nous disposions du m
eme dispositif industriel que precedemment
mais quil est cette fois incapable de decider si la temperature a depasse le seuil T

 cest	a	dire quil
ne peut mettre a jour la variable scrutee Ce dispositif contient un capteur qui ne fait que retourner
la valeur courante de la temperature T dans une variable MMS que nous appelons egalement T  Ce
que nous voulons cest que la VMD elle	m
eme detecte la condition T  T

et demarre le traitement
de transition devenement quand cette condition devient vraie Cest tout le but de lextension pro	
posee XED permet levaluation dexpressions basees sur des predicats et declenche la notication
devenement en consequence
Du point de vue des clients MMS XED se comporte de la facon suivante Avant de denir lobjet
EC qui sera utilise pour detecter levenement lapplication client doit denir une variable ou utiliser
une variable pre	denie appelee Variable Condition Cette variable remplace la variable scrutee Sa
valeur est de type VisibleString et doit contenir sous format texte la condition qui doit 
etre evaluee
par exemple T  T

 Quand lobjet EC est deni le nom de la Variable Condition est fourni
en lieu et place de celui de la variable scrutee Le parametre MonitoredVariable du service Define
Event Condition est utilise pour cela Tous les autres parametres de ce service sont inchanges par
rapport a une denition normale dune condition evenementielle dans MMS
Lexpression predicat contient les noms des variables MMS dont les valeurs sont necessaires a
 
Cet exemple est une version simpliee du scenario dapplication presente a la section F
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Fig  	 Un exemple dutilisation classique des evenements MMS
levaluation de la condition Quand la Variable Condition est denie lapplication client doit sassurer
que ces variables existent vraiment Dans notre exemple il doit y avoir une variable nommee T ainsi
quune variable nommee T

voir gure  T

est une variable MMS qui joue le r
ole de constante
ou de parametre de lexpression predicat Nous la designons par lexpression Variable Parametre
Lutilisation de la variable T

peut 
etre evitee en mentionnant explicitement la temperature de seuil
par exemple T     Cependant la methode consistant a avoir une Variable Parametre est
plus souple car la valeur de seuil peut 
etre changee facilement sans alterer la Variable Condition La
conguration des objets MMS est alors celle illustree sur la gure 
Une fois que la Variable Condition et lobjet EC sont denis les requ
etes de service eectuees par
lapplication client sont identiques a celles dune utilisation classique des evenements MMS On utilise
donc le service Alter Event Condition Monitoring pour demarrer la scrutation de lEC considere
Quand ce service est traite lexpression predicat est evaluee Si elle est vraie alors lattribut State de
lEC est mis a ACTIVE Sinon cet attribut est mis a IDLE Lutilisateur souscrit toujours aux m
emes
transitions devenement Ces transitions sont inchangees par rapport a MMS classique Par exemple
si un utilisateur souscrit a la transition ACTIVETOIDLE alors une notication devenement lui est
envoyee quand la VMD trouve lattribut State de lEC a ACTIVE et que levaluation de lexpression
predicat donne pour resultat FAUX Dans notre exemple un utilisateur qui desire 
etre informe du
depassement du seuil de temperature souscrit a la transition IDLETOACTIVE La table  compare
XED et MMS classique en fonction des circonstances qui declenche les transitions devenements
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Objet Event Condition
Name
Priority
...
MonitoredVariable : SomeName
...
Variable Condition
Name  : SomeName
Value : "T > T "0
Type : VisibleString
Variable Temperature Variable Parametre
Name : T
Value: 153
Name : T
Value: 500
0Type : Entier
Memoire
Capteur
153
500
Fig  	 Conguration des objets dans XED
Les transitions classiques de MMS sont preservees Aucune transition nest enlevee ou ajoutee La
transition ANYTODELETED qui survient generalement quand certains objets MMS sont eaces est
etendue pour prendre en compte le cas de la destruction de variables identiees dans lexpression
predicat de la Variable Condition
La gure  resume les etapes permettant la denition dun evenement dans XED ainsi que la
reception de la notication de cet evenement
 XED vu depuis les serveurs
Nous allons maintenant decrire comment les serveurs MMS supportant XED manipulent lexpres	
sion predicat contenue dans la Variable Condition Lanalyse grammaticale ainsi que levaluation de
cette expression necessite lintegration dun interpreteur dexpressions booleennes dans la VMD Cet
interpreteur note XEDI est simple car il nanalyse que des expressions booleennes une technique
connue depuis des annees dans le monde de la compilation et qui nest par consequent ni dicile
a comprendre ni dure a implanter "ASU# XEDI supporte donc les mots cles classiques tels que
AND OR NOT ainsi que les expressions arithmetiques et les operateurs relationnels La grammaire
utilisee est decrite ici avec la notation classique BNF ou Backus	Naur Form suivant les conventions
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Fig  	 Un exemple dutilisation de XED avec les evenements MMS
suivantes 
 ' separe les deux membres dune regle de production%
 "xx# denote que xx peut ou non 
etre present%
 fxxg denote que xx peut 
etre repete autant de fois que necessaire mais doit appara
$tre au moins
une fois%
 j separe les alternatives dune production dans le membre de droite
La grammaire est la suivante 
expression  valeur   expression 
 operateurunaire expression
 expression operateurbinaire expression
operateurunaire      NOT
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Transition devenement MMS classique MMS avec XED
DISABLEDTOACTIVE Scrutation de lEC activee et Scrutation de lEC activee et levaluation
la variable scrutee est VRAIE de la Variable Condition donne VRAI
DISABLEDTOIDLE Scrutation de lEC activee et Scrutation de lEC activee et levaluation
la variable scrutee est FAUSSE de la Variable Condition donne FAUX
ACTIVETODISABLED Letat de lEC est ACTIVE et la Letat de lEC est ACTIVE et la
scrutation de lEC est desactivee scrutation de lEC est desactivee
IDLETODISABLED Letat de lEC est IDLE et la Letat de lEC est IDLE et la
scrutation de lEC est desactivee scrutation de lEC est desactivee
ACTIVETOIDLE Letat de lEC est ACTIVE et la Letat de lEC est ACTIVE et levaluation
variable scrutee et FAUSSE de la Variable Condition donne FAUX
IDLETOACTIVE Letat de lEC est IDLE et la Letat de lEC est IDLE et levaluation
variable scrutee et VRAIE de la Variable Condition donne VRAI
ANYTODELETED LEC est detruit etou la LEC est detruit etou la
variable scrutee est eacee Variable Condition est eacee etou une
variable de lexpression predicat est detruite
Tab  	 Transitions devenement dans MMS classique et dans XED
operateurbinaire            REM  MOD        
   	  	  AND  OR  XOR
valeur  integer  float  bitstring  booleanarray
 visiblestring  booleen  MMSId
integer  entier E  entier
float  entierentier exposant
bitstring  
  

booleanarray  t  T  f  F
visiblestring  caractere
booleen  true  false
MMSId  MMSIdsimple  MMSIdcompose
MMSIdsimple  mot
MMSIdcompose  motmot
mot  lettre souligne alphanumerique
exposant  E  entier  E  entier
entier  chiffre souligne chiffre
caractere  charchar
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Fig  	 Sequence de services pour denir un evenement avec XED
alphanumerique  lettre  chiffre
lettre  AZaz
chiffre   
Tous les identicateurs de cette grammaire notes MMSId font reference a des variables MMS locales
au serveur ou seectue la scrutation

 Les variables MMS anonymes Unnamed Variables ne sont pas

Nous ne traitons pas des variables situees sur dautres serveurs car ceci entranent des problemes de coherence entre
applications reparties que nous ne pouvons pas aborder ici
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supportees car leur representation serait dicile et demploi inconfortable dans lexpression predicat
textuelle Ceci nintroduit pas de limitation car il est toujours possible de denir une variable nommee
basee sur la variable anonyme service Define Named Variable et dutiliser cette nouvelle variable
avec XED Les variables referencees dans lexpression predicat peuvent avoir nimporte laquelle des
trois visibilites denies par MMS 
 VMDspecific  la variable est visible dans toute la VMD et accessible depuis nimporte quelle
application client%
 domainspecific  la variable nest visible que dans une region precise de la VMD Toute appli	
cation client peut neanmoins y acceder dans la mesure ou elle conna
$t le nom du domaine en ques	
tion Le format utilise dans lexpression predicat est etendu pour inclure le nom du domaine de
la facon suivante  nomdomaine	nomvariable	 par exemple CapteurTempCourante%
 aaspecific  la variable nest visible et accessible que par le client qui la creee Le format de
representation de telles variables dans lexpression predicat est le m
eme que pour les variables
de visibilite VMDspecific XEDI recherche en premier les variables VMDspecific car celles de
visibilite aaspecific sont dinter
et plus restreint et dusage peu probable avec XED
Nous avons deja vu precedemment que la scrutation des evenements est eectuee par le moniteur
devenements EM Avec XED cette scrutation se fait de facon identique avec pour seule dierence
quau lieu daller lire directement la valeur de la variable scrutee lEM appelle XEDI qui lui retourne
le resultat de levaluation de lexpression predicat g  Pour rester compatible avec la methode de
detection classique des evenements XEDI peut evidemment retourner la valeur boolenne de la variable
scrutee LEM na alors pas besoin de dierencier la variable scrutee de type Boolean ou la Variable
Condition de type VisibleString Dans les deux cas le resultat retourne par XEDI est un booleen
attendu par lEM La suite du traitement des evenements et des transitions se poursuit exactement
comme dans MMS classique
 Les problemes introduits par XED
  Linterpretation des expressions
XED introduit dans MMS des problemes speciques au domaine de la compilation Les plus im	
mediats sont ceux de verication de syntaxe et de coherence des types La detection devenements a
partir dexpressions predicat syntaxiquement incorrectes ne peut evidemment se faire Les expressions
predicat des Variables Condition doivent suivre la grammaire denie precedemment De m
eme une
condition T     na pas de sens si T nest pas une variable de type entier ou reel On inclut
egalement dans les problemes de compilation le cas ou lexpression predicat contient des references a
des variables qui ne sont pas denies correctement ou qui sont inexistantes
Il est important que ces erreurs soient detectees avant le debut de la scrutation de lEC considere
si lon ne veut pas donner lieu a des transitions devenements imprevues comme nous le verrons plus
loin Les services Define Event Condition et Alter Event Condition Monitoring doivent donc 
etre
etendus pour permettre ces verications Ces services doivent appeler XEDI pour eectuer 
 une verication de syntaxe de lexpression predicat%
 une verication de la coherence des types dans lexpression basee notamment sur les operateurs
et les relations utilises%
 un test dexistence des variables MMS identiees dans lexpression predicat
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En cas dechec dau moins une de ces verications lEC ne doit pas 
etre cree ou la scrutation ne
doit pas 
etre enclenchee selon que le service considere soit Define Event Condition ou Alter Event
Condition Monitoring respectivement
 Les problemes lies au temps
Le temps souleve deux problemes par rapport a XED Tout dabord il est clair quevaluer lex	
pression predicat demande plus de calculs que pour les evenements classiques uniquement bases sur
un booleen En particulier XED necessite des capacites de calcul arithmetique Ceci implique que la
detection etendue des evenements prend plus de temps que la detection classique Plus lexpression a
evaluer est complexe et plus il y a de variables MMS referencees dans cette expression plus le temps
mis pour linterpreter est long De plus sil etait possible de fonctionner en interruption pour signaler
le changement de la variable scrutee dans le cas MMS classique ceci nest plus possible avec XED qui
necessite une scrutation periodique XED tend donc a ralentir la detection des evenements un des
rares aspects de MMS ou des contraintes de temps peuvent explicitement 
etre fournies par les utilisa	
teurs et doivent alors 
etre respectees par les serveurs Le chapitre  etudie une solution permettant la
detection en temps reel des evenements MMS
XED demande donc de la discipline de la part des programmeurs dapplications MMS pour eviter
les expressions predicat trop longues et trop complexes Cet etat de fait nest pas nouveau dans MMS
et sinscrit tout a fait dans la philosophie de la norme En eet "ISO a# ne limite pas le nombre
de EEs qui peuvent 
etre lies a un EC par exemple Il est entendu cependant que plus ce nombre est
eleve plus les clients consideres mettent de temps pour recevoir les notications correspondantes Le
probleme est du m
eme ordre avec XED et les utilisateurs doivent en 
etre conscients
Le second probleme lie au temps tient a la coherence de la detection Levaluation dune expression
predicat nest pas instantanee Il existe un certain temps pendant lequel un predicat est vrai ou faux
puis change de valeur Ce temps est appele temps de maintien du predicat predicat holding time
dans "LSM # ou des predicats semblables a XED sont denis pour le deverminage dapplications
reparties Des expressions tres complexes ou longues augmentent les chances pour que le resultat
dune partie de lexpression deja evaluee soit invalide a la n de levaluation totale cest	a	dire que le
temps de maintien du predicat soit depasse Par exemple si lexpression est PositionRobot  
and LongPredicat il se peut que PositionRobot   apres avoir evalue LongPredicat alors que
PositionRobot   etait vraie avant Une telle situation non desiree risque alors de provoquer des
evenements qui ne devraient pas appara
$tre ou au contraire risque de ne pas detecter des evenements
eectifs De plus si une action est liee a un evenement la pertinence de son execution peut dependre
de la valeur du predicat Lumpp et al "LSM # notent que le temps de maintien du predicat devrait

etre plus grand que celui dexecution de laction Par ailleurs la capacite dune action intrusive

a
produire des resultats valables depend egalement de la complexite et de la longueur de laction a
executer "MLCS# Ce dernier probleme qui appara
$t aussi dans lutilisation classique des evenements
MMS nest absolument pas considere dans la norme MMS
Encore une fois cette situation vient de la liberte laissee aux programmeurs dapplications client qui
nont pas de contraintes quant a lexpression predicat quils veulent denir De m
eme la liberte dim	
poser des contraintes plus strictes sur le comportement des serveurs MMS est laissee aux concepteurs
dapplications serveur En ce sens XED respecte lesprit de la norme MMS
Mais de facon generale la probabilite de rencontrer ce genre de probleme repose fortement sur les
caracteristiques propres a chaque implantation Non seulement elle depend des algorithmes dordon	
nancement et devaluation des conditions evenementielles mais egalement du temps necessaire pour

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interroger le dispositif physique modelise par la VMD dans le cas ou par exemple la consultation de
certaines variables liees a des capteurs est necessaire En eet le lien entre un dispositif industriel et
dune VMD etant purement local cest	a	dire non traite par MMS on peut tres bien imaginer que la
lecture dune variable MMS implique plus que la simple consultation dune zone memoire et demande
plusieurs dizaines ou centaines de millisecondes pour seectuer
 La reconguration
On appelle ici reconguration le fait de changer la condition de detection dun evenement dans XED
Ceci inclut la modication de la valeur de la Variable Condition au moyen du service MMS Write
mais peut egalement 
etre eectuee dune facon plus s
ure comme nous allons le voir La reconguration
est une methode tres souple car elle autorise le changement en ligne et a tout moment de la condition
de detection dun evenement
Les desavantages de la reconguration apparaissent quand on cherche a modier directement la
valeur de la Variable Condition Ceci nest pas conseille pour les raisons suivantes 
 De nouvelles variables peuvent 
etre referencees dans la condition modiee Il est alors possible
que ces variables nexistent pas suite a une erreur de la part du client par exemple Ceci provoque
une transition devenement ANYTODELETED qui nest pas ce a quoi lutilisateur sattendait De
plus la scrutation de levenement MMS est desactivee mais levenement physique reel peut lui
toujours se produire
 Les types de lexpression predicat modiee peuvent 
etre incoherents ou la syntaxe peut 
etre
incorrecte Dans ce cas XEDI nest pas capable devaluer lexpression et desactive automatique	
ment la scrutation de lEC correspondant Ceci conduit a une transition ACTIVETODISABLED
ou IDLETODISABLED ce qui encore une fois nest sans doute pas le comportement attendu par
lutilisateur
La table  montre quelles transitions peuvent 
etre declenchees a cause derreurs speciques a
la reconguration dans XED Une erreur de type ou de syntaxe ne permet pas a XEDI de mener a
bien levaluation de lexpression predicat Nous choisissons alors de desactiver la scrutation de lEC
correspondant ce qui aecte son etat a DISABLED Par contre quand XEDI ne peut trouver une des
variables referencees dans lexpression predicat il en deduit que cette variable a ete detruite La
scrutation de lEC est la encore desactivee Letat nal de lEC est donc le m
eme que dans le cas dune
erreur de syntaxe ou de type mais la transition produite est ANYTODELETED Cette transition traduit
en eet que lun des objets MMS necessaires au processus de scrutation a ete detruit
Ce genre derreur montre quil est toujours preferable et plus s
ur deectuer une desactivation
de la scrutation dun EC avant de le recongurer Pour ce faire le service Alter Event Condition
Monitoring devrait donc 
etre utilise avant tout service Write modiant la valeur de la Variable
Condition Cependant cette derniere etant une variable MMS normale il ny a aucune raison pour
forcer ce comportement XED se veut aussi proche que possible de MMS et en ce sens respecte lesprit
de liberte laisse aux concepteurs dapplications MMS
Si lon desire changer completement lexpression predicat decidant du declenchement dun evene	
ment il est clair que la modication de la valeur de la Variable Condition est necessaire Mais une
reconguration plus s
ure peut aussi 
etre eectuee en ne modiant seulement que les Variables Para	
metre referencees dans lexpression predicat Ceci a pour avantage deviter les transitions imprevues
decrites ci	dessus Reprenons par exemple lexpression T  T

 avec T et T

deux variables MMS
de type reel T est lie a un capteur de temperature et change dynamiquement T

est une Variable
Parametre ayant pour valeur    Si lapplication client decide de changer cette valeur de seuil a   
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Transition devenement Causes du declenchement
DISABLED	TO	ACTIVE Ne se produit jamais a cause dune erreur de conguration
DISABLED	TO	IDLE Ne se produit jamais a cause dune erreur de conguration
ACTIVE	TO	DISABLED Letat de lEC est ACTIVE et la Variable Condition est
reconguree avec une erreur de type ou de syntaxe
IDLE	TO	DISABLED Letat de lEC est IDLE et la Variable Condition est
reconguree avec une erreur de type ou de syntaxe
ACTIVE	TO	IDLE Ne se produit jamais a cause dune erreur de conguration
IDLE	TO	ACTIVE Ne se produit jamais a cause dune erreur de conguration
ANY	TO	DELETED La Variable Condition est reconguree avec de nouveaux
identicateurs de variables qui font reference a des
variables MMS inexistantes
Tab  	 Transitions dues a un mauvais usage de XED
il sut decrire cette nouvelle valeur dans T

au moyen du service MMS Write Quil y ait ou non
une erreur dans cette requ
ete decriture lexpression predicat est inchangee et il ne peut donc y avoir
aucune erreur de type ou de syntaxe De m
eme puisquaucune nouvelle variable na ete ajoutee il ne
peut y avoir de reference a des variables inexistantes qui causeraient une transition ANYTODELETED
T et T

sont les seules variables referencees et toujours existantes
 Impact de XED sur la norme MMS
  Extensions des services MMS
XED fait partie des extensions de niveau de modication  Ceci signie que la compatibilite ainsi
que la portabilite des applications client MMS classiques sont garanties car aucun changement nest
fait au protocole Les serveurs MMS supportant XED peuvent 
etre utilises en lieu et place des serveurs
classiques sans quaucune modication des applications client ne soit necessaire
Nous allons examiner plus en detail les cinq services concernes par la scrutation des evenements et
presenter les extensions eventuelles quil faut leur apporter Aucune de ces extensions nimplique de
modication du protocole MMS "ISO b# essentiellement parce que 
 les services existants sont re	utilises aucun nouveau service nest ajoute%
 les parametres des services existants sont egalement re	utilises%
 les codes derreurs existants sappliquent toujours a notre extension
Cinq services sont susceptibles d
etre modies par XED 
Define Event Condition  La norme "ISO a# est peu precise quant au type de la variable scrutee
referencee dans la requ
ete de denition de lEC parametre MonitoredVariable Sil est precise
que cette variable doit 
etre de type Boolean il nest dit ni quun autre type constitue une erreur
ni quune procedure de verication de type doit 
etre entamee lors de lexecution de ce service
ni le type derreur qui doit 
etre retournee au client sil y a lieu La solution la plus plausible est
quun type non booleen invalide la creation de lEC et que lerreur MMS typeinconsistent
est renvoyee au client Mais cette imprecision nous conforte dans lidee quetendre ce service
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pour accepter des variables de type VisibleString ne constitue pas une entorse a la norme Ce
sera donc la premiere extension de ce service La seconde extension implique la verication de
syntaxe de coherence des types et dexistence des variables de lexpression predicat XEDI doit
donc 
etre appele pour eectuer ces verications Si une erreur se produit lors de ces verications
le service est interrompu LEC nest pas deni et une erreur est retournee au client Aucune
autre action dierente de celles executees par le standard ne doit 
etre entreprise
Alter Event Condition Monitoring  Ce service doit 
etre etendu pour eectuer les m
emes veri	
cations sur la syntaxe les types et lexistence des variables que pour le service Define Event
Condition mais seulement lorsque la scrutation de lEC est demandee cest	a	dire lorsque le
parametre booleen Enabled est vrai Si une erreur surgit durant ces verications non seulement
la scrutation de lEC nest pas autorise mais toute autre modication des attributs de lEC
speciees dans ce service est invalidee
Get Event Condition Attributes  Ce service se comporte exactement comme dans MMS clas	
sique Le parametre de retour MonitoredVariable qui represente le nom de la variable scrutee
sapplique toujours pour la Variable Condition de XED
Delete Event Condition  Aucun changement par rapport a MMS classique Avec XED aussi ce
service peut causer une transition ANYTODELETED si lEC est detruit durant sa scrutation
Report Event Condition Status  Aucun changement par rapport a MMS classique
 Gestion des erreurs dans XED
Toute reponse dun service conrme MMS peut 
etre le constat dune erreur dexecution dans le
serveur Dans ce cas cette reponse negative contient quatre arguments 
 ErrorClass  de type entier ce code obligatoirement present identie le domaine general de
lerreur Il contient un sous	parametre ErrorCode Ce dernier est de type entier et identie plus
precisement lerreur dans la classe consideree
 AdditionalCode  de type entier la signication de ce code optionnel est laissee libre a chaque
application
 AdditionalDescription  de type VisibleString ce parametre permet de specier de facon
lisible des informations sur lerreur Son contenu est laisse libre a chaque application
 ServiceSpecificInformation  permet de preciser lerreur Il est optionnel et utilise pour cer	
tains services MMS seulement
La table  illustre les codes derreur ErrorCode re	utilises dans XED et la raison pour laquelle
lerreur est apparue Tous font partie de la classe derreur MMS definition qui denote un probleme
dans la facon dont est deni un objet
Cependant il nest pas toujours susant de fournir ces codes derreurs simples Lutilisateur est en
droit dattendre plus de precision quant a lerreur qui a provoque lechec de la denition dun EC par
exemple Ceci est particulierement vrai quand il sagit dune erreur dinterpretation de lexpression
predicat qui nest pas toujours evidente a reperer Une explication plus detaillee ainsi que la position
de lerreur dans lexpression predicat fournirait une aide appreciable
Pour ce faire il est encore une fois possible dexploiter MMS sans modier la partie du protocole
denissant les erreurs et sans rajouter de nouveau codes derreur Dans XED nous avons choisi duti	
liser AdditionalDescription pour fournir sous forme claire et lisible a lutilisateur une description de
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Code derreur MMS Raison de lerreur
typeinconsistent Le type de la Variable Condition nest
ni Boolean ni VisibleString
objectundefined Au moins une des variables referencees
dans lexpression predicat nexiste pas
typeinconsistent Certains types dans lexpression predicat
sont incoherents
objectattributeinconsistent Erreur de syntaxe dans
lexpression predicat
Tab  	 Reutilisation des codes derreur MMS dans XED
lerreur qui sest produite Le code AdditionalCode contient quant a lui la position de lerreur dans
lexpression predicat cest	a	dire quil pointe sur le caractere couramment analyse par XEDI lorsque
lerreur sest produite
Lexploitation que nous faisons du format derreur deni par MMS est donc largement susante
pour retourner un diagnostic complet des erreurs rencontrees par XEDI de la m
eme facon que le ferait
un compilateur
Enn comme pour lextension XES denie a la section  lattribut List Of Capabilities des
VMDs supportant XED doit contenir un element indiquant la capacite a detecter les evenements de
facon etendue
	 Int egration de nouveaux types d ev enement
  Sequences devenements
Il est possible de denir un evenement comme etant une sequence devenements en utilisant les
modicateurs MMS Cette facon de faire a ete illustree a la section  Il faut noter toutefois que
la denition dun evenement avec XED au moyen de loperateur AND ne correspond pas tout a fait
a celle qui est faite en utilisant les modicateurs
Par exemple la condition evenementielle XED A   AND B   est un seul evenementMMS
Lutilisation de modicateurs ferait appara
$tre deux evenements MMS  A   et B   Par
ailleurs les modicateurs imposent un ordre sur la realisation de ces conditions Dans notre cas on
ne verie que B   quapres avoir obtenu A   Avec le mot cle AND de XED cet ordre na pas
dimportance On doit donc rajouter linstruction AND THEN dans XED pour tenir compte de lordre
de realisation des conditions Mais ceci impose dune part a XEDI de disposer dune memoire pour
conserver le fait que A   a deja ete realisee Dautre part il faut modier XEDI de facon que
levaluation de la partie gauche dun AND THEN realisee ne soit pas reevaluee mais uniquement la
partie droite
 Variations de la valeur dune variable
MMS ne permet pas de declencher un evenement quand la valeur dune variable autre que la va	
riable scrutee est modiee a la maniere de linstruction watch du langage ORE "DJJ# Par exemple
lexpression watchx do S permet de lancer laction S lorsque la variable x change de valeur
Dans "Ple # Pleinevaux a deja propose detendre la denition des evenements MMS avec les instruc	
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tions x CHANGES x INCREASES et x DECREASES qui denissent un evenements respectivement lorsque
la valeur de la variable x change augmente ou diminue Nous reprenons ces instructions pour les
adapter a XED
Il convient de denir plus precisement quand le predicat x CHANGES est vrai et quand il prend la
valeur FAUX Sinon il faudrait ajouter une notion de temps pour savoir depuis quand la variable x
est a evaluer cest	a	dire une instruction du type x CHANGED since ! En eet supposons
que lexpression predicat x CHANGES AND Temperature  ! soit evaluee Lors dune premiere
evaluation on a bien x CHANGES qui est vraie mais pas Temperature  ! Lors dune seconde
evaluation de cette expression on a Temperature  ! Doit	on alors considerer toute lexpres	
sion comme vraie parce que x a changee lors de levaluation precedente Nous considerons que non
et conservons la notion MMS devaluation periodique des evenements scrutes Nous denissons ainsi
implicitement le resultat des trois instructions CHANGES INCREASES et DECREASES par rapport a leur
precedente evaluation 
 x CHANGES est vraie si la variable MMS x a une valeur dierente de celle obtenue lors de la
precedente evaluation de lexpression predicat contenant cette instruction Le type de la variable
x peut 
etre quelconque
 x INCREASES est vraie si la variable MMS x a une valeur superieure de celle obtenue lors de la
precedente evaluation de lexpression predicat contenant cette instruction Le type de la variable
x peut 
etre entier ou reel
 x DECREASES est vraie si la variable MMS x a une valeur inferieure de celle obtenue lors de la
precedente evaluation de lexpression predicat contenant cette instruction Le type de la variable
x peut 
etre entier ou reel
Pour la premiere evaluation la comparaison se fait par rapport a la valeur de la variable x lorsque la
scrutation de la condition evenementielle associee est activee cest	a	dire lors du service Alter Event
Condition Monitoring
Comme pour les sequences devenements une modication de XEDI savere ici necessaire Il faut
en eet pouvoir conserver la valeur precedente de la variable x pour eectuer la comparaison On
munit donc XEDI dune table qui memorise les valeurs des variables a scruter entre deux evaluations
Chaque entree de cette table pointe vers une copie dune variable apparaissant dans une instruction
CHANGES INCREASES ou DECREASES Cette copie est mise a jour a chaque evaluation de lexpression
predicat contenant cette instruction
 Variations de la pente lors du changement de valeur dune variable
Dans certains cas il peut 
etre interessant de detecter la rapidite avec laquelle la valeur dune variable
change En eet pour certaines applications une variation brutale peut constituer un evenement
signicatif alors quune variation lente ne lest pas Par exemple le processus dechauement dune
resine epoxy dans un procede pour les pieces en materiau composite ne doit pas 
etre trop rapide
pour eviter un debut de polymerisation Si tel est le cas il est necessaire de lever une alarme Un
echauement lent nest par contre pas signicatif "Che#
Nous proposons donc detendre les instructions x CHANGES x INCREASES et x DECREASES par
x CHANGES MORE THAN y x INCREASES MORE THAN y et x DECREASES MORE THAN y respectivement
Le changement de valeur est relatif a la derniere scrutation de la variable x Le client doit conna
$tre
la periode devaluation de lEC et donc de la variable x Rappelons quil peut la fournir et la changer
a tout moment au moyen du parametre Evaluation Interval du service Alter Event Condition
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Monitoring Il peut alors xer la valeur de seuil y au dela de laquelle la variation de la variable est
consideree comme trop brutale Plus precisement 
 x CHANGES MORE THAN y est vraie si la variable MMS x a une valeur dierente de celle obtenue
lors de la precedente evaluation de lexpression predicat contenant cette instruction que cette
dierence est positive et y   ou que cette dierence est negative et y    et que la valeur
absolue de cette dierence est superieure a jyj Le type de la variable x et du seuil y est entier
ou reel
 x INCREASES MORE THAN y est vraie si la variable MMS x a une valeur superieure de celle
obtenue lors de la precedente evaluation de lexpression predicat contenant cette instruction et
que cette dierence est positive avec y    et superieure a y Le type de la variable x et du
seuil y est entier ou reel
 x DECREASES MORE THAN y est vraie si la variable MMS x a une valeur inferieure de celle obtenue
lors de la precedente evaluation de lexpression predicat contenant cette instruction que cette
dierence est negative avec y    et que sa valeur absolue est superieure a y Le type de la
variable x et du seuil y est entier ou reel
On peut imaginer une extension identique avec detection dun evenement lorsquau contraire la
variation de la valeur dune variable est trop lente
 Composition devenements XED
Il peut 
etre interessant de former un evenement XED a partir dautres evenements Supposons par
exemple quil existe deux variables conditions nommees V
 
et V

attachees aux ECs EC
 
et EC

et
ayant respectivement pour expression Temperature 	 ! et Pression   On veut denir un
evenement qui corresponde a la realisation de ces deux predicats Cet evenement est represente par
lEC EC

lie a la variable V

 Plut
ot que decrire lexpression Temperature 	 ! AND Pression
  dans V

nous proposons de rajouter a XEDI la capacite danalyser les expressions V
 
AND
V

 et EC
 
AND EC

 de sorte que lon puisse ecrire dans V

une de ces deux dernieres expressions
Pour ce faire on doit etendre XEDI de la facon suivante 
 quand le nom dune variable V de type VisibleString appara
$t dans une expression predicat
et precede ou suit un des mots cles AND OR ou XOR ou precede le mot cle NOT XEDI remplace
loccurrence de cette variable par sa valeur Le fait que V ne soit pas de type booleen ne constitue
donc pas une erreur Ce processus est iteratif de sorte que si la valeur de V contient elle	m
eme le
nom dune variable V
 
de type VisibleString utilise avec les operateurs logiques cites ci	dessus
alors XEDI remplace loccurrence de V
 
par sa valeur%
 quand le nom dun EC appara
$t dans une expression predicat precedent ou suivant un des mots
cles AND OR ou XOR ou precedent le mot cle NOT XEDI remplace loccurrence de cet EC par 
 la valeur booleenne de la variable scrutee sil sagit dun EC classique donc lie a une variable
de type booleen%
 la valeur de la Variable Condition sil sagit dun EC XED donc lie a une variable de type
VisibleString
Le nom dun tel EC ne doit pas aussi 
etre le nom dune variable MMS de type VisibleString
sinon XEDI evalue la variable
 CHAPITRE  PRINCIPALES EXTENSIONS PROPOS

EES
Il faut noter quil existe une ambigu)$te concernant legalite de deux variables de type VisibleString
Pour lillustrer reprenons lexemple precedent Si lon avait lexpression V
 
 V

 devrait	on linter	
preter comme une egalite entre la valeur de variables de type VisibleString donc en eectuant une
comparaison caractere par caractere ou comme une egalite entre les booleens Temperature 	 !
et Pression  
Devant cette ambigu)$te nous avons decide de ne pas inclure legalite dans la composition devene	
ments XED pour permettre la comparaison de valeurs de type VisibleString Toutefois si le nom
dune variable de type VisibleString ou dEC XED appara
$t seul dans une expression predicat alors
on eectue legalite avec la valeur VRAI Par exemple si lexpression predicat dun EC donne est
simplement V
 
 alors son evaluation est le resultat du booleen Temperature 	 !  VRAI
Nous resumons lemploi de la composition devenements XED sur la table  en prenant pour
exemple les valeurs suivantes 
 Temperature  
 Pression  
 Tension  
 V
 
 Temperature 	 !
 V

 Pression  
 V

 V
 
AND Pression  
Expression predicat Expression equivalente Evaluation
de lexpression
V
 
Temperature   VRAI
NOT V

NOT Pression   VRAI
V
 
OR V

Temperature   OR Pression   VRAI
EC
 
OR EC

Temperature   OR Pression   VRAI
V
 
OR EC

Temperature   OR Pression   VRAI
V
 
 V

Temperature    Pression   FAUX
EC
 
 EC

Temperature    Pression   FAUX
V
 
 V
 
Temperature    Temperature   VRAI
V

OR Tension   Temperature  	 AND Pression   OR Tension   VRAI
Tab  	 Exemple de composition devenements XED
 Implantation de XED
XED a ete integre au sein de notre serveur MMS en Ada Les tests eectues ont montre que
XED reste eectivement completement compatible avec le protocole MMS "ISO b# ainsi quavec le
comportement des serveurs decrits dans la norme "ISO a#
XED necessite laddition de  lignes de code dans le serveur MMS Pres de la moitie ne represente
que des librairies permettant de denir des operations arithmetiques et de comparaison entre types
Ada La logique m
eme de XEDI est regroupee dans  lignes de codes + qui sont generees par
les outils Ayacc "TTSC# et Aex "Sel # sur des chiers dentree totalisant  lignes de code Sans
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compter les librairies doperations sur les types Ada XEDI represente une proportion de + sur la
gestion des evenements MMS et + sur le code total de notre serveur
Nous avons mesure les temps devaluation de certaines expressions predicat Les mesures eectuees
conrment que XED ralentit la detection des evenements MMS par rapport a MMS classique
Dans notre implantation ce ralentissement est m
eme considerable puisque levaluation dune expres	
sion predicat peut prendre en tout jusqua  ms alors que celle dun EC classique depasse rarement
 ms En fait il semble que le code genere par Ayacc soit loin d
etre optimal en ce qui concerne les
temps dexecution Il est en eet apparu que XEDI perd plus de  ms en debut et en n devaluation
dune expression Nous navons pas cherche a analyser en detail le code genere par Ayacc Toutefois il
est fort probable quun analyseur syntaxique plus ecace peut 
etre implante
Mis a part les premiers et derniers lexemes la plus grande partie du temps devaluation de lexpres	
sion predicat se passe dans la lecture des variables MMS qui y sont referencees Il faut en moyenne  ms
pour lire une variable MMS depuis XEDI Le temps devaluation dune expression varie lineairement
en fonction du nombre de variables contenues dans cette expression gure  Nous resumons sur
le tableau  les temps devaluation de dierents lexemes
Lexeme Temps devaluation
Premier et dernier Plus de  ms
Variable referencee  ms
Autres lexemes moins de   s
Tab  	 Temps devaluation des dierents lexemes
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Nombre de variables dans le prédicat
Fig  	 Variation du temps devaluation dune expression selon le nombre de variable quelle contient
Nous revenons sur les performances de XED a la section  ou nous proposons trois solutions
MMS au probleme des philosophes dont une basee sur XED
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 Conclusion sur XED
Une version antecedente de MMS avait deja integre une proposition similaire a XED bien que
presentee sous un angle tres dierent "ISO# Cette proposition a ete discutee par Elloy dans "EC
Ell# et a fait lobjet dune analyse pour les communications temps	reel dans "Ple # Elle nest plus
adaptee ici a cause dune denition des evenements MMS qui maintenant diere completement de
ce quelle etait alors La complexite de la solution qui etait proposee est sans doute la raison pour
laquelle celle	ci na pas ete retenue dans la norme MMS nale Lintegrer maintenant telle quelle dans
MMS impliquerait de serieuses modications du protocole et rendrait incompatibles ces nouvelles
applications avec la norme actuelle XED est simplie par rapport a cette proposition et sintegre
naturellement dans le contexte dun protocole maintenant normalise bien deni et stable
Il faut noter limportance que nous avons mis a reduire au maximum limpact de XED sur la norme
MMS Non seulement XED ne modie pas le protocole ou le comportement des serveurs mais en plus
les actions qui doivent 
etre eectuees par les clients restent extr
emement proches dune utilisation
classique des evenementsMMS Du point de vue implantation des serveurs les modications a apporter
restent simples et tres limitees puisquen gros seul lajout de lobjet interpreteur XEDI est necessaire
Cet objet lui	m
eme se concoit facilement avec laide doutils tels que les tres connus lex et yacc "LMB#
Lutilisation de XED est particulierement interessante combinee avec les modicateurs MMS pour
conditionner lexecution dun service Ainsi on peut par exemple eectuer une requ
ete de service MMS
en precisant que ce service ne doit 
etre execute que lorsquun chariot arrive en n de course et quun
bouton donne est pousse
Nous avons montre quil est possible detendre a peu de frais la detection des evenements MMS
pour mieux satisfaire les besoins des utilisateurs Avec XED la gestion des evenements MMS est
amelioree de facon signicative Nous resumons ici les avantages de XED sur la detection classique
des evenements MMS 
 adaptation aux besoins des clients personnalisation et souplesse dutilisation%
 eort dimplantation tres reduit%
 compatibilite totale des serveurs avec les applications client MMS existantes
Nous notons toutefois que XED peut ralentir considerablement la detection devenements MMS
Une implantation ecace de XEDI est ici essentielle Dans cette optique on pourrait par exemple
etudier une solution ou lexpression predicat est pre	compilee plut
ot quinterpretee

 Des priorites pour les services MMS
 Introduction  le besoin davoir des priorit es
Un serveur MMS peut potentiellement 
etre connecte a de nombreux clients Chaque client peut
eectuer un nombre quelconque de requ
etes et ce a nimporte quel moment On peut donc sattendre
dans certaines circonstances a ce quun serveur MMS soit surcharge avec de nombreuses requ
etes de
service ou tout au moins quil en ait plus dune pr
ete a 
etre executee a un instant donne La norme MMS
ne precise pas le comportement du serveur dans un tel cas et nimpose aucun ordre dans lexecution
des services MMS recus En fait la seule exigence est que les objets transaction correspondant aux
services recus soient initialises dans lordre de reception de ces services cest	a	dire dans notre cas
dans lordre donne par QueueReceptions La raison de cet imperatif nest pas donnee par la norme
Toutefois il semble quune raison susante vienne de la facon dont les annulations de services sont
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traitees En eet le service Cancel annule une requ
ete de service precedemment faite par le m
eme
client en detruisant lobjet transaction correspondant a cette requ
ete Si lordre dinitialisation des
objets transaction ne respecte pas lordre darrivee des services il se pourrait que le Cancel ne trouve
aucun service a annuler alors quil a bien ete emis par le client apres le service a interrompre Mais si
lordre dinitialisation des objets transaction est xe lordre dexecution est lui laisse libre a chaque
implantation dun serveur
Ceci peut para
$tre etrange mais sinscrit en fait dans la philosophie de MMS qui est de laisser
une grande liberte au niveau de limplantation des applications MMS Par ailleurs des situations
dinterblocage peuvent 
etre evitees lorsque les executions de certaines requ
etes de service sont inversees
par rapport a leur ordre darrivee Quelques soient les raisons qui ont conduit les concepteurs de MMS
a laisser cette liberte nous pouvons lexploiter dans le but de contr
oler lordre dexecution des services
MMS en favorisant le traitement dun service par rapport a un autre sils sont tous deux pr
ets a 
etre
executes Ceci est le propos de lextension XES eXtended Execution of Services que nous allons
exposer dans cette section Nous proposons egalement une etude de cette extension dans "Casd#
Dans la plupart des cas les serveurs executent les services un par un sequentiellement dans lordre
de reception de ceux	ci quel que soit leur caractere critique Les services qui devraient pourtant recevoir
une attention immediate ne sont alors executes que lorsque leur tour arrive Pour eviter cela il est
necessaire daecter des priorites aux requ
ete de service MMS 
 Une premiere solution est daecter statiquement une priorite a chaque classe de services Par
exemple les services de gestion des evenements sont plus critiques que ceux de manipulation de
journaux dautant que ces derniers sont suspensibles puisquils risquent de devoir acceder a des
memoires de masse Un serveur donne peut donc aecter une haute priorite a un service Trigger
Event qui correspond souvent au declenchement dune alarme Si un service moins critique tel
que Read Journal doit aussi 
etre execute au m
eme moment il nest pas selectionne et doit
attendre la n dexecution du Trigger Event Cette aectation statique des priorites peut 
etre
satisfaisante dans certains cas limites Mais en fait dans la majorite des situations elle entra
$ne
des applications tres peu souples car les clients ne peuvent pas decider de limportance a accorder
a chaque requ
ete de service quils eectuent Plus precisement il ny a 
 aucune possibilite de changer les priorites dune classe donnee de services donc aucune facon
de modier la priorite dune classe de service par rapport a une autre%
 aucune possibilite de dierencier les priorites de requ
etes de la m
eme classe ou du m
eme
type une alarme peut 
etre plus critique quune autre
 Une seconde solution est de donner des priorites a chaque association Tout service eectue
sur une association donnee a alors la m
eme priorite Cette priorite peut 
etre negociee lors de
letablissement de la connexion Mais cette proposition revient a aecter une priorite xe aux
clients MMS Les priorites des services eectues sur une m
eme association ne peuvent 
etre
dierenciees Par ailleurs certains services eectues sur une association de priorite basse peuvent

etre plus critiques que dautres pourtant eectues sur une association de priorite haute Enn
la negociation de la priorite dune association implique une modication du protocole MMS
 La meilleure solution est pour les applications client d
etre libres de specier nimporte quelle
priorite a nimporte quelle requ
ete de service Ceci implique que la priorite du service doit 
etre
contenue dans chaque requ
ete individuelle et quil doit y avoir un moyen pour que les serveurs
puissent prendre en compte ces priorites et executer les requ
etes en consequence Cette solution
inclut dailleurs la proposition daectation des priorites aux associations puisquil sut pour
un client de xer la priorite de tous les services quil eectue a la m
eme valeur
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La table  resume ces dierentes possibilites
Mais si la norme laisse une grande liberte quant a lordre dexecution des requ
etes il nen va pas de
m
eme pour lajout dun parametre de priorite dans les requ
etes puisque ceci modierait le protocole
niveau de modication au moins  et rendrait dicile sinon impossible linteroperabilite avec le
protocole MMS classique
Nous avons donc choisi dinserer la priorite dune requ
ete dans son numero didentication InvokeId
Cet entier non signe de  bits est present dans chaque service conrme et est utilise pour identier
la requ
ete de facon unique sur lassociation correspondante
 Laectation des priorit es aux services MMS
Cest limprecision de la norme MMS ou la liberte quelle laisse qui nous permet dutiliser lattribut
InvokeId pour transporter la priorite dune requ
ete de service En eet il nest absolument pas
precise quelles doivent 
etre les valeurs prises par lInvokeId Un client peut choisir ces valeurs de
facon arbitraire dans la mesure ou lidentication unique dun service MMS sur une association est
respectee Des services successifs nont donc pas besoin davoir leurs InvokeId aectes a des valeurs
monotones croissantes ce qui est le cas le plus frequent dans les applications actuelles
Mais parce quil est necessaire de conserver le caractere initial des InvokeId identication unique
des requ
etes en cours il ne peut pas non plus y avoir une correspondance directe entre les priorites
et les InvokeId Cependant deux solutions simples peuvent 
etre adoptees 
 Diviser le domaine de denition des InvokeId en N intervalles Chaque intervalle correspond a
un niveau de priorite Une requ
ete avec un InvokeId tombant dans lintervalle   K  N se voit
aectee la priorite K Par simplicite on peut aecter aux intervalles des longueurs identiques
Mais ceci nest pas obligatoire On peut faire varier la longueur de chaque intervalle en fonction
de la frequence dutilisation du niveau de priorite qui lui correspond
 Utiliser une partie de lInvokeId pour coder la priorite Par exemple on peut choisir les  bits
les plus signicatifs pour coder la priorite ce qui permet donc de coder  niveaux de priorite
Dans la suite nous adoptons la seconde solution plus facile a mettre en oeuvre Pour rester coherent
avec la denition MMS des priorites notamment pour les semaphores et les evenements on aecte la
priorite la plus haute a la valeur la plus faible cest	a	dire zero Il faut remarquer que lutilisation de
 bits pour coder la priorite limite le nombre des valeurs identiant de facon unique une requ
ete sur
un m
eme niveau de priorite a 

 Mais ceci ne constitue en rien une contrainte pour les applications
MMS puisque le cas ou il y aurait 

requ
etes en cours sur une m
eme association est peu susceptible
de se produire pour ne pas dire irrealiste De toute facon le nombre de valeurs dierentes dInvokeId
necessaires pour une session MMS nest jamais plus grand que le nombre maximum de requ
etes en
attente possibles sur lassociation actuellement typiquement moins de   Ceci signie quen fait
une etendue des InvokeId de  a  pourrait 
etre susante On pourrait alors coder 


niveaux de
priorite ce qui est tout	a	fait superu Et a la limite comme la majorite des applications MMS sont
executees en mode synchrone lInvokeId aecte a leurs requ
etes de service peut se limiter a un seul
numero 
Que letendue de variation des valeurs identiant de facon unique une requ
ete sur une association
et pour un niveau de priorite soit reduite a 

au lieu de 

ne constitue donc en aucun cas une
limitation Cest dailleurs la seule restriction introduite par XES Il y a donc une sous	utilisation de
lInvokeId que nous exploitons ici
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Pour des raisons de compatibilite lextension proposee ici doit 
etre de niveau de modication 
tel que deni au chapitre  Ceci signie en particulier quun client MMS classique connecte a un
serveur supportant cette extension doit 
etre libre de choisir nimporte quelle valeur pour lattribut
InvokeId puisque tel est le comportement decrit par la norme Lidentication unique dun service
sur une association se fait donc toujours a partir de lInvokeId integral et non sur les seuls  bits
restants
Quun client supporte ou non lextension et quil soit connecte ou non a un serveur XES il peut
dans tous les cas eectuer sur une m
eme association deux requ
etes de service dont seules les parties
priorites de lInvokeId dierent
 Lordonnancement des services MMS
  Les services
Lordonnanceur des services MMS a ne pas confondre avec lordonnanceur global des activites
concurrentes dun serveur est en fait le Processeur de Transactions Comme nous lavons vu le Pro	
cesseur de Transactions se charge de faire passer les objets transaction dun etat a un autre suivant la
machine detat de la gure  Ordonnancer les requ
etes de service MMS selon leur priorite revient
a denir un ordre dattente pour les les associees aux etats des services MMS conrmes et surtout a
letat PR


ET Les objets transaction des services sont ordonnes dans la le dattente correspondant a
leur etat en fonction de leur priorite Les objets transaction qui ont la m
eme priorite sont ordonnes
suivant lordre de reception des services correspondants
Les services dans letat PR


ET sont selectionnes comme decrit en   quand lexecution dun service
se termine ou quun service passe a letat BLOQU

E lobjet transaction en t
ete de liste de letat PR


ET
le plus prioritaire est selectionne et passe a letat EN	COURS La requ
ete qui lui correspond est donc
executee
 Le cas particulier des actions evenementielles
Nous avons deja vu que les actions evenementielles sont executees de la m
eme facon que les requ
etes
de service  elles impliquent la creation dun objet transaction qui suit le graphe detat de la gure 
Il arrive souvent quune notication devenement denote un etat anormal du systeme Il est donc
raisonnable de considerer que lexecution des actions evenementielles est plus critique que celle des
services normaux Les actions evenementielles constituent ainsi un cas particulier On peut leur aecter
les plus hautes priorites de sorte quelles soient executees avant toute requ
ete de service en attente
Il est m
eme possible dordonner les actions evenementielles entre elles lorsquil y a plusieurs eve	
nements avec action simultanes Ceci permet par exemple de souligner le caractere critique dune
alarme par rapport a une autre Il sut daecter les priorites de  a une valeur donnee X aux actions
devenements Si la plus haute priorite des requ
etes de service commence a X& alors aucun service
ne peut 
etre execute avant une action evenementielle
Diverses solutions sont envisageables pour eectuer laectation des priorites aux actions evene	
mentielles 
 Les priorites des actions peuvent 
etre pre	etablies si les EAs sont des objets denis statiquement
dans le serveur par le concepteur Chaque EA existant a donc une priorite xee qui lui est propre
Cependant lapplication client na alors pas le contr
ole de ces priorites ce qui comme pour les
services est fort peu souple De plus ceci ne resout pas le probleme de laectation de priorite
pour les EAs crees dynamiquement par le client au moyen du service Define Event Action
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 Les priorites peuvent 
etre fournies au moyen dune variable MMS associee a chaque action qui
contient la valeur de cette priorite Le client MMS peut alors ecrire dans cette variable et changer
la priorite dune action a volonte et a tout moment
 Les priorites sont heritees directement de la priorite de levenement associe a laction cest	a	dire
de lobjet EC
La solution  est la plus souple dans la mesure ou elle autorise un changement a tout moment de la
priorite de laction evenementielle Dautre part celle	ci nest pas liee a levenement et peut prendre
nimporte quelle valeur Toutefois la solution  est beaucoup plus elegante et de plus elle se situe dans
lesprit de la gestion devenements MMS Il est peu probable et pas logique quun evenement ayant
une priorite globale donnee se voit aecte une autre priorite durant la periode dexecution de laction
qui lui correspond Par ailleurs on peut aussi changer la priorite de laction en changeant celle de
levenement Cest donc cette troisieme solution que nous adoptons Pour rester compatible avec les
priorites des evenements MMS on donne aux priorites des actions evenementielles la plage de valeurs
de  a  et pour les services la plage de  a  On aboutit alors a la decomposition presentee
sur la gure  de lattribut InvokeId des objets transaction
...
Fig  	 Structure de lInvokeId utilise dans XES
Le probleme se pose de savoir sil faut interdire daecter une priorite entre  et  a une re	
qu
ete de service normalement reservee aux actions evenementielles Cette situation est parfaitement
envisageable car un client peut aecter nimporte quelle valeur a lInvokeId dun service Nous ne
souhaitons pas modier la MMPM pour ltrer ce parametre Lextension que nous denissons doit

etre connee au serveur Par ailleurs linterdiction daecter une priorite entre  et  a un service
revient a supprimer une plage de valeur pour les InvokeId ce qui est contraire a la norme MMS et
risque dintroduire des incompatibilites entre les clients classiques et les serveurs XES
Il est toujours possible de considerer que le bit de poids fort dun InvokeId est a  systematiquement
quelque soit sa valeur Mais il devient alors inutile de coder la priorite dun service sur huit bits de
lattribut InvokeId puisque sept susent En fait il peut 
etre interessant de conserver la possibilite a
des services dont lurgence est extr
eme de faire passer leur execution avant celle de certaines actions
evenementielles Nous choisissons donc cette derniere solution Il appartient alors aux clients XES
de nutiliser la plage de priorites  	 que pour les services qui requierent vraiment un traitement
prioritaire sur les actions evenementielles
 Linversion de priorit e
Un des problemes qui peut surgir suite a lintroduction de priorites dans lexecution des services
MMS est linversion de priorite Ce probleme connu dans le domaine de lordonnancement de t
aches
se traduit par le blocage dune t
ache par une ou plusieurs t
aches moins prioritaires et ce pour une
duree indeterminee "LR # "SRL #
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Priorite xe Priorite par association Priorite par requete
Souplesse dutilisation faible moyenne grande
Utilisation de lInvokeId non non oui
Niveau de modication   
Possibilite dassocier des echeances non non oui
avec un niveau de modif 
Combinaison avec les evenements non non oui
Di culte relative dimplantation facile moyen di cile
Tab  	 Comparaison entre les trois facons daecter des priorites dans MMS
Dans le contexte de MMS on peut considerer lexecution dune requ
ete de service comme celle
dune t
ache Mais on peut etendre cette notion de t
ache aux clients MMS en attribuant a chaque
application client une priorite xe Dans ce cas tous les services issus dun m
eme client ont la m
eme
priorite Linversion de priorite se traduit alors de la facon suivante g  Supposons quun client
A
 
eectue une requ
ete Take Control sur un semaphore a un jeton s avec une priorite p
 

etape 
g  Cette requ
ete passe a letat BLOQU

E parce que le jeton de s est deja pris par une autre
application client notee A
N
etape  g  Supposons quun ensemble de requ
etes ayant des priorites
p
i
inferieures a p
 
soient dans letat PR


ET Si maintenant A
N
envoie un service Relinquish Control
sur s avec une priorite p
N
inferieure a tous les p
i
alors le client le plus prioritaire A
 
se retrouve
bloque par les requ
etes de clients moins prioritaires etapes  et  g  En eet le Relinquish
Control ne peut 
etre execute et donc s ne peut 
etre rel
ache puisque le serveur doit dabord traiter
les requ
etes de priorite superieure a p
N
 Ceci saggrave encore plus si lapplication A
N
doit eectuer
dautres services avant le Relinquish Control avec des priorites egalement inferieures aux priorites
p
i

S
S
S
S
...
P
P
P
1
j
N
1 < j < N
S
S
S
Prise de contrôle du sémaphore S
Attente sur le sémaphore S
Libération du sémaphore S
A  bloquée
  par A A  interrompue
       par A
A  libère S
A  peut continuer
P  > P  > P
Fig  	 Linversion de priorite avec les services MMS

p
 
est la priorite donnee par lInvokeId ce nest pas le parametre MMS Priority de la requete Take Control
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Dans le domaine de lordonnancement de t
aches la premiere solution preconisee est demp
echer
quune t
ache sexecutant dans une section critique puisse 
etre interrompue par une autre t
ache et ce
quelque soit sa priorite "SRL # "BW # Mais ceci nest satisfaisant que si les sections critiques des
t
aches sont de duree tres courte ce qui nest pas le cas dans MMS En eet ceci reviendrait a interdire
lexecution de tout service MMS dans un serveur autre que ceux provenant du dernier client ayant fait
un Take Control
Une autre solution au probleme de linversion de priorite est la technique dite dheritage de prio
rite "SRL # Dans le cadre de MMS ceci consiste a augmenter la priorite de toutes les requ
etes dun
client detenant un semaphore a la plus haute priorite de tous les Take Control en attente transitive

sur ce semaphore Dans notre exemple tous les services eectues par A
N
y compris le Relinquish
Control se font avec une priorite p
 
 Ils sexecutent donc avant les services de priorite p
i
et le sema	
phore s est rel
ache liberant ainsi lapplication la plus prioritaire A
 

Lheritage de priorite doit 
etre fait automatiquement par la VMD cest	a	dire sans demander
a lapplication client de changer la priorite transportee par lInvokeId Il est clair cependant que
lattribut InvokeId de lobjet transaction ne doit pas lui	m
eme 
etre modie puisque cest lui qui
permet de garantir lunicite dune requ
ete de service sur une association et permet au client didentier
de facon univoque la reponse du service Les serveurs MMS supportant XES doivent donc 
 lors du passage des etats RECU ou MODIFI

E a letat PR


ET dune requ
ete de service provenant
dun client detenant un semaphore et sur lequel au moins un Take Control est en attente 
 ne pas considerer la priorite transportee par lInvokeId de cette requ
ete%
 aecter sa priorite au maximum entre sa priorite actuelle et la plus haute priorite de tous les
Take Control en attente transitive sur ce semaphore sans pour autant modier lattribut
InvokeId%
 inserer cette requ
ete dans la le dattente de letat PR


ET selon sa nouvelle priorite%
 lors du passage a letat BLOQU

E dune requ
ete Take Control sur un semaphore donne 
 determiner le semaphore s sur lequel le Take Control est en attente transitive%
 pour chaque service dans letat PR


ET et appartenant au client detenant s aecter sa
priorite au maximum entre la priorite du Take Control et la priorite actuelle du service
sans pour autant modier lattribut InvokeId%
 reordonnancer la le dattente de letat PR


ET en fonction des nouvelles priorites
La necessite de dierencier lInvokeId et la priorite dun objet transaction lorsquil y a inversion
de priorite implique une extension de cet objet transaction Celle	ci est decrite au paragraphe suivant
Linversion de priorite appara
$t lorsquil y a competition pour lacquisition de ressources exclusives
Le cas sapplique donc particulierement aux semaphores MMS a jeton unique Mais plus generalement
tout service bloquant pouvant exclure un autre service durant son execution des lors quil se trouve dans
letat BLOQU

E peut entra
$ner une inversion de priorite Cest le cas par exemple des services Input
et Output qui peuvent necessiter la prise de contr
ole exclusive dun clavier ou dun ecran "Casa#
Linversion de priorite nappara
$t toutefois que si un service bloque doit attendre la n de lexecution
dautres services plus prioritaires alors que les conditions de son deblocage sont satisfaites
Lordre dattente des services Take Control dans letat BLOQU

E na pas dimportance car cest
lattribut Priority de chaque requ
ete Take Control qui determine la prochaine de ces requ
etes qui

Un Take Control dun client A est en attente transitive sur un semaphore s sil est bloque sur s ou sur un semaphore
dierent de s detenu par un client B en attente transitive sur s
 DES PRIORIT

ES POUR LES SERVICES MMS 
obtiendra le semaphore Ceci pose toutefois un probleme que nous etudions plus loin Par contre cet
ordre est important pour les autres services bloquants Ceux	ci doivent 
etre debloques dans lordre de
leur priorite
Linversion de priorite decrite jusquici est un probleme dordonnancement des applications client
MMS et non pas des requ
etes En eet dans lexemple de la gure  il ny a dans le serveur aucune
requ
ete de priorite haute pr
ete a 
etre executee car lapplication A
 
nenvoie pas de requ
ete de service
tant quelle na pas recu la reponse du Take Control Mais ce comportement depend de A
 
 Si A
 
envoyait des requ
etes de priorite haute alors que le semaphore ne lui est pas alloue ces requ
etes seraient
malgre tout executees par le serveur Linversion de priorite se situe donc a un niveau dabstraction
plus eleve car cest lapplication client qui est bloquee On retrouve ici lanalogie faite a la section 
entre un serveur MMS et le noyau dun systeme dexploitation De la m
eme facon quun OS ordonne
les processus dans une machine le serveur MMS ordonne partiellement lexecution des applications
client Lordonnancement des requ
etes dans un serveur et celui des applications client utilisant ce
serveur sont deux problemes lies mais dierents
Il peut egalement se produire une inversion de priorite entre requ
etes MMS lorsque celles	ci accedent
de facon mutuellement exclusive a des objets MMS Le probleme est alors fortement dependant de
la politique et des algorithmes dordonnancement utilises pour implanter le serveur MMS Ce type
dinversion de priorite est uniquement un probleme dimplantation des serveurs et non pas dinteraction
clientserveur
 Problemes dus a lh eritage de priorit e
Le bon fonctionnement de lheritage de priorite suppose que lorsquun semaphore est libere la t
ache
de plus haute priorite en attente sur ce semaphore en prend le contr
ole Cette hypothese est necessaire
pour eviter les blocages inutiles de t
aches ayant des priorites elevees "BW # Mais il faut remarquer
que cette hypothese nest pas necessairement remplie dans le contexte de MMS Pour une requ
ete Take
Control i en attente sur un semaphore s notons p
XES
i
sa priorite transportee par lInvoked et p
MMS
i
la priorite eventuellement transportee par lattribut Priority du Take Control Lors de la liberation
de s lallocation du jeton libere se fait sur la base des priorites p
MMS
i
et non des p
XES
i
g 
Il suit que lhypothese precedente nest remplie et donc que la methode par heritage de priorite ne
fonctionne que si les priorites p
MMS
i
et p
XES
i
de N Take Control sur un semaphore s sont ordonnees
de la m
eme facon cest	a	dire 
i j   i j  N
p
MMS
i
 p
MMS
j
 p
XES
i
 p
XES
j

avec la relation  denie de la facon suivante x  y si 
 x  y ou
 x ' y et la requ
ete correspondant a x est arrivee au serveur avant celle correspondant
a y
Lorsque cet ordre nest pas respecte une solution consiste a modier les priorites MMS des Take
Control bloques sur un semaphore de facon a agencer la liste des Semaphore Entry dans letat
QUEUED dans le m
eme ordre que celui donne par les priorites XES Toutefois cette solution modie le
comportement du serveur et rend lextension XES de niveau  ce que nous ne souhaitons pas
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Fig  	 Lheritage de priorite rendu inutile
Dans le domaine de lordonnacement de t
aches cette situation revient a changer dynamiquement
sur decision seule des t
aches la priorite qui leur est allouee Lordonnanceur na aucune inuence sur ce
changement de priorite Nous navons pas connaissance dalgorithmes permettant deviter linversion
de priorite dans de telles situations
Un des defauts majeurs de lheritage de priorite reside dans son incapacite a eviter la formation
dinterblocages Dans "SRL # "SRSC # Sha et al ont propose une seconde methode pour eviter
linversion de priorite Cette methode connue sous le nom de Priority Ceiling Protocol PCP presente
par rapport a lheritage de priorite lavantage deviter la formation de tout interblocage Par contre
sa mise en oeuvre est plus complexe que pour lheritage de priorite
Ladaptation de PCP a MMS ne semble pas utile dans la mesure ou le serveur MMS se charge
normalement de la detection des interblocages independamment de XES En eet nous avons montre
a la section  que le concepteur de serveur MMS avait une entiere liberte pour implanter une VMD
qui evite ou resout les interblocages En presence dune telle VMD ladaptation de PCP a MMS est
redondant avec le mecanisme existant de detection des interblocages Toutefois PCP peut justement

etre le mecanisme choisi pour eviter les interblocages Dans ce cas lintegration de XES a un tel
serveur se fait naturellement
	 Impact de XES sur la norme MMS
XES se veut une extension de niveau  telle que denie au chapitre  Ceci signie que la compa	
tibilite entre les clients classiques et les serveurs XES est assuree On notera toutefois que les clients
classiques peuvent voir leurs requ
etes de service retardees ou executees avant dautres selon la valeur
des InvokeId quils utilisent En particulier les services de la majorite des clients classiques sont
executes en priorite par rapport aux autres puisque les InvokeId sont typiquement aectes de facon
monotone croissante en partant de zero Dans un tel cas la priorite dun service ne passe dans la plage
	 qua partir du 
 
eme
service sur lassociation consideree 
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Pour minimiser cet eet sur les clients qui eux font usage de XES on peut introduire au moment
de letablissement de la connexion avec le serveur une negociation sur lutilisation ou non des prio	
rites Laptitude lors dune association client	serveur a supporter ou utiliser certaines fonctionnalites
appara
$t dans le parametre Parameter Support Options de type Bitstring Chaque fonctionnalite
supportee correspond a un bit positione a  Laptitude a utiliser XES peut de m
eme 
etre representee
par un bit qui selon quil soit a  ou  indique si cette extension doit 
etre consideree ou non pour
lassociation courante Nous ne pouvons envisager de modier ce parametre pour y rajouter le sup	
port de XES sans obtenir un serveur modie de niveau  Par contre il est possible dutiliser le bit
 dont la signication et lutilite ont ete annulees par un rapport ISO corrigeant les defauts de la
norme MMS "ISOb# Les clients classiques positionnent deja ce bit a   Il sut aux clients XES de le
positionner a  pour informer le serveur de leur intention de faire usage des priorites dans les requ
etes
de service quils eectueront
Pour minimiser linuence des services des clients classiques sur les services de clients utilisant les
priorites ainsi que sur les actions evenementielles il sut alors que les serveurs aectent une priorite
xe de valeur moyenne donc ici egale a  a tout service eectue sur une association ou le support
de lextension XES na pas ete negocie Le protocole MMS nest par consequent pas modie et le
serveur reste de niveau de modication 
Pour mieux apprehender lextension XES proposee il devient utile detendre la denition MMS des
objets transaction de facon a inclure les trois attributs suivants 
 Priority Assignment Scheme qui prend les valeurs ACTIVE ou UNUSED et specie si lobjet
transaction est deni sur une association qui supporte ou non XES%
 State pour specier dans quel etat lobjet transaction se trouve%
 Priority pour sauvegarder la priorite de lobjet transaction Cet attribut prend la priorite
portee par lInvokeId lors de la creation de lobjet transaction sil represente une requ
ete de
service Il prend la priorite dun EC sil represente une action evenementielle Il peut 
etre modie
par la VMD a tout moment essentiellement pour eviter linversion de priorite et permet donc de
preserver lattribut InvokeId
Les deux derniers attributs sont denis uniquement si lattribut Priority Assignment Scheme
a la valeur ACTIVE La denition complete de lobjet transaction etendu est alors representee sur la
gure  suivant le format MMS
Notons egalement que lattribut List Of Capabilities de la VMD doit comprendre une valeur
indiquant laptitude du serveur a supporter XES Chaque element de cette liste identie la capacite
dune VMD a eectuer une certaine t
ache La signication exacte de chacun de ces elements et donc
des t
aches associees est propre a chaque implantation Nous pouvons donc librement y inclure XES
 Ordonnancement avec des  ech eances
Il est possible dutiliser XES en fournissant directement la valeur dun delai dans le parametre
InvokeId en lieu et place de la priorite du service Ce delai represente lecheance avant laquelle la
requ
ete doit 
etre executee a partir du moment ou elle est recue par le serveur On peut alors utiliser un
algorithme tel que Earliest Deadline First EDF "LL# pour traiter les requ
etes de services En fait
il sut de reorganiser la le dattente de letat PR


ET selon lordre croissant des delais Le mecanisme
dordonnancement des requ
etes est ensuite le m
eme
Pour coder lecheance dans une requ
ete de service MMS il faut toutefois augmenter la taille de
la partie de lInvokeId utilisee pour le codage par rapport a celle que lon utilisait pour traiter les
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Fig  	 Lobjet transaction etendu pour XES
priorites Si notre unite de temps est la milliseconde et que lon nutilise que  bits de lInvokeId on
ne peut pas donner de delai plus grand que  ms Avec  bits on peut coder des delais a peine
plus grands que la minute Avec  bits nous arrivons a plus de  heures et demi ce qui semble 
etre
largement susant Le nombre de requ
etes en cours eectuees sur une association donnee et qui ont
le m
eme delai est alors limite a  ce qui nest toujours pas une limitation tres importante pour les
m
emes raisons que celles exprimees plus haut Nous consacrons une partie du chapitre  a letude de
lexecution temps	reel des requ
etes de service MMS Nous etudions alors plus en detail une solution
similaire mais qui nutilise pas les InvokeIds
 Conclusion sur XES
Nous avons utilise le modele dexecution des services MMS deni en  pour illustrer comment les
requ
etes de service MMS peuvent recevoir des priorites et comment les executions de ces services sont
ordonnancees dans un serveur MMS Laectation de priorites aux services MMS nest pas consideree
dans la norme Notre solution est une extension de niveau  et presente lavantage de ne pas modier
le protocole MMS ainsi que de rester compatible avec les applications MMS existantes Par ailleurs
la solution proposee ne fait pas appel a des capacites de MMS rarement supportees par les produits
actuels semaphores evenements ou modicateurs Seul lattribut InvokeId est utilise et celui	ci
et toujours present dans toute implantation MMS m
eme la plus simple Notre extension est donc
applicable a des serveurs MMS tres simples supportant un nombre tres faible de services typiquement
Read et Write seulement
Deux problemes ont toutefois ete introduits par cette extension 
 linversion de priorite qui est partiellement resolue avec la technique dheritage de priorite ap	
pliquee dans le contexte des serveurs MMS%
 lindetermination quant a lordre dexecution des services MMS de clients classiques dialoguant
avec des serveurs XES dont nous navons pu que minimiser limpact en proposant une negociation
de laptitude a supporter XES au moment de letablissement de lassociation
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	 Conclusion
Ce chapitre etait oriente vers une amelioration de la norme MMS Nous avons presente deux
extensions a la norme MMS qui permettent de mieux satisfaire les besoins des utilisateurs Lextension
XED permet aux utilisateurs de denir avec precision les conditions de declenchement dun evenement
dans un serveur MMS ce qui nest pas possible en letat actuel de la norme Ces conditions sont denies
par un predicat incorpore dans une variable MMS elle	m
eme associee a levenement a scruter Nous
avons eectue une implantation de cette extension et nous lavons integree a notre serveur MMS
Quelques mesures de performances ont ete eectuees Elles permettent de chirer le surco
ut en terme
de code et de temps de traitement de notre extension pour une implantation donnee
Lextension XES quant a elle facilite lordonnancement des requ
etes de service dans les serveurs
MMS en permettant a tout client dassocier une priorite a chacune de ses requ
etes Pour ce faire nous
exploitons la liberte laissee aux concepteurs dapplications par la norme MMS et utilisons le parametre
InvokeId pour inclure une priorite dans une requ
ete de service Ces deux extensions ne modient pas
le protocole MMS et sont de niveau de modication  Elles preservent donc la compatibilite des
applications MMS
Lextension XES nous permet deectuer une transition vers le chapitre suivant plus particuliere	
ment dedie a letude de lordonnancement dans un serveur MMS
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Chapitre 
MMS et ordonnancement
 Introduction
Lobjet de ce chapitre est detudier les problemes dordonnancement qui peuvent se poser dans les
serveurs MMS et danalyser les capacites des systemes MMS a garantir le respect de contraintes de
temps
Il est generalement admis que le modele OSI nest pas adapte aux besoins des applications temps	
reel Mais comme le souligne Grant dans "Gra# le fait quOSI soit inapproprie ne signie pas que
MMS le soit egalement Lintegration de MMS dans un environnement temps	reel na jusquici pas ete
traite de facon tres approfondie Recemment certains travaux ont ete proposes pour etendre MMS avec
des fonctionnalites temps	reel "RZI # "AMa# "AMc# "EMR# "MA# Toutefois la plupart de
ces etudes impliquent une modication du protocole MMS un ajout de nouveaux services et objets
une addition de parametres aux services etou ne traitent pas de la facon dordonnancer les requ
etes
dans les serveurs De tels changements au protocole MMS se situent au niveau de modication  ou 
Dans ce chapitre pour des raisons de compatibilite nous faisons lhypothese que le protocole MMS ne
peut pas 
etre modie Nous cherchons donc a limiter notre niveau de modication a  ou au maximum
a  Pour certaines des solutions exposees dans ce chapitre nous pouvons m
eme nous contenter du
niveau de modication 
Nous sommes interesses par lexecution tempsreel des requ
etes de service cest	a	dire du point de
vue des clients par la capacite de borner le temps de reponse dun service MMS et donc par la capacite
dun serveur a ordonnancer les requ
etes de services MMS Nous ne pretendons pas resoudre tous les
problemes temps	reel qui peuvent se poser dans un systeme dapplications MMS Ainsi les problemes
souleves dans "RZI # tels que 
 lobtention dun temps global de reference%
 la synchronisation des horloges entre les sites MMS%
 lacquisition et lutilisation de la date de production de la valeur dune variable%
ne sont pas consideres ici
Dans ce contexte le but et les contributions de ce chapitre sont les suivants 
 Analyse des limitations de MMS dans le domaine de lordonnancement temps	reel Que
faut	il ameliorer pour pouvoir satisfaire une execution temps	reel des requ
etes de service et des
autres activites dun serveur Est	il possible de faire du temps	reel strict dans MMS
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 Etude des possibilites deja oertes par la norme MMS dans le domaine du temps	reel
Nous montrons a ce propos quil est possible sans modier la norme dassocier une echeance aux
requ
etes de service MMS et dassurer une execution temps	reel de ces requ
etes
 Proposition dun mecanisme possible pour assurer une detection tempsreel des evene
ments MMS
 Integration de XED dans la detection temps	reel des evenements
 Proposition dune methode de negociation des parametres permettant letablissement dune
association temps	reel
Ici encore nous cherchons a explorer et a exploiter les possibilites oertes par la norme avant
deectuer toute modication Nous montrons que dans certains cas MMS ore plus de possibilites
que ce que lon pourrait croire a premiere vue Nous restons donc dele a cet esprit m
eme sil est
probable quune modication importante de la norme MMS dans le but de satisfaire des problemes
temps	reel pourrait se reveler plus satisfaisante
De tres nombreux travaux ont ete realises dans le domaine du temps	reel et de lordonnancement
Le but de ce chapitre nest pas de denir de nouveaux algorithmes dordonnancement mais de montrer
comment exploiter certains resultats connus dans le contexte de MMS Nous ne pretendons pas pouvoir
couvrir lintegralite des problemes qui se posent dans le domaine du temps	reel et de MMS Ce sujet
est susamment complexe et important pour necessiter une these a lui seul Ce chapitre nest donc
destine qua ouvrir des perspectives sur MMS dans un environnement temps reel et nous
norons quune vue partielle de lensemble des problemes qui se posent
Nous adoptons la demarche suivante Nous commencons par preciser les fonctionnalites dun serveur
MMS auxquelles on peut associer des contraintes de temps Puis nous determinons les limitations quil
faut apporter a tout systeme MMS qui doit satisfaire des contraintes de temps Nous traitons ensuite
des systemes a contraintes de temps strictes puis l
aches Dans ce dernier cas nous proposons des
solutions basees sur les modicateurs MMS pour contr
oler lexecution des requ
etes de service Nous
terminons par une etude sur la detection des evenements MMS
	 Bref  etat de lart
Il existe assez peu de contributions sur MMS et le temps	reel
Dans "RZI # et "ZR# Rodd et al identient les caracteristiques essentielles des systemes temps	
reel repartis et les comparent a celles oertes par MAPMMS Les auteurs suggerent que la norme
MMS actuelle presente beaucoup de defauts quand elle est utilisee avec de tels systemes Labsence dun
temps global de reference et lutilisation de communications en mode oriente	connexion par opposition
au mode datagramme sont interpretes comme etant les limitations principales de MAPMMS Une
proposition est faite pour etendre MMS avec des capacites temps	reel De nouveaux attributs sont
rajoutes a certains objets et de nouveaux objets et services sont crees
Une partie du travail de "RZI # est reprise et etendue dans "AMa# et "AMc# Les auteurs
proposent des solutions pour borner le temps de reponse des services MMS Ils modient egalement la
norme MMS pour pouvoir prendre en compte les caracteristiques temps	reel De nouveaux parametres
sont ajoutes a chaque requ
ete de service et certains objets MMS sont etendus avec de nouveaux
attributs Une attention particuliere est accordee a lexecution des invocations de programmes MMS
Dans "AMb# Akazan et al analysent egalement la norme MMS du point de vue des systemes
critiques en temps Les auteurs suggerent que le temps de reponse des services MMS soure dinde	
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terminisme car de nombreux parametres tels que la charge du serveur lordre dans lequel les requ
etes
arrivent au serveur ainsi que les delais de transmission des messages sont indetermines
Une autre analyse du temps	reel avec MAPMMS est eectuee par Grant dans "Gra# Lauteur
insiste sur la necessite davoir des temps de reponse connus Cette etude montre que labsence dun
estampillage des PDUs avec une priorite pouvant 
etre prise en compte a chaque couche du modele
OSI invalide la possibilite davoir un traitement favorisant la transmission des messages urgents
Toutes les references citees precedemment fournissent une description des problemes et des limita	
tions des systemes MAPMMS en ce qui concerne le temps	reel Il appara
$t cependant que la majorite
de ces problemes provient de la pile de communication MAP et pas directement de MMS Il est dail	
leurs generalement admis que le modele de reference OSI ne repond pas de facon satisfaisante aux
exigences des systemes temps	reel "Bur# "Gra#
Une separation nette entre les problemes OSI et MMS devrait donc 
etre faite Il para
$t certain que
MMS na pas ete concu sur des bases temps	reel Cependant nous pensons aussi que les capacites de
MMS nont pas ete completement comprises et exploitees Par ailleurs il est egalement important de
faire une separation claire entre le respect des specications MMS et limplantation qui en est faite
En terme dinteroperabilite et de compatibilite limportant reste que les applications industrielles
parlent MMS Limplantation de ces applications nest pas du ressort de MMS et tout peut 
etre fait
dans la mesure ou la norme est respectee La norme MMS laisse donc une marge de creativite dans la
conception dun serveur Cest cette marge que nous exploitons
	 D e
nitions
Nous commencons par quelques denitions des termes qui sont utilises dans ce chapitre Nous
utilisons les etats dun service MMS denis a la section  Les temps denis ci	dessous sont aussi
representes sur la gure  pour plus de clarte
Temps de transfert  cest le temps entre le moment ou le client resp serveur insere une requ
ete
resp reponse dans QueueEnvois
 
et le moment ou cette requ
ete resp reponse arrive dans
QueueReception du c
ote serveur resp client Il sagit donc uniquement du temps passe dans
les protocoles de communication
Temps dattente  cest le temps que passe une requ
ete MMS dans QueueReceptions cest	a	dire le
temps passe dans letat RECU dans le serveur
Temps dexecution  cest le temps mis par un serveur pour executer integralement une requ
ete de
service entre le moment ou elle est retiree de QueueReceptions et le moment ou la reponse est
inseree dans QueueEnvois En dautres termes cest le temps secoulant entre le moment ou la
requ
ete est retiree de letat RECU et passe dans letat NON	EXISTANT
Temps de traitement  cest le temps mis par un serveur pour executer integralement une requ
ete de
service en dehors de toute autre t
ache a executer Cest egalement le temps secoulant entre le
moment ou la requ
ete est retiree de letat PR


ET et passe dans letat NON	EXISTANT lorsque
la requ
ete ne suit que les transitions     de la machine detats de la gure  et lorsque
le processeur nest jamais aecte a lexecution dune autre t
ache du serveur
Temps de service  cest le temps total passe par une requ
ete dans le serveur En dautres termes
cest le temps secoulant entre le moment ou la requ
ete est inseree dans la le dattente de letat
RECU et passe dans letat NON	EXISTANT
 
QueueEnvois et QueueReceptions ont ete denies a la section 
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Temps de reponse  cest le temps observe par un client MMS entre le moment ou il envoie une
requ
ete et le moment ou il recoit la reponse correspondante Cest donc le temps secoulant entre
le moment ou le client insere une requ
ete dans QueueEnvois et que la reponse correspondante
est inseree dans QueueReception
Association tempsreel  association MMS sur laquelle les temps de reponse de tous les services MMS
sont garantis
Client Serveur
requête
réponse
Fig  	 Denition des temps utilises dans ce chapitre
	 Modele et exigences
Du point de vue dun client MMS limportant est que le temps de reponse des services quil eectue
soit borne La premiere approche a suivre est alors dimplanter au niveau du client un test pour verier
que les reponses des requ
etes envoyees arrivent dans les temps impartis Cette solution a ete adoptee
dans "AMa# et denie formellement dans "AMc# et "EMR# au moyen dautomates de Nutt Sans
entrer dans les details le principe de base est dajouter une couche logicielle supplementaire entre
lapplication client et le fournisseur de services MMS Cette couche soccupe des aspects temporels des
requ
etes MMS Quand une requ
ete est eectuee un temporisateur est demarre Ce temporisateur est
initialise avec une valeur representant le temps maximum pendant lequel le client desire attendre la
reponse de sa requ
ete Si la reponse est recue avant la n de temporisation alors elle est retransmise
au client et le temporisateur est detruit Si par contre la reponse nest pas recue avant la n de
temporisation alors le client recoit un message derreur et sait quil doit entreprendre des actions
correctives Ainsi la verication du respect des contraintes de temps se fait du c
ote client et ne
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necessite aucune modication a MMS En fait tout peut 
etre fait du c
ote client puisquil sagit de
lapplication utilisateur et que celle	ci nest pas normalisee par MMS
En pratique une simple verication du respect des contraintes de temps par le client ne sut pas
Un client doit aussi 
etre capable de demander a un serveur de traiter une requ
ete dans un temps
imparti Le temps quune requ
ete passe dans un serveur doit donc 
etre borne si lon desire borner le
temps de reponse total
Dans ce chapitre nous considerons le serveur MMS independamment de la pile de communication
sous	jacente Nous limitons notre etude aux applications MMS seules et nous considerons que les
protocoles de communication et le serveur sont executes sur deux processeurs dierents Nous faisons
lhypothese que larchitecture de communication utilisee est toujours capable de borner les
temps de transfert des PDUs MMS Cette hypothese nous permet de nous concentrer uniquement
sur les temps de service des requ
etes MMS au niveau des serveurs% ceci dans le but de borner le temps
de reponse total dun service
Un serveur MMS est vu comme un ensemble de t
aches dont certaines sont periodiques et dautres
declenchees par un stimulus exterieur au systeme Le stimulus le plus typique est larrivee dune requ
ete
de service Larrivee de chaque requ
ete declenche donc lapparition dune t
ache dans le systeme Cette
t
ache est alors dans letat RECU Elle se termine quand la reponse correspondante est envoyee La
t
ache passe alors dans letat NON	EXISTANT La requ
ete correspondante est representee de facon
unique par un objet transaction qui peut donc 
etre considere comme un descripteur de t
ache
Dans le but de faciliter lanalyse nous allons faire un certain nombre de simplications 
 Dans un premier temps les seules activites concurrentes considerees sont les requ
etes de service
MMS Chaque requ
ete de service MMS est executee par une t
ache A la section  nous traitons
des activites concurrentes necessaires au traitement des evenements
 Le temps dexecution des routines implantant lordonnanceur est negligeable Cela signie que
toutes les transitions entre les dierents etats dun service conrme section  sont conside	
rees comme necessitant un temps nul
 Le temps dattente est considere comme nul Une requ
ete recue passe donc immediatement dans
letat PR


ET Les temps de transfert des PDUs MMS etant bornes on peut alors conna
$tre le
temps de reponse maximum dune requ
ete de service MMS si lon arrive a borner son temps
dexecution dans le serveur MMS
Nous montrerons dans certains cas comment lever ces deux dernieres hypotheses
 Modeles de serveurs MMS
Un serveur MMS est un systeme complique si lon considere lintegralite des fonctions proposees
par la norme Nous avons propose au chapitre  une architecture supportant toutes ces fonctionnalites
Laddition de contraintes temps	reel rend la conception dun serveur encore plus complexe Le plus
souvent seul un sous	ensemble de fonctionnalites savere necessaire pour satisfaire une application
donnee Par exemple certains serveurs ne fournissent que les requ
etes de lecture et decriture et
ne sen servent que pour transferer de linformation Lidee retenue est alors simplement laptitude
de MMS a resoudre les problemes dheterogeneite mais les capacites reelles de MMS ne sont pas
exploitees
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Lintegration de caracteristiques temps	reel a un serveur MMS necessite donc de bien cerner les
dierentes fonctionnalites que le serveur doit orir Ensuite il est essentiel de savoir lesquelles de ces
fonctionnalites sont soumises a des contraintes de temps
La distinction entre activites concurrentes dun serveur que nous avons propose a la section 
constitue une premiere approche au probleme Les questions quil faut se poser sont alors 
 Le serveur doit	il ou non supporter telle activite concurrente
 Telle activite concurrente est	elle soumise a des contraintes de temps
Mais ceci ne sut pas Lexecution des services MMS ne se fait pas de facon identique pour tous
les services Certains services sont simples dautres necessitent lintervention du dispositif physique
services intrusifs dautres encore engendrent une sequence de services et limportant est alors de
tenir compte du temps pris pour eectuer toute la sequence Nous reutilisons la classication des
services proposee en  et letendons pour tenir compte de tous les cas Dans chacun de ces cas nous
determinons les problemes temps	reel qui peuvent survenir 
 Services immediats non intrusifs  cest le cas le plus simple dexecution dun service La t
ache qui
execute un tel service est sporadique

et ne se bloque pas Elle nencourt pas de delai dattente
d
u au transfert de son execution sur le dispositif physique sous	jacent
 Services necessitant linteraction entre plusieurs gestionnaires  ce cas est relativement semblable
au precedent Toutefois le fait quun service fasse appel aux operations internes de plusieurs
gestionnaires augmente la possibilite de rencontrer des problemes de blocages dus aux res
sources partagees
 Services intrusifs  les services intrusifs font intervenir la capacite de traitement du dispositif
physique Un service intrusif est le plus souvent un service suspensible Un serveur supportant
les services intrusifs doit donc prendre en compte le probleme des taches qui suspendent
volontairement leur execution Il est possible de considerer le temps passe dans lexecution
dune routine du dispositif comme faisant partie du temps dexecution de la t
ache Toutefois ceci
peut impliquer une sous	utilisation du processeur du serveur
 Services bloquants  les services bloquants

peuvent sinterrompre en attente de la satisfaction de
conditions externes au serveur et independantes de ce dernier Il nest donc pas possible de borner
le temps dexecution dun service bloquant si lon ne conna
$t pas les caracteristiques temporelles
de lapplication qui doit debloquer le service La prise en compte des services bloquants fait
appara
$tre des problemes de synchronisation tempsreel entre taches dans un systeme
reparti
 Services avec modicateurs  les services avec modicateur sont des services bloquants La dif	
ference provient du fait que les services bloquant ne se bloquent quune seule fois alors que les
services avec modicateurs peuvent se bloquer autant de fois quil y a de modicateurs Les pro	
blemes a prendre en compte avec les modicateurs sont les m
emes quavec les service bloquants
bien quencore plus complexes

Rappelons quune tache est dite sporadique si elle nest pas periodique mais quil existe un temps minimum dinter
arrivees entre deux instances de la tache Une tache pour laquelle un tel temps nexiste pas est dite aperiodique et un
nombre quelconque dinstances de la tache peut survenir a tout moment dans le systeme ce qui rend lordonnancement
des taches beaucoup plus dicile Nous verrons plus loin pourquoi nous considerons les requetes de service MMS comme
des taches sporadiques

Rappelons que tout service MMS peut etre bloquant ou suspensible car MMS ne traite pas de la facon dimplanter
une classe de service donnee Pour chaque serveur donne et pour chaque service supporte par ce serveur il convient donc
aussi de decider de la classe du dit service
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 Services asynchrones  rappelons quun client fonctionne en mode asynchrone sil peut envoyer
plusieurs requ
etes de service sans attendre la reponse des precedentes Par extension on dit que
le service est asynchrone Il est possible que des clients envoient les requ
etes en mode asynchrone
mais exigent que celles	ci soient executees dans lordre par le serveur

 Les services asynchrones
font alors appara
$tre le probleme de contraintes de precedence entre taches sur une m
eme
association
 Sequences de services  certains services declenchent un echange de plusieurs services entre
le client et le serveur Il sagit essentiellement des services Initiate Download Sequence et
Initiate Upload Sequence pour le telechargement de domaines

 Pour dautres services il
nest pas possible denvoyer tous les resultats voulus en une seule reponse et plusieurs series de
requ
etesreponses sont necessaires Le probleme est alors de borner le temps mis pour executer
toute la sequence Comme ces sequences font intervenir un traitement sur le site client il nest
pas possible de limiter letude temps	reel au seul serveur MMS Nous nous trouvons ici encore
devant un probleme de synchronisation tempsreel entre deux taches communiquant
par echange de messages
Enn la facon de traiter et dordonnancer les requ
etes de service MMS depend egalement de
caracteristiques propres du systeme telles que la presence ou non de ressources partagees la necessite
ou non de tenir compte de contraintes de precedence etc
Pour determiner precisement le modele dun serveur MMS temps	reel il faut donc travailler selon
trois axes 
 Activites concurrentes supportees et contraintes de temps associees
 Types de services supportes et contraintes de temps associees
 Caracteristiques propres du systeme ressources partagees contraintes de precedence etc
La denition des types de services supportes des activites concurrentes utilisees et des contraintes
de temps associees a chaque type de service et activite doit nous permettre de formuler une che
descriptive du serveur Le but ultime est de pouvoir pour chaque che descriptive proposer une archi	
tecture temps	reel du serveur qui soit la plus simple la plus ecace et qui satisfasse les besoins du
concepteur Nous ne saurions eectuer ce travail sans y consacrer au moins une these entiere Aussi
nous restreignons notre analyse dun serveur temps	reel aux seuls cas suivants 
 Nous ne prenons en compte que certaines des activites concurrentes denies a la section  
lexecution des services MMS puis dans un second temps la detection des evenements Toutes
les autres activites concurrentes nont pas de contraintes de temps En particulier lactivite de
consultation des messages sexecute en un temps negligeable des la reception dune PDU Ceci
provient de notre simplication selon laquelle le temps dattente des requ
etes est nul
 Nous imposons des contraintes de temps aux services immediats simples necessitant eventuelle	
ment lintervention de plusieurs gestionnaires Ces services peuvent 
etre intrusifs dans la mesure
ou leur temps dexecution sur le dispositif physique est pris en compte dans le temps dexecution
sur le serveur Tous les autres types de services sont traites sans contraintes de temps

Lordre dexecution nest pas impose par la norme MMS mais un serveur donne peut garantir que les requetes recues
sont executees dans lordre de reception

Nous connaissons certaines applications pratiques de MMS qui necessitent que le telechargement complet dun
domaine se fasse en tempsreel
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 Dans certaines conditions que nous precisons plus loin les services bloquants suspensibles et
avec modicateurs peuvent avoir des contraintes de temps
 Il peut exister des donnees partagees Ces donnees sont des objets MMS ou de linformation
propre a chaque implantation dun serveur
 Quelles limitations pour MMS
	 Services d eterministes
Un service est dit non deterministe si la denition quen donne la norme MMS autorise dans
lexecution de ce service une serie dactions dont la duree le temps de traitement est indenie Le
service Read par exemple est non deterministe car un client peut toujours decider arbitrairement
du nombre de variables a lire ce nombre netant pas limite par la norme

 Le service Get Name
List est egalement non deterministe car en general on ne conna
$t pas le nombre dobjets presents
dans la VMD et donc le temps total pris pour traiter ce service Par opposition le service Status
par exemple est deterministe car les actions quil a a eectuer sont xees La duree de traitement
dun service deterministe depend donc uniquement de chaque implantation dun serveur La duree de
traitement dun service non deterministe depend de chaque implantation dun serveur mais egalement
des applications client MMS
Pour pouvoir garantir une execution temps	reel des requ
etes de service MMS il faut pouvoir borner
leur temps de traitement et donc conna
$tre le temps de traitement maximum de chaque requ
ete
susceptible d
etre eectuee par un client La premiere contrainte que nous impose un serveur MMS
temps	reel est donc de ramener les services non deterministes a des services deterministes Pour un
service comme Read ceci impose de limiter le nombre de variables pouvant 
etre lues en une seule
requ
ete Le format de certaines reponses de services MMS prevoit deja largument MoreFollows qui
indique au client que tous les resultats de sa requ
ete ne peuvent 
etre inclus dans la PDU reponse et
que dautres reponses suivront si le client le desire "ISO b# Ceci nest toutefois pas systematique et
le service Read ne dispose pas de cet argument Par ailleurs nous avons exclu les sequences de services
de notre analyse
La solution que nous adoptons est de limiter la taille des PDUs MMS sur une association donnee
Une ancienne version de la norme MMS prevoyait de negocier cette taille lors de letablissement des
associations Le parametre negotiated Max Segment Size etait utilise a cet eet Dans la norme nale
cette possibilite a ete supprimee et le parametre remplace par un autre du m
eme type local Detail
Called Ce nouveau parametre est optionnel et sa signication est laissee libre a chaque implantation
Pratiquement ce nouveau parametre est toujours utilise pour negocier la taille des PDUsMMS Il sagit
dailleurs dune recommandation dun groupe de travail du NIST National Institute of Standards
and Technology qui eectue des proposition pour limplantation des protocoles OSI "NIS# Nous
utilisons ici ce parametre dans la m
eme optique et il y a donc toujours une limite sur la taille de ces
PDUs de sorte que tous les services MMS sont deterministes
Toutefois cette limitation est relativement peu precise car elle ne prend pas en compte la semantique
de la requ
ete Ainsi une requ
ete de lecture nest pas limitee par le nombre de variables a lire mais
bien par la taille de la PDU correspondante Le nombre de variables a lire est donc dependant des
parametres supplementaires inseres dans la requ
ete et en particulier de la taille des noms de chacune
des variables On peut par exemple lire une seule variable dont le nom est long la seule variable
nommee Temperature prend  octets mais plusieurs variables dont les noms sont plus courts les
cinq variables V V  V prennent  octets Par exemple une taille de  octets pour les les PDUs

Pour un nombre xe de variables le service Read est deterministe
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MMS permet de lire sept variables dans le cas le plus simple cest	a	dire sans utiliser les parametres
optionnels du service Read et en limitant le nom des variables a deux caracteres Ce calcul est fait
apres encodage ASN BER de la PDU MMS par le compilateur ASNADAC "Ber#
Nombre de Taille des PDUs octets
caracteres      
     
      
     
      
Tab  	 Nombre de variables pouvant 
etre lues en une seule requ
ete Read
Le tableau  montre dans ce cas simple le nombre de variables qui peuvent 
etre lues en une seule
requ
ete de lecture en fonction de la taille des PDUs et de la taille du nom des variables Pour un nombre
constant de caracteres le doublement de la taille des PDUs correspond en gros a un doublement du
nombre de variables qui peut 
etre lu Par contre pour une taille de PDU xee la division par  du
nombre de caracteres dans un nom ne double pas le nombre de variables a lire Ces resultats sont
egalement reportes sur la gure 
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Fig  	 Nombre de variables pouvant etre lues en une seule requete Read
La taille maximum des PDUs est une limitation qui sapplique a tous les services MMS sans
considerer la semantique propre a chacun de ces services Une implantation serveur temps	reel devrait
idealement fournir des limitations propres a chaque classe de requ
ete Par souci de simplicite nous
nadoptons pas une telle solution Notre but essentiel etant detablir une borne sur le temps dexecution
des requ
etes MMS nous nous contentons dune limite sur la taille des PDUs MMS
Cette limitation oblige les applications client a sinteresser a un probleme dimplantation qui nor	
malement nest pas de leur ressort Mais si lon veut pouvoir satisfaire des contraintes de temps il
semble inevitable que les applications soient concernees par de telles contraintes "ISOc#
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	 Associations dapplication
Il nest pas susant de limiter la duree de traitement dun service MMS Il faut egalement pouvoir
etablir une limite sur le nombre de requ
etes de service quun serveur doit executer a un instant donne
Cette limitation est eectuee de deux facons complementaires 
 Limitation du nombre de requ
etes simultanees eectuees sur une association  ce nombre est
negocie lors de letablissement de lassociation Il appartient au serveur de fournir une valeur
dependant des caracteristiques de limplantation et eventuellement dautres parametres comme
la charge du serveur
 Limitation du nombre dassociations supportees par un serveur  ce nombre depend egalement
des caracteristiques du serveur mais aussi de larchitecture de communication sous	jacente
Ces deux parametres imposent une limite sur le nombre total de requ
etes simultanees qui peuvent
exister dans un serveur Dans la suite nous notons maxR cette limite
En terme dimplantation ces limitations nous permettent de pre	allouer dans le serveur la totalite
des objets transaction necessaires pour le traitement des requ
etes de service MMS Ceci nous apporte
un gain de temps par rapport a une allocation dynamique de la memoire toujours plus co
uteuse
	 D etection et traitement des  ev enements
Le nombre devenements a scruter nest pas limite par la norme MMS Il est clair que si lon veut
garantir une detection temps	reel des evenements scrutes tout en assurant le fonctionnement des autres
activites du serveur il convient de limiter le nombre dobjets ECs en cours de scrutation a un instant
donne
De m
eme lapparition dun seul evenement peut potentiellement donner lieu a un nombre quel	
conque dactions evenementielles et un nombre quelconque de notications devenement Le nombre
dactions evenementielles qui peuvent 
etre executees dans un serveur est limite par le nombre maxi	
mum dobjets transaction autorises Mais ceci ne limite pas le nombre de notications Nous imposons
donc une limite sur le nombre dobjets EEs pouvant 
etre lies simultanement a un objet EC Encore
une fois les valeurs de la limite sur le nombre dECs scrutes et celle sur le nombre dEEs par EC
sont dependantes des caracteristiques du systeme Ces valeurs peuvent dailleurs 
etre dynamiques et
changer en fonction de criteres comme la charge du serveur
Lincorporation de XED dans le mecanisme de detection temps	reel des evenements MMS necessite
une limitation du nombre dactions a eectuer par XEDI Nous avons dailleurs vu au chapitre  quune
telle limitation est souhaitable pour assurer la coherence de la detection dans le temps Ladoption
dune taille maximum des PDUs MMS limite automatiquement le domaine des valeurs qui peuvent 
etre
aectees a une Variable Condition par le service Write et donc limite egalement la duree du processus
de detection eectue par XEDI Notons toutefois quil est beaucoup plus probable que cette limitation
provienne de la denition m
eme de la variable En eet la Variable Condition ne pourra prendre des
valeurs plus etendues que la taille maximum de la cha
$ne de caracteres quelle peut contenir
	 Systemes a contraintes de temps strictes
Dans un systeme a contraintes de temps strictes aucune echeance ne peut 
etre manquee sous peine
de consequences graves voire catastrophiques Dans le cas dun serveur MMS il sagit de garantir que
toutes les requ
etes envoyees sur une association sont toujours executees dans les temps impartis
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Pour obtenir une telle garantie les ressources necessaires au traitement des requ
etes memoire
processeur etc doivent normalement 
etre reservees au moment de letablissement de lassociation
entre un client et le serveur Si ces ressources sont disponibles lassociation peut 
etre etablie et
lapplication client est assuree que toutes les requ
etes envoyees sont executees dans les temps Quand
le serveur ne peut orir une telle garantie il doit refuser letablissement de lassociation
	 Parametres essentiels
Pour garantir que toute requ
ete envoyee sur une association soit executee dans les temps impartis le
serveur doit conna
$tre lors de la phase detablissement dune association les trois parametres suivants 
 Le temps de traitement maximum  cest le temps maximum requis par toute requ
ete de
service issue sur cette association pour 
etre executee par le serveur en labsence de toute autre
t
ache Ce temps note C
max
i
pour lassociation i est obtenu lors de la demande de connexion
quand la VMD decide des requ
etes de service que le client peut envoyer sur lassociation Le
serveur peut alors conna
$tre le service qui necessite potentiellement le plus long traitement Un
serveur est libre de ne pas autoriser lutilisation dun type donne de service sil sestime incapable
dassurer les contraintes de temps autrement En particulier il nest pas possible dautoriser les
services bloquants dans la mesure ou leur temps dexecution est inconnu Pour les m
emes raisons
lutilisation de modicateurs dans les requ
etes de service devrait 
etre proscrite Pour tous les
autres services le pire temps de traitement peut et doit 
etre connu du serveur
	

 Le temps minimum dinterarrivees  cest le temps minimum qui doit secouler entre lar	
rivee au serveur de deux requ
etes successives sur lassociation consideree Ce temps depend de
lapplication client qui conna
$t la frequence avec laquelle elle envoie ses requ
etes de service Il
nest cependant pas possible dinserer ce temps dans la PDU Initiate sans modier le protocole
MMS et donc sans introduire une modication de niveau  au moins
La solution est dadopter le temps dinter	arrivees le plus defavorable au serveur cest	a	dire le
meilleur temps de transfert dune PDU MMS du client vers le serveur


 Ce temps doit 
etre connu
au prealable par le serveur et depend des caracteristiques de larchitecture de communication
Nous notons T
min
i
le temps minimum dinter	arrivees sur lassociation i Une methode tres simple
pour maximiser T
min
i
est dimposer un fonctionnement synchrone en nautorisant quune seule
requ
ete en cours sur lassociation i Dans ce cas T
min
i
devient au moins egal a deux fois le meilleur
temps de transfert dune PDU MMS entre les deux sites
Plus generalement le serveur peut moduler le nombre de requ
etes simultanees envoyees par le
client au moyen du parametre negociated Max Serv Outstanding Called note Req
max
i
pour
lassociation i Quand une association i est etablie le client dispose dune fen
etre de Req
max
i
requ
etes de service Il ne peut envoyer plus de Req
max
i
requ
etes non conrmees Le serveur peut
donc conna
$tre la charge maximum ,
max
i
que peut generer lassociation i 
,
max
i
' Req
max
i
C
max
i
T
min
i

 Lecheance minimum  cest la plus petite echeance susceptible d
etre associee a une requ
ete de
service sur lassociation consideree noteeD
min
i
 La encore il nexiste aucune facon de conna
$tre

Nous ne considerons pas le cas de pannes du serveur ou du dispositif physique sousjacent qui engendreraient des
delais ou blocages anormaux

On fait ici lhypothese quun client ne peut envoyer des requetes de service de facon groupee mais seulement lune
apres lautre
 CHAPITRE 
 MMS ET ORDONNANCEMENT
ou negocier lecheance minimum lors de letablissement de lassociation sans modier les PDUs
requ
ete et reponse du service Initiate Les clients et serveurs auraient alors un niveau de
modication de  ou  Dans les sections suivantes nous faisons en sorte quune echeance puisse

etre dynamiquement associee a toute requ
ete de service MMS M
eme sil etait possible dassocier
a la connexion clientserveur une echeance minimum les tests de verication du respect de cette
echeance necessiteraient de modier la MMPM Pour rester a un niveau de modication egal a
 les deux seules solutions acceptables sont 
 Fixer statiquement pour un serveur la valeur minimum des echeances Cette valeur est
connue a priori de tous les clients Si un client envoie une requ
ete avec une echeance plus
faible celle	ci est ramenee automatiquement a la valeur statique
 Supposer que lecheance des requ
etes de service correspond au temps minimum dinter	
arrivees
Dans tous les cas la valeur de D
min
i
doit 
etre connue au prealable pour etablir la connexion
La connaissance de ces trois parametres et des caracteristiques des associations deja etablies per	
met au serveur deectuer un test dordonnancement qui determine si lassociation pourra garantir les
contraintes de temps annoncees Nous en discutons a la section  Toutefois nous avons vu quil
nest pas possible de communiquer a un serveur les valeurs T
min
i
et D
min
i
lors de la phase detablisse	
ment de lassociation sans modier les PDUs requ
ete et reponse du service Initiate Nous proposons
donc une methode alternative a la section suivante
	 M ethode de n egociation des parametres temporels
Le principe de cette methode est dassocier deux variables MMS a toute connexion Letablissement
de lassociation temps	reel se fait alors en deux phases 
Premiere phase  Le client etablit une connexion avec un serveur au moyen du service Initiate Le
serveur cree alors automatiquement deux variables de visibilite aaspecific donc accessibles
seulement par ce client sur cette association Ces variables sont de type entier Unsigned et
sont initialisees a zero Elles representent les temps T
min
i
et D
min
i
 Conformement a la norme
MMS ces temps sont donnes en millisecondes La plage de variation est alors de  ms a environ
 jours Les noms de chacune des variables sont identiques pour toutes les associations et doivent

etre connus des clients desirant etablir une association temps	reel
Deuxieme phase  Une fois la connexion etablie il appartient au client de signaler les valeurs T
min
i
et D
min
i
quil compte utiliser sur cette association Ceci est eectue au moyen dune requ
ete de
service Write Une tentative dacces a ces variables entra
$ne le lancement dun test dordonnan	
cement qui permet de savoir si les parametres proposes par le client sont supportes Le serveur
ne repond au Write quapres lexecution du test dordonnancement Si la reponse est positive
les variables sont aectees aux valeurs proposees et le client est assure que toutes les requ
etes
eectuees sur cette association verront leurs contraintes de temps satisfaites Par contre si le
serveur envoie une reponse negative le client sait que le serveur ne peut pas garantir le respect
des contraintes temporelles avec les valeurs T
min
i
et D
min
i
proposees Dans ce cas les variables
ne sont pas mises a jour et le client est libre de proposer de nouvelles valeurs
Nous utilisons les codes derreurs MMS deja denis pour construire la reponse negative du
Write Les erreurs suivantes peuvent 
etre utilisees selon le cas rencontre  memoryunavailable
processor resourceunavailable ou encore capabilityunavailableCes erreurs sont toutes
de classe resource
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Pour des raisons de compatibilite on ne peut pas interdire a un client de demander lexecution
dautres services avant que les variables T
min
i
et D
min
i
ne soient mises a jour Aussi toutes les requ
etes
de service eectuees avant cette aectation y compris le service decriture de ces deux variables se
font sans contraintes de temps Le serveur na donc aucune contrainte de temps a respecter sur cette
association tant quil na pas envoye de reponse positive au service decriture des deux variables citees
Il ny a pas de moyen de forcer un client a respecter les temps proposes sans changer la machine de
protocole MMS Si un client ne respecte pas T
min
i
et D
min
i
 alors le serveur nest pas tenu de chercher
a garantir lexecution dans les temps des requ
etes fautives
Cette extension est de niveau de modication  puisquelle ninvalide aucune specication MMS
et ne modie aucunement le protocole Elle presente le double avantage de permettre de negocier les
parametres temps	reel mais aussi de permettre de les changer au cours dune m
eme session MMS
sur la m
eme association Grant souligne dans "Gra# que la possibilite de renegocier les parametres
temporels est une caracteristique souhaitable des systemes temps	reel Un client peut m
eme commencer
une session en mode normal et continuer plus tard en mode temps	reel Ceci ne serait pas possible si
on ajoutait simplement les parametres T
min
i
et D
min
i
a la PDU requ
ete du service Initiate Dans ce
cas ces parametres seraient associes a la duree de vie de lassociation
Un des problemes introduits par cette methode de negociation est que le serveur ne peut pas
interdire lutilisation des services bloquants et des modicateurs La negociation des services supportes
se fait avec le service Initiate donc avant celle des parametres temps	reel Toutefois les applications
pratiques sont toujours basees sur la cooperation des entites qui les utilisent Un client qui desire
exploiter les capacites temps	reel dun serveur na donc aucun inter
et a utiliser les services bloquants
ou les modicateurs
MMS classique Initiate modie Methode alternative
Niveau de modication 	  
Nombre de requetes necessaires 	 	 au moins 
Utilisation de variables MMS non non oui
Garanties temporelles aucune d!es letablissement apr!es la seconde phase
de la connexion de letablissement
Renegociation des  non oui
valeurs temporelles
Utilisation des services oui non oui  premi!ere phase
bloquants et modicateurs non  seconde phase
Necessite une verication  oui non
de la part de la MMPM
Temps detablissement de rapide moyen lent
lassociation
Tab  	 Comparaison de dierente types dassociation
Lintegralite de cette phase detablissement est representee sur la gure  Nous resumons ses
caracteristiques principales sur la table  Nous y faisons gurer une comparaison avec une association
MMS classique et la solution necessitant la modication de la PDU Initiate
	 Extension de lobjet Association
Nous avons deni a la section  lobjet Association qui permet au serveur de maintenir
linformation relative a une connexion en cours Nous etendons ici cette denition avec les parametres
temps	reel necessaires
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Initiate
Requêtes sans
contraintes de temps
Requêtes avec
contraintes de temps
Client Serveur
Write (affectation des
contraintes temporelles)
Fig  	 Negociation des parametres tempsreel
Lobjet Association est alors represente par 
Object
 Association
Key Attribute
 Application Association Identifier
Attribute
 Last InvokeId
Attribute
 Client Parameters
Attribute
 Server Parameters
Attribute
 Real Time Association
Constraint
 Real Time Association  TRUE
Attribute
 Minimum Inter Arrival Time
Attribute
 Maximum Computation Time
Attribute
 Minimum Deadline
Le parametre Real Time Association prend la valeur VRAI pour les associations temps	reel
FAUX sinon Lorsque la methode de negociation decrite a la section precedente est utilisee Real Time
Association devient vrai des que les deux variables T
min
i
et D
min
i
sont aectees et que la VMD passe
les tests dordonnancement avec succes Les trois parametres suivants representent respectivement
T
min
i
 C
max
i
et D
min
i
 Il sont utilises par la VMD pour eectuer les tests dordonnancement
	 Combinaison avec des associations non tempsr eel
Bien souvent des requ
etes ayant des contraintes de temps strictes doivent cohabiter avec des
requ
etes qui nont pas de telles contraintes "FV # Dans ce cas un client peut etablir deux connexions
avec un serveur La premiere est dite temps	reel Elle est reservee pour les requ
etes critiques en temps
La seconde est utilisee pour les requ
etes qui nont pas de contraintes de temps Le serveur traite

	 SYST

EMES

A CONTRAINTES DE TEMPS STRICTES 
toujours en priorite toutes les requ
etes faites sur les connexions temps	reel Notons que letablissement
dune association temps	reel ou non est considere comme un service non temps	reel Un nouveau
probleme se pose toutefois si le serveur recoit une requ
ete critique en temps alors quil execute une
requ
ete non temps	reel Deux cas se presentent 
 lordonnanceur est preemptif  dans ce cas la requ
ete non temps	reel en cours peut 
etre interrom	
pue et la requ
ete prioritaire executee des son arrivee au serveur Dans la phase detablissement
dune association temps	reel le traitement des requ
etes non temps	reel na pas besoin d
etre
pris en compte Les associations non temps	reel ninuent pas sur les echeances des requ
etes
temps	reel et peuvent 
etre etablies a tout moment
 lordonnanceur est non	preemptif  dans ce cas la requ
ete non temps	reel en cours ne peut pas

etre interrompue Dans la phase detablissement dune association temps	reel le traitement des
requ
etes non temps	reel doit 
etre pris en compte Les tests dordonnancement doivent considerer
egalement le traitement de la requ
ete non temps	reel ayant le pire temps de traitement sur toutes
les associations Comme ce temps peut augmenter lorsquune nouvelle demande dassociation non
temps	reel est eectuee il est possible que le serveur refuse egalement les demandes dassociations
non temps	reel
La preemption pose le probleme de linterruption des zones critiques notamment lorsque des objets
MMS sont partages entre dierentes t
aches Le serveur doit alors conna
$tre la duree dexecution de la
plus longue section critique de code et en tenir compte pour les tests detablissement des associations
de la m
eme facon que dans le cas non	preemptif
	 Tests dordonnancement
Les tests dordonnancement eectues par le serveur lors de letablissement dune connexion ou
lors de la methode de negociation denie au paragraphe precedent sont destines a assurer que toute
requ
ete issue sur une association sexecute toujours dans les temps impartis Ce sont en fait des
tests de faisabilite La seule facon de garantir que les requ
etes ne manquent jamais leurs echeances est
deectuer les tests dordonnancement avec les valeurs les plus defavorables Il faut donc considerer ces
requ
etes comme des t
aches sporadiques de periode T
min
i
 de temps de traitement C
max
i
et decheance
D
min
i

  Choix de lalgorithme
Les tests dordonnancement dependent de lalgorithme utilise pour executer les requ
etes de service
MMS La donnee de lecheance D
min
i
et larrivee dynamique et imprevisible des t
aches suggere luti	
lisation de lalgorithme Earliest Deadline First EDF "LL# Lalgorithme EDF aecte les priorites
des t
aches en fonction de leur echeance La priorite la plus importante est aectee a la t
ache ayant
lecheance la plus faible Quand lalgorithme est preemptif a tout moment la t
ache de plus haute
priorite occupe le processeur
Quand les priorites sont aectees de facon dynamique lalgorithme EDF est la methode de choix Il
est particulierement adapte a notre cas puisque lon conna
$t lecheance de chacune des requ
etes MMS
et que ces requ
etes surviennent a des moments imprevisibles bien que separes au pire par les temps
T
min
i
 De plus EDF est un algorithme optimal dans le sens ou tout ensemble de t
aches ordonnancable
peut 
etre ordonnance par EDF "LL#
Lalgorithme EDF est generalement utilise dans les problemes detablissement de connexions temps	
reel "FV # "ZS # En particulier Zheng et Shin proposent des tests dordonnancement pour assurer
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la transmission de paquets de donnees sur des connexions temps	reel impliquant plusieurs sites de
routage "ZS # Les auteurs soulignent que les equations proposees sont susamment generales pour

etre appliquees au cas de lordonnancement de t
aches Elles sont en plus necessaires et susantes dans
certains cas Nous resumons ces resultats en les appliquant au cas des associations MMS temps	reel
 Equation de base
Il nous para
$t inutile denumerer et de demontrer tous les tests dordonnancement proposes dans
la litterature sur les variations de EDF ou dautres algorithmes Nous allons simplement montrer
quelles sont les equations principales que lon peut utiliser dans le contexte de MMS pour assurer
letablissement dune association temps	reel
Nous supposons disposer de n    associations temps	reel Une nouvelle demande dassociation
temps	reel arrive au serveur Le probleme est daccepter ou refuser cette nouvelle association
Dapres lequation donnee dans "ZS # la nouvelle association peut 
etre etablie si et seulement si 
t   
n
X
i 
d
t  D
min
i
T
min
i
e

C
max
i
 t 
La fonction de

est denie par dxe

' n si n   x  n n '       et dxe

'  si x    Le terme
somme represente le temps necessaire pour executer toutes les requ
etes arrivees dans lintervalle "  t#
et dont lecheance ne depasse pas t
Etant donne quil est impossible de tester tous les instants t pour verier cette equation Zheng et
Shin proposent un autre test plus pratique
Le serveur peut assurer le respect des contraintes de temps de lensemble des n associations si et
seulement si 
n
X
i 
C
max
i
T
min
i
  
et
t  -
n
X
i 
d
t  D
min
i
T
min
i
e

C
max
i
 t 
avec 
 - '
n

i 
-
i

 -
i
' fD
min
i
& kT
min
i
 k '        b
t
max
 D
min
i
T
min
i
cg 
 t
max
' maxfD
min
 
     D
min
n

P
n
i 
 
D
min
i
T
min
i
C
max
i
 
P
n
i 
C
max
i
T
min
i
g 
La complexite de ce test est de lordre de la cardinalite de lensemble - Zheng et Shin proposent
un autre test dans le cas ou - devient trop grand Ce nouveau test nest toutefois que susant et
nest pas necessaire voir "ZS #
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 Prise en compte des ressources partagees
Nous avons vu au chapitre  que les objets MMS presents dans un serveur sont susceptibles d
etre
accedes simultanement par plusieurs t
aches ici plusieurs requ
etes de service en cours dexecution
Nous avions alors choisi deectuer un ordonnancement non preemptif des activites concurrentes du
serveur pour resoudre le probleme des ressources partagees
Ne pas autoriser la preemption des requ
etes est en eet la solution la plus simple pour prendre en
compte les ressources partagees Le probleme qui se pose alors est dassurer le respect des echeances
m
eme quand une requ
ete prioritaire surgit alors quune autre est en cours dexecution et ne peut
donc 
etre interrompue Les tests dordonnancement necessitent de prendre en compte le pire des cas
cest	a	dire le cas ou le temps de traitement de la requ
ete en cours dexecution est le plus long parmi
les temps de traitement de toutes les requ
etes pouvant survenir Nous notons C
max
ce temps
Zheng et Shin proposent egalement un test dans ce cas 
t  D
n
X
i 
d
t  D
min
i
T
min
i
e

C
max
i
& C
max
 t 
ou D ' minfD
min
i
   i  ng
La encore il est impossible de tester tous les instants t pour verier cette equation Zheng et Shin
proposent alors une solution similaire a celle de lequation  ou seul un ensemble ni de points doit

etre teste 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& C
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Notons que C
max
peut aussi 
etre le temps de traitement dune requ
ete eectuee sur une association
non temps	reel On peut ainsi combiner lexistence dassociations ayant ou non des contraintes de
temps comme nous lavons indique a la section 
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 Calcul de lecheance minimum
Linter
et dutiliser EDF ainsi que les resultats de "ZS # reside aussi dans la possibilite de resoudre
le probleme suivant  etant donne n    associations temps	reel deja etablies avec un serveur MMS
calculer lors de la demande detablissement dune n
eme
association la valeur minimale acceptable de
D
min
n
connaissant T
min
n
et C
max
n

Nous renvoyons le lecteur a "ZS # pour prendre connaissance des equations resolvant ce probleme
Linter
et dans le cas de MMS est quun serveur peut facilement et rapidement rejeter une demande
de connexion En eet un serveur MMS conna
$t a lavance le pire temps de traitement maximum
de tous les services quil supporte Quand un client fonctionne en mode synchrone le serveur peut
aussi conna
$tre le temps dinter	arrivees minimum qui est donne par les caracteristiques de la pile de
communication Dans ce cas la valeur de lecheance minimum supportee peut aussi 
etre pre	calculee
Le test dacceptation de la demande de connexion se resume alors a une simple comparaison de deux
entiers
 Les associations tempsreel strict trop pessimistes
Nous ne nous etendrons pas plus sur le cas de serveurs MMS a contraintes de temps strictes A
moins de se situer dans des scenarios tres particuliers ou peu de services MMS sont utilises et ou toutes
les requ
etes eectuees ont a peu pres les m
emes caracteristiques

 lutilisation dun serveur MMS res	
pectant des contraintes de temps strictes implique une sous	utilisation tres importante des ressources
et notamment du processeur a cause de la prise en compte des parametres les moins favorables dans
les tests
Le nombre dassociations etablies est alors peu eleve par rapport aux capacites reelles du serveur qui
risque d
etre au repos la plupart du temps Dans la section  nous levons lhypothese du temps	reel
strict et acceptons que certaines requ
etes puissent manquer leur echeance
Exemple 
Supposons que le serveur ne recoive que des requetes Write sur une association donnee i  	 Ces
requetes peuvent arriver avec une periode de de  ms et lecheance minimum fournie par le client
est  ms
Dapr!es nos mesures "CV
# le temps de traitement dune requete Write prend environ 	 ms pour
une variable de type entier alors quil faut jusqu!a  ms pour dix variables de type identique
 

On a donc  C
max
 C
max
 
  T
min
 
  et D
min
 
 
Si $ des requetes envoyees ne concernent quune seule variable et que seuls $ concernent dix
variables alors la charge reelle de cette association est %
 
 
 

 


 $ La charge
utilisee pour les tests dordonnancement est %
max
 

C
max
 
T
max
 



 $ Il y a donc une perte de
		$ pour cette seule association
Dapr!es les equations 
 et 	 on peut etablir jusqu!a cinq associations aux caracteristiques
identiques
Toutefois si seules des requetes de service Write sur une seule variable sont utilisees alors on pourrait
ouvrir jusqu!a dix associations De meme si les clients nont besoin de mettre !a jour les valeurs des
variables que toutes les  ms alors on peut encore ouvrir jusqu!a dix associations au lieu de cinq
	
Les temps les plus defavorables communiques lors de letablissement des associations doivent etre proches des temps
reellement observes
 

Notons toutefois que ces mesures nont pas ete eectuees sur un serveur optimise dans le but dassurer une execution
tempsreel des requetes
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
 Systemes a contraintes de temps laches
Dans les systemes a contrainte de temps l
aches il est acceptable que certaines requ
etes manquent
leur echeance Nous incluons dans cette categorie les requ
etes dont lexecution est refusee car elle
entra
$nerait un non respect des contraintes de temps La notion dassociation temps	reel dispara
$t et
le serveur ne se preoccupe pas de la provenance dune requ
ete Toutes les requ
etes sont traitees de
facon identique Le serveur ne conna
$t les caracteristiques dune requ
ete dune t
ache quau moment
de son arrivee cest	a	dire quand elle est retiree de la le dattente de letat RECU A toute requ
ete i
est associe un temps maximum de traitement C
i
et une echeance D
i

Lorsquune echeance est depassee ou quand le serveur prevoit quune echeance va ou pourrait 
etre
depassee plusieurs solutions sont possibles Nous les classons par ordre de severite 
 Rejeter la requete avant son execution Il faut donc que le serveur eectue un test de
faisabilite lors de la reception de chaque requ
ete Ce cas est le plus proche du temps	reel strict
puisque toutes les requ
etes dont lexecution est commencee sont assurees de voir leur echeance
respectee
 Annuler la requete en cours dexecution Ce cas se produit lorsque la requ
ete a ete demarree
et na toujours pas ni son traitement lorsque son echeance arrive
 Retarder lexecution de la suite de la requete pour ne continuer que lorsquune plage de
temps libre existe
 Continuer lexecution de la requete malgre tout et accepter cette situation de surcharge
Les consequences de lincapacite a respecter les contraintes de temps dictent le choix de la solution
appropriee Cette solution depend donc des caracteristiques et de lutilisation de lapplication serveur
consideree Pour les deux dernieres solutions il peut aussi 
etre interessant dinformer le client de
lincapacite a satisfaire lecheance de la requ
ete Toutes ces solutions sont examinees dans les sections
qui suivent
Jusqua maintenant nous navons fait que rajouter a MMS des mecanismes garantissant lexe	
cution temps	reel des requ
etes Dans cette section nous allons surtout exploiter les mecanismes
proposes par MMS pour assurer une execution en temps	reel l
ache des requ
etes de service MMS Nous
montrons quil est possible de faire en sorte que 
 toute requ
ete de service conrme transporte un parametre temporel representant lecheance de
la requ
ete%
 le serveur MMS utilise ce parametre temporel pour ordonnancer lexecution des requ
etes%
 un client sache si sa requ
ete na pu 
etre executee dans les temps
	 Premiere approche  test de faisabilit e a la r eception
   Principe
La facon la plus immediate et la plus stricte pour contr
oler lexecution des requ
etes de service
MMS est deectuer un test de faisabilite a la reception de chaque requ
ete Si le test echoue la requ
ete
est rejetee et passe directement de letat RECU a letat NON	EXISTANT Dans le cas contraire la
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requ
ete est acceptee et est assuree d
etre executee dans les temps gure  Elle passe alors dans
letat PR


ET
En cas de rejet un message derreur doit 
etre retourne au client qui a eectue la requ
ete Il se
trouve quil est possible de reutiliser certains des messages derreur denis par la norme MMS 
 erreur de classe resource et de code processorresourceunavailable  cette erreur specie
que le processeur ne peut 
etre alloue a la requ
ete
 erreur de classe servicepreempt et de code cancel  cette erreur specie que la requ
ete a ete
annulee pour des raisons propres au serveur
Tests de faisabilité
Unité de traitement
réponse
erreurrequête
Fig  	 Approche test de faisabilite a la reception de chaque requete
Pour utiliser cette approche il faut que le serveur connaisse les valeurs C
i
et D
i
associees a chaque
requ
ete i Nous supposons que le serveur est capable de determiner C
i
en connaissant la requ
ete i et
les parametres quelle transporte Pour ce qui est de la valeur D
i
 nous proposons deux solutions 
 La premiere solution a deja ete evoquee a la section  Il sagit dutiliser le parametre
InvokeId de chaque requ
ete de service pour representer lecheance associee Nous avons vu
quen utilisant  bits de lInvokeId nous pouvions coder des echeances allant jusqua plus de
 heures et demi tout en maintenant a  le nombre de requ
etes eectuees simultanement sur
la m
eme association et ayant une echeance identique Le serveur peut ainsi conna
$tre les valeurs
D
i
de chaque requ
ete i quil recoit
 La deuxieme solution repose sur lutilisation du modicateur Attach To Semaphore Nous sup	
posons que le serveur contient un semaphore banalise S avec n jetons La valeur de n est telle que
n  maxR Toute requ
ete ayant une contrainte de temps est envoyee au serveur avec le modi	
cateur Attach To Semaphore referencant le semaphore S et utilisant le parametre Acceptable
Delay Ce parametre prend la valeur D
i
de la requ
ete Des larrivee de la requ
ete le serveur lit
la valeur Acceptable Delay associee et peut ainsi eectuer le test de faisabilite Si la requ
ete
est acceptee comme n  maxR il se trouve toujours un jeton libre pour cette requ
ete qui ne
reste donc jamais bloquee sur le semaphore S
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Le parametre Acceptable Delay ne sert donc ici que de moyen de transport de lecheance Il
nest fait aucun usage des fonctions associees a ce parametre
Ces deux solutions sont de niveau de modication  La premiere solution est toutefois plus elegante
que la seconde Nous avons volontairement propose la deuxieme solution et utilise un semaphore
MMS pour introduire les deux approches des sections  et  qui sont entierement basees sur
lutilisation du modicateur Attach To Semaphore
Les modicateurs MMS orent eectivement beaucoup plus quun simple moyen de transport de
lecheance dune requ
ete Ils peuvent 
etre utilises pour ordonnancer lexecution des requ
etes pour
annuler ou rejeter les requ
etes qui ne peuvent 
etre executees dans les temps ou encore pour eectuer
des actions correctrices dans le cas decheances non satisfaites Nous pouvons ainsi exploiter les meca	
nismes de MMS pour proposer des approches alternatives Les deux approches suivantes sections 
et  sont optimistes dans le sens ou le serveur accepte toujours une requ
ete Si lecheance de cette
requ
ete ne peut 
etre respectee alors diverses actions denies par MMS sont eectuees
Lalgorithme utilise pour eectuer ces tests de faisabilite depend des caracteristiques du systeme
Il semble toutefois quun algorithme EDF soit une solution satisfaisante pour les m
emes raisons que
celles qui nous ont conduit a ce choix pour les associations temps	reel  les requ
etes surviennent a des
moments imprevisibles lecheance et le temps de traitement ne sont connus qua la reception de la
requ
ete laectation des priorites doit se faire de facon dynamique
	 Seconde approche  utilisation du temps de controle dun s emaphore MMS
Le temps dexecution dune requ
ete dans le serveur peut 
etre contr
ole au moyen du parametre
Control Timeout dun modicateur applique au semaphore S La valeur fournie a ce parametre par
le client est lecheance D
i
de la requ
ete Nous supposons que n  maxR Le nombre de jetons du
semaphore est donc au moins egal au nombre maximum de requ
etes que le serveur peut traiter en
m
eme temps Dans ce cas chaque nouvelle requ
ete dispose toujours dun jeton libre Quand la requ
ete
arrive au serveur le modicateur est traite et le temporisateur associe au parametre Control Timeout
est demarre Si la requ
ete est executee avant son echeance le jeton du semaphore est automatiquement
libere et le temporisateur est desactive
Par contre si le temporisateur expire alors lecheance de la requ
ete est depassee Le comportement
exact du serveur dans ce cas depend des caracteristiques de lapplication de limportance de la requ
ete
et de la politique choisie pour traiter les echeances depassees Le serveur peut 
 Annuler la requ
ete en cours dexecution et envoyer une erreur de classe servicepreempt et de
code timeout
 Avantage  Il ny a aucune inuence sur les autres requ
etes du serveur
 Inconvenient  Il surgit un probleme de coherence d
u a lannulation de la requ
ete En
particulier cette solution semble dicilement applicable dans le cas de requ
etes intrusives
puisque le service MMS peut alors provoquer une action physique dans lequipement indus	
triel
 Laisser la requ
ete sexecuter normalement
 Avantage  Il ny pas dannulation de la requ
ete donc pas de probleme de coherence
 Inconvenient  Ceci peut provoquer un depassement decheances pour dautres requ
etes
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 Retarder lexecution de la requ
ete a un moment ou le serveur dispose de temps libre
 Avantage  Pas de probleme de coherence Pas dinuence sur lexecution des autres re	
qu
etes
 Inconvenient  Le temps de terminaison de la requ
ete qui initialement avait une echeance
est augmente et devient m
eme inconnu
Les actions entreprises pour corriger le depassement dune echeance peuvent 
etre aussi radicales que
la rupture de lassociation service Abort Ceci est declenche automatiquement par le serveur MMS
si lattribut Abort On Timeout du modicateur est VRAI Un tel comportement peut 
etre necessaire
quand lincapacite dune requ
ete a sexecuter avant son echeance invalide lexecution des requ
etes
successives eectuees sur la m
eme association La rupture de lassociation annule toutes les requ
etes
en attente ainsi que la requ
ete en cours dexecution
Parfois lincapacite a satisfaire lecheance ninvalide pas la suite du deroulement de lapplication
On attend alors un comportement moins radical de la part du serveur Si le parametre Abort On
Timeout est FAUX alors il ny a pas de rupture de lassociation Par contre la rubrique de semaphore
concernee passe dans letat HUNG suspendu La norme MMS laisse une grande liberte aux concepteurs
pour decider de ce quil faut faire des rubriques de semaphore suspendues Dans notre cas si la requ
ete
est annulee le jeton detenu est automatiquement remis a disposition des autres requ
etes de service et
la rubrique de semaphore associee est detruite
Une autre caracteristique interessante de MMS provient de la possibilite de declencher automati	
quement un evenement quand une n de temporisation Control Timeout se produit Cet evenement
peut ainsi 
etre utilise pour informer le client que sa requ
ete na pas ete executee dans les temps Cette
solution devrait 
etre adoptee dans le cas ou le serveur laisse la requ
ete poursuivre son execution ou
au contraire la retarde La notication devenement informe alors le client que la reponse quil attend
narrivera pas dans les temps Le client peut alors eectuer des actions de correction telles quannuler
la requ
ete au moyen du service Cancel ou tout autre action en rapport avec lapplication en cours
Notons quil est aussi possible dinformer simultanement dautres clients du depassement de lecheance
Grant souligne dans "Gra# que les utilisateurs doivent 
etre informes du succes ou de lechec dune
requ
ete a sexecuter avant son echeance La solution basee sur la temporisation Control Timeout
proposee ici satisfait donc totalement cette exigence  une reponse positive identie un succes alors
quune reponse negative ou une notication devenement identie un echec Cest une solution ecace
pour associer une echeance a une requ
ete de service MMS Il nest pas besoin dajouter des parametres
temporels supplementaires a la requ
ete De plus MMS ore deja des solutions de retablissement en
cas dechec et celles	ci peuvent 
etre choisies par les clients requ
ete par requ
ete
Notons que nous nutilisons pas le semaphore S de facon classique puisquil ny a jamais aucune
requ
ete qui reste en attente de la liberation de S Ce comportement est toutefois totalement conforme
a MMS Nous proposons dans la section suivante une methode dierente ou les requ
etes peuvent rester
bloquees sur S
	 Troisieme approche  utilisation du temps dattente dun s emaphore MMS
Nous supposons maintenant que n  maxR Le nombre de jetons du semaphore represente donc le
nombre de requ
etes simultanement en cours dexecution Nous precisons ce que nous entendons par
simultanement en cours dexecution plus loin Comme precedemment chaque requ
ete de service qui
desire utiliser les capacites temps	reel du serveur doit contenir un modicateur Attach To Semphore
referencant le semaphore S Quand tous les jetons de S sont pris les requ
etes en arrivee restent
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bloquees et attendent d
etre executees Ainsi une requ
ete arrivant au serveur est 
 mise en attente si tous les n jetons de S sont occupes la requ
ete passe dans letat MODIFI

E%
 executee dans le cas contraire la requ
ete passe dans letat PR


ET puis EN	COURS
Le modicateur de chaque requ
ete de service doit utiliser le parametre Acceptable Delay Rappe	
lons que ce parametre represente le temps maximum que la requ
ete peut attendre avant la liberation
dun jeton du semaphore Cest donc aussi le temps dattente avant que la requ
ete soit selectionnee
pour execution Si tous les jetons sont pris alors un temporisateur est demarre avec la valeur trans	
portee par le parametre Acceptable Delay Si la requ
ete ne peut 
etre executee avant lexpiration du
temporisateur alors cette requ
ete est automatiquement annulee Dans ce cas le serveur envoie au
client correspondant une reponse negative qui indique que la requ
ete de service na pas ete executee
a cause dune n de temporisation Lerreur de classe servicepreempt associee au code timeout est
utilisee a cet eet Le client est ainsi informe que sa requ
ete na pu 
etre executee a temps
Si par contre un jeton du semaphore est alloue a cette requ
ete alors le temporisateur est desactive
et la requ
ete executee Ce jeton est automatiquement libere a la n de lexecution de la requ
ete
et une autre requ
ete en attente peut ainsi poursuivre Toute requ
ete reste dans letat MODIFI

E
jusqua ce quelle soit selectionnee pour execution La le dattente de letat MODIFI

E represente
donc exactement la liste des requ
etes bloquees sur le semaphore S
Cette approche basee sur le parametre Acceptable Delay est illustree sur la gure  Elle assure
que si une requete de service MMS ne demarre pas son execution au bout dun intervalle
de temps donne alors elle ne sera jamais executee Il doit 
etre clair que refuser lexecution
dune requ
ete quand un modicateur ne peut 
etre satisfait fait partie du comportement de MMS Il
ny a pas besoin de rajouter de nouveaux parametres ou de nouvelles fonctionnalites au serveur Cette
approche est donc de niveau de modication 
Notre but initial etait dassocier une echeance a une requ
ete de service MMS pour chercher a borner
le temps quune requ
ete passe dans le serveur Si lon suppose que le client conna
$t le plus petit temps
de traitement possible dune requ
ete i dans le serveur note C
min
i
 il peut aecter la valeur D
i
 C
min
i
au parametre Acceptable Delay Ainsi si la requ
ete na pas debute son execution avant D
i
  C
min
i

il ny aucune chance pour quelle se termine dici D
i
 D
i
  C
min
i
est appele le point de non retour
Toutefois ladoption de la valeur C
min
i
ne permet pas de garantir quune fois demarree la requ
ete
terminera son execution avant D
i
puisquelle peut sexecuter pendant un temps plus long que C
min
i

Il faut alors se baser sur le temps de traitement le plus defavorable de la requ
ete i note C
max
i
 et
non pas sur son meilleur temps Le client aecte donc la valeur D
i
 C
max
i
au parametre Acceptable
Delay Par extension nous appelons toujours ce temps le point de non retour
Cette methode daectation assure que dans le cas de traitement non preemptif des requ
etes si
la requ
ete i debute son execution au pire a son point de non retour alors elle sera executee avant
son echeance Sinon la requ
ete est annulee et ne demarre jamais Cette methode presente toutefois
quelques desavantages 
 Elle necessite un traitement non preemptif des requ
etes sinon il nest pas possible de garantir
quune requ
ete qui demarre avant son point de non retour est executee avant son echeance
puisquelle peut 
etre interrompue par une autre requ
ete
 Elle fait une hypothese pessimiste puisquelle invalide les requ
etes qui pourraient demarrer leur
execution entre D
i
  C
max
i
et D
i
  C
min
i
et terminer avant D
i
 Ceci peut 
etre minimise si la
dierence C
max
i
  C
min
i
est faible
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File d’attente du sémaphore Unité de traitement
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sémaphore
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Fig  	 Utilisation du temps dattente dun semaphore
 Elle impose au client de conna
$tre le pire temps de traitement des requ
etes dans le serveur Ceci
risque d
etre dicilement realisable puisque que ce temps change dun serveur a un autre La
connaissance de C
max
i
va ainsi a lencontre du principe dinteroperabilite de MMS
En general les clients ne connaissent pas le temps que prend le serveur pour executer une requ
ete
donnee Toutefois le rapport "ISOc# souligne quune totale transparence nest pas possible dans les
systemes temps	reel et quil semble que la connaissance des caracteristiques de base de limplantation
dun systeme soit necessaire pour assurer au mieux le respect de contraintes de temps Il faut par
exemple quun client connaisse les temps de transferts maximum assures par la pile de communication
pour pouvoir borner le temps de reponse dune requ
ete de service Les clients doivent aussi conna
$tre
la taille maximum que peuvent avoir les PDUs quils envoient Il nest alors pas totalement surprenant
quun client doive aussi conna
$tre certaines caracteristiques des serveurs avec lesquels il travaille telles
que C
max
i

Pour faciliter cette connaissance des caracteristiques dimplantation les serveurs peuvent inclure
ces caracteristiques dans la liste de leurs capacites ou dans des variables MMS Au moment de leta	
blissement de la connexion le serveur envoie cette information au moyen du service Information
Report Mais le client peut egalement obtenir cette m
eme information en utilisant le service Read
ou Get Capability List En fait il existe certains produits commerciaux ou le client MMS envoie
des dizaines de requ
etes juste apres letablissement de la connexion dans le but dobtenir une image
locale precise de la VMD "Sie# Ce nest quapres que lapplication en tant que telle peut demarrer
La norme MMS est susamment souple pour permettre dimplanter de tels scenarios ayant pour but
dobtenir les donnees temps	reel necessaires au fonctionnement du systeme
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Enn notons quil pourrait 
etre possible de se passer de la connaissance de C
max
i
en acceptant
que le client naecte que la valeur D
i
au parametre Acceptable Delay et que ce soit le serveur qui
change cette valeur de D
i
a D
i
  C
max
i
lors de la reception de la requ
ete Le client na donc pas
besoin de conna
$tre C
max
i
et de plus le serveur peut remplacer C
max
i
par la valeur exacte necessaire au
traitement de la requ
ete et ainsi optimiser lexecution des requ
etes Cependant cette solution modie
le comportement normalise des serveurs et est donc de niveau de modication 
La gure  montre le comportement des trois solutions decrites jusquici  tests de faisabilite
parametre Control Timeout et parametre Acceptable Delay Une eche en traits pleins identie une
reponse MMS positive et donc un succes Une eche en traits pointilles identie au contraire une
reponse MMS negative ou une notication devenement et donc un echec a satisfaire lecheance
2 − Control Timeout
3 − Acceptable Delay
1 − Tests de faisabilité
Fig  	 Comportement des trois approches etudiees
	 Ordonnancement des requetes
Jusqua present linter
et dutiliser les parametres Acceptable Delay et Control Timeout residait
dans la possibilite dannuler automatiquement une requ
ete dont lecheance ne pouvait 
etre satisfaite ou
dont lexecution depassait un certain temps ou bien dinformer le client du non respect de lecheance
Mais nous souhaitons aussi pouvoir ordonnancer lexecution des requ
etes de service MMS en utili	
 CHAPITRE 
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sant ces m
emes mecanismes La technique dordonnancement est dierente selon que lon fonctionne
en mode preemptif ou non preemptif Dans le premier cas la requ
ete en cours dexecution peut 
etre
interrompue par une requ
ete plus prioritaire qui arrive au serveur Dans le second la requ
ete en cours
dexecution se termine toujours Ainsi a tout moment la requ
ete ayant la priorite la plus haute doit
sexecuter cas preemptif ou la prochaine requ
ete qui va sexecuter doit 
etre celle ayant la priorite la
plus haute cas non preemptif La priorite de chaque requ
ete est aectee en fonction des echeances
transportees par les parametres Acceptable Delay et Control Timeout Nous voyons dans les sections
suivantes comment eectuer cette aectation
  Ordonnancement base sur le parametre Acceptable Delay
Cas non preemptif
Nous considerons dabord le mecanisme MMS associe au parametre Acceptable Delay et examinons
le cas non preemptif En labsence daectation de priorite au modicateur Attach To Semaphore
MMS agence les requ
etes en attente de liberation du semaphore S suivant un ordre FIFO Ce nest
donc pas necessairement la requ
ete dont le temps Acceptable Delay restant est le plus faible qui sera
la prochaine a 
etre selectionnee gure 
Nous proposons alors une solution naturelle qui est dordonnancer les requ
etes de service MMS
selon un ordre croissant des parametres Acceptable Delay cest	a	dire a la maniere de la politique
EDF connue En fait du point de vue du client cet ordonnancement suit lalgorithme Least Laxity
First LLF "MD# puisque le parametre Acceptable Delay de chaque requ
ete i recoit la valeur
D
i
  C
max
i

Quand le semaphore S est libre le serveur selectionne et execute la requ
ete en attente dont la
valeur Acceptable Delay restante est la plus faible et ce m
eme si dautres requ
etes sont arrivees au
serveur avant la requ
ete selectionnee Il faut donc que le serveur MMS ordonne la le dattente du
semaphore S selon lordre croissant des parametres Acceptable Delay voir g  Tout se passe
alors comme si chaque modicateur Attach To Semaphore contenait une priorite MMS qui depend
directement de son Acceptable Delay Mais il appartient au serveur de determiner cette priorite
Notons que la valeur reelle de ces priorites na pas dimportance Il importe simplement que lordre de
la le dattente du semaphore respecte lordre donne par les valeurs des Acceptable Delay Ceci evite
davoir a recalculer les priorites MMS de chaque rubrique de semaphore quand une nouvelle requ
ete
arrive et doit 
etre inseree au milieu de la le dattente
Le pseudo	code A resume schematiquement les actions eectuees par un serveur MMS utilisant
lordonnancement base sur le parametre Acceptable Delay
Pour determiner le niveau de modication de cette solution nous nous heurtons a un probleme de
clarte de la norme MMS La norme semble normaliser la politique dordonnancement des les dattente
des semaphores aussi bien dans le cas ou les clients ne specient pas de priorite ordre FIFO que dans
le cas ou des priorites sont donnees ordre suivant celui des priorites Dans ce cas notre solution
presente les desavantages suivants 
 un client ne doit pas specier de priorites dans les modicateurs Attach To Semaphore appliques
au semaphores S%
 lordre FIFO nest pas respecte ce qui modie le comportement du serveur et rend cette solution
de niveau de modication 
Mais la norme MMS specie aussi que le traitement des priorites par un serveur est un probleme
local a la VMD et nest donc pas normalise  Dans ce cas il est possible daecter une priorite a la
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File d’attente du sémaphore Unité de traitement
Jetons du
sémaphore
Serveur
Fig  	 Utilisation du temps dattente dun semaphore avec ordonnancement
rubrique de semaphore en attente en fonction de son Acceptable Delay sans modier le comportement
des serveurs et le niveau de modication est egal a 
M
eme dans le cas dun niveau de modication egal a  cette modication du comportement des
serveurs reste mineure surtout au regard des avantages quapporte notre solution Notons quelle se
limite au seul semaphore S utilise pour notre execution temps	reel Par ailleurs les clients utilisant S
le font dans le but dutiliser les facilites temps	reel du serveur et nont donc aucun inter
et a ajouter
des priorites a leurs requ
etes
Cas preemptif
Il nest pas possible dutiliser un ordonnancement preemptif des requ
etes avec une solution basee sur
le parametre Acceptable Delay sans devoir rajouter un temporisateur supplementaire En eet quand
une requ
ete est selectionnee pour execution un jeton du semaphore S est pris et le temporisateur
Acceptable Delay est desactive Il ne reste alors plus de mecanisme permettant de verier que la
requ
ete va ou non manquer son echeance Dans le cas non preemptif quand une requ
ete nest pas
annulee avant la prise de contr
ole du jeton elle sexecute toujours dans les temps puisque que son
execution debute toujours avant D
i
  C
max
i
 Ainsi lexecution de cette requ
ete se termine toujours
avant D
i
 Dans le cas preemptif il ny a pas de telle garantie puisque la requ
ete peut 
etre interrompue
a tout moment
Notons que la technique dordonnancement basee sur le parametre Acceptable Delay que nous
venons de presenter est relativement proche du fonctionnement de lalgorithme D
over
"KS# Cet
algorithme ordonnance les t
aches selon une politique EDF tant quil ny a pas de surcharge cest	a	
dire tant quaucune t
ache ne va manquer son echeance Quand une t
ache ayant pour echeance D et
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
 Reception dune requete req
i

 si un jeton de S est libre alors

 saisir un jeton de S

 executer req
i


 sinon

 demarrer le temporisateur Acceptable Delay de req
i


 inserer req
i
dans fileetat MODIFI

E par ordre de priorite

 n si

 Terminaison dune requete req
i

 arreter le temporisateur Acceptable Delay de req
i


 envoyer la reponse de req
i


 liberer le jeton pris

 si fileetat MODIFI

E   alors

 retirer la requete req
j
en tete de fileetat MODIFI

E

 saisir un jeton de S

 executer req
j


 n si

 Fin de temporisation Acceptable Delay de req
k

 retirer req
k
de fileetat MODIFI

E

 envoyer une reponse negative pour req
k

Algorithme A Ordonnancement base sur le parametre Acceptable Delay
temps dexecution C na pas debute son execution avant D  C cette t
ache peut 
etre annulee D
over
nannule toutefois pas necessairement cette t
ache mais peut choisir den annuler une autre selon un
critere base sur le calcul dun poids pour chacune des t
aches
 Ordonnancement base sur le parametre Control Timeout
Notre solution dordonnancement des requ
etes base sur le parametre Control Timeout se fait de
facon identique a celui decrit a la section precedente Mais cette fois	ci les requ
etes sont toutes dans
letat PR


ET Lordonnancement est toujours similaire a lalgorithme EDF et se fait sur les valeurs
Control Timeout Du point vue des clients lalgorithme est egalement EDF puisque pour chaque
requ
ete i la valeur transportee par le parametre Control Timeout est D
i
 Le serveur MMS utilise les
priorites de la m
eme facon que precedemment
Contrairement a la solution basee sur le parametre Acceptable Delay il est maintenant possible
de travailler en mode preemptif et dinterrompre la requ
ete en cours si une requ
ete plus prioritaire
arrive au serveur
  
 Une requ
ete plus prioritaire est denie comme une requ
ete dont le temps Control
Timeout initial est plus petit que le temps Control Timeout restant de la requ
ete en cours Les
requ
etes interrompues retournent dans letat PR


ET transition  sur la gure 
Nous illustrons avec le pseudo	code A la technique dordonnancement basee sur le parametre
  
Nous ne traitons pas du probleme de protection des ressources ici Nous sommes interesses par decrire ce quil est
possible de faire avec MMS Sil existe des ressources partagees on preferera la methode precedente
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
 Reception dune requete req
i

 saisir un jeton de S

 demarrer le temporisateur Control Timeout de req
i


 si CT
i
 CT
courant
alors

 interrompre req
courant


 inserer req
courant
dans fileetat PR

ET par ordre de priorite

 executer req
i


 sinon

 inserer req
i
dans fileetat PR

ET par ordre de priorite

 n si

 Terminaison dune requete req
i

 arreter le temporisateur Control Timeout de req
i


 envoyer la reponse

 liberer le jeton pris

 si fileetat PR

ET   alors

 retirer la requete req
j
en tete de fileetat PR

ET

 executer req
j


 n si

 Fin de temporisation Control Timeout de req
k

 retirer req
k
de fileetat PR

ET

 envoyer une reponse negative pour req
k
 une notification devenement ou

 rompre lassociation correspondant a req
k


 liberer le jeton pris
Algorithme A Ordonnancement base sur le parametre Control Timeout
Control Timeout CT
i
represente la valeur transportee par le parametre Control Timeout de la
requ
ete req
i
 CT
courant
le temps de contr
ole restant pour la requ
ete req
courant
en cours dexecution
La table  resume les resultats et caracteristiques des trois approches etudiees  tests de faisabilite
utilisation du parametre Control Timeout et utilisation du parametre Acceptable Delay
Notons que lutilisation du modicateur Attach To Semaphore permet a des requ
etes temps	reel et
non temps	reel de co	exister En eet puisque les parametres Acceptable Delay et Control Timeout
sont optionnels leur absence ou simplement labsence de modicateur signie que la requ
ete cor	
respondante na pas de contraintes de temps Le serveur peut lexecuter lorsquil existe des plages de
temps libre du processeur
	 Politique dallocation des jetons du s emaphore
Nous avons propose des solutions basees sur les semaphores MMS pour contr
oler lexecution des
requ
etes MMS Limportant est que le mecanisme de semaphore MMS soit utilise et se comporte tel
que decrit dans la norme MMS et surtout quil soit percu par les clients tel quun semaphore MMS
Limplantation reelle des procedures manipulant le semaphore S nest pas du ressort de MMS En
fait ces procedures doivent 
etre adaptees a nos besoins temps	reel et leur implantation peut 
etre
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Crit!eres Solutions
Tests de faisabilite Acceptable Delays Control Timeouts
Possibilite dinterrompre la oui non oui
requete en cours
Les clients doivent non ouinon non
conna&tre C
max
i
Les serveurs doivent oui nonoui non
conna&tre C
max
i
Temps necessaire avant de savoir
si lecheance est manquee duree du test D
i
 C
max
i
D
i
cas nonpreemptif
Temps necessaire avant de savoir si duree du test  D
i
lecheance est manquee cas preemptif
Consequences du non respect requete rejetee requete annulee rupture dassociation
dune echeance notication devenement
Requete possiblement annulee non non oui
pendant son execution
Actions correctrices le client le client le serveur etou le client
eectuees par
Surcharge temporaire du serveur non possible possible
Nombre initial de jetons n  maxR n  maxR n  maxR
du semaphore
Le serveur acqui!erelib!ere non oui non
des jetons du semaphore
Ordonnancement quelconque LLF EDF
Niveau de modication  	 	
sans ordonner les requetes
Niveau de modication   ou   ou 
avec ordonnancement des requetes
Tab  	 Comparaison entre les trois approches presentees
completement dierente de celle des procedures manipulant les autres semaphores du serveur cest	
a	dire ceux qui ne sont pas utilises dans le but de contr
oler lexecution des requ
etes de service MMS
Ceci est rendu possible par le fait que la norme MMS ne specie que ce que les clients doivent percevoir
et non comment realiser les procedures dun serveur
Mais il est important pour les concepteurs dapplications serveur de comprendre comment les jetons
du semaphore S sont alloues Si lon utilise la solution basee sur les Control Timeout  alors il ny a
aucun probleme puisque chaque requ
ete acquiere toujours un jeton En eet le semaphore contient
initialement autant ou plus de jetons libres que le nombre de requ
etes simultanees que peut recevoir
le serveur n  maxR
Par contre dans le cas des Acceptable Delay la methode dallocation des jetons est un peu plus
complexe Il est necessaire de determiner plus precisement le nombre initial n de jetons du semaphore
S Nous avons dit que n represente le nombre de requ
etes pouvant sexecuter simultanement sur le
serveur
Si lon reste strictement dans le cadre de nos deux hypotheses initiales suivantes 
 larchitecture materielle est mono	processeur%
 les services bloquants et suspensibles ne sont pas pris en compte dans notre analyse temps	reel%
alors n est le nombre de requ
etes dans letat EN	COURS et n ' 
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Notons dabord que si lon leve lhypothese dune architecture mono	processeur n est toujours le
nombre de requ
etes dans letat EN	COURS mais ne vaut plus  Le nombre de jetons de S est alors
egal au nombre de processeurs ceci dans lhypothese ou chaque requ
ete de service est executee sur un
processeur
Nous levons maintenant la deuxieme hypothese ci	dessus et acceptons de traiter les services blo	
quants et suspensibles avec la methode Acceptable Delay Pour obtenir une utilisation du processeur
acceptable il est necessaire dautoriser lexecution de requ
etes de service pendant que dautres sont
bloquees etou suspendues Il faut donc que S dispose de plus dun jeton puisque les requ
etes bloquees
et suspendues ne liberent leur jeton que lorsquelles se terminent
Ainsi nous pouvons armer plus precisement qua tout moment le nombre de jetons pris par des
requ
etes de service doit representer le nombre de requ
etes qui sont sorties de letat MODIFI

E sans
avoir encore atteint letat NON	EXISTANT Le nombre n nest donc plus simplement le nombre de
requ
etes dans letat EN	COURS et doit 
etre superieur a  pour permettre a une requ
ete en attente
de prendre un jeton quand dautres requ
etes se trouvent bloquees ou suspendues
Nous sommes alors confrontes a deux problemes 
 Comment allouer et desallouer les jetons
 Quelles valeurs de temps les clients doivent	ils fournir aux requ
etes bloquantes et suspensibles
Allocation des jetons
La norme MMS precise quun serveur peut localement prendre le contr
ole dun semaphore ou
peut localement liberer un semaphore Le terme localement signie que le serveur prend la decision
dacquerir ou de liberer un semaphore de facon independante cest	a	dire sans intervention dun
client Un serveur peut donc modier dynamiquement le nombre de jetons occupes du semaphore
S en fonction de la charge du serveur ou dautres criteres Nous allons utiliser cette possibilite pour
prendre en compte les requ
etes bloquees et suspendues Dans ce cas les serveurs MMS doivent 
 Acquerir initialement n    jetons de S
 Liberer un jeton quand une requ
ete passe dans letat BLOQU

E ou SUSPENDU
 Acquerir un jeton quand une requ
ete passee dans letat BLOQU

E ou SUSPENDU se termine
Cette facon de faire permet aux requ
etes en attente dans letatMODIFI

E de ne pas rester bloquees
jusqua ce quune requ
ete bloquee ou suspendue se termine
Aectation des Acceptable Delay
Le blocage ou la suspension dune requ
ete sapparente un peu a une preemption Comme nous
lavons vu lutilisation du parametre Acceptable Delay se pr
ete mal a la preemption et il est plus
souhaitable dutiliser le parametre Control Timeout Mais nous nous placons ici dans le cas de la
technique basee sur lAcceptable Delay
Pour simplier le probleme et borner le temps dexecution dune requ
ete bloquante ou suspensible
nous imposons que les requ
etes dans letat BLOQU

E ou SUSPENDU soient prioritaires par rapport
aux requ
etes dans letat MODIFI

E Cela signie quune requ
ete dont la condition de suspension ou
de deblocage est satisfaite sexecute avant toute requ
ete situee dans letat MODIFI

E Toujours pour
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simplier nous imposons un ordre FIFO dans lexecution des requ
etes sortant des etats SUSPENDU
ou BLOQU

E
 

Le temps de traitement dune requ
ete suspensible ou bloquante se divise en deux phases  avant et
apres la suspension ou le blocage Pour garantir quune requ
ete i suspensible ou bloquante sexecute
dans les temps impartis ou pas du tout il faut aecter au parametre Acceptable Delay lecheance D
i
a laquelle on soustrait les temps suivants 
 la duree maximale de la suspension ou du blocage pour tenir compte du temps darr
et de la
requ
ete%
 le temps de traitement complet de la requ
ete phase de traitement avant et apres blocage ou
suspension comme pour une requ
ete immediate%
 le pire temps de traitement possible parmi toutes les requ
etes MMS acceptees par le serveur
Ceci permet de tenir compte du fait que lors de sa reprise la requ
ete suspendue ou bloquee ne
peut interrompre lexecution de la requ
ete en cours et doit attendre sa terminaison%
 maxR  fois le pire temps de traitement apres blocage ou suspension de toutes les requ
ete
bloquantes et suspensibles Ceci permet de tenir compte du fait que plusieurs requ
etes peuvent

etre bloquees ou suspendues en m
eme temps et que la prochaine a sexecuter parmi ces requ
etes
nest pas necessairement la requ
ete i Et il peut potentiellement y avoir maxR  autres
requ
etes bloquees ou suspendues qui sexecutent avant la requ
ete i
La connaissance precise de tous ces temps par un client est relativement peu probable et rend cette
methode impraticable dans le cas general et de toutes facons tres pessimiste On peut toutefois se
restreindre a des cas plus pratiques dans la mesure ou lon conna
$t plus de details sur le systeme en
presence On peut par exemple nautoriser que les requ
etes suspensibles limiter le nombre de requ
etes
suspensibles simultanement acceptees par le serveur etc
Remarquons par contre quil est relativement peu important daecter des echeances aux services
bloquants Nous avons deja mentionne que ces services ont generalement un temps dexecution inconnu
dans la mesure ou les conditions permettant la continuation de cette execution sont externes au serveur
MMS Il en va de m
eme des requ
etes modiees par un modicateur dierent de Attach To Semaphore
sur S De plus la plupart des services bloquants contiennent de par leur denition un parametre
permettant au serveur de contr
oler le temps dattente du service dans letat BLOQU

E Ceci fait
partie integrante de lexecution du service et est independant du modicateur Attach To Semaphore
Ainsi nous pouvons raisonnablement considerer que les requ
etes allant dans les etats BLOQU

E ou
MODIFI

E pour une autre raison que le semaphore S perdent leur priorites cest	a	dire que le serveur
nest plus tenu de satisfaire leur echeance Ceci justie notre hypothese de depart
		 Combinaison des Acceptable Delay et des Control Timeout
Lutilisation simultanee des deux parametres Acceptable Delay et Control Timeout permet un
contr
ole encore plus n sur lexecution des requ
etes MMS On peut alors garantir simultanement les
deux points suivants 
 
Ceci nest pas toujours satisfait en particulier pour les requetes Take Control utilisant des priorites
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 Si une requ
ete ne demarre pas son execution avant un temps donne alors celle	ci est
annulee et ne sexecute jamais Le client recoit un message derreur speciant que sa
requ
ete na pas pu 
etre executee
 Si une requ
ete ne termine pas son execution avant un temps donne alors le serveur envoie
une notication devenement au client concerne etou termine lassociation correspon	
dante La requ
ete peut aussi 
etre annulee si tel est le choix dimplantation du serveur
considere Ceci ne fait toutefois pas parti des specications MMS
Les clients nont plus necessairement besoin de fournir les valeurs D
i
au parametre Control Timeout
et D
i
  C
max
i
au parametre Acceptable Delay En fait un client peut decider daecter nimporte
quels temps qui lui semblent utiles Il sut quil precise le temps maximum dattente avant lexecution
eective de la requ
ete ainsi que le temps maximum dexecution apres la prise en charge de la requ
ete
Le serveur se charge ensuite du traitement de la requ
ete
La politique dallocation des jetons du semaphore S est ici legerement dierente de celle etudiee
jusqua present Il faut avoir n  maxR pour que lutilisation des Acceptable Delay ait un sens Mais
il faut aussi que n   sans quoi les Control Timeout ne presentent que peu dinter
et Il appartient
alors au serveur de contr
oler a tout moment le nombre de jetons mis a disposition des requ
etes un peu
a la facon du traitement des requ
etes bloquantes et suspensibles presente a la section  Rappelons
que toute requ
ete est dans letat MODIFI

E jusqua lobtention dun jeton Une requ
ete dans letat
EN	COURS ou PR


ET dispose deja dun jeton La combinaison des deux techniques permet dobtenir
un contr
ole sur le temps que passent les requ
etes dans letat MODIFI

E et sur le temps quelles passent
dans les etats EN	COURS et PR


ET Il faut en fait decider du critere menant a la preemption de
la requ
ete en cours dexecution et donc a la liberation dun jeton du semaphore par le serveur Les
requ
etes en attente de liberation du semaphore S ne doivent pas avoir une priorite susamment grande
pour interrompre la requ
ete en cours Par contre le serveur doit verier en fonction de ce critere toute
requ
ete en arrivee pour savoir si la requ
ete en cours dexecution doit 
etre interrompue ou non
La gure  montre comment lutilisation simultanee des deux techniques se traduit au niveau des
temps de calcul dans un serveur MMS Le temps avant la prise en charge de la requ
ete est contr
ole par
le parametre Acceptable Delay Le temps dexecution eective est contr
ole par le parametre Control
Timeout
Client Serveur
Fig  	 Utilisation simultanee des deux techniques
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La gure  resume le fonctionnement des techniques combinees Acceptable Delay et Control
Timeout sous forme dun automate de Nutt "Nut#
prêt
attente
traite
fin
requête reçue
démarrer temporisateur acceptable delay
acceptable delay expiré
envoyer réponse négative
jeton acquis
démarrer temporisateur control timeout
arrêter temporisateur acceptable delay
jeton libéré control timeout expiré
arrêter temporisateur control timeout
envoyer réponse
envoyer réponse négative
rompre l’association
envoyer notification d’événement
Fig  	 Automate de Nutt pour le traitement dune requete
	 Implantation
Limplantation des algorithmes permettant lexecution temps	reel des requ
etes de service MMS
est du ressort des concepteurs de serveurs Notre but ici etait de montrer que MMS fournit certains
mecanismes qui autorisent les clients a demander une execution temps	reel de leurs requ
etes de service
Nous allons maintenant donner quelques suggestions quant a limplantation des serveurs
Quand un client utilise le parametre Acceptable Delay resp Control Timeout il souhaite que le
decompte du temporisateur demarre au moment ou la requ
ete est inseree dans la le dattente de letat
RECU Toutefois le decompte eectif ne commence que quand la requ
ete est dans letat MODIFI

E
resp PR


ET et que le semaphore a ete consulte Ceci est illustre sur la gure  pour le parametre
Acceptable Delay ou lon voit aussi que dans le cas general le temps Acceptable Delay ne represente
pas le temps quun client souhaite attendre avant que le semaphore soit libre contrairement a ce qui est
souvent arme Par ailleurs les transitions MODIFI

E a NON	EXISTANT PR


ET ou EN	COURS a
NON	EXISTANT survenant lors de lexpiration dun temporisateur impliquent un traitement menant
a la construction dune PDU reponse negative ou a une PDU notication devenement Ce traitement
nest bien entendu pas instantane et lenvoi de la PDU au client concerne nintervient quapres
Pour regler ces problemes nous avons initialement fait lhypothese que les temps de transition entre
les dierents etats dune requ
ete de service dans un serveur sont negligeables Nous avons egalement
suppose que le temps dattente dune requ
ete dans letat RECU est nul Mais il est clair que prati	
quement ces temps ne sont pas nuls et il est donc necessaire de les minimiser lors de limplantation
du serveur
Nous proposons deux solutions simples pour les prendre en compte et les minimiser 
 Lors de linsertion dune requ
ete i dans letat RECU la requ
ete est estampillee avec lheure
courante H
i
 Quand le serveur traite le modicateur Attach To Semaphore associe a la requ
ete i


 D

ETECTION TEMPSR

EEL DES

EV

ENEMENTS 
Fig  	 Temps dattente du semaphore et Acceptable Delay
et doit demarrer un temporisateur Acceptable Delay ou Control Timeout il eectue les actions
suivantes 
 Capture du temps courant H %
 Si la valeur V aectee par le client au temporisateur considere est inferieure a H H
i
alors
la requ
ete a deja manque son echeance%
 Si la valeur V aectee par le client au temporisateur considere est superieure a H H
i
alors
le temporisateur est demarre avec la valeur V   H  H
i

Il est dicile de dire si cette solution modie le comportement normalise des serveurs ou au
contraire sen rapproche avec une plus grande precision Dans le premier cas elle est de niveau
de modication  dans le second de niveau de modication 
 Il faut remarquer que les reponses negatives envoyees lors de lexpiration dun temporisateur
Acceptable Delay ou les notications devenement envoyees lors de lexpiration dun tempori	
sateur Control Timeout sont relativement identiques Dans le premier cas seul lInvokeId de
la requ
ete change Dans le second plusieurs parametres peuvent changer mais pratiquement il
sagit essentiellement du nom de lEE associe au client On peut donc en grande partie preparer
a lavance ces PDUs de sorte quil suse de les deposer dans QueueEnvois
 Detection tempsreel des evenements
La detection devenements MMS est un des rares points ou la norme mentionne explicitement
que des contraintes de temps doivent 
etre respectees Ceci provient du fait que les evenements MMS
representent souvent des alarmes qui necessitent donc un traitement privilegie par rapport aux autres
t
aches du serveur Dans "Pim # Pimentel suggere que les evenements MMS doivent respecter des
contraintes temps	reel mais ne propose pas de solution
Rappelons que la detection dun evenement se fait par scrutation periodique de lEC qui represente
cet evenement et de la variable scrutee correspondante Levenement est detecte quand letat de lEC
attribut State change de valeur Pour aider le serveur a scruter les evenements les applications
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client peuvent fournir un intervalle minimum de scrutation ainsi quune priorite aux ECs Ces deux
parametres appeles parametres de scrutation se retrouvent dans les requ
etes de service suivantes 
 Define Event Condition  le temps de scrutation Evaluation Interval et la priorite Priority
sont ainsi aectes a lEC lors de sa creation
 Alter Event Condition Monitoring  le temps de scrutation Evaluation Interval et la priorite
Priority sont utilises pour remplacer les valeurs courantes de ces m
emes attributs dans lobjet
EC
La denition dun EC nimplique pas sa scrutation Celle	ci nest activee que lorsque le service
Alter Event Condition Monitoring est utilise
On peut identier dierentes approches a suivre lorsquun client demande la scrutation dun nouvel
EC ou quil modie les parametres de scrutation dun EC existant 
 Refuser la scrutation de lEC ou la modication des parametres quand ceux	ci conduiraient a
un ordonnancement impossible
 Avantages  les contraintes de temps sont toujours respectees la scrutation se fait selon
des contraintes de temps strictes
 Inconvenients  quand la scrutation dun nouvel EC nest pas acceptee les clients doivent
intervenir pour desactiver la scrutation dECs juges moins importants ou leur aecter des
periodes de scrutation plus grandes
 Accepter la scrutation de lEC ou des nouveaux parametres m
eme sils conduisent a un ordon	
nancement impossible et desactiver automatiquement la scrutation de lEC ou des ECs ayant
la plus basse priorite de facon a permettre lordonnancement a nouveau
 Avantages  les contraintes de temps sont toujours respectees la scrutation se fait selon
des contraintes de temps strictes les ECs les plus importants sont toujours scrutes MMS
permet dinformer les clients concernes par la desactivation des ECs de faible priorite
 Inconvenients  rejet de certains ECs les clients doivent souscrire a la transition ACTIVE
TODISABLED ou IDLETODISABLED pour 
etre informes que la scrutation dun EC est
desactivee
 Toujours autoriser la scrutation de lEC ou le changement donne par les nouveaux parametres
et utiliser les priorites pour ordonner la scrutation lors des eventuelles echeances manquees
 Avantages  les priorites peuvent fournir une mesure de la gravite de lechec a detecter un
evenement donne Le serveur peut alors chercher a assurer la scrutation des ECs les plus
prioritaires
 Inconvenients  il ny a aucune garantie que les contraintes de temps soient tenues sauf
pour les ECs les plus prioritaires
 Toujours autoriser la scrutation de lEC ou le changement donne par les nouveaux parametres
sans se preoccuper des eventuelles echeances ratees
 Avantages  la simplicite de la scrutation
 Inconvenients  il ny a aucune garantie que les contraintes de temps soient tenues
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Dans la suite nous supposons que la detection doit toujours se faire avec des contraintes de temps
strictes Nous allons adopter la premiere approche  lors de la demande dactivation de scrutation dun
EC ou leur du changement de valeurs des parametres de scrutation service Alter Event Condition
Monitoring le serveur calcule si cette nouvelle scrutation peut 
etre acceptee Dans larmative
un nouvel ordonnancement est determine et demarre a un instant donne La facon de determiner
cet instant de demarrage est precisee plus loin Si le serveur est incapable de satisfaire la scrutation
avec ces nouvelles donnees alors le service Alter Event Condition Monitoring echoue et le serveur
retourne lerreur de classe resource et de code processorresourceunavailable ou une erreur de
classe timeresolution
		 Modele pour la d etection d ev enements
Dans cette section nous nassocions plus de contraintes de temps aux requ
etes de service MMS
Nous nous concentrons uniquement sur la detection des evenements Nous traitons donc des ECs de
classe MONITORED et non NETWORKTRIGGERED
Il existe principalement deux approches pour detecter un evenement 
 Detection par interruption  on peut en eet imaginer que tout changement dans la valeur de la
variable booleenne associee a un EC entra
$ne une interruption
 Avantages  le processeur nest pas occupe par lactivite de scrutation et peut 
etre entie	
rement utilise pour les autres t
aches du serveur sauf au moment des interruptions
 Inconvenients  cette solution ne prend pas en compte les transitions ACTIVETO DISABLED
IDLETODISABLED et ANYTODELETED Elle ne permet pas de tenir compte des contraintes
de temps et risque de conduire a une surcharge si plusieurs interruptions se produisent en
m
eme temps Elle rend le serveur MMS dependant du dispositif physique sous	jacent puis	
quil appartient a ce dernier de declencher linterruption En outre cette solution ne permet
pas dintegrer XED au processus de detection des evenements
 Detection par scrutation  cette approche est preconisee par la norme MMS Elle consiste sim	
plement a verier regulierement que letat dun EC est en accord avec la valeur de la variable
qui lui est associee
 Avantages  toutes les transitions sont prises en compte On peut ordonner facilement les
consultations des variables et ECs au moyen de techniques dordonnancement connues On
peut de surcro
$t integrer facilement XED au processus de detection des evenements
 Inconvenients  le processeur est occupe par lactivite de scrutation ce qui diminue sa
disponibilite pour les autres t
aches du serveur
Compte tenu des inconvenients de lapproche par interruptions nous adoptons lapproche par
scrutation preconisee par la norme MMS Le modele retenu est le suivant Nous associons a chaque
EC une t
ache chargee de la scrutation appelee tache de scrutation Cette t
ache est periodique de
periode lintervalle de scrutation de lEC Les temps de traitement de ces t
aches ne sont pas identiques
La t
ache est plus ou moins longue selon quil y ait ou non un evenement qui se produit Lintegration
de XED est une autre cause de disparite des temps de traitement entre t
aches En eet comme
nous lavons vu a la section  le temps devaluation dune expression predicat par XEDI varie en
fonction de cette expression et du nombre de variables qui y sont referencees Chaque t
ache i chargee
de la scrutation dun EC dispose donc dune periode T
i
et dun temps de traitement maximum C
i

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Les actions que doivent executer chacune de ces t
aches sont les suivantes 
 Consultation du Gestionnaire dObjets Evenementiels pour obtenir lidentite de la variable
a scruter et letat de lEC%
 Consultation du Gestionnaire de Variables pour obtenir la valeur de la variable a scruter
ou appel a XEDI sil sagit dun EC XED%
 Comparaison entre letat de lEC et la valeur de la variable%
 Si lEC nexiste plus ou la variable nexiste plus ou
letat de lEC est ACTIVE et la variable ou levaluation de XEDI est FALSE ou
letat de lEC est IDLE et la variable ou levaluation de XEDI est TRUE
alors
a Creer un objet Event Notication EN voir section %
b Capturer le temps courant temps dapparition de levenement et le copier dans lEN%
c Inserer lobjet EN dans la le dattente Event Queue%
sinon terminer la t
ache de scrutation de cet EC
Nous avons souligne a la section  quil est important deectuer levaluation dune expression
predicat par XEDI le plus rapidement possible pour eviter une incoherence dans la detection dun
evenement Il nest cependant pas souhaitable de reduire la periode de scrutation T
i
dun EC pour
assurer une evaluation plus rapide Ceci entra
$nerait une utilisation inutile du processeur La solution
la plus simple est dassocier une echeance D
i
 T
i
a chaque t
ache i responsable de la scrutation dun
EC XED Il nest pas necessaire que cette echeance soit donnee par les clients Il appartient a chaque
serveur de determiner une valeur decheance en fonction de lexpression predicat a analyser Rappelons
quun client peut eectuer une reconguration de la Variable Condition voir section  Dans ce
cas le serveur peut recalculer lecheance D
i
de la t
ache associee Dans le cas ou XED nest pas utilise
nous avons simplement D
i
' T
i

		 Algorithmes utilis es
  Choix de lalgorithme
La donnee a priori de lecheanceD
i
ainsi que des periodes T
i
de chaque t
ache de scrutation suggere
lutilisation de lalgorithme Deadline Monotonic DM "LW# Lalgorithme DM aecte statiquement
les priorites des t
aches en fonction de leur echeance La priorite la plus elevee est aectee a la t
ache
ayant lecheance la plus proche
Lalgorithme EDF pourrait egalement 
etre utilise La dierence entre DM et EDF se fait au niveau
de laectation des priorites qui est statique pour DM et dynamique pour EDF Cela signie que pour
DM il faut conna
$tre a lavance les caracteristiques des t
aches alors que pour EDF celles	ci peuvent

etre connues uniquement au moment ou la t
ache arrive EDF se ramene donc a DM quand on conna
$t
par avance lecheance le temps de traitement et la periode de toutes les t
aches ce qui est le cas ici
Lalgorithme Rate Monotonic RM de Liu et Layland "LL# est egalement tres frequemment
utilise dans les systemes temps	reel RM pourrait 
etre adopte pour eectuer la scrutation des ECs de
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type classique dans la mesure ou T
i
' D
i
 Toutefois RM introduit un certain nombre de limitations
et notamment impose justement que T
i
' D
i
ce que nous ne souhaitons pas pour les ECs de type
XED Cette limitation nappara
$t pas avec DM ou il sut que T
i
 D
i
 Audsley souligne dailleurs
dans "Aud # que RM nest quun cas particulier de DM quand la periode de chaque t
ache est egale
a son echeance
Nous adoptons donc lalgorithme DM pour la scrutation des ECs dans le cas le plus general Plus
precisement ce choix est motive par les raisons suivantes 
 Lecheance et la periode des t
aches sont connues a lavance Il est donc possible detablir a
lavance avant le demarrage de la scrutation un ordonnancement des requ
etes
 DM est un algorithme connu pour lequel des tests dordonnancement precis existent
 DM est optimal dans le sens ou sil existe un algorithme statique capable dordonnancer les t
aches
alors DM le peut egalement Loptimalite de DM a ete etablie par Leung et al dans "LW#
 DM est un algorithme hors	ligne cest	a	dire quil permet ici de trouver un ordonnancement avant
de demarrer la scrutation Il se peut que les tests dordonnancement de lalgorithme DM soient
longs et retardent le demarrage dune nouvelle scrutation Toutefois dans "McE# McElhone
propose une optimisation des tests dordonnancement de lalgorithme DM pour les accelerer et
permettre une utilisation en	ligne de DM
 Il est possible de prendre en compte dans les tests dordonnancement le temps de blocage dune
t
ache quand celle	ci doit acceder a une ressource partagee protegee par semaphore Nous pou	
vons donc adopter un algorithme preemptif tout en assurant lintegrite des ressources partagees
notamment celle des objets EC et variables
 Nous avons initialement neglige les temps passes dans lexecution des routines de lordonnanceur
Toutefois il est egalement possible de prendre en compte ces temps dans les tests dordonnance	
ment de lalgorithme DM Ceci permet alors dobtenir une analyse plus proche du systeme reel
Nous renvoyons le lecteur au travail de Burns et al dans "Bur# et "BTW#
 Equation de base
La encore nous nallons ni enumerer ni demontrer tous les tests dordonnancement existant sur les
variations de lalgorithme DM Nous allons simplement montrer quelles sont les equations principales
que lon peut utiliser dans le contexte de MMS pour assurer une detection temps	reel des evenements
Nous disposons de n ECs a scruter denis dans le serveur et numerotes par ordre de priorite
Ainsi lEC
 
a la priorite la plus elevee donc lecheance D
 
la plus faible Le probleme est de savoir
si lensemble des t
aches de scrutation associees a ces ECs est ordonnancable Dapres la relation
donnee par Audsley et al dans "ABRW# pour garantir quil existe un ordonnancement des t
aches
de scrutation qui respecte les contraintes de temps il sut que 
i    i  n C
i
&
i 
X
j 
d
D
i
T
j
eC
j
 D
i

La relation  sobtient facilement en remarquant que pour toute t
ache i le terme somme repre	
sente linterference sur i des t
aches plus prioritaires que i Cette relation se determine en considerant
un instant critique ou toutes les t
aches de scrutation demandent initialement a 
etre executees au m
eme
moment Un instant critique constitue donc un moment ou la demande dutilisation du processeur est
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la plus forte Liu et Layland ont montre dans "LL# que si un ensemble de t
aches periodiques est
ordonnancable a un instant critique alors il est ordonnancable a tout moment de son execution
La relation de base  sapplique dans le cas le plus simple ou lalgorithme est preemptif les
echeances sont inferieures aux periodes et aucune ressource nest partagee
La relation  denit une condition susante qui est en general pessimiste Audsley propose
dautres tests dordonnancement dont un plus precis et un autre a la fois necessaire et susant Nous
ne detaillons pas ces tests ici et renvoyons le lecteur a "ABRW#
		 D emarrage du nouvel ordonnancement
Nous venons de voir quil etait possible de determiner au moyen de lalgorithme DM si la scrutation
dun ensemble donne dECs est possible Ce test doit 
etre eectue chaque fois que le service Alter
Event Condition Monitoring est execute dans le serveur et que le client fournit de nouvelles valeurs
aux parametres de scrutation
 
ou quil demande la scrutation dun nouvel EC Le test dordonnan
cement donne par lequation   fait donc partie integrante de lexecution du service
Alter Event Condition Monitoring
Dans le cas ou le test sexecute avec succes le probleme est de savoir quand debuter la scrutation
avec le nouvel ordonnancement calcule Linstant de demarrage de la nouvelle scrutation nest pas
normalise par MMS Nous pouvons donc choisir linstant le plus approprie Dans la suite nous appelons
changement de mode la modication des parametres de scrutation ou lajout dune nouvelle t
ache de
scrutation pour reprendre les termes de "TBW#
La solution la plus simple et la plus couramment employee dans ces circonstances consiste a attendre
la n du PPCM Plus Petit Commun Multiple des periodes des t
aches en cours note T
PPCM
 et a
ne commencer la nouvelle scrutation qua cet instant precis note 
k
 Si lordonnancement courant a
commence a un instant t alors 
k
' t&kT
PPCM
avec k '      A tout instant 
k
 on est eectivement
assure que les echeances de toutes les t
aches sont satisfaites On peut alors considerer 
k
comme le
point zero de depart dun nouvel ordonnancement Comme le nouvel ordonnancement calcule apres le
changement de mode satisfait aussi les echeances des t
aches les echeances sont globalement satisfaites
avant et apres 
k

Cette solution presente plusieurs desavantages 
 La duree qui secoule entre lacceptation du changement de mode et linstant 
k
suivant peut 
etre
relativement longue Ceci retarde donc dautant la prise en compte des nouveaux parametres ou
la scrutation du nouvel EC
 Lexecution pendant cet intervalle de temps dune autre requ
ete Alter Event Condition
Monitoring provoquant un changement de mode invalide lordonnancement calcule precedem	
ment
 La norme MMS semble imposer que la reponse du service Alter Event Condition Monitoring
ne doit pas attendre le demarrage de la scrutation du nouvel EC La reception dune reponse
positive par une application client nassure donc pas que la scrutation de lEC est
deja active
On a donc tout inter
et a prendre en compte le changement de mode le plus t
ot possible Tindell
et al proposent dans "TBW# une solution pour accepter le changement de mode avant le point
 
Pratiquement le test nest pas necessaire quand les parametres de scrutation fournis sont moins severes
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k
suivant Les auteurs proposent en fait une analyse pour determiner si un ensemble de t
aches est
ordonnancable si lon eectue un changement de mode a tout moment Nous nallons pas detailler les
equations assez fastidieuses decrites dans cet article mais simplement extraire et adapter celles qui
sont utiles pour notre analyse
Dans le cas de MMS deux situations peuvent entra
$ner un changement de mode La reconguration
dune Variable Condition provoque un changement du temps de traitement et eventuellement de
lecheance associes a la t
ache de scrutation Un service Alter Event Condition Monitoring peut
provoquer soit larrivee dune seule nouvelle t
ache soit la modication de la periode dune seule t
ache
mais pas les deux a la fois En ce sens la detection devenements MMS constitue un cas particulier
du probleme traite dans "TBW# ou un changement de mode peut impliquer lapparitiondisparition
simultanee de plusieurs t
aches ainsi que la modication des parametres dautres t
aches
Le probleme est de savoir si toutes les t
aches de scrutation satisfont toujours leur echeance quand
un changement de mode intervient a un instant donne Tout dabord notons quil y a trois types de
t
aches 
Type    celles qui ne subissent aucun changement Pour ces t
aches il faut alors assurer que le
changement de mode nentra
$ne pas le non respect dune echeance
Type   celles dont la periode lecheance etou le temps de traitement sont modies
 
 On est
alors en presence de deux versions de telles t
aches  une ancienne et une nouvelle Quelque soit
linstant ou le changement de mode est requis on laisse toujours la t
ache de scrutation en cours
se terminer La version modiee de la t
ache ne peut debuter au plus t
ot quapres la n de la
periode de lancienne version de la t
ache en cours Pour ces t
aches il faut alors assurer que
lecheance des anciennes et nouvelles versions sont respectees
Type   les nouvelles t
aches Il faut egalement assurer que leur echeance est respectee
Le principe de lanalyse est de trouver le temps de reponse
 
le plus defavorable de chacune des
t
aches en presence et de le comparer a leur echeance Soit une t
ache i de type  ou une ancienne
version dune t
ache de type  Nous notons W
i
la fen
etre correspondant au temps de reponse de la
t
ache i et x le moment relatif au debut de cette fen
etre ou se produit le changement de mode
Dapres les resultats de Tindell et al les equations suivantes ici adaptees a notre cas permettent
de trouver par iteration le temps de reponse de la t
ache i 
Cas ou seule une nouvelle t
ache k est introduite
W
n 
i
' C
i
&
X
jhpi
d
W
n
i
T
j
eC
j
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W
n
i
  x
T
k
e

C
i
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
ou hpi est lensemble de toutes les t
aches sauf k plus prioritaires que i% C
i
k
designe C
k
si la t
ache
k est plus prioritaire que i et  sinon La fonction dxe

est identique a dxe mais rend  quand x   
Le terme somme correspond a linuence sur la t
ache i de toutes les anciennes t
aches plus prioritaires
que i Le troisieme terme represente quant a lui linuence sur la t
ache i de la t
ache k nouvellement
ajoutee par le changement de mode dans le cas ou cette nouvelle t
ache est plus prioritaire que i Dans
le cas contraire la t
ache k na pas dinuence sur i
 
Une modication de la priorite MMS dun EC est possible avec le service Alter Event Condition Monitoringmais
nous nadoptons pas la priorite MMS pour la scrutation des ECs Ce changement na donc aucun eet sur la scrutation
 
Le temps de reponse dune tache est deni comme le temps secoulant entre le moment ou la tache demande a etre
executee et le moment ou son execution se termine
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Cas ou les parametres dune t
ache k sont modies
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ou K
k
' d
x
T
k
e et k
 
represente la t
ache k avec les nouveaux parametres
Le troisieme terme represente linuence sur la t
ache i de la t
ache k modiee par le changement
de mode dans le cas ou cette t
ache est plus prioritaire que i que ce soit son ancienne ou sa nouvelle
version Dans le cas contraire la t
ache k na pas dinuence sur i
On peut montrer que les deux equations  et  convergent vers une valeur W
i
x cest	a	dire
	 n j W
n 
i
' W
n
i
' W
i
x ou alors quil existe une valeur de n telle que W
n
i
 D
i
 Notons r
i
le
pire temps de reponse de la t
ache i parmi toutes les valeurs de x Pour 
etre assure que le systeme
est ordonnancable a tout instant x ou se produit le changement de mode il faut encore satisfaire
lequation suivante 
D
i
 r
i
' max
x
"W
i
x# 
Tindell et al proposent alors une solution pour trouver et ne tester que des valeurs signicatives
de x Il reste ensuite le probleme qui consiste a calculer le temps de reponse dune nouvelle version
dune t
ache aectee par un changement de mode Une analyse similaire a celle que nous venons de
voir est decrite dans "TBW#
La solution proposee ici ne sapplique que dans le cas ou lalgorithme dordonnancement utilise est
preemptif Tindell et al montrent neanmoins comment prendre en compte les ressources partagees en
utilisant PCP a la facon de lequation  
Nous convenons que toutes ces techniques peuvent sembler trop poussees pour aboutir a une
simple detection devenement Pour des implantations reduites et performantes qui ne supportent pas
XED et ou la consultation de letat dun EC et dune variable se chire en microsecondes il est clair
que la mise en oeuvre des techniques presentees ici est inutile et trop lourde Toutefois il faut rappeler
et souligner que de nombreux facteurs tendent a augmenter les temps de traitement des t
aches 
 Les temps de lecture des objets ECs et variables varient en fonction dune application donnee
Sil est necessaire dacceder au dispositif physique sous	jacent ces temps peuvent 
etre longs
 Linterpretation avec XED dune expression predicat augmente considerablement les temps de
scrutation dun EC et peut de plus necessiter de lire de nombreuses variables MMS lors dune
seule scrutation
 Dans certaines conditions il pourrait 
etre possible dintegrer le traitement des evenements a
la t
ache de scrutation ce qui facilite la gestion des evenements et assure en plus quil existe
une valeur de temps au plus tard apres laquelle toutes les notications devenements ont ete
envoyees
Aussi les solutions basees sur DM que nous exposons ici ont essentiellement pour but douvrir des
perspectives et ne sont que des suggestions susceptibles de sappliquer a certains types de systemes
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		 Ex ecution des autres taches du serveur
La capacite a assurer la scrutation dun ensemble dECs implique de facon evidente que 
n
X
i 
C
i
T
i
  
Dans le cas contraire la demande imposee au processeur pour la seule scrutation des evenements
est superieure a ce quil est possible de faire Pour permettre lexecution des autres t
aches du serveur il
faut reserver une partie du temps du processeur a cet eet Il ne faut donc pas appliquer lequation 
a la lettre puisquune charge de  implique que le processeur sur lequel tourne lapplication serveur ne
soccupe que de la detection des evenements Ceci est pour le moins inutile puisque quaucune requ
ete
de service ne peut alors 
etre executee par le serveur MMS
Comme nous lavons souligne a la section  il convient donc dintroduire une limitation sur le
nombre dECs a scruter ou plut
ot sur le temps CPU dedie a la detection des evenements
 

Nous notons L
ev
cette limitation   L
ev
  Il sut alors de transformer lequation  en 
n
X
i 
C
i
T
i
 L
ev

pour assurer quune fraction de temps au plus  L
ev
est reservee a lexecution des t
aches autres que
la detection des evenements Lors de lexecution du service Alter Event Condition Monitoring il
faut donc egalement assurer le respect de lequation 
Il existe dans la litterature de tres nombreux travaux sur le probleme de lordonnancement dun
ensemble de t
aches periodiques a contraintes de temps strictes en presence de t
aches sporadiques ge	
neralement a contraintes de temps l
aches On trouvera un bon resume de ces travaux dans "SSL#
et "GB# Nous nallons pas detailler ces methodes ici Nous proposons simplement dexecuter len	
semble des autres t
aches dun serveur pendant le temps libre laisse par la scrutation des evenements
Selon la methode utilisee et les priorites aectees a chacune des activites concurrentes et des requ
etes
de service on peut ou non garantir le respect deventuelles contraintes de temps associees a ces autres
t
aches
On peut par exemple choisir detablir des niveaux de priorites entre les activites concurrentes tel que
nous lavons propose a la section  On favorise ainsi le traitement des evenements puis lexecution
des requ
etes de service Ainsi chaque fois que le processeur nest pas aecte a une t
ache de scrutation
il traite dabord lensemble des evenements survenus puis lensemble des requ
etes MMS arrivees etc
Ceci se fait dans la limite du temps disponible pour ces t
aches
		 Prise en compte des ressources partag ees
Lequation  suppose que les t
aches de scrutation peuvent 
etre interrompues par lordonnanceur
a tout moment ce qui met en peril les objets MMS partages Par ailleurs la prise en compte des autres
t
aches du serveur augmente dautant plus les possibilites dacces aux objets MMS partages Il est donc
necessaire de proteger les acces a ces objets tout en garantissant le respect des contraintes de temps
des t
aches de scrutation Un acces atomique aux objets MMS est dailleurs expressement requis par
la norme MMS lors du traitement dune transition devenement
 
Le nombre dECs a scruter ne constitue pas une limitation precise dans la mesure ou le temps pris pour la scrutation
peut varier dun EC a lautre surtout lorsque XED est utilise
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Linformation partagee utilisee par les t
aches de scrutation est composee 
 des objets ECs scrutes%
 des variables booleennes associees a chaque EC classique%
 des Variables Condition associees a chaque EC XED%
 des variables nommees MMS referencees dans les Variables Condition
Chaque EC nest accede que par la t
ache de scrutation qui lui est associee Toutefois dautres
activites concurrentes ainsi que les requ
etes de service MMS peuvent requerir un acces a un EC en
cours de scrutation Les variables sont non seulement accedees par les autres activites concurrentes et
les requ
etes de service mais potentiellement par dautres t
aches de scrutation De plus le traitement
des evenements survenus apres detection ou declenchement implique un acces de lETP
 	
aux objets
EA et EE
Ceci est resume sur la table 
Objets Requetes de Traitement des Taches de
MMS service ou TP evenements ou ETP scrutation ou EM
Event Condition RW R RW
Event Action RW R
Event Enrollment RW RW
Variable booleenne RW R
Variable Condition XED RW R
Variables referencees XED RW R
Tab  	 Conits dacces aux objets MMS R 	 acces en lecture  W 	 acces en ecriture
Nous choisissons ici de proteger les objets MMS ainsi que toutes les donnees partagees dune VMD
par semaphores Mais ceci necessite alors de conna
$tre le pire temps de blocage que peut experimenter
une t
ache de scrutation en attente dun semaphore occupe Le protocole PCP que nous avons deja
mentionne est particulierement adapte puisquil permet dobtenir une borne sur le temps pendant
lequel une t
ache risque d
etre bloquee sur un semaphore "SRL # "SRSC # En utilisant PCP Sha
et al ont montre quune t
ache ne pouvait 
etre bloquee plus dune fois par une t
ache de priorite plus
faible Par ailleurs PCP annule toute possibilite dinterblocage et resout le probleme de linversion
de priorite Le protocole PCP est souvent considere comme un progres majeur dans le domaine de
lordonnancement temps	reel des t
aches a priorite xe "Kop# Nous proposons donc dutiliser PCP
pour implanter un serveur MMS temps	reel et proteger lacces aux objets partages
Nous notons B
i
le pire temps de blocage de la t
ache de scrutation i par une t
ache de priorite
inferieure a i La prise en compte de B
i
dans lequation  se fait de facon tres simple comme lont
montre Audsley et al dans "ABRW# 
i    i  n B
i
& C
i
&
i 
X
j 
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Il est donc particulierement facile deectuer un test dordonnancement qui prenne en compte la
protection des informations partagees lors de la scrutation dun EC Il faut cependant que le serveur
 
Event Transition Processor deni au chapitre 
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connaisse les temps B
i
 Il doit donc conna
$tre parfaitement le temps maximum que toute requ
ete de
service MMS ou tout autre activite concurrente du serveur peut passer dans une section critique
Notons quil existe une solution plus simple que PCP applicable dans le cas de serveurs supportant
un nombre de services restreint Cette solution proposee par Mok dans "Mok# consiste a refuser
linterruption de la requ
ete en cours si elle sexecute en section critique et ce quelque soit sa priorite
Cette methode connue sous le nom de kernelized monitor a lavantage de pouvoir 
etre implantee tres
facilement en comparaison de PCP Elle est egalement une solution contre linversion de priorite et les
interblocages Toutefois elle presente certains inconvenients 
 Les tests de faisabilite doivent seectuer en considerant la section critique la plus longue possible
parmi toutes les executions possibles de toutes les requ
etes MMS et de toutes les activites
concurrentes Ceci rend les tests particulierement pessimistes surtout dans le cas de MMS ou le
code sexecutant dans une zone critique peut necessiter lacces au dispositif physique sous	jacent
a la VMD Cet acces a lequipement physique peut se reveler relativement lent
 Les sections critiques doivent justement 
etre courtes Des sections critiques longues diminuent
dautant les possibilites dordonnancer les t
aches de scrutation La facilite dimplantation de
la methode kernelized monitor ne doit pas cacher la necessite dimplanter avec precaution les
sections critiques
 Les requ
etes ou activites concurrentes nayant aucun rapport avec la ressource critique en cours
dutilisation se retrouvent bloquees malgre tout
Il ne faut donc choisir la solution kernelized monitor que dans certains cas particuliers
 Conclusion
Dans ce chapitre nous avons analyse les serveurs MMS dans un contexte temps	reel strict et l
ache
Nous avons montre quil etait possible dexploiter certaines fonctions oertes par MMS pour associer
des contraintes de temps aux requ
etes de service ordonnancer leur execution et assurer dans certains
cas une execution temps	reel ou permettre dans dautres cas dentreprendre des actions correctrices des
lors que les contraintes de temps ne peuvent 
etre satisfaites Ainsi une des contributions principales
de ce chapitre est de montrer que lon peut utiliser le modicateur MMS Attach To Semaphore a
cet eet Lusage que nous faisons du semaphore nest pas classique Toutefois il est conforme a la
norme MMS et permet de faciliter lordonnancement des requ
etes comme nous lavons mentionne Le
modicateur permet ainsi a lui seul 
 dassocier une echeance aux requ
etes de service MMS conrme%
 de verier que cette echeance est respectee%
 deectuer certains types dactions correctrices deja denies par MMS%
 dordonnancer les requ
etes de service dans les serveurs
Par ailleurs nous avons etudie comment adapter certains algorithmes connus au cas des serveurs
MMS Nous avons applique ceci dans le cas de letablissement dassociations temps	reel notamment
avec EDF Nous avons aussi montre comment assurer la detection temps	reel des evenements MMS
Lalgorithme DM a ete propose a cette n car il semble le plus adapte aux besoins exprimes par la
detection des evenements en particulier quand lextension XED est utilisee
 CHAPITRE 
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Le temps	reel est un aspect essentiel des applications industrielles sur lequel les systemes MMS
futurs ne sauront faire limpasse Il ne fait aucun doute que beaucoup reste a faire dans ce domaine
Nous ne pretendons pas avoir eectue une analyse exhaustive des systemes MMS dans le contexte
des applications critiques en temps Mais nous pensons avoir ouvert quelques voies dexploration
interessantes qui se detachent des approches traditionnellement suivies dans ce domaine
Chapitre 
MMS dans un environnement de
systemes repartis
 Introduction
Jusqua present nous avons surtout centre notre etude sur larchitecture des serveurs MMS ou sur les
interactions entre un ou plusieurs clients et un seul serveur Ce chapitre est plus particulierement
dedie a letude des problemes surgissant quand plusieurs clients communiquent avec un ou plusieurs
serveurs cest	a	dire quand des applications client entrent en competition ou concourent a la realisation
dune t
ache commune Nous nous placons maintenant essentiellement du point de vue des clients
Dans ce chapitre nous analysons et proposons des solutions basees sur MMS aux problemes sui	
vants 
 Les rendez	vous entre applications client MMS
 Le probleme des lecteursredacteurs
 Le probleme des philosophes
 Gestion repartie des evenements et services MMS comprenant 
 Une proposition de modication des evenements MMS permettant la denition dun temps
de validite pour les actions evenementielles
 Une proposition de modication des evenements MMS permettant lexecution dune action
evenementielle sur un serveur secondaire
 Une extension a la proposition precedente permettant lexecution de toute requ
ete de service
conrme sur un serveur secondaire
 Contr
ole de la concurrence entre applications client MMS
Sauf mention contraire tous les algorithmes presentes sont de niveau de modication  La plupart
des algorithmes proposes dans ce chapitre ont ete ecrits avec le langage de specication PROMELA
puis valides avec loutil SPIN "Hol# SPIN est un outil permettant lanalyse de la coherence logique
des systemes concurrents et est plus particulierement destine aux protocoles de communication SPIN
peut executer des simulations aleatoires mais son inter
et reside surtout dans la possibilite de valider ou
dinrmer les algorithmes ecrits en PROMELA Cette validation se fait par une analyse exhaustive

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de tous les etats possibles du systeme considere SPIN permet ainsi de garantir labsence dinterblo	
cages de messages non recus ou de parties de code non atteintes Il peut aussi assurer la correction
dun algorithme ou deceler des cycles dans lexecution du code "Hol# Les codes sources PROMELA
des algorithmes les moins triviaux sont fournis dans lannexe E
 Solutions MMS a des problemes classiques
 Rendezvous MMS
   Rendezvous bases sur les semaphores MMS
Dans "AMb# Akazan et al proposent deux solutions pour eectuer un rendez	vous entre deux
applications MMS A
 
et A

 Letude de ces solutions parfois inexactes va nous permettre de realiser
que lutilisation des semaphores et evenements MMS nest pas toujours triviale
La premiere solution est basee sur lemploi de deux semaphores MMS s
 
et s

a un seul jeton Cette
solution necessite lutilisation dune troisieme application client A
rdv
 qui permet a A
 
et A

de faire
le rendez	vous Les auteurs utilisent deux variables MMS V
 
et V

qui lorsquelles ont ensemble la
valeur  permettent la realisation du rendez	vous A
rdv
attend de facon active que ces deux variables
prennent la valeur  Cette solution illustree sur la gure  presente les inconvenients suivants 
 il est necessaire dutiliser lapplication supplementaire A
rdv
pour eectuer le rendez	vous%
 lattente de A
rdv
est active Ce probleme est dailleurs souligne par les auteurs%
 A
rdv
doit demarrer les applications A
 
et A

%
 les auteurs font la supposition que la VMD execute les services Read et Write de facon mu	
tuellement exclusive Normalement une VMD assure cette exclusion mutuelle Mais rappelons
que ceci nest que fortement conseille par la norme Le rendez	vous risque de ne pas pouvoir
sappliquer a tous les types de serveurs MMS
Notons dabord que la sequence de services Take Control Relinquish Control queectuent les
applications A
 
et A

peut 
etre avantageusement remplacee par un seul service avec le modicateur
Attach To Semaphore Ceci rend le rendez	vous beaucoup plus rapide puisque le service Relinquish
Control na pas a 
etre eectue
 

Par ailleurs lusage des variables V
 
et V

peut 
etre remplace par le service Report Semaphore
Entry Status qui permet de savoir si les applications A
 
et A

ont atteint le point de rendez	vous En
fait si aucune autre application ne manipule les semaphores s
 
et s

 il sut de verier que la liste de
SEs retournee dans la reponse du service Report Semaphore Entry Status est non vide pour 
etre s
ur
que A
 
et A

sont pr
etes pour le rendez	vous On aboutit alors a la solution simpliee de la gure 
M
eme avec ces ameliorations la solution que nous avons propose a la section  est plus
simple et ne presente pas les inconvenients cites ci	dessus Nous la reproduisons sur la gure  pour
 
Lapplication A
rdv
peut egalement acquerir les semaphores s
 
et s

au moyen de deux modicateurs Attach To
Semaphore inclus a une meme requete Take Control appliquee a un troisieme semaphore s Ceci rend plus equi
table la poursuite de lexecution des applications A
 
et A

qui se retrouvent debloquees quasi simultanement	
Dans la solution des gures  et  A

est toujours penalisee En eet A

nest debloquee quapres execution
par le serveur de RelinquishControls

 de A
rdv
 Il faut donc au moins compter en plus le temps que la requete
RelinquishControls

 parvienne au serveur Si on travaille en mode synchrone il faut aussi compter le temps que la
reponse RelinquishControls
 
 parvienne a A
rdv
 Dans notre implantation MAPMMS cette solution penalise toujours
A

dau moins  ms Lutilisation de modicateurs la penalise dune valeur de lordre dune ms
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Application A
rdv
Application A
 
begin begin
MMS TakeControls
 
  traitement avant le rendezvous 
MMS TakeControls

 MMS WriteV
 
 
MMS StartA
 
 MMS TakeControls
 

MMS StartA

 MMS RelinquishControls
 

boolean variable true  traitement apres le rendezvous 
while boolean variable end A
 
begin
if notW
 
  then W
 
 MMS ReadV
 

if notW

  then W

 MMS ReadV

 Application A

if W
 
  and W

  then begin
begin  traitement avant le rendezvous 
boolean variable  false MMS WriteV

 
MMS RelinquishControls
 
 MMS TakeControls


MMS RelinquishControls

 MMS RelinquishControls


end  traitement apres le rendezvous 
end end A

end A
rdv
Fig  	 Premiere solution de rendezvous proposee dans 	AM
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Application A
rdv
Application A
 
begin begin
MMS TakeControls
 
  traitement avant le rendezvous 
MMS TakeControls

 MMS Statusavec AttachToSemaphores
 

MMS StartA
 
  traitement apres le rendezvous 
MMS StartA

 end A
 
repeat
liste SEs  MMS ReportSemEntryStatuss
 
 QUEUED Application A

until liste SEs  
repeat begin
liste SEs  MMS ReportSemEntryStatuss

 QUEUED  traitement avant le rendezvous 
until liste SEs   MMS Statusavec AttachToSemaphores


MMS RelinquishControls
 
  traitement apres le rendezvous 
MMS RelinquishControls

 end A

end A
rdv
Fig  	 Solution simpliee du rendezvous proposee dans 	AM
b
memoire Seules les applications A
 
et A

participent au rendez	vous Il ny a donc pas dattente active
dune tierce application ni dutilisation de variables MMS donc pas de problemes dacces en exclusion
mutuelle a ces variables
Toutefois linconvenient majeur de cette solution reside dans la phase dinitialisation Nous suppo	
sons en eet que les clients intervenant dans le rendez	vous executent une phase dinitialisation lors de
laquelle les jetons sont acquis et quaucune des deux applications client ne sexecute tant que la phase
dinitialisation de lautre nest pas accomplie Si cette supposition nest pas realisable il est necessaire
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Application A
 
Application A

MMS TakeControls
 
 MMS TakeControls

 Phase dinitialisation
 
 
MMS RelinquishControls
 
 MMS RelinquishControls


MMS TakeControls

 MMS TakeControls
 
 Rendezvous
 
 
Fig  	 Rendezvous avec les semaphores MMS
de lancer les deux applications a partir dune troisieme et on se ramene donc a une solution du type
de celle proposee par Akazan et al
  Rendezvous bases sur les evenements MMS
La deuxieme solution proposee dans "AMb# est basee sur le modicateur Attach To Event
Condition g  La encore deux variables MMS V
 
et V

sont utilisees Des que ces deux va	
riables valent  en m
eme temps un evenement lie a un EC scrute note EC
rdv
 est declenche Chaque
application attend sur une requ
ete Read modiee sur lEC EC
rdv
 Le rendez	vous devrait se produire
a lapparition de levenement qui debloque les requ
etes Read modiees
En fait cette solution risque de ne pas marcher dans la plupart des cas Supposons que A
 
ait atteint
le point de rendez	vous et ait execute la requ
ete Read Elle est donc bloquee en attente de la reponse
du Read A

atteint le point de rendez	vous et eectue la requ
ete WriteV

 Levenement est alors
declenche Il est fort probable que A

naura pas encore recu la reponse du Write et naura donc pas
encore pu faire le Read Il ny a donc pas dEE attache a EC
rdv
pour A

quand levenement
survient Le Read de A

seectue apres apparition de levenement et A

reste bloque indeniment
Nous reproduisons sur la gure  un tel scenario Pour les m
emes raisons il est possible que les
deux applications restent indeniment bloquees si elles atteignent le point de rendez	vous ensemble et
eectuent la requ
ete Write en m
eme temps
Application A
 
Application A

begin begin
 traitement avant le rendezvous   traitement avant le rendezvous 
MMS WriteV
 
  MMS WriteV

 
MMS ReadV

 AttachToEventConditionEC
rdv
 MMS ReadV
 
 AttachToEventConditionEC
rdv

 traitement apres le rendezvous   traitement apres le rendezvous 
end A
 
end A

Fig  	 Seconde solution de rendezvous proposee dans 	AM
b
La seconde solution proposee dans "AMb# ne peut marcher que si les requ
etes de lecture des deux
applications arrivent au serveur et sont traitees avant le declenchement de levenement En letat
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actuel de lalgorithme de la gure  ceci a peu de chances de se produire
req resp
Write
req
Read Read
resp
Write
req resp
Read
req
Serveur
Client A1
Client A2
Fig  	 Un rendezvous manque par lapplication A
Enn on remarquera que la solution ci	dessus suppose lexistence dun EC scrute dont la transition
IDLETOACTIVE est provoquee par la mise a  de deux variables MMS La norme MMS nimpose en
aucune facon la pre	denition dun tel EC dans les serveurs Il faut donc utiliser un serveur MMS qui
denisse specialement cet evenement et soit concu en ce sens
Nous proposons sur la gure  une solution pour le rendez	vous entre client MMS basee sur
les evenements Lapplication A
 
respectivement A

 dispose dans un serveur MMS dun EC note
EC
 
respectivement EC

 Nous supposons que chaque application dispose dun EE lie a lEC de
lapplication avec laquelle elle desire eectuer un rendez	vous Quand lapplication A
 
atteint son point
de rendez	vous elle declenche EC
 
avec le service Trigger Event Puis A
 
se met en attente dune
notication venant de EC

 Lapplication A

fait symetriquement de m
eme Le rendez	vous se produit
quand les deux applications recoivent chacune la notication
Application A
 
Application A

begin begin
 
 
MMS TriggerEventEC
 
 MMS TriggerEventEC


waitMMS EventNotificationEC

 waitMMS EventNotificationEC
 

 
 
end A
 
end A

Fig  	 Solution de rendezvous basee sur les evenements MMS
Il est important de preciser que les applications client peuvent consulter la liste des messages
MMS recus et ne sont pas simplement bloquees tant quun message donne nest pas arrive Supposons
que A

ait depuis longtemps atteint son point de rendez	vous et ait declenche levenement EC

 La
notication est parvenue dans la le des messages recus sur le site de A
 
mais A
 
nest pas pr
ete pour
le rendez	vous et donc nattend pas cette notication Quand lapplication client A
 
rejoint son point
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de rendez	vous si elle se met en attente de la notication sans consulter la liste des messages recus
elle peut rester bloquee indeniment en attente dune notication deja parvenue
Pour cette raison loperation waitMMS EventNotificationEC
x
 eectue en fait les etapes sui	
vantes 
si MMS EventNotificationEC
x
 dej"a re#cue alors
continuer
sinon
attendre MMS EventNotificationEC
x
 dans la liste de reception
fin si
Remarquons quinverser les instructions Trigger Event et waitMMS EventNotification dans
une seule des deux applications ninvalide pas le rendez	vous
  Rendezvous multiples
On etend facilement la solution de la section precedente pour eectuer un rendez	vous entre N
applications A
i
 Un serveur MMS contient N ECs chacun note E
i
 Chaque EC EC
i
est lie a un EE
speciant que les notications devenements declenches sur EC
i
doivent parvenir a un client particulier
note A

 Le serveur contient en plus lEC EC

lie a N EEs chacun note EE
i
 Chaque EE
i
identie
la souscription du client A
i
a levenement EC


Le rendez	vous entre les applications client A
i
seectue par lintermediaire du client A

comme
indique sur la gure 
Application A


Application A
i
begin begin
for all i in 
N 
waitMMS EventNotificationsEC
i
 
end for MMS TriggerEventEC
i

MMS TriggerEventEC


 waitMMS EventNotificationEC



end A




end A
i
Fig  	 Solution de rendezvous multiples basee sur les evenements MMS
 LecteursR edacteurs
  Le probleme
Le probleme des lecteursredacteurs est le probleme bien connu ou une ressource est partagee entre
dierents processus Certains de ces processus appeles lecteurs ne font que consulter la ressource Il
peut donc y avoir simultanement plusieurs lecteurs en train dacceder a la ressource Dautres processus
appelees redacteurs peuvent modier la ressource Les redacteurs sexcluent mutuellement et excluent
les lecteurs egalement
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Dans "CHP# une solution simple au probleme des lecteursredacteurs est presentee algorithme
A Elle est basee sur lutilisation de semaphores classiques Un semaphore binaire w protege
la ressource contre les acces simultanes de dierents redacteurs et contre les acces simultanes entre
lecteurs et redacteurs Une variable globale readCount est utilisee pour compter le nombre de lecteurs
en cours dacces a la ressource ligne  Le premier lecteur readCount '  est responsable de
lexclusion des redacteurs en eectuant un Pw ligne  Le dernier lecteur readCount '   doit
re	autoriser les acces de la part des redacteurs en eectuant loperation Vw ligne  Les redacteurs
ont un comportement plus simple que les lecteurs puisquun redacteur entre en section critique exclut
tout autre processus Les redacteurs ne font donc quappeler loperation Pw avant dentrer en section
critique et Vw en en sortant On notera que cette solution donne la priorite aux lecteurs quand un
lecteur occupe deja la section critique Cette solution ne previent donc pas la famine des redacteurs
 Global variable readCount integer  	
 procedure LECTEUR
 begin
 Pmutex
 readCount readCount  
 if readCount   then
 Pw
 end if
 Vmutex
	 
 la lecture se fait ici
 
 Pmutex
 readCount readCount  
 if readCount  	 then
 Vw
 end if
 Vmutex
	 end LECTEUR
Algorithme A Solution classique au probleme des lecteursredacteurs
On ne peut appliquer une solution identique quand les operations P et V sont associees Cest
le cas dans MMS avec les services Take Control et Relinquish Control Le probleme qui surgit ici
vient du fait que le dernier lecteur nest pas necessairement le premier Si les operations P et V
sont associees seul le lecteur qui a eectue Pw peut appeler Vw Nous avons vu au chapitre 
que les semaphores MMS ne sont pas adaptes pour resoudre les problemes de synchronisation de la
m
eme facon que le font les semaphores classiques Le probleme des lecteursredacteurs est un exemple
typique ou une solution dierente des solutions habituelles doit 
etre trouvee
Il existe deux solutions possibles pour resoudre ce probleme 
 soit le premier lecteur autorise le dernier lecteur a prendre le contr
ole du semaphore w sans le
liberer%
 soit le premier lecteur est informe du moment ou il doit liberer le semaphore w
Nous allons presenter deux solutions MMS au probleme des lecteursredacteurs Chacune de ces
solutions sappuie sur une des deux situations citees ci	dessus Ces deux solutions sont de niveau de
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modication  puisque nous ne modions et netendons ni les serveurs MMS ni le protocole MMS
Nous avons publie les algorithmes suivants dans "CK#
 Solution basee sur les semaphores MMS
Notre premiere solution notee  utilise la possibilite de requisition des semaphores MMS al	
gorithme A On utilise un semaphore MMS banalise w a un seul jeton La dierence principale
avec la solution de "CHP# reside dans les lignes  et 	 Le premier lecteur prend le contr
ole
de w avec une requ
ete de service Take Control dont le parametre Control Timeout est nul ligne
 Ceci provoque un passage immediat dans letat HUNG du SE correspondant au Take Control Le
semaphore w est donc pris tout en etant dans un etat permettant a un autre lecteur de le subtiliser
au lecteur qui la acquis A la ligne  le dernier lecteur obtient la reference ladresse reseau du
premier lecteur au moyen du service Report Semaphore Entry Status Cette reference est reportee
dans la requ
ete de service Take Control preemptive pour acquerir le semaphore w ligne  Le jeton
unique du semaphore w qui appartenait au prealable au premier lecteur est alors en possession du
dernier lecteur Le premier lecteur na pas besoin de participer a cette operation et le semaphore w
nest jamais libere pendant ce transfert Le dernier lecteur peut alors liberer le semaphore puisque w
lui appartient ligne 
Lexecution de la ligne  est inutile si le premier lecteur est aussi le dernier Nous introduisons
donc la variable booleenne was first qui prend la valeur VRAI quand lalgorithme est execute par
le premier lecteur Si le dernier lecteur se trouve 
etre aussi le premier il doit quand m
eme eectuer
loperation de requisition car MMS stipule quun SE dans letat HUNG ne peut en sortir que par un Take
Control avec requisition La requ
ete de service Relinquish Controlw peut ensuite 
etre appelee
Un des avantages de cet algorithme est que le premier lecteur na pas besoin de se preoccuper
de la terminaison de lalgorithme quand dautres lectures sont en cours Quand le premier lecteur a
accede a la section critique il termine simplement son execution et ne prend plus part a lalgorithme
Par contre le dernier lecteur doit senquerir de lidentite du premier lecteur Chaque lecteur doit donc
pouvoir acceder a lidentite des autres lecteurs
Contrairement a la solution classique algorithme A il est possible de garantir une discipline
FIFO pour lattente des redacteurs puisque les requ
etes MMS Take Control bloquees sont mises en
attente suivant lordre FIFO On peut aussi donner des priorites aux redacteurs de sorte que ce soit le
redacteur avec la plus haute priorite qui soit le suivant a acquerir w et donc a acceder a la ressource
Il sut que chaque Take Controlw des redacteurs soit eectue avec le parametre Priority qui
donne la priorite de la requ
ete
Toutefois ceci ne resout pas le probleme de la famine des redacteurs puisque les lecteurs restent
prioritaires tant quil y a une lecture en cours On peut facilement rendre la solution  equitable
pour les redacteurs comme pour les lecteurs en utilisant un semaphore supplementaire rw Il sut
dencapsuler le code dentree de la section critique des lecteurs par Take Controlrw et Relinquish
Controlrw Quant aux redacteurs leur premiere operation doit 
etre TakeControlrw et leur der	
niere Relinquish Controlrw Comme MMS garantit une politique dattente FIFO si un redacteur
arrive alors quune lecture est en cours il passera devant tout lecteur arrivant apres lui Les lecteurs
sont en eet bloques sur rw Cest la solution classique qui est illustree notamment dans "CRO# pp
	 et "Sch# pp 	 Elle reste adaptee a MMS puisque cest toujours lapplication qui a fait
Take Controlrw qui eectue Relinquish Controlrw Nous notons cette solution 
La solution  necessite lutilisation dun semaphore supplementaire et ne permet pas de favoriser
les redacteurs par rapport aux lecteurs Dans "CHP# une solution notee  permettant de donner
la priorite aux redacteurs est presentee Elle requiert aussi lutilisation de semaphores supplementaires
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 procedure LECTEUR
 adr MMS Application Reference
 readCount local integer 	
 was first boolean FALSE
 begin
 MMS TakeControlmutex
 readCount local MMS ReadreadCount
 readCount local readCount local  
 MMS WritereadCount readCount local
	 if readCount local   then
 was first TRUE
 MMS TakeControlw controlTimeout  	
 end if
 MMS RelinquishControlmutex
 
 la lecture se fait ici
 
 MMS TakeControlmutex
 readCount local MMS ReadreadCount
	 readCount local readCount local  
 MMS WritereadCount readCount local
 if readCount  	 then
 if not was first then
 MMS ReportSemaphoreEntryStatusw adr
 end if
 MMS TakeControlw adr 
 requisition du premier lecteur 

 MMS RelinquishControlw
 end if
 MMS RelinquishControlmutex
	 end LECTEUR
Algorithme A Solution MMS au probleme des lecteursredacteurs utilisant la requisition des sema
phores
en tout cinq semaphores sont necessaires Cette fois les redacteurs executent eux aussi un algorithme
identique a celui des lecteurs dans la solution  La solution  sadapte a MMS de facon similaire a
la solution  en exploitant la possibilite de requisition dun semaphore Nous ne letudions donc pas
En fait on peut exploiter les priorites MMS sur le semaphore rw de la solution  pour determiner les
priorites entre lecteurs et redacteurs En donnant des priorites hautes aux redacteurs ceux	ci passeront
avant les lecteurs et vice	versa
 Solution utilisant les evenements MMS
Dans cette solution que nous notons  nous utilisons les evenements MMS pour informer le
premier lecteur du moment ou le semaphore w doit 
etre libere algorithme A Il est specie
dans la norme "ISO a# qua chaque semaphore MMS est lie un objet EC ici note EC
w
 Cet EC
est normalement utilise pour declencher un evenement quand le temps de contr
ole dun semaphore
expire Nous lutilisons ici pour permettre au dernier lecteur denvoyer une notication au premier
lecteur Pour pouvoir recevoir cette notication le premier lecteur doit dabord denir un EE lie a
EC
w
ligne  Pour ce premier lecteur lalgorithme se poursuit normalement jusqua la n ou il doit
alors se mettre en attente de la notication devenement declenchee par le dernier lecteur ligne 
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Quand cette notication arrive le premier lecteur detruit lEE cree precedemment ligne  et libere
le semaphore w ligne 
 procedure LECTEUR
 readCount local integer
 was first boolean FALSE
 begin
 MMS TakeControlmutex
 readCount local MMS ReadreadCount
 readCount local readCount local  
 MMS WritereadCount readCount local
 if readCount local   then
	 was first TRUE
 MMS TakeControlw
 MMS DefineEventEnrollment attached to EC
w

 end if
 MMS RelinquishControlmutex
 
 la lecture se fait ici
 
 MMS TakeControlmutex
 readCount local MMS ReadreadCount
	 readCount local readCount local  
 MMS WritereadCount readCount local
 if readCount local  	 then
 if was first then
 MMS DeleteEventEnrollment attached to EC
w

 MMS RelinquishControlw
 else
 MMS TriggerEC
w

 end if
 end if
	 MMS RelinquishControlmutex
 if was first and readCount local  	 then
 waitMMS EventNotificationEC
w
 
 Attente du dernier lecteur 

 MMS DeleteEventEnrollment attached to EC
w

 MMS RelinquishControlw
 end if
 end LECTEUR
Algorithme A Solution MMS au probleme des lecteursredacteurs utilisant les evenements
Le dernier lecteur est responsable du declenchement de levenement au moyen du service Trigger
Event ligne  Si le dernier lecteur est aussi le premier alors il a seulement besoin de liberer w
ligne  apres avoir detruit lEE ligne  Dans ce cas ce premierdernier lecteur nattend aucune
notication ligne 
Contrairement a la solution  le premier lecteur est responsable de la terminaison correcte de
lalgorithme Toutefois quand le premier lecteur attend la notication il na pas besoin d
etre bloque
Il peut eectuer un travail utile dans la mesure ou ce travail nimplique pas une manipulation du
semaphore w ou des donnees en section critique
Cette solution  peut para
$tre compliquee mais il faut se rendre compte que les lignes  a 
 a  et  a  ne sont executees que pour les premiers et derniers lecteurs Les autres lecteurs
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manipulent simplement readCount et entrent en section critique
 Remarque sur les performances
Ces algorithmes sont surtout interessants quand le temps dacces a la ressource surtout en lecture
est long par rapport au temps dexecution du code dentree et de sortie de la section critique Plus
ce temps est long plus il y a de chances davoir de lecteurs simultanement en section critique Il est
evident quexecuter ces algorithmes sur un reseau avec des processus situes sur dierents sites est fort
dierent dune execution sur une m
eme machine ou les processus se partagent une memoire commune
Si lacces a la ressource critique ne necessite lemploi que dun service MMS il est certainement
beaucoup plus interessant dimplanter les algorithmes presentes ici dans le serveur MMS plut
ot que de
donner aux clients la responsabilite de proteger la ressource Par exemple pour la lecture et lecriture
dune variable MMS les clients lecteurs se contentent de faire une requ
ete Read et les redacteurs Write
Il appartient alors a la VMD dautoriser des requ
etes Read concurrentes et dexclure toute requ
ete
quand un Write est en cours Il est de la responsabilite de chaque implantation serveur dassurer ce
mecanisme dexclusion
Quand lacces a la section critique se fait avec plusieurs requ
etes de services MMS il ne sut plus
que la VMD ore une protection independante a chacune des requ
etes Cest en eet lintegralite de la
section critique qui doit 
etre protegee pour garantir un acces atomique Dans la section suivante nous
proposons detendre la requ
ete du service Take Control pour resoudre ce probleme Cette extension
nous permet de donner une solution extr
emement simple au probleme des lecteursredacteurs
Dans "Ray# Raynal decrit la solution classique distribuee au probleme des lecteursredacteurs
Lalgorithme propose se base sur celui de Chandy et Misra "CM# et est fonde sur le principe des
permissions Un processus desirant entrer en section critique doit obtenir la permission des autres
sites Entre deux processus il y a un type de permission pour lecriture et deux types de permissions
pour la lecture Pour n processus il y donc en tout
nn 

permissions
Il est possible de transposer cet algorithme dans lenvironnement MMS en utilisant les evenements
pour envoyer les demandesobtentions de permissions Un client desirant une permission declenche un
evenement avec le service Trigger Event La notication parvient au client qui detient la permission
Ce client doit a son tour declencher un evenement pour donner la permission Toutefois ceci necessite un
serveur contenant nn  objets ECs

et autant dobjets EEs Face au nombre dobjets evenementiels
necessaires et au nombre de messages MMS que cet algorithme genere nous navons pas considere son
adaptation a MMS
La solution decrite par Raynal ne tient pas compte de lasymetrie resultant de lexistence de sites
clients et de sites serveurs comme cest le cas dans MMS Tous les sites sont identiques du point de
vue de lalgorithme eectue En fait les solutions  a  decrites precedemment sont aussi basees sur
le principe des permissions obtention du semaphore w Mais lutilisation dun site serveur permet de
centraliser ces permissions et de reduire leur nombre a 
 Extension des semaphores MMS
Comme nous lavons deja souligne dans la section  la gestion de semaphores MMS aurait gran	
dement benecie de la denition de primitives qui dierencient les acces en mode partage ou exclusif
Nous proposons donc de rajouter cette capacite a MMS sous la forme dune option du service Take
Control Cette extension va alors nous permettre de resoudre tres simplement le probleme des lec	

Il y a
nn 

ECs pour la demande de permissions et autant pour lenvoi des permissions
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teursredacteurs Le nouveau parametre optionnel que nous ajoutons note Control Mode est de type
entier et prend les valeurs shared   ou exclusive  Quand Control Mode nest pas present dans
une requ
ete Take Control on dit que la requ
ete demande le contr
ole dun jeton en mode normal 
Cette solution est de niveau de modication  car elle etend le protocole MMS Toutefois elle ne modi	
e pas le comportement des serveurs mais ne fait quetendre ceux	ci avec de nouvelles fonctionnalites
Nous avons propose cette extension dans "CK#
La nouvelle denition ASN dune requ
ete Take Control est donnee sur la gure 
TakeControlRequest

 SEQUENCE
f
semaphoreName 	 ObjectName
namedToken 	 IMPLICIT Identifier OPTIONAL
priority 	 IMPLICIT Priority DEFAULT 
acceptableDelay 	 IMPLICIT Unsigned OPTIONAL
controlTimeOut 	 IMPLICIT Unsigned OPTIONAL
abortOnTimeOut 	 IMPLICIT BOOLEAN OPTIONAL
relinquishIfConnectionLost 	 IMPLICIT BOOLEAN DEFAULT TRUE
applicationToPreempt 	 IMPLICIT ApplicationReference OPTIONAL
controlMode 	 IMPLICIT ControlMode OPTIONAL
g
ControlMode

 INTEGER f
shared 
exclusive 
g
Fig  	 Denition ASN du service Take Control etendu
On determine le mode dacquisition dun jeton et donc dun semaphore au moyen du SE qui le
detient Chaque SE est donc etendu avec lattribut Control Mode qui prend 
 la m
eme valeur que celle du parametre Control Mode dans la requ
ete Take Control ou
 la valeur normal  si le parametre Control Mode est absent de la requ
ete Take Control
Le traitement dune requ
ete Take Control par les serveurs reste dans une large mesure identique
a celui specie dans la norme "ISO a# Les serveurs doivent en plus tenir compte des nouveaux cas
suivants lors dune requ
ete Take Control 
 Control Mode  shared 
a tous les jetons du semaphore sont libres  prise de contr
ole dun jeton en mode shared
incrementation de  de Number Of Owned Tokens
b un jeton est pris en mode shared et dautres jetons sont libres  prise de contr
ole dun jeton
en mode shared incrementation de  de Number Of Owned Tokens
c un jeton est pris en mode exclusive et dautres jetons sont libres  mise en attente de la
requ
ete Le SE est mis dans la liste List Of Requesters m
eme si des jetons sont libres
d un jeton est pris en mode normal et dautres jetons sont libres  prise de contr
ole dun jeton
en mode shared incrementation de  de Number Of Owned Tokens
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 Control Mode  exclusive 
a tous les jetons du semaphore sont libres  prise de contr
ole dun jeton en mode exclusive
incrementation de  de Number Of Owned Tokens
b un jeton est pris en mode shared et dautres jetons sont libres  mise en attente de la
requ
ete Le SE est mis dans la liste List Of Requesters m
eme si des jetons sont libres
c un jeton est pris en mode exclusive et dautres jetons sont libres  mise en attente de la
requ
ete Le SE est mis dans la liste List Of Requesters m
eme si des jetons sont libres
d un jeton est pris en mode normal et dautres jetons sont libres  prise de contr
ole dun jeton
en mode exclusive incrementation de  de Number Of Owned Tokens
 Control Mode absent de la requ
ete  dans tous les cas ou des jetons sont libres il y a prise de
contr
ole normale cest	a	dire selon les specications MMS dun jeton independamment du mode
de contr
ole eventuel dautres jetons
Dans les cas ou tous les jetons du semaphore sont pris la requ
ete Take Control est toujours mise
en attente independamment du mode utilise
Notre denition de lextension du semaphore MMS remplit alors les conditions suivantes 
 Il ne peut y avoir plus dun jeton pris en mode exclusif dans un semaphore MMS
 Il ne peut y avoir a la fois des jetons pris en mode partage et un jeton pris en mode exclusif
 Il peut y avoir autant de jetons pris en mode partage que le semaphore dispose de jetons
 Il peut toujours y avoir a la fois des jetons pris en mode normal et des jetons pris en mode
partage
 Il peut toujours y avoir a la fois des jetons pris en mode normal et un jeton pris en mode
exclusif
Les SEs qui vont dans letat HUNG perdent leur mode de contr
ole exclusif ou partage pour revenir au
mode normal Les clients qui acquierent le contr
ole dun jeton dont le SE est dans letat HUNG peuvent
utiliser le parametre Control Mode pour re	specier le mode dacquisition du jeton Par ailleurs nous
etendons egalement le modicateur Attach To Semaphore avec le parametre Control Mode de sorte
que lexecution dune requ
ete de service MMS puisse 
etre conditionnee sur la prise de contr
ole en mode
partage ou exclusif dun semaphore
Quand plus de deux jetons dun m
eme semaphore sont pris avec des modes dierents exclusif et
normal ou partage et normal par un m
eme client sur une m
eme association il nest pas possible de
preciser quel est le jeton a liberer lors du service Relinquish Control A la section  nous avons
deja rencontre dans la norme MMS ce probleme de dierenciation qui appara
$t quand les temporisa	
teurs Control Timeout sont utilises La solution consistant a liberer le dernier jeton acquis nest pas
satisfaisante car elle limite les possibilites des clients Nous proposons detendre egalement la requ
ete
du service Relinquish Control avec le parametre optionnel Control Mode Lexecution dune requ
ete
Relinquish Control contenant ce parametre est alors un peu similaire a lexecution de cette m
eme
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requ
ete quand un jeton nomme Named Token est specie 
 Control Mode  shared resp exclusive ou normal 
a aucun jeton nest pris en mode shared resp exclusive ou normal  le serveur retourne
une erreur
b au moins un jeton est pris en mode shared resp exclusive ou normal sur la m
eme
association  liberation dun de ces jetons Le jeton shared resp ou normal libere est
indetermine sil y en a plus dun ayant ce mode
 Control Mode absent de la requ
ete 
a aucun jeton nest pris  le serveur retourne une erreur comme dans le cas de MMS classique
b au moins un jeton est pris  liberation dun de ces jetons independamment de son mode de
contr
ole Sil y en a plus dun le jeton libere est indetermine
Pour 
etre complet nous etendons egalement le parametre State de la requ
ete du service Report
Semaphore Entry Status pour pouvoir obtenir uniquement les SEs correspondant aux jetons pris en
mode normal ownernormal ou partage ownershared ou encore exclusif ownerexclusive La
requ
ete de service etendue Report Semaphore Entry Status est illustree sur la gure 
ReportSemaphoreEntryStatusRequest

 SEQUENCE
f
semaphoreName 	 ObjectName
state 	 IMPLICIT INTEGER
f
queued 
owner 
hung 
ownernormal 
ownershared 
ownerexclusive 
g 
entryIdToStartAfter 	 IMPLICIT OCTET STRING OPTIONAL
g
Fig  	 Denition ASN du service ReportSemaphoreEntryStatus etendu
La principale limitation de notre extension reside dans le fait que le nombre de prises de contr
ole
en mode partage est limite par le nombre de jetons du semaphore
La gure  montre la machine detats dun objet SE Elle est etendue par rapport a la machine
detats denie par MMS g  pour tenir compte des prises de contr
ole en mode exclusif et partage
Avec cette extension le probleme des lecteursredacteurs se resout simplement comme le montre
lalgorithme A Le seul inconvenient tient au fait que le nombre de lectures simultanees est limite
par le nombre de jetons du semaphore w Par contre lavantage gagne en terme de nombre de services
MMS eectues et donc de temps dexecution est evident
Alors quil fallait dans la solution  eectuer  requ
etes de service MMS pour le premier lecteur
 pour le dernier et  pour les autres lecteurs il nen faut maintenant plus que  Ceci represente
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NON−EXISTENT
OWNER−NORMAL OWNER−SHARED OWNER−EXCLUSIVE
HUNG
QUEUED
Fig  	 Le modele etendu des objets SE
une diminution de + du nombre doctets transmis pour executer lalgorithme de lecture

 Loctet
supplementaire necessaire pour coder le parametre Control Mode des requ
etes Take Control etendues
est totalement negligeable
 Le probleme des philosophes
Le probleme des philosophes est un probleme classique et bien connu Des philosophes sont assis
autour dune table et pensent g  A tout moment un philosophe peut desirer manger Mais

Calcule pour un lecteur dierent du premier et du dernier! autrement la diminution est plus grande encore
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procedure LECTEUR procedure REDACTEUR
begin begin
MMS TakeControlw controlMode  shared MMS TakeControlw controlMode  exclusive
 
la lecture se fait ici lecriture se fait ici
 
MMS RelinquishControlw MMS RelinquishControlw
end LECTEUR end REDACTEUR
Algorithme A Solution au probleme des lecteursredacteurs utilisant les modes partage et exclusif
un philosophe ne peut manger que sil dispose de deux fourchettes Chaque philosophe partage sa
fourchette de gauche resp droite avec son voisin de gauche resp droite Ainsi quand un philosophe
mange ses voisins ne peuvent manger au m
eme moment Le probleme des philosophes represente de
facon plus generale de nombreux problemes rencontres dans les systemes ou des processus entrent en
conit pour acceder a des ressources partagees Nous allons adapter le probleme des philosophes a
lenvironnement MMS
Fig  	 Le probleme des philosophes
Nous illustrons avec lalgorithme A la solution classique au probleme des philosophes "CRO#
pp  Il y a N philosophes Toutes les operations sur les indices se font donc modulo N  Lalgo	
rithme A fait appara
$tre deux problemes  initialisation a zero des semaphores sempriv et liberation
dun semaphore sempriv par un philosophe dierent de celui qui detient ce semaphore Comme pour
le probleme des lecteursredacteurs nous proposons une solution MMS basee uniquement sur les se	
maphores et une solution basee sur les evenements
Pour ces deux solutions les N philosophes sont representes par N clients MMS Nous utilisons un
seul serveur MMS qui contient la variable MMS etat representant un tableau de N entiers Ce serveur
contient egalement pour la premiere solution N semaphores Pour la deuxieme solution il contiendra
N ECs et N EEs
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 Global variables
 etat  array	N of PENSER ATTENDRE MANGER 
 initialises  a PENSER 

 sempriv  array	N of semaphore 
 initialises  a 	 

 mutex  semaphore 
 initialise  a  

 procedure TESTi integer
 begin
 if etati  ATTENDRE and etati  MANGER and etati  MANGER then
 etati MANGER
 Vsemprivi
	 end if
 end TEST
 procedure PHILOSOPHEi integer
 begin
 loop
 
  PENSER  

 Pmutex
 etati ATTENDRE
 TESTi
 Vmutex
	 Psemprivi
 
  MANGER  

 Pmutex
 etati PENSER
 TESTi
 TESTi
 Vmutex
 end loop
 end PHILOSOPHE
Algorithme A Solution classique au probleme des philosophes
  Solution basee sur les semaphores MMS
De la m
eme facon qua la section  pour resoudre le probleme de la liberation dun semaphore
par un client autre que le detenteur du semaphore nous utilisons loption Control Timeout des requ
etes
Take Control Toute requ
ete Take Control se fait avec une valeur Control Timeout nulle de sorte
que le SE correspondant se trouve immediatement dans letat HUNG Le jeton du semaphore nest pas
libere mais simplement suspendu A partir de ce moment tout philosophe peut obtenir le contr
ole
de ce semaphore par requisition puis eectuer un Relinquish Control
Chaque philosophe ne soccupe que de la liberation de ses voisins immediats Nous supposons donc
que chaque philosophe conna
$t ladresse de ses deux voisins ce qui evite de lacquerir au moyen du
service Report Semaphore Entry Status comme cetait le cas pour le probleme des lecteursredacteurs
Rappelons que cette adresse est necessaire pour eectuer la requisition des semaphores Pour simplier
nous considerons que ladresse du philosophe i est contenue dans la variable adr
i

Le probleme de linitialisation a zero des semaphores sempriv est resolu en executant a linitialisa	
tion de chaque philosophe i une prise de contr
ole du semaphore semprivi Cette prise de contr
ole se
fait avec le parametre Control Timeout nul Notons quaucun philosophe ne doit debuter lalgorithme
avant que la phase dinitialisation de tous les philosophes ait ete eectuee
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Notre solution se derive alors facilement de lalgorithme A en remplacant notamment 
 toutes les occurrences de Psemprivi par MMS TakeControl semprivi control Timeout
 
 toutes les occurrences de Vsemprivi par la sequence MMS TakeControlsemprivi adr%
MMS RelinquishControlsemprivi ou adr represente ladresse du philosophe qui va 
etre
autorise a manger
Lalgorithme complet appara
$t sur la gure A
 Global variables
 adr


  adr
N 
 MMS Application Reference 
 initialises aux adresses des philosophes 

 s


  s
N 
 MMS Semaphore 
 initialises  a 	 par TakeControls
i
 

 mutex  MMS Semaphore 
 initialise  a  

 etat  MMS Variable array	N of PENSER ATTENDRE MANGER 
 init PENSER 

 procedure PHILOSOPHEi integer
 procedure TESTk integer
 e local array	N of PENSER ATTENDRE MANGER 
 Copie locale de etat 

 begin
	 e local MMS Readetat
 if e localk  ATTENDRE and e localk  MANGER and e localk  MANGER then
 MMS Writeetatk MANGER
 MMS TakeControls
k
 adr
k

 MMS RelinquishControls
k

 end if
 end TEST
 begin
 loop
 
  PENSER  

	 MMS TakeControlmutex
 MMS Writeetati ATTENDRE
 TESTi
 MMS RelinquishControlmutex
 MMS TakeControls
i
 controlTimeout  	
 
  MANGER  

 MMS TakeControlmutex
 MMS Writeetati PENSER
 TESTi
 TESTi
	 MMS RelinquishControlmutex
 end loop
 end PHILOSOPHE
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A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 Solution basee sur les evenements MMS
Lalgorithme de la solution basee sur les evenements est illustre sur la gure A
 SOLUTIONS MMS

A DES PROBL

EMES CLASSIQUES  
Le principe de cette solution est de bloquer un philosophe i qui ne peut manger sur lattente
dune notication ligne  Quand le voisin de droite ou de gauche du philosophe i nit de manger
il autorise le philosophe i a manger a son tour en declenchant un evenement au moyen du service
Trigger Event lignes  et 
Nous supprimons la procedure TEST et optimisons la solution pour eviter les tests inutiles et les
requ
etes de service MMS redondantes Ceci permet en outre deviter quun philosophe qui peut manger
tout de suite ne senvoie un evenement a lui	m
eme
 Global variables
 EC


 EC
N 
 MMS Event Condition
 EE


 EE
N 
 MMS Event Enrollment 
 EE
i
est initialement lies  a EC
i


 mutex  MMS Semaphore 
 initialise  a  

 etat  MMS Variable array	N of PENSER ATTENDRE MANGER 
 init PENSER 

 procedure PHILOSOPHEi integer
 ok Boolean
 begin
 loop
	 ok TRUE
 
  PENSER  

 MMS TakeControlmutex
 MMS Writeetati ATTENDRE
 e local MMS Readetat
 if e locali  MANGER and e locali  MANGER then
 MMS Writeetati MANGER
 else
 ok FALSE
 end if
	 MMS RelinquishControlmutex
 if not ok then
 waitMMS EventNotificationEC
i

 end if
 
  MANGER  

 MMS TakeControlmutex
 MMS Writeetati PENSER
 e local MMS Readetat
 if e locali  ATTENDRE and e locali  MANGER then
 MMS Writeetati MANGER
	 MMS TriggerEventEC
i 

 end if
 if e locali  ATTENDRE and e locali  MANGER then
 MMS Writeetati MANGER
 MMS TriggerEventEC
i 

 end if
 MMS RelinquishControlmutex
 end loop
 end PHILOSOPHE
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 Le probleme des philosophes resolu par XED
Lextension XED que nous avons denie au chapitre  permet de simplier de facon radicale la
solution au probleme des philosophes Comme nous venons de le voir un philosophe k peut manger
des que la condition suivante est satisfaite 
etatk	  ATTENDRE and etatk	  MANGER and etatk	  MANGER
En associant un EC XED noteEC
k
 a lexpression predicat precedente on autorise le serveur MMS
a declencher levenement EC
k
quand cette expression predicat devient vraie Nous lions maintenant
un EE noteEE
k
 a EC
k
 EE
k
specie la transition IDLETOACTIVE Le philosophe k recoit donc une
notication chaque fois que lexpression predicat ci	dessus devient vraie Finalement nous denissons
un EA lie a EE
k
dont laction est Writeetatk MANGER Ainsi chaque fois que le predicat devient
vrai le serveur ecrit dans etat que le philosophe k va manger Il ny a donc pas dintervention du
philosophe k Le philosophe ne fait que signaler quil veut manger ou quil a ni de manger Le
semaphore mutex nest plus utilise
On aboutit alors a un algorithme extr
emement simple et qui sexprime de facon tres naturelle comme
lillustre lalgorithme A La table  compare lecacite des trois solutions MMS au probleme des
philosophes que nous venons dexposer Pour les solutions avec semaphores et avec evenements nous
donnons les mesures eectuees dans le meilleur cas et dans le pire des cas Quelques soient le cas et la
solution choisie la superiorite de la solution XED appara
$t clairement Les courbes de la gure 
montrent le temps dexecution moyen de lalgorithme en fonction du nombre de philosophes Ces
mesures ont ete eectuees avec notre implantation de MAPMMS
 Global variables
 etat MMS Variable array	N of PENSER ATTENDRE MANGER 
 init PENSER 

 procedure PHILOSOPHEi integer
 begin
 loop
 
  PENSER  

 MMS Writeetati ATTENDRE 
 Je signale que je veux manger 

 waitMMS EventNotificationEC
i
 
 J!attends l!autorisation 

 
  MANGER  

	 MMS Writeetati PENSER 
 Je signale que je ne mange plus 

 end loop
 end PHILOSOPHE
Algorithme A Solution MMS au probleme des philosophes en utilisant XED
Notons toutefois que la solution XED implique les deux hypotheses suivantes 
 Le serveur MMS doit detecter levenement EC
k
et executer laction Writeetatk MANGER
de facon atomique Cela signie que quand un evenement est detecte le processus de detection
des evenements ne peut se poursuivre tant que laction associee a levenement survenu na pas
ete executee Dans le cas contraire deux philosophes voisins pourraient 
etre autorises a manger
en m
eme temps On peut reduire cette hypothese en inhibant la poursuite de la detection des
seuls ECs dont lexpression predicat associee ne fait pas reference a la variable etat
 GESTION R

EPARTIE DES

EV

ENEMENTS ET SERVICES MMS  
Caracteristiques XED Semaphores Evenements
mesurees Meilleur Pire Meilleur Pire
Nombre de services MMS     
Nombre doctets transmis      
Taux de reduction du nombre
doctets transmis XED par 	  +  +  +  +
rapport aux autres solutions
Temps moyen dexecution  non mesure 
pour  seul philosophe ms
Tab  	 Comparaison entre les dierentes solutions au probleme des philosophes
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Fig  	 Le probleme des philosophes avec et sans XED
 Le serveur MMS assure lexclusion mutuelle des acces a chacune des cases du tableau etat
requ
ete decriture dans une case de etat et lecture de cette case par XEDI pour la detection de
levenement Nous avons deja mentione que cette hypothese nest que conseillee par la norme
MMS mais devrait 
etre naturellement satisfaite pour toute implantation raisonnable dun
serveur MMS
 Gestion repartie des evenements et services MMS
 Temps de validit e dune action  ev enementielle
A la section  nous avons brievement etudie comment rajouter un temps de validite a une
action evenementielle Ce temps de validite determine la duree maximale qui doit secouler entre le
declenchement dun evenement et lexecution de laction
Nous allons maintenant etudier en detail comment sintegre cette solution a MMS
Creation de lEA  un client denit une action et lui fournit un temps de validite au moyen du
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service Define Event Action Ce service est donc etendu avec le parametre optionel entier
Validity Interval g  Lors de la creation de lobjet EA la valeur Validity Interval
est recopiee dans lattribut de m
eme nom de lEA On etend donc aussi lobjet EA avec ce
nouvel attribut g  Quand le parametre Validity Interval est absent de la requ
ete
de service lattribut Validity Interval de lEA prend la valeur FOREVER

pour toujours Il
est possible que la VMD puisse determiner lors de la creation de lEA que le temps de validite
fournit et trop petit et que donc la VMD se retrouvera dans lincapacite de traiter laction dans
le temps demande Dans ce cas lEA nest pas cree et lerreur MMS de classe timeresolution
est retournee dans la reponse du service DefineE vent Action
Apparition de levenement  le temps auquel se produit levenement est sauvegarde dans lattribut
Transition Time de lobjet EN Ceci se fait dans la procedure  EC Update de traitement
des evenements decrite dans la norme MMS Les temporisateurs lies aux actions evenementielles
comportant des temps de validite ne peuvent 
etre demarres tout de suite car a ce stade de
traitement de levenement la VMD ne sait m
eme pas si des EAs lies a levenement existent


Traitement de laction  ce nest que lors de la procedure  Event Action Execution que la
VMD determine les actions a executer Pour chaque action il faut faire la dierence entre le
temps courant et le temps dapparition de levenement notee  On soustrait ensuite  au
temps de validite de laction
 Si le resultat est negatif alors le temps de validite est ecoule Laction nest pas executee
et aucun objet transaction nest cree La reponse de laction incluse a la notication est
negative et stipule lerreur MMS timeout de classe servicepreempt
 Si le resultat est positif alors lobjet transaction necessaire pour traiter laction est cree
Le gestionnaire de temporisateurs est appele pour demarrer une temporisation avec la
valeur Validity Interval 	  Le temporisateur est identie par les attributs AAId
et InvokeId

de lobjet transaction Nous etendons lobjet transaction avec lattribut
Remaining Validity Interval Le temps restant avant la n de linterval de validite est
constamment mis a jour dans lattribut Remaining Validity Interval de lobjet tran	
saction
Expiration du temps de validite  lors de lexpiration du temporisateur si laction na pas com	
mence a 
etre executee lobjet transaction est detruit Les objets EE ou SE traitant les modi	
cateurs eventuels sont egalement detruits La reponse de laction incluse a la notication est
negative et stipule lerreur MMS timeout de classe servicepreempt Le traitement de leve	
nement se termine alors normalement
Fin dexecution de laction  quand lexecution de laction se termine avant la n du temps de
validite le temporisateur est arr
ete et detruit La reponse de laction incluse a la notication
est positive et stipule les resultats de laction Le traitement de levenement se termine alors
normalement
Cette solution est de niveau de modication  car le service Define Event Action est etendu avec
un parametre optionnel Si lon suppose que les temps de validite sont pre	denis dans les EAs et que

Cette valeur est denie dans la norme pour les intervalles de temps non species

Il peut ne pas y avoir dEA du tout ou alors il peut exister des EAs qui nont pas de temps de validite associe
ou encore il peut exister des EAs avec des temps de validite mais le client na pas souscrit a la transition devenement
survenue

Ces valeurs sont generees de facon locale par le serveur et nont aucun lien avec une association existante Ceci
permet dhomogeneiser le traitement des actions et des requetes de service
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DefineEventActionRequest

 SEQUENCE
f
eventActionName 	 ObjectName
listOfModifier 	 IMPLICIT SEQUENCE OF Modifier OPTIONAL
confirmedServiceRequest 	 ConfirmedServiceRequest
validityInterval 	 IMPLICIT Unsigned OPTIONAL
g
Fig  	 Denition ASN du service Define Event Action etendu
Object
 Event Action
Key Attribute
 Event Action Name
Attribute
 MMS Deletable TRUE FALSE
Attribute
 Confirmed Service Request
Attribute
 List Of Modifier
Attribute
 List Of Event Enrollment Reference
Attribute
 Validity Interval
Attribute
 Additional Detail
Fig  	 Lobjet Action Evenementielle etendu avec lintervalle de validite
les clients ne peuvent les fournir avec le service Define Event Action alors notre solution devient de
niveau de modication  En eet le protocole MMS est inchange mais le comportement des serveurs
est modie Enn si lon suppose que le temps de validite ne sert que de guide a la VMD pour ordonner
le traitement des actions et que les executions des actions ne sont pas annulees lors de lexpiration des
temps de validite alors notre solution est une simple implantation particuliere de la norme MMS et
devient de niveau de modication 
Le temps de validite est particulierement important quand laction est eectuee sur un site dis	
tant comme nous le verrons a la section suivante Remarquons quil nest pas possible dutiliser les
modicateurs comme a la section  pour fournir les temps de validite des actions En eet la
temporisation Acceptable Delay ne demarre que lorsque le modicateur correspondant de lobjet
transaction est traite Ceci se produit bien apres lapparition de levenement Notre temps de validite
est deni comme la duree secoulant entre lapparition de levenement et lexecution de laction
 Ex ecution dune action  ev enementielle distante
Dans "Dak # p  Dakroury remarque que dans les applications industrielles la production dun
evenement la notication de cet evenement et lexecution de laction associee se font souvent sur trois
sites dierents Lauteur suggere alors de repartir les objets evenementiels EC EE et EA sur trois sites
dierents  lEC sur le serveur ou se produit levenement lEA sur le serveur ou doit sexecuter laction
et lEE sur la station qui informe les utilisateurs de levenement
	
 Cette repartition nest toutefois pas

Il nest pas clair si lauteur considere que cette station est un serveur MMS comprenant un objet Operator Station	
ou le client devant recevoir la notication auquel cas ce client est aussi un serveur puisquil doit contenir lEE
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etudiee plus en detail dans "Dak # Nous proposons une solution alternative presentant les m
emes
avantages 
 Lobjet EC permet de detecter levenement Il est donc naturel que lobjet EC se trouve sur le
serveur ou se produit levenement
 Lobjet EE permet de savoir a qui envoyer la notication Il permet de souscrire a levenement
Il ne sert donc a rien de le mettre sur la station qui doit recevoir la notication Il faudrait
alors de toutes facons que le serveur ou se produit levenement dispose dune information lui
permettant de savoir ou se trouve cet EE Cest	a	dire quil faudrait un objet qui remplisse la
fonction ancienne de lEE Une fois cet EE localise cet objet ne servirait a rien puisque le serveur
conna
$t maintenant ladresse de la station qui doit recevoir la notication En outre lEE permet
de conna
$tre laction a eectuer lors de lapparition de levenement Il est donc inutile daller
chercher la reference de cette action sur un serveur distant quand on peut lobtenir localement
Ne voyant pas lutilite de mettre lEE sur un serveur dierent de celui ou se produit levenement
nous conservons la fonction MMS de lEE et maintenons lEE sur le serveur contenant lEC
 Lobjet EA permet dexecuter laction Nous avons montre a la section  linter
et dune
solution permettant dexecuter une action sur un serveur dierent de celui ou se produit leve	
nement Il pourrait ainsi sembler interessant que lEA soit situe sur le serveur ou laction eve	
nementielle doit sexecuter Une delocalisation de lEA exige une extension de lobjet EE pour
conna
$tre ladresse du serveur contenant lEA mais surtout la denition dun nouveau service
MMS dont la fonction est de demander lexecution du service contenu dans un EA En fait
limportant est que laction soit executee sur ce serveur et non que lEA soit deni dans
celui	ci Considerant que la delocalisation de lEA ne respecte pas lesprit de la norme MMS et
introduit trop de modications nous proposons de conserver lEA sur le serveur ou se produit
levenement et dautoriser lexecution de laction proprement dite sur un autre serveur
Nous allons donc maintenant etudier plus en detail la proposition faite a la section  qui per	
met lexecution des actions evenementielles sur un site autre que le serveur ou se produit levenement
DefineEventActionRequest

 SEQUENCE
f
eventActionName 	 ObjectName
listOfModifier 	 IMPLICIT SEQUENCE OF Modifier OPTIONAL
confirmedServiceRequest 	 ConfirmedServiceRequest
serverApplication 	 ApplicationReference OPTIONAL
modifiersRemote 	 IMPLICIT BOOLEAN DEFAULT FALSE
g
Fig  	 Denition ASN du service Report Semaphore Entry Status etendu
Le comportement des serveurs MMS supportant lexecution dactions distantes est le suivant 
Creation de lEA  un client denit un EA comportant une action distante au moyen du service
Define Event Action Nous etendons donc la denition du service Define Event Action avec
le nouveau parametre Server Application Ce parametre represente ladresse du serveur MMS
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Object
 Event Action
Key Attribute
 Event Action Name
Attribute
 MMS Deletable TRUE FALSE
Attribute
 Confirmed Service Request
Attribute
 List Of Modifier
Attribute
 List Of Event Enrollment Reference
Attribute
 Server Application
Attribute
 Modifiers Remote
Attribute
 Additional Detail
Fig  	 Lobjet Action Evenementielle etendu avec ladresse du serveur distant
qui doit executer laction evenementielle Il est de type Application Reference Ce type est
deja deni dans MMS "ISO b# Nous ajoutons egalement le parametre Modifiers Remote qui
na de sens que si le parametre List Of Modifier nest pas vide Le parametre Modifiers
Remote est un booleen qui specie si les modicateurs attaches a laction doivent 
etre executes
sur le serveur local ou sur le serveur distant represente par Server Application Dans la suite
nous qualierons ces serveurs respectivement de principal et secondaire La requ
ete du service
Define Event Action ainsi etendue appara
$t sur la gure  Lors de la creation de lobjet
EA les valeurs de Server Application et Modifiers Remote sont recopiees dans les attributs
de m
eme nom de lEA On etend donc aussi lobjet EA avec ces nouveaux attributs g 
Quand le parametre Server Application est absent de la requ
ete de service cela signie que
laction est locale et que lon reste dans le cadre dune utilisation classique de MMS Lattribut
Server Application de lEA prend alors la valeur UNDEFINED
Traitement de laction apres apparition de levenement  cest lors de la procedure  Event Action
Execution que la VMD determine les actions a executer pour levenement qui sest produit
Pour chaque action la VMD consulte lattribut Server Application de lEA pour savoir si
laction est locale ou distante 
 si la valeur est UNDEFINED laction est locale et son traitement se poursuit comme dans
MMS classique Dans ce cas lattribut Modifiers Remote doit avoir pour valeur FALSE
La valeur TRUE constitue une erreur
 si la valeur est autre que UNDEFINED alors laction doit sexecuter sur un serveur secondaire
Le serveur principal cree un objet transaction pour traiter laction Si lattribut Modifiers
Remote est FALSE alors la liste de modicateurs de laction est aectee a celle de lobjet tran	
saction Les modicateurs doivent donc 
etre satisfaits localement avant que laction ne soit
envoyee au serveur secondaire Si lattribut Modifiers Remote est TRUE les modicateurs
doivent 
etre satisfaits sur le serveur secondaire et sont envoyes avec laction
Le serveur principal determine ensuite sil existe une association avec le serveur secondaire
identie par Server Application Si tel nest pas le cas il ouvre cette association au moyen
de la procedure  Establish Application Association de traitement des evenements La
requ
ete de service representant laction est ensuite construite et envoyee sur lassociation
Cette requ
ete contient les eventuels modicateurs attaches a laction uniquement si lattri	
but Modifiers Remote est TRUE Le gestionnaire devenement se met alors en attente des
resultats de cette action de la m
eme maniere quil attend les resultats dune action locale
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Reception de la reponse de laction  lors de la reception de la reponse de laction lobjet tran	
saction est detruit et les resultats sont retournes au gestionnaire devenements comme dans MMS
classique Le serveur peut alors continuer le traitement de levenement et envoyer la notication
avec les resultats de laction distante Notons que le client qui recoit la notication peut 
etre
situe sur un site dierent de celui du serveur qui a execute laction distante
La gure  reprend lexemple de la section  en illustrant cette fois les deux possibilites
dutilisation des modicateurs dans lexecution dune action distante
Client
1
2
Client
1
2
3
4
5
6
3
4
5
6
Modifiers Remote = FALSE Modifiers Remote = TRUE
Serveur
principal
Serveur
secondaire
Serveur
principal
Serveur
secondaire
1 : événement
2 : satisfaction de tous les modificateurs
3 : requête Start
4 : démarrage du refroidissement
5 : réponse Start
6 : notification
1 : événement
2 : requête Start modifiée
3 : satisfaction de tous les modificateurs
4 : démarrage du refroidissement
5 : réponse Start
6 : notification
Fig  	 Sequencement des etapes lors dune action distante avec modicateurs
Lexecution daction distante sintegre particulierement bien a MMS sans modier les fonctionna	
lites existantes En particulier les serveurs secondaires sur lesquels les actions sont executees nont
pas besoin d
etre etendus comme le serveur principal et peuvent donc rester de niveau de modication
 Ceci vient en grande partie du fait quune action evenementielle nest autre quun service MMS
et sexecute de la m
eme facon en creant un objet transaction Notons que pendant lexecution dune
action distante il y a deux objets transaction qui representent laction Le premier se situe sur le
serveur principal en attente de la reponse de laction Le second se situe sur le serveur secondaire ou
sexecute laction
Comme nous rajoutons deux parametres optionnels a la requ
ete Define Event Action notre solu	
tion est de niveau de modication  Le comportement des serveurs MMS nest toutefois pas modie
mais simplement etendu Pour 
etre complet nous rajoutons egalement lattribut Server Application
a la reponse du service Get Event Action Attributes ce qui permet dinformer les clients du site sur
lequel doit seectuer laction g 
Nous pouvons combiner lextension proposee ici avec le temps de validite dune action section 
Lors de lexpiration du temps de validite dune action distante dont lexecution est en cours le ser	
veur principal considere que laction a echoue Il construit une reponse negative stipulant lerreur
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GetEventActionAttributesResponse

 SEQUENCE
f
mmsDeletable 	 IMPLICIT BOOLEAN DEFAULT FALSE
listOfModifier 	 IMPLICIT SEQUENCE OF Modifier
confirmedServiceRequest 	 ConfirmedServiceRequest
serverApplication 	 ApplicationReference OPTIONAL
g
Fig  	 Denition ASN du service Get Event Action Attributes etendu
MMS timeout de classe servicepreempt et linclut dans la notication La notication est ensuite
envoyee sans attendre les resultats de laction distante
Deux solutions sont alors envisageables 
 Le serveur principal attend la reception des resultats de laction distante Lors de la reception
de ces resultats le serveur principal constate que lattribut Remaining Validity Interval de
lobjet transaction local est nul Lobjet transaction est alors detruit Les resultats de laction
ne sont pas retournes au gestionnaire devenements puisque la notication a deja ete envoyee
 Le serveur principal envoie une requ
ete Cancel au serveur secondaire pour annuler laction
distante Il detruit lobjet transaction quand une reponse positive au service Cancel lui parvient
Mais il est possible que laction ne puisse 
etre annulee ou que le serveur secondaire ait deja envoye
la reponse de laction quand la requ
ete Cancel lui arrive Dans ce cas il est necessaire dadopter
le m
eme comportement que le point  ci	dessus
Lautomate des serveurs principal et secondaire illustrant lexecution dune action distante sont
representes sur la gure 
 Ex ecution dune requete de service MMS distante
Comme nous lavons vu lexecution dune action evenementielle distante necessite la creation de
deux objets transaction  le premier dans le serveur principal et le second dans le serveur secondaire
Nous pouvons ainsi etendre lobjet transaction avec lattribut Server Application g   Si
cet attribut na pas pour valeur UNDEFINED il identie le serveur secondaire ou sexecute reellement
laction
Cette extension de lobjet transaction nous amene naturellement a autoriser une execution distante
des requ
etes de service MMS au m
eme titre que les actions Un serveur MMS principal qui recoit
une requ
ete de service et qui se trouve dans lincapacite de lexecuter peut alors relayer cette requ
ete
vers un autre serveur secondaire
Les raisons pour lesquelles un serveur doit relayer une requ
ete de service vers un autre serveur
peuvent 
etre multiples 
 Repartition de la charge  le serveur principal se trouve trop charge et un autre serveur est
capable deectuer la requ
ete%
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attendre
fin
prêt
fin
traiter
Serveur Principal Serveur Secondaire
prêt
traiter
Fig  	 Automate de Nutt pour lexecution distante des actions
 Delocalisation des objets MMS  pour des raisons de transparence les clients ont une vision
centralisee des objets MMS qui en apparence se situent tous sur le serveur principal En fait les
objets sont repartis sur dierents serveurs secondaires Le serveur principal relaie les requ
etes
des clients vers les serveurs secondaires en fonction des objets a acceder
 Tolerance aux fautes  le dispositif physique que modelise la VMD ou certaines fonctionnalites
du serveur principal sont dans un etat qui ne permet pas de repondre a la requ
ete dun client
Si lon dispose dun serveur de rechange la requ
ete peut 
etre executee sur ce dernier serveur
Lattribut Server Application de lobjet transaction du serveur principal contient ladresse du
serveur vers lequel la requ
ete est relayee Le serveur principal devient donc client du serveur secondaire
Lors de la reception de la reponse le serveur principal la recopie dans la PDU reponse quil doit envoyer
au client Il detruit ensuite lobjet transaction correspondant Le traitement des modicateurs eventuels
est identique au cas des actions evenementielles Ces dierentes etapes se font de facon transparente
pour le client qui a eectue la requ
ete Pour ce client tout se passe comme si le serveur principal
execute la requ
ete de service Notre extension est donc de niveau de modication  Si par contre nous
souhaitons que les clients aient la possibilite de preciser le serveur secondaire pour chacune de leur
requ
ete alors il faut ajouter les parametres optionels Server Application et Modifiers Remote dans
toutes les requ
etes de service MMS Ceci rend notre solution de niveau de modication  Lautomate
simplie de notre extension integrant le temps de validite est presente sur la gure  Lautomate
du serveur secondaire est le m
eme qua la gure 
Notons que notre extension est dierente du protocole multi	serveurs deni par Dakroury et Elloy
dans "DE# "Dak # Dakroury etend les services MMS agissant sur les listes de variables et les
invocations de programmes de facon quune requ
ete de service MMS eectuee sur le serveur principal
se divise en plusieurs requ
etes envoyees aux serveurs secondaires Par exemple un objet MMS Named
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Object
 Transaction
Key Attribute
 InvokeId
Key Attribute
 Application Association Identifier
Attribute
 List Of Preexecution Modifiers
Attribute
 Current Modifier Reference
Attribute
 Confirmed Service Request
Attribute
 List Of Postexecution Modifiers
Attribute
 Cancelable TRUE FALSE
Attribute
 Server Application
Attribute
 Modifiers Remote TRUE FALSE
Fig  	 Lobjet transaction etendu
prêt
attendre
fin
prêt
Serveur Principal Client
attendre
fin
Fig  	 Automate de Nutt pour lexecution distante des services
Variable List peut referencer des variables situees sur dierents serveurs Une requ
ete de lecture
de cet objet se divise en autant de requ
ete Read quil y a de variables distantes dans les serveurs
secondaires Le serveur principal attend les reponses des serveurs secondaires construit la reponse
principale a partir des sous	reponses recues et envoie cette reponse au client correspondant
Dans notre extension les objets MMS autres que les objets transaction sont inchanges Les requ
etes
de service sont relayees integralement dun serveur a un autre Et ceci peut se faire pour nimporte
quelle requ
ete MMS La combinaison du protocole multi	serveurs et de notre extension permet une
gestion reellement repartie des requ
etes de service MMS et une execution de ces requ
etes de facon
totalement transparente pour les clients
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	 Algorithmes de controle de la concurrence
 Hypotheses de base
Lacquisition et la manipulation de donnees constituent une partie importante des applications in	
dustrielles et de productique Le probleme que rencontrent les developpeurs de telles applications vient
de lheterogeneite des donnees du nombre de protocoles utilises pour y acceder et de la complexite
des interfaces de ces protocoles Un des objectifs du projet ESPRIT CCE	CNMA etait de faciliter le
developpement dapplications industrielles en orant aux utilisateurs une plate	forme ouverte et por	
table qui integre harmonieusement ces diverses technologies et cache aux developpeurs dapplications
la complexite et les dierences dacces a tous ces supports dinformation "Pleb# "CC# Dans le
cadre de ce projet nous avons developpe un compilateur SQL qui donne aux utilisateurs la possibilite
dacceder aux donnees de systemes industriels dune facon simple coherente et homogene "Pleb#
"Casb# Cette interface SQL exploite une plate	forme appelee CCE qui garantit la coherence dacces
aux informations partagees Cette garantie dispara
$t quand on ne dispose plus de CCE et que lon
adapte directement SQL sur MMS Il est alors necessaire de disposer dalgorithmes bases sur MMS
qui assurent le contr
ole de la concurrence dacces aux donnees
Cette section est consacree a letude dalgorithmes assurant le contr
ole de la concurrence dans lenvi	
ronnement MMS independamment de lutilisation avec SQL citee ci	dessus Nous montrons comment
utiliser les semaphores et evenements MMS pour construire des algorithmes simples exempts dinter	
blocages et destines a la protection de ressources reparties etou repliquees dans un environnement de
reseaux industriels Nous avons publie ces algorithmes dans "Casa# et "Casc#
Nous nous interessons donc au probleme suivant Etant donne un ensemble de ressources reparties
sur dierents serveurs MMS 
 comment assurer un acces serialise a des sous	ensembles de ces ressources a la maniere des
transactions dans les bases de donnees
 comment eviter detecter et resoudre les interblocages qui peuvent eventuellement se former lors
de ces tentatives dacces
MMS ne fournit pas les outils necessaires pour gerer facilement la repartition des ressources Malgre
cela pour pouvoir garantir la compatibilite de nos solutions avec tout systeme MMS nous ferons
lhypothese essentielle suivante MMS doit etre utilise sans aucune modication ou extension
Nos solutions doivent donc 
etre de niveau de modication  Le probleme initial qui pouvait sembler
trivial devient alors moins evident car de nombreuses techniques utilisees dans les systemes distribues
ou les bases de donnees reparties ne peuvent 
etre adoptees ici En fait nos algorithmes doivent sinscrire
dans le cadre dun environnement restreint caracterise de la facon suivante 
 Le format des messages est xe  les PDUs MMS doivent 
etre utilisees excluant tout autre
type de communication Les messages echanges entre les dierents sites doivent donc suivre la
syntaxe decrite dans "ISO b# Ces messages ne peuvent 
etre construits en fonction des besoins
des algorithmes
 Pas destampillage des messages  lestampillage para
$t dicilement realisable avec MMS
On pourrait utiliser les attributs InvokeId des services MMS conrmes mais m
eme dans ce
cas les serveurs MMS etant par hypothese inchanges ne seraient pas capable dexploiter cet
estampillage
 Pas de diusion  MMS ne permet pas la diusion des requ
etes de service
	 ALGORITHMES DE CONTR
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 Passivite des gestionnaires de ressources  seuls les sites qui demandent lacces aux res	
sources partagees les client MMS sont actifs Les sites qui renferment les ressources les serveurs
MMS sont passifs en ce sens quils ne peuvent quattendre les requ
etes des clients



 Faible connectivite  pour rester aussi general que possible nous supposons que les dierents
sites sont soit client soit serveur mais pas les deux a la fois Il ny a donc pas de communication
entre clients ni de communication entre serveurs En fait les clients resp serveurs ne connais	
sent m
eme pas lexistence des autres clients resp serveurs Ceci implique en particulier que les
serveurs ne peuvent pas cooperer par exemple pour resoudre les interblocages comme cest le
cas pour de nombreux gestionnaires de bases de donnees distribuees
Dans ce contexte notre but nest pas de proposer de nouveaux types dalgorithmes distribues
generiques mais plut
ot de determiner ce quil est possible de faire avec MMS pour resoudre le probleme
de lallocation de ressources reparties
 Modele et notations
Le systeme considere consiste en N clients MMS et M serveurs MMS Les sites serveurs gerent des
ressources variables chiers machines industrielles  Les sites clients ont besoin dacceder a ces
ressources Bien quil puisse y avoir plusieurs ressources dans un seul serveur MMS pour des raisons de
simplicite nous considerons que chaque serveur i contient une seule ressource R
i
 Lexpression ressource
globale se refere au sous	ensemble de ressources auxquelles un client veut acceder a un moment donne
Chaque ressource de ce sous	ensemble est appelee composante de la ressource globale Chacune de ces
composantes est donc sur un serveur dierent On note R ' R
 
     R
M
 la ressource globale R dont les
composantes R
i
sont respectivement reparties sur les serveurs i Par exemple un chier et ses dierentes
copies de sauvegarde est une ressource globale On peut trouver dans "Dak # un autre exemple dun
tel scenario Deux convoyeurs sont geres et representes par deux VMDs dierentes Chaque VMD
contient une variable qui contr
ole le mouvement de son convoyeur Il est necessaire decrire au m
eme
moment la m
eme valeur dans chacune des variables pour que les convoyeurs bougent ensembles Si
deux clients eectuent une ecriture simultanee avec des valeurs dierentes il peut arriver que les
convoyeurs se deplacent dans des directions opposees ou avec des vitesses dierentes Un scenario
identique est egalement decrit dans "RZI #
Pour assurer la serialisation des acces aux ressources nous utilisons une methode similaire au
verrouillage a deux phases PL ou Two Phase Locking "EGLT# A chaque composante R
i
est
associee un semaphore banalise MMS a un seul jeton note S
i
 Un client doit obtenir le contr
ole de
tous les semaphores associes aux composantes quil veut acceder avant de pouvoir faire une quelconque
operation dacces aux ressources PL conservatif "BHG# pp  Si un semaphore ne peut 
etre
obtenu le client est mis en attente sur ce semaphore Les semaphores sont liberes lorsque toutes les
operations dacces ont ete eectuees Comme nous associons un semaphore MMS a chaque composante
nous ne pouvons pas faire la distinction entre acces exclusif et acces partage Les acces aux composantes
se font donc toujours en mode exclusif Nous ne faisons aucune hypothese quant a lordre dans lequel
les requ
etes de contr
oleliberation des semaphores sont issues des dierents clients
Par analogie avec les bases de donnees nous dirons quun client qui tente dacceder a une ressource
globale eectue une transaction Les clients qui doivent interrompre leur transaction pour resoudre les
interblocages sont appeles victimes

Un serveur peut decider independamment des clients denvoyer une requete de service non conrmee Les circons
tances amenant a une telle decision ne sont pas normalisees par MMS Cette decision est donc propre a chaque application
serveur et ne peut etre exploitee ici
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Enn les caracteristiques des media de communication sont celles du prol MAP "Gen# Par
consequent la communication entre deux sites est able  aucun message nest perdu duplique ou
delivre avec erreur Sur une association MMS les messages sont delivres dans lordre dans lequel ils
ont ete envoyes et sont traites par les serveurs dans cet ordre Par contre nous ne pouvons faire
dhypothese ni sur le temps mis par un message pour aller dun site a un autre ni sur le temps de
traitement dans les serveurs excepte que ces temps sont nis
La plupart des requ
etes de service MMS sont eectuees en mode synchrone Les clients attendent
donc de recevoir la reponse a une requ
ete avant de poursuivre Dans nos algorithmes ces requ
etes
sont prexees par MMS  Dans certains cas les clients ont besoin de poursuivre leur execution
apres avoir eectue une requ
ete de service Une telle requ
ete est donc asynchrone et est prexee par
MMS Async 
 R esolution des interblocages par temporisation
  Lalgorithme de base
Les limitations  et  de la section  nous amenent a centraliser lintelligence des algorithmes
sur les clients MMS Un client doit lui	m
eme determiner quand il peut poursuivre une transaction les
semaphores sont libres ou interrompre et dierer cette transaction il y a interblocage Ces simples
observations nous permettent de faire un parallele avec les protocoles de reseaux locaux CSMA Carrier
Sense Multiple Access et Ethernet Dans ces protocoles le canal de communication est passif et
chacune des stations doit seule determiner si elle peut emettre ou si elle doit interrompre son emission
suite a une collision et recommencer plus tard Pour deriver les deux algorithmes suivants nous avons
fait un parallele entre les stations et les clients MMS entre le medium de communication et les
semaphores dans les serveurs MMS et entre les collisions et les interblocages
Lalgorithme de base est presente sur la gure A Cet algorithme expose le principe de lalgo	
rithme plus evolue qui sera decrit a la section  Comme S
i
denote le semaphore present dans
le serveur i nous introduisons les variables dentree X
i
pour souligner que lordre et le nombre de
requ
etes Take Control sont propres a chaque client Par exemple dans le cas dune variable globale
constituee de trois variables reparties sur les serveurs   et  lalgorithme peut 
etre execute avec
X
 
 X

 X

 ' S
 
 S

 S

 ou X
 
 X

 X

 ' S

 S
 
 S

 ou m
eme X
 
 ' S

 si chaque variable est
la replique des autres et que loperation eectuee est une lecture K K M denote le nombre total
de semaphores a saisir lors dune transaction
Comme nous lavons decrit plus haut le principe de base de lalgorithme consiste simplement a
prendre le contr
ole de tous les semaphores associes aux composantes a acceder a eectuer les operations
dacces puis a liberer tous les semaphores acquis Lutilisation de semaphores peut evidemment mener
a des conits

ainsi qua des interblocages
Lalgorithme de base soupconne quil y a interblocage quand une transaction est bloquee en at	
tente dun semaphore pendant un temps donne cest	a	dire quand la duree dun conit depasse une
valeur predenie Pour xer les temps maximaux dattente des transactions nous utilisons loption
Acceptable Delay des requ
etes Take Control ligne  Si le temporisateur Acceptable Delay dune
requ
ete Take Control expire avant que le contr
ole du semaphore soit acquis alors cette requ
ete est
automatiquement annulee Le client qui a eectue la requ
ete recoit une reponse negative lui speciant
la n de temporisation ligne  La resolution dun interblocage se fait par liberation de tous les se	
maphores detenus quand un client recoit une reponse negative suite a lexpiration dun temporisateur
Acceptable Delay lignes  a   Ceci permet aux autres transactions de poursuivre leur execution
	
On appelle conit le fait quune transaction demande un semaphore detenu par une autre transaction
	 ALGORITHMES DE CONTR

OLE DE LA CONCURRENCE 
 local variables
 i j D
 
 integers
 begin
 START MMS TakeControl RequestX
 

 for i in K do
 MMS TakeControl RequestX
i
 acceptableDelay  D
 

 if NEGATIVE MMS TakeControl Response received then
 for j in i   do
 MMS RelinquishControl RequestX
j

	 end for
 goto START
 end if
 end for
 
 Acc es aux ressources ici 

 for i in K do
 MMS RelinquishControl RequestX
i

 end for
 end
Algorithme A Algorithme de base
La transaction annulee est alors redemarree
Ladoption des temporisateurs pour detecter les interblocages est motivee par les raisons suivantes 
 lalgorithme resultant est simple%
 cest souvent la seule solution dans un systeme constitue de sites qui ne peuvent pas cooperer
pour resoudre un probleme%
 limplantation dans lenvironnement MMS savere tres facile
Toutefois lutilisation de temporisateurs presente certains inconvenients Tout dabord le fait quun
temporisateur Acceptable Delay expire ne garantit pas quil y a bien interblocage Lexecution dune
transaction peut simplement 
etre ralentie pour des raisons independantes de la presence dun interblo	
cage En ce sens on ne peut pas reellement parler de detection dun interblocage Lalgorithme ne
peut que supposer quil y a interblocage Par contre tout interblocage implique une attente indenie
et donc lexpiration dun temporisateur "BHG#
Le choix de la duree de temporisation est egalement un inconvenient Une duree trop courte en	
gendre des redemarrages intempestifs Une duree trop longue tend a ralentir lexecution des transac	
tions car lalgorithme ne detecte pas dinterblocage avant lexpiration dun temporisateur La valeur
du temporisateur depend donc de la charge du systeme considere Comme dans tous les algorithmes ou
les temporisateurs sont utilises pour detecter des interblocages le choix de la duree de temporisation
est un probleme delicat Generalement cette duree doit 
etre reglee en fonction des caracteristiques du
systeme voir a ce sujet "CP# "BHG# "JTK# "FHRT#
Dans notre cas nous avons adopte une duree denie de facon aleatoire Nous en donnons la jus	
tication a la section suivante Par ailleurs il est interessant dajouter a cette duree une valeur pro	
portionnelle au nombre de semaphores couramment detenus par la transaction Ceci est equitable car
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une transaction possedant plusieurs semaphores transaction longue a ainsi moins de chance d
etre
annulee et redemarree quune transaction possedant peu de semaphores transaction courte
Par ailleurs il faut aussi eviter que les temporisations de plusieurs transactions interbloquees nex	
pirent en m
eme temps Le redemarrage simultane de deux transactions interbloquees ne nuit pas a la
validite de lalgorithme mais reduit ses performances Prenons le cas de deux transactions T
 
et T

en situation dinterblocage Nous supposons que le temporisateur de T
 
a une duree de temporisation
AD
 
et expire le premier au temps 
 
 Nous cherchons a estimer la valeur de temporisation AD

de T

pour savoir dans quelle mesure le temporisateur de T

expire egalement Soient k le nombre de sema	
phores que detient T
 
au temps 
 
 RC le temps de reponse typique moyen dune requ
ete Relinquish
Control et TC celui dune requ
ete Take Control en labsence de conit Enn req
 
resp req

 est
linstant ou la requ
ete Take Control de T
 
resp T

 est bloquee Cest donc egalement linstant ou le
temporisateur de T
 
resp T

 est arme La transaction T

est redemarree si le temps 

dexpiration
de son temporisateur est tel que 

 
 

 
 
&
TC

& k
T

  RC &
RC


Dans cette equation nous avons neglige les temps de traitement dans les serveurs MMS devant les
temps de communication dans la pile de protocole Nous avons montre dans "CV# que sur notre
reseau MAP cette approximation pouvait 
etre faite Lequation  exprime simplement le fait que
T

est redemarree si son temporisateur expire avant que le semaphore attendu par T

soit libere Ce
semaphore est le k
T

eme
a 
etre libere par T
 
 Comme k
T

 k 

est majore par 
 
&
TC

&
k RC


qui represente le temps de liberation de tous les semaphores detenus par T
 

Pour 
etre s
ur que AD

nexpire pas egalement il sut que les equations suivantes soient assurees
selon le cas dans lequel on se trouve 
 si req

 
 
alors
AD


TC

&
k
T

  RC


 si req
 
 req

 
 
alors
AD

 AD
 
&
TC

&
k
T

  RC


 si req

 req
 
alors
AD

 AD
 
& req
 
  req

&
TC

&
k
T

  RC


Ces equations comportent  inconnues pour T

 req
 
 AD
 
et k
T

qui ne permettent pas a T

de
determiner la valeur de AD

avant denvoyer la requ
ete Take Control correspondante
Cette etude nous permet au moins dobtenir des estimations sur lordre de grandeur souhaitable
de AD

pour notre implantation de lalgorithme sur reseau MAP En aectant TC ' RC '  ms et
k ' k
T

'  on obtient AD

  ms pour le cas  Pour k ' k
T

'  on obtient AD

  ms
toujours pour le cas 
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Surete et vivacite
Les proprietes de surete et de vivacite sont importantes pour assurer le bon fonctionnement de nos
algorithmes "Ray# Dans notre cas ces proprietes se traduisent de la facon suivante 
 surete  a tout instant et pour toute ressource globale il y a au plus un client MMS qui accede
a cette ressource%
 vivacite  tout processus qui demande lacces a une ressource doit pouvoir y acceder dans un
temps ni La propriete de vivacite traduit le fait que toute transaction se termine dans un temps
ni Elle comporte ainsi deux aspects 
a toutes les situations dinterblocage sont resolues%
b lalgorithme nentre pas dans une situation non interbloquee ou au moins un client ne
progresse pas dans lacquisition des semaphores
Pour tous nos algorithmes les proprietes de s
urete et vivacite ont fait lobjet dune verication
formelle avec loutil SPIN "Hol# Les algorithmes codes en langage PROMELA sont fournis en
annexe E
En ce qui concerne lalgorithme de base la propriete de s
urete est assuree de facon evidente Tous
les semaphores associes a une ressource globale doivent 
etre pris avant quun client puisse acceder a
cette ressource Aucun autre client ne peut donc detenir au m
eme moment un seul de ces semaphores
et acceder a la ressource ou a un sous	ensemble des composantes de la ressource Ce resultat decoule
directement de ladoption de la methode PL
La propriete de vivacite a est egalement veriee Une situation dinterblocage est un etat stable
du systeme qui se traduit par un cycle dattente entre dierentes transactions Cette attente engendre
lexpiration du temporisateur ayant la plus petite duree et donc la liberation de tous les semaphores
detenus par la victime Le semaphore implique dans linterblocage est donc aussi libere et le cycle
dattente est rompu
La propriete de vivacite b ne peut pas 
etre strictement garantie par lalgorithme Cette situation
est dailleurs detectee par SPIN Prenons le cas de deux transactions interbloquees Il est parfaitement
possible de tomber dans la situation suivante 
 Les temporisateurs Acceptable Delay des deux transactions comportent des delais susam	
ment proches pour que les deux transactions soient annulees et redemarrent en m
eme temps%
 Les deux transactions redemarrent et acquierent les m
emes semaphores dans le m
eme ordre que
precedemment Elles se retrouvent donc en situation dinterblocage%
 Retour au point 
Dans ce cas lalgorithme sexecute mais ne progresse pas Cette situation provient directement de
la facon dont est concu lalgorithme Dans les reseaux locaux comme Ethernet on ne peut pas non plus
theoriquement garantir que plusieurs stations desirant emettre ne vont pas continuellement entrer en
collision Pratiquement les stations peuvent emettre car la probabilite que les paquets soient re	emis
en m
eme temps apres une collision est faible Cest lindetermination dans le choix du moment de
re	emission qui permet la communication
Nous appliquons la m
eme idee pour nos algorithmes Ceci explique pourquoi nous avons adopte des
durees aleatoires pour les temporisateurs Acceptable Delay La propriete de vivacite b ne peut
 CHAPITRE  MMS DANS UN ENVIRONNEMENT DE SYST

EMES R

EPARTIS
donc 
etre garantie mais lindetermination dans le choix des temporisations permet a lalgorithme de
se terminer dans des situations ou la competition nest pas excessive Une mesure de la vivacite b
est presentee dans la section suivante
 Amelioration de lalgorithme
Dans cette section nous allons ameliorer lalgorithme de base Le nouvel algorithme obtenu est
numerote algorithme A  Nous lui avons essentiellement apporte quatre ameliorations 
 Le defaut majeur de lalgorithme de base provient du redemarrage des transactions Des quun
temporisateur expire la transaction correspondante est redemarree et prend le contr
ole de sema	
phores qui peuvent 
etre necessaires a lexecution dautres transactions Ceci risque d
etre inutile
si le semaphore qui a cause la n de temporisation est toujours detenu Nous noterons desormais
ce semaphore S
abort

Le semaphore S
abort
nappartient pas a la victime Il peut donc 
etre utilise pour detecter quand
il sera libere cest	a	dire quand la transaction qui le detient sera terminee ou annulee Nous
faisons donc en sorte que la victime ne puisse redemarrer que lorsque S
abort
est libere Pour eviter
davoir a consulter periodiquement letat du semaphore S
abort
 il sut denvoyer une requ
ete Take
ControlS
abort
 sans parametre Acceptable Delay La requ
ete est alors mise en attente jusqua
ce que le semaphore soit libre La reception de la reponse a cette requete Take Control est
le signal qui autorise la victime a redemarrer ligne  Cette facon de proceder est aussi
a rapprocher du protocole Ethernet  une station ne re	emet pas tant que la ligne est occupee
 Lutilisation des priorites des semaphores MMS permet egalement dameliorer notre algorithme
Nous utilisons le parametre Priority des requ
etes Take Control pour augmenter les chances
dexecution des transactions qui subissent de frequents redemarrages Ainsi lors de la premiere
execution dune transaction les requ
etes Take Control se voient aectees une priorite normale
que nous xons a  A chaque redemarrage la priorite de ces requ
etes est diminuee dune unite
 
ligne  De cette facon les transactions anciennes augmentent leur chance dexecution "BG#
 Nous voulons eviter quune victime naecte lexecution des transactions qui nont pas redemarre
et qui utilisent ou attendent S
abort
 La requ
ete Take Control sur un semaphore S
abort
seectue
donc toujours avec une priorite inferieure aux priorites des transactions actives Comme nous
avons xe a  le niveau de priorite normale la priorite basse dattente sur S
abort
est egale a
 Cest la plus basse priorite dans MMS
 Pour accelerer lexecution dune transaction nous eectuons toutes les requ
etesMMS Relinquish
Control en mode asynchrone Cela signie que toutes les requ
etes de liberation des semaphores
sont envoyees en bloc sans attendre la reponse de chacune dentre elles pour poursuivre Nous
avons montre dans "CV# que lutilisation du mode asynchrone permet de gagner un temps non
negligeable sur le temps de reponse total des services executes
Surete et vivacite
Les commentaires sur les proprietes de s
urete et vivacite sont les m
emes pour lalgorithme A
et pour lalgorithme A  La s
urete et la vivacite a de lalgorithme de base etant acquises les
modications qui ont conduit a lalgorithme A ont essentiellement pour but de favoriser la vivacite
b
 

Jusqua la priorite maximum qui est  Apres les priorites restent inchangees
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  local variables
 i j k priority detectionPriority D
 
 integers
 begin
 k   
 priority  normalPriority
	 detectionPriority  normalPriority 
  
 START MMS TakeControl RequestX
k
 detectionPriority  Attente sur S
abort

 for i in    K except k do
 MMS TakeControl RequestX
i
 D
 
 priority
  if NEGATIVE MMS TakeControl Response received then
   for j in i     fkg do
  MMS Async RelinquishControl RequestX
j

  end for
  k  i
  priority  priority     Augmenter la priorite des victimes 
 	 goto START
  end if
  end for
   Acces aux ressources ici 
 for i in K    do
  MMS Async RelinquishControl RequestX
i

 end for
 end
Algorithme A  Algorithme ameliore
Nous verrons plus loin que ces modications ont eectivement permis dobtenir une meilleure
vivacite Nous cherchons maintenant a ameliorer encore ces resultats Dans les reseaux locaux Ethernet
la solution retenue pour diminuer le nombre de collisions entre paquets est dajouter un delai avant la
re	emission dun paquet En particulier avec lalgorithme Binary Exponential Backo BEB "MB#
ce delai est choisi de facon aleatoire avec une moyenne qui depend du nombre de collisions passees
Nous adoptons dans les algorithmes la m
eme idee et rajoutons une instruction dattente durant un
temps D

entre les lignes  et  de lalgorithme A  Nous pouvons ainsi comparer les cinq cas
suivants 
 Pas de delai D

et redemarrage immediat algorithme de base A
 Pas de delai D

et redemarrage uniquement quand le semaphore S
abort
est libre
 Generation aleatoire du delai D

et redemarrage uniquement quand le semaphore S
abort
est libre
 Generation aleatoire du delai D

auquel on ajoute une valeur proportionnelle au nombre de
transactions en cours et redemarrage uniquement quand le semaphore S
abort
est libre
 Generation du delai D

basee sur lalgorithme BEB et redemarrage uniquement quand le sema	
phore S
abort
est libre
Nous proposons comme mesure de la vivacite le rapport
V '
nombre dacces a la ressource globale
nombre total de tentatives dacces
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Ce rapport represente la capacite des clients a acceder a la ressource lorsquil y a competition Cest
une mesure de la facilite avec laquelle les clients obtiennent les semaphores On peut aussi considerer
V comme lecacite de lalgorithme dans une situation donnee Quand V est nul ou proche de  alors
les clients sont en competition perpetuelle et ne peuvent pas acceder a la ressource On se trouve
alors typiquement dans un cas ou la vivacite b nest pas assuree car lalgorithme ne se termine pas
Intuitivement V decro
$t avec le nombre de transactions actives
Nous avons represente sur la gure  les variations du rapport V en fonction du nombre de
transactions actives pour les cinq cas decrits ci	dessus Pour obtenir ces courbes nous avons simule le
comportement des dierents algorithmes Le nombre de serveurs MMS donc de semaphores est xe
a trois Tous les clients demandent continuellement   fois tous les semaphores Au depart le nombre
de transactions actives est donc egal au nombre de clients Lordre de demande des semaphores est
determine de facon aleatoire et recalcule apres chaque acces aux ressources La temporisation D
 
est
aussi choisie de facon aleatoire entre   et  secondes Les temps de reponse de tous les services
sont compris entre  ms et  ms Les courbes de la gure  doivent 
etre interpretees de la facon
suivante  par exemple sur la courbe  pour  clients la valeur de V est   Cela signie que sur
lensemble des tentatives eectuees pour acceder a la ressource  + ont reussi Les  + restantes
sont dues a des ns de temporisation ayant entra
$ne des redemarrages
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Fig  	 Variations de V en fonction du nombre de clients
Il nest pas surprenant de constater que pour lalgorithme de base A courbe  V decro
$t tres
fortement quand le nombre de clients augmente La denition de lalgorithme ameliore A courbe
 avait pour but dameliorer cette situation On voit tres nettement que le changement est important
Nos modications ont donc bien permis dameliorer le comportement de lalgorithme de base
Laddition dun delai aleatoireD

compris entre  et  secondes avant que la victime ne redemarre
courbe  ameliore bien lalgorithme A mais pas de facon signicative A partir de  clients les
courbes  et  restent en eet tres proches En fait le delai D

est plafonne a  secondes et nevolue
pas en fonction du nombre de transactions actives Ainsi a partir dune certaine valeur leet du delai
aleatoire D

sattenue considerablement En eet a delai D

constant plus le nombre de transactions
actives augmente plus les chances quune victime retrouve S
abort
occupe sont grandes
Une solution plus adaptee est donc de faire evoluerD

en fonction du nombre de transactions actives
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courbe  On obtient eectivement un meilleur taux de reussites V que pour les essais precedents
Enn etant donne la similitude entre nos algorithmes et les reseaux locaux comme Ethernet nous
avons adapte lalgorithme BEB a notre situation La courbe  montre les resultats obtenus quand le
delai D

est choisi de facon aleatoire entre  et 
R
ou R est le nombre de redemarrages deja subis par
la transaction Le rapport V de la courbe  est de loin le meilleur de tous ceux obtenus
Les gures  et  montrent respectivement le temps de reponse moyen du systeme
  
et le
temps de reponse moyen dune transaction Nous appelons temps de reponse moyen du systeme le
temps necessaire pour que les transactions de tous les clients terminent La gure  montre le
nombre moyen de redemarrages par transaction On constate encore plus sur ces gures linecacite
de lalgorithme de base A Les resultats obtenus concordent avec les precedents et le cas  reste
toujours le meilleur
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Fig  	 Temps de reponse moyen du systeme
En fait une etude plus detaillee nous permet de nuancer ces resultats Pour la courbe  le delai
D

augmente tres rapidement de sorte quune transaction peut 
etre bloquee pendant un laps de temps
tres important Dans un tel cas les autres transactions ont beaucoup plus de chances de sexecuter et
peuvent m
eme acceder a la section critique plusieurs fois de suite On observe alors une occupation
inegale de la section critique qui est monopolisee par certaines transactions Le tableau  donne le
nombre moyen dacces aux ressources par transaction au moment ou toutes les transactions ont pu
acceder au moins une fois aux ressources On constate que lalgorithme de base est le plus equitable
le plus proche de  alors que lalgorithme avec delais D

generes par BEB ne lest pas du tout
bien que beaucoup plus ecace Cela signie en particulier que si les transactions qui se terminent
netaient pas immediatement redemarrees on pourrait observer des periodes pendant lesquelles tous
les semaphores sont libres et certaines transactions en attente dexpiration de D


On observe dailleurs lapparence inegale de la courbe des temps de reponse du cas  sur la 	
gure  Ces inegalites proviennent de ce que certaines transactions doivent attendre un temps tres
long avant d
etre redemarrees Si ceci se produit alors que la plupart des transactions ont eectue tous
leurs acces et ne sexecutent plus alors le temps de reponse moyen peut se retrouver considerablement
augmente
  
Le temps dacces aux ressources nest pas compte
 CHAPITRE  MMS DANS UN ENVIRONNEMENT DE SYST

EMES R

EPARTIS
0
10
20
30
40
50
60
70
80
90
100
0 5 10 15 20 25 30
T
em
ps
 d
e 
ré
po
ns
e 
m
oy
en
 p
ar
 tr
an
sa
ct
io
n 
(s
ec
)
Nombre de clients
cas 1
cas 3
cas 2
cas 4
cas 5
Fig  	 Temps de reponse moyen par transaction
0
1
2
3
4
5
6
7
8
9
0 5 10 15 20 25 30
N
b 
m
oy
en
 d
e 
re
dé
m
ar
ra
ge
s 
pa
r 
tr
an
sa
ct
io
n
Nombre de clients
cas 1
cas 2
cas 3 cas 4
cas 5
Fig  	 Nombre moyen de redemarrages par transaction
Tous les resultats obtenus dans cette section se situent dans le cadre dune competition intensive
entre transactions En eet jusque la toutes les transactions cherchaient a acquerir tous les semaphores
Nous donnons sur les gures   et  la vivacite obtenue dans des cas ou la competition entre
transactions est moins forte Les transactions choisissent de facon aleatoire les semaphores a acquerir
parmi    Pour la gure  le nombre de semaphores choisi est xe a  Pour la gure  ce
nombre est xe a  et pour la gure  a  
On distingue tres nettement sur la gure  limportance davoir un delai D

qui sadapte a la
charge du systeme cest	a	dire au nombre de clients en presence cas  et cas  En labsence dun tel
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Cas  Cas  Cas  Cas  Cas 
Nb moyen dacces     
Tab  	 Nombre moyen dacces aux ressources par transaction lorsque toutes les transactions y ont
accede au moins une fois
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delai la vivacite seondre rapidement cas   et 
Nombre de messages echanges
Le nombre de requ
etes
 
MMS necessaires pour executer completement une transaction T est donne
par les formules suivantes 
Dans le meilleur cas  N
req
' M Cest le nombre de requ
etes necessaires en labsence de competition
M Take Control et M Relinquish Control
Dans les autres cas  N
req
' M &
P
R
i 
k
i
&  ou R est le nombre de tentatives infructueuses
avant lacces a la ressource cest	a	dire le nombre de redemarrages k
i
est le nombre de semaphores
detenus par la transaction lors de la i
eme
tentative
Dans le pire des cas  N
req
' MR&  R Le cas le plus defavorable survient quand k
i
'M   
pour tout i Nous avons donc toujours N
req
 MR&   R Remarquons que ce cas est extr
e	
mement peu probable Il faut en eet qua chaque expiration de temporisation de la transaction
T il y ait une seule autre transaction T
 
detenant un seul semaphore et que T detienne tous les
semaphores disponibles sauf 
 
Comme nous comptons les requetes il faut multiplier ce nombre par deux pour avoir le nombre de messages ou
PDUs MMS echanges 
requete et reponse
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Il est possible dobtenir une estimation du nombre moyen de redemarrages que subit une transaction
donnee suite a des interblocages Notons
!
R ce nombre Pour simplier le probleme nous allons faire
certaines hypotheses
Hypothese   A tout instant le systeme contient exactement N transactions actives Des quune
transaction se termine elle est remplacee par une autre issue du meme client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Hypothese  Chaque transaction cherche a acquerir K semaphores Le choix de ces K semaphores
parmi M se fait de facon aleatoire
Lhypothese  implique que nous nous placons dans le cas defavorable de lalgorithme A Lal	
gorithme A et ses derives obligent les victimes a acquerir S
abort
pour pouvoir redemarrer Les
victimes netant pas actives il peut y avoir moins de N transactions actives a un moment donne
Lhypothese  implique que tous les semaphores ont les m
emes chances d
etre acquis
Notons p
i
la probabilite quune transaction fasse partie dun interblocage de taille
 
i Pour tout
j   p
Nj
'  puisquil ny a pas plus de N transactions en cours Par ailleurs une transaction
etant bien formee elle ne sinterbloque pas avec elle	m
eme donc p
 
'  
Nous allons encore faire lhypothese essentielle suivante
Hypothese  En presence dun interblocage de taille i i   transactions redemarrent et une tran
saction reussit a acquerir ses semaphores et termine
Lhypothese  nous permet de determiner la probabilite notee  pour quune transaction subisse
un interblocage et redemarre  est donnee par lequation suivante 
 '
N
X
j
j   
j
p
j

La probabilite pour quune transaction soit executee apres avoir ete redemarree j fois est donnee
par 
a
j
' 
j
 
N
X
j
p
j
&
N
X
j
p
j
j
 ' 
j
   
On en tire alors la valeur moyenne de R 
!
R '

X
j 
ja
j
'

X
j 
j
j
   
En factorisant    et en remarquant que j
j 
' 
j

 
 on obtient 
!
R '   
d
d

X
j

j

Etant donne que      la serie geometrique
P

j

j
converge vers
 
 
 Finalement on a 
!
R '   
d
d


  


 z 
 
 

'

  

 
Un interblocage de taille i est un cycle dattente comprenant i transactions
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Rappelons que
!
R est le nombre moyen de redemarrages subits par une transaction suite a des
interblocages En fait il faut egalement prendre en compte le nombre de redemarrages suite a des
conits qui ne sont pas des interblocages On doit alors ajouter dans lequation  un terme qui
tienne compte des redemarrages suite a conit Notons W la probabilite quune transaction ait a
attendre sur un semaphore avant un redemarrage ou avant une execution reussie W prend donc en
compte lattente sur conit quil y ait ou non interblocage On obtient alors une nouvelle valeur de  
 ' 
N
X
j
j   
j
p
j
 & W  
N
X
j
p
j
  
Le second terme est la probabilite quune transaction soit en attente sur un semaphore mais pas
dans un interblocage et soit redemarree  denote la probabilite quune transaction en attente non
interbloquee redemarre
Dans ce cas la probabilite a
j
pour quune transaction soit executee apres avoir ete redemarree j
fois est 
a
j
' 
j
 W &
N
X
j
p
j
j
& W  
N
X
j
p
j
   ' 
j
   
On calcule la nouvelle valeur de
!
R de la m
eme facon que precedemment Lequation  reste donc
adaptee il sut de remplacer  par la valeur donnee dans lequation  
Il reste a exprimer  en fonction des valeurs K M et N caracteristiques du systeme Soit w la
probabilite quune requ
ete Take Control dune transaction donnee doive attendre la liberation dun
semaphore Nous allons utiliser les resultats decrits dans "GR# pp  Ces resultats necessitent
de faire lapproximation KN 
M ie la plupart des M semaphores sont toujours libres Dans notre
cas ceci sapplique essentiellement pour les resultats de la gure  et dans une moindre mesure
de la gure  En considerant que chaque transaction detient environ
K

semaphores quand une
requ
ete Take Control se bloque sur un semaphore pris on a w '
KN 
M
 Comme chaque transaction
eectue K requ
etes Take Control W '       w
K
 Lapproximation KN 
 M nous permet de
poser W  Kw '
N K

M

La probabilite quune transaction T
 
soit dans un interblocage de taille  est la probabilite que T
 
soit en attente sur T

ie W  et que T

soit en attente sur T
 
ie
W
N 
 On a donc 
p

'
W

N   
'
N   K

M


La probabilite quune transaction soit dans un interblocage de taille i est proportionnelle a W
i
 Il
est montre dans "TR# et "GR# quil est possible de negliger les interblocages de taille dierente
de  toujours pour le cas ou KN 
 M En dautres termes i   p
i

 p

donc on peut faire
lapproximation i   p
i
'  
On obtient ainsi une valeur approchee de  par lexpression 
 
p


& W   p

 
En supposant que la moitie des transactions rencontrant un conit autre quun interblocages rede	
marrent ie  '
 

 on a 
 
N   K

M

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On en tire la valeur approchee de
!
R 
!
R 
N   K

M   N   K


La gure  montre la dierence entre les valeurs de
!
R obtenues en theorie et par simulation
pour  '     et dans les conditions de la gure  Les courbes concordent pour un nombre de
clients inferieur a  environ On constate clairement ensuite une divergence des que lapproximation
KN 
M nest plus valable
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Pour etablir les dierentes equations ci	dessus nous avons d
u faire un certain nombre dhypotheses
et dapproximations qui ne nous permettent pas dobtenir une valeur satisfaisante de
!
R dans le cas ou
la competition est forte Toutefois nous ne chercherons pas a estimer de facon plus precise la valeur de
!
R pour ne pas nous eloigner de notre sujet principal qui est letude des systemes dans lenvironnement
MMS Nous avons voulu ramener le probleme de lallocation de ressources dans lenvironnement MMS
a celui identique de lallocation de ressources dans les bases de donnees reparties avec la methode
PL Dans le domaine des bases de donnees il existe de nombreuses etudes sur les performances de la
methode PL que nous pouvons avantageusement appliquer ici Ces etudes permettent dobtenir sous
certaines approximations des resultats tels que ceux que nous venons detudier  la probabilite quune
transaction soit interbloquee le nombre moyen de transactions impliquees dans un interblocage le
nombre de transactions redemarrees pour resoudre un interblocage etc voir par exemple "JTK#
"SL # et "TR# Ces resultats sont souvent obtenus au prix dhypotheses ne reetant pas toujours
la realite du systeme considere et font donc toujours lobjet de recherches pour obtenir des modeles
plus conformes a la realite "BHG# p 
 Transactions urgentes
Un des avantages de lalgorithme A est quil permet de servir les transactions urgentes Une
transaction dont les priorites des Take Control sont elevees et qui comporte de long temps dattenteD
 
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sexecutera avant les autres En fait on peut donner a une telle transaction la priorite maximum et des
temps dattente D
 
innis
 
 Elle ne subira ainsi jamais de redemarrage Pour eviter les interblocages
il faut toutefois sassurer que cest la seule transaction urgente active Nous ne nous etendrons pas
sur la facon dobtenir cette garantie Notons toutefois quune solution simple consiste a utiliser un
semaphore a un jeton situe dans un serveur MMS connu de tous les clients Le jeton de ce semaphore
doit appartenir a tout client qui desire demarrer une transaction urgente Il est libere a la n de la
transaction
 Conclusion sur ces premiers algorithmes
Nous avons deni des algorithmes adaptes a MMS dans le but dassurer lallocation coherente de
ressources reparties Ces algorithmes resolvent les problemes dinterblocages Ils utilisent des tech	
niques connues dans les domaines des bases de donnees PL et cherchent a mimer le comportement
de reseaux locaux comme Ethernet Leurs avantages principaux sont les suivants 
 Ils sont parfaitement adaptes a MMS et ne necessitent aucune modication des serveurs ou du
protocole MMS Ils sont donc de niveau de modication  et sadaptent a tout systeme MMS
supportant la gestion de semaphores
 Ces algorithmes sont realises de telle facon que les clients soient totalement ignorants de lexis	
tence des autres clients Par consequent des clients peuvent 
etre rajoutes ou retires a tout mo	
ment Ils nont pas besoin de sannoncer de sinserer dans un anneau ou de passer par une
phase de reconguration Ceci est une caracteristique importante car comme le souligne Grant
dans "Gra# lajout ou le retrait dynamique de stations et dapplications sans interrompre le
fonctionnement normal du systeme est une composante integrale des systemes informatiques
industriels
 Nous navons pu faire la dierence entre la consultation ou la modication des ressources car
MMS ne permet pas lacquisition des semaphores en modes partage ou exclusif Nous avons
deni a la section  une extension aux semaphores MMS qui permet au client de preciser le
mode dacquisition dun semaphore Nos algorithmes restent adaptes a cette extension Ils ne ne	
cessitent aucune modication et sappliquent de facon identique Cette extension doit permettre
une reduction des interblocages et des attentes dues aux conits "GR# p 
Mais nous devons aussi souligner les inconvenients suivants 
 Ces algorithmes sont en partie bases sur des delais aleatoires et sont par consequent non de	
terministes Ils ne peuvent 
etre utilises avec des applications ayant des contraintes de temps
strictes
 Ces algorithmes ne sont pas ecaces dans des systemes ou la competition est importante et ou
le nombre de requ
etes dacces aux m
emes ressources est eleve
 La detection dinterblocage par temporisation nest pas adaptee aux systemes dont la charge est
elevee "CP# Une n de temporisation ne garantit pas un interblocage et peut contribuer a
augmenter inutilement la charge du systeme en redemarrant une transaction non interbloquee
 
Cestadire ne jamais utiliser loption Acceptable Delay pour cette transaction
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 D etection des interblocages  la m ethode des sondes
Nous presentons dans cette section un autre algorithme dont le but est egalement dassurer lal	
location coherente de ressources reparties avec MMS mais qui permet cette fois une detection plus
explicite des interblocages
Le modele notations et hypotheses sont les m
emes que dans les sections precedentes Notre algo	
rithme utilise le principe des sondes probes initialement d
u a Chandy et al "CMH# Dierentes
versions de lalgorithme de Chandy et al ont ete proposees pour ameliorer ses performances ou pour
ladapter a des conditions particulieres comme la tolerance aux fautes "SN# "CKST# "KS# et
"LM# Le principe des sondes est le suivant Toute transaction bloquee sur un semaphore peut emettre
dans le reseau un message special appele sonde La transaction ou le client qui decide demettre la
sonde est appelee initiateur La sonde circule depuis les transactions bloquees vers les transactions qui
detiennent un semaphore et vice	versa Etant donne quun interblocage cree un cycle de dependance
entre les transactions on detecte un interblocage des quune sonde retourne a son initiateur Avec
MMS la sonde est representee par les services devenements Trigger Event et Event Notification
Dans lalgorithme de Chandy et al les transactions sont eectuees par des processus et chaque
processus communique directement avec son contr
oleur local Les contr
oleurs gerent les verrous sema	
phores utilises par les transactions Ces contr
oleurs ont une autonomie propre Ils doivent communi	
quer entre eux et sont en grande partie responsables de la resolution des interblocages Dans MMS les
contr
oleurs sont les serveurs Rappelons que selon les hypotheses  et  de la section  les serveurs
ne peuvent pas communiquer entre eux ni decider dactions a entreprendre autres que celles denies
par la norme MMS "ISO a# Nous ne pouvons donc pas faire jouer aux serveurs MMS le m
eme r
ole
que les contr
oleurs de verrous de "CMH#
Dans notre algorithme nous nous servons des serveurs comme de simples relais pour propager la
sonde Sur chaque serveur i   i M les objets suivants sont denis 
 un semaphore S
i
%
 lobjet EC associe au semaphore note EC
i
 
%
 un objet EA note EA
i
contenant le service Get Event Condition Attributes sappliquant a
EC
i

Notre algorithme est presente sur la gure A Chaque client MMS est identie par un numero
unique
 
 Un client k   k  N tente dacquerir sequentiellement les semaphores dont il a besoin
ligne  Comme pour les algorithmes precedents les requ
etes Take Control utilisent le parametre
Acceptable Delay qui determinent le temps D pendant lequel la transaction attendra lobtention du
semaphore Pour la premiere de ces requ
etes il nest pas necessaire dutiliser ce parametre puisque la
transaction ne detient pas de semaphore et ne peut donc pas faire partie dun interblocage ligne 
Quand un semaphore S
i
est acquis avant expiration du temporisateur Acceptable Delay une
reponse positive est retournee au client ligne  Ce client denit alors un EE note EE
i
liant EC
i
et
EA
i
 Le client precise ainsi quil est le detenteur du semaphore S
i
 Cet EE sera utilise pour recevoir des
sondes eventuelles Le client continu ensuite lexecution de lalgorithme est tente dacquerir dautres
semaphores ou accede aux ressources desirees ligne   A la n de la transaction tous les semaphores
sont liberes et tous les EEs crees sont detruits lignes 
 
Rappelons quil est specie par la norme MMS qua tout semaphore MMS est associe un objet EC On pourrait tres
bien utiliser un autre EC mais lexploitation de lEC existant nous permet une economie dobjets MMS et de messages

pour creer un autre EC
 
Nous supposons que les numeros didentication des clients sont preetablis
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  local variables
 probeReceived processNext  booleans
 UnlockedSemaphores  set of integers
 i j D initiatorID  integers  initialises localement 

	 begin
 UnlockedSemaphores  f   Kg
 while UnlockedSemaphores 	 
 loop
 processNext  FALSE
  probeReceived  FALSE
   i  MinUnlockedSemaphores
  if CardUnlockedSemaphores  K then
  MMS Async Take ControlS
i
normalPriority  Non bloquant pas de temporisation 
  else
  MMS Async Take ControlS
i
 D normalPriority  Non bloquant 
 	 end if
 
  repeat
  when POSITIVE MMS Take Control ResponseS
i
  received
 Remove i from UnlockedSemaphores
  processNext TRUE
 MMS Define Event EnrollmentEE
i
attached to EC
i
and EA
i


 when NEGATIVE MMS Take Control ResponseS
i
  received
 MMS Trigger EventEC
i
 clientID
	 MMS Async Take ControlS
i
 lowPriority  Non bloquant pas de temporisation 

 when MMS Event NotificationEC
j
 initiatorID received
 if clientID  initiatorID or probeReceived then
 probeReceived  TRUE
  MMS Delete Event EnrollmentEE
j

 MMS Relinquish ControlS
j

 Add j to UnlockedSemaphores
 else
 MMS Trigger EventEC
i
 initiatorID
	 end if
 until processNext
 end while

  Acces aux ressources ici 
 
 for i in    K loop
 MMS Delete Event EnrollmentEE
i

 MMS Relinquish ControlS
i

 end for
	 end
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Par contre quand un temporisateur Acceptable Delay expire sur lattente dun semaphore S
i
une
reponse negative est retournee au client ligne  Cette reponse declenche lemission dune sonde Un
client k emet une sonde avec le service Trigger EventEC
i
 k applique a lobjet EC
i
 Le parametre
Priority de la requ
ete Trigger Event contient la valeur k cest	a	dire lidentite du client k ligne 
Avant le declenchement de levenement EC
i
dans le serveur cette priorite k est aectee a lobjet EC
i

Levenement EC
i
est ensuite declenche et ce qui provoque lenvoi dune notication devenement au
client l detenant le semaphore S
i
ligne  Cette notication contient lidentite du client k initiateur
de la sonde En eet le declenchement de levenement EC
i
implique lexecution de laction EA
i
qui
permet dobtenir la priorite de EC
i
 Nous notons sondeEC
i
 k	 la notication provenant de lEC EC
i
et transportant lidentite k Quand un client l recoit une sonde sondeEC
i
 k	 plusieurs cas peuvent
se presenter 
 Le client l est en attente dun semaphore S
j
et detient bien S
i

a Le client l est linitiateur de la sonde k ' l Dans ce cas un interblocage est identie
Le semaphore S
i
detenu par le client l est libere EE
i
est detruit puisque l nest plus le
detenteur de S
i
et la sonde nest pas retransmise lignes  
b Le client l nest pas linitiateur de la sonde k ' l mais a deja emis et recu sa sonde en
retour Dans ce cas le semaphore S
i
detenu par le client l est libere EE
i
est detruit puisque
l nest plus le detenteur de S
i
et la sonde nest pas retransmise lignes  
c Le client l nest pas linitiateur de la sonde k ' l et na jusqualors pas recu de sonde en
retour quil en ait emis une ou non Dans ce cas la sonde est simplement retransmise en
declenchant levenement correspondant au semaphore sur lequel le client l est en attente
requ
ete Trigger EventEC
j
 k ligne 
 Le client l est en attente dun semaphore S
j
mais ne detient pas S
i
 ce cas anormal peut se
produire quand une requ
ete Trigger EventEC
i
 arrive au serveur i alors que S
i
est pris par
le client l mais que la notication parvienne au client l apres quil ait libere S
i
 Dans ce cas
la sonde est ignoree et nest pas retransmise Dans la suite on qualie une telle sonde de non
pertinente
 	

 Le client l a obtenu tous ses semaphores et est en train dacceder a ses ressources ou de terminer
la transaction Dans ce cas toutes les notications qui lui parviennent sont ignorees lignes
superieures a  En fait on pourrait detruire les EEs des la ligne  avant dacceder aux
ressources Le declenchement dun evenement sur lun des ECs associes aux semaphores detenus
par la transaction naurait alors aucun eet
Le cas c ci	dessus permet a la sonde de se propager de site en site comme lillustre la gure  
Dans le cas a un client qui recoit sa sonde en retour ne doit liberer que le semaphore identie par la
sonde
 

 Ceci est susant pour resoudre linterblocage et ne genere pas tous les messages dannulation
necessaires a lalgorithme A  Cependant ce client peut encore detenir des semaphores necessaires
a dautres transactions Il doit donc sattendre a recevoir dautres sondes et liberer tous les semaphores
identies par ces sondes quil y ait interblocage ou non cas b Les conits et les interblocages sont
les deux parametres qui aectent les performances generales des systemes ou les verrous sont utilises
pour proteger les ressources Les cas a et c permettent de detecter et de resoudre les interblocages
Le cas b permet de diminuer les conits
 
La sonde sondeEC
i
 k	 est dite pertinente si le client qui la recoit detient S
i

 
Nous pouvons eviter dannuler toute la transaction car contrairement a la methode PL classique aucune ressource
nest ici accedee tant que tous les semaphores ne sont pas pris
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Il est important de noter que nous appelons resolution dun interblocage le fait que le cycle dattente
initial forme entre les transactions soit detruit ou ait simplement change dapparence Les cas suivants
constituent une resolution de linterblocage initial 
 il ny a plus de cycle entre les transactions%
 le cycle entre les transactions sest agrandi ou reduit%
 le cycle entre les transactions est le m
eme mais forme par un ensemble de semaphores dierent
de celui qui formait le cycle avant la resolution
La resolution dun interblocage peut donc impliquer la formation dun autre interblo
cage Il est alors possible quune sonde emise lors de linterblocage initial circule aussi dans linter	
blocage suivant Une sonde peut egalement 
etre emise a un moment ou il ny a pas dinterblocage
Un interblocage peut ensuite se former apres lemission de cette sonde Il se peut alors que la sonde
circule dans ce nouvel interblocage Une telle sonde est appelee sonde residuelle
Circulation de la sonde
Cycle d’interblocage
Fig  	 Circulation de la sonde entre clients et serveurs
Un client victime dune n de temporisation sur un semaphore S
abort
se met en attente de S
abort
et
ne peut poursuivre quapres obtention de ce semaphore ligne  Pour les m
emes raisons que celles
de lalgorithme A  cette attente se fait avec une priorite basse Lobtention de S
abort
est donc
le signal qui permet a ce client dacquerir dautres semaphores Pendant cette attente le client
ne peut que liberer des semaphores Il nenvoie pas de sondes et ne tente pas dobtenir
dautres semaphores
  Surete et vivacite
La validite de cet algorithme a ete demontree avec loutil SPIN Le code PROMELA de lalgorithme
appara
$t dans lannexe E dans le cas de  clients et  serveurs
La propriete de s
urete est assuree pour les m
emes raisons que celles des algorithmes A et A 
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Pour demontrer la vivacite a il faut montrer que tout interblocage est resolu Nos tests et
simulations avec loutil SPIN dans le cas de  clients et  serveurs nont pas decele dinterblocages
non resolus Dans le cas general nous laissons cette demonstration de la vivacite a sous forme de
conjecture
Pour demontrer la vivacite b il faut sassurer que lalgorithme ne rentre pas dans une situation
ou au moins une des transactions ne progresse pas Ceci implique que les deux points suivants doivent

etre exclus 
 au moins une transaction est bloquee en attente dun message qui narrive jamais%
 au moins une transaction execute lalgorithme indeniment sans jamais acceder aux ressources
demandees
Nous ne considerons pas ici les pertes de messages dues a des fautes dun des composants de notre
systeme celui	ci etant considere comme able Une transaction T reste donc bloquee indeniment
que si elle ne recoit jamais de reponse a une requ
ete Take Control Si de nouvelles transactions sont
constamment demarrees alors il nest pas possible de garantir le point  ci	dessus En eet il est
toujours possible de demarrer une transaction qui demande justement le semaphore S
abort
attendu
par T  Comme lattente sur S
abort
se fait avec une priorite basse T ne peut acceder a S
abort

En ce qui concerne le point  la vivacite b ne peut non plus 
etre satisfaite pour les m
emes
raisons que celles pour les algorithmes A et A  On peut eectivement toujours positionner les
temporisateurs a des combinaisons de valeurs telles quune transaction reste toujours dans un cycle
dinterblocage Lutilisation de delais aleatoires doit assurer une meilleure vivacite comme pour les
premiers algorithmes
 Quelques remarques
Utilisation des priorites MMS
Lutilisation de la priorite dun EC est la seule solution simple permettant a la sonde de transporter
lidentite de son initiateur Nous avons donc detourne lusage initial de la priorite dun EC lordon	
nancement du traitement des evenements au prot de notre algorithme Le principal inconvenient est
de limiter le nombre de clients au nombre maximum de priorites cest	a	dire a 
Notons aussi que notre algorithme suppose que le declenchement de levenement EC
i
et lexecution
de laction EA
i
correspondante se font de facon atomique En eet si plusieurs transactions sont
bloquees sur le m
eme semaphore S
i
et emettent une sonde au m
eme moment il faut garantir que la
priorite de lEC capturee par laction EA
i
est bien celle ecrite dans lEC lors du declenchement de
levenement par Trigger Event Prenons le cas de deux transactions T
a
et T
b
initiees par les clients a
et b respectivement Ces deux transactions sont bloquees sur le semaphore S
i
et emettent une sonde
au m
eme moment En labsence dexecution atomique de laction et du declenchement de levenement
EC
i
les operations peuvent se derouler dans lordre suivant dans le serveur 
 reception de Trigger EventEC
i
 a
 reception de Trigger EventEC
i
 b
 priorite de EC
i
' a
 priorite de EC
i
' b
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 execution de laction declenchee par a  lecture priorite de EC
i
 envoi de EventNotification pour a avec priorite de EC
i
' b
 execution de laction declenchee par b  lecture priorite de EC
i
 envoi de EventNotification pour b avec priorite de EC
i
' b
Le client detenant le semaphore S
i
recoit deux sondes qui semblent provenir dune m
eme transaction
ici b Notre hypothese datomicite savere donc necessaire pour garantir le bon fonctionnement de
lalgorithme A Cette exigence sur latomicite ne fait pas partie des specications MMS Larchi	
tecture des serveurs etudiee au chapitre  ne limpose donc pas On peut toutefois facilement ladapter
pour satisfaire cette hypothese
Le temps dattente avant demettre une sonde
La determination du temps D avant quune transaction nemette la sonde nest pas aussi critique
que pour les algorithmes A et A  Il ne sagit pas ici de supposer quil y a un interblocage
et dannuler une transaction mais de demarrer le processus de detection On pourrait donc choisir
deectuer la detection dinterblocage de facon reguliere chaque fois quil y a conit en xant le temps
D a une valeur constante Chandy et al notent a ce propos dans "CMH# que les temporisations
sont utiles pour reduire le nombre de sondes emises dans le reseau Toutefois il faut toujours faire
un compromis entre un temps trop court qui risque de generer trop de sondes et un temps trop long
qui risque de ralentir la detection des interblocages et donc le temps de reponse des transactions Il
faut aussi favoriser au mieux la vivacite b comme dans le cas des algorithmes A et A et
eviter que les temporisateurs de transactions dierentes nexpirent toujours en m
eme temps Nous
conservons donc lidee de la generation aleatoire des temps D On peut rajouter a ce temps une valeur
constante qui xe la duree minimale avant quune sonde ne puisse 
etre emise
Nous preferons la methode par temporisation a celle utilisee dans "SN# et "CKST# qui consiste
a ordonner les transactions avec des priorites et a envoyer une sonde des quune transaction est en
conit avec une autre transaction de priorite plus basse Si ce dernier cas etait adopte il faudrait
avec MMS acquerir la priorite des transactions des quil y a conit Ceci peut se faire avec le service
Report Semaphore Entry Status mais augmenterait de facon signicative le nombre de messages et
le nombre de sondes
 Comparaison entre les algorithmes A 
 et A  
Nous allons calculer le co
ut en terme de nombre de messages de la resolution dun interblocage
pour les deux algorithmes A et A Un service MMS compte pour deux messages ou PDUs
MMS requ
ete et reponse
Prenons deux transactions T
 
et T

qui necessitent dacquerir respectivement K
 
et K

semaphores
Il y a K semaphores communs entre ces deux transactions Supposons quun interblocage se forme
entre les deux transactions alors que T
 
detient k
 
semaphores dont k semaphores communs avec T

  k  K    et   k
 
 K
 
   La temporisation de T
 
est la premiere a expirer Pour les deux
algorithmes T
 
ne peut alors plus acquerir de semaphores tant que T

ne sest pas terminee
Co
ut engendre par lalgorithme A  C
 
' k
 
Il y a de la part de T
 
 k
 
requ
etes de liberation
Relinquish Control et k
 
requ
etes Take Control pour retrouver le m
eme nombre de semaphores
quavant annulation
 CONCLUSION 
Co
ut engendre par lalgorithme A  C

' k &  La propagation de la sonde envoyee par T
 
implique  Trigger Event et  Event Notification La liberation du semaphore identie par
cette sonde provoque  Relinquish Control et  Delete Event Enrollment La liberation des
k   semaphores communs restant necessitent k    Relinquish Control et autant de Delete
Event Enrollment Ces liberations se font suite a la reception de k   sondes non retransmises
soit k  Trigger Event et k  Event Notification T
 
doit ensuite reprendre les k semaphores
liberes soit k Take Control et k Define Event Enrollment
Lalgorithme A est donc superieur a lalgorithme A si C
 
 C

ie si k
 

  k

Pour
que le co
ut dutilisation de lalgorithme A soit moindre que celui de lalgorithme A dans le
cas de deux transactions il faut donc que le nombre total de semaphores detenus par la victime soit
un peu moins de  fois superieur au nombre de semaphores communs detenus Ceci tend a montrer
que linter
et de lalgorithme A reside dans les systemes ou les ressources sont relativement peu
partagees par les transactions et ou les transactions sont plut
ot longues
Toutefois ce resultat peut dicilement se generaliser dans le cas ou il existe plus de deux transactions
actives En eet il est alors probable que le nombre moyen de redemarrages dune transaction dans le
cas de lalgorithme A soit plus grand que celui dune transaction executant lalgorithme A
 Conclusion sur la methode des sondes
Nous avons presente un algorithme de detectionresolution des interblocages base sur MMS et uti	
lisant la technique dite des sondes Comme pour les precedents algorithmes nous navons introduit
aucune modication des serveurs ou du protocole MMS de sorte que lalgorithme A est parfai	
tement adapte a MMS Cet algorithme peut donc 
etre utilise avec tout systeme MMS supportant
la gestion de semaphores et devenements Nous avons toutefois d
u faire lhypothese datomicite du
declenchement dun evenement et du traitement de laction correspondante pour assurer un fonction	
nement correct de notre algorithme A lheure actuelle le manque de produits MMS implantant les
evenements MMS et linexistence dapplications utilisant pleinement les fonctionnalites des evenements
MMS ne nous permettent pas de dire si cette hypothese est realiste
Cette etude montre que malgre les limites de MMS dans le domaine de la gestion de ressources
reparties il est possible de construire des algorithmes transactionnels entierement bases sur MMS
Ces algorithmes ne font pas appel a des outils dierents de MMS comme cest le cas par exemple
dans "DE# qui utilise la norme TP "ISOa#

 Conclusion
Dans ce chapitre nous avons propose un ensemble doutils optimises et testes pour certains dentre	
eux permettant une meilleure integration des applications reparties dans lenvironnement MMS Nous
avons montre comment les problemes classiques tels que rendez	vous lecteursredacteurs ou probleme
des philosophes se resolvent avec MMS Certaines extensions a la norme ont ete proposees pour
optimiser ces solutions
Nous avons montre quil etait facile detendre la norme MMS de facon a autoriser une execution
repartie des services et actions evenementielles
En n de chapitre des algorithmes assurant le contr
ole de la concurrence avec MMS ont fait lobjet
dune etude detaillee Ces algorithmes sinspirent des techniques trouvees dans les bases de donnees
et les reseaux locaux de communication comme Ethernet Ils permettent de garantir un acces serialise
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aux donnees situees sur les serveurs MMS a la maniere des transactions dans les bases de donnees
Ces algorithmes sont exempts dinterblocages
Le tableau  fournit un recapitulatif des algorithmes solutions et extensions proposees dans ce
chapitre Pour 
etre complet nous y ajoutons les extensions et solutions proposees dans les autres
chapitres de cette these
Solution Description Niveau de
ou extension modication
Rendezvous MMS Realisation de rendezvous entre clients MMS en utilisant 	
simples les semaphores et les evenements
Rendezvous MMS Realisation de rendezvous multiples entre clients MMS 	
multiples
Lecteursredacteurs Deux solutions MMS au probl!eme des lecteursredacteurs 	
Probl!eme des philosophes Trois solutions MMS et XED au probl!eme des philosophes 	  pour XED
Modes partage et exclusif Extension du semaphore MMS pour autoriser la prise 
pour les semaphores de controle en mode partage ou exclusif
Temps de validite Association dun temps dexecution au plus tard !a une  ou 
dune action action evenementielle
Execution dune Delocalisation de lexecution dune action evenementielle  ou 
action distante sur un serveur secondaire
Execution dune Delocalisation de lexecution dune requetes de service  ou 
requete distante sur un serveur secondaire
Controle de la concurrence Algorithme de controle de la concurrence dacc!es !a 	
temporisation des ressources MMS reparties sur dierents serveurs
Interblocages resolus par temporisation
Controle de la concurrence Algorithme de controle de la concurrence dacc!es !a 	
sondes des ressources MMS reparties sur dierents serveurs
Interblocages detectes par la methode des sondes
XED Extension !a la detection devenements permettant le 
declenchement dun evenement lors de la realisation dune
expression predicat fournie par lutilisateur
XES Extension permettant de fournir des priorites aux requetes 
de service MMS pour ordonner le traitement de ces requetes
dans les serveurs
Modicateurs et Exploitation du modicateur Attach To Semaphore
tempsreel pour controler et ordonnancer lexecution des requetes de  ou 
service MMS
Tab  	 Tableau recapitulatif des solutions et extensions proposees
Chapitre 	
Conclusion
Les themes directeurs de cette these ont donc ete les suivants 
 lexploration detaillee de la norme MMS
 lexploitation au mieux de ses possibilites et
 lamelioration signicative de certaines de ses fonctionnalites
Il nous est apparu important deectuer une analyse detaillee de certains aspects de la norme MMS
pour pouvoir comprendre avec precision quelles sont les possibilites oertes par celle	ci dans son etat
actuel La complexite de cette norme et la meconnaissance de certaines fonctionnalites telles que les
evenements et les semaphores nont pas favorise ladoption de MMS dans les applications industrielles
actuelles ni lexploitation signicative de ses capacites
Cette these represente un des premiers eorts eectues en vue dune comprehension et dune inte	
gration complete de la plupart des fonctionnalites oertes par la norme Nous avons pu constater que
MMS introduit de reelles limitations soit par manque de precision soit par exces de liberte laissee aux
concepteurs soit par labsence de fonctions repondant mieux aux besoins des applications utilisateurs
malgre lapparente simplicite de leur integration a MMS Cependant il nous est aussi apparu quune
exploitation poussee de la norme ouvre des horizons peu connus et peu explores mais qui permettent
souvent de resoudre de nombreux problemes
 Principales contributions
Nous recapitulons ici les principales contributions de cette these 
 Analyse detaillee des semaphores MMS Nous avons cherche a ramener les semaphores
MMS a des concepts connus tels que les semaphores de Dijkstra Ceci nous a permis didentier
les problemes et limitations lies au concept de semaphore MMS En particulier il est apparu
quil nest pas possible dutiliser les semaphores MMS pour eectuer de la signalisation entre
clients de facon classique
 Analyse detaillee des evenements MMS La encore nous avons compare les evenements
MMS a dautres types devenements rencontres dans dierents systemes Avec cette comparaison
nous avons fait appara
$tre les limitations liees au concept devenement MMS Ces deux analyses
semaphores et evenements sont un tremplin pour pouvoir dune part exploiter en detail toutes
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les possibilites oertes par ces mecanismes et pour proposer dautre part des extensions qui
optimisent leur comportement et leur utilite ou encore comblent certaines lacunes
 Proposition dune architecture generique des serveurs MMS integrant lensemble des
fonctionnalites dun serveur Avec cette architecture nous pensons avoir etabli une vision claire
de la structure dun serveur MMS et directement exploitable pour des implantations Notre
architecture se veut volontairement independante de tout support materiel langage ou systeme
dexploitation Nous avons eectue une implantation dun serveur MMS supportant la quasi	
totalite des services et fonctions proposes par la norme
 Proposition dune extension a la detection devenementsMMS Cette extension permet
de denir les conditions dapparition dun evenement au moyen dun predicat Des expressions
predicat complexes referencant plusieurs variables MMS peuvent 
etre employees Cette extension
est particulierement souple sadapte mieux aux besoins des utilisateurs et sintegre tout a fait
a MMS sans modier en quoi que ce soit la norme existante Nous avons en particulier eectue
une implantation de cette extension que nous avons integree a notre serveur MMS Quelques
mesures de performance ont ete proposees
 Proposition dune extension permettant lassociation de priorites et decheances aux
requ
etes de service MMS Cette extension est un exemple typique montrant comment exploiter
au mieux les possibilites oertes par la norme sans entraver la compatibilite avec les applications
existantes
 Analyse de MMS dans le contexte de systemes tempsreel Nous avons notamment mon	
tre comment utiliser des algorithmes classiques et connus dans le contexte dun serveur MMS
Ces algorithmes ont ete utilises pour letablissement dassociations temps	reel lacceptation des
requ
etes de service et la detection des evenements Nous avons aussi montre que certaines des
fonctionnalites de MMS telles que les modicateurs pouvaient 
etre avantageusement exploi	
tees pour ordonnancer lexecution des requ
etes MMS ainsi que pour contr
oler le respect des
contraintes de temps
 Proposition dune methode simple pour permettre lexecution sur un serveur secondaire
de toute requete de service ou daction evenementielle Cette methode necessite detendre
le protocole MMS mais montre comment eectuer simplement et a peu de frais avec MMS une
delocalisation de lexecution des requ
etes de service
 Resolution de problemes classiques avec MMS Le but de cette etude etait double Tout
dabord il sagissait dillustrer lutilisation de MMS avec des problemes bien connus Dans le
m
eme temps ceci nous a permis de fournir quelques outils entierement bases sur MMS pour
resoudre des problemes representatifs de nombreux paradigmes entre applications concurrentes
tels que les rendez	vous les lecteursredacteurs et le probleme des philosophes
 Algorithmes de controle de la concurrence avec MMS Avec ces algorithmes nous avons
montre quil est possible de construire sur MMS des applications assurant un contr
ole de lal	
location repartie des ressources a la maniere des transactions dans les bases de donnees Nous
nous sommes toutefois occupes uniquement de laspect serialisation de lacces au ressource Ceci
est particulierement interessant dans un environnement industriel ou linformation peut 
etre
dispersee sur un grand nombres de serveurs dierents Ces algorithmes restent toutefois limites
a des situations ou la competition pour lacces aux ressources est faible si lon souhaite obtenir
des performances satisfaisantes
Ces algorithmes nous ont la encore permis dillustrer en detail comment exploiter les sema	
phores MMS Nous avons egalement abondamment utilise les evenements MMS pour implanter
le concept de sonde dans la detection des interblocages distribues
 PERSPECTIVES FUTURES 
 Perspectives futures
Letude de la norme MMS que nous venons de faire laisse encore la porte ouverte a de nombreux
travaux
Tout dabord il est apparu que certaines fonctionnalites de MMS proteraient grandement de mo	
dications ou dextensions Nous avons souvent pu proposer de telles extensions Celles	ci sont simples
et sintegrent tout a fait a lesprit de MMS Lextension a la detection devenements proposee a la sec	
tion  ou la dierenciation entre les modes dacquisition dun semaphore etudiee a la section 
sont quelques exemples de telles extensions sintegrant harmonieusement a la norme Une modication
de la norme en ce sens serait dautant plus souhaitable que ces changements peuvent se faire a peu de
frais dans la mesure ou lesprit de la norme MMS est respecte et ou la compatibilite avec lexistant
normatif reste bien souvent assuree
Nous avons donc propose quelques solutions aux limitations rencontrees mais navons pu resoudre
tous les problemes identies Il reste ainsi a eectuer un eort danalyse et de conception de solutions
adequates et naturellement adaptees a lenvironnement MMS qui pourrait par exemple intervenir dans
une optique de revision de la norme Cette analyse pourrait egalement sinscrire dans le cadre plus
general dune reexion sur ce qui caracterise la capacite dune norme de communication a evoluer et
a accueillir des extensions "Che#
MMS et le temps	reel est un autre domaine important que nous navons pu que traiter partiellement
Nous avons montre comment utiliser et exploiter les capacites de la norme MMS actuelle pour resoudre
certains problemes Mais il est probable quune revision de la norme en vue de doter les systemes MMS
de capacites temps	reel constituerait une solution plus satisfaisante Dans ce contexte une norme
daccompagnement de MMS pour les systemes temps	reel par exemple pourrait se reveler interessante
Par ailleurs il reste a denir plus precisement larchitecture dun serveur MMS qui integre les
algorithmes et solutions que nous avons proposes pour le temps	reel% puis a implanter un tel serveur
Larchitecture des serveurs etudiee dans cette these est susamment generale pour constituer un
point de depart Mais le serveur implante pour les besoins du chapitre  nest pas un serveur dote de
fonctionnalites temps	reel
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Annexe A
Conventions
On note en italique les mots et expressions qui apparaissent pour la premiere fois dans le texte etou
sont generalement denis a cet endroit
On note en gras les mots expressions et phrases dont on veut souligner limportance
On note en courier les mots et expressions en rapport avec la programmation les noms des services
MMS leurs parametres etc
On note entre crochets "xx# les references a des documents externes listes dans la bibliographie
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Annexe B
Abbreviations utilisees
AAId Application Association Identier Identicateur dassociation entre applications	
ASE Application Service Element Element de service de la couche application
ASN  Abstract Syntax Notation  Notation de syntaxe abstraite 
BER Basic Encoding Rules Regles de codage de base
BNF Backus	Naur Form Forme de BackusNaur
CCE CIM Computing Environment
CMISE Common Management Information Service Element
CMIP Common Management Information Protocol
CNMA Communications Network for Manufacturing Applications
CORBA Common Object Request Broker Architecture
COSS Common Object Services Specication
DCE Distributed Computing Environment
DM Deadline Monotonic algorithm
EA Event Action Action Evenementielle
EC Event Condition Condition Evenementielle
EDF Earliest Deadline First algorithm Algorithme a echeance la plus proche en premier
EE Event Enrollment Enregistrement Evenementiel
EM Event Monitor Moniteur dEvenements
ETP Event Transition Processor Processeur de Transitions dEvenements
HOOD Hierarchical Object Oriented Design Conception orienteeobjet hierarchique
IDL Interface Denition Language Langage de denition dinterfaces
LLF Least Laxity First algorithm Algorithme a laxite la plus proche en premier
MAP Manufacturing Automation Protocol
MMPM MMS Protocol Machine Machine de protocole MMS
MMS Manufacturing Message Specication
MMSI MMS Interface
NIST National Institute of Standards and Technology
OMG Object Management Group
OS Operating System Systeme dexploitation
PCP Priority Ceiling Protocol
PDU Protocol Data Unit Unite de donnee protocolaire
PI Program Invocation Invocation de programme
POO Programmation Orientee	Objet
PPCM Plus Petit Commun Multiple
RM Rate Monotonic algorithm
SE Semaphore Entry Rubrique de semaphore
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EES
SQL Structured Query Language
TO Transaction Object Objet transaction
TP Transaction Processor Processeur de transactions
VMD Virtual Manufacturing Device Machine virtuelle de fabrication
XED eXtended Event Detection Detection etendue des evenements
XEDI XED Interpreter Interpreteur XED
XES eXtended Execution of Services Execution etendue des services
Annexe C
Lexique des termes utilises
association  connexion logique entre un client et un serveur MMS sur laquelle les requ
etes de service
sont eectuees
association tempsreel  association sur laquelle toute requ
ete MMS eectuee est executee par le
serveur dans les temps impartis
MMS classique  denote un comportement des serveurs MMS qui est deni dans la norme "ISO a#
Generalement employe pour comparer ce comportement avec celui dune extension proposee
mode synchrone  mode de fonctionnement dun client MMS deni dans MMSI "Gen# qui implique
que le client ayant envoye une requ
ete de service reste bloque jusqua reception de la reponse
correspondante
mode asynchrone  mode de fonctionnement dun client MMS deni dans MMSI "Gen# qui auto	
rise un client ayant envoye une requ
ete de service a ne pas rester bloque en attente de la reponse
correspondante Le client peut alors eectuer dautres t
aches utiles et envoyer dautres requ
etes
de service
protocole 
 designe le format des donnees echangees par les applications MMS decrit dans le docu	
ment "ISO b# en ASN "ISOa#
 au sens large du terme designe lensemble des regles qui menent a lentente mutuelle entre
deux entites communicantes
rubrique de semaphore  objet MMS Semaphore Entry
service modie  service dont lexecution est conditionnee sur lapparition dun ou plusieurs evene	
ments etou la liberation dun ou plusieurs semaphores On dit que la requ
ete contient un ou
des modicateurs
session MMS  ouverture dune association envoi et reception de services MMS fermeture de las	
sociation
variable anonyme  objet MMS UnnamedVariable
variable nommee  objet MMS NamedVariable
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Annexe D
Tableau recapitulatif des services
MMS
n
o
Service MMS Bloquant Suspensible Gestionnaires Gestionnaire
accedes responsable
 Status non non 	 VMD
 GetNameList non non Tous VMD
 Identify non non 	 VMD
 Rename non non Tous VMD
 Read non ouinon Domaines Variables
 Write non ouinon Domaines Variables
 GetVariableAccessAttributes non non Domaines Variables
 DeneNamedVariable non non Domaines Variables
 DeneScatteredAccess non non Domaines Variables
 GetScatteredAccessAttributes non non Domaines Variables
 DeleteVariableAccess non non Domaines Variables
 DeneNamedVariableList non non Domaines Variables
 GetNamedVariableListAttributes non non Domaines Variables
 DeleteNamedVariableList non non Domaines Variables
 DeneNamedType non non Domaines Variables
 GetNamedTypeAttributes non non Domaines Variables
 DeleteNamedType non non Domaines Variables
 Input oui oui 	 Station Op
 Output oui oui 	 Station Op
 TakeControl oui ouinon Domaines Semaphores
 RelinquishControl non ouinon Domaines Semaphores
 DeneSemaphore non ouinon Domaines Semaphores
Evenements
Tab D 	 Tableau recapitulatif
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n
o
Service MMS Bloquant Suspensible Gestionnaires Gestionnaire
accedes responsable
 DeleteSemaphore non ouinon Domaines Semaphores
Evenements
 ReportSemaphoreStatus non non Domaines Semaphores
 ReportPoolSemaphoreStatus non non Domaines Semaphores
 ReportSemaphoreEntryStatus non non Domaines Semaphores
 InitiateDownloadSequence non oui 	 Domaines
 DownloadSegment non oui Variables Domaines
Semaphores
Evenements
 TerminateDownloadSequence non oui 	 Domaines
 InitiateUploadSequence non oui 	 Domaines
 UploadSegment non oui 	 Domaines
 TerminateUploadSequence non oui 	 Domaines
 RequestDomainDownload oui oui 	 Domaines
 RequestDomainUpload oui oui 	 Domaines
 LoadDomainContent oui oui 	 Domaines
 StoreDomainContent oui oui 	 Domaines
 DeleteDomain oui oui Variables Domaines
Semaphores
Evenements
 GetDomainAttributes non 	 Domaines
 CreateProgramInvocation non non Domaines Programmes
Evenements
 DeleteProgramInvocation non non Domaines Programmes
Evenements
 Start non oui 	 Programmes
 Stop non oui 	 Programmes
 Resume non oui 	 Programmes
 Reset non oui 	 Programmes
 Kill non oui 	 Programmes
 GetProgramInvocationAttributes non non 	 Programmes
 ObtainFile oui oui 	 Fichiers
 DeneEventCondition non non Domaines Evenements
Variables
 DeleteEventCondition non non Domaines Evenements
 GetEventConditionAttributes non non Domaines Evenements
 ReportEventConditionStatus non non Domaines Evenements
 AlterEventConditionMonitoring non non Domaines Evenements
 TriggerEvent non ouinon Domaines Evenements
 DeneEventAction non non Domaines Evenements
 DeleteEventAction non non Domaines Evenements
 GetEventActionAttributes non non Domaines Evenements
Tab D 	 Tableau recapitulatif suite

n
o
Service MMS Bloquant Suspensible Gestionnaires Gestionnaire
accedes responsable
 ReportEventActionStatus non non Domaines Evenements
 DeneEventEnrollment non non Domaines Evenements
 DeleteEventEnrollment non non Domaines Evenements
 AlterEventEnrollment non non Domaines Evenements
 ReportEventEnrollmentStatus non non Domaines Evenements
 GetEventEnrollmentAttributes non non Domaines Evenements
 AcknowledgeEventNotication non ouinon Domaines Evenements
 GetAlarmSummary non oui Domaines Evenements
 GetAlarmEnrollmentSummary non oui Domaines Evenements
 ReadJournal non oui 	 Journaux
 WriteJournal non oui 	 Journaux
 InitializeJournal non oui 	 Journaux
 ReportJournalStatus non oui 	 Journaux
 CreateJournal non oui 	 Journaux
 DeleteJournal non oui 	 Journaux
 GetCapabilityList non non 	 VMD
 FileOpen non oui 	 Fichiers
 FileRead non oui 	 Fichiers
 FileClose non oui 	 Fichiers
 FileRename non oui 	 Fichiers
 FileDelete non oui 	 Fichiers
 FileDirectory non oui 	 Fichiers
 UnsolicitedStatus non non 	 VMD
 InformationReport non non 	 Variables
 EventNotication non non 	 Evenements
 AttachToEventCondition oui non Domaines Evenements
 AttachToSemaphore oui non Domaines Semaphores
 Conclude non non Semaphores Associations
 Cancel non non Semaphores Associations
Evenements
	 Initiate non non 	 Associations
	 Abort non non Tous Associations
Tab D 	 Tableau recapitulatif suite
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Annexe E
Code PROMELA pour la verication
des algorithmes proposes

 
 CODE PROMELA POUR LA V

ERIFICATION DU RENDEZVOUS MMS PAR LA METHODE DE AKAZAN 
 SIMPLIFIEE 
 

 define false 
 define true  

 Services MMS 

 define takeControl  
 define relinquishControl 

 Associations 

chan assA Serveur   of  bit 
chan assAServeur   of  bit 
chan assServeurA    of  bit 
chan assServeurA   of  bit 
chan assS    of  bit 
chan assS   of  bit 

 Variables globales 

byte testvariable    Teste que les applications A  et A effectuent bien un rendezvous 
byte waiting   false  Permet deffectuer le service ReportSemaphoreEntryStatus sur S  
byte waiting  false  Permet deffectuer le service ReportSemaphoreEntryStatus sur S 

 Processus APPLICATION   

proctype A 

asserttestvariable    Assure que A attend A  
  Simulation du modificateur  

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
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atomic
waiting   true
assS takeControl

assS relinquishControl  Rendezvous 
testvariable   


 Processus APPLICATION  

proctype A

asserttestvariable    Assure que A  attend A 
  Simulation du modificateur  
atomic
waiting  true
assStakeControl

assSrelinquishControl  Rendezvous 
testvariable   


 Processus APPLICATION Ardv 

proctype Ardv

assS takeControl
assStakeControl
run A 
run A
do
 waiting   true  break  Simule le service ReportSemaphoreEntryStatus 
od
do
 waiting  true  break  Simule le service ReportSemaphoreEntryStatus 
od
assS relinquishControl
assSrelinquishControl


 Processus SEMAPHORE   

proctype SemaphoreS 

byte semaphore   
end do
 semaphore     end  assS !takeControl
semaphore  

 semaphore    end assS !relinquishControl
semaphore   
od


 Processus SEMAPHORE  

proctype SemaphoreS

byte semaphore   
end do
 semaphore     end  assS!takeControl
semaphore  
 semaphore    end assS!relinquishControl
semaphore   
od


 Processus dinitialisation 

init

atomic
run SemaphoreS 
run SemaphoreS
run Ardv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
 
 CODE PROMELA POUR LA V

ERIFICATION DU RENDEZVOUS BASE SUR LES EVENEMENTS MMS 
 


 Services MMS 

 define triggerEvent  
 define eventNotification 

 Associations 

chan assA Serveur   of  bit 
chan assAServeur   of  bit 
chan assServeurA    of  bit 
chan assServeurA   of  bit 

 Variables globales 

byte testvariable  

 Processus SERVEUR MMS 

proctype Serveur

end do
 assA Serveur!triggerEvent  assServeurAeventNotification
 assAServeur!triggerEvent  assServeurA eventNotification
od


 Processus APPLICATION   

proctype A 

asserttestvariable    Assure que A attend A  
assA ServeurtriggerEvent  Rendezvous 
assServeurA !eventNotification
testvariable   


 Processus APPLICATION  

proctype A

asserttestvariable    Assure que A  attend A 
assServeurA!eventNotification  Rendezvous 
assAServeurtriggerEvent

testvariable   


 Processus dinitialisation 

init

atomic
run Serveur
run A 
run A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
 
 CODE PROMELA POUR LA V

ERIFICATION DES RENDEZVOUS MULTIPLES BASE SUR MMS 
 ici entre  applications A  A et A 
 


 Services MMS 

 define triggerEvent  
 define eventNotification 

 Associations 

chan assAServeur   of  bit 
chan assServeurA   of  bit 
chan assA Serveur   of  bit 
chan assServeurA    of  bit 
chan assAServeur   of  bit 
chan assServeurA   of  bit 
chan assAServeur   of  bit 
chan assServeurA   of  bit 

 Variables globales 

byte testvariable  

 Processus SERVEUR MMS 

proctype Serveur

end do
 assA Serveur!triggerEvent  assServeurAeventNotification
 assAServeur!triggerEvent  assServeurAeventNotification
 assAServeur!triggerEvent  assServeurAeventNotification
 assAServeur!triggerEvent  
assServeurA eventNotification
assServeurAeventNotification
assServeurAeventNotification
od


 Processus APPLICATION  

proctype A

asserttestvariable    Assure que les applications sattendent 
assServeurA!eventNotification
assServeurA!eventNotification
assServeurA!eventNotification
assAServeurtriggerEvent
testvariable   



 Processus APPLICATION   

proctype A 

asserttestvariable    Assure que les applications sattendent 
assA ServeurtriggerEvent
assServeurA !eventNotification  Rendezvous 
testvariable   


 Processus APPLICATION  

proctype A

asserttestvariable    Assure que les applications sattendent 
assAServeurtriggerEvent
assServeurA!eventNotification  Rendezvous 
testvariable   


 Processus APPLICATION  

proctype A

asserttestvariable    Assure que les applications sattendent 
assAServeurtriggerEvent
assServeurA!eventNotification  Rendezvous 
testvariable   


 Processus dinitialisation 

init

atomic
run Serveur
run A
run A 
run A
run A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
 
 CODE PROMELA POUR LA V

ERIFICATION DE LA SOLUTION BAS

EE SUR LES

EV

ENEMENTS MMS 
 DU PROBL

EME DES LECTEURSR

EDACTEURS 
 

 define false 
 define true  

 Services MMS 

 define takeControl 
 define relinquishControl  
 define defineEE 
 define deleteEE 
 define triggerEvent 
 define eventNotification 

 Associations 

chan associationW   of  bit   vers semaphore W 
chan associationM   of  bit   vers semaphore MUTEX 
chan associationS   of  bytebyte   lecteurs vers serveur 
chan associationS    of  byte   serveur vers lecteur   
chan associationS   of  byte   serveur vers lecteur  
chan associationS   of  byte   serveur vers lecteur  

 Variables globales 

byte criticalsection  
byte readCount  

 Processus LECTEUR 

proctype Readerbyte number

byte wasfirst  false
byte localreadCount  
associationMtakeControl
readCount  readCount 
  
if
 readCount     wasfirst  true
associationWtakeControl
associationSdefineEEnumber
 readCount   
fi
associationMrelinquishControl
 Entree en section critique 
assertcriticalsection  
printf"Reader #d in critical section$n" number
 Sortie de la section critique 
associationMtakeControl

readCount  readCount   
localreadCount  readCount
if
 readCount    
if
 wasfirst  true  associationSdeleteEEnumber
associationWrelinquishControl
 wasfirst  false  
associationStriggerEventnumber
fi
 readCount  
fi
associationMrelinquishControl
if
 wasfirst  true %% localreadCount    
if
 number     associationS !eventNotification
 number    associationS!eventNotification
 number    associationS!eventNotification
fi
associationSdeleteEEnumber
associationWrelinquishControl
 wasfirst  false && localreadCount  
fi


 Processus REDACTEUR 

proctype Writerbyte number

associationWtakeControl
 Entree en section critique 
criticalsection  criticalsection 
  
assertcriticalsection   
criticalsection  criticalsection   
 Sortie de la section critique 
associationWrelinquishControl


 Processus SERVEUR MMS 

proctype Server

byte number  
byte whosee  
end do
 associationS!triggerEventnumber  
if
 whosee     associationS eventNotification
 whosee    associationSeventNotification
 whosee    associationSeventNotification
fi
 associationS!defineEEnumber  assertwhosee   whosee  number
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 associationS!deleteEEnumber  whosee  
od


 Processus SEMAPHORE W 

proctype SemaphoreW

byte semaphore   
do
 semaphore     end associationW!takeControl
semaphore  
 semaphore    associationW!relinquishControl
semaphore   
od


 Processus SEMAPHORE MUTEX 

proctype SemaphoreM

byte semaphore   
do
 semaphore     end associationM!takeControl
semaphore  
 semaphore    associationM!relinquishControl
semaphore   
od


 Processus dinitialisation 

init

atomic 
run SemaphoreW
run SemaphoreM
run Server

atomic
run Reader 
run Reader
run Reader
run Writer 
run Writer




 
 CODE PROMELA POUR LA V

ERIFICATION DE LA SOLUTION UTILISANT LES EVENEMENTS MMS AU 
 PROBL

EME DES PHILOSOPHES 
 

 define false 
 define true  
 define nbphilosophes   Nombre de philosophes autour de la table 

 Etats dun philosophe 

 define PENSER 
 define ATTENDRE  
 define MANGER 

 Services MMS 

 define takeControl 
 define relinquishControl  
 define triggerEvent 
 define eventNotification 
chan tophilo   of  byte   Connexion serveur vers philosophe  notification 
chan tophilo    of  byte   Connexion serveur vers philosophe   notification 
chan tophilo   of  byte   Connexion serveur vers philosophe  notification 
chan tophilo   of  byte   Connexion serveur vers philosophe  notification 
chan tophilo   of  byte   Connexion serveur vers philosophe  notification 
chan toserver   of  bytebyte   Connexion philosophes vers serveur triggerEvent 
chan tomutex   of  bit   Canal de communication avec le mutex 
chan connectionsnbphilosophes  Tableau de connexions vers les philosophes 
byte etatnbphilosophes  Tableau etat courant des philosophes MANGER 
 PENSER ATTENDRE 

 Processus PHILOSOPHE 

proctype Philosophebyte number chan fromserver

byte wait
START
                                PENSER '''''''''''''''''''''''''''''''' 
  
atomic
tomutextakeControl
etatnumber  ATTENDRE
wait  false

 Les voisins sontils en train de manger ! 
ANNEXE E CODE PROMELA POUR LA V

ERIFICATION DES ALGORITHMES PROPOS

ES
if
 etatnumber
nbphilosophes  # nbphilosophes  MANGER
%% etatnumber
  # nbphilosophes  MANGER
 etatnumber  MANGER
 else  wait  true
fi
tomutexrelinquishControl
  
if
 wait  true  fromserver!eventNotification
 else
fi
                                MANGER '''''''''''''''''''''''''''''''' 
 Sassurer que les voisins du philosophe qui mange ne sont pas aussi en 
 train de manger 
assertetatnumber  MANGER %%
etatnumber
nbphilosophes  # nbphilosophes  MANGER %%
etatnumber
  # nbphilosophes  MANGER
  
tomutextakeControl
etatnumber  PENSER
 Mon voisin de gauche attend il pour manger et le voisin de gauche de 
 mon voisin de gauche estil en train de manger ! 
if
 etatnumber
nbphilosophes  # nbphilosophes  ATTENDRE
%% etatnumber
nbphilosophes # nbphilosophes  MANGER
 etatnumber
nbphilosophes  # nbphilosophes  MANGER
 Si non signaler a mon voisin de gauche quil peut manger 
toservertriggerEventconnectionsnumber
nbphilosophes  # nbphilosophes
 else
fi
 Mon voisin de droite attend il pour manger et le voisin de droite de 
 mon voisin de droite estil en train de manger ! 
if
 etatnumber
  # nbphilosophes  ATTENDRE
%% etatnumber
 # nbphilosophes  MANGER
 etatnumber
  # nbphilosophes  MANGER
 Si non signaler a mon voisin de droite quil peut manger 
toservertriggerEventconnectionsnumber
  # nbphilosophes
 else
fi
tomutexrelinquishControl
  
goto START


 Processus SERVEUR MMS 


 Le serveur nest utilise que pour envoyer la notification devenement On 
 suppose que tous les ECs et EEs sont deja definis 
proctype Server

chan assoID
end do
 toserver!triggerEventassoID  assoIDeventNotification
od


 Processus MUTEX 

proctype Mutex

end do
 tomutex!takeControl  tomutex!relinquishControl
od


 Processus dinitialisation 

init

byte counter  
atomic
connections  tophilo
connections   tophilo 
connections  tophilo
connections  tophilo
connections  tophilo
run Mutex
run Server
do
 counter  nbphilosophes  break
 else  
etatcounter  
run Philosophecounter connectionscounter
counter  counter 
  
od


ANNEXE E CODE PROMELA POUR LA V

ERIFICATION DES ALGORITHMES PROPOS

ES

 
 CODE PROMELA POUR LA V

ERIFICATION DE LA SOLUTION MMS XED AU PROBL

EME DES PHILOSOPHES 
 

 define false 
 define true  
 define nbphilosophes   Nombre de philosophes autour de la table 

 Etats dun philosophe 

 define PENSER 
 define ATTENDRE  
 define MANGER 

 Services MMS 

 define eventNotification  
chan tophilo   of  byte   Connexion serveur vers philosophe  notification 
chan tophilo    of  byte   Connexion serveur vers philosophe   notification 
chan tophilo   of  byte   Connexion serveur vers philosophe  notification 
chan tophilo   of  byte   Connexion serveur vers philosophe  notification 
chan tophilo   of  byte   Connexion serveur vers philosophe  notification 
chan connectionsnbphilosophes  Tableau de connexions vers les philosophes 
byte etatnbphilosophes  Tableau etat courant des philosophes MANGER 
 PENSER ATTENDRE 

 Processus PHILOSOPHE 

proctype Philosophebyte number chan fromserver

START
                                PENSER '''''''''''''''''''''''''''''''' 
  
etatnumber  ATTENDRE  Je signale que je veux manger 
fromserver!eventNotification  Jattends lautorisation de manger 
  
                                MANGER '''''''''''''''''''''''''''''''' 
 Sassurer que les voisins du philosophe qui mange ne sont pas aussi en 
 train de manger 
assertetatnumber  MANGER %%
etatnumber
nbphilosophes  # nbphilosophes  MANGER %%
etatnumber
  # nbphilosophes  MANGER
  
etatnumber  PENSER  Je signale que je ne mange plus 

  
goto START


 Processus SERVEUR MMS 

 Le serveur nest utilise que pour envoyer la notification devenement On 
 suppose que tous les ECs et EEs sont deja definis 
proctype Server

end do
 etat  ATTENDRE %% etat  MANGER %% etat   MANGER  
etat  MANGER connectionseventNotification
 etat   ATTENDRE %% etat  MANGER %% etat  MANGER  
etat   MANGER connections eventNotification
 etat  ATTENDRE %% etat   MANGER %% etat  MANGER  
etat  MANGER connectionseventNotification
 etat  ATTENDRE %% etat  MANGER %% etat  MANGER  
etat  MANGER connectionseventNotification
 etat  ATTENDRE %% etat  MANGER %% etat  MANGER  
etat  MANGER connectionseventNotification
od


 Processus dinitialisation 

init

byte counter  
atomic
connections  tophilo
connections   tophilo 
connections  tophilo
connections  tophilo
connections  tophilo
run Server
do
 counter  nbphilosophes  break
 else  
etatcounter  
run Philosophecounter connectionscounter
counter  counter 
  
od


ANNEXE E CODE PROMELA POUR LA V

ERIFICATION DES ALGORITHMES PROPOS

ES

 
 CODE PROMELA POUR LA V

ERIFICATION DE LALGORITHME DE CONTR
(
OLE DE LA CONCURRENCE 
 UTILISANT LE PRINCIPE DES SONDES 
 

 define false 
 define true  

 Services MMS 

 define takeControl 
 define relinquishControl  
 define defineEE 
 define deleteEE 
 define triggerEvent 
 define eventNotification 

 Associations 

chan ToSem    of  bit 
chan ToSem   of  bit 
chan ToSem   of  bit 
chan ToServer    of  bytebyte 
chan ToServer   of  bytebyte 
chan ToServer   of  bytebyte 
chan ToClient    of  bytebytebyte 
chan ToClient   of  bytebytebyte 
chan ToClient   of  bytebytebyte 
chan semaphores
chan servers
chan clients
byte passed
byte inverse

 Variables globales 

byte criticalsection  

 Processus CLIENT 

proctype Clientbyte clientID chan association

byte initiatorID  
byte current  
byte serverID  
byte probereceived  false
byte ownedsemaphores  
byte counter  
do  counter '   
START

do
 ownedsemaphores    

atomic
probereceived  false
if
 passedclientID  false  current  clientID
 passedclientID  false  current  clientID
 passedclientID   false  current  clientID 
fi

do
 semaphorescurrent!takeControl  
atomic
serverscurrentdefineEEclientID
ownedsemaphores  ownedsemaphores 
  
passedcurrent  true
goto START

 timeout  
if
 ownedsemaphores    serverscurrenttriggerEventclientID
 else
fi
goto NEXT
 association!eventNotificationinitiatorID serverID  
 La sonde recue ici ne peut avoir pour initiateur ce client 
 Ceci est prouve par le linstruction suivante  
assertclientID  initiatorID
 On ne fait donc que relayer la sonde vers le client suivant 
serverscurrenttriggerEventinitiatorID
od
NEXT
do
 semaphorescurrent!takeControl  
atomic
serverscurrentdefineEEclientID
ownedsemaphores  ownedsemaphores 
  
passedcurrent  true
goto START

 association!eventNotificationinitiatorID serverID  
 La sonde recue ici peut avoir pour initiateur ce client 
 On va donc tester son origine et relacher un semaphore 
 ou relayer la sonde vers le client suivant 
if
 clientID  initiatorID && probereceived  true  
atomic

probereceived  true
passedinverseclientID
serverID  false
ownedsemaphores  ownedsemaphores   

 ANNEXE E CODE PROMELA POUR LA V

ERIFICATION DES ALGORITHMES PROPOS

ES
serversserverID deleteEEclientID
semaphoresserverID relinquishControl
 else  
serverscurrenttriggerEventinitiatorID
fi
od

 ownedsemaphores    break  Tous les semaphores sont acquis 
od
  ENTREE SECTION CRITIQUE  
 Les instructions suivantes garantissent la protection de la section critique 
criticalsection  criticalsection 
  
assertcriticalsection   
criticalsection  criticalsection   
  SORTIE SECTION CRITIQUE  
 Liberation des semaphores detenus et destructions des EEs crees 
serversclientIDdeleteEEclientID
semaphoresclientIDrelinquishControl
serversclientIDdeleteEEclientID
semaphoresclientIDrelinquishControl
serversclientID deleteEEclientID
semaphoresclientID relinquishControl
atomic
passedclientID  false
passedclientID  false
passedclientID   false
ownedsemaphores  
counter  counter 
  

 else  break
od


 Processus SERVEUR MMS 

proctype Serverbyte serverID chan association

byte whosee  
byte clientID  
byte initiatorID
end do
 association!triggerEventinitiatorID  clientswhosee eventNotificationinitiatorID serverID
 association!defineEEclientID  assertwhosee   whosee  clientID
 association!deleteEEclientID  assertwhosee  clientID whosee  
od


 Processus SEMAPHORE 


proctype Semaphorechan association

end do
 associationtakeControl  association!relinquishControl
od


 Processus dinitialisation 

init

atomic
semaphores  ToSem 
semaphores   ToSem
semaphores  ToSem
semaphores  ToSem
semaphores  ToSem
semaphores  ToSem 
semaphores	  ToSem
semaphores  ToSem
semaphores  ToSem 
servers  ToServer 
servers   ToServer
servers  ToServer
servers  ToServer
servers  ToServer
servers  ToServer 
servers	  ToServer
servers  ToServer
servers  ToServer 
clients  ToClient 
clients   ToClient
clients  ToClient
passed  false
passed   false
passed  false
passed  false
passed  false
passed  false
passed	  false
passed  false
passed  false
inverse    Indice dans passed du semaphore   pour le client   
inverse      Indice dans passed du semaphore  pour le client   
inverse    Indice dans passed du semaphore  pour le client   
inverse    Indice dans passed du semaphore   pour le client  
inverse    Indice dans passed du semaphore  pour le client  
inverse    Indice dans passed du semaphore  pour le client  
inverse	    Indice dans passed du semaphore   pour le client  
inverse    Indice dans passed du semaphore  pour le client  
inverse  	  Indice dans passed du semaphore  pour le client  

atomic
run SemaphoreToSem 
run SemaphoreToSem
run SemaphoreToSem
run Server  ToServer 
run Server ToServer
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run Server ToServer

atomic
run Client  ToClient 
run Client ToClient
run Client ToClient


Annexe F
Scenarios dapplication
Nous avons regroupe dans cette annexe trois exemples dutilisation de MMS et principalement des
evenements et semaphores dans le cadre de scenarios dapplication industrielle Bien que reels ces
exemples ne sont que des cas detude et ne pretendent en aucun cas resoudre tous les problemes poses
par le scenario dapplication considere Notre but ici nest que dillustrer une utilisation possible de
MMS
F Installation dembouteillage de produits chimiques
F Le sc enario
Nous allons prendre lexemple dune installation dembouteillage Cet exemple est tire de "HS#
pp  et adapte a MMS
Linstallation consideree est composee dun reservoir dans lequel deux liquides chimiques A et B
doivent reagir Le pH du melange doit 
etre maintenu constant Une fois cette reaction terminee le
liquide resultant est utilise pour remplir des bouteilles de dierents volumes
La reaction entre les liquides A et B necessite de chauer le melange qui peut devenir explosif si la
temperature est trop elevee Il faut donc en permanence contr
oler la temperature du liquide dans le
reservoir et regler le chauage en consequence
Les bouteilles a remplir sont amenees une par une depuis un magasin devant une vanne de rem	
plissage provenant du reservoir Les bouteilles arrivent depuis dierentes lignes et sont positionnees
sur une plateforme en vue de leur remplissage Cette plateforme est dotee dun capteur de poids pour
savoir quand une bouteille est remplie Le volume des bouteilles est constant sur une m
eme ligne pour
simplier nous navons represente quune seule ligne sur la gure F Le traitement que subissent
les bouteilles de dierentes lignes avant et apres le remplissage est dierent Seul le remplissage est
commun a toutes les lignes de sorte que chaque ligne de bouteilles est contr
olee par un processus
dierent ici une application client MMS
Les dierents capteurs du systeme sont les suivants 
 niveau du melange dans le reservoir%
 pH du melange dans le reservoir%
 temperature du melange dans le reservoir%
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
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niveau
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temperature
chauffage
vanne liquide A vanne liquide B
vanne de remplissage
poids
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bouteilles
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d'embouteillage
Reservoir
Fig F 	 Architecture generale de linstallation
 poids des bouteilles sur la plateforme%
 positionnement des bouteilles sur la plateforme
Les actionneurs utilises sont 
 louverturefermeture de la vanne pour le liquide A%
 louverturefermeture de la vanne pour le liquide B%
 louverturefermeture de la vanne pour le remplissage des bouteilles%
 le contr
ole du dispositif de chauage%
 le contr
ole du mouvement des convoyeurs des dierentes lignes de bouteilles
Ce dispositif est represente sur la gure F Le systeme logiciel contr
olant lensemble du dispositif
est relativement complexe Nous allons uniquement faire ressortir une utilisation possible des evene	
ments et semaphores MMS dans le cadre de cette installation sans entrer dans les details du contr
ole
de ce systeme
F Mod elisation avec MMS
Nous modelisons le reservoir et lensemble du dispositif de chauage et de contr
ole des vannes par
une VMD unique notee VMD
res
 Les convoyeurs permettant le deplacement des bouteilles sont tous
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
modelises par une seconde VMD notee VMD
lignes

Il existe autant de clients MMS que de processus de contr
ole pour lembouteillage donc que de
lignes dembouteillage Chaque client est responsable du traitement complet de bout en bout des
bouteilles dun volume donne Le point commun de ces dierents processus se situe au niveau du
remplissage des bouteilles Il faut donc eviter quun client cherche a positionner une bouteille sur la
plateforme occupee par une autre bouteille en cours de remplissage La plateforme de remplissage
constitue donc une ressource en acces mutuellement exclusif
Nous associons a chaque capteur et a chaque actionneur une variable MMS situee dans la VMD
du dispositif correspondant Les clients peuvent lire les variables associees aux capteurs pour obtenir
le resultat des mesures et peuvent ecrire dans les variables associees aux actionneurs pour declencher
laction desiree Chacun des actionneurs contr
olant le mouvement des convoyeurs des dierentes lignes
de bouteilles nest accessible que par le client responsable de cette ligne
F   Controle de la reaction chimique
Les capteurs de pH et de temperature permettent aux clients de savoir quand la reaction est
terminee Ceux	ci peuvent 
etre consultes par les clients au moyen du service Read Le client dont une
des bouteilles se trouve sur la plateforme de remplissage eectue alors un Write sur la variable MMS
modelisant la vanne de remplissage
Le contr
ole de la temperature du reservoir seectue au niveau de VMD
res
 Nous utilisons les
evenements MMS de la facon suivante Un EC de type scrute note EC
temp
 est associe au capteur
de temperature Quand celui	ci depasse un certain seuil levenement associe est declenche Tous les
clients souscrivent a cet evenement de sorte quils sont informes du depassement de temperature et
peuvent interrompre momentanement leur processus Par ailleurs il existe un objet EA egalement
lie a EC
temp
dont le service est decrire dans la variable contr
olant le chauage dans ce cas pour
leteindre Cette facon de faire est etudiee en detail a la section  On utilise un scenario similaire
pour retablir le chauage lorsque la temperature est trop basse
On peut egalement contr
oler larrivee des liquides A et B dans le reservoir de la m
eme facon en
associant un EC au capteur de niveau de liquide du reservoir et eviter ainsi tout risque de debordement
Le fait dutiliser une action evenementielle permet une reaction plus rapide que dans le cas ou un client
serait responsable du chauage ou du contr
ole des vannes A et B En eet ce client devrait dabord
recevoir la notication de levenement considere puis eectuer lordre correspondant Dans le cas
present lordre est eectue localement par VMD
res
des que surgit levenement
F  Controle de lembouteillage
Le contr
ole de lembouteillage est represente sur la gure F
Lacces a la plateforme de remplissage est contr
ole par un semaphore MMS banalise ou etiquete S
a un seul jeton deni dans VMD
lignes
 Quand un client est pr
et pour remplir une bouteille bouteille
disponible reaction dans le reservoir terminee il doit au prealable obtenir le contr
ole du semaphore
S Ceci se fait au moyen du service Take Control Si le semaphore est occupe alors il existe deja une
bouteille en cours de remplissage et le client doit attendre Quand le client obtient le semaphore il
peut ecrire dans la variable associee au deplacement de la ligne de bouteilles dont il est responsable
pour amener la bouteille sur la plateforme et la remplir
Selon les besoins des applications considerees on peut utiliser les parametres du service Take
Control pour rendre plus prioritaire un client par rapport a un autre ou pour eviter une attente
trop longue de la liberation de la plateforme etc
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Fig F 	 Controle de lembouteillage
On associe au capteur de position un evenement qui la encore utilise une action permettant larr
et
du convoyeur lorsque la bouteille est positionnee sur la plateforme Par ailleurs cet evenement informe
aussi le client concerne quil peut alors ouvrir la vanne de remplissage Un autre EC associe au capteur
de poids permet de savoir quand la bouteille est pleine Toutefois cette fois on ne peut pas utiliser une
action pour arr
eter le remplissage puisque levenement se produit dans un serveur dierent de celui
commandant la vanne de remplissage Il appartient donc au client qui recoit la notication devenement
dordonner a VMD
res
darr
eter le remplissage Nous proposons a la section  une solution plus
simple qui evite de passer par le client Notons egalement linter
et de la reconguration de XED pour
changer les conditions dapparition de levenement en fonction du volume des bouteilles
F Scenario Renault  serveurs de terminaux
F Le sc enario
Lexemple qui suit decrit les exigences de comportement dun systeme industriel reel chez le cons	
tructeur dautomobiles Renault Nous ne decrirons pas tout le contexte de ce systeme en detail et
renvoyons le lecteur a "Fuh# pour plus dinformations
Lenvironnement dans lequel nous nous placons est un atelier exible ou se produit lassemblage de
divers vehicules Le systeme etudie est compose des elements suivants 
 des terminaux a partir desquels des ordre sont entres par des operateurs humains%
 des serveurs de terminaux ou ST pouvant 
etre connectes a plusieurs terminaux a la fois Les
STs sont des serveurs MMS%
 des serveurs dapplications ou SA Les SAs sont responsables de lexecution dun certain nombre
dapplications Ils sont lies a une base de donnees permettant dacceder aux informations repre	
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sentant une application Un SA est un client MMS connecte a un ou plusieurs STs Il utilise
principalement les services Input et Output%
 des applications Celles	ci denissent la sequence doperations intervenant entre un operateur
et un SA Lexecution dune de ces sequences doperations par un SA est appelee travail Les
operateurs demandent le demarrage dune application au moyen dun terminal Il ne peut y avoir
quun seul travail actif par terminal Mais une m
eme application peut sexecuter simultanement
avec plusieurs terminaux
Les SAs sont organises par groupes en fonction des fonctionnalites quils orent Les membres
dun groupe ne sont normalement pas connus des STs Chaque groupe permet dacceder a un certain
ensemble dapplications Dans chaque groupe seul un SA communique avec un ST Dans une certaine
mesure chaque membre dun groupe peut 
etre considere comme une replique des autres membres de
ce groupe Larchitecture generale du systeme est representee sur la gure F
SA
SA
SA SA
SA
SA
groupe 1 groupe 2
ST
ST
ST
ST
Applications
Fig F 	 Architecture generale du systeme
Le probleme est de rendre le systeme tolerant aux fautes des SAs On entend ici par faute larr
et
pur et simple autre que la terminaison normale de lexecution dun SA Dans un tel cas tous les
travaux actifs correspondant aux terminaux connectes au SA fautif doivent 
etre retablis avec un autre
SA ou avec une replique du SA en panne Ce retablissement doit 
etre transparent pour les operateurs
Pour assurer cette tolerance aux fautes il nous faut realiser les trois points suivants 
 informer les SAs de loccurrence dune panne%
 permettre la reprise automatique des travaux en cours apres une panne%
 assurer que cette reprise ne se fait que par un seul SA
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F Exemple de solution
F  Choix initial de lapplication a executer
Chaque ST contient pour chaque application deux ECs predenis nommes EC
Init
et EC
Fail
res	
pectivement Chaque SA denit deux EEs lies aux ECs correspondants aux seules applications que le
SA peut executer Par ailleurs a chaque EC
Fail
correspond un objet EA dont le service est de lire
une variable V
travaux
dont la signication sera precisee plus loin
Initialement loperateur demande le demarrage dune application a partir de son terminal Cette
operation declenche dans le ST associe levenement modelise par EC
Init
 Tous les SAs ayant souscrit
a cet evenement recoivent alors une notication Ces SAs correspondent a ceux capables dexecuter
lapplication demandee par loperateur Mais un seul SA doit servir loperateur Il faut donc decider
de celui qui va executer lapplication requise
Une solution simple consiste a associer a chaque terminal donc a chaque objet Operator Station
un semaphore MMS banalise ou etiquete a un seul jeton Tous les SAs qui recoivent une notication
eectuent ensuite une requ
ete Take Control sur le semaphore correspondant au terminal dou vient
la demande de demarrage de lapplication Un seul SA peut acquerir le semaphore Ce sera le SA qui
executera lapplication demandee Pour eviter que les autres SAs restent en attente inutilement sur
le semaphore on utilise loption Acceptable Delay de la requ
ete Take Control Ce parametre prend
une valeur faible ou nulle de sorte que tous les SAs dont la requ
ete arrive apres la prise de contr
ole
du semaphore sont informes quun autre SA est charge dexecuter lapplication
Cette phase delection du SA est illustree sur la gure F
SA 1
SA 2
ST
Terminal
Requête de l’opérateur
et notification des SAs
Définition des EEs Choix du SA qui exécute
l’application demandée
Fig F 	 Choix initial de lapplication a executer
Le SA elu pour executer lapplication libere le semaphore lorsque lexecution de cette derniere est
terminee Nous examinons dans la section suivante ce qui se passe en cas de panne de ce SA
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F Execution de lapplication
Une fois le SA choisi il initialise le travail correspondant a lapplication selectionnee Ce travail
consiste en une serie detapes
 
dont chacune est numerotee Le numero dune etape est communique
au ST avant lexecution de letape au moyen du service MMS Write La variable MMS V
travaux
est
utilisee dans le ST pour maintenir le numero de letape en cours En fait la variable V
travaux
est une
liste de structures a deux champs  le nom dun objet Operator Station ayant demande lexecution
de lapplication consideree et le numero de letape en cours pour ce terminal
Si le SA tombe en panne nous supposons que tous les STs ayant une association avec ce SA recoivent
un service Abort Ces STs sont alors informes de la panne et declenchent levenement EC
Fail
corres	
pondant a lapplication dont le SA est en panne Tous les SAs capables dexecuter cette application
recoivent donc une notication devenement Le declenchement de levenement implique lexecution de
laction evenementielle associee La notication transporte donc le numero de letape en cours dexe	
cution lors de la panne pour tous les travaux executant la dite application Les SAs peuvent donc
conna
$tre tous les travaux interrompus letape actuelle de ces travaux et le nom du terminal utilise
par ces travaux Ces SAs se retrouvent alors dans la situation initiale exposee a la section precedente
et eectue chacun une requ
ete Take Control pour elire le SA qui continuera lexecution au point
ou elle en etait avant la panne
Pour autoriser une prise de contr
ole du semaphore par un de ces SAs le semaphore acquis par
le SA en panne doit auparavant avoir ete libere Pour ceci nous exploitons loption Relinquish If
Connection Lost des requ
etes Take Control Nous aectons donc a VRAI ce parametre dans toutes
les requ
etes Take Control eectuees par les SAs de sorte que toute perte dassociation entra
$ne
automatiquement la liberation du semaphore considere
La gure F illustre le deroulement que nous venons de decrire
ST
Terminal
SA fautif
SA de remplacement
Fonctionnement normal Protocole de récupération Reprise de l’exécution avec
   le SA de remplacement
Fig F 	 Execution de lapplication et reprise lors dune panne
Pour des raisons de concision la solution presentee ici est simpliee et legerement modiee par
rapport a la solution originale proposee dans "Fuh# Il est clair que dautres problemes se posent
tels que la necessite de savoir si une etape a ete ou non executee lorsquil y a une panne Ceci est
 
Typiquement une etape est simplement un service Input ou Output
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important pour ne pas executer deux fois la m
eme etape ou au contraire pour 
etre s
ur de bien lexecuter
une fois Nous renvoyons le lecteur a "Fuh# et "FMD# pour une etude de ce type de problemes
Ce scenario nous a toutefois permis dillustrer lutilite des evenements MMS ainsi que de certaines
options meconnues des semaphores MMS
F Serveur dimpression
Dans les deux exemples precedents nous navons utilise que des semaphores MMS a un seul jeton
Nous proposons dans la suite un scenario dapplication comportant un semaphore avec plusieurs jetons
Lexemple le plus classique dutilisation des semaphores avec plusieurs jetons consiste a faire jouer a
un serveur MMS le r
ole de serveur dimpression pour un nombre N de clients et n dimprimantes La
gure F illustre un tel cas pour n ' 
Serveur MMS
Client 1 Client 2 ... Client N
Fig F 	 Serveur dimpression
Lacces aux imprimantes est contr
ole par un semaphore MMS banalise note S disposant de n
jetons Tout client desirant imprimer doit dabord obtenir un jeton du semaphore S La prise de
contr
ole dun jeton se fait avec le service Take Control Une prise de contr
ole reussie autorise le client
a imprimer Lors de lacquisition dun jeton le serveur decide de limprimante qui sera utilisee par
le client correspondant Quand limpression est terminee le client libere le jeton detenu au moyen du
service Relinquish Control
Notons que lon peut egalement utiliser un semaphore etiquete ou chaque jeton correspond a une
imprimante specique Les jetons sont alors nommes et un client peut decider de limprimante utilisee
en cherchant a obtenir le contr
ole dun jeton particulier
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