Abstract-This paper presents an efficient global optimization approach to the problem of constrained contour energy minimization for the object boundary extraction. In the method, with a given contour energy function, different target boundaries can be modeled as constrained global optimal solutions under different constraints expressed as a set of parameters characterizing the target contour interior structure. To search for the constrained global optimal solution, a fast and efficient global approach based on mean field annealing (MFA) is employed to avoid local minima. An illustrative example of three target boundaries in a synthetic image modeled as constrained global energy minimum contours with different constraint parameters is successfully located using the derived algorithm. A conventional variational based deformable contour method [1] with the same energy function and constraint fails to achieve the same task. Experimental evaluations and comparisons with other methods on ultrasound pig heart, MRI knee, and CT kidney images where gaps, blur contour segments having complex shape and inhomogeneous interiors have been conducted with most favorable results.
Introductions
Deformable contour methods (DCMs), since originated by Kass et al [2] , receive tremendous amount of attentions. Typically, most DCMs [2] [4] model boundary extraction as a contour energy minimization problem. The difficulty is that the contour energy functions are often functions of image gradient and have multiple energy minima. As a result, undesired local energy minimum contours instead of target boundary are often resulted. To handle this problem, improvements in DCMs can be divided into two categories. In the first category, the methods [1] [5] and [6] propose new energy functions integrating both region features and image gradient information to alleviate the problem of multiple energy minima. However, in challenging situations, where a combination of region and image gradient information fails to accurately identify the target boundary, those methods still tends to be trapped into undesired local energy minima. The second category of DCMs model target boundary as global energy minimum [10] [11] and take global optimization approaches specifically simulated annealing to locate them. The difficulty is that in a complex image context, the target boundary is usually a global energy minimum under certain constraints (for instance, constraints of target object interior characteristics) instead of the actual global energy minimum contour. Thus in [10] [11], either a major modification of the energy function or a preset mask [11] constraining the contour searching space within a neighborhood close to target boundary is often required.
In this paper, we model target boundary as a global contour energy minimum under a constraint of region features. We take mean field annealing approach (MFA), which is a deterministic approach and requires much less computational complexity than simulated annealing, to locate the constrained global optimal solution. We note that MFA has been used to minimize clustering based energy function for image segmentations [16] . However, object shape information is difficult to be incorporate into the methods and thus they have difficulties in handling gaps & blur boundaries. They may also have difficulties in determining the number of clusters in an image and are not easy to be implemented for single object boundary extraction.
In Sections 2 and 3, MFA theory and the problem formulation are introduced and discussed. Section 4 details the derivation of the proposed approach. Illustrative examples are shown in Section 5 while applications are demonstrated in Section 6. In section 7, the conclusion is provided.
A Brief Review of Mean Field Annealing
Mean field annealing is a global optimization method derived from statistical mechanics [7] . Let f be a random variable and ) ( f E be an energy function to be minimized. Without any prior knowledge, the probability distribution of f is assumed to be Gibbs distribution,
with the partition function Z being
where T is the temperature, and P* is all the possible configurations of f. The statistical mean of f at temperature T is defined as,
According to mean field annealing theory [7] , ) (T f is of importance due to the well known fact that as the temperature approaches zero, ) (T f approaches the global optimal point σ .
We can model the target boundary ) (q Γ as a close contour having the global minimum energy,
where s is the normalized arc length, and q is the contour parameter. The contour energy function ) )) (
firstly introduced in [4] , which can be any positive decreasing function. 
is global minimum under the constraint,
The Lagrange formulation of Eq. (7) is
is the constrained global energy minimum, according to Lagrange multiplier condition, the optimal setting of 1 λ ,
. (10) According to [1] , [ ] 
In implementations, it may be difficult to find a * 1 λ satisfying Eq. (11) . As an alternative, we search for a
where λ can then be determined. With this, Eq. (9) can be finally written as
To minimize Eq. (13), the original constrained optimization deformable contour method (CODCM) [1] 
is nonconvex having multiple local energy minima and * 1 λ is often small, Eq. (14) tends to be trapped at local energy minima. An extra constant balloon force b has to be added,
is still nonconvex and has multiple minima while with a large b, locating the global minimum of ) , , ), , ( (
is equivalent to locating a local energy minimum near the maximum of
, which is not necessarily the constrained global energy minimum.
Derivation of the Approach Energy function formulation
To overcome the difficulties of CODCM [1] [16], we add an extra constraint 0
that can convexify Eq. (13) without deviating the global optimal solutions, where
is a small constant. 
[ ] (15) can be written as, 
is convexified with the global minimum at target boundary ) (q Γ . We can take a derivative based approach to minimize Eq. (20), which produces alternating procedures of contour evolution (computed according to Eq. (14)) and the updating of 
, and ) (
to [9] , we can ignore the correlations of the mean field of ) , , ( Step 1 is to keep ) ( ) ( can be evaluated from partition function using the saddle point approximation. At temperature i T , the partition function Z can be approximated by
The variations of To implement constraint of Eq. (21), we relax it as 
Step 2 is to keep ) , , ( 
, respectively. It can be proved that ) ( 
and ii) update parameter of Eq.
(24) to (26) with 2 C σ , C I 0 , and
as T approaches zero. Typically, the method starts with an initial contour of size 5 by 5 inside a target object and grows outward to the boundary. The contour deformation process can be viewed as an annealing process, in which contour flows rapidly at the initial interior location when temperature is high and gradually freezes in approaching the target boundary when temperature reduces. The initial high temperature T produces (26) 
is a constant) according to Eq. (22) using narrow band numerical scheme [3] 
Stop when the maximum velocity of
is smaller than a threshold t V or a maximum iteration number m t has been reached. Otherwise go to i). t V and m t are positive constants. To further increase the robustness of the algorithm to the setting of iteration number m t , we compute the value of contour energy according to Eq. (7) and record the lowest energy contour. The output contour is then the contour with lowest contour energy. It should be noted that we can also set the stopping criteria as when the temperature i T drops to zero. However, this stopping criterion is too sensitive to the settings of init T and decT , and thus is not used.
Illustrative Examples
In this section, we will show that different target boundaries in a single image can be modeled as the constrained global minima with different settings of V T . We then illustrate the processes of locating these constrained global energy minima using the proposed method with a comparison to the results using Eq. (15) of CODCM [1] assuming that 2 σ and 0 I of the target objects are known. The examples shown in Fig. 5.1(a) 
Experimental Evaluations and Comparisons
Our experimental evaluations and comparisons can be divided into three separate items and we separately discuss each category as follows: i) Contour evaluations are performed on a set of challenging contour extraction problems including ultrasound pig heart images having noisy contour interiors, sharp contour segment protrusions, and gaps as shown in Fig. 6 .1, MRI knee images having thick and very blur contour segment and contourwithin-contour segment as shown in Fig. 6 .2, and MRI brain images having contours with complex shape, inhomogeneous interiors, and blur segments as shown in Figs. 6.3, 6 .4, and 6.5. Resulting contours are shown on the right-hand side of their originals in Figs. 6.1, 6.2, 6.4. Notice that for the MRI brain images, we perform three separate extractions of external boundary of intracranial (Fig. 6.3) , cerebral boundary ( Fig. 6.4) , and sulci boundary (Fig. 6.5) . Furthermore, Fig. 6.3 shows a sequence of contour progression images. All these contours are considered very good results. ii) A performance comparison between the proposed method and CODCM [16] is made on four images shown in Figs. 6.6, and 6.7 including visual blood cell image, MRI knee image, and two MRI brain images. In Fig. 6 .6a, the cells have rather large gaps. In Fig. 6 .7a and 6.7d, there are very inhomogeneous interiors inside the external boundaries of intracranial. In Fig. 6 .7g, there are blur boundary segment and a rather inhomogeneous interior. As we see from the results shown in Fig. 6.6b, 6.6c, 6.7b, 6.7c, 6.7e, 6.7f, 6 .7h, and 6.7i, comparing to the result of [12] [14] , substantial improvements can be seen.
iii) The proposed method is also compared to other conventional deformable contour methods; the first two methods are geodesic snake [4] , and area & length active
as the edge detection function and the third method is T-snake [9] . We select two zoomed images of Fig. 6 .8a a stomach CT image with additive noise of Gaussian noise (variance 3000), and Fig. 6 .9a a midline sagittal MRI brain image. Similar to all other three methods, a Gaussian filter N(0, 1) is applied to both images as a preprocessing operation. No a priori information of object shape or brightness distribution is assumed. To provide an objective comparison, two sets of three dark dots in Fig. 6 .8a and Fig. 6 .9a are used as initial candidate locations for all four methods including ours. Each method using an initial candidate location provides a resulting contour. The best contour (best of the three resulting contours for Fig. 6 .8a and Fig. 6 .9a) of each method from all initial candidate locations is selected for comparison. Comparing these resulting contours, our proposed method has the best contours visually observed.
Conclusions
In this paper, a constrained global optimization formulation has been proposed for boundary extraction problems. The effectiveness of the approach in locating constrained global energy minima is evaluated in a synthetic test image, where constrained global energy minima are known. The performance of the method is demonstrated on very challenging segmentation applications and is compared to those of other deformable contour methods and substantial improvements are reported. The method is computationally efficient usually taking 10 seconds to 2 minutes on workstation Ultra Sun Blade 100 for most applications. Comparison results with CODCM [16] . 6.6b is the segmentation result of the cell using the proposed method. 6.6c is the segmentation result of the cell using CODCM [16] . Comparison results with CODCM [16] . 6.7b, 6.7e and 6.7h are segmentation results using the proposed method. 6.7c, 6.7f, and 6.7i are segmentation results using CODCM [16] . 
