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1. Introduction and notation
I.M. Gelfand and G.E. Shilov were among the ﬁrst who considered distributions concentrated on smooth manifolds of
lower dimension, see Chapter III in [4]. They used differential forms to justify their intuitive approach for 〈φ, δ(P )〉, where
φ ∈ D(Rn) is a test function, P (x1, . . . , xn) = 0 deﬁnes the surface and δ ∈ D′(R) is the Dirac delta distribution. Unfor-
tunately, they forgot to take into account the orientation of the surface explicitly, even though they mentioned this topic
(cf. [4, p. 217]). The lack of orientation caused some ﬂaws in Chapter III. Some of them were already identiﬁed and corrected
(cf. [11]). Moreover, Gelfand and Shilov discussed only submanifolds of Rn , but their contribution was an important starting
point.
F.G. Friedlander studied in detail the pullback of distributions by a function, see Chapter 7 in [3]. He found the following
useful formula for the pullback h∗ (see [3, Eqs. (7.2.4/5)])
〈
φ,h∗T
〉= 〈φh, T 〉, with φh(t) = ∂
∂t
∫
h(x)<t
φ(x)dx.
Friedlander stated a formula (see [3, Eq. (7.2.15)]) which connected his research with the work of Gelfand and Shilov, but
he also omitted the aspect of orientation.
The aim of this paper consists in connecting the different approaches for the pullback of distributions in Rn . Furthermore,
we relate these approaches to the more general concept of single-layer distributions (cf. [9]), which allows a generalization
to pullbacks on submanifolds of Riemannian manifolds. In this paper, we study only the pullback of measures. In Propo-
sition 1 we state three formulas for the pullback, corresponding to the approaches of Gelfand and Shilov, Friedlander, and
the characterization using single-layer distributions, respectively. As a consequence of Proposition 1, we present an alterna-
tive formula for the pullback of an arbitrary distribution, cf. (5). Finally, we apply the obtained formulas to an illustrative
example in order to give intuitive appeal to these abstract concepts.
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theory and its applications. Unfortunately, also the ﬂaws therein are cited and reproduced carelessly (cf. [6]).
At the beginning, let us establish some notations regarding differential geometry (cf. [1]) and distribution theory
(cf. [4,8]):
Let X be a C∞ manifold of dimension n.
We denote by T X and T ∗X the tangent and cotangent space of X , respectively. An element τ in (T X)⊗p ⊗ (T ∗X)⊗q is
called a p-fold contravariant and q-fold covariant tensor or (p,q) tensor. Furthermore, we denote by T mq (X) the sections in the
tensor bundle (T X)⊗m ⊗ (T ∗X)⊗q → X . We deﬁne Ωq(X) := T (Λq(T ∗X)), i.e. the sections in Λq(T ∗X) → X , where Λq(T ∗X)
is the q-th exterior power of T ∗X . The elements in Ωq(X) are called q-forms.
We deﬁne O(Tx X) as the (two-element) set of orientations on Tx X , i.e. the tangent space at the point x. Therewith, we de-
ﬁne Λˆq(T ∗X) :=⋃x∈X {[ω,o]: ω ∈ Λq(T ∗x X), o ∈ O(Tx X)} with [ω,o] = [−ω,−o] and consequently Ωˆq(X) := T (Λˆq(T ∗X)).
The elements in Ωˆq(X) are called q-pseudoforms.
We mention the important result from differential geometry that each pseudoform Ωˆ ∈ Ωˆn(X) corresponds to a Radon
measure. Moreover, an n-form Ω ∈ Ωn(X) furnishes a pseudoform by means of |Ω| := [Ω, [Ω]] ∈ Ωˆn(X), where the second
entry in the parentheses deﬁnes the orientation.
We assume that X is equipped with a Riemannian metric g , i.e. g ∈ T 02 (X) and ∀x ∈ X : g(x) symmetric and positive
deﬁnite. In coordinates we have g(x) = gij(x)dxi ⊗ dx j .
For a point x ∈ X the inner product g(x) : Tx X × Tx X → R induces an inner product
g⊗q(x) : (Tx X)⊗q × (TxX)⊗q → R :
(
v1 ⊗ · · · ⊗ vq, v ′1 ⊗ · · · ⊗ v ′q
) → q∏
i=1
g(x)
(
vi, v
′
i
)
.
We denote the restriction of g⊗q(x) to Λq(Tx X) × Λq(Tx X) by Λq g(x).
For the metric g , we denote the corresponding cometric by g−1 ∈ T 20 (X). In coordinates it holds g−1(x) = gij(x)∂i ⊗ ∂ j ,
where (gij) is the matrix inverse of (gij). As before, we obtain (g−1)⊗q(x) and Λq(g−1)(x). Furthermore, for a form Ω ∈
Ωq(X), we deﬁne a norm via
∥∥Ω(x)∥∥2 = 1
q!Λ
q(g−1)(x)(Ω(x),Ω(x)) ∈ C∞(X).
Similarly, we deﬁne a norm for a given pseudoform Ωˆ = [Ω,o] by ‖Ωˆ(x)‖ := ‖Ω(x)‖.
We denote by Ωˆg ∈ Ωˆn(X) the volume density. In coordinates, Ωˆg is given by
Ωˆg(x) =
[√
det g dx1 ∧ · · · ∧ dxn, [dx1 ∧ · · · ∧ dxn]],
where det g := det(gij(x)).
For a form Ω ∈ Ωn(X), it follows that, for x ∈ X , |Ω(x)| = [Ω(x), [Ω(x)]] = ‖Ω(x)‖ · Ωˆg(x), because ‖Ωˆg(x)‖ = 1
(cf. Eq. (2)).
The theory of distributions on manifolds was initiated by G. de Rham in 1955, see [7], and then incorporated by
L. Schwartz as Chapter IX into the second edition of his treatise on distributions [8]. A further elaboration is contained
in J. Dieudonné’s nine volumes on analysis, see in particular Chapter XVII in [2].
We denote by D(X) the test functions on X , i.e. D(X) := {φ : X → RnC∞: suppφ ⊂ X compact} equipped with the usual
locally convex topology. We deﬁne the distributions D′(X) as the dual of D(X). The embedding of L1loc(X) into D′(X) is
then given by
L1loc(X) → D′(X) : f →
(
φ →
∫
X
φ f Ωˆg
)
.
If M is a closed C∞ submanifold of X and T ∈ D(M), we denote by SM(T ) ∈ D′(X) the single-layer distribution on M with
density T , given by
〈
φ, SM(T )
〉= 〈φ|M , T 〉, φ ∈ D(X).
We denote by δRn the Dirac delta in D′(Rn). For the special case n = 1, we omit the index.
2. Pullbacks of distributions
Proposition 1. Let h : X → RmC∞ , m n, be a submersion and M := h−1(0). Then the following three expressions yield the same for
φ ∈ D(X). The corresponding distribution D(X) → C is denoted by δRm ◦ h or h∗δRm .
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(
∂m
∂t1 · · · ∂tm
∫
{h(x)<t}
φ(x)Ωˆg
)∣∣∣∣
t=0
,
where t = (t1, . . . , tm)T ∈ Rm and {h(x) < t} := {x ∈ X: h j(x) < t j, 1 j m}.
2.
∫
M
φωˆh,
where ωˆh = |ω|M | ∈ Ωˆn−m(M) and the (n −m)-form ω ∈ Ωn−m(X) fulﬁlls Ωˆg = |dh1 ∧ · · · ∧ dhm ∧ ω| near M.
With respect to a chart (x1, . . . , xn)T , ω can be chosen as follows: For μ = (μ1, . . . ,μn−m) with 1  μ1 < · · · < μn−m  n,
ω = ω(μ) , where ω(μ) is given by
ω(μ) = (−1)ν1+···+νm−m(m+1)/2
√
det g dxμ1 ∧ · · · ∧ dxμn−m
det(∂hi/∂xν j )1i, jm
,
if for 1 ν1 < · · · < νm  n the assertions det(∂hi/∂xν j )1i, jm = 0 and νi = μ j , for all i, j hold.
3. (Single-layer distribution)〈
φ, SM
(∥∥dh1 ∧ · · · ∧ dhm∥∥−1)〉.
Proof. Let y ∈ X and ψ˜ : U˜ → Rn : x → (x1, . . . , xn)T a chart with y ∈ U˜ and without loss of generality
det((∂hi/∂x j)1i, jm)( y˜) = 0 for each y˜ ∈ U˜ . This is possible since h is a submersion. We extend in an open neighbor-
hood U y ⊂ U˜ of y the mapping x → (h1(x), . . . ,hm(x))T ∈ Rm to the chart
ψ : U y → Rn : x → ξ =
(
h1(x), . . . ,hm(x), xm+1, . . . , xn
)T
.
Let χy be a locally ﬁnite C∞ partition of unity subordinate to the covering X =⋃y∈X U y . For φ ∈ D(X) we obtain χy · φ ∈
D(U y) and φ =∑y∈X χy · φ, where all but a ﬁnite number of χy · φ are identically zero, hence the sum is ﬁnite.
Since the formulas in 1, 2 and 3 are given in an intrinsic way, it suﬃces to show the equivalence in one chart, in our
case ψ .
(1⇔ 3) First, we consider the formula in 1 for φ ∈ D(U y):
φh(0) =
(
∂m
∂t1 · · · ∂tm
∫
{h(x)<t}∩U y
φ(x)Ωˆg
)∣∣∣∣
t=0
.
For x ∈ U y and ψ , the pseudoform Ωˆg is simply given by
Ωˆg(x) =
√
det gij(ξ)
∣∣dξ1 ∧ · · · ∧ dξn∣∣.
Hence, we calculate
φh(t) = ∂
m
∂t1 · · · ∂tm
∫
{h(x)<t}∩U y
φ(x)Ωˆg = ∂
m
∂t1 · · · ∂tm
∫
ξ∈ψ(U y)
ξ i<ti ,1im
φ(ξ)
√
det gij(ξ)dξ
=
∫
(t,ξ ′)∈ψ(U y)
φ
(
t, ξ ′
)√
det gij
(
t, ξ ′
)
dξ ′,
where ξ ′ = (ξm+1, . . . , ξn)T . Finally, we obtain
φh(0) =
∫
(0,ξ ′)∈ψ(U y)
φ
(
0, ξ ′
)√
det gij
(
0, ξ ′
)
dξ ′. (1)
We have now an explicit formula for 〈φ, δRm ◦ h〉 = φh(0) for each φ ∈ D(U y), i.e. distributions in D′(U y), for all y ∈ X .
Due to the sheaf property of distributions, this yields a unique distribution in D′(X), since X = ⋃y∈X U y is an open
cover.
Second, we consider for φ ∈ D(U y) the expression 〈φ, SM(1)〉 =
∫
M φΩˆι∗g . Thereby, we denote by ι : M ↪→ X the inclusion
mapping and since x → ξ ′ = (ξm+1, . . . , ξn)T is a chart on M , we obtain from g(x) = gij(ξ)dξ i ⊗ dξ j the following induced
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ι∗g
(
ξ ′
)= n∑
i, j=1
n∑
k,l=m+1
gij
(
0, ξ ′
) ∂ξ i
∂ξk
∂ξ j
∂ξ l
dξk ⊗ dξ l.
In view of the fact that ∂ξ
i
∂ξk
= δik for k = m + 1, . . . ,n, the induced metric ι∗g(ξ ′) reduces to
∑n
k,l=m+1 gkl(0, ξ ′)dξk ⊗ dξ l .
Hence, the induced volume density on M is given by
Ωˆι∗g =
√
det ι∗g
∣∣dξm+1 ∧ · · · ∧ dξn∣∣=√det((gkl)k,l>m)(0, ξ ′)∣∣dξm+1 ∧ · · · ∧ dξn∣∣.
Therefore, we obtain〈
φ, SM(1)
〉= ∫
M
φΩˆι∗g =
∫
(0,ξ ′)∈ψ(U y)
φ
(
0, ξ ′
)√
det
(
(gkl)k,l>m
)(
0, ξ ′
)
dξ ′.
Next, we calculate ‖dh1 ∧ · · · ∧ dhm‖. Using the chart ψ , the form dh1 ∧ · · · ∧ dhm has the simple representation dξ1 ∧
· · · ∧ dξm . The deﬁnition of the norm ‖ · ‖ then says
∥∥dξ1 ∧ · · · ∧ dξm∥∥2 = 1
m!
∑
σ ,τ∈Sm
sign(στ )
m∏
i, j=1
g−1
(
dξσ (i),dξτ( j)
)= det((gij)1i, jm)(ξ), (2)
where Sm denotes the group of permutations of the set {1, . . . ,n}.
Hence, it follows
〈
φ, SM
(∥∥dh1 ∧ · · · ∧ dhm∥∥−1)〉= ∫
(0,ξ ′)∈ψ(U y)
φ
(
0, ξ ′
)√ det((gkl)k,l>m)(0, ξ ′)
det((gij)1i, jm)(0, ξ ′)
dξ ′. (3)
Thus, to prove the equality of (1) and (3), we have to show that
det
(
(gkl)k,l>m
)= det((gij)1i, jm) · det(gij), (4)
which is done in Appendix A.
Finally, the proof is complete for φ ∈ D(U y) and thus also for φ ∈ D(X). In the special case m = 1, i.e. codimension 1,
this part of the proof was already done in [11, p. 1189].
(2⇔ 3) For φ ∈ D(U y), the formula in 3 is given by
〈
φ, SM
(∥∥dh1 ∧ · · · ∧ dhm∥∥−1)〉= ∫
M
φΩˆι∗g
‖dh1 ∧ · · · ∧ dhm‖ .
We have to show that if ω ∈ Ωn−m(X) satisﬁes near M the equation Ωˆg = |dh1∧· · ·∧dhm ∧ω|, then ωˆh := |ω|M | is uniquely
determined and given by∫
M
φΩˆι∗g
‖dh1 ∧ · · · ∧ dhm‖ =
∫
M
φωˆh,
i.e. |ω|M | = Ωˆι∗g/‖dh1 ∧ · · · ∧ dhm‖.
Therefore, let v1, . . . , vn be an orthonormal basis in T y X with vm+1, . . . , vn ∈ T yM . We calculate
(
dh1 ∧ · · · ∧ dhm ∧ ω)(v1, . . . , vn) = ∑
σ∈Sn
signσ
m∏
i=1
dhi(vσ (i))
1
(n −m)!ω(vσ (m+1), . . . , vσ (n))
= ω(vm+1, . . . , vn)
∑
σ ′∈Sm
signσ ′
m∏
i=1
dhi(vσ ′(i))
= det((dhi(v j))1i, jm) · ω(vm+1, . . . , vn).
Thus, we can express∥∥dh1 ∧ · · · ∧ dhm ∧ ω∥∥= ∣∣(dh1 ∧ · · · ∧ dhm ∧ ω)(v1, . . . , vn)∣∣= ∣∣det((dhi(v j))1i, jm)∣∣ · ∣∣ω(vm+1, . . . , vn)∣∣
= ∣∣det((dhi(v j)) )∣∣ · ‖ω|M‖.1i, jm
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dh1 ∧ · · · ∧ dhm = ±∥∥dh1 ∧ · · · ∧ dhm∥∥ · λ1 ∧ · · · ∧ λm.
Hence, due to the deﬁnition of the determinant, it follows∣∣det((dhi(v j))1i, jm)∣∣= ∥∥dh1 ∧ · · · ∧ dhm∥∥ · ∣∣det((λi(v j))1i, jm)∣∣︸ ︷︷ ︸
=1
= ∥∥dh1 ∧ · · · ∧ dhm∥∥.
Eventually, we calculate
1= ‖Ωˆg‖ =
∥∥dh1 ∧ · · · ∧ dhm ∧ ω∥∥= ∥∥dh1 ∧ · · · ∧ dhm∥∥ · ‖ω|M‖.
Therefore, we obtain ‖ω|M‖ = ‖dh1 ∧ · · · ∧ dhm‖−1.
On the other hand, we consider M instead of X and notice |ω|M | = ‖ω|M‖ · Ωˆι∗ g . This implies
|ω|M | = Ωˆι
∗g
‖dh1 ∧ · · · ∧ dhm‖ ,
which completes the proof.
In order to show that ω(μ) fulﬁlls Ωˆg = |dh1 ∧ · · · ∧ dhm ∧ ω(μ)|, we restrict ourselves to the special chart ψ where it is
obviously true, since in this case ω(μ) =√det g dξm+1 ∧ · · · ∧ dξn . 
Remark. Note that the test functions φh ∈ D(Rm) characterized in Proposition 1 are used to deﬁne the general pullback
h∗ : D′(Rm)→ D′(X) : T → h∗T = T ◦ h,
with
〈
φ,h∗T
〉= 〈φh, T 〉 = 〈 ∂m
∂t1 · · · ∂tm
∫
{h(x)<t}
φ(x)Ωˆg, T
〉
=
〈 ∫
h−1(t)
φΩˆι∗g
‖dh1 ∧ · · · ∧ dhm‖ , Tt
〉
, (5)
for φ ∈ D(X) (cf. [3, Eqs. (7.2.11/12), p. 84]).
A different method of pullback by density can be found in [5, Theorems 6.1.2, 8.2.4].
Corollary 1. In the special case of X ⊂ Rn open, the formulas in Proposition 1 reduce to:
1′ . (Cf. [3, Eq. (7.2.11), p. 84].)
φh(0) =
(
∂m
∂t1 · · · ∂tm
∫
{h(x)<t}
φ(x)dx
)∣∣∣∣
t=0
.
2′ . (Cf. [4, III 1.9. Eq. (6), p. 231].)∫
M
φωˆh,
where ωˆh = |ω|M | ∈ Ωˆn−m(M) and the (n − m)-form ω ∈ Ωn−m(X) fulﬁlls dx1 ∧ · · · ∧ dxn = dh1 ∧ · · · ∧ dhm ∧ ω
near M.
The form ω can be chosen as follows: For μ = (μ1, . . . ,μn−m) with 1 μ1 < · · · < μn−m  n, ω = ω(μ) , where ω(μ) is given
by1
ω(μ) = (−1)ν1+···+νm−m(m+1)/2 dx
μ1 ∧ · · · ∧ dxμn−m
det(∂hi/∂xν j )1i, jm
, (6)
if for 1 ν1 < · · · < νm  n the assertion det(∂hi/∂xν j )1i, jm = 0 is true and νi = μ j , for all i, j.
3′ . (Single-layer distribution)〈
φ, SM
(
det
(
h′ · h′ T )−1/2)〉.
1 Eq. (6) differs from [4, Eq. (4′), p. 240], only in m(m+ 1)/2, instead of m(m− 1)/2.
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In order to prove 3′ , we calculate the norm as in Eq. (2) as follows∥∥dh1 ∧ · · · ∧ dhm∥∥2 = Λm(g−1)(dh1 ∧ · · · ∧ dhm,dh1 ∧ · · · ∧ dhm)= det(((g−1)(dhi,dh j))1i, jm).
Furthermore, we write dhi = (∂hi)/(∂xk)dxk and for g , i.e. the standard metric in Rn , we know (g−1)(dxk,dxl) = δkl . Hence
we obtain
(
g−1
)(
dhi,dh j
)= ∂hi
∂xk
∂h j
∂xl
δkl =
n∑
k=1
∂hi
∂xk
∂h j
∂xk
= (h′ · h′ T )i j.
We combine the results to infer the corollary:∥∥dh1 ∧ · · · ∧ dhm∥∥2 = det(h′ · h′ T ). 
Corollary 2. Let X1 ⊂ X be a submanifold with dim X1 = n1 < n and g1 themetric induced from g on X1 , furthermore let h : X → Rm,
k =m − (n − n1) and h1 : X1 → RkC∞ be submersive with h−1(0) = h−11 (0) =: M. Then we have
δRm ◦ h = ‖dh
1
1 ∧ · · · ∧ dhm−n+n11 ‖g1
‖dh1 ∧ · · · ∧ dhm‖g S X1,X (δRk ◦ h1),
where themapping S X1,X is given by S X1,X : D′(X1) → D′(X) : T → (φ → 〈φ|X1 , T 〉) and the index in ‖·‖g indicates the appropriate
metric.
Proof. The mappings SM,X and SM,X1 are deﬁned analogously to S X1,X .
The inclusions M ⊂ X1 ⊂ X imply
D′(M)
SM,X1
↪→ D′(X1)
S X1,X
↪→ D′(X).
We only have to show that SM,X = S X1,X ◦ SM,X1 , since the rest follows immediately from 〈φ, SM,X ( f )〉 = 〈φ, f SM,X (1)〉 for
f ∈ C∞(X) and Proposition 1, 3.
For T ∈ D′(M) and φ ∈ D(X) on the one hand, we obtain〈
φ, SM,X (T )
〉= 〈φ|M , T 〉
and on the other hand〈
φ, S X1,X
(
SM,X1(T )
)〉= 〈φ|X1 , SM,X1(T )〉= 〈φ|M , T 〉,
which proves the assertion. 
2.1. Illustrative example
On a sphere of radius R1, we consider a circle which lies in a plane parallel to the equator.
2.1.1. Submanifold of S2
Let X = R1 · S2 := {x ∈ R3: |x| = R1} and g the induced metric from R3. For spherical coordinates, this metric is given
by g = R21(dϑ ⊗ dϑ + sin2 ϑ dϕ ⊗ dϕ). For 0 < R2 < R1 and α := arcsin(R2/R1), 0 < α < π/2, let h1 : S2 → R such that
h1(x) = ϑ −α. We use the special chart ψ : U := {x ∈ S2: x3 > 0, x2 = 0∧ x1 < 0} → V ⊂ R2 : x → (h1(x),ϕ)T = (ϑ −α,ϕ)T .
Furthermore, we set M := h−11 (0) = {x: ϑ = α}.
We calculate now, according to the three formulas in Proposition 1, an explicit expression for 〈φ, δ ◦ h1〉 for φ ∈ D(U ):
(a) In spherical coordinates, the volume density on X is represented by Ωˆg = R21 sinϑ |dϑ ∧ dϕ|. Therefore, we calculate
〈φ, δ ◦ h1〉 = φh1(0) =
(
∂
∂t
∫
h1(x)<t
φ(x)Ωˆg
)∣∣∣∣
t=0
=
(
∂
∂t
∫
ϑ−α<t
2π∫
0
φ(ϑ,ϕ)R21 sinϑ dϕ dϑ
)∣∣∣∣∣
t=0
= R21 sinα
2π∫
0
φ(α,ϕ)dϕ.
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calculate
〈φ, δ ◦ h1〉 =
∫
M
φωˆh1 = R21 sinα
2π∫
0
φ(α,ϕ)dϕ = R1R2
2π∫
0
φ(α,ϕ)dϕ.
(c) First, the matrix corresponding to the metric g on X is
(gij) =
(
R21 0
0 R21 sin
2 ϑ
)
⇒ (gij)= (1/R21 0
0 1/(R21 sin
2 ϑ)
)
.
In the chart ψ , the norm is calculated as follows: ‖dh1‖ = ‖dϑ‖ =
√
g11 = 1/R1. Second, we use the embedding
ι : M ↪→ X and the parametrization γ as before. Then Ωˆι∗ g = R1 sinα|dϕ| = R2|dϕ|. Therefore, we obtain
〈φ, δ ◦ h1〉 =
〈
φ, SM
(‖dh1‖−1)〉= ∫
M
φΩˆι∗g
‖dh1‖ = R1R2
2π∫
0
φ(α,ϕ)dϕ.
2.1.2. Submanifold of R3
Let X = R3 be equipped with the standard metric g . For R1, R2,α as before, we consider now
h : R3 → R2 : (x1, x2, x3)T → (h1
h2
)
=
(
x3 − R1 cosα
(x1)2 + (x2)2 + (x3)2 − R21
)
.
The Jacobian is given by
h′ :=
(
∂hi
∂x j
)
1i2
1 j3
=
(
0 0 1
2x1 2x2 2x3
)
and has maximal rank for all x ∈ R3 \ {x1 = 0∧ x2 = 0}.
We calculate now, according to the three formulas in Proposition 1, an explicit expression for 〈φ, δR2 ◦ h〉 for φ ∈ D(R3):
(a) We choose locally new coordinates ξ : we set U2,+ = {x ∈ R3: x2 > 0} and ξ1 = h1, ξ2 = h2, ξ3 = x1. For f (x) = ξ ,
f : U2,+ → f (U2,+), we obtain
f −1(ξ) =
⎛
⎝ ξ
3√
ξ2 − (ξ3)2 + R21 − (ξ1 + R1 cosα)2
ξ1 + R1 cosα
⎞
⎠
and f (U2,+) = {ξ ∈ R3: (ξ3)2  ξ2 + R21 − (ξ1 + R1 cosα)2}. The Jacobian of f −1 is given by
(
f −1
)′
(ξ) =
( 0 0 1
−(ξ1 + R1 cosα)/ 1/(2) −ξ3/
1 0 0
)
,
where  =
√
ξ2 − (ξ3)2 + R21 − (ξ1 + R1 cosα)2 and therefore
det
(
f −1
)′
(ξ) = 1/(2).
Hence, we obtain for φ ∈ D(U2,+)
〈φ, δ ◦ h〉 =
(
∂2
∂t1∂t2
∫ ∫
ξ1<t1
ξ2<t2
√
ξ2+R21−(ξ1+R1 cosα)2∫
−
√
ξ2+R21−(ξ1+R1 cosα)2
φ
(
ξ3,, ξ1 + R1 cosα
)dξ3 dξ1 dξ2
2
)∣∣∣∣∣ t1=0
t2=0
=
R2∫
−R2
φ
(
ξ3,
√
R22 −
(
ξ3
)2
, R1 cosα
) dξ3
2
√
R22 − (ξ3)2
= [sub. ξ3 = R2 cosϕ]1
2
π∫
φ(R2 cosϕ, R2 sinϕ, R1 cosα)dϕ.0
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〈φ, δ ◦ h〉 = 1
2
π∫
0
(
φ(R2 cosϕ, R2 sinϕ, R1 cosα) + φ(R2 cosϕ,−R2 sinϕ, R1 cosα)
)
dϕ
= [sub. in 2 term ϕ → 2π − ϕ]1
2
2π∫
0
φ(R2 cosϕ, R2 sinϕ, R1 cosα)dϕ.
(b) Since dh1 = dx3 and dh2 = 2(x1 dx1 + x2 dx2 + x3 dx3), we see that
dh1 ∧ dh2 = −2(x1 dx1 ∧ dx3 + x2 dx2 ∧ dx3).
Hence, we can choose ω = dx2/(2x1) and thus we get ωˆh = |dx2/(2x1)|. Therefore, we obtain for φ ∈ D(R3), using for
M := h−1(0) the parametrization γ : [0,2π) → M : ϕ → (R2 cosϕ, R2 sinϕ, R1 cosα)T ,
〈φ, δ ◦ h〉 =
∫
h(x)=0
φωˆh =
2π∫
0
φ(R2 cosϕ, R2 sinϕ, R1 cosα)
dϕ
2
.
(c) Finally, we check the result by calculating 〈φ, SM((det(h′ ·h′ T ))−1/2)〉. We consider M as submanifold (codimension 2) of
the Riemannian manifold R3 equipped with the standard metric g =∑3i=1 dxi ⊗dxi . The embedding ι : M ↪→ R3 enables
us to deﬁne a metric on M , i.e. ι∗g = R22 dϕ⊗dϕ (parametrization γ : [0,2π) → M : ϕ → (R2 cosϕ, R2 sinϕ, R1 cosα)T ).
Hence, we obtain for φ ∈ D(R3),
〈
φ, SM(1)
〉= ∫
M
φΩˆι∗g =
2π∫
0
φ(R2 cosϕ, R2 sinϕ, R1 cosα)R2 dϕ.
Eventually, we have to calculate (det(h′ · h′ T ))−1/2:
h′ · h′ T =
(
1 2x3
2x3 4((x1)2 + (x2)2 + (x3)2)
)
,
det
(
h′ · h′ T )= 4((x1)2 + (x2)2).
Finally, we obtain the following result:
〈
φ, SM
((
det
(
h′ · h′ T ))−1/2)〉= 2π∫
0
φ(R2 cosϕ, R2 sinϕ, R1 cosα)
dϕ
2
.
In order to compare the results from Sections 2.1.1 and 2.1.2, we have to regard Corollary 2. We have already calculated
for φ ∈ D(R3)
〈φ, δR2 ◦ h〉 =
1
2
2π∫
0
φ(R2 cosϕ, R2 sinϕ, R1 cosα)dϕ (7)
and for φ˜ ∈ D(R1 · S2)
〈φ˜, δ ◦ h1〉 = R1R2
2π∫
0
φ˜(α,ϕ)dϕ.
Therefore, we consider
〈
φ, SR1·S2,R3(δ ◦ h1)
〉= 〈φ|R1·S2 , δ ◦ h1〉 = R1R2
2π∫
0
φ(R1 sinα cosϕ, R1 sinα sinϕ, R1 cosα)dϕ. (8)
Finally, we compute the factor on the right-hand side in Corollary 2
‖dh1‖g1
‖dh1 ∧ dh2‖g =
1/R1
2R2
= 1
2R1R2
.
Thus, we have checked the assertions of Proposition 1 and Corollaries 1 and 2.
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Appendix A
Let A ∈ Rn×n with maximal rank and 1m n.
Deﬁnition A.1.
1. We denote by Ak1...kmi1...im the minor of order m, which results by taking the rows 1  i1 < · · · < im  n and columns
1 k1 < · · · < km  n of A.
2. We denote A(m) = (Ak1...kmi1...im ) ∈ R(
n
m)×(nm) and call it the minor matrix of order m of A. Hereby, the entries of A(m) are
ordered lexicographically.
3. We set αk1...kmi1...im := (−1)i1+···+im+k1+···+km A
l1...lr
j1... jr
and call it the cofactor of the minor Ak1...kmi1...im , where {i1, . . . , im, j1,
. . . , jr} = {k1, . . . ,km, l1, . . . , lr} = {1, . . . ,n} and m + r = n.
4. We denote Aadj(m) = (αk1...kmi1...im )T ∈ R(
n
m)×(nm) and call it the adjugate matrix of order m of A. Hereby, the entries of (αk1...kmi1...im )
are ordered lexicographically.
Laplace’s Theorem (see [10, Eq. (21), p. 22]) says that the determinant of A can be computed as follows
det A =
∑
1k1,...,kmn
Ak1...kmi1...im α
k1...km
i1...im
, (A.1)
where the i1, . . . , im are ﬁxed. By means of the deﬁnitions above, we can write this equation as
I(nm)
· det A = A(m) · Aadj(m).
The off-diagonal entries vanish, since a sum of the form∑
1k1,...,kmn
Ak1...kmi1...im α
k1...km
j1... jm
where ∃μ ∈ {1, . . . ,k}: iμ = jμ
corresponds to the determinant of a matrix with two identical rows and hence equals zero (cf. [10, Eq. (14), p. 12]).
The product rule for the determinant (see [10, Eq. (15), p. 92]) guarantees that
A · A−1 = In ⇒ A(m) ·
(
A−1
)(m) = I(nm).
We insert the last identity into the equation above and this yields(
A−1
)(m) · det A = Aadj(m).
We consider now the ﬁrst element in (A−1)(m) , i.e. (A−1)1...m1...m = det((A−1i j )i, jm). Since the ﬁrst element in Aadj(m) is α1...m1...m =
(−1)2(1+···+m)Am+1...nm+1...n = det((Akl)k,l>m), we obtain
det
((
A−1i j
)
i, jm
) · det A = det((Akl)k,l>m)
and the proof of Eq. (4) is complete.
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