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The rapid development of artificial intelligence (AI), including deep learning, has led to the development 
of technologies that may assist in the diagnosis and treatment of diseases, prediction of disease risk and 
prognosis, health index monitoring, drug development, and healthcare management and administration. 
However, in order for AI technology to improve the quality of medical care, technical problems and the 
efficacy of algorithms should be evaluated in real clinical environments rather than the environment in which 
algorithms are developed. Further consideration should be given to whether these models can improve the 
quality of medical care and clinical outcomes of patients. In addition, the development of regulatory systems 
to secure the safety of AI medical technology, the ethical and legal issues related to the proliferation of 
AI technology, and the impacts on the relationship with patients also need to be addressed. Systematic 
training of healthcare personnel is needed to enable adaption to the rapid changes in the healthcare environment. 
An overall review and revision of undergraduate medical curriculum is required to enable extraction of significant 
information from rapidly expanding medical information, data science literacy, empathy/compassion for patients, 
and communication among various healthcare providers. Specialized postgraduate AI education programs 
for each medical specialty are needed to develop proper utilization of AI models in clinical practice.
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서  론
인공지능(artificial intelligence)은 옥스퍼드 영어사전에서 “시각 
인식, 음성 인식, 의사결정, 언어번역 등 인간의 지능을 필요로 하는 
업무를 정상적으로 수행할 수 있는 컴퓨터시스템의 이론과 개발”로 
정의하고 있으며[1], 확률적 기계학습(probabilistic machine learn-
ing), 진화적 컴퓨팅(evolutionary computing), 전문가시스템(ex-
pert system), 퍼지시스템(fuzzy system) 등 다양한 방법을 포함한다. 
역사적으로 인공지능 연구는 1943년 McCulloch와 Pitts [2]가 인간 
뇌의 신경망을 모식화 한 전기회로모델을 제안하였고, 1947년 Alan 
Turing이 경험을 통해 배우는 기계를 제안하며 시발되었다[2]. 인공
지능이라는 용어는 1955년 제출한 McCarthy 등[3]의 제안을 1956
년 Dartmouth 회의에서 받아들임으로써 사용하게 되었다. 1958년 
Rosenblatt [4]는 인공신경망의 기본 개념인 퍼셉트론(perceptrons)
이라는 알고리즘을 개발하였고, 이것을 패턴 인식 분야에 적용하였
다. 이후 인공신경망을 이용한 인공지능기술은 기술적 한계와 컴퓨
터의 연산능력 제한 등으로 1980년 에 개발된 전문가시스템에 
려 크게 주목을 받지 못했다. 그러나 토론토 의과 학의 Hinton 
교수와 Lecun 교수 연구팀에 의해 오류 역전파(back propagation) 
[5], 다층신경망 구조[6], 콘볼루션 신경망(convolutional neural 
network) [7] 등 심층학습의 기본원리가 개발되고 그래픽스 처리장
치(graphic processing unit)를 포함한 하드웨어의 빠른 발전과 빅데
이터 확보 등 기반 여건이 성숙됨으로써 도약의 계기를 마련하였다. 
2012년 심층신경망을 이용한 심층학습기술이 이미지 인식[8,9]과 
음성인식[10]에서 인공지능 분야의 다른 기술보다 현저히 우수한 
성능을 보이는 것으로 보고됨에 따라 관련 연구가 폭발적으로 확산
되어 다양한 분야에 적용되었다. 한국에서 인공지능에 한 큰 중
적 관심을 유도한 사건은 2016년 구글 딥마인드가 개발한 알파고가 
프로 바둑의 세계 챔피언인 이세돌을 이기고 바둑에서 일인자가 
된 것이었다[11]. 같은 연도에 구글의 심층학습모델이 안저 사진을 
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Figure 1. The relationship of among artificial intelligence, machine learning and deep learning and their development timeline.
이용한 당뇨병성 망막증 진단에서 전문가 수준의 능력을 보임을 
보고한 이후[12], 의료 관련 분야에서도 심층학습을 포함한 인공지
능기술이 광범위하게 연구되고 있다.
미국 성인 외래환자의 5%가 오진을 경험한 것으로 보고되었고
[13], 병원에서 일어나는 의료사고의 6%–17%의 원인이 오진에 의
한 것으로 알려져 있다[14]. 또한 의사의 번아웃이 의사의 주관적 
판단을 저해하여 의료의 질을 떨어뜨린다는 보고가 있다[15]. 따라
서 인공지능기술을 의료에 적용할 필요성이 제기되는 이유는 고령화 
사회에서 의료인력의 부족과 폭증하는 의료비의 절감뿐만 아니라 
의사의 주관적 판단에 의한 오류를 보완함으로써 환자 안전 확보를 
통한 의료 질의 고도화이다.
인공지능의 확산 초기에 의사를 체할 수 있다는 불안감이 존재
하였으나 현재의 기술수준으로 미루어 볼 때 향후 상당한 기간 동안
은 의사의 보조 역할에 머무를 것이다. 하지만 인공지능으로 인해 
의사의 일의 성격은 바뀔 것이며[16,17], 인공지능을 활용하지 않는 
의사는 인공지능을 활용하는 의사에 의해 체될 것이라는 주장이 
제기되고 있다[18,19]. 이러한 의료환경의 변화에 가장 큰 영향을 
받을 미래 세 의 의료인인 의과 학생들은 의학지식 및 술기의 
습득, 의사국가시험 스트레스 등으로 이 분야의 발전에 해 정확한 
정보를 얻지 못하고 어떻게 비해야 할지 막연한 두려움 속에 있다. 
또한 이러한 막연한 두려움이 졸업 후 전공의 선택에도 영향을 줄 
수 있다. 2018년에 캐나다에서 의과 학생을 상으로 한 조사에 
따르면 인공지능이 영상의학과 의사를 체할 것이라는 의견이 30% 
정도였고, 체는 하지 못하더라도 영상의학과 의사의 수요를 줄일 
것이라는 답변이 68%였으며 응답자의 1/6이 인공지능에 한 불안
감 때문에 영상의학 전공 선택을 재고하였다고 답하였다[20]. 반면
에 영상의학을 많이 경험하고 인공지능에 해 이해도가 높은 학생
들은 인공지능에 한 불안감의 수준이 감소되었다[20]. 이러한 예
는 인공지능을 포함한 의료기술의 발전 현황과 문제점에 한 체계
적인 교육의 필요성을 뒷받침한다.
본 종설에서는 인공지능기술의 의료분야 연구개발 현황 및 문제
점을 개괄하고 이에 따른 의료의 변화에 응하는 의학교육의 방향
성을 검토해 보고자 한다.
인공지능의 개요 및 의료 적용분야
1. 인공지능 개요
Figure 1은 인공지능, 기계학습 및 심층학습의 관계를 도식화한 
것이다. 기계학습은 인공지능을 구현하는 한 방법으로 데이터를 이
용한 훈련에 의한 학습을 통하여 스스로 목표에 도달하는 통계학적
이고 수학적 방법을 의미한다. 기계학습의 학습방법으로는 지도학
습, 비지도학습, 강화학습이 있다. 심층학습을 제외한 전통적인 기계
학습은 데이터의 특성을 추출하고 이를 특정하는 알고리즘을 제작하
여 미지의 데이터에 한 해법을 제공하기 위해 수동적인 코딩
(coding)이 필요하다.
심층학습은 기계학습의 한 형태로 인간의 뇌가 학습하는 방식과 
유사한 방법으로 다층 인공신경망을 다량의 데이터로 학습시켜 원하
는 결과를 도출하는 학습방법이다. 심층학습은 기계학습의 다른 카
테고리와 달리 많은 데이터와 계산능력이 필요하고 답이 어떻게 
도출되었는지 논리적으로 이해하지 못하지만 데이터의 특성
(feature)을 스스로 추출하고 정확도가 높으며 다양하고 복잡한 업무
에 적용이 가능한 장점이 있다.
2. 인공지능의 의료 적용분야
1) 이미지 분석
인공지능을 이용한 이미지 분석은 영상의학(X-레이, 초음파, 컴
퓨터 단층 촬영(computed tomography, CT), 자기공명영상(mag-
netic resonance imaging) [21,22], 병리학(원발성 및 전이성 암 조직
검사) [23,24], 소화기학(내시경영상) [25-27], 피부과학[28,29], 순
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Approval date Company Description
2019. 9 DreaMed Diabetes Insulin delivery recommendations
GE Healthcare Triage of pneumothorax patients in portable chest X-ray
HeartFlow Modeling of coronary artery disease
2019. 10 Biofourmis Monitoring of vital signs in ambulatory patients
HeartVista Cardiac MRI analysis
Omega Medical Imaging Diminution of radiation exposure during cardiac fluorography
Subtle Medical Improvement of brain MRI image
2019. 11 HealthLytix Detection of prostate cancer in MRI
Hologic Diminution of image volume for breast tomography
Ultromics Analysis of echocardiography
Zebra Medical Vision Pleural effusion detection in chest X-ray
2019. 12 Sight Diagnostics Complete blood count analysis
MRI, magnetic resonance imaging.
Table 1. List of the Food and Drug Administration approved artificial intelligence models since September 2019
환기학(심장영상) [30], 안과학(optical coherence tomography, 
OCT 및 안저 사진) [12,31,32] 등 다양한 의료분야에 적용되고 
있다. 2019년 Liu 등[33]은 최근 2012년 1월부터 2019년 6월초까지 
게재된 심층학습을 이용한 이미지 분석 논문을 메타분석한 결과 
현재 심층학습의 이미지 분석능력은 평균적으로 전문가와 동일한 
수준에 도달해 있음을 확인하였다. 최근 일부 경우에서 의료전문가
보다 우수한 감별능력을 가진 심층학습모델이 보고되고 있다. 구글
의 저선량 폐 CT 영상 분석모델의 이전 비교 영상이 없는 경우의 
폐암 진단[34]과 구글 딥마인드모델의 유방암 진단[35]은 영상의학 
전문의보다 낮은 위양성률과 위음성률을 보였고, 일차진료에서 접
하는 피부질환의 80%를 차지하는 26가지 피부 병변에 하여 심층
학습모델이 피부과 전문의와 유사하며 일차진료 의사보다 우수한 
진단 정확도를 보임이 보고되었다[36]. 인공지능 학습모델의 개발 
초기에는 흑색종, 폐암 등 특정 병적 상태 한 가지만을 분석하는 
모델이 개발되어 실제 임상상황에서 적용하기에 제한점이 있었으나 
최근에는 OCT를 이용한 안질환[32], 피부질환[36], 흉부 X-레이 
영상[37,38] 진단에서 다양한 병적 변화를 동시에 분석하고 구별하
는 모델들이 개발되어 실제 임상상황에서의 이미지 판독을 모사하는 
방향으로 발전하고 있다.
심층학습은 특정 질병과 연계된 이미지 분석 이외에도 안면형태 
분석을 통한 드문 소아유전질환 진단[39], 알츠하이머병에 이르는 
인지능력의 변화 평가[40], 심장의 관상동맥 혈류량 평가[41] 등 
기능적인 영역으로도 활용되고 있다. 또한 인간이 볼 수 없는 이미지
의 미묘한 차이를 감지하여 안저 이미지에서 나이, 성별, 흡연 여부 
등 심혈관질환의 위험도[42], 알츠하이머병[43], 빈혈[44] 등을 분
석할 수 있고, 조직표본으로부터 폐암의 돌연변이[45], 소화관 암의 
반복서열 불안정성(microsatellite instability) [46], 흉부 CT 영상에
서 폐암의 예후[47], CT 영상으로부터 난소암의 분자적 표현형과 
예후를 예측[48]함으로써 환자 진료에 새로운 정보를 제공할 가능성
을 제시하고 있다.
2016년 이후 급속도로 발전한 심층학습에 의한 이미지 분석은 
연구개발 단계를 넘어 많은 분야에서 인허가를 획득하여 임상에 
활용되는 단계에 도달했다. 미국의 경우 2014년 AliveCor가 심전도
에서 심방세동을 자동분석하는 알고리즘으로 최초로 Food and 
Drug Administration (FDA) 허가를 받은 후 인공지능 관련 제품 
허가 건수가 2016년 4개, 2017년 8개, 2018년 28개, 2019년 22개로 
증가하는 추세에 있다[49]. 2019년 7월 이후 승인제품을 포함한 
FDA 허가 인공지능모델들의 적용분야는 영상분석 이외에도 심전
도 분석, 주의력결핍 과다행동장애, 유아 자폐증, 수면장애, 간질발
작, 치매 등 정신신경학 분야, 혈당, 전체 혈구계산, 간의 철 농도 
등 검사영역, 노인의 낙상, 안구운동 분석, 관상동맥혈류 계산, 입원
환자의 생리지표 모니터링, 인슐린 용량 추천, CT 영상으로부터 
관상동맥 석회화 계산 등 다양한 분야를 포함하고 있다[49] (Table 
1). 한국에서도 2018년 뷰노의 골 연령 판독시스템을 시작으로 
2019년 현재 13개의 제품이 식품의약품안전처의 허가를 받았다
(Table 2).
인허가 제품들은 부분 의사의 최종 판단을 필요로 하는 보조의
료기기이지만 당뇨병성 망막증을 진단하는 IDx-DR (IDx Tech-
nologies Inc., Coralville, IA, USA)은 특정촬영장비(Topcon 
NW400; Topcon Medical Systems Inc., Oakland, NJ, USA)로 
촬영한 망막 이미지를 분석하여 환자의 상태가 전문가의 진료가 
필요한지, 단순 관찰 수준인지를 의사의 개입 없이 독자적으로 판단
하도록 허용되고 있다[50]. 또한 2019년부터 FDA 승인을 받은 심층
학습모델이 영상기기에 장착되어 사용자에게 제공되고 있다. 
Phillips의 뇌출혈, 기흉, 척추압박골절, 관상동맥 칼슘 양, 유방암 
등의 진단 영상장비가 디지털병리시스템과(전립선암 진단)에 장착
되어 제공되고 있고[51,52], GE사의 포터블 X-레이에 기흉 의심 
영상을 감별하는 인공지능 제품이 포함되어 제공되고 있다[53].
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Year Company and product name Description
2018 Infomeditec NeuroAI Dementia prediction from brain MRI
JLK UNISTRO Brain infarction pattern analysis in CT and MRI
Lunit Insight CXR1 Lung nodule detection in chest X-ray
Vuno BoneAge Bone age diagnosis
2019 DeepNoid Deepspine Lumbar compression fracture in X-ray
JLK Inspection ASTOSCAN Brain aging prediction in brain three-dimensional MRI
JLK Inspection Colonoscopy Colonoscopic image analysis
JLK Inspection Gastroscopy Gastroscopic image analysis
JLK Inspection Lung CT Nodule detection in lung CT
Lunit Insight MMG Nodule detection in breast mammography
Samsung Electronics ALND Lung nodule in chest X-ray
Vuno Chest X-ray Image analysis of chest X-ray
Vuno Deepbrain Dementia diagnosis
MRI, magnetic resonance imaging; CT, computed tomography.
Table 2. List of Ministry of Food and Drug Safety approved artificial intelligence models
2) 치료 분야
환자 특성별 치료 개별화의 필요성 때문에 진단 분야에 비해 치료 
분야에 기계학습의 효과적 적용이 쉽지 않아 많은 모델이 개발되지 
못하고 있다[54]. 최근 임상적 효능에 해 회의적인 의견이 제기되
고 있으나 왓슨 온콜로지가 환자의 특성에 따른 암 치료를 추천하는 
데 활용되고 있고[55,56], 싱가포르에서 전이성 전립선암의 환자 
특성별 맞춤 치료[57]와 두경부암 방사선 치료계획 수립[58]에 기계
학습이 활용되었다.
외과 수술영역에서 현재 봉합하는 로봇이 개발되고 있으나[59], 
직접적으로 수술에 관여하는 것보다 환자의 정보를 수술 전, 수술 
동안 실시간으로 종합 분석하여 환자의 상태에 한 정보를 제공하
고[60], 수술과정의 움직임을 분석하여 술기를 분석하는 기능에 활
용되고 있다[61]. 또한 만성질환의 치료약물에 한 환자의 순응도
(adherence)를 증가시키는 데도 활용되고 있다[62,63].
3) 질병발생 위험도, 질병진단 및 예후 예측
병원에서 생성한 전자의무기록(electronic medical records, 
EMRs)의 원본을 분석하여 질병의 진단, 예후 및 특정 상황 발생 
가능성을 예측한 다양한 예가 보고되고 있다. 2018년 구글은 동일한 
심층학습모델에 캘리포니아 학교-샌프란시스코 캠퍼스와 시카고 
학병원의 EMRs을 각각 학습시켜 각 병원의 입원환자의 사망 
확률, 30일 재입원 및 장기입원 확률과 최종 퇴원 시 병명 진단에 
기존 모델보다 더 높은 정확한 예측결과를 보임을 보고하였다[64]. 
567,498명의 중국 광저우 여성아동병원 소아 환자 EMRs을 분석하
여 개발한 소아질환 진단 인공지능모델이 뇌염, 신경정신 계통 질환 
외에는 부분의 질환 군에서 전공의 3년차 및 8년 임상경험을 가진 
소아과 의사보다는 정확하고 15년 이상 임상경험을 가진 소아과 
의사보다는 못한 결과를 보임을 보고하였다[65].
구글 딥마인드는 미국 보훈병원에 입원한 환자의 EMRs을 이용
하여 급성 신장 손상을 48시간 전에 조기 예측하는 인공지능기술을 
보고하였다[66]. 이 기술은 신장투석을 요하는 심한 급성신부전의 
경우 48시간 전 발생 예측률이 90%였으며, 모든 종류의 급성 신장 
손상으로 확 한 경우는 예측률이 55.8%였고 세 번에 한 번의 위양
성 경고를 발생시켰다[66]. 그 외에도 외과 수술을 시행한 환자의 
퇴원일[67], 중환자실에서 패혈증 발생[68], 영국 바이오 뱅크 자료
로부터 심혈관질환 병력이 없는 사람의 심혈관질환 발생 위험도
[69], 입원환자에서 심정지 발생 확률[70], 중환자실 환자 예후[71] 
등을 예측하는 모델이 있다.
4) 건강관리
다양한 웨어러블 장비나 스마트폰 등을 이용하여 획득된 다량의 
연속데이터를 분석하여 환자 건강상태의 원격관리뿐 아니라 질병의 
예방 및 발생 가능성의 예측에 활용될 수 있다. 그 예로, 심전도 
분석을 통한 심방세동 조기진단[72,73]이나 소셜 네트워크 서비스
(social networking service) 및 스마트폰 분석을 통한 정신건강평가 
변화 분석[74] 등이 있다. Zeevi 등[75]은 당뇨병이 없는 피검자의 
장 세균 분석 혈당측정, 음식섭취 종류 및 양, 잠자는 시간, 스마트폰
을 이용한 실시간 운동량 조사, 설문조사(식습관, 생활습관, 의학적 
배경), 체중, 키, 나이, 성별, 골반 둘레, 혈액검사 결과를 모은 데이터
를 이용하여 음식섭취 후 혈당 증가양상을 예측하는 기계학습모델을 
제시하였다. 모델 개발 시 사용한 집단과 다른 집단에 이 모델을 
적용하여 식후 혈당 변화를 예측한 결과 유사한 정확도를 보였으며, 
동일한 음식에 해서 서로 다른 식후 혈당 변화 양상을 보이는 
특성을 반영한 식이를 제공한 결과 혈당반응을 완화하고 장의 
미생물 분포가 변하는 것을 관찰하였다[75].
5) 의료행정 및 관리시스템의 개선
반복되는 업무의 자동화, 챗봇(chatbot)을 이용한 다양한 안내시
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Figure 2. Schematic diagram of deep neural network. (A) The building block of deep neural networks. (B) Example of a feedforward multilayer neural network.
(C) Representative examples of activation functions.
스템, 외래 및 판독 등의 의료기록 자동화 및 표준화[76], 의료기기 
성능 최적화(영상기기의 영상의 질, 방사선 치료 프로토콜), 환자 
분류 및 병원 자원관리, 컴퓨터 비전을 활용한 환자 안전관리(낙상, 
중환자실 모니터링 등)와 수술과정의 모니터링 및 교육[77] 등 다양
한 분야에 활용될 수 있다.
6) 약물 개발
약물의 고안 단계부터 독성 예측, 안전성 시험의 환자군 선택, 
시판 후 부작용의 검색 등 다양한 분야에서 약물 개발에 활용될 
수 있다[78-80]. 실례로 일반적으로 5년 이상 걸리는 신약 탐색기간
을 인공지능을 이용하여 1년으로 단축하여 세로토닌수용체(5- 
HT1A)에 한 작용체(agonist)를 개발하여 강박장애 치료를 위한 
임상 1상 시험을 일본에서 시작한 예가 있고[81], 항생제에 내성이 
있는 세균을 죽일 수 있는 항균 화학물질을 발굴하였다[82].
인공지능기술의 임상 적용 시 고려해야 할 문제점
1. 심층학습의 원리 및 기술적 문제점
1) 심층학습의 원리
의료분야에 가장 많이 활용되고 있는 기계학습모델인 심층학습
의 기본원리를 간략하게 설명하면 다음과 같다. 인공신경망은 신경
세포의 역할을 하는 노드(node)로 네트워크를 형성하고, 노드 간의 
결합 세기를 학습을 통하여 변화시켜 문제를 해결하는 모델이다. 
인공신경망은 입력층(input layer), 히든층(hidden layer), 출력층
(output layer)으로 구성되어 있다(Figure 2B). 입력층에는 각각의 
입력변수와 1:1로 매칭되는 노드가 존재하며, 히든층의 개수가 2개 
이상이 되는 경우 심층 신경망(deep neural network)이라고 한다. 
히든층과 출력층에 존재하는 노드는 이전 층에서 오는 다양한 입력
값(input, xi)과 각 노드 간의 전달과정(synapse)에서 입력값을 변형
시키는 가중치(weight, wi)를 곱한 합(summation)을 계산하는 기능
이 있으며 입력받은 노드의 가중합을 어떤 방식으로 출력하는지를 
결정하는 활성화 함수(activation function) 기능을 포함한다(Figure 
2A, C). 활성 함수를 통한 출력을 조절하기 위하여 임의의 상수인 
바이어스(bias)를 도입하여 보다 나은 결과를 얻도록 조정할 수 있다. 
바이어스 값은 일반적으로 1.0으로 시작하지만 상황에 따라 음수값
에서부터 다양하게 변화가 가능하다(Figure 2A).
인공신경망의 심층학습은 노드와 층의 수, 각 노드를 연결하는 
가중치 및 바이어스의 조정(Figure 2A), 노드에 입력된 값을 어떻게 
가공하는지를 결정하는 활성화 함수(activation function)의 종류
(Figure 2C), 층의 배열방법과 노드 간의 연결방식(neural network 
architecture) 등의 조합을 통해 량의 데이터로부터 얻은 산물의 
에러를 반복되는 오류 역전파(back propagation)를 통해 최소화하
여 최적화된 결과를 도출함으로써 이루어진다(Figure 2B). 인공신경
망의 구조는 노드 간의 연결방식, 데이터의 전처리, 층의 구성 등에 
따라 다양한 종류가 있으며[83], 표적인 것이 물체 인식, 동영상 
분석 등에 주로 활용되는 컨볼루션 신경망(convolutional neural 
network), 자연어 처리, 음성 인식 등에 주로 활용되는 재귀 신경망
(recurrent neural network), 분석에 그치지 않고 이미지나 음성을 
만드는 기능을 가진 생성적 적  신경망(generative adversarial 
network) 등이다[84].
데이터 사이언스에 한 전문지식이 없어도 이미지 분석 등 기존 
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연구를 통해 심층학습모델이 정형화된 경우는 이를 활용하여 유사 
업무에 적용할 수 있게 도와주는 다양한 글로벌 IT (information 
technology) 기업이 제공하는 자동기계학습(autoML)과 응용프로
그래밍 인터페이스(application programming interface) 등이 제공
되고 있다[85]. Faes 등[86]은 구글의 autoML을 이용하여 다양한 
의학영상 이미지를 유의하게 감별할 수 있음을 보고하였다.
2) 심층학습에 이용되는 데이터와 알고리즘의 기술적 문제점
심층학습의 결과는 입력하는 데이터의 특성에 따라 달라진다. 
심층학습모델의 학습에 이용되는 기 확보된 데이터는 데이터를 수집
한 집단에 한 표성, 정확성, 질적 균질성 등에서 여러 가지 문제
점을 가지고 있으며 표적인 의료데이터인 EMR은 상당한 오류를 
포함하고 있다[87]. 이를 극복하기 위하여 많은 수의 데이터를 사용
하여 모델을 개발하나 데이터의 수를 늘리는 것만으로도 해결되지 
않는 문제들이 제기되고 있다. 그 예로는 아마존의 면접프로그램이 
여성을 차별한다든지[88], 구글의 이미지 모델이 흑인을 고릴라로 
분류한다든지[89], 범죄 가능성을 인종에 따라 다르게 판단하는[90] 
것 등이다. 의료분야에서도 흑인에서 흑색종을 잘 진단하지 못하고
[91] 미국에서 광범위하게 사용되는 건강 위험도 평가 알고리즘이 
인종적 바이어스를 가진 것으로 보고되는 등[92] 입력 데이터의 
표성 오류에 의한 다양한 문제들이 노출되고 있다. 이는 특정 
병원, 특정 기기로 획득한 데이터로 훈련시킨 심층학습모델을 다양
한 집단, 다양한 기기, 다양한 질의 데이터를 가진 실제 의료환경에서 
사용할 경우 정확도가 현저히 감소할 수 있음을 시사한다. 구글 
딥마인드의 급성신부전 예측모델은 데이터를 획득한 보훈병원의 
특성상 학습 데이터에 여자 환자 비율이 6.38%로 낮아 여자 환자에 
한 예측률이 유의하게 떨어진다[66].
다량의 데이터로부터 데이터의 특성을 스스로 추출하는 심층 인
공신경망의 특성상 알고리즘이 어떤 방식으로 결과를 도출하는지를 
파악하기 어렵다. 사용자의 입장에서 심층학습이 어떤 기준과 근거
를 가지고 판단을 내리는지 설명이 제공되어야 안심하고 활용할 
수 있을 것이고 심층학습모델의 오류에 해서도 응이 가능하게 
될 것이다. 따라서 최근에는 설명 가능한 인공지능기술 개발에 많은 
연구가 이루어지고 있다[93,94]. 심층학습으로 병의 진단이나 예후
를 예측하는 경우 결과 판단에 중요하게 작용한 요소를 시각화하여 
보여주거나[58,66], 이미지 분석의 경우 이상 부위를 이미지상에 
표시하는 방법으로 설명을 제공하고 있으나[34,35,37,38], 심층학
습의 특성상 알고리즘의 논리구조를 완벽하게 이해하는 것이 쉽지 
않다.
심층학습에서 투명성과 성능은 서로 상보적인 관계를 가지고 있
어 투명성을 지나치게 강조하면 심층학습모델의 성능이 감소할 것이
라는 우려가 있다. 또한 의료에 적용되고 있는 치료방법이나 약물 
등도 명확한 작용 기전을 알지 못하고 경험적으로 사용하는 경우가 
있으며(예, 전기충격요법이나 중추신경계 작용 약물), 아스피린이나 
페니실린도 작용 기전을 알기 전에 광범위하게 사용되어왔다. 따라
서 심층학습모델의 효능이 과학적이고 객관적으로 검증이 된다면 
심층학습모델이 활용되는 분야에 따라 모델의 투명성에 한 기준을 
다르게 적용해야 한다는 제안을 검토해 볼 필요가 있다[95-97]. 
예를 들어, 이미지의 분석, 검사결과의 해석, 자연어 처리 같은 분야
는 낮은 투명성으로도 적용이 가능하도록 허용하고, 바이어스가 높
을 수 있는 질병의 진단, 예후 분석, 위험도 분석 등에는 심층학습모
델의 보다 높은 투명성 기준을 적용하는 것이다.
심층학습으로 데이터를 학습하는 과정에 최종 목표와 직접적인 
연관성이 없는 부수적 요소를 더 중요하게 판단하여 결과를 예측하
는 경우도 있다. 예를 들어, 자발성 기흉의 진단에 있어 흉관이 없는 
환자에서 현저하게 낮은 진단 정확도를 보이거나[37] 포터블 X-레
이 기계와 폐렴을 연관시키기도 하며[98] 외과 수술용 마킹으로 
흑색종의 위양성 판정을 하기도 한다[99]. 사진 속에 자(ruler) 유무, 
영상 촬영이 이루어진 시기(심야, 응급) 같은 부수적 요인으로 질병
을 진단하고 예후를 판단하는 경우도 보고되고 있다[100]. 또한 새로
운 치료 및 진단방법의 급속한 발전으로 모델 개발 전후 집단의 
의료 데이터 양상이 달라져서 이전 데이터로 개발된 모델의 정확도
가 떨어질 수 있다.
이러한 심층학습모델의 문제점에도 뛰어난 활용성을 감안하면 
이를 합리적으로 사용할 기준이 필요하다[97,101]. 심층학습모델의 
광범위한 임상 적용 시 질과 안전성에 한 엄격한 평가를 통해 
현재 임상에서 보편적으로 적용되는 표준과 동등하거나 더 나은 
수행능력을 증명해야 한다. 이를 위해 개발된 모델에 해서 신약 
개발 시의 임상시험과 유사하게 실제 훈련한 자료와 다른 다양한 
의료환경에서 무작위 전향적 연구를 수행하고 이를 과학적으로 검정
하는 것이 중요하다. 이를 가장 잘 보여주는 모델이 구글에서 2016년
에 개발한 안저 망막 이미지 평가를 통한 당뇨병성 망막증 진단기기
이다[12]. 구글은 이를 개선한 모델을 2019년 태국의 의료기관에 
설치하고 전향적 데이터를 분석하여 개발한 모델이 태국의 현장 
평가자보다 더 우수한 평가결과를 보임을 증명함으로써 이 모델이 
의료현장에서 실제 사용 가능함을 제시하였다[102]. 하지만 FDA에
서 승인을 받은 인공지능 관련 의료기기들 상당수가 논문 게재를 
통한 관련 기술의 객관적인 전문가 평가를 받지 않고 있다[17]. 또한 
인공지능 관련 게재 논문의 상당수가 객관적 효능검정에 미흡한 
것으로 보고되었다. 2012년 1월부터 2019년 6월 6일까지 출판된 
이미지 분석 심층학습 관련 논문을 참여자 특성(데이터 포함/배제기
준, 성비, 인원수), 학습에 사용한 데이터의 출처 및 훈련방법의 적절
성, 정확성의 확인(validation) 방법, 결과 표시방법, 수행도 평가기
준, 데이터 전처리 방법, 사용한 알고리즘의 적절성 등을 기준으로 
평가한 결과, 전향적 연구가 매우 적고 전체 20,530 연구 중 객관적으
로 인공지능모델과 전문가의 정확성 비교평가에 사용할 수 있는 
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연구가 25개에 불과하며 평가 가능한 논문들도 민감도와 특이도의 
역치 설정 및 정확도를 검정(validation)하는 방법 등 세부적 평가에
서 여러 가지 문제점들이 관찰되었다고 보고되었다[33]. 또한 2019
년 2월까지 게재된 중환자실 패혈증 예측 및 예후평가 관련 인공지능
모델 논문 25편을 분석한 결과 편향성(bias)의 위험이 낮고 임상 
적용 가능성이 높은 논문이 2편에 불과하다는 보고가 있다[103]. 
이러한 우려를 반영하여 기계학습 관련 논문을 평가하는 가이드라인
이 제시되었고[104,105], 기계학습을 진단에 적용하는 논문의 제출 
시 기본적으로 포함해야 하는 정보나 가이드라인을 제정하고 있다
[106].
2. 인공지능의 임상 적용 시 고려해야 할 문제점
1) 인공지능모델의 임상적 효용성 검토 필요성
모델의 타당성이나 정확도 평가 이외에도 진단 정확도를 향상시
키는 인공지능모델이 초기 병변을 더 많이 감지하여 과다 진단에 
의한 불필요한 치료를 유도할 가능성이 있다[107]. Marcus [108]는 
애플 와치를 이용하여 뇌경색의 위험인자로 알려진 심방세동의 무증
상 환자를 스크리닝한 연구가 임상적으로 유용한지를 판단하기 위해
서 더 많은 연구가 필요하다고 하였다[73]. 그 이유로는 검사방법의 
높은 위양성률에 의한 불필요한 스트레스 유발과 무증상 심방세동 
환자의 항응고제 치료에 의한 부작용 등을 제시하였다. 따라서 인공
지능모델이 실제 자신의 의료환경(사용 의료기기 종류의 차이, 인공
지능이 학습한 데이터와 자신의 환자군의 유사성 등)에서 동일한 
결과를 재현할 수 있는지, 인공지능이 제공한 정보로부터 자신의 
환자 진료계획이 영향을 받고 이러한 변화가 실제 환자의 예후나 
병의 경과 개선, 진료비의 절감 등 임상적 효용성을 가지는지를 
비판적으로 판단하여 인공지능의 사용 여부를 결정해야 한다[104]. 
최근 인공지능모델에 의한 과다 진단의 문제를 줄이기 위해 양성/악
성으로의 이분법적 판정보다 경계판정(판단불가판정)을 추가해야 
한다는 의견도 제시되고 있다[107].
2) 인공지능 관련 제품의 정보활용 범위와 기술의 질 관리를 위한 
제도 확립
인공지능 학습의 특징상 이를 기반으로 한 모델들은 지속적인 
학습을 통하여 알고리즘이 변화할 수 있다. 일정한 알고리즘을 유지
하여 서비스할 수도 있으나 질병의 정의 및 분류기준, 새로운 치료 
진단방법의 개발 등이 계속 바뀌는 의학의 특성상 한 번 허가받은 
제품이라도 지속적인 업그레이드 없이는 지속적인 사용이 불가능하
다. 따라서 한 번 허가받은 제품에서 알고리즘의 지속적인 변경을 
허용할 경우 이를 평가할 새로운 기준이 필요하다. 2019년 미국 
FDA에서 이 문제에 해 새로운 기준을 제안하며 제품 하나하나에 
한 평가보다 개발업체의 제품 개발과정에 한 신뢰도를 평가하여 
사전승인(pre-certification)을 부여하고 시판 후 성능을 지속적으로 
평가하는 테스트 프로그램을 9개 회사를 상으로 운영하고 있다
[109].
그러나 Szabo [110]는 현재 FDA에서 승인한 인공지능 관련 제품 
상당수가 관련 기술의 근거를 기술보호라는 명분 아래 논문으로 
발표하지 않거나 기술에 한 전문가적인 평가가 미흡한 상태로 
시장에 출시되고 있으며, 인공지능제품처럼 위험도가 낮다고 평가
되어 501K라는 완화된 기준으로 인허가를 받은 기존의 다른 제품들
에서 심각한 위험을 초래하는 경우가 있음을 지적하였다. 따라서 
기존 제품의 개발과정을 신뢰할 수 있으면 변경을 허용하고 사후 
평가하는 제도에 해 우려의 목소리가 제기되고 있어[110,111], 
한국에서도 인공지능 관련 제품의 안전성 및 효능 검정기준 설정 
시 검토가 필요하다.
3) 개인정보 보호 및 보안문제
인공지능의 학습을 위해 의무기록이 병원에서 개발회사의 서버
로 공유되는 과정에서 개인정보 유출에 한 보호관리정책과 보안에 
한 세심한 고려가 필요하다. 2018년 구글, 캘리포니아 학교-샌
프란시스코 캠퍼스, 시카고 의과 학에서 주도한 EMR을 이용한 
예측연구[64]와 관련하여 구글과 시카고 의과 학이 개인정보 보호 
위반으로 고소되었다[112]. 비록 의무기록이 익명화 처리되었으나 
병원에서 진료받은 날짜가 연구에 이용되어 구글의 위치정보 등 
다른 정보와 합쳐지면 개인을 특정하는 것이 가능하다는 이유 때문
이었다. 스마트네이션을 지향한 싱가포르 최  의료기관인 
Singhealth에서는 리센룽 총리 정보를 포함한 150만의 개인정보가 
유출되고 이 중 상당수의 의료기록도 유출되었으며[113], 인공지능
모델의 노이즈 이미지를 첨가하거나 단순히 이미지를 회전시키는 
등 조그마한 조작에 의해 양성 사마귀를 악성으로 진단하거나 다른 
물체로 인식하는 등 다른 결과를 도출할 수 있으므로 악의적 공격이
나 조작으로부터 EMR의 보안을 강화해야 한다[114,115].
4) 기타 사회적 문제
(1) 인공지능의 판단오류에 한 법적 책임문제
인공지능기기들이 의료에 다양하게 적용이 되면 인공지능의 오
류에 따른 다양한 법적인 문제가 제기될 수 있다. 이는 의사와 환자 
간의 문제만이 아니고 인공지능제품의 도입 결정에 관여한 병원, 
인공지능제품 제조사, 의료사고 관련 보험사 등도 연관될 수 있는 
복잡한 문제이다. IDx-DR처럼 인공지능이 최종 판단을 하는 의료
기기의 경우 기술적 오류에 의한 책임은 제조사에 있다. 하지만 
인공지능이 확률적으로 추천을 하고 의사가 최종 판단을 하게 하는 
경우 의사가 법적으로 문제가 되지 않으려면 일반적으로 통용되는 
표준기준에 따라 의료행위를 했는지가 현재는 중요한 판단기준이 
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될 것이다[116]. 다양한 인공지능제품이 의료에 적용될 경우 의사는 
어떤 상황에서 인공지능모델을 사용할지, 인공지능의 추천에 어느 
정도의 신뢰성을 부여할지에 해 판단할 수 있어야 한다. 의료에 
이용되는 인공지능모델은 인증기관에 의해 기본적인 질 보장이 되고 
있으나, 소속기관에서도 각 기관의 특수성에 맞추어 인공지능모델
의 수행능력을 지속적이고 체계적으로 점검할 필요가 있다.
(2) 알고리즘과 인간과의 상호작용을 통해 파생될 수 있는 문제에 
한 이해
영국 국가보건의료서비스(National Health System, NHS)의 의
뢰에 의하여 영국 왕립의 학술원(Academy of Medical Royal 
Colleges)에서 작성한 보고서[117]와 Char 등[118]은 의료에 이용
되게 되는 고도화된 알고리즘과 인간과의 상호작용에서 예측하지 
못한 문제가 발생할 수 있음을 지적하였다. 인공지능에 의한 영상이
나 조직 진단시간의 단축이 더 많은 환자를 처리하게 하여 과다 
진단에 의한 부작용이 생길 수 있고 자동화된 시스템에 의존하여 
관습적으로 결론을 내리는 자동화 편향(automation bias)이 생길 
수 있다. 앱을 통해 보급되는 인공지능을 이용한 증상검사 챗봇들과 
인터넷을 통해 전문지식을 획득한 환자와 의사 간의 관계에도 변화
가 일어날 수 있다[119]. 병리조직검사에서 인공지능과 의사의 협업
이 일반적으로 진단의 정확성을 개선하는 데 기여하나 인공지능이 
잘못된 판단을 하는 경우 오히려 의사의 진단 정확도를 감소시키는 
것으로 보고되었다[120]. 진료의 표준에 한 판단이 의사 개인의 
경험에 의한 것보다 문헌과 시스템에 축적된 데이터로 결정되는 
현재의 시스템에서 의사들이 인공지능모델의 진단과 치료에 한 
권고에 더 의존하게 될 수 있다. 인공지능모델의 개발이 환자 의료의 
질 개선 측면보다 중의 평가와 보험 지급 가능성, 이익 창출 등 
시스템의 목표에 맞추어 이루어질 가능성도 제기되고 있다. 또한 
인공지능모델이 의료 취약지역에 의료의 질을 향상하는 데 기여할 
수도 있지만 인공지능모델이 일부 병원에 제한적으로 제공되어 일부 
계층에만 사용됨으로써 의료의 차별성을 악화시킬 수도 있다.
의학교육 변화의 필요성 및 방향
향후 의료시스템에서 기계학습의 활용이 더욱 확산되어 의료시
스템의 한 구성원으로 자리매김하게 되면 의료의 큰 변화가 예상된
다. Wartman과 Combs [121]는 앞으로의 의료의 특징은 (1) 환자의 
위치에 무관한 의료제공 환경 구축, (2) 의사, 간호사, 사회복지사, 
가정방문간호사, 물리치료사, 가족 등 다양한 의료제공자에 의한 
팀 케어, (3) 인공지능 프로그램을 포함한 다양한 소스로부터 제공되
는 자료의 활용, (4) 의료에서 인공지능모델의 역할에 한 효율적 
관리일 것으로 요약하였다. 이러한 변화에 능동적으로 처하기 위
해 필요한 역량으로 세계경제포럼에서 제시한 4C의 중요성이 강조
되고 있다(비판적 사고: critical thinking, 소통: communication, 
협업: collaboration, 창의력: creativity) [122,123]. 이를 효과적으
로 개발하기 위해서는 관련 교육의 변화가 필수적이다. 부산지역 
2개 의과 학 및 의예과 학생을 상으로 인공지능 교육의 필요성에 
한 설문조사결과 응답자의 97% (149/153명)가 필요하다고 하였
다[124]. 스탠포드 의과 학에서 시행한 미국의 의사, 전공의 및 
의과 학 학생을 상으로 한 설문조사결과, 학생의 73%가 미래 
의료혁신에 더 잘 비하기 위하여 추가적인 교육의 필요성을 느낀
다고 하였고 교육이 필요하다고 생각하는 분야로 44%가 고급 통계
학 및 데이터 사이언스를, 36%는 인구집단건강(population health)
을 선택하였다[125]. 하지만 의료의 새로운 기술에 비하는데 현재 
받은 교육이 얼마나 도움이 되었는지를 묻는 설문에 학생과 전공의
의 18%만이 매우 도움이 된다고 답하여 변화에 상응하는 교육프로
그램 개발이 필요함을 보여주었다.
최근 인공지능기술 발전에 따른 의료 변화에 응하기 위해 미국 
의학원(National Academy of Medicine) [95], 미국의사협회 의
원회(House of Delegates) [126]와 영국 NHS [127] 등에서 제시한 
교육내용을 요약하면 다음과 같다: (1) 의학의 원리를 이해하여 폭증
하는 의학지식에서 유익한 정보를 추출 및 통합하여 해석하고 다양
한 상황에 응용하는 역량; (2) 결과를 분석하고 수행능력을 지속적으
로 개선하는 자기주도적 평생학습 역량; (3) 기계학습의 원리를 이해
하여 기계학습이 제공하는 정보를 해석하고 이의 한계점을 인지하며 
이를 효과적이며 비판적으로 환자에게 전달하는 통계학적 지식을 
포함한 역량; (4) 인공지능모델, 실시간 모니터링 등을 통해 얻은 
많은 데이터를 기반으로 보다 정 한 의료를 제공하는 역량; (5) 
다양한 의료현장에서 적절한 기계학습모델을 취사 선택하고 적용하
는 역량; (6) 인공지능모델을 포함한 의료시스템의 구성원들과 소통
하고 이들 사이의 복잡성을 관리하며 협업하는 역량; (7) 개별적으로 
특이적인 환자의 상황을 공감(empathy/compassion)하며 양방향으
로 소통하는 역량.
1. 학부교육
1) 적응형 평생학습자(adaptive lifelong learner)로 교육
의료환경과 의학지식의 발전속도가 가속화되고 있는 상황에서 
의학교육은 교과서적인 지식을 전달하고 기억하는 것이 아니라 변화
하는 환경에서 자신에게 필요한 지식을 스스로 찾아 학습할 수 있는 
역량을 키우는 데 초점을 맞추어야 한다[128]. 2013년 미국의학협회
의 주도로 설립된 “The Accelerating Change in Medical Education 
Consortium”에서도 이를 향후 의학교육 개선의 주요 목표로 설정하
였다[129]. 반더빌트 의과 학 교육부학장인 Cutrer 교수는 (1) 학습
에 한 계획, (2) 목표 달성을 위한 적절한 방법을 이용한 학습, 
(3) 학습결과에 한 자신 및 외부의 평가 및 피드백, (4) 문제점에 
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Medical school Name of program Format References
Harvard University Advanced integrated science course 4 weeks, 2 courses during 3rd and 4th year [133]
Johns Hopkins University Topics in interdisciplinary medicine 3–4 days, 16 times over 1–4 years [134]
Translational science intersession 1 day, 4 times during core clinical clerkship, 8-week 
intervals
[135]
Stanford University Reflections, research, & advances in patient care 1 day, 8-week intervals during core clinical clerkship [136]
University of California, San Francisco Inquiry immersion 2 weeks mid 1st year [137]
Table 3. List of interdisciplinary programs for adaptive learning
Medical school Course name Reference
Boston University Machine learning for biomedical applications [145]
Harvard University Computationally-enabled medicine [146]
University of Pittsburgh Artificial intelligence and machine learning in healthcare [147]
Stanford University Precision medicine and big data [148]
Table 4. Examples of artificial intelligence related elective courses
한 성찰과 학습방법 조정의 4단계 모델을 현장에서 적응형 평생학
습자로 교육하기 위한 모델로 제시하고 이를 효과적으로 적용하기 
위해서는 멘토나 코칭, 학습자의 수행 성과에 한 시기적절하고 
정확한 평가결과 제공 등이 필요하다고 하였다[130,131]. 또한 하버
드 의과 학이 2015년 입학생부터 의학교육에 플립러닝을 전면 도
입한 것처럼 세계 주요 의과 학의 의학교육은 강의를 통한 지식의 
전달에서 벗어나 플립러닝, 소그룹토론, 학생연구 등을 통한 학생주
도학습, 임상 조기 노출, 현장 중심 교육 등을 통해 적응형 평생학습
능력 개발을 지향하고 있다[132]. 또한 이미 알려진 교과서적 의학지
식 외에 복잡한 의료 관련 사회문제 및 전공을 포괄하는 의학적 
문제에 해 강의, 현장방문, 저널클럽, 세미나, 소그룹모임 등 다양
한 방법으로 학생주도적 해법을 찾거나 멘토와의 만남 등을 통해 
그동안의 학습성과를 성찰하는 교육프로그램들을 교육과정에 도입
하고 있다(Table 3) [133-137]. 반더빌트 의과 학(Vanderbilt 
University School of Medicine)은 “VSTAR”이라는 평생학습 플랫
폼을 사용하여 학습자와 멘토가 학습자 개인의 학습성과를 시기적절
하게 확인하고 성찰하거나 피드백 함으로써 효과적인 적응형 평생학
습 역량 개발을 지원하고 있다[138].
평생학습, 비판적 사고와 과학적 사고 역량 개발에 학생 연구과정
이 중요한 기여를 할 수 있으며, 각 학의 자원과 학의 사명, 
인재양성 목표에 따라 다양한 프로그램을 필수 및 선택과정으로 
운영하고 하고 있다. 미국의 연구역량 상위권 의과 학은 전체 학생
을 상으로 부분 12주 이상의 심화 학생 연구프로그램을 운영하
고 있으며, 이와 연계한 다양한 교육프로그램을 전 학년에 걸쳐 
운영하고 있다. 캘리포니아 학교-샌프란시스코 캠퍼스 의과 학
의 경우 (1) 핵심 과정(1, 2학년 동안 1주일에 1번 해당 기간에 
학습한 기본의학과정 내용과 연계한 저널클럽, 사례탐구, 세미나) 
[139], (2) inquiry immersion (1학년 중간 2주, 지속적으로 진화하
고 불완전한 의학지식의 다양한 분야를 토의) [140], (3) deep 
explore(필수 임상실습 후 12–20주 이 기간 중 4주의 임상연구설계 
교육을 통해 향후 수행할 프로젝트의 계획서를 작성함)로 구성된 
3단계 학생 연구 관련 교육프로그램을 1학년부터 4학년까지 편성하
여 자기주도적으로 연구과제를 도출하는 역량을 배양하고 있다
[141]. 우리나라 의과 학도 학에 따라 필수 및 선택과정으로 의학
연구를 도입하고 있으나 실질적으로 학생들의 비판적 사고와 자기주
도학습 역량 개발에 기여하고 연구과제의 학생주도적 개발에 필요한 
연계교육프로그램의 설계 등 운영방안의 검토가 필요하다.
2) 데이터 사이언스 교육
데이터 사이언스는 많은 데이터로부터 유용한 패턴을 찾아내기 
위해 이용되는 일련의 원리, 문제의 정의, 알고리즘, 과정들을 포괄
하며, 수학, 통계, 컴퓨터과학, 정보과학, 기계학습 관련 기술 등 
많은 분야에서 도출한 기술과 이론을 이용한다[142]. 2018년 
Kolachalama와 Garg [143]는 의과 학 학부교육과정에서 기계학
습에 능숙해지는 것이 목표가 아니라 기계학습을 이해하고 활용하는 
디지털 문해력(digital literacy)을 목표로 해야 한다고 제안하였다. 
따라서 의과 학의 제한된 교육시간 등을 감안하면 기계학습의 알고
리즘을 구체적으로 교육하는 것보다 (1) 의료에 활용되는 기계학습
의 작동원리, (2) 기계학습의 기초가 되는 데이터의 특성, 검색, 유의
한 정보 추출원리, (3) 기계학습에 제안하는 확률을 비판적으로 해석
하고 환자에게 정확한 정보를 전달할 수 있는 지식, (4) 인구집단건강
(population health)과 질병예측, 위험도 평가, 관리 등에 정보기술
의 활용, (5) 기계학습의 의료에서의 활용범위를 이해하고 기술적, 
윤리적, 법적 문제점 등에 초점을 맞추어 교육내용을 편성하고 실제 
이미 개발된 인공지능 수단을 활용하는 실습을 통하여 향후 어떤 
기준으로 인공지능기술을 의료에 사용할지, 사용할 때 유의해야 할 
점이 무엇인지를 파악할 수 있도록 교육해야 한다. 2019년 
Paranjape 등[144]은 이와 관련한 의학교육 단계별 교육프로그램을 
제안하고 있다.
학부교육과정에서 이 분야 교육프로그램 개발이 초창기인 관계
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로 아직 정규 교육과정에 필수과목으로 편성되어 교육하는 예는 
없으나 선택과목 개설, 기존에 개설된 통합 교과목을 활용(세미나, 
저널클럽, 사례연구), 관련 연구과정 참여 등으로 다양한 교육이 
이루어지고 있다. 미국 의과 학에서 개설된 선택과목의 예는 Table 
4에서 제시하였으며[145-148], 국내에는 연세 학교 및 울산 학
교 등에서 선택과목으로 관련 내용 교육을 시행하고 있다[149]. 아직 
인공지능 관련 교육이 체계적으로 이루어지지 못하는 이유 중의 
하나는 의과 학의 교원만으로는 관련 내용을 교육할 전문가가 부족
한 것이다. 미국 의사협회는 체계적인 인공지능교육을 위하여 의과
학에 데이터 사이언스나 소프트웨어 전문가를 영입할 것을 권고하
고 있다[126].
3) 소통과 공감능력 교육의 강화
Topol [150]은 인공지능모델에 의해 의사의 행정업무 부담, 의사
결정 시간 등 기존 업무에 할당하는 시간이 줄어들면 환자와 직접 
소통하는 시간이 늘어나 디지털화되며 훼손된 의료의 인간성을 회복
할 것으로 예측하였다. 환자와 소통하는 시간이 늘어나면 환자와의 
공감을 통해 인공지능모델이 획득할 수 없는 정보를 얻어 환자의 
상황에 맞는 맞춤치료를 하는 데 도움이 될 것이다. 소통의 측면에서
는 기존의 교육과정에 포함된 환자, 의사, 사회 간의 소통뿐 아니라 
인공지능 학습모델의 적용과 환자 개인이 보유한 의료정보 활용 
필요성 등을 반영한 소통교육 개발이 필요하다.
4) 교육과정과 운영의 검토
우리나라의 의과 학은 2012년 2주기 인증평가를 계기로 성과바
탕교육을 통하여 2014년 한의사협회에서 제정한 한국의 의사상
에서 제시한 환자진료, 소통과 협력, 사회적 책무성, 전문직업성, 
교육 및 연구역량을 포함한 다양한 역량 개발을 교육목표로 하고 
있다[151,152]. 또한 2019년부터 적용된 의학교육 평가기준은 미래 
의료환경 변화에 비한 교육을 권장하고 있다[153]. 그러나 의예과
에서 기초의학 과목을 강의하는 경우를 포함하면 2–2.5년의 임상실
습 전 교육기간에 많은 양의 의학지식을 강의 위주로 교육하고 있고, 
꽉 짜인 교육과정으로 새로운 교육내용을 추가하는 것이 쉽지 않아 
창의적 자기주도학습 역량, 의학지식/환자진료역량 외 다른 역량 
개발, 미래환경에 비한 교육 등이 미흡하다. 또한 취득 학점과 
진급 여부가 의학지식의 성적에 따라 좌우되며 의사국가시험 비에 
한 압박 등으로 상당수의 학생들이 학습량 과다에 따른 스트레스
를 호소하고 있다. 학업스트레스와 번아웃 사이의 관련성이 보고되
고 있고[154], 번아웃된 학생은 의사의 사회적 책무성에 해서 이타
적 관점을 보다 적게 가지며[155], 번아웃이 환자에 한 공감능력을 
감소시키며 오류가 증가하는 것으로 보고되었다[156]. 이러한 결과
들은 성과바탕학습에서 개발하고자 하는 각 요소 간에 상호작용이 
있음을 시사한다.
인공지능과 유전체학 등 의료기술의 발전으로 초래될 미래 의료
환경에 적절히 응할 수 있는 미래 의료인력을 양성하기 위해서는 
데이터 사이언스 관련 교육프로그램을 단순히 추가하고 공감교육을 
강화하는 것 등의 부분적인 교육과정 수정만으로 가능하지 않다. 
임상실습 전 교육기간에 집중된 의학지식 교육의 양과 내용을 학부
교육기간 내 균형적으로 재배분하고 각 역량이 균형적으로 개발되며 
미래 변화에 적극적으로 응하는 교육이 이루어지기 위해서는 학생
들의 역량 및 수준에 따라 개별화된 교육내용이 적용될 수 있고 
졸업 후 교육과 연계된 융통성 있고 유기적인 교육과정의 개발이 
필요하다. 또한 지나친 의학지식/환자진료 위주 학습형태 변화를 
유도하기 위하여 국내 일부 의과 학에서도 도입하고 있는 절 평가
제 및 의학지식/진료역량 외 성과에 한 다양하고 실질적인 평가기
법을 도입하고 학생들에게 적극적으로 피드백하여 균형 있는 역량 
개발이 이루어질 수 있도록 운영하는 것이 필요하다.
2. 졸업 후 교육
미국 의학원 보고서에 지적한 것처럼 졸업 후에는 다양한 임상환
경에서 어떤 종류의 인공지능 알고리즘을 어떻게 적용할지를 판단하
고, 실제 환자와 가족에게 관련 내용을 적절히 전달 및 토의하고, 
인공지능 실제 적용 시의 유용성을 평가하고 발생할 수 있는 여러 
가지 문제점을 파악하며 적절히 해결할 수 있는 역량을 갖추어야 
한다[95]. 이를 위해서는 졸업 후에도 이와 관련된 체계적인 교육이 
필요하다. 영국의 보건복지부 산하 Health Education England에서 
작성한 보고서는 교육환경의 기반 확충을 위해 정부와 관련 기관의 
체계적인 교육프로그램과 인력양성 프로그램이 필요하며 각 전공학
회에서도 전공에 맞는 교육프로그램 개발이 필요함을 제시하였다
[127]. 인공지능을 사용하는 병원은 지속적으로 사용자에게 인공지
능기술이 적절하게 적용될 수 있도록 교육하고 관련 교육의 질 향상
을 위해 해당 분야 전문가를 확보해야 함을 권고하였다. 미국과 
영국에서는 의료분야에 디지털 헬스케어 관련 전문가를 육성하는 
프로그램을 개발하여 운영하고 있다. 2019년 영국에서는 Topol 
[150]의 리뷰 권고에 따라 이 분야의 임상전문가를 양성하기 위하여 
2019년 디지털 펠로우쉽 과정을 개설하였다[127]. 이 과정에서는 
임상의사, 약사, 병원행정가, 물리치료사, 임상연구자, 간호사 등 
의료분야 종사자 중 17명을 훈련 상자로 선발하여 평소 담당 업무
와 함께 해당 기관의 디지털화 개선과 혁신을 위한 프로그램을 수행
하고 관련 종사자를 교육하는 업무를 하는 데 필요한 교육을 실시하
고 있다[157]. 미국에는 비영리법인이 설립되어 의사를 포함한 의료 
관계 인력에 해 의료 관련 인공지능교육과 시험을 통해 미국 의료
인공지능사(American Board of Artificial Intelligence in Medicine) 
자격증을 부여하는 제도가 도입되었다[158].
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심층학습을 포함한 인공지능기술이 급속도로 발전하여 질병의 
진단 및 치료뿐 아니라 질병의 예후 및 발생 위험도 예측, 건강지표 
모니터링, 약물 개발, 의료업무의 효율 개선 등 다양한 의료분야에 
적용되는 기술이 개발되고 있다. 이들 기술 중 일부는 규제 당국의 
공식 인가를 받아 의료현장에 활용되고 있으며, 이러한 변화가 가속
화되면 의료환경의 큰 변화가 예측된다. 그러나 인공지능기술이 의
료의 질을 향상시키는 긍정적 방향으로 적용되기 위해서는 인공지능
모델의 개발 환경과 다른 다양한 실제 의료현장에서의 전향적 연구
를 통해 훈련 데이터의 편향성, 알고리즘의 투명성을 포함한 알고리
즘의 기술적 문제의 유무 판단과 객관적인 효과 검증이 필요하며 
나아가 이들 모델이 의료의 질과 환자의 임상적 결과를 개선할 수 
있는지도 검토되어야 한다. 또한 인공지능 의료기술의 안전성을 확
보하기 위한 규제 및 관리시스템의 정비, 인공지능기술의 확산에 
따라 생길 수 있는 윤리적 및 법적 문제, 의사-환자 및 사회관계의 
변화 등 다양한 분야에 한 검토가 필요하다. 이러한 의료환경의 
급속한 변화에 능동적으로 적응할 수 있는 의료인력에 한 체계적
인 교육이 필요하다. 다량의 정보로부터 의미 있는 지식을 추출하는 
역량, 데이터 사이언스 능력, 환자와의 공감과 다양한 의료 관련 
집단과의 소통능력 등을 효과적으로 교육하기 위해서는 의과 학 
학부교육과정의 전반적인 검토가 필요하며 졸업 후에도 실제 임상환
경에서 인공지능모델을 적절히 활용하는 데 필요한 각 전문 분야에 
맞는 특화된 교육프로그램이 필요하다.
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