ABSTRACT This paper focuses on the adaptive stabilization for a class of cascaded partial differential equation-ordinary differential equation systems with input disturbance. Remarkably, the disturbance includes harmonic disturbance and periodic disturbance as special cases and may not be smooth (but must be in the related literature). This substantially broadens the scope of input disturbance and highlights the main contribution. To solve the stabilization problem, a novel adaptive learning control scheme is successfully proposed. First, inspired by learning control idea and infinite-dimensional backstepping method, a state-feedback controller is constructed, in which some pivotal to-be-updated parameters are involved to compensate for the disturbance. Then, a crucial switching mechanism is proposed to online update the parameters in the designed controller. It is shown that the resulting closed-loop system has a unique solution, and all the closed-loop system states are bounded and converge to zero ultimately. Finally, a simulation example is provided to illustrate the effectiveness of the obtained theoretical results.
I. INTRODUCTION
With the development of the control for ordinary differential equation (ODE) systems with disturbance, see e.g., [1] - [10] , [28] - [31] , much effort has been devoted to that for the partial differential equation (PDE) systems with input disturbance recently, see e.g., [11] - [18] and the references therein. In this topic, a rather challenging question is how to construct certain compensation mechanism to counteract the unknown disturbance. So far, various methods have been developed, such as adaptive compensation technique [11] , [13] , internal model principle (IMP) [12] , active disturbance rejection control (ADRC) method [14] - [16] and sliding mode control (SMC) [17] , [18] .
Although a lot of results have been obtained on the topic mentioned above, the scopes of the disturbances are
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highly restricted. Specifically, in [11] , [12] , [15] , and [16] , all the disturbances are smooth, then exclude noncontinuous or non-smooth cases. In [13] , [17] , and [18] , the disturbances are not necessarily continuous, but require to belong to known finite intervals, and hence cannot allow serious unknowns. It is necessary to point out that, once the scopes of the disturbances are broadened (for example, the disturbance is not necessarily continuous and simultaneously not belong to any known finite interval), the existing methods become incapable. Therefore, it is of great interest to investigate the control of PDE systems with more broad class of input disturbances.
In engineering practice, many dynamic processes are described by the models consisting of both PDEs and ODEs. In certain sense, the action from PDE (or ODE) subsystem to the other one is unidirectional rather than bidirectional. This makes the PDE and ODE subsystems cascaded structurally, and hence be named as cascaded PDE-ODE systems. In fact, VOLUME 7, 2019 2169-3536 2019 IEEE. Translations and content mining are permitted for academic research only.
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multiple classes of cascaded PDE-ODE systems (such as cascaded heat PDE-ODE, wave PDE-ODE and beam PDE-ODE systems) have been proposed to model different dynamic processes in chemical reactions, mechanical engineering and other control fields. Due to the presence of both PDEs and ODEs, the controls of cascaded PDE-ODE systems are more challenging than those of pure PDE or ODE systems, and hence have attracted a lot of attentions over the last decade, see [13] , [15] - [27] .
This paper is concerned with the stabilization for a class of cascaded heat PDE-ODE systems with a wide class of input disturbances. Notably, the disturbance is not necessarily harmonic, periodic or continuous, and yet not belong to any known finite interval (see Assumption 1 below). Such cascaded PDE-ODE system is usually used to model a dynamic process where a controlled ODE system is actuated by a diffusion-dominated actuator. Although the control of cascaded PDE-ODE system has been investigated recently (see [13] , [15] - [27] ), most of the systems in the related literature are highly restricted by the strong assumptions on disturbance. For example, the disturbance is required to be in a known finite interval [13] , [15] - [18] or to be periodic [19] , or even completely excluded [20] - [27] . This severely reduces the application range of the proposed methods.
Motivated by the related results for ODE systems [28] - [33] , a novel adaptive learning control scheme is proposed to solve the stabilization problem investigated in the paper. Specifically, by combining infinite-dimensional backstepping method with learning control scheme, a statefeedback controller together with a learning law is first established, with some pivotal controller parameters to be updated. Then, a switching mechanism is constructed to online tune the parameters involved in the controller. It is proved that, the resulting closed-loop system has a unique solution, and all the closed-loop system states are bounded and ultimately converge to zero.
The main contributions of the paper are twofold: (i) (i) (i) A wider class of input disturbances which may not be periodic, continuous or belong to known finite intervals have been considered for cascaded PDE-ODE systems, and hence make the control methods in the related literature ineffective. (ii) (ii) (ii) A novel framework based on learning control and switching mechanism has been established for the control design and performance analysis of cascaded PDE-ODE systems, which can counteract a wide class of input disturbances. The remainder of the paper is organized as follows. Section II formulates the system and control objective of the paper. Sections III and IV give the procedures of controls design for system with known and unknown parameters, respectively. Section V provides a numerical example to illustrate the effectiveness of the theoretical results.
Section VI addresses some concluding remarks. The paper ends with an appendix which collects some useful inequalities and conclusions.
Notation: Thorough the paper, the following notations will be used: R denotes the set of all real numbers and R n denotes the n-dimensional real space, I denotes the identity matrix with appropriate dimension. For any vector or matrix X , X T denotes its transpose, X denotes the Euclidean norm or the corresponding induced norm for matrices. For any positive definite matrix P, λ min (P) and λ max (P) respectively denote its minimal and maximal eigenvalues.
, and H 1 (0, 1) denotes the usual Sobolev space defined on (0, 1) with norm v
denotes the space of continuous functions defined on [0, T ] with values in E. For each time t, V (t + ) and
respectively. For a real number ξ , sgn(ξ ) denotes its sign, i.e., sgn(
II. PROBLEM FORMULATION
In this section, we first formulate the system and control objective, and then provide a key infinite-dimensional backstepping transformation (as well as its inverse transformation) which will play an important role in the later control design.
A. FORMULATION OF SYSTEM AND CONTROL OBJECTIVE
In this paper, we consider the following cascaded PDE-ODE systems with a wide class of input disturbances:
where X : [0, +∞) → R n and u : [0, 1] × [0, +∞) → R with initial values X (0) = X 0 and u(x, 0) = u 0 (x) are states of the ODE subsystem and the PDE one, respectively; U (t) is the control input to the entire system; A ∈ R n×n and B ∈ R n×1 are known constant matrices such that the pair (A, B) is stabilizable; ω(t) is the input disturbance satisfying the following assumption:
Assumption 1: There exist periodic functions ω i (t) with unknown periods T * i such that ω(t) = m i=1 ω i (t), and there exist unknown positive constants µ * i such that
The control objective of this paper is to search for a compensation scheme which is powerful enough to the input disturbances described in Assumption 1, and in turn to design 29564 VOLUME 7, 2019 an adaptive controller for system (1) , such that all the resulting closed-loop system states are bounded and ultimately converge to zero.
We next turn to discuss the input disturbances described by Assumption 1, to shed light on the generality of the input disturbances, to specify the essential difference between this paper and the existing related works, to show the challenge to compensation scheme and to highlight the main contribution of this paper.
Assumption 1 doesn't imply that ω(t) is a periodic disturbance although it is a sum of finite number of periodic functions. For example, if ω 1 (t) = sin(2π t), ω 2 (t) = sin(
is not periodic since there are no positive integers k 1 and k 2 such that k 1 
is the period of both ω 1 (t) and ω 2 (t). Of course, ω(t) may be periodic if and only if any pairwise different T * i 's have the rational proportion. The assumption on the boundedness of ω i (t)'s in Assumption 1 is not redundant, since which can't be implied by periodic property. For example,
which is a periodic function with period π, but is unbounded since g such that |ω(t)| ≤ µ * . Then, ω(t) belongs to an unknown rather than a known finite interval. The disturbance ω(t) described by Assumption 1 is more general than the harmonic disturbance investigated in the related literature. In fact, harmonic disturbance is usually represented as a sum of finite number of sinusoid or cosine functions. Differently, the disturbance ω(t) in Assumption 1 is a sum of finite number of general periodic function ω i (t) which includes, but not confined to, sinusoid or cosine functions as well as their linear combinations, and hence includes harmonic disturbance as a special case. Note that ω(t) described by Assumption 1 allows non-differentiability and even discontinuity, and can represent some sharp disturbances, while harmonic disturbance cannot.
To highlight the main contribution of this paper, we would like to make the following specific comparisons between Assumption 1 and the counterparts in the closely related works [11] - [13] , [15] - [19] , [28] , [29] , [31] : (i) (i) (i) The disturbance ω(t) in this paper includes periodic disturbance of [19] , [28] , [29] , and [31] and harmonic disturbance of [11] and [12] as special cases. Actually, if letting m = 1 in Assumption 1, ω(t) = ω 1 (t) would be periodic and Assumption 1 would degenerate to the counterparts of [19] , [28] , [29] , and [31] . This shows that the periodic disturbances considered in these literature are special cases of that in this paper. The more detailed comparisons between disturbance ω(t) in this paper and that in [11] and [12] are listed as followings: 1 In [11] , the following harmonic disturbance ω(t) is investigated:
where θ i 's, ϑ i 's are unknown constants and α i 's are known constants. Clearly, when
, the disturbance ω(t) described by Assumption 1 degenerates to (2) , and hence includes it as a special case. 2 In [12] , input disturbance ω(t) is generated by the following system:
with S ∈ R n v ×n v being known matrix which only contains simple eigenvalues on imaginary axis. This implies that ω(t) generated by (3) is harmonic disturbance as (2) , and hence is a special case of that in this paper.
(ii) (ii) (ii) The disturbance ω(t) in this paper is not necessarily continuous, and hence substantially broadens the scope of that in [15] and [16] . Since there are no additional restrictions on the continuity of ω i (t)'s, Assumption 1 implies that ω(t) may not be continuous. This substantially broadens the scope of the disturbances in [15] and [16] , since which must be smooth. It is necessary to point out that, the control design method of [15] and [16] heavily depends on the differentiability of the disturbance, and hence cannot solve the stabilization problem in this paper. (iii) (iii) (iii) The disturbance ω(t) in the paper does not belong to any known finite interval, and hence allows more serious unknowns than those of [13] , [17] , and [18] . In the literature, although the disturbances are not necessarily continuous, they must belong to known finite intervals, and hence cannot allow serious unknowns. The serious unknowns result in huge obstacles in control design and analysis, and make the existing methods incapable. Since the class that the disturbance belongs to is largely broadened, a powerful compensation mechanism is required. However, the existing methods are incapable due to their strong restrictions on the disturbances. For example, the IMP and the ADRC method require the disturbances smooth and the SMC method requires the disturbance to belong to a known finite interval. Then, the essential difficulty to compensate the wide disturbance is the removal from the VOLUME 7, 2019 strict dependence of compensation mechanism on smoothness and known bounds of the disturbance. Motivated by the related results of ODE systems with input disturbances [28] , [29] , [31] , a novel adaptive learning control scheme is proposed to compensate the input disturbance, under which a stabilizing controller is designed, see sections III and IV below.
B. INFINITE-DIMENSIONAL BACKSTEPPING TRANSFORMATIONS
Before proceeding with the control design, a pivotal infinitedimensional backstepping transformation as well as its inverse transformation are introduced to change original system (1) into a new one. From the new system, the control design and performance analysis become much convenient, as will be seen later.
For system (1), we introduce the following invertible infinite-dimensional backstepping transformation: (4) where
with 0 ≤ x ≤ 1, 0 ≤ y ≤ x, K ∈ R 1×n being a row vector such that A + BK is Hurwitz. The inverse transformation of (4) is described as follows:
where
From (5) and (7), we can see that kernel functions ϕ(x), ψ(x), p(x, y), q(x, y) and their partial derivatives with respect to x are continuous, and hence are bounded, on their separate domains of definition. Then, there exists a positive constant ϑ such that
This will be used in the later stability analysis of the resulting closed-loop system. By transformation (4) and its inverse transformation (6), system (1) can be transformed into a new one (see (9) below), called target system, and from which it will be convenient to design controller and analyze the system performance. In fact, by eliminating the last four terms on the right-hand side of (9) while compensating the input disturbance ω(t), the explicit controller U (t) can be easily established. Moreover, by choosing some appropriate Lyapunov function for target system (9), the stability of closed-loop target system can be obtained, which implies that of the original closed-loop system (see Lemma 1 latter).
Proposition 1: Under transformations (4), (6), system (1) is changed into the following one:
Proof: First, setting x = 0 in (4) while noting that ϕ(0) = K leads to u(0, t) = v(0, t) + KX (t). Substituting this into the first equation of (1) arrives at the first one of (9) .
Then, computing v x and v xx from (4) while noting that p(x, x) = 0, we have
Moreover, computing v t from (4) along the solutions of (1), and then using p y (x, 0) = −ϕ(x)B, there holds
Subtracting both sides of the above equality from (11) while noting that p xx = p yy , ϕ (x) = ϕ(x)A, we have
which directly leads to the second equation of (9) . Finally, letting x = 0 in (10) and noting that ϕ (0) = 0 and u x (0, t) = 0, we obtain v x (0, t) = 0, which is the third 29566 VOLUME 7, 2019 equation of (9) . Moreover, letting x = 1 in (10) and noting that u x (1, t) = U (t) + ω(t), we have
Substituting (6) into the third term on the right-hand side of above equality and after some simple management arrive at the fourth equation of (9) .
The following lemma shows that the stability as well as the existence and uniqueness of the solution of closed-loop target system imply those of the original closed-loop system. This will be useful in the later control design and stability analysis.
Lemma 1: If there exists a feedback controller U (t) such that closed-loop target system (9) has a unique solution, and the states v(x, t) and X (t) are bounded and satisfy
then under the same controller U (t), the original closed-loop system (1) has a unique solution, and the states u(x, t) and X (t) are bounded and satisfy
Proof: Since the inverse transformation (6) for the original one (i.e., (4)) is unique and X (t) keeps unchanged under transformation (4), the original closed-loop system has a unique solution if closed-loop target system does.
To show the boundedness and convergence of original closed-loop system states, it suffices to show those of u(x, t). By (6), (8) and noting the boundedness of v(x, t) and X (t), we have This section shows the control design for system (1) with input disturbance ω(t) of known T * i 's and µ * i 's, and establishes the basis of the following section (i.e., Section V) where controller is designed for system (1) with unknown T * i 's and µ * i 's. Recalling that the desirable stability of original closed-loop system can be established by stabilizing target system (9) (see Lemma 1), we will design a stabilizing controller for target system (9) so as to stabilize original system (1).
For this, the following controller together with a learning law which compensates the disturbance is adopted: (13) by (6) = −ω(t) + 
It is worthwhile strengthening that the controller given by (13) (or (14)) and (15) doesn't require the continuity of disturbance ω(t), and hence can admit a wider class of disturbances than those of [15] and [16] . Actually, disturbance observers are designed in [15] and [16] to counteract the disturbances, which require the disturbances to be smooth. Differently, a learning law (see (15) ) is constructed to compensate the disturbance in this paper, which doesn't necessarily require the smoothness or even the continuity of the disturbance, and hence can cope with much wider classes of disturbances.
By substituting (14) into the fourth equation of (9), we have
Then, we get the following closed-loop target system:
The above system has been shown that there exists a unique solution in certain state space (see system (22) in [17] with c = 0 therein). This is summarized in the following proposition and will be used in the proof of the existence and uniqueness of the solution to original closed-loop system. 
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We next turn to show the stability and the existence and uniqueness of the solution of original closed-loop system. By Lemma 1, it suffices to show those of the closed-loop target system (17) . For this, we choose the following candidate Lyapunov function:
where ρ and σ (the same one as that of (15)) are positive constants to be determined later, and P = P T > 0 is the solution of the following Lyapunov equation:
for some Q = Q T > 0. Then, computing the time derivative of V (t) along the solutions of system (9) and using integration by parts arrive aṫ
Some terms (i.e., the second, sixth and seventh terms) on the right-hand side of (20) are not desirable and should be further handled. Specifically, by Agmon's Inequality (see Lemma 2 in the Appendix), Young's Inequality and then Poincaré's Inequality (see Lemma 3 in the Appendix), we have
Then, the second term on the right-hand side of (20) satisfies
Noting that |ω i (t)| ≤ µ * i ≤ µ, i = 1, . . . , m, by Lemma 4, the sixth term on the right-hand side of (20) satisfies
Moreover, noting that T i = q i T * i and |ω i (t)| ≤ µ, we have
Then, by (15) , the seventh term on the right-hand side of (20) satisfies
Substituting (21)- (23) into (20) and after some simple management conclude thaṫ
Hence, by choosing ρ and σ as follows:
and integrating both sides of (24) over [0, t] arrive at V (t) ≤ V (0). Seeing from the above inequalities, ρ and σ are independent of T * i 's and µ * i 's, and hence can be used in the following Theorems 1 and 2 (given in Section IV) whether T * i 's and µ * i 's are known or not. Then, we obtain the following main results: (25), the closed-loop system constituting of (1), (4), (14) and (15) 29568 VOLUME 7, 2019 has a unique solution [X , u] ∈ C ([0, +∞); H), and furthermore, the closed-loop system states u(x, t) and X (t) are bounded, and converge to zero ultimately, i.e.,
Proof: We first show the existence and uniqueness of the solution for original closed-loop system in H. Noting that by Lemma 1, it suffices to show that the closed-loop target system (17) has a unique solution. In fact, by (8) and using Hölder's Inequality, we obtain from (4) that
Similarly, there holds We next turn to show the boundedness of closed-loop system states X (t) and u(x, t). Clearly, the proven fact V (t) ≤ V (0) together with the definition of V (t) implies that Finally, we prove the convergence of original closed-loop system states u(x, t) and X (t). Indicated by Lemma 1, it suffices to prove that of the closed-loop target system states v(x, t) and X (t). For this, integrating both sides of (24) 
which shows that v 2 L 2 is integrable over [0, +∞).
Moreover, by integration by parts and noting thatω
Then, by Young's Inequality and noting that |ω i (t)| ≤ µ and
. . , m, it follows from the above inequality that 1 2 To show the convergence of X (t) , we consider d dt (28) which implies that d dt X (t) 2 is bounded on [0, +∞) since all terms on the right-hand side of above equality are bounded. This, together with Lemma 5 and the proven fact that X (t) 2 is bounded and integrable on [0, +∞), leads to lim t→+∞ X (t) = 0. Since T * i 's and µ * i 's in Assumption 1 are unknown, the controller parameters T i 's and µ used in above section cannot be determined by (16) . This yields the controller (13) (or (14)) and (15) cannot be implemented. In this section, a switching mechanism is proposed to online tune T i 's and µ, under which, controller (13) (or (14) ) and (15) can also ensure the desirable stability of original closed-loop system. For this, the following assumption is needed:
IV. CONTROL DESIGN WITH UNKNOWN
Assumption 2: The period T * i of ω i (t) in Assumption 1 satisfies T * i = q * i τ i with τ i being known positive constant and q * i , i = 1, . . . , m being unknown positive rational number. The above assumption implies that there exists an unknown positive integer q * such that q * τ i is the period of ω i (t), VOLUME 7, 2019 i = 1, . . . , m. Then, there exists an infinite sequence of integers {n j , j = 1, 2, . . .} such that {n j τ i , 1 ≤ i ≤ m, j = 1, 2, . . .} are periods of ω i (t). This is very helpful for the reconstruction of T i used in learning law (15) .
Switching mechanism:
• Initialization: Preselect a positive constant c and ε, then set
• Switching logic:
with ε > 0, we switch i to i + 1, and then, switch µ (from ci) to c(i + 1), switch T j (from iτ j ) to (i + 1)τ j , j = 1, . . . , m, and reset t s = t. The process is then repeated. Under above switching mechanism, the controller in this paper can allow disturbance ω(t) not necessarily belong to a known finite interval, but those of [3, 7, 8] cannot. In fact, along with the switching occurring, there must exist a positive integer i * such that µ = c(i * + 1) ≥ µ * . Then, no matter the bound µ * of disturbance ω(t) is unknown or not, it will be captured after some time. This implies that disturbance ω(t) does not necessarily belong to a known finite interval. However, in [3, 7, 8] , the bounds of input disturbances are directly used in the controllers, which must be known so as to ensure the applicability of the controllers, and hence must belong to known finite intervals.
We are now ready to give the main results of the paper, which are summarized by the following theorem:
Theorem 2: Consider system (1) under Assumptions 1, 2. For any initial condition [X (0), u(·, 0)] ∈ H, once ρ and σ are chosen as (25) , the closed-loop system constituting of (1), (4), (14) and (15) with controller parameters µ and T j , j = 1, . . . , m being tuned online by the switching mechanism given above has a unique solution [X , u] ∈ C ([0, +∞); H), and furthermore, the closed-loop system states u(x, t) and X (t) are bounded, and converge to zero ultimately, i.e.,
Proof: Similar to the proof of Theorem 1, the closed-loop target system has a unique solution in C ([0, +∞); H), so does the original closed-loop system. The rest proof is divided into two parts. In part I, we will show that only a finite number of switchings can occur, and in part II, we will show that both the closed-loop system states u(x, t) and X (t) are bounded and converge to zero ultimately.
Part I: Suppose for contradiction that an infinite number of switchings occur. Then, there must exist a positive integer i * such that
with k being an integer, µ * and q * being the same as those mentioned above. Let t i * > 0 and t i * +1 represent the i * -th and (i * + 1)-th switching times, respectively. Based on the switching mechanism given before, we have
By the switching mechanism given before, on (t i * , t i * +1 ], there hold T j = (i * + 1)τ j = kq * τ j , j = 1, . . . , m and µ = c(i * + 1) ≥ µ * . Moreover, due to the continuity of the solution for the closed-loop target system (17), we have
. This, together with the facts that sat µ (ω j (t)) ≤ µ and |sat µ (ω j (t))| ≤ µ, j = 1, . . . , m, yields to
On the other hand, by integrating both sides of (24) over (t i * , t i * +1 ], we obtain
Moreover, by (18), we have
by which, (32) and (33), we obtain
which clearly contradicts (30) and (31) . Therefore, only a finite number of switchings occur. Part II: By Lemma 6, it suffices to show the boundedness and convergence of the closed-loop system states v(x, t) and X (t). Suppose at time t i * * , the final switching (i.e., the i * * -th) occurs. Obviously, X (t) and v(x, t) are respectively bounded on [0, t i * * ] and [0, 1] × [0, t i * * ] due to their continuity on the corresponding intervals. Moreover, after the final switching, we have (by the switching mechanism given before) i = i * * + 1, µ = c(i * * + 1), T j = (i * * + 1)τ j , j = 1, . . . , m, t s = t i * * and
The first inequality, together with the definition of ζ (t) (see (29) ), implies that X (t), v (1, t) and v x 2 L 2 are bounded on (t i * * , +∞). Then, by Poincaré's Inequality, we obtain that v 2 L 2 is bounded on (t i * , +∞), and hence Agmon's Inequality indicates that v(x, t) is bounded on [0, 1] × (t i * * , +∞). Therefore, X (t) and v(x, t) are bounded on [0, +∞) and
To show the convergence of v(x, t) and X (t), we first know from the second inequality of (34) , that X (t) 2 , v(1, t) 2 and v x 2 L 2 are integrable on (t i * * , +∞). Then, (26) shows that v 2 L 2 is integrable on (t i * * , +∞). Thus, similar to the derivation of (27) and noting that µ = c(i * * + 1), we have On the other hand, by (28), we know that d dt X (t) 2 is bounded on (t i * * , +∞). This, together with the boundedness and integrability of X (t) 2 and Lemma 5, arrives at lim t→+∞ X (t) = 0. This completes the proof.
V. SIMULATION RESULTS
In this section, we validate the effectiveness of the theoretical results proposed above by the following simple system:
where X (t) ∈ R and u : [0, 1] × [0, +∞) → R with the initial conditions X (0) = 0.3 and u(x, 0) = sin(2π x). We choose the following two classes of disturbances:
1 discontinuous periodic disturbance, that is,
with k = 0, 1 . . .. In this case, µ * = 0.2 and T * = 0.2 with τ = 0.1 (then q * = 2). 2 non-periodic disturbance, that is,
In this case, ω 1 (t) = sin(
with τ 1 = √ 2π and τ 2 = √ 3π while q * 1 = 1 and q * 2 = 2 3 (then q * = 2). Letting K = −2 and Q = 2, we derive from Lyapunov equation (19) that P = 1. Moreover, by (25) , we find the suitable design parameters ρ = 8 and σ = 20. Then, we derive the explicit form of controller (4) and (14): wherê ω(t) = 0, ∀t < 0,
is for disturbance (36) with µ and T being tuned by the switching mechanism given in Section V with c = 0.01, and
with i = 1, 2 is for disturbance (37) with µ, T 1 and T 2 being tuned by the switching mechanism given in Section V with c = 0.1. It is necessary to point out that, the designed controller given by (38) does not depend on the bound, period or continuity of the disturbance, and hence can counteract the discontinuous disturbance (36) and the non-periodic one (37). However, the traditional methods such as IMP, ADRC, SMC in the related literature are ineffective for the disturbances (36), (37) since they depend on the known bounds, smoothness and periodic characters of the disturbances. By the explicit forward Euler method (see [36] ) with 20-step discretization in space, seven simulation figures are obtained for the closed-loop system. Specifically, Figures 1-3 and 4-7 are obtained for system (35) with input disturbances (36) and (37), respectively. Figures 1, 4 show the trajectories of PDE subsystem states u(x, t) which are uniformly bounded and converge to zero ultimately. Figures 2, 5 show the trajectories of ODE subsystem states X (t) which are bounded and converge to zero ultimately. Moreover, Figures 3, 6, 7 show the trajectories of switching parameters which are bounded and stay at different constants after a finite number of switchings.
VI. CONCLUDING REMARKS
In this paper, adaptive stabilization has been investigated for a class of cascaded PDE-ODE systems with a wide class of input disturbances. Mainly due to the generality of the disturbance, the existing methods in the related literature are incapable. By skillfully combing infinite-dimensional backstepping method, Lyapunov method and switching mechanism, a stabilizing state-feedback controller is successfully constructed with some design parameters being tuned online, which ensures the desirable stability of the resulting closedloop system. It is necessary to point out that, the uncertainties/unknowns of the system considered in this paper merely come from the external disturbance. However, the system himself may have uncertainties/unknowns (for example, system matrices A and B are unknown). Although some nominal values of the system parameters can be obtained, certain deviations between their true values and the nominal ones are existing, which indicate that the input disturbance would depend on the system states. The state-dependent disturbance is essentially different from the time-dependent one considered in this paper and makes the control design more challenging. Therefore, how to stabilize the cascaded PDE-ODE system with state-dependent input disturbance is meaningful and deserves investigation.
APPENDIX USEFUL INEQUALITIES AND CONCLUSIONS
The following two lemmas collect some useful inequalities which are frequently used in the stability analysis of the resulting closed-loop system. 
Lemma 3 ( [34] Poincaré's Inequality):
For any v ∈ C 1 [0, 1], the following inequalities hold
The following two lemmas respectively give an important property of the saturation function adopted in the controller design, and a criterion to show the convergence of closed-loop system states.
Lemma 4 [31] : The following saturation function ZAIHUA XU received the Ph.D. degree in control theory and control engineering from Shandong University, Jinan, China, in 2016, where she is currently a Postdoctoral Scholar. Her current research interests include adaptive control and distributed parameter systems.
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