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A QUANTUM DYNAMICAL APPROACH TO
MATRIX KHRUSHCHEV’S FORMULAS
C. CEDZICH1, F.A. GRU¨NBAUM2, L. VELA´ZQUEZ3, A.H. WERNER4, R.F. WERNER1
Abstract. Khrushchev’s formula is the cornerstone of the so called Khrushchev theory,
a body of results which has revolutionized the theory of orthogonal polynomials on the
unit circle. This formula can be understood as a factorization of the Schur function for
an orthogonal polynomial modification of a measure on the unit circle. No such formula
is known in the case of matrix-valued measures. This constitutes the main obstacle to
generalize Khrushchev theory to the matrix-valued setting which we overcome in this
paper.
It was recently discovered that orthogonal polynomials on the unit circle and their
matrix-valued versions play a significant role in the study of quantum walks, the quantum
mechanical analogue of random walks. In particular, Schur functions turn out to be the
mathematical tool which best codify the return properties of a discrete time quantum
system, a topic in which Khrushchev’s formula has profound and surprising implications.
We will show that this connection between Schur functions and quantum walks is
behind a simple proof of Khrushchev’s formula via ‘quantum’ diagrammatic techniques for
CMV matrices. This does not merely give a quantum meaning to a known mathematical
result, since the diagrammatic proof also works for matrix-valued measures. Actually,
this path counting approach is so fruitful that it provides different matrix generalizations
of Khrushchev’s formula, some of them new even in the case of scalar measures.
Furthermore, the path counting approach allows us to identify the properties of CMV
matrices which are responsible for Khrushchev’s formula. On the one hand, this helps
to formalize and unify the diagrammatic proofs using simple operator theory tools. On
the other hand, this is the origin of our main result which extends Khrushchev’s formula
beyond the CMV case, as a factorization rule for Schur functions related to general unitary
operators.
1. Introduction
The beginning of this century has seen the development of two striking ideas that have
changed the way one looks at the theory of orthogonal polynomials on the unit circle
1Institut fu¨r Theoretische Physik, Leibniz Universita¨t Hannover, Appelstr. 2, 30167 Hannover,
Germany
2Department of Mathematics, University of California, Berkeley, CA 94720, USA
3Departamento de Matema´tica Aplicada & IUMA, Universidad de Zaragoza, Mar´ıa de Luna 3,
50018 Zaragoza, Spain
4Dahlem Center for Complex Quantum Systems, Freie Universita¨t Berlin, 14195 Berlin, Germany
2010 Mathematics Subject Classification. 42C05, 47A56.
Key words and phrases. Khrushchev’s formula, operator-valued Schur functions, factorization of unitary
operators, matrix Szego˝ polynomials, CMV matrices, quantum walks, quantum recurrence.
1
A QUANTUM DYNAMICAL APPROACH TO MATRIX KHRUSHCHEV’S FORMULAS 2
(OPUC) and its connections with other areas. These ideas are nowadays known under the
names of Khrushchev theory [26, 27, 30] and the theory of CMV matrices [32, 11, 30, 31].
Indicative of the impact of these theories, the key papers that caused their explosion are
the two last entries of Barry Simon’s list singling out twelve among the most important in
the OPUC history [30, Appendix D: “Twelve Great Papers”].
In a sense, the leitmotiv of our work is the discovery of the natural meeting point for
these two subjects of current interest, and the use of this discovery to lay the foundations
of further extensions of Khrushchev theory. Curiously enough, the catalyst for the natural
combination of both mathematical issues is another hot topic coming from quantum infor-
mation theory, the so called quantum walks, the quantum analog of the classical random
walks [1, 6, 24, 25]. So, in the end, the meeting point becomes a triple junction among
three highly topical subjects.
The body of Khrushchev theory was developed by Sergei Khrushchev in two seminal
papers [26, 27] published in 2001 and 2002. His view on OPUC theory emphasizes the
role of continued fractions and Schur functions. This perspective allowed him to prove
deep results linking the behaviour of OPUC, measures, Verblunsky coefficients and related
Schur functions. The core of Khrushchev theory is an identity, known as Khrushchev’s
formula, which factorizes the Schur function for an OPUC modification of a measure in
terms of (iterates and inverse iterates of) the Schur function for the unmodified measure.
Khrushchev’s proof of this formula is based on the application of analytical techniques
combined with continued fraction expansions of Schur functions and some specific results
on OPUC.
CMV matrices emerged at the beginning of the nineties in the study of diagonalization
processes for unitary matrices in numerical linear algebra (see [32] and references therein).
Nevertheless, they did not receive much attention until their rediscovery in 2003 [11] in
the OPUC context as the unitary analog of Jacobi matrices for orthogonal polynomials
on the real line. The amount of new OPUC results coming from the translation to CMV
of the largely established theory of Schro¨dinger and Jacobi operators, together with the
multiple connections they opened to other pure and applied areas, contributed to the wide
recognition of CMV matrices.
Quantum walks (QWs) also first appeared in the early nineties [1] as simple quantum
mechanical models of discrete time evolutions of single particles. In particular, QWs exhibit
a large variety of quantum effects, e.g. Anderson localization and ballistic transport, which
is in striking contrast with their classical counterparts, the random walks [4, 12, 17, 5, 21].
Motivated by the widespread use of classical random walks in the design of randomized
algorithms, QWs started being used in quantum algorithms, discovering that they can
provide an exponential speedup over any classical one [6, 24, 25]. This triggered a growing
and widening interest in the topic in theoretical and mathematical physics [13, 3, 2], as
well as in experimental physics [22, 29, 33, 16].
Let us briefly comment on the connections between these three different areas. CMV
matrices have been used for an operator approach to Khruschev’s formula, understood as
the unitary analog of Dirichlet decoupling of Schro¨dinger operators [30, Chapter 4]. Such
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an approach uses a decoupling of CMV matrices by finite rank perturbations, together
with a number of results on matrix Schur functions.
The connection between CMV matrices and QWs rests on the conservation of probability
in closed systems, mathematically expressed by the unitarity of the quantum evolution
operator. This connection can be seen as a consequence of the natural idea that the
simplest non-trivial quantum models are described by the canonical form of the unitaries,
i.e. the CMV matrices [8, 9, 10, 19]. This parallels the role of Jacobi matrices in the
simplest classical random walks, the birth-death processes, which only allow for nearest
neighbour transitions [15].
Very recently, this link between QWs and CMV matrices has led to an unexpected rela-
tion between OPUC and quantum mechanics: Schur functions codify the return properties
of discrete time quantum systems as generating functions of first time return probability
amplitudes [20, 7]. Khrushchev’s formula enters the game via this relation: It has been
used to compute return probabilities and expected return times with OPUC techniques
[20, 7]; it also implies a surprising invariance of the return properties with respect to certain
local perturbations (see comments in [20, Section 6] and [7, Section 4]).
The above dynamical interpretation of Schur functions is the starting point for the new
results we report in this paper. We use this connection to obtain a dynamical interpreta-
tion of Khrushchev’s factorization formula. This factorization corresponds to a splitting
of a quantum system into subsystems in such a way that its return properties can be re-
constructed from those of the subsystems. The important insight in this paper is that this
relation goes both ways. In particular, this allows us to apply methods from the theory
of QWs to OPUC. In this way we obtain a purely diagrammatic proof of Khrushchev’s
formula based on path counting for return paths of what we call “CMV quantum walks”.
In contrast to previous proofs of Khrushchev’s formula, this one is based solely on alge-
braic arguments and does not require perturbation theory. Furthermore, the proof has the
advantage of being applicable to more general situations, such as matrix-valued OPUC,
which are of central interest for this paper.
Matrix-valued measures on the unit circle give rise to two different inner products,
leading to two types of matrix-valued OPUC (MOPUC) (see [14] and references therein).
Matrix Schur functions play for MOPUC a similar role as in the scalar case. There is also an
underlying CMV theory, developed in [30, 31, 14], which is based on the use of block CMV
matrices, a generalization of CMV matrices in which the coefficients are substituted by
square matrices. MOPUC also appear naturally in the context of QWs: On the one hand,
QWs on the whole line can be described by block CMV matrices [8, 9, 10]. On the other
hand, matrix-valued Schur functions codify the return properties for higher dimensional
subspaces [7].
The transition from the scalar to the matrix-valued setting has been carried out success-
fully despite the problem of non-commutativity. However, none of the methods already
used to obtain Khrushchev’s formula for scalar measures have been generalized to matrix
measures at present. Actually, D. Damanik, A. Pushnitski and B. Simon declare explicitly
in their survey on matrix orthogonal polynomials [14, page 63]:
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“Among the deepest and most elegant methods in OPUC are those of Khrushchev [. . . ].
We have not been able to extend them to MOPUC! We regard their extension as an im-
portant open question”
The main objective of this work is to establish the starting point to fill the gap pointed
out in this quote, providing Khrushchev’s formulas for MOPUC. As it turns out the path
counting arguments from the scalar case carry over directly to the matrix-valued one.
Indeed, we do more than this: We prove an abstract generalization of Khrushchev’s formula
for unitary operators, from which several versions for MOPUC follow, some of them new
even for scalar OPUC. This abstract Khrushchev’s formula amounts to a factorization of
operator-valued Schur functions. A sufficient condition for this Schur factorization is the
existence of a certain factorization of the original unitary operator into unitaries on smaller
subspaces. This approach differs in two aspects from decouplings previously used to prove
the scalar Khrushchev formula: the unitary factors act on subspaces which are orthogonal
only up to an “overlapping” subspace; this instead of a true decoupling is the price to pay
for a strict operator factorization into unitaries with no need of perturbations.
This abstract version of Khrushchev’s formula on the level of unitary operators suggests
some relations of this material with other topics such as the index theory for QWs [18] and
dilation theory via transfer functions and related issues (see [23] and references therein).
The paper is organized as follows: In Section 2 we briefly recall the connection be-
tween return properties and Schur functions before developing an abstract generalization
of Khrushchev’s formula for unitary operators. This main result consists of two parts: a
characterization of unitary operators admitting overlapping factorizations (Theorem 2.4);
a proof that such an overlapping factorization implies a Khrushchev like factorization of
operator-valued Schur functions (Theorem 2.5). Khrushchev’s formulas for MOPUC are
proven in Sections 4 and 6 as an application of the abstract result to block CMV and Hes-
senberg matrices. To complement the abstract operator result, the path counting approach
is presented in Sections 3 and 5 for several reasons: path counting gives a closer and more
intuitive approach to Khrushchev’s formula which helps to unravel its physical meaning.
Also, path counting is crucial to guess the abstract Khrushchev formula, so it could be
important in surmising other results before developing a more formal approach, and dia-
grammatics for OPUC represents a novel and effective technique which eventually could be
used for other purposes. Finally, Section 7 illustrates the impact of matrix Khrushchev’s
formulas in the derivation of scalar Schur functions related to scalar OPUC.
2. Khrushchev’s formula for unitary operators and quantum recurrence
Before going into the matrix, or more generally, operator versions of Khrushchev’s
formula we first recall the scalar one. Khrushchev’s formula expresses a factorization
property of Schur functions, which are those analytic functions f(z) on the unit disk
D = {z ∈ C ∶ ∣z∣ < 1} satisfying ∣f(z)∣ ≤ 1. Schur functions f(z) are by Herglotz’
theorem in one-to-one correspondence with probability measures µ on the unit circle
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T = {z ∈ C ∶ ∣z∣ = 1} via the relations
F (z) = ∫
T
t + z
t − z
dµ(t), f(z) = z−1(F (z) − 1)(F (z) + 1)−1, (1)
which define the Carathe´odory function F (z) and Schur function f(z) of the measure µ.
A key role in the theory of Schur functions is played by the Schur algorithm
f0(z) = f(z); fj+1(z) =
1
z
fj(z) −αj
1 −αjfj(z)
, αj = fj(0), j ≥ 0, (2)
which characterizes any Schur function f by a finite or infinite sequence (α0, α1, α2, . . . )
of parameters in the closed unit disk D, called the Schur parameters of f . The function
fj , named the j-th iterate of f , is a Schur function itself which is characterized by the
sequence (αj , αj+1, αj+2, . . . ). In addition, Geronimus’ theorem asserts that the Schur pa-
rameters coincide with the Verblunsky coefficients appearing in the recurrence relation for
the orthogonal polynomials of the corresponding probability measure.
The above connection establishes a one-to-one correspondence between probability mea-
sures supported on infinitely many points of T and infinite sequences in D. The sequence of
Schur parameters terminates when one of them lies on T, meaning that the related Schur
function corresponds to a finitely supported probability measure. This is for instance the
case for the j-th inverse iterate bj of a Schur function f with Schur parameters (α0, α1, . . . ),
which is defined as the Schur function with Schur parameters (−αj−1,−αj−2, . . . ,−α0,1).
If µ is a probability measure on T with corresponding Schur function f and ϕj are
the related orthonormal polynomials, Khrushchev’s formula states that the Schur function
of ∣ϕj ∣2 dµ factorizes as a product fjbj of an iterate fj and an inverse iterate bj of f .
This simple result has profound consequences in the theory of orthogonal polynomials.
Roughly speaking, the reason for this is that it contains in a single “formula” the trinity
which constitutes the core of OPUC theory: probability measure, orthogonal polynomials
and Verblunsky coefficients/Schur parameters.
Recently, the impact of this formula in the study of discrete time quantum systems has
been recognized [20, 7]. In this context, Khrushchev’s factorization becomes a tool to split
a physical system into subsystems such that the return properties of these subsystems
allow us to recover those of the whole system. An operator interpretation of the measure
∣ϕj ∣2 dµ involved in Khrushchev’s formula is central to understand both novel ideas, the
quantum mechanical interpretation of Khrushchev’s formula and its eventual extensions
to more general contexts. Actually, one of the purposes of the present work is to make
evident that these ideas are not only closely related, but reveal a fruitful symbiosis.
Given a probability measure µ on T, any normalized function φ ∈ L2µ defines a new
probability measure dµφ = ∣φ∣2dµ on T whose moments are given by
∫ zn dµφ(z) = ⟨φ∣Unµφ⟩µ, n ∈ Z,
where ⟨⋅ ∣ ⋅⟩µ is the inner product in L2µ and Uµ denotes the unitary multiplication operator
Uµ∶ L2µ Ð→ L2µ
φ(z) ↦ zφ(z) .
(3)
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The measure µφ is called the spectral measure of φ with respect to Uµ.
Using this language, Khrushchev’s formula for a measure µ can be viewed as a factor-
ization of the Schur function for a spectral measure with respect to the unitary operator
Uµ, namely, the spectral measure dµϕj = ∣ϕj ∣
2 dµ of an orthonormal polynomial ϕj.
This point of view naturally leads to the search for generalizations of Khrushchev’s
formula to general unitary operators, understood as factorizations of Schur functions for
spectral measures related to such operators. Moreover, spectral measures can be associated
not only with vectors, but also with subspaces, which give rise to operator-valued instead
of scalar measures on T. The corresponding Khrushchev formulas should be by analogy
factorizations of operator-valued Schur functions, i.e. analytic functions on the unit disk
with values in the set of contractions on a Hilbert space. These functions are related to
normalized operator-valued measures exactly as in (1), where the symbol 1 stands now for
the identity operator 1 on an appropriate space.
More precisely, given a unitary operator U on a Hilbert space (H , ⟨⋅ ∣ ⋅⟩), its spectral
decomposition U = ∫ z dE(z) induces a spectral measure µV = PEP for any subspace
V ⊂ H , with P = PV the orthogonal projection of H onto V . In other words, µV is the
unique measure on T with values in the set of operators on V whose moments are given
by
µV,n = ∫ zn dµV (z) = PUnP, n ∈ Z. (4)
We define the Carathe´odory and Schur functions, FV and fV , of a subspace V ⊂H as those
related to the spectral measure µV . The case of a one-dimensional subspace V = span{ψ}
leads to the notion of spectral measure µψ = ⟨ψ∣Eψ⟩, Carathe´odory function Fψ and Schur
function fψ of a normalized vector ψ ∈ H . These concepts depend on the unitary operator
U , so we will refer to a U -spectral measure, U -Carathe´odory function or U -Schur function
when it is convenient to make explicit the operator dependence.
The values of µV , FV and fV must be considered as operators on V . For example, due to
the normalization of µV we have that FV (0) = 1V is the identity operator on V . From the
spectral decomposition of U we find that the the moments of a spectral measure provide
the power expansion of the corresponding U -Carathe´odory function,
FV (z) = P (U + z1H )(U − z1H )−1P = 1V + 2∑
n≥1
µ
†
V,n z
n.
The analog of this result for the power expansion of U -Schur functions is not so trivial and
was obtained only recently.
Lemma 2.1 (see [20, 7]). Let U be a unitary operator on a Hilbert space H . The U-Schur
function of a closed subspace V ⊂H satisfies
fV (z) = P (U − zP ⊥)−1P = ∑
n≥1
a
†
V,n z
n−1, aV,n = PU(P ⊥U)n−1P, P ⊥ = 1H −P. (5)
For the convenience of the reader we give a short alternative proof of the lemma.
Proof. We only need to show that the expression of fV given by (5) is related to the
Carathe´odory function FV by
1
2
(1V −zfV (z))(FV (z)+1V ) = 1V , which is equivalent to (1).
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Since the values of fV and FV must be understood as operators on V , the above identity
reads in H as
[P − zP (U − zP ⊥)−1P ][P (U − z1H )−1(U + z1H )P + P ] = 2P .
The validity of this equality is easily checked by rewriting its left-hand side as
P [1H − z(U − zP ⊥)−1P ][(U − z)−1(U + z) + 1H ]P
= 2P (U − zP ⊥)−1UP = 2P (1 − zU †P ⊥)−1P = 2P ,
where the last step is due to the fact that P ⊥P = 0H is the null operator on H . 
If we interpret U as the one-step operator of a discrete time quantum evolution, (5) gives
a quantum mechanical meaning to the Taylor coefficients of fV [20, 7]: assuming that the
evolution starts at some initial state ψ ∈ V , ∥aV,nψ∥2 corresponds to the probability to
return for the first time to the subspace V after exactly n steps, because the projection
P ⊥ conditions on the event “no return” during the first n − 1 time steps. This connects
Lemma 2.1 to the issue of quantum recurrence, which was indeed the context in which
this result was first proven. Following quantum mechanical terminology, we refer to the
operator coefficients aV,n as the first return amplitudes of V . The generating function of
these amplitudes
aV (z) = ∑
n≥1
aV,nz
n = zUP (1V − zP ⊥U)−1P = zf †V (z), f †(z) = f(z)†, (6)
will be called the first return generating function of V .
A particularly simple but useful example of a constant Schur function for any unitary
operator U is given when V = H is the whole Hilbert space, so that
fH (z) = U † . (7)
In addition, the identity operator U = 1H gives the identity Schur function fV (z) = 1V for
an arbitrary subspace V .
Returning to the factorization properties of Schur functions, the naive idea that a fac-
torization of a unitary operator induces a factorization of the related Schur functions is
not true in general. For instance, from (5) we find that the choice U = 1√
2
( 1 11 −1 ) and
V = span{e1} leads to the Schur function fe1(z) = (1 +√2z)(√2 + z)−1 for e1 = ( 10 ), while
we know that the identity matrix U2 yields for any vector the constant Schur function
1 ≠ f 2e1. Nevertheless, we will see that such Schur factorizations appear in the case of what
we will call “overlapping” factorizations of unitaries.
Definition 2.2. Let U be a unitary operator on a Hilbert space H . Suppose that H
admits an orthogonal decomposition H = HL ⊕HC ⊕HR such that
U = (ULC ⊕ 1HR)(1HL ⊕UCR), (8)
with ULC and UCR unitary operators on HLC = HL⊕HC and HCR = HC⊕HR respectively.
Then, we say that (8) is an HC-overlapping factorization of U . We call HC , HL and HR
the overlapping, left and right subspaces, and we will refer to ULC and UCR as the left and
right operators respectively.
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Example 2.3. The unitary operators which in some orthonormal basis {ψj} have the matrix
representations
⎛⎜⎜⎜⎜⎜⎜⎝
−1
3
2
3
−1
3
1
3
1
3
1
3
2
3
−1
3
−1
3
1
3
1
3
1
3
2
3
2
3
1
6
−1
6
−1
6
−1
6
0 0 1
2
−1
2
1
2
1
2
0 0 1
2
1
2
−1
2
1
2
0 0 1
2
1
2
1
2
−1
2
⎞⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
−1
3
2
3
2
3
0 0 0
2
3
−1
3
2
3
0 0 0
2
3
2
3
−1
3
0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 −1
2
1
2
1
2
1
2
0 0 1
2
−1
2
1
2
1
2
0 0 1
2
1
2
−1
2
1
2
0 0 1
2
1
2
1
2
−1
2
⎞⎟⎟⎟⎟⎟⎠
,
⎛⎜⎜⎜⎜⎝
−1
3
0 0 2
3
2
3
2
3
1
2
−1
2
1
6
1
6
2
3
−1
2
1
2
1
6
1
6
0 1
2
1
2
−1
2
1
2
0 1
2
1
2
1
2
−1
2
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎝
−1
3
2
3
2
3
0 0
2
3
−1
3
2
3
0 0
2
3
2
3
−1
3
0 0
0 0 0 1 0
0 0 0 0 1
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
1 0 0 0 0
0 −1
2
1
2
1
2
1
2
0 1
2
−1
2
1
2
1
2
0 1
2
1
2
−1
2
1
2
0 1
2
1
2
1
2
−1
2
⎞⎟⎟⎟⎠
,
admit overlapping factorizations with overlapping subspace HC = span{ψ3} and HC =
span{ψ2, ψ3} respectively. The related left and right subspaces are HL = span{ψ1, ψ2},
HR = span{ψ4, ψ5, ψ6} in the first example, and HL = span{ψ1}, HR = span{ψ4, ψ5} in the
second one. The left and right operators ULC and UCR have the same matrix representation
in both cases
ULC =
⎛
⎝
−1
3
2
3
2
3
2
3
−1
3
2
3
2
3
2
3
−1
3
⎞
⎠ , UCR =
⎛⎜⎜⎝
−1
2
1
2
1
2
1
2
1
2
−1
2
1
2
1
2
1
2
1
2
−1
2
1
2
1
2
1
2
1
2
−1
2
⎞⎟⎟⎠ ,
ULC acting on HLC = span{ψ1, ψ2, ψ3}, and UCR acting on HCR = span{ψ3, ψ4, ψ5, ψ6} in
the first example and on HCR = span{ψ2, ψ3, ψ4, ψ5} in the second one. ∎
Overlapping factorizations of unitaries will be key to establish an abstract operator
version of Khrushchev’s formula. For easy recognition of those unitaries giving rise to
Khrushchev’s like formulas, we provide a simple characterization of these overlaping fac-
torizations in the following theorem.
Theorem 2.4. [Characterization of overlapping factorizations of unitaries]
Let H = HL ⊕HC ⊕HR be an orthogonal decomposition of a Hilbert space, and let PA
denote the orthogonal projection of H onto HA. Then, a unitary operator U on H has
an HC-overlapping factorization U = (ULC ⊕ 1HR)(1HL ⊕UCR) if and only if
PRUPL = 0H and rankPLCUPCR = rankPC . (9)
Moreover, in this case the factorization is unique up to a unitary UC on HC, i.e., any
other factorization is of the form UˆLC = ULC(1HL ⊕UC) and UˆCR = (U †C ⊕1HR)UCR. When
either dimHL <∞ or dimHR <∞ the rank condition in (9) can be omitted.
Proof. Let us prove separately each of the assertions.
Factorization⇒ (9): Using the overlapping factorization we get PRUPL = PRPL = 0H , and
PLCUPCR = ULCUCR = ULC(PL + PC + PR)UCR = ULCPCUCR, which has the same rank as
PC , since unitary factors do not change the rank.
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(9)⇒Factorization: We split U into three sumands,
U = PLCUPL + PRUPCR +PLCUPCR
= UPL + PRU + PLCUPCR
=KL +KR +K.
Here at the first equality we used PRUPL = 0H , and again in the second line by adding
this zero term twice and using PLC + PR = PL + PCR = 1H . The third line introduces
the abbreviations we want to use in this proof. Since K†LKL = PL and KRK
†
R = PR are
orthogonal projections, the operators KR and KL are partial isometries. The same is true
of K. Actually, the identities
K†K = PCRU
†(1H − PR)UPCR = PCR −K†RKR = PCR −U †PRU,
KK† = PLCU(1H −PL)U †PLC = PLC −KLK†L = PLC −UPLU †, (10)
show that K†K and KK† are the orthogonal projections onto Hi = HCR ⊖ rank(U †PRU)
and Hf = HLC⊖rank(UPLU †) respectively, which are the initial and final subspaces of the
partial isometry K. We now have three decompositions of 1H into orthogonal projections,
PL +K†K +U †PRU, PL +PC +PR, UPLU † +KK† + PR,
which yield three orthogonal decompositions of H ,
HL ⊕Hi ⊕U †HR, HL ⊕HC ⊕HR, UHL ⊕Hf ⊕HR. (11)
By assumption K and hence the projections K†K and KK† have the same rank as PC .
Therefore, there is a unitary operator W ∶Hi → HC. We can use this to define unitary
operators connecting the above orthogonal decompositions, in which one piece is given by
the identity, one by a restriction of U , and one involves W . Explicitly, we can define ULC
and UCR by
1HL
⊕UCR = PL1H PL +PCWK†K + PRU(U †PRU) = PL +WK†K + PRU,
ULC ⊕ 1HR = (UPLU †)UPL +KK†(KW †)PC + PR1H PR = UPL +KW †PC + PR. (12)
Unitarity of these operators is immediate because the terms in the right hand side of (12)
are partial isometries connecting the orthogonal decompositions (11), i.e., when restricted
to their initial and final subspaces they become the following kind of unitaries
PL∶HL →HL, WK†K ∶Hi →HC , PRU ∶U †HR →HR,
UPL∶HL → UHL, KW †PC ∶HC →Hf , PR∶HR →HR.
Furthermore, the operators ULC and UCR provide the desired factorization since
(ULC ⊕ 1HR)(1HL ⊕UCR) = UPL +KW †WK†K + PRU =KL +K +KR = U.
Uniqueness: Consider another HC-overlapping factorization of U given by the unitaries
UˆLC and UˆCR. Then, the equality
(UˆLC ⊕ 1HR)(1HL ⊕ UˆCR) = (ULC ⊕ 1HR)(1HL ⊕UCR)
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leads to
U
†
LCUˆLC ⊕ 1HR = 1HL ⊕UCRUˆ †CR.
This identity is satisfied only if U †LCUˆLC = 1HL ⊕ UC and UCRUˆ †CR = UC ⊕ 1HR for some
unitary UC on HC. Therefore, UˆLC = ULC(1HL⊕UC) and UˆCR = (U †C⊕1HR)UCR, a relation
which obviously always yields an HC-overlapping factorization of U .
Omission of rank condition: We know that the condition PRUPL = 0H implies (10) so that
K is a partial isometry and rankK = rank(K†K) = rank(KK†). If dimHR < ∞, taking
traces in the first equation of (10) gives
rankK = rank(K†K) = Tr(K†K) = TrPCR −TrPR = rankPC .
From the second equation of (10) we obtain in a similar fashion that rankK = rankPC if
dimHL <∞. 
The previous characterization shows that the simplest non-trivial operators admitting
overlapping factorizations are given by unitary band matrices. In particular, this links
Khrushchev’s formulas to the index theory of QWs and general unitary matrices [18, 28].
However, a band structure is not necessary for the existence of this kind of decomposition,
as Example 2.3 illustrates.
Now we can state our main result on factorizations of Schur functions.
Theorem 2.5. [Khrushchev’s formula for overlapping factorizations of unitaries]
Let U = (ULC⊕1HR)(1HL⊕UCR) be an HC-overlapping factorization of a unitary operator
U on a Hilbert space H . Then, any subspace V = VL⊕HC ⊕VR of H , with VA a subspace
of HA, has a U-Schur function which factorizes as
fV = (1VL ⊕ fRVCR)(fLVLC ⊕ 1VR),
where fLVLC is the ULC-Schur function of VLC = VL⊕HC and fRVCR is the UCR-Schur function
of VCR = HC⊕VR. In particular, the U-Schur function of HC factorizes as fHC = fRHCfLHC .
Proof. The relation given in (6) allows us to translate results from first return generating
functions to Schur functions and vice versa. For convenience, we will work with the former
ones. Then, the factorization property stated in the theorem can be rewritten as
zaV (z) = (aLVLC(z)⊕ z1VR)(z1VL ⊕ aRVCR(z)), (13)
where aV (z) = zf †V (z), aLVLC(z) = zfL†VLC(z) and aRVCR(z) = zfR†VCR(z) are respectively the
first return generating functions of V , VLC and VCR with respect to U , ULC and UCR.
If P and P ⊥ = 1H −P are the orthogonal projections of H onto V and V  respectively,
from (5) and (6) we find that
aV (z) = ∑
n≥1
znPU(P ⊥U)n−1P = zPUP + z2PUP ⊥ (1H − zP ⊥UP ⊥)−1P ⊥UP. (14)
Denoting by PA and QA the orthogonal projections of H onto HA and VA respectively,
we can express U = ULCPL + PRUCRPCR + ULCUCRPCR and P ⊥ = (PL −QL) + (PR −QR).
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This allows us to write
P ⊥UP ⊥ = TL + TR + T,
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
TL = (PL −QL)ULC(PL −QL),
TR = (PR −QR)UCR(PR −QR),
T = (PL −QL)ULCUCR(PR −QR).
Since TLTR = TRTL = TTL = TRT = T 2 = 0H and ∥TL∥, ∥TR∥, ∥T ∥ ≤ 1, we get for ∣z∣ < 1,
(1H − zP ⊥UP ⊥)−1 = (1H − zTL − zTR − zT )−1 = [(1H − zTR)(1H − zTL) − zT ]−1
= (1H − zTL)−1[1H − (1H − zTR)−1zT (1H − zTL)−1]−1(1H − zTR)−1
= (1H − zTL)−1(1H − zT )−1(1H − zTR)−1 = (1H − zTL)−1(1H + zT )(1H − zTR)−1
= PL(1H − zTL)−1zT (1H − zTR)−1PR + PL(1H − zTL)−1PL +PR(1H − zTR)−1PR + PC .
Inserting this identity into (14) gives
aV (z) = zPUP + z3PU(PL −QL)(1H − zTL)−1T (1H − zTR)−1(PR −QR)UP
+ z2PU [(PL −QL)(1H − zTL)−1(PL −QL) + (PR −QR)(1H − zTR)−1(PR −QR)]UP.
Moreover, from the splitting P = QL +PC +QR we find that
PUP = QLCULCQL +QRUCRQCR +QLCULCUCRQCR,
(PL −QL)UP = (PL −QL)ULCQL + (PL −QL)ULCUCRQCR,
PU(PR −QR) = QRUCR(PR −QR) +QLCULCUCR(PR −QR),
PU(PL −QL) = QLCULC(PL −QL), (PR −QR)UP = (PR −QR)UCRQCR.
Rewriting ULCUCR = ULCQLCQCRUCR in the above relations and combining them with
the preceding expression of aV (z) yields
zaV (z) = (aL(z) + zQR)(zQL + aR(z)), (15)
aL(z) = zQLCULCQLC + z2QLCULC(PL −QL)(1H − zTL)−1(PL −QL)ULCQLC ,
aR(z) = zQCRUCRQCR + z2QCRUCR(PR −QR)(1H − zTR)−1(PR −QR)UCRQCR. (16)
Let SA and S
⊥
A = 1HA−SA be the orthogonal projections of HA onto VA and V A respectively.
Considering aL(z) and aR(z) as functions with values in operators on HLC and HCR
respectively amounts to substituting QLC → SLC , QCR → SCR, PL−QL = PLC −QLC → S⊥LC
and PR −QR = PCR −QCR → S⊥CR in (16), so that
aL(z) = zSLCULCSLC + z2SLCULCS⊥LC(1HLC − zS⊥LCULCS⊥LC)−1S⊥LCULCSLC ,
aR(z) = zSCRUCRSCR + z2SCRUCRS⊥CR(1HCR − zS⊥CRUCRS⊥CR)−1S⊥CRUCRSCR.
According to (14), this identifies aL = aLVLC and a
R = aRVCR .
Finally, since aV , aLVLC and a
R
VCR
must be actually understood as functions with values
in operators on V , VLC and VCR respectively, we should rewrite (15) as (13). 
We point out that the notions of transfer (or characteristic) operator-valued function and
its factorization, starting with work of Livsˇic, Brodski˘ı, Potapov, Sakhnovich and others
(see [23] and references therein), has played a very important role in areas of analysis that
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stretch all the way from linear system theory to the study of Wiener-Hopf type problems.
We expect to explore connections with these topics in a future publication.
Let us illustrate the general result of Theorem 2.5 by reconsidering the overlapping
factorizations of Example 2.3.
Example 2.6. Let U be the first of the unitary operators of Example 2.3, with overlapping
subspace HC = span{ψ3}. Using (5) we can compute the Schur function fV for any
subspace V = VL⊕HC ⊕VR with VL ⊂HL = span{ψ1, ψ2} and VR ⊂HR = span{ψ4, ψ5, ψ6}.
We present below two of these results,
VL = VR = {0}, V = span{ψ3}, fψ3(z) = 2z − 12 − z 3z − 13 − z ,
VL = {0}, VR = span{ψ4}, V = span{ψ3, ψ4}, fV (z) = ( z−12 z+12z+1
2
z−1
2
)(3z−13−z 0
0 1
) .
In the second case the matrix representation of fV is calculated in the basis {ψ3, ψ4}. The
computation of the Schur functions with respect to ULC and UCR shows that the first
factorization is fψ3 = f
R
ψ3
fLψ3 , while the second one corresponds to fV = f
R
V (fLψ3 ⊕ 1).
Assume now that U is the second operator of Example 2.3. A Schur factorization appears
for any subspace V = VL ⊕HC ⊕ VR, with HC = span{ψ2, ψ3}, VL ⊂ HL = span{ψ1} and
VR ⊂ HR = span{ψ3, ψ4, ψ5}. For instance, when V = HC, similar matrix computations
using (5) and the basis {ψ2, ψ3} give
fHC(z) = (
z−1
2
z+1
2
z+1
2
z−1
2
)( z−1z+3 2 z+1z+3
2 z+1
z+3
z−1
z+3
) ,
which corresponds to the factorization fHC = f
R
HC
fL
HC
. ∎
As we will see, the standard Khrushchev formula, as well as new matrix versions of this
one, can be derived as mere applications of the previous theorem, which therefore can
be viewed as an abstract operator generalization of Khrushchev’s formula. The standard
operator approach to the scalar Khrushchev formula uses a different strategy: the factor-
ization of a Schur function comes from a decoupling of a unitary operator as a direct sum
of other two ones by introducing a perturbation. In contrast, our approach avoids the need
for perturbations by allowing for a factorization with an overlapping subspace instead of
enforcing a strict decoupling. It is precisely the absence of perturbations that makes the
new proof simpler and easier to generalize.
The Schur factorization of Theorem 2.5 is a direct consequence of the Taylor expansion
for the Schur function of a spectral measure, together with the simple assumption of an
overlapping factorization for unitaries. Both, the proof of such an expansion and the
proof of the preceding theorem are surprisingly simple and are of purely algebraic nature.
Nevertheless, to guess the operator expression for the Taylor coefficients of a Schur function
as well as the statement of the above operator generalization of Khrushchev’s formula is
something that, at least to us, would have been unimaginable without the guide provided
by the physical ideas behind quantum recurrence, and the path counting approach to
Khrushchev’s formula which is illustrated below.
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3. Khrushchev’s formula for unitaries via path counting
Although not as efficient as the formal proof of Theorem 2.5, path counting allows us
to “get our hands on” the “miracle” of Khrushchev’s formula and to improve the under-
standing of its dynamical meaning. The path counting approach requires the choice of
an orthonormal basis {ψj} of H obtained by enlarging a basis of the subspace V . First,
we will identify a unitary operator U on H with its matrix representation U = (Uj,k) in
the basis {ψj}. Then, we introduce a diagrammatic representation of U as a discrete time
quantum evolution operator: each coefficient Uj,k = ⟨ψj ∣Uψk⟩ will be understood as the
amplitude of the one-step transition from ψk to ψj , and it will be pictorially represented
as
ψj ← ψk ≡ j k
Uj,k
(17)
The natural tool for this approach is the first return generating function aV (z) = zf †V (z),
rather than the Schur function fV (z) itself. Bearing in mind the expression of the Taylor
coefficient aV,n given in (6), its matrix coefficients read as
⟨ψj ∣aV,nψk⟩ = ∑
ψki∉V
Uj,kn−1Ukn−1,kn−2⋯Uk2,k1Uk1,k. (18)
Resorting again to quantum nomenclature, we will name the quantity
A(ψj ← ψkn−1 ← ⋯← ψk1 ← ψk) ∶= Uj,kn−1Ukn−1,kn−2⋯Uk2,k1Uk1,k
the amplitude of the path Λ ≡ ψj ← ψkn−1 ← ⋯ ← ψk1 ← ψk of length n. The sum in
(18) is over the amplitudes A(Λ) of all the n-step paths Λ connecting the vectors ψk and
ψj with no vector from the subspace V appearing at the intermediate steps. Since each
amplitude A(Λ) appearing in ⟨ψj ∣aV (z)ψk⟩ carries a factor zlength(Λ), we conclude that the
matrix coefficients of the first return generating function can be expressed in terms of path
amplitudes as ⟨ψj ∣aV (z)ψk⟩ = AVj,k(z), where
A
V
j,k(z) ∶= ∑
Λ∈℘j,k(V )
A(Λ)zlength(Λ), ℘j,k(V ) = set of all paths from ψk to ψjavoiding V at intermediate steps. (19)
That is, we get the generating function aV (z) by adding the amplitudes of all the paths
which start at a basis vector of V and return to V only at the last step, with a factor z
accompanying each single step along the paths. From this point of view, equality (7) has
an obvious meaning: If V = H is the whole Hilbert space, any vector returns trivially to
the subspace in one step, thus ℘j,k(H ) is simply the one-step path from ψk to ψj and
aH (z) = zU. (20)
Identity (19), together with the relation aV (z) = zf †V (z) from (6), can be used to get a
closer look at Khrushchev’s formula using simple path counting methods. These methods
are based on a splitting of the generating function aV (z) which is different from the splitting
based on the length of the loops leading to the Taylor expansion. This can be illustrated
for instance with any of the unitaries given in Example 2.3, but for simplicity we will use
a model with fewer transitions.
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Example 3.1. Consider a unitary operator U whose matrix representation with respect to
some orthonormal basis {ψj} has the form
⎛⎜⎜⎜⎜⎜⎜⎝
1
2
−1
2
1
2
1
2
0 0
1√
2
1√
2
0 0 0 0
−1
2
1
2
1
2
1
2
0 0
0 0 1
2
−1
2
1
2
1
2
0 0 0 0 1√
2
−1√
2
0 0 −1
2
1
2
1
2
1
2
⎞⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a −a bd bd 0 0
b b 0 0 0 0−a a bd bd 0 0
0 0 c −c c c
0 0 0 0 d −d
0 0 −c c c c
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a −a b 0 0 0
b b 0 0 0 0−a a b 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 d d 0 0
0 0 c −c c c
0 0 0 0 d −d
0 0 −c c c c
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and its overlapping factorization given above, where a = 1/2 = c and b = 1/√2 = d. The
overlapping subspace is HC = span{ψ3}, while the left and right subspaces are HL =
span{ψ1, ψ2} and HR = span{ψ4, ψ5, ψ6} respectively. Following (17), the operator U ,
as well as the left and right operators ULC and UCR implicit in the above overlapping
factorization, can be depicted respectively by the diagrams
1 4
3 5
2 6
a
b
−a−a
b
a
bd
bd
c
−c
bd
bd
−c
c
c
d
c
c
−d
c
1
2
3
b
b
4
6
3 5
d
d
(21)
The overlapping subspace is highlighted in red and, for convenience, the diagrams of ULC
and UCR only show explicitly the amplitudes which differ from the analogous ones in the
diagram of U . Note the absence of one-step transitions from HL to HR in the diagram of
U , which is the diagrammatic meaning of the condition PRUPL = 0H in (9) characterizing
the existence of an HC-overlapping factorization in finite dimension.
We can now understand the factorization of fψ3 by path counting arguments applied
to aψ3 . Choosing V = span{ψ3} and VL = VR = {0} in the diagram of U , we can identify
aψ3 = A
ψ3
3,3 as a sum like (19) over the loops ℘3,3(ψ3) which hit ψ3 only at the beginning and
the end. We can split the loops contained in ℘3,3(ψ3) into three classes: loops avoiding
the left and right subspaces all together, loops which pass only through the right or the
left subspace and loops which pass through both subspaces. This yields the following
decomposition of aψ3
aψ3(z) = bdz +Aψ33,1(z) bdz + bdz Aψ34,3(z) +Aψ33,1(z) bdz Aψ34,3(z),
= z−1 (bz +Aψ33,1(z) bz) (dz + dz Aψ34,3(z)) . (22)
For example, every loop Λ ∈ ℘3,3(ψ3) hitting only the left subspace must start with the
step ψ1 ← ψ3, which contributes with a factor bdz to the corresponding term A(Λ)zlength(Λ)
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of Aψ33,3(z). The contribution of the rest of the steps ψ3 ← ⋯ ← ψ1 of this kind of loops is
accounted for in Aψ33,1(z).
Note that the absence of one-step transitions from the left to the right subspace implies
that the loops of ℘3,3(ψ3) hitting both subspaces must start going from ψ3 to the right,
crossing to the left at some step and then remaining there until the return to ψ3. This
leads to a relation between the left, right and left-right contributions to aψ3 , which ends
up in the factorization (22).
A similar analysis for the diagrams of the left and right operators shows that the corre-
sponding generating functions can be expressed as
aLψ3(z) = bz +Aψ33,1(z) bz, aRψ3(z) = dz + dz Aψ34,3(z).
Here we have taken into account that the paths and amplitudes of the initial diagram
involved in Aψ33,1 and A
ψ3
4,3 coincide with those of the left and right diagrams respectively
because no path can cross from the left subspace to the right one without hitting ψ3.
Therefore, (22) can be rewritten as
zaψ3(z) = aLψ3(z)aRψ3(z),
which, in view of relation (6) between first return generating functions and Schur functions,
gives the desired factorization
fψ3 = f
R
ψ3
fLψ3 .
A direct calculation using (5) yields
fLψ3(z) = 2z2 − (1 +
√
2)z +√2√
2z2 − (1 +√2)z + 2 , fRψ3(z) =
2
3
2z3 − 2z2 − (√2 − 1)z + 2
2z3 − (√2 − 1)z2 − 2z + 2 32 . (23)
Path counting arguments also work in factorizing matrix Schur functions. Consider for
example the subspace V = span{ψ3, ψ5}. Since ⟨ψj ∣aV (z)ψk⟩ = AVj,k(z), a splitting of the
paths ℘j,k(V ), j, k ∈ {3,5}, for the initial diagram, similar to that one performed in the
previous case, leads to
⟨ψ3∣aV (z)ψ3⟩ = bdz +Aψ33,1(z) bdz + bdz AV4,3(z) + Aψ33,1(z) bdz AV4,3(z), ⟨ψ5∣aV (z)ψ3⟩ = AV5,3(z),
⟨ψ3∣aV (z)ψ5⟩ = bdz AV4,5(z) + Aψ33,1(z) bdz AV4,3(z), ⟨ψ5∣aV (z)ψ5⟩ = AV5,5(z),
where once again Aψ33,1 and A
V
4,3, A
V
5,3, A
V
4,5, A
V
5,5 coincide with those computed with the left
and right diagrams respectively. Therefore, identifying the first return generating functions
aV and aRV with their representations in the basis {ψ3, ψ5}, we obtain
zaV (z) = ⎛⎝
(bz +Aψ33,1(z) bz)(dz + dzAV4,3(z)) (bz + Aψ33,1(z) bz) dzAV4,5(z)
zAV5,3(z) zAV5,5(z)
⎞
⎠
= (bz + Aψ33,1(z) bz 0
0 z
)⎛⎝
dz + dzAV4,3(z) dzAV4,5(z)
A
V
5,3(z) AV5,5(z)
⎞
⎠ = (aLψ3(z)⊕ z)aRV (z).
This leads to
fV = f
R
V (fLψ3 ⊕ 1),
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where fLψ3 is given in (23), while using (5) again yields
fRV (z) = 1√
2(z2 − 2) (
2z2 − z − 2 −z
−z 2z2 + z − 2) .
Note that not only PRUPL vanishes, but so does PˆRUPˆL, where PˆL and PˆR are the
orthogonal projections onto HˆL = span{ψ5, ψ6} and HˆR = span{ψ1, ψ2, ψ3} respectively.
This means that U has another overlapping factorization with left and right subspaces HˆL
and HˆR, and overlapping subspace HˆC = span{ψ4}. Indeed, using the previous values of
a, b, c, d,
⎛⎜⎜⎜⎜⎜⎜⎝
1
2
−1
2
1
2
1
2
0 0
1√
2
1√
2
0 0 0 0
−1
2
1
2
1
2
1
2
0 0
0 0 1
2
−1
2
1
2
1
2
0 0 0 0 1√
2
−1√
2
0 0 −1
2
1
2
1
2
1
2
⎞⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a −a a a 0 0
b b 0 0 0 0−a a a a 0 0
0 0 bd −bd c c
0 0 0 0 d −d
0 0 −bd bd c c
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 d c c
0 0 0 0 d −d
0 0 0 −d c c
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a −a a a 0 0
b b 0 0 0 0−a a a a 0 0
0 0 b −b 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
This will generate Khrushchev’s formulas for subspaces containing ψ4. ∎
The previous example illustrates the dynamical meaning of the factorization obtained
in Theorem 2.5, which has its origin in the fact that the overlapping subspace HC blocks
all the possible ways of passing from the left to the right subspace. This allows an easy
control of the paths contributing to aV (z) since they cannot cross from the left to the right
because they must avoid V = VL⊕HC ⊕VR. These paths, which return to V avoiding it at
intermediate steps, either finish after one step in V , or visit only one of the left and right
subspaces, or move to the right and once crossing over to the left they remain there until
their return to V . As a consequence, the return properties of the left and right subsystems
control the return properties of the whole system, leading to the factorization of first return
generating functions. Thus, the operator generalization of Khrushchev’s formula provided
by Theorem 2.5 acquires a quantum dynamical meaning: it codifies the splitting of a first
return generating function caused by the fact that the subspace of return V blocks the
transitions from a subspace of H ⊖ V to its orthogonal complement.
4. Matrix Khrushchev’s formulas from CMV matrices
Let us start summarizing the state of the art concerning the generalization to the
matrix-valued setting of the ideas involved in Khrushchev’s formula (see [14] and refer-
ences therein). The Schur algorithm has a version for Schur functions f with values in
d × d matrices,
f0(z) = f(z),
fj+1(z) = z−1(ρRj )−1[fj(z) −αj][1 − α†jfj(z)]−1ρLj , αj = fj(0), j ≥ 0, (24)
where 1 stands for the d × d unit matrix, the matrix Schur parameters αj satisfy ∥αj∥ ≤ 1
and ρL,Rj are the non-negative square roots
ρLj = (1 − α†jαj)1/2, ρRj = (1 − αjα†j)1/2. (25)
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The iterates fj are again Schur functions with Schur parameters (αj , αj+1, αj+2, . . . ), while
the inverse iterates bj are defined in the matrix case as the Schur functions with Schur
parameters (−α†j−1,−α†j−2, . . . ,−α†1,1).
The matrix Schur algorithm terminates if ∥αj∥ = 1 for some j, which holds exactly when
the related matrix measure µ on T satifies ∫ φ(z)† dµ(z)φ(z) = 0 for some non null d-vector
polynomial φ(z). Otherwise µ is called a non-trivial measure. Schur functions correspond-
ing to non-trivial matrix measures are hence characterized by infinite sequences of matrix
Schur parameters satisfying ∥αj∥ < 1. These parameters at the same time provide the
matrix coefficients of the recurrence relation for the orthogonal polynomials with respect
to the measure (see below), thus they are also known as the matrix Verblunsky coefficients
of the measure.
Any matrix measure µ defines the left- and right-module sesquilinear functions
⟪g∣h⟫L = ∫ h(z)dµ(z)g(z)†, ⟪g∣h⟫R = ∫ g(z)† dµ(z)h(z), (26)
in a Hilbert space of d × d-matrix functions with the matrix Laurent polynomials as a
dense subset. When µ is non-trivial, the application of the Gram-Schmidt process to{1,1z,1z2, . . . } with respect to ⟪⋅ ∣ ⋅⟫L,R yields an infinite sequence of left and right or-
thonormal polynomials ϕL,Rj respectively, i.e. satisfying ⟪ϕLj ∣ϕLk⟫L = ⟪ϕRj ∣ϕRk ⟫R = δj,k1.
The freedom in the choice of the orthonormal polynomials can be fixed by the conditions
κLj+1(κLj )−1 > 0 and (κRj )−1κRj+1 > 0 on their leading coefficients κL,Rj , where 0 stands for the
d × d null matrix. We will assume this choice in what follows.
Finitely supported matrix measures never fall into the class of non-trivial measures but,
except for the scalar case, they do not exhaust all the measures outside of this class. We
will deal eventually with finitely supported matrix measures on T having only a finite
number of Schur parameters and orthonormal polynomials. Nevertheless, for convenience,
we will in general assume that the measure µ on T is non-trivial unless it is explicitly
stated otherwise.
Bearing in mind the expression for the right and left “inner products” (26), we should
expect a matrix version of Khrushchev’s formula relating the Schur functions of the mea-
sures ϕLj dµ (ϕLj )† and (ϕRj )†dµϕRj to the iterate fj and the inverse iterate bj of the Schur
function f of µ. However, to the best of our knowledge no such relation has been obtained
prior to this paper. Theorem 2.5 will be the key to obtain such a matrix Khrushchev
formula. For this purpose we will use the so called CMV basis χj and xj given by
χ2k(z) = zkϕL,†2k (z−1), x2k(z) = z−kϕR2k(z),
χ2k+1(z) = z−kϕR2k+1(z), x2k+1(z) = zkϕL,†2k+1(z−1). (27)
These are right orthonormal matrix Laurent polynomials, i.e. ⟪χj ∣χk⟫R = ⟪xj ∣xk⟫R = δj,k1.
The analogous left orthonormal Laurent polynomials are not independent of these ones,
but they are given by χ†j(z−1) and x†j(z−1). From (27) we find that
χ†j dµχj = {ϕLj dµ (ϕLj )†,(ϕRj )†dµϕRj , x
†
j dµxj = {(ϕRj )†dµϕRj even j,ϕLj dµ (ϕLj )† odd j. (28)
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Therefore, the matrix Khrushchev formula that we are searching for is indeed a statement
about the Schur functions of the matrix measures χ†j dµχj and x
†
j dµxj .
The advantage of the CMV basis relies on the simplicity of their recurrences, given by
zχ(z) = χ(z)C, χ = (χ0, χ1, χ2, . . . ); zx(z) = x(z) Cˆ , x = (x0, x1, x2, . . . ), (29)
where C = LM and Cˆ = ML, known as block CMV matrices, are unitary band matrices
generated by the unitary factors
L = Θ(α0)⊕Θ(α2)⊕Θ(α4)⊕⋯,
M = 1⊕Θ(α1)⊕Θ(α3)⊕⋯, Θ(αj) = (
α
†
j ρ
L
j
ρRj −αj
) . (30)
Here αj are the Verblunsky coefficients of µ and ρ
L,R
j are defined as in (25). More explicitly,
C =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α†0 ζ
L
1 σ
L
1
ρR0 ω
L
1 η
L
1
ζR2 ω
R
2 ζ
L
3 σ
L
3
σR2 η
R
2 ω
L
3 η
L
3
ζR4 ω
R
4 ζ
L
5 . . .
σR4 η
R
4 ω
L
5 . . .
. . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Cˆ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α†0 ρ
L
0
ζR1 ω
R
1 ζ
L
2 σ
L
2
σR1 η
R
1 ω
L
2 η
L
2
ζR3 ω
R
3 ζ
L
4 σ
L
4
σR3 η
R
3 ω
L
4 η
L
4
ζR5 ω
R
5 . . .
. . . . . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (31)
ωLj = −αj−1α†j , ζLj = ρLj−1α†j, ηLj = −αj−1ρLj , σLj = ρLj−1ρLj ,
ωRj = −α†jαj−1, ζRj = α†jρRj−1, ηRj = −ρRj αj−1, σRj = ρRj ρRj−1.
(32)
Note that Cˆ({αj}) = C({αTj })T because Θ(αj)T = Θ(αTj ).
Consider the d × d-block CMV matrix C with Verblunsky coefficients (α0, α1, . . . ) as a
unitary operator X ↦ CX on ℓ2. The block structure splits the canonical basis {ej} of ℓ2
into subsets of d consecutive vectors as
{e0, e1, e2, . . . } = {e0, e1, . . . , ed−1} ∪ {ed, ed+1, . . . , e2d−1} ∪⋯
Let Vj = span{ejd, ejd+1, . . . , ejd+d−1} be the d-dimensional subspace spanned by the j-th of
these subsets, and let Pj be the orthogonal projection of ℓ2 onto Vj . We will refer to Vj as
the canonical subspaces of ℓ2. From (29) we obtain
∫ znχj(z)† dµ(z)χk(z) = Pj CnPk, n ∈ Z.
According to (4), this identifies the C-spectral measure of Vj as dµVj = χ
†
j dµχj, whose Schur
function fVj should be involved in a matrix version of Khrushchev’s formula. In particular,
the orthogonality measure µ with Verblunsky coefficients (α0, α1, . . . ) is at the same time
the C-spectral measure µV0 of the first canonical subspace V0 = span{e0, e1, . . . , ed−1} since
χ0 = 1. Similar results hold for the block CMV matrix Cˆ and the CMV basis xj , so the
Cˆ-spectral measure of Vj is given by dµˆVj = x
†
j dµxj and µ = µˆV0.
Behind the above identification of the C-spectral measure µVj lies the unitary equivalence
between the block CMV operator C and a unitary multiplication operator. This last one is
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the operator Uµ given in (3) but considering L2µ as the Hilbert space of (column) d-vector
functions with inner product
⟨φ∣ψ⟩R = ∫ φ(z)† dµ(z)ψ(z). (33)
The identity ∫ χj(z)† dµ(z)zχk(z) = Pj CPk shows that the unitary equivalence assigns the
canonical vector ejd+m to the m-th d-vector column χj,m of χj = (χj,0, . . . , χj,d−1), so that Vj
corresponds to the subspace of L2µ spanned by the columns of χj. Hence, the Uµ-spectral
measure of this subspace, χ†j dµχj , coincides with the C-spectral measure of Vj .
Once we know that CMV Schur functions of canonical subspaces are natural candi-
dates to appear in a matrix Khrushchev formula, it remains to apply Theorem 2.5 to
factorize such Schur functions. This requires factorizations of CMV matrices with an over-
lapping canonical subspace. Denote by Pk<j and Pk>j the orthogonal projections of ℓ2 onto
⊕k<j Vk and ⊕k>j Vk respectively. The explicit form of the block CMV matrix C shows
that Pk<jCPk>j vanishes for even j, while Pk>jCPk<j vanishes for odd j. This ensures the
existence of Vj-overlapping factorizations of C for any canonical subspace Vj, with left and
right subspaces
HL =⊕
k>j
Vk, HR =⊕
k<j
Vk, even j,
HL =⊕
k<j
Vk, HR =⊕
k>j
Vk, odd j.
(34)
A similar result holds for the CMV matrix Cˆ, but exchanging the parity of the index j.
This kind of overlapping factorizations can be explicitly obtained. For instance, bear-
ing in mind (31) and (32), we can directly check the following V2- and V3-overlapping
factorizations,
C =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
α
†
2 ζ
L
3 σ
L
3
ρR2 ω
L
3 η
L
3
ζR4 ω
R
4 ζ
L
5 . . .
σR4 η
R
4 ω
L
5 . . .
. . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α
†
0 ζ
L
1 σ
L
1
ρR0 ω
L
1 η
L
1
ρR1 −α1
1
1
1
⋱
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
α
†
0 ζ
L
1 σ
L
1
ρR0 ω
L
1 η
L
1
ζR2 ω
R
2 ρ
L
2
σR2 η
R
2 −α2
1
1
⋱
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1
α
†
3 ρ
L
3
ζR4 ω
R
4 ζ
L
5 . . .
σR4 η
R
4 ω
L
5 . . .
. . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(35)
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To express these factorizations in the general case, we will make explicit the dependence
of a block CMV matrix on its Verblunsky coefficients, rewriting for instance the matrices
in (31) as C = C(α0, α1, . . . ) and Cˆ = Cˆ(α0, α1, . . . ).
We also need the finite version of block CMV matrices. The finite sequence of Schur
parameters (α0, α1, . . . , αN−1,1) defines a rational inner Schur function f(z) obtained by
inverting the Schur algorithm starting from fN(z) = 1. The related measure µ is supported
on N+1 points of T, thus it generates N+1 orthonormal polynomials ϕL,Rj and orthonormal
Laurent polynomials χj , xj . The recurrence for this finite CMV basis is
zχ(z) = χ(z)CN , χ = (χ0, χ1, . . . , χN); zx(z) = x(z) CˆN , x = (x0, x1, . . . , xN),
with CN = CN(α0, . . . , αN−1) and CˆN = CˆN(α0, . . . , αN−1) finite block CMV matrices obtained
truncating C = C(α0, α1, . . . ) and Cˆ = Cˆ(α0, α1, . . . ) on V0⊕V1⊕⋯⊕VN and setting αN → 1.
For instance,
C3 =
⎛⎜⎜⎜⎜⎝
α
†
0 ζ
L
1 σ
L
1
ρR0 ω
L
1 η
L
1
ζR2 ω
R
2 ρ
L
2
σR2 η
R
2 −α2
⎞⎟⎟⎟⎟⎠
, Cˆ3 =
⎛⎜⎜⎜⎜⎝
α
†
0 ρ
L
0
ζR1 ω
R
1 ζ
L
2 σ
L
2
σR1 η
R
1 ω
L
2 η
L
2
ρR2 −α2
⎞⎟⎟⎟⎟⎠
.
Using (30) we find as in the semi-infinite case we may write CN = LNMN and CˆN =MNLN ,
where LN and MN are the unitary factors
LN ={Θ(α0)⊕Θ(α2)⊕⋯⊕Θ(αN−1),
Θ(α0)⊕Θ(α2)⊕⋯⊕Θ(αN−2)⊕ 1, MN ={
1⊕Θ(α1)⊕Θ(α3)⊕⋯⊕Θ(αN−2)⊕ 1, odd N,
1⊕Θ(α1)⊕Θ(α3)⊕⋯⊕Θ(αN−1), even N.
As in the semi-infinite case, the CN -spectral measure of Vj is dµVj = χ
†
j dµχj so that µV0 = µ,
and analogously for CˆN and xj .
With this notation, the factorizations in (35) read as
C(α0, α1, . . . ) = [12 ⊕ C(α2, α3, . . . )][C2(α0, α1)⊕ 1∞]
= [C3(α0, α1, α2)⊕ 1∞][13 ⊕ Cˆ(α3, α4, . . . )],
where 1j stands for the identity matrix of order jd, so that 1 = 11.
To sum up the discussion, a Vj-overlapping factorization of block CMV matrices for an
arbitrary canonical subspace Vj is provided by the following proposition.
Proposition 4.1. The block CMV matrices C, Cˆ with Verblunsky coefficients (α0, α1, . . . )
admit for any j ∈ N the Vj-overlapping factorizations
C = {(1j ⊕ C(j))(Cj ⊕ 1∞),(Cj ⊕ 1∞)(1j ⊕ Cˆ(j)), Cˆ = {
(Cˆj ⊕ 1∞)(1j ⊕ Cˆ(j)), even j,(1j ⊕ C(j))(Cˆj ⊕ 1∞), odd j,
where Cj = Cj(α0, . . . , αj−1), C(j) ∶= C(αj , αj+1, . . . ) and analogously for Cˆj, Cˆ(j).
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Proof. In the factorization C = LM, each block Θ(αj) acts on the subspace Vj ⊕Vj+1, thus
it commutes with Θ(αk) if k ≠ j ± 1. This allows the following rearrangement for even j,
C = [⋯ ⊕Θ(αj−2) ⊕Θ(αj) ⊕Θ(αj+2) ⊕⋯][⋯⊕Θ(αj−3)⊕Θ(αj−1)⊕Θ(αj+1)⊕Θ(αj+3)⊕⋯]
= [1j ⊕Θ(αj)⊕Θ(αj+2)⊕Θ(αj+4)⊕⋯][1j ⊕ 1⊕Θ(αj+1)⊕Θ(αj+3)⊕⋯]
[Θ(α0)⊕Θ(α2)⊕⋯⊕Θ(αj−2)⊕ 1⊕ 1∞][1⊕Θ(α1)⊕Θ(α3)⊕⋯⊕Θ(αj−1)⊕ 1∞]
= (1j ⊕ C(j))(Cj ⊕ 1∞),
while for odd j we have,
C = [⋯⊕Θ(αj−3)⊕Θ(αj−1)⊕Θ(αj+1)⊕Θ(αj+3)⊕⋯][⋯⊕Θ(αj−2)⊕Θ(αj)⊕Θ(αj+2)⊕⋯]
= [Θ(α0)⊕Θ(α2)⊕⋯⊕Θ(αj−1)⊕ 1∞][1⊕Θ(α1)⊕Θ(α3)⊕⋯⊕Θ(αj−2)⊕ 1⊕ 1∞]
[1j ⊕ 1⊕Θ(αj+1)⊕Θ(αj+3)⊕⋯][1j ⊕Θ(αj)⊕Θ(αj+2)⊕Θ(αj+4)⊕⋯]
= (Cj ⊕ 1∞)(1j ⊕ Cˆ(j)).
The factorizations of Cˆ follow from those of C using the relation Cˆ({αk}) = C({αTk })T . 
Remark 4.2. Proposition 4.1 remains valid for finite block CMV matrices CN(α0, . . . , αN−1)
and CˆN(α0, . . . , αN−1) after the obvious replacements C(j) → C(j)N ∶= CN−j(αj , . . . , αN−1) and
Cˆ(j) → Cˆ(j)N ∶= CˆN−j(α0, . . . , αN−1).
In spite of their simplicity, the above factorizations of CMV matrices seem not to have
been noticed previously, not even in the scalar case. They are different from the decoupling
that is used sometimes in the operator approach to OPUC. This kind of decoupling comes
for instance by substituting Θ(αj−1) by the identity matrix, giving rise to the relations
C = {Cj−1 ⊕ C(j) +Kj,
Cj−1 ⊕ Cˆ(j) +Kj, Cˆ = {
Cˆj−1 ⊕ Cˆ(j) + Kˆj, even j,
Cˆj−1 ⊕ C(j) + Kˆj, odd j,
where Kj and Kˆj are rank 2d perturbations. Indeed, a decoupling similar to this one has
been used in the case d = 1 to prove the scalar version of Khrushchev’s formula. However,
no matrix version of Khrushchev’s formula has been obtained with this kind of techniques.
Proposition 4.1 does not provide a decoupling because Cj, Cˆj and C(j), Cˆ(j) do not act
on orthogonal subspaces, but on subspaces ⊕k≤j Vk, ⊕k≥j Vk which are orthogonal only up
to the d-dimensional overlapping subspace Vj. However, these overlapping operators yield
a clean factorization of CMV matrices which avoids the finite rank perturbations of the
usual decoupling. This advantage is crucial for the generalization of Khrushchev’s formula
to matrix-valued measures.
In what follows we will refer to the factorizations of Proposition 4.1 as the (standard)
Vj-overlapping factorizations of C and Cˆ.
Theorem 4.3. [Khrushchev’s formula for matrix measures]
Let f be the Schur function of a non-trivial matrix measure µ on T with left and right
orthonormal polynomials ϕL,Rj . If fj and bj are the iterates and inverse iterates of f , then
(1) The Schur function of ϕLj dµ (ϕLj )† is bjfj.
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(2) The Schur function of (ϕRj )†dµϕRj is fjbj.
Proof. Consider the Vj-overlapping factorization of the block CMV matrix C = C({αk}) of
µ, so that HC = Vj and HL, HR are as in (34). According to Proposition 4.1, the left and
right operators are
ULC = {C(j),
Cj ,
UCR = {Cj even j,
Cˆ(j) odd j,
which act respectively on HLC = HL ⊕HC and HCR = HC ⊕HR, i.e. Cj acts on ⊕k≤j Vk,
while C(j) and Cˆ(j) act on ⊕k≥j Vk.
Applying Theorem 2.5 to the above factorization when choosing the subspace V = Vj,
we find that the C-Schur function fVj of Vj factorizes as
fVj =
⎧⎪⎪⎨⎪⎪⎩
bVjf
(j)
Vj
even j,
fˆ
(j)
Vj
bVj odd j,
where bVj , f
(j)
Vj
and fˆ
(j)
Vj
denote the Schur functions of Vj with respect to Cj , C(j) and Cˆ(j)
respectively.
Since Vj is the first canonical subspace of the Hilbert space on which C(j) acts, we know
that the C(j)-spectral measure of Vj has the same Verblunsky coefficients (αj , αj+1, . . . ) as
C(j), thus f (j)Vj = fj . A similar argument yields fˆ
(j)
Vj
= fj .
On the other hand, Vj is the last canonical subspace on which Cj acts. Reordering
the basis of the underlying Hilbert space V0 ⊕ ⋯ ⊕ Vj as Bj ∪ Bj−1 ∪ ⋯ ∪ B0, with Bk ={ekd, ekd+1, . . . , ekd+d−1}, Vj becomes the first subspace. This reordering transforms
Lj({αk})→ Lj({−α†j−k−1}), Mj({αk})→Mj({−α†j−k−1}), odd j,
Lj({αk})→Mj({−α†j−k−1}), Mj({αk})→ Lj({−α†j−k−1}), even j,
thus Cj({αk}) → Cj({−α†j−k−1}) and Cj({αk}) → Cˆj({−α†j−k−1}) for odd and even j respec-
tively. Therefore, the Cj({αk})-spectral measure of the last canonical subspace has the
same Verblunsky coefficients (−α†j−1,−α†j−2, . . . ,−α†0,1) as the spectral measure of the first
canonical subspace with respect to Cj({−α†j−k−1}) or Cˆj({−α†j−k−1}). Hence, bVj = bj .
Summarizing, the Schur function of the C-spectral measure dµVj = χ
†
jdµχj is given by
fVj = {bjfj even j,
fjbj odd j.
A similar analysis starting with the alternative block CMV matrix Cˆ of µ proves that the
Schur function of the Cˆ-spectral measure dµˆVj = x
†
jdµxj factorizes as
fˆVj = {fjbj even j,
bjfj odd j.
Finally, relation (28) between the CMV spectral measures and the measures ϕLj dµ (ϕLj )†,(ϕRj )†dµϕRj allows us to unify the previous results into the statement of the theorem. 
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Concerning the study of quantum systems, the relevance of the above result relies on
the fact that it gives the first return generating function of a site in a block CMV quantum
walk (see Section 5). This provides a way of studying the recurrence properties of the sites
of such a QW. In particular, this result opens the possibility of computing for any vector
of a site the probability of returning to that site and the corresponding expected return
time.
The strength of Theorem 2.5 is not only illustrated by the simplicity of the previous
proof, but it also allows us to obtain more general matrix Khrushchev’s formulas which are
new already for scalar measures. Since Theorem 2.5 can be rewritten as the identification
of the Schur function for the CMV spectral measures χ†j dµχj and x
†
j dµxj , a natural
generalization is to find the Schur functions of the measures
dµ[j,k] =
⎛⎜⎜⎜⎜⎜⎝
χ
†
jdµχj χ
†
jdµχj+1 . . . χ
†
jdµχk
χ
†
j+1dµχj χ
†
j+1dµχj+1 . . . χ
†
j+1dµχk
⋮ ⋮ ⋮
χ
†
k
dµχj χ
†
k
dµχj+1 . . . χ
†
k
dµχk
⎞⎟⎟⎟⎟⎟⎠
, dµˆ[j,k] =
⎛⎜⎜⎜⎜⎜⎝
x
†
jdµxj x
†
jdµxj+1 . . . x
†
jdµxk
x
†
j+1dµxj x
†
j+1dµxj+1 . . . x
†
j+1dµxk
⋮ ⋮ ⋮
x
†
k
dµxj x
†
k
dµxj+1 . . . x
†
k
dµxk
⎞⎟⎟⎟⎟⎟⎠
. (36)
From a quantum mechanical point of view, this question is even more interesting than
the one answered by Theorem 4.3, since it is connected to the recurrence properties of an
arbitrary number of sites. Actually, due to its use for the study of return properties of
QWs, in the case of a scalar measure µ (i.e. d = 1), the 2×2 matrix Schur function of µˆ[j,j+1]
was already computed in [7, Appendix B]. This computation follows an approach which
in a sense is the opposite of the one proposed here, since it uses merely OPUC techniques
(among others, the scalar Khrushchev formula for µ) to obtain a quantum result. Besides,
despite the fact that this computation deals with the simplest matrix case of (36), it is far
from being straightforward and seems hardly generalizable. Things will change with the
new approach given here.
This general question can be reformulated using the d × d-block CMV matrices C, Cˆ of
µ due to their unitary equivalence with the multiplication operator Uµ on the L2µ space
of d-vector functions. Such a unitary equivalence identifies the subspace generated by
the columns of χj or xj with the canonical subspace Vj. This implies that µ[j,k] and
µˆ[j,k], which are the Uµ-spectral measures of the subspaces spanned by the columns of the
vectors χj, χj+1, . . . , χk and xj , xj+1, . . . , xk, can be understood as the spectral measures of
V[j,k] ∶= Vj ⊕ Vj+1 ⊕⋯⊕ Vk with respect to C and Cˆ respectively. Thus, the Schur functions
that we wish to characterize are those attached to the the subspaces V[j,k] by C and Cˆ.
To state this new result we need some other notations concerning CMV matrices. Let
us denote respectively by C[j,k] = C[j,k](αj−1, . . . , αk) and Cˆ[j,k] = Cˆ[j,k](αj−1, . . . , αk) the
principal submatrices of C and Cˆ corresponding to the subspace V[j,k]. For example, using
notation (32),
C[1,4] =
⎛⎜⎜⎜⎜⎝
ωL1 η
L
1
ζR2 ω
R
2 ζ
L
3 σ
L
3
σR2 η
R
2 ω
L
3 η
L
3
ζR4 ω
R
4
⎞⎟⎟⎟⎟⎠
, C[2,5] =
⎛⎜⎜⎜⎜⎝
ωR2 ζ
L
3 σ
L
3
ηR2 ω
L
3 η
L
3
ζR4 ω
R
4 ζ
L
5
σR4 η
R
4 ω
L
5
⎞⎟⎟⎟⎟⎠
.
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The submatrices C[j,k], Cˆ[j,k] become unitary when setting αj−1 → −1 and αk → 1 because
this substitution makes C, Cˆ to split into direct sums which decouple such submatrices.
This defines the finite block CMV unitary truncations
C(j,k) ∶= C[j,k](−1, αj . . . , αk−1,1), Cˆ(j,k) ∶= Cˆ[j,k](−1, αj . . . , αk−1,1). (37)
For instance,
C(1,4) =
⎛⎜⎜⎜⎜⎝
α
†
1 ρ
L
1
ζR2 ω
R
2 ζ
L
3 σ
L
3
σR2 η
R
2 ω
L
3 η
L
3
ρR3 −α3
⎞⎟⎟⎟⎟⎠
= Cˆ
(1)
3 , C(2,5) =
⎛⎜⎜⎜⎜⎝
α
†
2 ζ
L
3 σ
L
3
ρR2 ω
L
3 η
L
3
ζR4 ω
R
4 ρ
L
4
σR4 η
R
4 −α4
⎞⎟⎟⎟⎟⎠
= C
(2)
3 .
In general, these truncations can be expressed in terms of finite block CMV matrices as
C(j,k) =
⎧⎪⎪⎨⎪⎪⎩
Ck−j(αj , . . . , αk−1) = C(j)k−j,
Cˆk−j(αj , . . . , αk−1) = Cˆ(j)k−j, Cˆ(j,k) =
⎧⎪⎪⎨⎪⎪⎩
Cˆk−j(αj , . . . , αk−1) = Cˆ(j)k−j, even j,
Ck−j(αj , . . . , αk−1) = C(j)k−j, odd j.
Note that the dependence of C[j,k] on the extreme Verblunsky coefficients αj−1 and αk can
be factorized as
C[j,k] =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
1k−j ⊕α†k)C(j,k) (−αj−1 ⊕ 1k−j) , even j, k,(−αj−1 ⊕ 1k−j)C(j,k) (1k−j ⊕ α†k) , odd j, k,
C(j,k) (−αj−1 ⊕ 1k−j−1 ⊕ α†k) , even j, odd k,(−αj−1 ⊕ 1k−j−1 ⊕ α†k)C(j,k), odd j, even k.
The corresponding relation between Cˆ[j,k] and Cˆ(j,k) is similar to the above one, but with
the opposite parity for the indices.
Using this notation we have the following extension of Theorem 4.3.
Theorem 4.4. [1st generalized Khrushchev’s formulas for matrix measures]
Let f be the Schur function of a non-trivial matrix measure µ on T with Verblunsky coeffi-
cients αj, CMV basis χj, xj and block CMV matrices C, Cˆ. If fj and bj are the iterates and
inverse iterates of f , then the Schur functions f[j,k], fˆ[j,k] of the measures µ[j,k], µˆ[j,k] given
in (36) are the result of substituting −α†j−1 → bj and αk → fk into C†[j,k], Cˆ†[j,k] respectively.
More explicitly,
f[j,k] =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(bj ⊕ 1k−j)C†(j,k) (1k−j ⊕ fk) , even j, k,
(1k−j ⊕ fk)C†(j,k) (bj ⊕ 1k−j) , odd j, k,
(bj ⊕ 1k−j−1 ⊕ fk)C†(j,k), even j, odd k,
C
†
(j,k) (bj ⊕ 1k−j−1 ⊕ fk) , odd j, even k,
while the expression for fˆ[j,k] is obtained by changing C(j,k) → Cˆ(j,k) and inverting the parity
of the indices in the above expression for f[j,k].
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Proof. The result follows from a triple factorization coming from a two step application of
Theorem 2.5 to the subspace V = V[j,k]. Let us consider the measure µ[j,k] in the case of
even indices j, k. Its Schur function f[j,k] is that one fV[j,k] linked to the subspace V[j,k] by
the block CMV matrix C.
According to Theorem 2.5, the Vj-overlapping factorization of C yields
HL =⊕
l>j
Vl, HR =⊕
l<j
Vl, VL = V[j+1,k], VR = {0}, VLC = V[j,k] = V, VCR = Vj,
ULC = C
(j), UCR = Cj , fV[j,k] = (bVj ⊕ 1k−j)f (j)V[j,k] ,
where f
(j)
V[j,k]
is the C(j)-Schur function of V[j,k] and bVj is the Cj-Schur function of Vj .
Concerning f
(j)
V[j,k]
, the Vk-overlapping factorization of C(j) with underlying Hilbert space
H =⊕l≥j Vj leads to
HL =⊕
l>k
Vl, HR = V[j,k−1] = VR, VL = {0}, VCR = V[j,k] = V, VLC = Vk,
ULC = C
(k), UCR = C
(j)
k−j = C(j,k), f
(j)
V[j,k]
= f
(j,k)
V[j,k]
(1k−j ⊕ f (k)Vk ),
with f
(j,k)
V[j,k]
the C(j,k)-Schur function of V[j,k] and f
(k)
Vk
the C(k)-Schur function of Vk.
Combining the results of both steps we obtain
fV[j,k] = (bVj ⊕ 1k−j)f (j,k)V[j,k](1k−j ⊕ f (k)Vk ).
Since V[j,k] is the whole Hilbert space where C(j,k) acts, (7) implies that f
(j,k)
V[j,k]
(z) = C†(j,k).
To prove the theorem for f[j,k] in the case of even indices j, k, it only remains to use the
arguments in the proof of Theorem 4.3 to show that f
(k)
Vk
= fk and bVj = bj .
The proof for the rest of the cases of the theorem follows similar steps. 
In contrast to Theorem 4.3 which is a novel contribution for matrix measures, the above
result is new even in the case of scalar measures. In such a case, Theorem 4.4 becomes a
novel statement about matrix modifications of scalar measures.
Theorems 4.3 and 4.4 are also valid when µ is the finitely supported measure associated
with CN and CˆN because, as we pointed out in Remark 4.2, these finite block CMV matrices
have the same kind of Vj-overlapping factorizations as the semi-infinite ones. The only
quirks of the finite case is that the measures µ[j,k] and µˆ[j,k] make sense just for k ≤ N ,
and the Schur iterates fj have a finite number of Schur parameters (αj, αj+1, . . . , αN−1,1).
Moreover, when conveniently rewritten, the previous theorems also hold for doubly in-
finite block CMV matrices. These unitary matrices are defined for any doubly infinite
sequence (αj)j∈Z of matrix Verblunsky coefficients with ∥αj∥ < 1 by C = LM and Cˆ =ML,
where
L =⊕
k∈Z
Θ(α2k), M =⊕
k∈Z
Θ(α2k−1),
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and Θ(αj) acts on Vj ⊕ Vj+1. Schur iterates fj and inverse Schur iterates bj can be asso-
ciated with any doubly infinite block CMV matrix by defining them as the Schur func-
tions with infinite Schur parameters (αj , αj+1, . . . ) and (−α†j−1,−α†j−2, . . . ) respectively. The
standard Vj-overlapping factorizations of these matrices are as in Proposition 4.1, with
Cj = Cj(. . . , αj−2, αj−1) and Cˆj = Cˆj(. . . , αj−2, αj−1) defined by truncating the doubly infinite
matrices C and Cˆ on ⊕k≤j Vj and setting αj → 1. The submatrices C[j,k], Cˆ[j,k] and the
unitary truncations C(j,k), Cˆ(j,k) are also naturally extended to the doubly infinite case.
Theorems 4.3 and 4.4 remain valid in this case, restated so that they deal directly with
block CMV matrices, avoiding any reference to orthonormal polynomials or CMV basis.
With the above terminology, the proofs of Theorems 4.3 and 4.4 also serve as proofs of
the following more general one.
Theorem 4.5. [Khrushchev’s formulas for block CMV matrices]
Let C and Cˆ be the block CMV matrices related to a (finite, semi-infinite or doubly infinite)
sequence of d × d Verblunsky coefficients (αj) with Schur iterates fj and inverse Schur
iterates bj. Denote by {ej} the canonical basis of the corresponding ℓ2 space and let Vj =
span{ejd, ejd+1, . . . , ejd+d−1}. Then,
(1) The C-Schur function of Vj is {bjfj , even j,
fjbj , odd j.
(2) The Cˆ-Schur function of Vj is {fjbj , even j,
bjfj , odd j.
Moreover, the Schur functions of Vj ⊕ Vj+1 ⊕⋯⊕ Vk with respect to C, Cˆ are the result of
substituting −α†j−1 → bj and αk → fk into C†[j,k], Cˆ†[j,k] respectively.
We will continue in the next section with a path counting view on the previous theorems.
5. Matrix Khrushchev’s formulas from CMV via path counting
Considering Theorem 4.3 as a result on the CMV Schur function fVj of a canonical
subspace Vj, let us illustrate the path counting approach to the case of a d×d-block CMV
matrix C. As in previous examples of path counting, we will work with the first return
generating function aVj(z) = zf †Vj(z).
Applying (6) to U = C and V = Vj we get the first return (matrix) amplitudes
aVj ,n = ∑
ki≠j
Cj,kn−1Ckn−1,kn−2⋯ Ck2,k1Ck1,j, Cj,k ∶= Pj CPk, (38)
where Pj is the orthogonal projection of ℓ2 onto Vj. Note that, in contrast to (18), Cj,k
does not represent now the (j, k)-th element of C, but the (j, k)-th block which results
when splitting C in d × d blocks. We will refer to the matrix
A(Vj ← Vkn−1 ←⋯← Vk1 ← Vk) ∶= Cj,kn−1Ckn−1,kn−2⋯ Ck2,k1Ck1,k
as the amplitude of the n-step subspace path Λ ≡ Vj ← Vkn−1 ← ⋯ ← Vk1 ← Vk. The
amplitudes appearing in the sum of (38) are associated with those loops of length n having
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Vj as initial and final subspace, but not as any intermediate one. Therefore, aVj(z) = AVjj,j(z)
where
A
V
j,k(z) ∶= ∑
Λ∈℘j,k(V )
A(Λ)zlength(Λ), ℘j,k(V ) = set of all paths from Vk to Vjavoiding V at intermediate steps. (39)
In other words, the generating function aVj(z) comes from the sum of the matrix amplitudes
of all the loops of ℘j,j(Vj), with a factor z for each single subspace step of the loops. To
obtain a matrix Khrushchev formula it only remains to perform a suitable splitting of aVj
using block path counting tricks, and then translate the results to the Schur function fVj
given by aVj(z) = zf †Vj(z).
The path counting approach to Khrushchev’s formulas uses a pictorial representation of
block CMV matrices. Let us think of the canonical subspace Vj as attached to the site
j ∈ Z+ = {0,1,2, . . . } of a semi-infinite lattice, using the symbolic representation
Vj ← Vk ≡ j k
Cj,k
for a one-step subspace path, indicating also its matrix amplitude Cj,k. Then, the steps
allowed by the block CMV matrix C given in (31) can be diagrammatically depicted as
0 2 4
1 3 5
α†0
ρR0
σL1
ηL1
ωR2
ηR2
σL3
ηL3
ωR4
ηR4
σR2
ζR2
ωL1
ζL1
σR4
ζR4
ωL3
ζL3
ωL5
ζL5
(40)
In physical language, this picture corresponds to an interpretation of the Hilbert space
ℓ2 as a quantum state space spanned by basis states ejd+m = ∣j,m⟩ labelled by the quantum
numbers j ∈ Z+ and m ∈ Zd = {0,1, . . . , d − 1}. Each site j of the lattice supports d
internal degrees of freedom collected into the subspace Vj = span{∣j,m⟩}m∈Zd . Diagram
(40) describes the one-step transition (matrix) amplitudes of a QW in this lattice whose
evolution is given by the unitary step matrix C, something that we will call a block CMV
quantum walk.
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Let us fix our attention on an odd site j (the analysis for even j is similar), marked below
in red, and the corresponding generating function aVj built out of the loops of ℘j,j(Vj).
j−3 j−1 j+1 j+3
j−2 j j+2
ωRj−3
ηRj−3
σLj−2
ωRj−1
ηRj−1
ηLj−2
σLj
ηLj
ωRj+1
ηRj+1
σLj+2
ηLj+2
ωRj+3
σRj−1
ωLj−2
ζRj−1
ζLj−2
σRj+1
ζRj+1
ωLj
ζLj
ζRj+3
ωLj+2
ζLj+2
(41)
To perform a factorization of aVj = A
Vj
j,j, let us split the corresponding sum over loops
according to the sides of the site j hit by the intermediate steps of the loop. This amounts
to writing aVj = Σ
0
Vj
+ΣLVj +ΣRVj +ΣLRVj , where Σ0Vj sums only over the self-loops of the site
j, ΣLVj and Σ
R
Vj
include the loops hitting only the left or the right side respectively, and
ΣLRVj takes into account the loops which hit both sides. Since the loops of ℘j,j(Vj) cannot
hit the site j at intermediate steps, a simple inspection of (41) shows that
Σ0Vj = ω
L
j z, Σ
L
Vj
= A
Vj
j,j−1 (ζLj z), ΣRVj = (ηLj z)AVjj+1,j , ΣLRVj = AVjj,j−1 (σLj z)AVjj+1,j . (42)
For instance, all the paths summed in ΣLVj must start with the step Vj−1 ← Vj , which has an
amplitude ζLj and thus contributes with the factor ζ
L
j z. The contribution of the rest of the
steps to a return to Vj starting from Vj−1 are taken into account in A
Vj
j,j−1. The remaining
identities can be derived in a similar fashion. Therefore, combining the results of (42) and
using (32), we obtain
aVj = ω
L
j z +AVjj,j−1 (ζLj z) + (ηLj z)AVjj,j+1 +AVjj,j−1 (σLj z)AVjj+1,j
= z−1[−αj−1z +AVjj,j−1 (ρLj−1z)][α†jz + (ρLj z)AVjj+1,j]. (43)
We can also identify the factors of the above factorization as first return generating
functions related to block CMV matrices. With this aim, let us split diagram (41) at site
A QUANTUM DYNAMICAL APPROACH TO MATRIX KHRUSHCHEV’S FORMULAS 29
j into left and right ones obtained by setting αj → 1 and αj−1 → −1 respectively.
j−2 j j j+2
j−3 j−1 j+1 j+3
ρLj−1
−αj−1 α†j
ρLj
(44)
For convenience, the two diagrams in (44) show explicitly only the amplitudes which differ
from those of (41). To distinguish the mathematical objects associated with (41) from
those related to the left and right diagrams of (44), we will denote the last ones with a
superscript L or R, respectively. Then, the coincidence of amplitudes between (41) and
(44), together with the impossibility of passing from the left to the right without crossing
the site j in (41), implies that
A
Vj ,L
j,j−1 = A
Vj
j,j−1, A
Vj ,R
j+1,j = A
Vj
j+1,j. (45)
This coincidence is key to connect the factorization of aVj with a
L,R
Vj
. Actually, a splitting
of the sum over loops for aL,RVj , similar to that one leading to (43), ends up in
aLVj = −αj−1z +AVjj,j−1 (ρLj−1z), aRVj = α†jz + (ρLj z)AVjj+1,j . (46)
Hence, the factorization (43) reads as
aVj = z
−1aLVj a
R
Vj
,
and can be rewritten in terms of the Schur functions of Vj as
fVj = f
R
Vj
fLVj .
The identification of the left and right diagrams of (44) as the representations of Cj and
C(j) leads to the equalities fRVj = fj and f
L
Vj
= bj following the arguments in the proof of
Theorem 4.3.
The result that connects Schur functions to first return generating functions gives a
quantum dynamical meaning to Schur functions and their Taylor coefficients. The previous
proof of Khrushchev’s formula also uncovers the quantum dynamical content of the Schur
iterates and inverse Schur iterates: a CMV quantum walk can be split at any site j into
a left and a right CMV walk so that the first return generating function of the site j
becomes, up to a factor z, the product of the left and right ones; the j-th iterate encodes
the contributions of the right walk to the first return amplitudes of the site j, while the
j-th inverse iterate comprises the contributions of the left walk.
The path counting method also sheds light on the “magic” of Theorem 4.4. This will
be shown for instance in the case of the Schur function f[j,k] for the measure µ[j,k] given
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in (36), i.e. the C-Schur function fV[j,k] of the subspace V[j,k]. We can recover this Schur
function from the corresponding generating function aV[j,k](z) = zf †V[j,k](z) which, due to
(6), has the block structure aV[j,k] = (AV[j,k]r,s )j≤r,s≤k, with AV[j,k]r,s given in (39).
Assume that j and k are even (the other cases can be analyzed in a similar fashion).
Representing in red the sites related to V[j,k] leads to the following diagram for C,
j k
ωRj
ηRj
ωRk
ηRk
σRj
ζRj
σRk
ζRk
(47)
which can be split into left ∣ center ∣ right diagrams by setting αj → 1 ∣ αj−1 → −1, αk → 1 ∣
αk−1 → −1 respectively.
j j k k
−αj−1 α
†
j
ρRj
−αk−1
ρRk
α
†
k
ρRj−1 ρ
R
k−1
(48)
For convenience, in the diagrams (47) and (48) we only write explicitly the amplitudes
which differ from each other.
Let us use the superscripts L,C,R to denote the mathematical objects related to the left,
center and right diagrams of (48). These diagrams correspond to the block CMV matrices
Cj , C(j,k) and C(k) respectively. According to (20), the first return generating function of
the whole Hilbert space V[j,k] in the center diagram is
aCV[j,k](z) = z C(j,k).
Due to the coincidence of one-step amplitudes, this center diagram has the same blocks
A
V[j,k]
r,s as (47), except for the indices (r, s) ∈ {(j, j), (j + 1, j), (k, k − 1), (k, k)}. Therefore,
aV[j,k](z) coincides with z C(j,k), and thus with z C[j,k], up to the four mentioned blocks,
which are the only ones in which C(j,k) and C[j,k] differ from each other.
Examining the diagrams (47), (48) and using (32) we find that
aLVj = −αj−1z + (ρRj−1z)AVjj−1,j , aRVk = α†kz +AVkk,k+1 (ρRk z),
A
V[j,k]
j,j = ω
R
j z + (ζRj z)AVjj−1,j = α†jaLVj , AV[j,k]k,k−1 = ζRk z +AVkk,k+1 (σRk z) = aRVkρRk−1,
A
V[j,k]
j+1,j = η
R
j z + (σRj z)AVjj−1,j = ρRj aLVj , AV[j,k]k,k = ωRk z +AVkk,k+1 (ηRk z) = −aRVkαk−1,
(49)
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where we have used that A
Vj ,L
j−1,j = A
Vj
j−1,j and A
Vk ,R
k,k+1 = A
Vk
k,k+1 for similar reasons as those
giving (45).
Taking into account that
(C[j,k])j,j = ωRj = −α†jαj−1, (C[j,k])k,k−1 = ζRk = α†kρRk−1,
(C[j,k])j+1,j = ηRj = −ρRj αj−1, (C[j,k])k,k = ωRk = −α†kαk−1,
(49) shows that the blocks of aV[j,k] which differ from those of z C[j,k] are obtained by
substituting −αj−1 → z−1aLVj and α†k → z−1aRVk into the analogous ones of z C[j,k]. These
blocks capture all the dependence of C[j,k] on αj−1 and αk, so we conclude that
aV[j,k](z) = z C[j,k]∣
−αj−1 → z
−1aLVj , α
†
k
→ z−1aRVk
.
Since aV[j,k](z) = zf †V[j,k](z) and the proof of Theorem 4.3 shows that aLVj(z) = zb†j(z) and
aRVk(z) = zf †k(z), the above identity reproduces the result of Theorem 4.4.
6. Matrix Khrushchev’s formulas from Hessenberg matrices
An advantage of the abstract formulation of Khrushchev’s formula given in Theorem 2.5
is that it is also applicable to unitary matrices which are not necessarily banded. This kind
of matrices appear for instance when studying the analogue of Theorem 4.4 for orthonormal
polynomial modifications of a measure. That is, if ϕL,Rj are the orthonormal polynomials
with respect to a matrix measure µ on T, we search for the Schur functions of the measures
dν[j,k] =
⎛⎜⎜⎜⎜⎝
(ϕRj )† dµϕRj (ϕRj )† dµϕRj+1 . . . (ϕRj )† dµϕRk
(ϕRj+1)† dµϕRj (ϕRj+1)† dµϕRj+1 . . . (ϕRj+1)† dµϕRk
⋮ ⋮ ⋮
(ϕRk )† dµϕRj (ϕRk )† dµϕRj+1 . . . (ϕRk )† dµϕRk
⎞⎟⎟⎟⎟⎠
,
dνˆ[j,k] =
⎛⎜⎜⎜⎜⎝
ϕLj dµ (ϕLj )† ϕLj dµ (ϕLj+1)† . . . ϕLj dµ (ϕLk )†
ϕLj+1 dµ (ϕLj )† ϕLj+1 dµ (ϕLj+1)† . . . ϕLj+1 dµ (ϕLk )†
⋮ ⋮ ⋮
ϕLk dµ (ϕLj )† ϕLk dµ (ϕLj+1)† . . . ϕLk dµ (ϕLk )†
⎞⎟⎟⎟⎟⎠
.
(50)
The usefulness of Theorem 2.5 for this purpose rests on the identification of the above
measures as spectral measures with respect to a unitary multiplication operator. Consider
first Uµ as the multiplication operator (3) in the space L2µ of column vector functions with
inner product ⟨⋅ ∣ ⋅⟩R given by (33). Then, ν[j,k] is the Uµ-spectral measure of the subspace
spanned by the columns of ϕRj , ϕ
R
j+1, . . . , ϕ
R
k . Likewise, νˆ[j,k] is the Uµ-spectral measure of
the subspace spanned by the rows of ϕLj , ϕ
L
j+1, . . . , ϕ
L
k , understanding now L
2
µ as a space of
row vector functions with inner product ⟨φ∣ψ⟩L = ∫ ψ(z)dµ(z)φ(z)† .
The next step is to search for overlapping factorizations of Uµ adapted to the subspaces
whose spectral measure we wish to study. Like in the CMV case, the starting point is a
recurrence relation, but in this case for the orthonormal polynomials. This recurrence is
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given in terms of the Verblunsky coefficients αj of µ and the matrices ρ
L,R
j in (25) by (see
[14] and references therein)
zϕLj − ρLj ϕLj+1 = α†jϕR,∗j , zϕRj −ϕRj+1ρRj = ϕL,∗j α†j, p∗(z) = zdeg(p)p†(z−1). (51)
Expanding the reversed polynomials ϕR,∗j and ϕ
L,∗
j in terms of ϕ
L
k and ϕ
R
k respectively, the
recurrence relations in (51) become
ϕRH = zϕR, ϕR = (ϕR0 , ϕR1 , . . . ), H = lim
j→∞
Θ(∞)0 Θ
(∞)
1 ⋯Θ(∞)j ,
HˆϕL = zϕL, ϕL = (ϕL0 , ϕL1 , . . . )T , Hˆ = lim
j→∞
Θ(∞)j ⋯Θ(∞)1 Θ(∞)0 ,
(52)
where the limits must be understood in the strong topology and Θ(N)j is defined by extending
Θ(αj) to order (N + 1)d so that Θ(αj) acts on Vj ⊕ Vj+1, i.e.
Θ(N)j = 1j ⊕Θ(αj)⊕ 1N−j−1. (53)
Explicitly, H =H(α0, α1, . . . ) and Hˆ = Hˆ(α0, α1, . . . ) are the block Hessenberg matrices
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝
α
†
0 ρ
L
0α
†
1 ρ
L
0 ρ
L
1α
†
2 ρ
L
0 ρ
L
1 ρ
L
2α
†
3 . . .
ρR0 −α0α
†
1 −α0ρ
L
1α
†
2 −α0ρ
L
1 ρ
L
2 α
†
3 . . .
ρR1 −α1α
†
2 −α1ρ
L
2α
†
3 . . .
ρR2 −α2α
†
3 . . .
ρR3 . . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠
,
Hˆ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝
α
†
0 ρ
L
0
α
†
1ρ
R
0 −α
†
1α0 ρ
L
1
α
†
2ρ
R
1 ρ
R
0 −α
†
2ρ
R
1 α0 −α
†
2α1 ρ
L
2
α
†
3ρ
R
2 ρ
R
1 ρ
R
0 −α
†
3ρ
R
2 ρ
R
1 α0 −α
†
3ρ
R
2 α1 −α
†
3α2 ρ
L
3
. . . . . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠
,
(54)
which, analogously to the CMV case, are related by Hˆ({αj}) =H({αTj })T .
The expressions of H and Hˆ in (52) lead naturally to the Vj-overlapping factorizations
H = (Hj ⊕ 1∞)(1j ⊕H(j)), Hˆ = (1j ⊕ Hˆ(j))(Hˆj ⊕ 1∞), (55)
where H(j) ∶=H(αj , αj+1, . . . ) and Hˆ(j) ∶= Hˆ(αj , αj+1, . . . ), while Hj =Hj(α0, . . . , αj−1) and
Hˆj = Hˆj(α0, . . . , αj−1) are finite unitary Hessenberg matrices with the form
HN ∶= Θ(N)0 Θ(N)1 ⋯Θ(N)N−1, HˆN ∶= Θ(N)N−1⋯Θ(N)1 Θ(N)0 . (56)
For instance,
H2 =
⎛⎜⎜⎝
α
†
0 ρ
L
0α
†
1 ρ
L
0 ρ
L
1
ρR0 −α0α†1 −α0ρL1
ρR1 −α1
⎞⎟⎟⎠ , Hˆ2 =
⎛⎜⎜⎝
α
†
0 ρ
L
0
α
†
1ρ
R
0 −α†1α0 ρL1
ρR1 ρ
R
0 −ρR1 α0 −α1
⎞⎟⎟⎠ .
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In spite of these results, the application of Theorem 2.5 to H and Hˆ has a serious
drawback, since the vector polynomials are not always dense in the Hilbert space L2µ of
d-vector functions. Thus, H and Hˆ do not represent in general the whole multiplication
operator Uµ, but its restriction to the closure in L2µ of the set C
d[z] of d-vector polynomials.
As a consequence, the operators X ↦ HX and XT ↦ XT Hˆ defined in ℓ2 by these block
Hessenberg matrices are isometric but not always unitary. The non unitarity prevents
us from using all the results previously developed about the connection between Schur
functions and spectral measures, which are based on the spectral theorem for unitary
operators. We will overcome this difficulty by studying the non unitary cases as limiting
situations of the unitary ones.
The lack of unitarity of these block Hessenberg matrices is accounted for by the identities
HˆHˆ
† =H†H = 1∞,
HH
† = 1∞ −∆, ∆j,k = lim
N→∞
αj−1 (ρLj ρLj+1⋯ρLN) (ρLN⋯ρLk+1ρLk )α†k−1,
Hˆ
†
Hˆ = 1∞ − ∆ˆ, ∆ˆj,k = lim
N→∞
α
†
j−1 (ρRj ρRj+1⋯ρRN) (ρRN⋯ρRk+1ρRk )αk−1,
where we use the convention α−1 = −1. Therefore, H and Hˆ are unitary only when
limN→∞ ρL0 ρ
L
1⋯ρLN = 0 and limN→∞ ρRN⋯ρR1 ρR0 = 0 respectively. Actually, these two condi-
tions are equivalent to each other and also to ∑j≥0 ∥αj∥2 =∞, which we will write (αj) ∉ ℓ2.
On the other hand, the unitarity of the block Hessenberg matrices simply reflects the
unitarity of the operator Uµ restricted to the closure Cd[z] of the vector polynomials,
i.e. zCd[z] = Cd[z]. From this equality it follows that Cd[z] covers the vector Laurent
polynomials and thus coincides with L2µ. Hence, the condition (αj) ∉ ℓ2 guaranteeing the
unitarity of H and Hˆ also ensures that they are true representations of Uµ, which becomes
unitarily equivalent to the corresponding block Hessenberg operators in ℓ2. This unitary
equivalence assigns the canonical subspace Vj to the subspace of L2µ spanned by the columns
(rows) of ϕRj (ϕ
L
j ). Therefore, the unitarity condition (αj) ∉ ℓ2 allows us to identify the
Uµ-spectral measures ν[j,k], νˆ[j,k] as the spectral measures of V[j,k] = Vj⊕⋯⊕Vk with respect
to H, Hˆ respectively. In particular, µ is at the same time the spectral measure of the first
canonical subspace V0 with respect to H and Hˆ.
To deal with the extension of Theorem 4.4 to the measures (50) it only remains to intro-
duce, analogously to the CMV case, block Hessenberg submatrices and block Hessenberg
unitary truncations. We define H[j,k] =H[j,k](αj−1, . . . , αk) and Hˆ[j,k] = Hˆ[j,k](αj−1, . . . , αk)
respectively as the submatrices of H and Hˆ corresponding to the subspace V[j,k]. For
instance
H[1,3] =
⎛
⎜⎜⎜
⎝
−α0α
†
1 −α0ρ
L
1α
†
2 −α0ρ
L
1 ρ
L
2α
†
3
ρR1 −α1α
†
2 −α1ρ
L
2α
†
3
ρR2 −α2α
†
3
⎞
⎟⎟⎟
⎠
, Hˆ[1,3] =
⎛
⎜⎜⎜
⎝
−α†1α0 ρ
L
1
−α†2ρ
R
1 α0 −α
†
2α1 ρ
L
2
−α†3ρ
R
2 ρ
R
1 α0 −α
†
3ρ
R
2 α1 −α
†
3α2
⎞
⎟⎟⎟
⎠
.
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Setting αj−1 → 1 and αk → 1 in these submatrices we get the finite unitary truncations
H(j,k) ∶=H[j,k](−1, αj . . . , αk−1,1) =Hk−j(αj , . . . , αk−1) = H(j)k−j,
Hˆ(j,k) ∶= Hˆ[j,k](−1, αj . . . , αk−1,1) = Hˆk−j(αj , . . . , αk−1) = Hˆ(j)k−j, (57)
an example of which is
H(1,3) =
⎛
⎜⎜⎜
⎝
α
†
1 ρ
L
1α
†
2 ρ
L
1 ρ
L
2
ρR1 −α1α
†
2 −α1ρ
L
2
ρR2 −α2
⎞
⎟⎟⎟
⎠
=H
(1)
2 , Hˆ[1,3] =
⎛
⎜⎜⎜
⎝
α
†
1 ρ
L
1
α
†
2ρ
R
1 −α
†
2α1 ρ
L
2
ρR2 ρ
R
1 −ρ
R
2 α1 −α2
⎞
⎟⎟⎟
⎠
= Hˆ
(1)
2 .
Both kind of matrices are related by
H[j,k] = (−αj−1 ⊕ 1k−j)H(j,k) (1k−j ⊕ α†k) ,
Hˆ[j,k] = (1k−j ⊕ α†k) Hˆ(j,k) (−αj−1 ⊕ 1k−j) .
With this notation, the alluded extension of Theorem 4.4 reads as follows.
Theorem 6.1. [2nd generalized Khrushchev’s formulas for matrix measures]
Let f be the Schur function of a non-trivial matrix measure µ on T with Verblunsky coef-
ficients αj, orthonormal polynomials ϕ
L,R
j and block Hessenberg matrices H, Hˆ. If fj and
bj are the iterates and inverse iterates of f , then the Schur functions h[j,k], hˆ[j,k] of the
measures ν[j,k], νˆ[j,k] given in (50) are the result of substituting −α†j−1 → bj and αk → fk
into H†[j,k], Hˆ
†
[j,k] respectively. More explicitly,
h[j,k] = (1k−j ⊕ fk)H†(j,k) (bj ⊕ 1k−j) , hˆ[j,k] = (bj ⊕ 1k−j) Hˆ†(j,k) (1k−j ⊕ fk) . (58)
Proof. Assume first that (αl) ∉ ℓ2 so that H, Hˆ, as well as H(j), Hˆ(j), are unitary. Then,
h[j,k] = fV[j,k] and hˆ[j,k] = fˆV[j,k] are the Schur functions of V[j,k] with respect to H and Hˆ
respectively.
Applying Theorem 2.5 to the subspace V = V[j,k] and the Vj-overlapping factorizations
given in (55), we obtain
fV[j,k] = f
(j)
V[j,k]
(bVj ⊕ 1k−j), fˆV[j,k] = (bˆVj ⊕ 1k−j)fˆ (j)V[j,k] ,
with f
(j)
V[j,k]
, f
(j)
V[j,k]
the Schur functions of V[j,k] with respect to H(j), Hˆ(j), and bVj , bˆVj the
Schur functions of Vj with respect to Hj , Hˆj.
We can also factorize f
(j)
V[j,k]
, f
(j)
V[j,k]
by applying the Vk-overlapping factorizations (55) to
H(j), H(j), i.e.
H
(j) = (H(j,k) ⊕ 1∞)(1k−j ⊕H(k)), Hˆ(j) = (1k−j ⊕ Hˆ(k))(Hˆ(j,k) ⊕ 1∞).
Then, we get
f
(j)
V[j,k]
= (1k−j ⊕ f (k)Vk )f (j,k)V[j,k] , fˆ (j)V[j,k] = fˆ (j,k)V[j,k](1k−j ⊕ fˆ (k)Vk ),
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where f
(j,k)
V[j,k]
, fˆ
(j,k)
V[j,k]
are the Schur functions of V[j,k] with respect to H(j,k), Hˆ(j,k) and f
(k)
Vk
,
fˆ
(k)
Vk
are the Schur functions of Vk with respect to H(k), Hˆ(k).
We conclude that
fV[j,k] = (1k−j ⊕ f (k)Vk )f (j,k)V[j,k](bVj ⊕ 1k−j), fˆV[j,k] = (bˆVj ⊕ 1k−j)fˆ (j,k)V[j,k](1k−j ⊕ fˆ (k)Vk ).
From (7), f
(j,k)
V[j,k]
= H†(j,k) and fˆ
(j,k)
V[j,k]
= Hˆ†(j,k) because V[j,k] is the whole Hilbert space
where H(j,k) and Hˆ(j,k) act. Besides, since Vk is the first canonical subspace of the Hilbert
space ⊕l≥k Vl related to H(k) and Hˆ(k), we find that f (k)Vk and fˆ (k)Vk are the Schur functions of
the corresponding orthogonality measure, which has Verblunsky coefficients (αk, αk+1, . . . ).
Thus, f
(k)
Vk
= fˆ
(k)
Vk
= fk. On the other hand, Vj is the last canonical subspace regarding
the Hilbert space V[0,k] associated with Hj and Hˆj . If Bl = {eld, eld+1, . . . , eld+d−1} is the
canonical basis of Vl, reordering the basis of V[0,j] as Bj∪Bj−1∪⋯∪B0 forces Vj to be the first
subspace. From (56) we see that this reordering also changes Hj({αl}) → Hˆj({−α†j−l−1})
and Hˆj({αl}) → Hj({−α†j−l−1}). Therefore, bVj and bˆVj are the Schur functions of the
measure with Verblunsky coefficients (−α†j−1, . . . ,−α†0,1), i.e. bVj = bˆVj = bj .
The above arguments complete the proof when (αl) ∉ ℓ2. To deal with the complemen-
tary case α = (αl) ∈ ℓ2 we will use a limiting procedure. Any such a square-summable se-
quence of Schur parameters can be understood as a pointwise limit of non square-summable
ones αn = (αnl ) ∉ ℓ2, i.e. limn→∞αnl = αl for all l. For instance, since liml→∞αl = 0, we
can define αnl = αl + 1/n for n > (1 − supl ∥αl∥)−1 so that ∥αnl ∥ < 1, limn→∞αnl = αl and
liml→∞αnl = 1/n ≠ 0. Since αn ∉ ℓ2, we have already proved that the theorem holds for the
measure µn with Verblunsky coefficients αn. Taking limits on this result as n → ∞ and
using Lemma 6.2 we find that the theorem is also valid for the measure µ with Verblunsky
coefficients α. 
The last part of the previous proof requires an asymptotic result, proved in the followig
lemma, relating the convergence of matrix Schur parameters, matrix measures, matrix
orthogonal polynomials and matrix Schur functions. For convenience we will summarize
the notation before stating the lemma: α = (αl) are the Verblunsky coefficients of the non-
trivial matrix measure µ on T with Carathe´odory function F , orthonormal polynomials
ϕ
L,R
l and block Hessenberg matrices H, Hˆ. Also, f is the matrix Schur function of µ, which
has Schur parameters α, while fl, bl are its iterates and inverse iterates. We will consider
a sequence αn = (αn
l
) of sequences of Verblunsky coefficients, the related mathematical
objects being denoted by adding the superscript n to those of α. Moreover, we will use
the following convergence notations
αn → α lim
n→∞α
n
l = αl ∀l pointwise convergence
µn
∗
→ µ lim
n→∞∫ hdµn = ∫ hdµ ∀h ∈ C(T) ∗ -weak convergence
gn(z) D⇉ g(z) lim
n→∞ supz∈K
∥gn(z) − g(z)∥ = 0 ∀K ⊂D compact uniform convergence
on compact subsets
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where C(T) is the set of continuous scalar functions on T, and we understand that gn and
g are matrix-valued functions with domain D ⊂ C.
Lemma 6.2. If αn → α, then
µn
∗
→ µ, ϕ
L,n
l
C
⇉ ϕLl , ϕ
R,n
l
C
⇉ ϕRl , f
n
l
D
⇉ fl, b
n
l
D
⇉ bl,
while for the measures defined in (50) and the Schur functions given in (58)
νn[j,k]
∗
→ ν[j,k], νˆn[j,k]
∗
→ νˆ[j,k], hn[j,k]
D
⇉ h[j,k], hˆn[j,k]
D
⇉ hˆ[j,k].
Proof. Suppose that αn → α. Let us prove first that fn
l
D
⇉ fl for any l. Let g be any of
the limit points of the sequence fn in the topology of the uniform convergence in D, i.e.
fn
D
⇉ g for some subsequence which we omit for convenience. Then, g must be a matrix
Schur function too.
Let us prove by induction on l that fnl
D
⇉ gl. The result is obviously true for l = 0.
Assuming it for a given index l implies that αl = limn→∞αnl = limn→∞ f
n
l (0) = gl(0), hence
fnl − αnl
D
⇉ gl − gl(0). Besides, in any compact subset K ⊂ D containing the origin,
∥(1 −αnl †fnl )−1 − (1 − gl(0)†gl)−1∥ = ∥(1 −αnl †fnl )−1(αnl †fnl −α†l gl)(1 − αl†gl)−1∥
≤ ∥(1 − αnl †fnl )−1∥∥αnl †(fnl − gl) + (αnl † − α†l )gl∥∥(1 − αl†gl)−1∥ ≤ 2 supK ∥fnl − gl∥(1 − ∥αnl ∥)(1 − ∥αl∥) ,
which shows that (1 − αnl †fnl )−1 D⇉ (1 − gl(0)†gl)−1. Using the explicit form (24) of the
matrix Schur algorithm we conclude that fnl+1
D
⇉ gl+1, thus αl+1 = gl+1(0).
This identifies α as the Schur parameters of g, proving that g = f because the Schur
parameters characterize the Schur function of a non-trivial measure on T. Therefore, f
is the only limit point of fn, which means that fn
D
⇉ f . Then, the above inductive proof
shows that fnl
D
⇉ fl for any l.
The previous arguments also work for finite sequences of Verblunsky parameters. Since
(−αn,†l−1,−αn,†l−2, . . . ,−αn,†0 ,1)→ (−α†l−1,−α†l−2, . . . ,−α†0,1), we also find that bnl D⇉ bl for any l.
On the other hand, 1 + zfn D⇉ 1 + zf , while the relations
∥(1 − zfn)−1 − (1 − zf)−1∥ = ∥(1 − zfn)−1z(fn − f)(1 − zf)−1∥ ≤ ∥fn − f∥(1 − ∣z∣)2 , z ∈ D,
imply that (1 − zfn)−1 D⇉ (1 − zf)−1. Therefore, rewriting the relation between Schur and
Carathe´odory functions in (1) as F = (1 + zf)(1 − zf)−1, we find that F n D⇉ F . If ν is any
limit point of µn in the ∗-weak topology, then the relation given in (1) between a measure
and its Carathe´odory function shows that F n
D
⇉ G for some subsequence, where G is the
Carathe´odory function of ν. Hence, G = F and ν = µ because the Carathe´odory function
characterizes a measure on T.
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Concerning the orthonormal polynomials, using recurrence (51) it is straightforward to
prove by induction on l that ϕn,Ll
C
⇉ ϕLl , ϕ
n,R
l
C
⇉ ϕRl , ϕ
n,L,∗
l
C
⇉ ϕ
L,∗
l , ϕ
n,R,∗
l
C
⇉ ϕ
R,∗
l .
Finally, µn[j,k]
∗
→ µ[j,k] follows from the convergence µn
∗
→ µ and ϕn,Rl
C
⇉ ϕRl , and analo-
gously for µˆn[j,k]
∗
→ µˆ[j,k] using the convergence of left orthonormal polynomials. The fact
that limn→∞Hn(j,k) = H(j,k) due to the presence of a finite number of Schur parameters in
these truncations, together with the convergence fnk
D
⇉ fk, bnj
D
⇉ bj , yields hn[j,k]
D
⇉ h[j,k]. A
similar argument using limn→∞ Hˆn(j,k) = Hˆ(j,k) shows that hˆ
n
[j,k]
D
⇉ hˆ[j,k]. 
It is worth mentioning that Theorem 6.1 also holds for those finitely supported measures
with a finite sequence of Verblunsky coefficients α = (α0, . . . , αN−1,1). This can be seen
by a limiting argument which mimics that one in the proof of the Theorem: such a finite
sequence α can be obtained as a pointwise limit of infinite sequences of Verblunsky coef-
ficients, for instance αn = (α0, . . . , αN−1, nn+11,0,0, . . . ); since the proof of Lemma 6.2 also
works in the situation of infinite sequences of Verblunsky coefficients converging pointwise
to a finite one, Theorem 6.1 for α follows by taking n→∞ in the case αn where the result
has been already proved.
7. From matrix to scalar Khrushchev’s formulas
Given a unitary operator U , the relation between the U -Schur functions fVˆ and fV of
different nested subspaces Vˆ ⊂ V is not trivial, but can be inferred from the connection
between the corresponding spectral measures and Carathe´odory functions, given in terms
of the orthogonal projection Pˆ = PVˆ onto Vˆ by
µVˆ = Pˆ µV Pˆ , FVˆ = PˆFV Pˆ .
This, together with relation (1) between Schur and Carathe´odory functions, as well as its
inverse, gives a procedure to obtain fVˆ , once fV is known. In particular, the identities
FV = (1 + zfV )(1 − zfV )−1, Fψ = ⟨ψ∣FV ψ⟩, fψ = 1
z
F − 1
F + 1 , (59)
provide the scalar U -Schur function fψ of any vector ψ ∈ V , starting from the matrix
U -Schur function fV .
We will illustrate this procedure with the computation for any scalar measure µ on T of
the Schur function for
∣βχj + γχj+1∣2 dµ, β, γ ∈ C, ∣β∣2 + ∣γ∣2 = 1, (60)
χj being the scalar CMV basis related to the scalar orthonormal polynomials ϕj = ϕLj = ϕ
R
j
by (27). According to (59) the corresponding Carathe´odory function Fβ,γ can be expressed
as
Fβ,γ = (β γ)F[j,j+1] (βγ) , (61)
in terms of the matrix Carathe´odory function F[j,j+1] of the measure µ[j,j+1] given in (36).
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Assume for instance that j is even. The related Schur function f[j,j+1], obtained from
Theorem 4.4, factorizes as
f[j,j+1] = (bj ⊕ fj+1)Θ(αj)† = ( αjbj ρjbjρjfj+1 −αjfj+1) , ρj =
√
1 − ∣αj ∣2, (62)
with (α0, α1, . . . ) the Verblunsky coefficients of µ and fj , bj the iterates and inverse iterates
of the corresponding Schur function. From the first equality of (59) we find that
F[j,j+1] =
1
1 − gLgR − αgL + αgR (
1 + gLgR + αgL +αgR 2ρgL
2ρgR 1 + gLgR −αgL − αgR) ,
α = αj, ρ = ρj , gL(z) = zbj(z), gR(z) = zfj+1(z).
Then, the other two relations in (59) lead to the following Schur function fβ,γ for the
measure (60),
fβ,γ =
zbjfj+1 + β(βαj + γρj)bj + γ(βρj − γαj)fj+1
1 + zγ(βρj − γαj)bj + β(βαj + γρj)zfj+1 . (63)
A similar analysis for an odd index j yields the same result for fβ,γ, but changing β → β
and γ → γ.
Formula (63) has a nice interpretation in terms of mappings between Schur functions.
To understand this interpretation let us rewrite (63) as
fβ,γ = Tuj ,vj(bj , fj+1), {uj = ββj,
vj = γγj,
(βj
γj
) = Θ(αj)† (βγ) = (βαj + γρjβρj − γαj) , (64)
where Tu,v maps any pair of Schur functions g(z), h(z) into a single one,
Tu,v(g, h) ∶= zgh + ug + vh
1 + vzg + uzh , ∣u∣ + ∣v∣ ≤ 1. (65)
The parameters uj, vj in (64) satisfy the inequality ∣uj ∣ + ∣vj ∣ ≤ √∣β∣2 + ∣γ∣2√∣βj ∣2 + ∣γj∣2 = 1
which guarantees that Tuj ,vj maps Schur functions into Schur functions.
The fact that the binary operation (65) is a consistent composition law for Schur func-
tions follows from the analysis of the two-variable analytic function
(z,w)↦ zw + uz + vw
1 + vz + uw , z,w ∈ D, ∣u∣ + ∣v∣ ≤ 1. (66)
Since
∣zw + uz + vw
1 + vz + uw ∣ = ∣zw1 + uw + vz1 + vz + uw ∣ = 1, z,w ∈ T, ∣u∣ + ∣v∣ < 1,
the maximum modulus principle implies that (66) maps D2 onto the closed unit disk D for∣u∣ + ∣v∣ < 1, and by continuity also for ∣u∣ + ∣v∣ = 1. Then, Schwarz’s lemma applied to the
result of substituting z → zg(z) and w → zh(z) into (66) ensures that Tu,v(g, h) is a Schur
function whenever g and h are Schur functions.
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The transformations (66) can be considered as a two-variable version of the Mo¨bius
transformations mapping D onto itself,
z ↦
z + α
1 +αz , ∣α∣ < 1, (67)
which, together with Schwarz’s principle, constitute the essence of the scalar Schur algo-
rithm (2). Also, the operation Tu,v defined by (65) is a binary analog of the backward step
for the Schur algorithm, fj = Tαj(fj+1), given by the transformation
Tα(f) ∶= zf + α
1 + αzf , ∣α∣ < 1.
Actually, the identities Tα(f) = Tα,0(1, f) = T0,α(f,1) show that Tα comes from particular
choices in Tu,v.
Summarizing, the Schur function fβ,γ = Tuj ,vj(bj , fj) of ∣βχj + γχj+1∣2 dµ is given by a
binary version Tuj ,vj of the backward Schur algorithm step acting on the inverse iterate bj
and the iterate fj of the Schur function of µ. These iterates encode the dependence of fβ,γ
on the “left” and “right” Schur parameters (αk)k<j, (αk)k>j respectively. The dependence
on the coordinates β, γ and the remaining Schur parameter αj is concentrated on the
coefficients uj, vj of the binary operation.
In spite of the absence of a factorization, this result can be viewed as a Khrushchev
formula for ∣βχj+γχj+1∣2 dµ because it expresses the Schur function of this modified measure
in terms of iterates and inverse iterates of the Schur function for the original measure µ.
In the extreme cases
β = 1, γ = 0 ⇒ Tuj ,vj(bj , fj+1) = Tαj ,0(bj , fj+1) = bj Tαj(fj+1) = bjfj,
β = 0, γ = 1 ⇒ Tuj ,vj(bj , fj+1) = T0,−αj(bj , fj+1) = fj+1 T−αj(bj) = fj+1bj+1,
we recover the known scalar Khrushchev formulas for ∣χk∣2 dµ = ∣ϕk∣2 dµ with k = j, j + 1.
A similar analysis of the measure ∣βϕj+γϕj+1∣2 dµ using the results of Theorem 6.1 yields
the following expression for the corresponding Schur function hβ,γ,
hβ,γ =
zbjfj+1 + β(βαjbj + γρj) + γ(βρjbj − γαj)fj+1
1 + γ(βρj − γαjbj)z + β(βαj + γρjbj)zfj+1 ,
which should be compared with the Schur function fβ,γ given in (63).
These examples illustrate the usefulness of matrix Khrushchev’s formulas for the com-
putation of scalar Schur functions. This kind of results are of interest, not only from the
mathematical point of view, but also for the study of return properties of quantum states
which are defined by certain superpositions [20, Section 6].
Acknowledgements
C. Cedzich and R.F. Werner acknowledge support from the ERC grant DQSIM and the
European project SIQS.
A.H. Werner acknowledges support from the ERC grant TAQ.
A QUANTUM DYNAMICAL APPROACH TO MATRIX KHRUSHCHEV’S FORMULAS 40
F.A. Gru¨nbaum acknowledges support from the Applied Math. Sciences subprogram
of the Office of Energy Research, US Department of Energy, under Contract DE-AC03-
76SF00098, and from AFOSR grant FA95501210087 through a subcontract to Carnegie
Mellon University.
The work of L. Vela´zquez is partially supported by the research project MTM2011-28952-
C02-01 from the Ministry of Science and Innovation of Spain and the European Regional
Development Fund (ERDF), and by Project E-64 of Diputacio´n General de Arago´n (Spain).
References
[1] Y. Aharonov, L. Davidovich, N. Zagury, Quantum random walks, Phys. Rev. A 48 (1993) 1687-1690.
[2] A. Ahlbrecht, A. Alberti, D. Meschede, V.B. Scholz, A.H. Werner, R.F. Werner, Molecular binding
in interacting quantum walks, New J. Phys. 14 (2012) 073050.
[3] A. Ahlbrecht, C. Cedzich, R. Matjeschk, V.B. Scholz, A.H. Werner, R.F. Werner, Asymptotic behavior
of quantum walks with spatio-temporal coin fluctuations, Quantum Inf. Process. 11 (5) (2012) 1219-
1249.
[4] A. Ahlbrecht, V.B. Scholz, A.H. Werner, Disordered quantum walks in one lattice dimension, J. Math.
Phys. 52 (10) (2011) 102201.
[5] A. Ahlbrecht, H. Vogts, A.H. Werner, R.F. Werner, Asymptotic evolution of quantum walks with
random coin, J. Math. Phys. 52 (4) (2011) 042201.
[6] A. Ambainis, Quantum walks and their algorithmic application, Int. J. Quantum Inf. 1 (2003) 507-518.
[7] J. Bourgain, F.A. Gru¨nbaum, L. Vela´zquez, J. Wilkening, Quantum recurrence of a subspace and
operator-valued Schur functions, Comm. Math. Phys. (in press).
[8] M.J. Cantero, F.A. Gru¨nbaum, L. Moral, L. Vela´zquez, Matrix valued Szego˝ polynomials and quantum
random walks, Comm. Pure Appl. Math. 63 (2010) 464-507.
[9] M.J. Cantero, F.A. Gru¨nbaum, L. Moral, L. Vela´zquez, One-dimensional quantum walks with one
defect, Rev. Math. Phys. 24 (2012) 1250002.
[10] M.J. Cantero, F.A. Gru¨nbaum, L. Moral, L. Vela´zquez, The CGMV method for quantum walks,
Quantum Inf. Process. 11 (2012) 1149-1192.
[11] M.J. Cantero, L. Moral, and L. Vela´zquez, Five-diagonal matrices and zeros of orthogonal polynomials
on the unit circle, Linear Algebra Appl. 362 (2003) 29-56.
[12] C. Cedzich, T. Ryba´r, A.H. Werner, A. Alberti, M. Genske, R.F. Werner, Propagation and spectral
properties of quantum walks in electric fields, Phys. Rev. Lett. 111 (2013) 160601.
[13] A. Childs, Universal Computation by Quantum Walk, Phys. Rev. Lett. 102 (18) (2009) 180501.
[14] D. Damanik, A. Pushnitski, B. Simon, The analytic theory of matrix orthogonal polynomials, Surveys
in Approximation Theory 4 (2008) 1-85.
[15] W. Feller, An Introduction to Probability Theory and its Applications, Vol. 1 and 2, third Edition,
John Wiley & Sons, Inc., New York-London-Sydney, 1968.
[16] M. Genske, W. Alt, A. Steffen, A.H. Werner, R.F. Werner, D. Meschede, A. Alberti, Electric Quantum
Walks with Individual Atoms, Phys. Rev. Lett. 110 (2013) 190601.
[17] G. Grimmett, S. Janson, P.F. Scudo, Weak limits for quantum random walks, Phys. Rev. E 69 (2)
(2004) 026119.
[18] D. Gross, V. Nesme, H. Vogts, R.F. Werner, Index theory of one dimensional quantum walks and
cellular automata, Comm. Math. Phys. 310 (2) (2012) 419-454.
[19] F.A. Gru¨nbaum, L. Vela´zquez, The quantum walk of F. Riesz, Foundations of computational math-
ematics (Budapest, 2011), pp. 93-112, London Math. Soc. Lecture Note Ser. 403, Cambridge Univ.
Press, Cambridge, 2013.
[20] F.A. Gru¨nbaum, L. Vela´zquez, A.H. Werner, R.F. Werner, Recurrence for discrete time unitary
evolutions, Comm. Math. Phys. 320 (2013) 543-569.
A QUANTUM DYNAMICAL APPROACH TO MATRIX KHRUSHCHEV’S FORMULAS 41
[21] A. Joye, Dynamical localization for d-dimensional random quantum walks, Quantum Inf. Process. 11
(5) (2012) 1251-1269.
[22] M. Karski, L. Fo¨rster, J.M. Choi, W. Alt, A. Widera, D. Meschede, Nearest-Neighbor Detection of
Atoms in a 1D Optical Lattice by Fluorescence Imaging, Phys. Rev. Lett. 102 (2009) 053001.
[23] V.E. Katsnelson, Right and left joint system representation of a rational matrix function in general
position (system representation theory for dummies), Operator theory, system theory and related
topics (Beer-Sheva/Rehovot, 1997), pp. 337-400, Oper. Theory Adv. Appl. 123, Birkha¨user, Basel,
2001.
[24] J. Kempe, Quantum random walks - an introductory overview, Contemp. Phys. 44 (2003) 307-327.
[25] V. Kendon, A random walk approach to quantum algorithms, Philos. Trans. R. Soc. A 364 (2006)
3407-3422.
[26] S. Khrushchev, Schur’s algorithm, orthogonal polynomials, and convergence of Wall’s continued frac-
tions in L2(T), J. Approx. Theory 108 (2001) 161-248.
[27] S. Khrushchev, Classification theorems for general orthogonal polynomials on the unit circle, J. Ap-
prox. Theory 116 (2002) 268-342.
[28] A. Kitaev, Periodic table for topological insulators and superconductors, Advances in Theoretical
Physics: Landau Memorial Conference (Chernogolokova, 2008), pp. 22-30, AIP Conference Proceed-
ings 1134, Amer. Inst. Phys., New York, NY, 2009.
[29] H. Schmitz, R. Matjeschk, C. Schneider, J. Glueckert, M. Enderlein, T. Huber, T. Schaetz, Quantum
Walk of a Trapped Ion in Phase Space, Phys. Rev. Lett. 103 (2009) 090504.
[30] B. Simon, Orthogonal Polynomials on the Unit Circle, Vol. 1 and 2, AMS Colloq. Publ. 54, Amer.
Math. Soc., Providence, RI, 2005.
[31] B. Simon, CMV matrices: Five years after, J. Comput. Appl. Math. 208 (2007) 120-154.
[32] D.S. Watkins, Some perspectives on the eigenvalue problem, SIAM Rev. 35 (1993) 430-471.
[33] F. Za¨hringer, G. Kirchmair, R. Gerritsma, E. Solano, R. Blatt, C.F. Roos, Realization of a Quantum
Walk with One and Two Trapped Ions, Phys. Rev. Lett. 104 (2010) 100503.
