We propose a family of eighth-order iterative methods without memory for solving nonlinear equations. The new iterative methods are developed by using weight function method and using an approximation for the last derivative, which reduces the required number of functional evaluations per step. Their efficiency indices are all found to be 1.682. Several examples allow us to compare our algorithms with known ones and confirm the theoretical results.
Introduction
Finding the solution of nonlinear equations is one of the most important problems in numerical analysis. There are some texts that have become classic, as the one of Traub see 1 and Neta see 2 which include a vast collection of methods and their efficiency, or the paper by Neta and Johnson, 3 , Jarratt see 4 , or Homeier see 5 , among others.
As the order of an iterative method increases, so does the number of functional evaluations per step. The efficiency index see 6 gives a measure of the balance between those quantities, according to the formula I p 1/d , where p is the order of convergence of the method and d is the number of functional evaluations per step. Kung and Traub conjectured in 7 that the order of convergence of any multipoint method without memory cannot exceed the bound 2 d−1 called the optimal order . Thus, the optimal order for a method with 3 functional evaluations per step would be 4. King's method 8 , Chun's schemes see 9, 10 , Let us note that all these methods are optimal in the sense of Kung-Traub's conjecture see 7 for methods without memory; that is, they reach eighth-order convergence with only four functional evaluations.
It is usual to design high-order methods from Ostrowski-type schemes, as they are optimal and use few operations per step, trying to obtain procedures as efficient as possible by using different techniques see, for instance 13, 15, 16 . If we compose Newton and Ostrowski's methods, and estimate the last derivative by divided differences, it is necessary to use divided differences of second order to reach eighth order of convergence see 14 . Nevertheless, as we will see in the next section, it is possible to obtain an optimal eighthorder scheme by composing King and Newton's methods by using only divided differences of first order.
In this paper, we design a family of eighth-order iterative methods to find a simple root x * of the nonlinear equation f x 0, where f : D → R is a smooth function, and D is an open interval. We present in Section 2 a family of eighth-order iterative methods, based on Chun's method. In Section 3, different numerical examples confirm the theoretical results and allow us to compare the new methods with other known methods mentioned in the introduction. Finally, some conclusions are presented in Section 4.
Development of Eighth-Order Algorithm
Let us consider the family of optimal methods proposed by Chun in 9 , that is a variant of King's family, where β ∈ R. We consider now a three-step iterative scheme composed by Chun's scheme 2.1 and a third step designed by using Newton's method and weight functions. whose convergence analysis will be made in the following result. 
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In these terms, the error equation of the method can be expressed as 
