Nowadays, radar signals are automatically adjusted by computer software to maximize radar performance. These signals are no longer stable and different pulse repetition interval (PRI) values may be assigned for each radar. Therefore, new, sophisticated (Electronic Surveillance), (Electronic Alert), and (Electronic Intelligence) signal processing algorithms are needed. This is the motivating factor behind the research on using HMM, for Radar System Identification (RSI). This paper, investigates the HMM recognition performance for identifying a pseudorandom PRI radar that randomly selects its PRI value from a number of fixed values. When pseudo-random sequences are considered, it becomes much more difficult to find an optimal HMM parameters that describe the dynamic behavior of the pseudorandom PRI radar. It will be shown that sub-optimal HMM parameters can still provide good recognition performance. Artificial pseudo-random PRI radar pulses are used to show that applying HMMs can provide adequate signal identification that is far superior to conventional cross-correlation techniques. The simulation results show that, it is necessary to retrain the HMM with an error-corrupted version of the original training sequence to improve the model's robustness.
Introduction:
It is shown in [1, 2] that representing a radar system as a finite state machine is a convenient way to analyze its dynamic behavior for three main reasons. First, a radar system's output is controlled by events (manual or software driven) just like a finite state machine. Second, the size of the state machines is not restricted. This means that any measurable characteristic of radar signal can be represented by one of these output symbols. Third, extensive analysis of finite state machine can be performed using HMMs [3] [4] [5] [6] [7] [8] [9] . It is shown in [1, 2] that, the best number of states used for identifying a deterministic radar sequence, is directly related to the pulse train period. The number of observable symbols defines the number of discrete output alphabet. In RSI, the alphabet size is limited to two and is define the alphabet by V = {0,1}. A '0' represents a clock cycle where no pulse is present while a '1' represents a pulse of one clock period as shown in Figure 1 and Figure 2 .
In [2] , the training probability for a HMM is investigated as a function of the number of states chosen for the model. It was found that a perfect training probability can be realized as long as the number of states is equal to at least the number of symbols (transmitter clock cycles) per sequence period. The perfect model, however, must be slightly adjusted in order to accommodate for errors in an error-corrupted test sequence. The concept of retraining the perfect HMM to accommodate for observation errors, however, actually increases the false recognition rate because the competing models used have seen to benefit much more from this than does the correct model. Of course, the recognition performance depends on the error levels of both the retraining and observation sequences. Therefore, it is not correct to say universally that retraining degrades a library's recognition performance since many factors are involved. This is because an observation sequence will, on average, rarely exceed a rate of 10% dropped and 5% spurious pulses. Purely deterministic PRI radar sequences will, in general, rarely be produced from any modern radar [10] and, even if they were, the use of a HMM will offer little advantage over the conventional cross-correlation technique for RSI. They do, however, provide crucial knowledge about the behavior of a HMM under various circumstances [1, 2] . This paper applies this knowledge to the more realistic case of having to design an optimal model for a pseudo-random PRI radar sequence. The theoretical analysis presented in [3] [4] [5] [6] [7] [8] [9] is applied to the training and classification of artificial, a pseudo-random PRI radar sequence. The training of a HMM will first be studied when there are no errors in the sequences and its performance is tested as a function of the number of states in the model. The effects of both observation errors as well as loss of time synchronization on recognition performance will be investigated. Finally, the recognition performance of a HMM will be compared to that of a conventional cross-correlation technique. This paper is organized as follows. Section 2 introduces the basic concept of operation of a pseudo-random PRI radar. In Section 3, the performance of the HMM is evaluated as a function of the number of states when there are no errors in the received sequence. From the analysis, the best number of states used for training and recognition is obtained. In Section 4, the effects of both observation errors as well as loss of time synchronization on recognition performance are investigated. In Section 5, the recognition performance of a HMM is compared to that of a conventional cross-correlation technique. Section 6 will summarize the main conclusions.
Pseudo-Random Sequences:
Modern radar systems will change their transmitting signal's characteristic in several ways in order to maximize the performance. These can include changing the signal's carrier frequency, using different pulse modulation techniques, and changing the PRI of the signals [10] . Since we are only using PRI information for our modeling purposes, this last characteristic is obviously of great importance. Figure 3 shows an observed sequence from a pseudo-random PRI radar. so, an incoming signal will appear to consist of a random concatenation of different periodic pulse trains. This is the theory behind the way in which artificial pseudo random radar signals are programmed and used to investigate HMM recognition performance for this paper. A total of eight radars are created, each with the ability to produce a given number of different pulse trains with a corresponding pre-determined probability of occurrence. For example, one of the radars is programmed to be able to generate the following two pulse trains which we call words: word 1: 0 1 with probability 2 1 , word 2: 0 0 1 with probability 2 1 (Appendix A).
Pseudo-random radar

Number of States
As in the deterministic case [2] , the choice of the number of states to use for a HMM trained on a pseudo-random sequence is critical to its recognition performance. Unfortunately, this choice is not as easy for pseudo-random sequences because a perfect model is much harder to find. Since the training and observation sequences are not periodic, it is not easily apparent how many states are needed for a perfect training probability. Even with training probability equal to 1, however, there is no guarantee of perfect recognition for uncorrupted observation sequences as was the case for deterministic signals [2] , since the observation sequences will not necessarily be the same as the training sequence. Furthermore, results vary depending on the length of the training sequence. A HMM trained on a short sequence will not perform as well as one trained on a long one because it does not have enough information about the source. Where as deterministic sequence training only required two periods of the sequence to capture all the information, pseudo-random signals need to be much longer in order to reflect the true statistics of the radar. Long sequences and large number of states take an extraordinary amount of computing power for HMM training which means that investigating recognition performance as a function of states is a very slow process. To compound the problem of the extraordinary amount of computational time, MATLAB began having problems with number overflow when the number of states reaches approximately 100. The large discrepancies in the training probability of each sequence underscore the fact that optimal parameters for pseudo-random sequence are not an easy task. Figure  5 shows the log recognition probability of the same three models trained using the previous three sequences as a function of the number of states for long (100 word) observation sequences generated from the same source. Contrary to intuition, the recognition probabilities degrade dramatically as the number of states increases. This is surprising since, it would seem, more states would allow the HMM to contain more information about the source resulting in better recognition performance. The fact that these models were only trained one five word sequences, however, means that A and B matrices do not contain state transition and output symbol probabilities that accurately describe this pseudo-random source. Much longer training sequences are, therefore, required to study this problem further. In a deterministic sequence, first order Markov process is used to model the stable PRI radar as presented in [3] . In pseudo-random radar we can not use this model because the radar consists of more than one word and there is more than one transition between words. Thus, we use an ergodic HMM to model the pseudorandom radar. (
It is worth noting that the training probability is computed using the forwardbackward procedure as follows:
, N j 1 (3) where N is the number of states in the HMM, and T is the observed sequence length. Finally the sum of the terminal forward variables over all states in the model defined as the probability of producing the observed sequence O given the HMM model λ . Figure 8 shows the log recognition probability of two HMMs. The first one represents the model of the source of the observation sequence (Radar 1), and the other one is the competing model (Radar 3). Both HMMs are trained using a sequence of 100 word length. It is clear that better recognition performance occurs when the difference between a correct and competing model's recognition probability is too large. Therefore, the number of states in the model should be chosen such that this difference will be maximized. Figure 9 shows this difference for the two models used in Figure 8 . This plot suggests that beyond a certain number of states (12 in this case), the recognition performance will not be improved. If this is the case taken, then knowing the threshold number of states becomes critical. Choosing a number that is too small will result in a poor performance while too large number will entail extremely long training times. Although this latter concern is not as important since processing power will be inevitably improved, it would still be advantageous to be able find some method for determining the minimum required number of states. Figure 10 plots the recognition curves for two other pseudo-random radars while Figure 11 shows the difference in the recognition probabilities. 
Figure (11): Difference in recognition probabilities
for HMM 5 and HMM 6 Once again it appears that there is a threshold number of states beyond which the recognition performance of a HMM seems to plateau (28 state in this case). The correct models in Figure 7 and 9 were from radars 1 and 5. Table 1 outlines their PRI information If we look at the total word length for each radar we see that for radar 1 it is equal to 12 4 3 3 2 and for radar 5 we get 28 8 9 4 7 . It is interesting that these two total lengths correspond exactly to the number of states where the recognition performance curves level reaches their peak values as shown in Figure 7 and Figure 9 . This is similar to the deterministic case [2] where the best number of states was also equal to the word length (which was the period of the sequence).
A preliminary conclusion would be to say that approximate expression for the minimum required number of states is simply the value of the total signal's word length which is similar to PRI frame of the staggered (Pseudo-Random) PRI radar. where M is the total number of words and i T is the number of symbols in the word.
A closer look at B) . That is, the '1's and '0's in each word are chosen at random so that it would be extremely improbable for one word to be a subset of any other. To this end, two pseudo-random orthogonal radars are created both with an equiprobable five-word code book with each word being 10, 12, 14 ,16 ,18 symbols in length. Figure 12 shows the recognition probability for the two HMMs, Figure 13 plots the difference in these probabilities. 1-For each state, several HMMs must be computed since the Baum-Welsh method only guarantees a local maximum training probability that is determined by the initial conditions on A, B and . This simulation took the best one of 25 simulations. 2-The recognition probabilities per state for both models must be computed for many observation sequences and then averaged in order to get an accurate plot. 500 independent test sequences were generated per state. A second simulation was run in which both the training and the recognition probabilities of two HMMs were recorded as a function of the number of states. In this simulation both HMMs modeled pseudo-random sources consisting of five equiprobable, randomly chosen words of length 10, 12, 14, 16 and 18 symbols each. In addition, the simulation went up to 100 states to see if a plateau occurs in the recognition probability beyond 70. Figure 14 shows the training probabilities of both HMMs, Figure 15 shows the actual recognition probabilities of the correct and competing models, and Figure 16 shows the difference in recognition probabilities. 
Recognition Performance with Sequence Errors and with Loss of Synchronization:
In practice, the first received symbol will not necessarily be the beginning symbol of a word transmitted by a radar. In fact, more often than not, the receiver will encounter a signal in mid-sentence so it is important to understand how this will affect the recognition performance of a HMM. Figure 17 shows the false recognition rates of two observation sequences originating from radar 3 and 7. In both cases, the beginning of the sequence was truncated by 5 symbols. Figure 18 shows the false recognition rates for the same two radars, but with no loss of synchronization for comparison purposes. It is clear that synchronization loss will increase the probability of incorrectly classifying an observation sequence when the observation sequence is short. 
Comparison to Cross-Correlation:
The standard method for estimating the degree to which two sequences are correlated is cross-correlation. The cross-correlation between two real, continuous functions t f and t g is defined as
The maximum value of equation 6 denotes the time delay , where the two functions are most closely correlated (line up the best). The cross-correlation between two discrete pulse trains k f and k g simply replaces the integral by a discrete summation.
Because cross-correlation has traditionally been used in pattern recognition applications, the question as to what improvement a HMM can provide is of a fundamental importance. If a HMM offers no improvement over cross-correlation then it would not make sense to use this stochastic modeling approach due to the greatly increased computation complexity. Figure 19 shows the false recognition rates using HMMs (forward-backward algorithm) and cross-correlation when radar 6 is the observation sequence generator. In this simulation there is no observation error or retraining. Figure 20 shows the forward-backward and cross-correlation false recognition rates with radar 4 as a test sequence. In this simulation there are observation errors (10% dropped 5% spurious pulses) and retraining. It is clear from the last two figures that the recognition performance for HMMs is far superior to that of simple signal cross-correlation as expected.
Conclusions:
This paper, switches the focus of HMM training and recognition to pseudo-random sequences. It is shown that the recognition performance for HMMs trained on pseudo-random sequences is, in general, quite acceptable provided that the training and the observation sequences are sufficiently long. Both the training and the recognition performance of a HMM are investigated as a function of the number of states, N, included in the model. Unlike in the deterministic case, there does not appear to be a simple methodology for choosing the best value of N for a pseudorandom sequence. It is shown that, the idea of choosing the number of states in the model, N, according to the radar words length is promising. It is highly probable that good values of N will be dependent on both the nature of the training sequence and the other competing HMMs within a given threat library. Some HMMs may be very different from each other and this means that the value of N will not have too great effect on the recognition performance. On the other hand, as was seen from the used artificial pseudo-random sequences, some HMMs may turn out to be very close so that the number of states becomes a critical parameter especially for the recognition of short, error-corrupted sequences. Efforts to find how many states should be included in a given HMM were hampered, however, by the long computing times needed for HMM training. When compared to cross-correlation, it was found that HMMs are far superior in recognition even if the test sequences contain no errors. This can be attributed to the rich mathematical structure that HMMs possess and to their ability to model pseudo-random sequences. 
