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ABSTRACT 
Word recognition techniques are reviewed. An exhaustive comparative study of many 
of the factors that affect recognition accuracy is presented. Experiments centred on four 
major areas of word recognition are described: pre-processing techniques, recognition 
features, recognition algorithms and distance measures. Recognition accuracy, in the 
context of each of these four areas, is investigated using the digit vocabulary spoken 
by 10 New Zealand (6 male and 4 female)and 38 American (20 male and 18 female) 
speakers. Pre- processing techniques examined are the type of window, the length of 
the data name, data frame overlap, and pre-emphasis. Acoustic features tested include 
temporal features such as energy and zero-crossing rate, as well as frequency based 
acoustic representations such as linear prediction coefficients, cepstral coefficients, dy-
namic (transitional) cepstral coefficients, and perceptual linear prediction coefficients. 
Three types of distance measures are also reported on the Euclidean, the weighted 
clidean, and the projection. Two methods of training, random template selection and 
clustming, are investigated. Accuracy improvement by combining different features is 
also examined. Implementation of a real-time word recognition system designed on the 
basis of the comparative study and experiments, is described. The system is based on 
a TMS320C30 and takes around 0.03 seconds per recognition. The real-time system 
achieves speaker-dependent accuracies greater than 95% and speaker-independent ac-
curacies greater than 70% for the digit vocabulary. An examination is also made of two 
methods of continuous recognition using sub-word representations. Both these methods 
take advantage of isolated word recognition techniques such as dynamic programming. 
A segmentation method and anon-segmentation method were investigated. Accuracy 
of the segmentation recognition method is found to depend linearly on the accuracy 
of the segmenter. With a segmentation error of 22%, an average recognition accu-
racy of 90.7% was obtained for 10 vowels and 2 consonants. For the non-segmentation 
recognition method, an average accuracy of 75% was obtained. Although the segmen-
tation method produced higher accuracies than the non-segmentation method, it is 
argued that the removal of the segmentation is an advantage that greatly simplifies the 
recognition strategy. 
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PREFACE 
This thesis presents the design and implementation of a real-time speech recognition 
system. The design of the recognition system has involved a comprehensive comparison 
of many major techniques used in word/speech recognition. 
I was introduced to speech processing in late 1986 when I joined the speech group at 
University of Canterbury. The speech group, led by Professor Richard Bates, consisted 
of my contemporaries William Thorpe, Andrew Elder and Catherine Watson together 
with members of staffMr Bill KenILedy and Dr Kathy Garden. The projects undertaken 
by the speech group were, and continue to be, finnly based in the area of real-time 
speech processing, and encompassed research into the design and implementation of 
a real-time speech therapy aid for the disabled speaker, techniques for low data rate 
speech encoding and the development of speaker and speech recognition alg01:ithms. 
As an introduction into this area of research I began by extending the capabilities 
of the real-time speech therapy aid, a project which had been going for some years. 
The development of the therapy aid provided me with a good basis in the designing and 
programming of real-time software. The computer-based speech therapy tool operates 
on a PC in conjunction with a TMS32010 digital signal processor (DSP). Speech from 
a microphone is input into the DSP chip via an analogue to digital (A-to-D) converter 
and the sampled speech processed by the DSP. The DSP outputs parameters, such as 
energy, pitch, or vocal tract parameters, which are transferred to the PC for graphical 
representation. Plotting is achieved in real-time; that is, as the speaker is talking into 
the microphone pictures of the speaker's vocal tract, intensity or pitch are drawn on to 
the screen. My work in this project entailed the designing and programming of a high-
frequency monitor (fricative monitor) and the programming of a real-time spectrogram. 
This project gave me a solid grounding in DSP technology and the design of real-time 
applications. It also afforded me an appreciation of signal processing techniques. 
I was becoming increasingly interested in using aspects of the algorithms designed 
for the therapy tool as a basis for designing a real-time speech recognition algorithm. 
The experience I had obtained as a Masters student encouraged me to plan towards a 
PhD and in April 1988 I was lucky enough to obtain the additional funding I needed to 
continue my research as a PhD student. Initially it was my desire to build a recognition 
system that would aid the disabled speaker. However, in order to attract funding from 
commercial interests, the project became one of designing a real-time worel recognizer 
trainable for any speaker. 
My research project aim became one of designing and building a highly accurate 
recognition system within the limitation ofreal-time operation. My problem was there-
fore to find the best methods of achieving this goal. an examination of the major 
variables involved in a system, bounded by the real-time limitations, were undertaken. 
These variables fall into four categories; the pre-processing of the data, the extraction 
of features characterising a word, the measure of the difference between two sets of 
features (the distance measures) and the classification algorithm. An attempt to un-
derstand these four major categories which determine the fundamental and practical 
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limitations of speech recognition algorithms constitute the major original contribution 
of the thesis. 
An in depth comparative study of pre-processing techniques(pre-emphasis, window-
ing, frame overlap and frame size), feature extraction methods (energy, zero-crossing, 
LPC, cepstral and perceptual based LPC) and distance measures (Euclidean, weighted 
Euclidean, log likelihood and projection) were trialed. Initially the techniques were 
applied to New Zealand speech but this made it difficult to compare results with those 
reported in the literature. Nevertheless these tests are important because a prime re-
quirement of the recognition scheme is that it work with New Zealand speakers. For the 
results to be usefnl on a wider scale, however, the same comparative tests were under-
taken with an American speech data-base bought from National Institute of Standards 
and Technology (NIST). 
The major conclusions from the tests undertaken and reported in Chapter 8 of 
this thesis affirm that highly accurate speaker dependent recognition is possible, and 
furthermore the optimum choice of variables is not highly sensitive to accent. The most 
beneficial (giving the highest accuracy increase) pre-processing technique was found to 
involve windowing the data with a smooth function such as a Hamming window. The 
second most significant pre-processing technique was to pre-emphasise the speech. The 
most time consuming and worthless operation was to overlap the data frames. The 
most useful techniques to speed up operation without significantly reducing accuracy 
were to incorporate a threshold in the warping algorithm, to increase frame and to 
decrease reference template numbers. Examining the features tested show that those 
techniques that gave higher recognition accuracies for any individual speaker tended to 
also give higher accuracies for all speakers, regardless of accent. Recognition accuracies 
can be further increased by applying a distance measure which enhances the feature 
set chosen. 
Publications and presentations prepared during the course of my PhD. research are 
listed below. 
BATES, R.H.T., BRIESEMAN, N.P., CLARK, T.M., ELDER, A.G., FRIGHT, 
W.R., GARDEN, KL., KENNEDY, W.K., SQUIRES, P.L., THORPE, C.W., 
TURNER, S.G. and JELINEK, H.J. (1987), 'Interactive speech-defect diag-
nostic/therapeutic /prosthetic aid', In LETELLIER, J.P. (Ed.), Real Time 
Signal Processing X, ProCeedings of SPIE - The International Society for Op-
tical Engineering, 20-21 August, Pp. 131-139. 
ELDER, A., BATES, R., BRIESEMAN, N., CLARK, T., FRIGHT, W., GAR-
DEN, K, KENNEDY, W., SQUIRES, P., TURNER, S. and THORPE, C. 
(1987), 'Real-time speech therapy aid', Proceedings of the 24th National Elec-
tronics Conference, VoL 24, September, Pp. 115-118. 
WATSON, C.L, CLARK, T.M., ELDER, A.G. and THORPE, C.W. (1988), 
'M ultifal'ious real-time speech processing applications', Proc. NELCON, (New 
Zealand National Electronics Conference), Vol. 25, Pp. 65-70. 
CLARK, T., KENNEDY, W. and BATES, R. (1989), 'Towards a real-time 
computer word recognition system using the tms32030', Proc. NELCON, 
(New Zealand National Electronics Conference), Vol. 27, P .. 
AUN, L.C., ELDER, A., CLARK, T. and BATES, R. (1990), 'Software imple-
mentation of hidden Markov model for recognition of isolated digits by New 
Zealand speaker', Proc. NELCON, (New Zealand National Electronics Con-
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ference), Pp. 287-294. 
CLARK, T., KENNEDY, W. and BATES, R. (1990), 'Features for a com-
puter word Tecognition system', Pmceedings of the Third Australian interna-
tional conference on Speech science and technology., November, Pp. 356-361. 
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GLOSSARY 
• automatic speech recognition the recognition of words or sentences by com-
puter. 
• autocorrelation the correlation of a signal with itself. 
• alphanumeric vocabulary - a vocabulary used by speech recognition machines 
which consists of the alphabet and the numeral (0-9). 
• Bark frequencies - a nonlinear frequency scale designed to model the frequency 
perception of the human ear. The Bark scale is based on the auditory critical 
bandwidth and is one representation of the frequency scale of the basilar mem-
brane. 
• Bernoulli effect the suction effect caused by a sudden drop of pressure. This 
effect occurs when air passes through the vocal cords. Changes in ail' pressure at 
the vocal cords causes the cOl'ds to open and shut producing sounds. 
• bigram - a measure of the likelihood of two particular words occurring consecu-
tively. 
• consonants - a speech unit classification. 
• connected recognition - recognition of speech word by word. The words usually 
require pauses between them. 
• continuous recognition recognition of speech, either sentences or phrases, by 
recognising the words or their meaning. 
• clustering - a technique in which multiple representations of the same informa-
tion are grouped together according to some selected parameter of similarity. 
• critical band a frequency band representation of how the human ear masks 
speech in bands. 
• dipthong a phoneme classification consisting of two vowel sounds such as I ell, 
loul etc. 
• dynamic time warping - a method of time normalisation which uses dynamic 
programming. 
• discrete recognition - the computer based recognition of individual words. For 
discrete recognition the words must be spoken with enough delay so that each 
word can be recognized individually. 
• Durbin and Levinson LPC method - a method of calculating linear prediction 
coefficients via autocorrelation coefficients. This method is quicker than some 
because it uses the properties of the Toeplitz matrix. 
XlI GLOSSARY 
• fricatives a type of speech sound which is produced by noise source. Fricatives 
can be voiced or unvoiced. 
• formant - this is a resonance frequency of the vocal tract. Formants for voiced 
sounds are produced by impulsively exciting the vocal tract. 
• glottis - the area between the vocal cords. 
• grammar the correct formulation of sentences. 
• hidden Markov modelling - a method of pattern classification which uses 
prob abilities. 
• inter-word distance - the distance between one word and multiple representa-
tions of different word. 
• intra-word distance - the distance between multiple representations ofthe same 
word. 
• larynx - the structure consisting of the voice excitation apparatus. 
• LPC (linear prediction coefficients or linear prediction coding) either 
the coefficients which model the vocal tract as a system represented by an all-pole 
filter or the method of calculating these coefficients. 
• linguistics - the study of languages. 
• lexical/lexicon - the vocabulary. 
• linear time normalisation - a method of linearly affecting the timing of one 
word with respect to another word. 
• liftering - a method of windowing in the cepstral domain. 
• morphology - the study of the form and structure of words in a language or the 
study of linguistic forms and structures. 
• nasal resonance resonances produced via the nasal cavity 
• neural networks - a pattern classification technique which "learns" by separat-
ing the feature space into non-lineal' regions based on the training applied. 
• oral resonance resonances produced via the mouth. 
• pattern matching - methods which compare one pattern with another. These 
methods often produce a distance or similarity measure giving how close one 
pattern is to another. 
• pharynx - the part of the vocal tract between the mouth and the oesophagus. 
• phonation - the production of voiced sounds by a speaker. 
• pitch - the rate at which the glottis opens and closes, also known as the funda-
mental fl'equency (fo). 
• phoneme - one of a set of sound classes used to distinguish one sound from 
another. The set of phonemes is divided into three categories vowels, dipthongs, 
and consonants. 
GLOSSARY xiii 
• phonetics - the area of study interested in the production, perception, and anal-
ysis of speech. 
• poles - a representation of frequency resonances the Z-domain. 
• quefrency - the measurement used in the cepstral domain. 
• quasi-periodic almost occurring with a define period. 
• supra-glottal respiratory - the vocal area above the vocal cords including the 
pharynx, oral cavity and nasal cavity. 
• sublaryngeal respiratory - the vocal area below the larynx consisting of the 
lungs. 
• source-filter model - a simplified model of voice production consisting of the 
excitation represented as a sound source and a vocal tract represented as a filter. 
• syntactics deals with the grammatical arrangement of words and morphemes 
in sentences. 
• spectrum the distribution of the frequencies which make up a sound. 
• speaker-independent - pertaining to a recognition system which recognizes 
words from any speaker 
• speaker-dependent - pertaining to a recognition system which recognizes words 
from only one speaker, usually the speaker which has trained the 
• spectral tilt - tilting of the spectrum usually caused by some form of pre- or 
de- emphasis. Tilting of the spectrum can be caused by artifacts of the recording 
apparatus or by human influences such as the speakers glottal excitation. 
• stops sounds produced from a complete closure along the vocal tract. 
• trachea - the tube that conveys air from the larynx to the lungs. 
• voiced sounds - sounds that are produced with the vocal cords vibrating. 
• unvoiced sounds - sounds that are produced without the vocal COl'ds vibrating. 
Alternative forms of excitation can be caused by either a sudden release of pressme 
or the forcing of air through a constriction. 
• zeros - a representation of frequency nulls in the Z-domain. 
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Chapter 1 
INTRODUCTION 
Digital Signal Processors (DSPs) have revolutionised many engineering applications. 
Signal processing techniques once considered too computationally intensive for real-
time applications are now possible due to DSP technology. Their special purpose nature 
in the field of signal processing has given increased computational power to many fields 
of research including image processing and restoration, signal communications, signal 
recovery, biomedical applications and speech processing. 
In the field of speech processing DSP technologies have allowed the practical real-
time implementation of extremely complex, computationally intensive schemes. This is 
particularly so for word/speech recognition algorithms. For a word/speech recognition 
algorithm using a database as small as 100 words each of 0.5 seconds duration, up 
to 2.5 Million operations per recognition may be required for the classification algo-
rithm alone. Many speech algorithms are still too computationally intensive to operate 
in real-time on today's DSPSi these algorithms include multi-speaker real-time word 
recognition and continuous speech recognition. However it is possible to design, with 
some constraints, a fast, accurate, speaker-dependent word recognition system. In or-
der to constrain a recognition system to operate in real-time on a DSP each stage of 
the recognition process must be optimised, producing the best performance at the low-
est computational cost. This thesis discusses four areas of a recognition system that 
affect both recognition speed and accuraCYi pre-processing, feature extraction, pattern 
matching and classification, and distance measure algorithms are each investigated. A 
recognition scheme incorporating the optimum conditions for each stage is constructed 
and tested. Results are reported for both New Zealand and American accented speech. 
The chapters of this thesis are arranged as follows. Chapter 2 gives an overview 
of speech sounds. The phonetic and linguistic characteristics of speech are described. 
This chapter also describes the physiology of the production mechanisms of speech. 
The reader is introduced to some of the terminology used later in the thesis. 
Chapter 3 gives a concise history of speech analysis as it relates to speech recogni-
tion. The vast quantity of research in this area is reviewed showing the disorganised 
and random manner that much of this research has followed. The first recognition 
system was implemented as far back as 1950 giving some idea of the length of time 
over which speech and word recognition has been studied. However, even with this 40 
year history of research, recognition systems still show limited success. A few 'cries 
in the wilderness' have been made to try to get a clearer understanding of the useful-
ness of techniques and capabilities of recognition schemes. But, as can been seen from 
this chapter, standardisation of techniques and comprehensive comparisons between 
techniques have been slow to emerge. Comparison of the various techniques used for 
recognition has only begun in the last 5 years, made possible by the standardisation 
of recognition procedures and more particularly with the standardisation of speech 
databases such as those produced by the National Institute of Standards and Tech-
nology (NIST), obtainable since the mid 1980s. It is in this context of comprehensive 
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comparison, and based on exhaustive fundamental experiments, that this thesis makes 
its major contribution to the iield of research in speech recognition. 
Chapters 4, 5 and 6 examine many of the major techniques used for recognition. 
Chapter 4 is a review of the features that are often proposed for word recognition, 
discussing the selection of features to be used in the experiments reported in Chap-
ter 8. The features selected repTesent both the time and frequency information of the 
speech encompassing lineal' pre(liction coefficients, perceptual linear predictors, cepstTal 
coefficients, transitional cepstral coefficients, zero-crossing analysis and energy. This 
set of features is chosen because they can be easily pTogrammed to operate Teal-
time and because, although they are often used for speech recognition systems, they 
are rarely systematically compared. Chapter 5 discusses the two major time align-
ment methods used in Tecognition, dynamic time waTping(DTW) and hidden MaTkov 
modelling(HMM). These two methods aTe examined and shown to be very similar. 
This chapter concludes with a discussion of why DTW was chosen over HMM fOT the 
recognition system. Chapter 6 reviews various distance measures used fOT speech/word 
recognition, examining the pTOblems associated with choosing a distance measure which 
complements the choice offeature. An examination and comparison ofthe Mahalanobis, 
root power sum, and unity weighted Euclidean distance measure is undertaken. For 
each of chapters 4, 5 and 6, where appropTiate, a discussion is also given on the effects 
of real-time processing to explain any deviations fTom the usual implementation. These 
deviations may affect which methods are chosen, how the method is implemented OT 
may intTOduce special requirements necessary to speed up the operation of the algo-
rithms. 
The design of the complete word recognition algorithm for real-tilne implementa-
tion is discussed in Chapter 7. The reasons why particulaT methods weTe chosen and 
algorithms used are presented. 
Chapter 8 provides results of Tecognition tests with both speaker dependent and 
spealcer independent trials showing the effect that different pre-processing techniques, 
features, distance measures, speakers, accents, and reference templates have on recogni-
tion accuracy. An analysis of different pTe-processing techniques shows those methods 
which signiiicantly affect the accuracy and speed of the word recognition scheme, and 
gives those methods which produce optimal performance. This chapter constitutes the 
major original contribution of this thesis. 
Chapter 9 examines two continuous recognition systems. Both these systems use 
DTW isolated word recognition techniques. A comparison of the two methods of con-
tinuous recognition using DTW are presented. First a phoneme segmentation method 
is examined. Problems inherent in this method such as finding beginning and ending of 
phonemes are discussed. The second method uses a one-pass DTW algorithm bypassing 
the need to automatically segment wOTds. This method discusses problems associated 
with the variation of phoneme lengths. 
Chapter 10 concludes and discusses the work presented in this thesis. Suggestions 
for future work are also presented in Chapter 10. Four areas of further work are dis-
cussed; the fmther examination of distance measures to optimise recognition accuracy, 
the effects of database recording parameters on the recognition accuracy, the investi-
gation of the effects of accent on features extracted and recognition accuracy, and the 
continuation of continuous word recognition using DTW methods. 
3 
Chapter 2 
MODELLING SPEECH 
In order to model speech effectively it is important to correctly understand the anatomi-
cal and acoustical features of the vocal apparatus and its operation. This chapter fhstly 
discusses features important to the modelling of the vocal tract and vocal cords. In 
the second section actual models of the vocal apparatus are examined. The models 
examined include acoustic, electric and digital representations. References from which 
the information about the modelling of the vocal tract and cords has been gathered are 
Fant(1971), Markel and Grey(1976), and Rabiner and Schafer(1978). 
2.1 BASIC PRINCIPLES 
2.1.1 Anatomy 
The. respiratory system can be divided into three main parts - the larynx, the supra-
glottal respiratory system (upper vocal area), and the sublaryngealrespiratory system 
(lungs and trachea). These parts are shown in Fig. 2.1 
The larynx (see Fig. 2.2) is the source of quasi-periodic energy that excites the 
f' M"" ~ ~. ~ ...... .o ....... 
Supraglottal 
vocal tract 
Larynx ...................... . 
Sub laryngeal 
system 
. .............................. Nasal Cavity 
.................. Pharynx 
Figure 2.1. Illustration of the vocal apparatus showing the larynx, the supraglottal respiratory system 
and the sublaryngeal respiratory system. 
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Vocal ligaments '" 
.... :;~~ 
Thyroid cartilage 
Figure 2.2. Diagrammatic view of the larynx (Gobl,1989) 
vocal tract in the production of voiced sounds ((§2.1.2)). It is located at the top of the 
trachea, opening in to the pharynx (at the back part of the oral cavity). Externally very 
little laryngeal structure can be seen except for a prominence in the middle of the male 
neck called the po mum Adami (adams apple). The larynx is a complex structure of 
cartilages linked by muscles, ligaments and membranes. The vocal cords, each consisting 
of muscle tissue and a ligament, are set within the larynx. The area between the vocal 
cords is known as the glottal opening. The anterior position of the glottis (that parts 
towards the front of the neck) is the portion usually responsible for phonation. A set of 
muscles interconnecting the cartilages which lie around the vocal cords act to adduct or 
abduct the vocal cords and so enlarge or deCTease the size of the glottal opening. The 
thickness or cross section of the vocal cords is also a function of the tension applied to 
them. This is important because the frequency at which the vocal cords vibrate during 
voicing is a function of both the tension of the vocal cords and the subglottal pressure. 
Evolutionally the larynx is much older than the parts of the brain and muscle 
structUl'e responsible for articulation and language. The major function of the larynx 
is to protect the lungs from ingestion of solids or liquids during feeding and to admit 
only air. To do this the larynx is able to massively adduct, sealing air in the lungs and 
stopping solids from entering. 
The supraglottal respiratory system consists of the oral pharynx, nasal pharynx, 
nose, and mouth. The jaws, lips, and tongue can all be used to modify the interior 
shape and volume of the mouth, while the velum can open or close the nasal cavity. 
It is usual to designate the supraglottal respiratory system and the larynx as the vocal 
tract. The phonetic quality of differing vowel and consonant sounds is primarily due to 
the configuration assumed by the vocal tract. 
The sublaryngeal respiratory system consists of the lungs and the trachea. The 
lungs serve mainly to force air through the trachea to the larynx and although they 
must have some acoustic on the sounds produced, their acoustic properties will 
not be discussed fUl'ther in this thesis. 
2.1.2 Acoustics 
Sound is produced when a steady flow of ail' from the lungs is segmented at the larynx 
level by the vocal cords into a series of air puffs. The air puffs, which occur at the 
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fundamental frequency or pitch, cause harmonics in cavities of the vocal tract. 
The vibrations ofthe larynx are controlled by the various laryngeal muscles, together 
with the pressure produced by the lungs. The larynx first acts to adduct the vocal cords 
across the airway. As the sublaryngeal pressure increases the resistance of the adducted 
vocal cords is overcome and they open momentarily, releasing a puff of air. The rapid 
increase of air flow when the cords open results in a drop of pressure and a consequent 
suction effect, known as the Bernoulli effect, which draws the cords back into a closed 
position. This pressure differential, plus the static tissue force of the ligaments and 
muscles surrounding the cords, force the folds to shut. The cycle repeats to produce 
a periodic flow of air causing a pressure wave known as the glottal waveform. This 
glottal waveform provides the acoustic excitation force for the vocal tract. 
The frequency of the glottal waveform is known as the pitch. Its value depends 
upon a balance between the pressure below the cords and the static tissue force of the 
ligaments and muscles surrounding the cords. This balance is largely independent of 
the upper airway but can be controlled by the speaker who is able to alter pitch at will 
(Witten, 1982; Moore, 1971). The pitch of a male voice varies fTOm as low as 50Hz up 
to 250 Hz with a typical value around 100Hz, while female speech ranges from 120Hz 
to as high as 500Hz, but typically around 200Hz. 
The waveform generated by the movement of the vocal cords is not simply sinusoidal 
but is more closely approximated by a triangular pulse as illustrated in Fig. 2.3. This 
pulse train is rich with harmonics which decay at around 12db/octave. Fig. 2.3 also 
illustrates how the vocal cords may not completely close between cycles allowing a small 
air flow even in their closed position. 
Glottally excited speech, known as voiced speech, is not the only form of vocal 
excitation to produce speech sounds. A second source of vocal excitation, equivalent to 
acoustic noise, is produced by a turbulent flow of aiT neated at some point of stricture 
in the tract, and the sounds produced are known as unvoiced speech. The noise source 
for consonants may be sited at many different places in the tract - at the lips for 
/f/, between the tongue and teeth for /e/, at the teeth for /s/ ,/ J/ or further back in 
the throat for /h/, / g/. These sounds have no pitch and hence a spectral envelope 
representation is broad and uniform (as shown in Fig. 2.4). The vocal cavity forward 
of the constriction is usually the most influential in spectrally shaping the sound. This 
filtering effect depends not only on the length of the tract but also on the cross sectional 
area of the constriction and the rate of airflow. 
third source of excitation is created by a pressure build up at some point of closure 
other than the vocal cords. An abrupt release of the pressure provides a transient 
excitation of the vocaJ tract. This type of excitation is used to produce sounds such 
as [p,b,k,t,d]. These sounds are called plosives and together with the sounds described 
in the previous paragraph, are known as unvoiced fricatives. Fricatives can be either 
voiced or unvoiced depending on whether glottal excitation is present. 
The excitation signal, produced by the larynx or otherwise, is coupled to a resonant 
(supraglottal) system, shown diagrammatically in Fig. 2.5 as a tube opening into the 
vocal tract and nasal cavity. At its simplest the vocal tract can be imagined as a 
cylindrical pipe. For voiced speech a sound source, (the larynx), is at one end of the 
pipe and the other end is open representing the lips. Resonances occur in the tube 
with wavelengths 41, 41/3, 4L/5 ... , where 1 is the length of the tube (Rabiner and 
Schafer, 1978). For the average male the length between the vocal cords and the lips 
is approximately 17cm and so the resonant frequencies would occur at 500Hz, 1500Hz, 
2500Hz. When excited by the harmonic rich waveform of the larynx, the vocal tI'act 
resonances produce peaks, known as formants, in the spectral envelope of the speech 
wave, as shown in Fig. 2.6 . The lowest formant, (Fl), usually varies between 200 to 
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~Pitch_ 
Period 
Time 
(b) Glottal Waveform Time 
Figure 2.3. Illustration of (a) speech produced by the vocal tract excited by a (b) glottal wave 
(Liberman and Blumstein, 1987). The repetitive nature of the speech waveform is caused by the opening 
and closing of the glottis producing the glottal waveform. The time between successive openings of the 
glottis is known as the pitch period of the speech. 
1000 Hz, formant two, (Fz), varies around 500 to 2500 Hz and formant 3, (F3 ), varies 
around 1500 to 3500 
The cylindrical pipe model of the vocal tract represents the vocal tract as a straight 
segment, whereas actually it is bent into two sections with a vertical section at the 
rear of the mouth and a roughly horizontal section in the front. The tougue placement 
within these roughly right-angled sections can induce some of the largest effects on the 
output resonances by altering the relative length of each tube. The formant structure 
can also be modified by the shape and extent of the lip opening. Therefore any formant 
pattern of a particular sound is the outcome of the acoustic character ofthe whole tract 
working as one resonant system. Fig. 2.7 shows the different formant patterns for the 
three different vowel sounds [00] as in hood, [a] as in had, [ar] as in hard showing 
the differences of the patterns that can be obtained with variations of lips and tongue 
placement. 
With real speech the vocal tract is continuously moving, altering its shape, and 
so changing the position of resonances which change the sounds produced. A three 
dimensional plot of the variation of speech energy versus time (Fig. 2.8) illustrates how 
the formants change throughout the duration of spoken words, moving smoothly from 
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Figure 2.4. Pressure waveform and spectral envelope of unvoiced sounds showing wide band frequency 
information. Note that the plot shows no pitch information. 
Muscle fore! 
Nasal cavity 
N aso-pharynx 
ose 
-~~ 
Vocal tract 
Oral cavity 
Figure 2.5. Model of the vocal tract. A sound source is caused by the lungs forcing air through the 
vocal cords and producing an excitation which is shaped by the vocal tract and nasal cavity. Speech is 
output as a sound from the lips and nose. 
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Time (s) 
Freq (kHz) 
Figure 2.6. Pressure waveform and spectral envelope of voiced speech showing three formant peaks, 
F2 and F3. Note the repetitive nature of the pressure waveform caused by the air puffs released 
by the glottis as it opens and closes. 
one configuration to the next. 
2.1.3 Phonetics 
Phonetics is a term given to the field of study concerned with the description of speech 
in terms of basic units, each unit representing a fundamental sound called a phoneme. 
The set of phonemes can be divided into three main categories: vowels, dipthongs and 
consonants. Division into these categories is difficult to justify by simply looking at the 
way these sounds are produced. Many consonants are nearly indistinguishable from 
vowels in their formation and in their acoustical properties. One definition of a vowel 
is 'a speech sound which may constitute a syllable or the nucleus of a syllable' whereas 
a consonant is considered 'a speech sound which is used marginally with a vowel or 
dipthong to constitute a syllable' (Ladefogad, 1973). 
In the following sections the division of speech sounds between vowels, consonants 
and dipthongs is examined more closely. 
2.1.3.1 Vowels and Dipthongs 
Vowels consist of sounds produced solely by vocal COI'd excitation (voiced sounds). 
Normal articulation of a single vowel has a tract shape which is relatively stable and 
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Amp 
(a) [00] 
(b) [a] 
(c) [ar] 
Amp I ~------, 
0.08 
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Figure 2.7. Signal and formant structure of three vowel sounds, (a) [00] from hood, (b) [a] from had 
and (c) [ar] from hard. Note changes in the signal cause changes in the frequency structure and location 
of frequency peaks. 
relatively open. Vowel sounds also have very little nasal tract coupling being produced 
mainly from the mouth. 
The different vowel sounds are produced by changing the shape of the oral cavity. 
This usually occurs by moving the tongue and, to a lesser extent, by changing jaw 
opening and lip rounding. As the tongue movement is the most influential, the 
glish vowels are usually categorised according to tongue position as shown in Table 2.1 
(Skinnel' and Shelton, 1978; Kaplan, 1971). 
Dipthongs are a special kind of vowel, a single phoneme consisting of two different 
vowel positions. One of the positions is the dominant known as the nucleus, it has 
a longer duration and greater stress. The second position is called the glide. These 
two positions are formed by movements of the vocal tI'act as the sound is made. The 
English dip thongs are I ell as in made, loul as in own, lall as in ice, laul as in out, 
and 1;)11 as in oil. 
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(b) Time 
Figure 2.8. Temporal, (a), and spectrographic, (b), plots of the sentence 'ZERO ONE TWO THREE'. 
Time is plotted horizontally. For the spectrographic plot the frequency is plotted vertically and the 
energy of the sounds is represented by the darkness of the plot. As the time waveform slowly changes 
shape the formant structure of the spectrogram also changes shape with time. 
2.1.3.2 Consonants 
. Consonants make up those sounds that are neither vowels or dipthongs. They can be 
formed by either voiced or unvoiced excitation or as a nasalised sound. Consonants 
are usually categorised by the part of the speech mechanism most important in the 
production of the sound or type of excitation used. Using this criterion, consonants 
can be represented by five major classes stops, fricatives, affricatives, oral resonants, 
and nasal resonants. These consonants are outlined in Table 2.2 (Levelt, 1989) 
2.1.3.3 Other Sub-Word Units 
Phonemes, although the smallest sub-word unit, are not the only word reduction unit. 
Diphones, syllables, demj-syllables and disyllables are also sub-word units, breaking 
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DEGREE OF TONGUE HUMP POSITION 
CONSTRICTION FRONT CENTRAL BACK 
HIGH /i/ eat /3'-/ moth er /u/ suit 
/1/ it /U/ book 
MEDIUM /e/ vacation /d/ sofa /0/ obey 
/520/ ever /A/ up /'J/ law 
LOvV /re/ at I /0/ not 
/a/ class I /et/ father I 
Table 2.1. Vowels of the English language (Skinner and Shelton,1978). 
Graphemic: emigr ant e 
phonemes: emigRat 
diphones : e em mi ig gR Ra at t 
syllables: e mi gRat 
demi-syllables : e em mi ig gRa at t 
disyllables : e emi igRa at 
Figure 2.9. Representation of the word emigrate by sub-word units (Mariani,1989). 
the speech into primary units. An example of how these sub-word units represent a 
word is shown in Fig. 2.9. Detailed explanation of each subword unit may be found in 
MaI'iani( 1989). 
2.2 ACCENTS 
A speaker organises his/her utterances in patterns of stressed and nnstressed syllables, 
assigning various degrees of stress (or accent) to different syllables. In such cases various 
accents produce various patterns of stressed and unstressed sounds. This rhythm of 
speech is reflected in part by the duration of the syllables, where stressed syllables 
are longer. Stress is also realised by variations in amplitude (aT intensity) and pitch 
(refer (§2.1.2)) (Levelt, 1989). Speech quality is also important to speech accent. Often 
qualities such as 'nice' or 'musical' or 'ugly' or 'harsh' are used to describe a speaker's 
speech (CI'ystal, 1980). These qualities are due to the variations of formants during 
phonation, and in particularly are realised on the first two formants of the speech. 
Fig. 2.10 shows the difference in the major vowels of two speech accents, New Zealand 
and American English. The movement of the formants of the vowel sounds can produce 
the most difference between two speakers voicing the SaIne speech. 
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CONSONANT DEFINITION EXAMPLES 
VOICED UNVOICED 
Stop or Produced when a complete closure is Ibl be Ipi pay 
Plosive made along the vocal tract. Pressure Idl day It I to 
in the Inngs is Igl go Ikl key 
suddenly released producing sound. 
Fricative Produced by an audible incoherent Ivl vote If I for 
noise source by forcing air la/then 191 thin 
through a constriction along the Izl zoo lsi see 
vocal tract. /31 azure IN she I 
Affricative Combination of a stop phase 
immediately followed by a Id:jl jam It! I chair 
fricative. The stop and fricative 
portion of the sound are produced 
at the same place of articulation. 
Oral Resonances Produced by oral cavity resonances 
set up by the vibrational action of Iwl we 
the vocal cords. As vowel sounds Ijl yes 
are produced in the same way these III let 
consonants are sometimes called Irl red 
'semi-vowels' or 'vowelised' 
consonants. 
Nasal These consonants are produced as 
I 
Resonances oral resonants but, when Imlme 
producing nasals, the velum is Inl new 
open, permitting resonances in IIJI sing 
the nasal cavity. Also the oral 
cavity is completely closed off at 
some point thns forcing air throngh 
the nasal opening. 
Table 2.2. The English consonants (Kaplan, 1971). Represented by five classes - stops, fricatives, 
aifricatives, oral resonances, and nasals. 
2.3 MODELLING THE VOCAL TRACT 
In this section the vocal tract and speech producing organs are represented as an 
acoustical system. A model of the vocal tract is examined which attempts to model the 
physical processes which affect the acoustics of the outpnt speech. In order to represent 
these processes a complicated description of the vocal tract model is needed. 
The second part of this section examines another representation, requiring much 
less information, which models the vocal tract at a more abstract level. This abstract 
description is the source-filter model forming the basis of an electrical analog of the 
vocal tract, first investigated by Fant (1960). 
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Figure 2.10. The first (Fl) versus the second (F2) formant positions of various vowel sounds for 
two accents, (a) New Zealand (Maclagan,1982) and (b) North American English (Ladefogad,1982). 
Formant positions are shown for a typical male speakers. 
2.3.1 Direct Modelling of the Vocal Tract 
To accurately model the vocal tract as an acoustical system, the factors which influence 
the output must be examined. These factors are listed by Rabiner and Shafer (p.57) 
as; 
• TIME VARIATIONS OF THE VOCAL TRACT. For the vocal tract to be able 
to vary its resonant frequencies, and hence the sounds produced, it must vary its 
configuration in time. For a single vowel sound, however, the movement of the 
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vocal tract is minimal and is usually neglected when modelling such a sound. 
• LOSSES DUE TO HEAT CONDUCTION AND VISCOUS FRICTION AT THE 
VOCAL TRACT WALl,S. Energy is lost by the air the tract due to both 
heat conduction through the walls of the vocal tract and through viscous friction 
between the air and the tract walls. 
• SOFTNESS OF THE VOCAL TRACT. The walls of the vocal tract vibrate due 
to the varying forces along the tract, causing changes or perturbations in the tract 
which affect the resonances of the tract. 
• RADIATION OF SOUND AT LIPS. Termination of the vocal tract at 
the opening of the lips or nostrils places a radiation load at the output. At low 
frequencies the effect is negligible (that is the radiation impedance approximates a 
short circuit termination), whereas at high frequencies the effect is approximately 
equal to the radiation resistance at the lips (Rabiner and Schafer, 1978, p71). This 
has the effect of de-emphasising the output volume velocity at higher frequencies. 
• NASAL COUPLING. For nasal consonants the oral tract is completely closed and 
sound radiation is from the nose, while for nasalised vowels sound is produced 
from both the nasal and oral passages. For nasalised vowels the speech signal is 
then a superposition of nasal and oral outputs. For nasal sounds the closed oral 
cavity can trap energy at certain frequencies, preventing those frequencies from 
appearing in the nasal output. (Rabiner and Shafer, 1978, p78). This results 
anti-resonances as well as resonances being present in the frequency response. 
Another frequency response effect is that for nasalised sounds the nasal formants 
having broader bandwidths than the non-nasal sounds. This is attribnted to the 
greater viscous friction and thermal loss due to the large surface area of the nasal 
cavity. 
• EXCITATION OF SOUND IN THE VOCAL TRACT. All controlling forces for 
the movement of the vocal cords need to be considered for accurate representation. 
These forces are firstly due to pressure of air forced through the cords by the lungs, 
secondly due to the tension and stiffness of the cords, and finally due to the area 
of glottal opening. 
It is computationally impractical to include all these factors into a modeL Usually only 
those effects which most grossly affect the speech are considered. A close representation 
models the vocal tract as a tube of varying cross sectional area, shown in Fig. 2.11, with 
yielding walls but with no losses due to heat conduction and friction. assumptions 
are reasonable and only produce significant errors at frequencies below 500Hz (Rabiner 
and Schafer, 1978). The Portnoffs equations (Rabiner and Schafer, 1978) can be used to 
approximate the acoustic system by using the laws of conservation of mass, momentum 
and energy, producing the momentum equation 
and the continuity equation 
aU(x,t) 
ax 
aU(x, t)/A(x, t) 
= P at ' 
_1 a(p(x,t).A(x,t)) + _aA--,(_x,-=-t) 
pc2 at at . 
(2.1) 
(2.2) 
where A(x, t) is the cross-sectional area, that is the area normal to the longitudinal 
dimension, of a tube. p( x, t) is the sound pressure, c is the velocity of sound, U( x, t) is 
the volume velocity, and p is density of air. 
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Figure 2.11. Model of the vocal tract as a tube with varying cross sectional area A(x, t). Also 
illustrated is the volume velocity U(x, t) and the pressure wave p(x, t). 
A solution to these equations is complicated, requiTing extensive numerical analysis. 
One problem is that the initial tract area function A( x, 0), must be known. Accurate 
measurements of this initial area function have been tried using direct methods such as 
X-rays (Fant, 1960)) or indirect methods, such as exciting the vocal tract with external 
imp1l1ses (Sondhi and Gopinath, 1971), or by measuring the acoustic properties of the 
speech (Mermelstein, 1967). Another solution is to remove the problem of finding the 
area function by modelling with the vocal tract set in a constant configuration, that 
is by setting A(x, t) = A(x). The partial differential eqnations, (2.1) and (2.2) then 
reduce to (Markel and A.H. Gray, 1976), 
and 
aU(x,t) 
ax 
-p 
A(x) 
A(x) ap(x, t) 
p.c2 at 
(2.:3) 
(2.4) 
These equations combine to give the classical Webster horn equation (Markel and 
A.H. Gray, 1976) which models the vocal tract as a smoothly flaring horn as follows 
(2.5) 
_ c2Jh [_1_ 8U(x,t)] p ax A(x) ax • 
such that 
~ [_1 au(x,t)] 
ax A(x) ax 
1 a2U(x, t) 
c2 A(x) at2 (2.6) 
Solving these eqnations for the output volume velocity for a vocal tract response 
for a constant position gives a frequency response like that plotted in Fig. 2.12. This 
response contains· an infinite number of poles equally spaced on the frequency axis. 
A more realistic model includes the effect of tract losses, such as non-static vocal 
walls, and less pronounced effects such as viscous friction and thermal conduction. The 
effect of yielding walls gives an output volume velocity response with damped reso-
nances. These damped resonances have centre frequencies which are slightly higher 
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Figure 2.12. Frequency response for a flared horn with no losses. A flared horn without losses gives 
a basic model of the vocal tract response. 
than the undamped case, while having bandwidths which are wider. With the addi-
tion of friction and thermal losses to the model the bandwidths are further increased. 
Adding lip impedance effectively de emphasises the volume velocities at high frequen-
cies effectively reducing the magnitudes of the higher frequency volume velocity com-
ponents(Rabiner and Schafer, 1978). 
2.3.2 The Vocal Tract as a Series of Uniform Tubes 
For many systems, such as word recognition systems, requiring the modelling of speech a 
high degree of accuracy is not required. The real problem is to model the speech signal 
efficiently, representing the relevant information the sound with the least number 
of parameters. One efficient representation of the vocal apparatus is the source-filter 
model where the sound source (providing the excitation) is separated from the vocal 
tract filter. A diagram of this model is drawn in Fig. 2.13. An important assumption 
of the representation is that there is no coupling between the vocal tract and sound 
source. 
The excitation or sound source of this model must produce two basic excitations, a 
periodic pulse train for voiced sounds and a noise-like excitation for unvoiced sounds. 
The pulse train is most simply represented as a train of impulses filtered by a glottal 
shaping filter. For voiced speech, the excitation source produces a waveform whose 
frequency components decay at about 12dB/octave. To represent this function often 
a sawtooth or triangular wave is employed as their shape represents that of an actual 
glottal pulse produced by the vocal cords. Because the sawtooth waveform exhibits 
discontinuities it has the wrong asymptotic Tate of decay (6dB/octave instead of 12 
dB/octave) (Witten, 1982) a better repTesentation is the triangnlaT pulse which does 
decay at 12 dB/octave. The second type of excitation (to produce unvoiced sounds) 
requires only a noise generator. 
The vocal tract model approximates the vocal tract as a series of uniform tubes. 
An accurate representation of the vocal tract can be made if a large number of tubes 
are used. However, only 5-12 tubes are used in practice. Fig. 2.14 shows a diagram of 
a model with 6 tubes. 
The following assumptions about the vocal tract are made for the uniform tnbe 
model (Markel and A.H. Gray, 1976) 
• The vocal tract is represented as M connected acoustic tubes of equal length. 
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Figure 2.13. Model of the speech production system with the excita.tion decoupled from the vocal 
tract filter (the source-filter model). 
Each tube has its own volume and hence a unique transfer function. 
• Propagation through an individual tube section is treatecl as a plane wave. 
• All losses due to wall vibration, viscosity and heat conduction are ignored. 
• The vocal tract model is completely decoupled from the excitation source model, 
allowing constant boundary conditions. 
• Effects of the nasal tract are ignored. 
Taking all these approximations into account the wave propagating within the tube 
can be found by solving Portnoffs equations (2.1) and (2.2) fOl' each section, where 
Um(x, t) and Pm(x, t) are the volume velocity and the pressure respectively in section m. 
The index m is taken from the lips (m 0) to the glottis, (m M -1) (''Vakita, 1973). 
At the mth tube, which has cross-sectional area Am the pressure and volume velocity 
has the form (Wakita, 1973) 
Pm(x, t) = PAC [U~(t - x/c) + ~;;:(t + x/c)], 
7Th 
(2.7) 
and 
Um(x,t) = [U~(t x/c) - U;(t+ x/c)]. (2.8) 
This solution represents a one dimensional wave equation for the volume velocity 
and pressure expressed as a linear combination of forward ( +) (from glottis to lips) and 
backward (-) travelling waves. 
Equations (2.7) and (2.8), allowthe volume velocity (or pressure) at any location, 
x, and time, t, within the mth section to be found as the difference between the forward 
travelling wave and the backward travelling wave. 
The areas Am of the cylinders can be calculated from these equations by relating 
pressure and volume at the boundaries. An illustration of the positive and negative 
going volume velocities at a boundary is shown in Fig. 2.15. 
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Lips 
Figure 2.14. Vocal tract modelled as a series of M tubes, where in this case M = 6. The tubes have 
constant length L but different cross-sectional area. By changing the cross-sectional area of the tubes 
various vocal-tract 
produce sounds. 
can be produced, representing those shapes of the vocal-tract required to 
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Figure 2.15. Junction between two lossless tubes m and m-1 of length 1m and 1m-I, showing positive 
and negative going travelling waves. At the boundary the pressure and volume velocity must be 
continuous in both time and space. The time to travel through the mth tube is represented as Tm and 
the m 1 tube is Tm - 1 . Generally the length of the tubes is kept constant such that 1m = Im- 1 = I 
and in such cases Tm = Tm- 1 T 
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At a boundary between mth and (m - 1 )th section, the pressure and volume veloc-
ities must be continuous such that 
Pm (l/2, t) 
Um (l/2, t) 
Pm - 1 ( -1/2, t), 
Um -l( -1/2, t). (2.9) 
where X is measured from the centre of each section such that a section oflength 1 spans 
from -1/2 to +1/2. Substitution of these equations into equations (2.7) and (2.8) gives, 
u1t(t - T) - U;;;:(t + T) 
U~(t - T) + U;;;:(t + T) 
U;;;'_l(t+T) U;;'_l(t-T), 
[U;;;'_l(t + T) + U;;'_l(t - T)][Am/Am-l] (2.10) 
where T is the time to travel through half a section of the tube aud is equal to Tm /2. 
At the m -1 section, the absence of a reverse-travelling wave ( (t - T) = 0), 
(t + T) can be considered the reflection of U~ (t - T ). Therefore combining the two 
equations above allows areas to be calculated for the vocal tract sections which can be 
generalised so that the amount of U~(t T) that is reflected at any boundary can be 
calculated as: 
and a reflection coefficient can be defined for any boundary as: 
This equation is easily rearranged so that 
1- Tm 
1 + Tm' 
(2.11) 
(2.12) 
(2.13) 
This relationship allows the relative cross-sectional areas of the vocal tract tubes to 
be calculated from reflection coefficients. Note that the reflection coefficients are able 
to be calculated directly from the speech signal via linear prediction coefficients (as 
discussed more fully in §4.3). The calculated areas are relative areas and typically this 
is achieved by setting the area of the first or last tube to unity so that all other areas 
are evaluated relative to it. This normalized cross-sectional area of the model vocal 
tract is called the area function. For vocal tract shapes to be calculated from particular 
sounds it is worth noting that the area function is not unique. Multiple area functions 
can have the same transfer function (such as the area function and its inverse). Further 
more the area function depends critically on the formant bandwidths. That is one 
sound can be produced with the same formant locations but differing bandwidths. The 
area function derived from these sounds can differ markedly (Sondhi, 1979). A third 
difficulty is that the transfer function of the vocal tract cannot be estimated reliably 
at frequencies higher than 3kHz (Elder, 1991). Although the area functions do not 
have unique correspondence to the shape of the vocal tract during voicing, the shape 
usually generated (if pre-emphasis is used prior to linear predictive analysis) appears 
to be reasonable estimates of the vocal tract shape (Elder et al., 1987) From a practical 
point of view, it is irrelevant whether the shapes are non-unique if reasonably accurate 
vocal tract representations are generated from actual speech signals (Elder, 1991). 
To produce a simple mathematical description of the acoustic tube vocal tract 
model there is required further manipulation of the volume velocity equations which 
must be obtained in terms of the reflection coefficients. The reflection coefficients can 
be substituted into the volume velocity equations such that the forward and backward 
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Figure 2.16. Acoustic tube representation of the vocal tract. 
volume velocity at the boundary of sections m and m - 1 can be found in terms of the 
reflection coefficients, 
U;'(t r) 
and 
U;;.(t + r) 
U;'_l(t+r) TmU;;'_l(t-r) 
1 + Tm 
-TmU;'_l(t + r) + U;;'_l (t - r) 
1 + Tm 
(2.14) 
(2.15) 
Solving (2.14) for the forward-travelling volume velocity, U;'_l(t + r), at the left 
edge of section m - 1, and substituting this into 2.15 to obtain the reverse-travelling 
volume velocity wave, U;;.(t + r), at the right edge of section m, gives the equations, 
(2.16) 
and 
(2.17) 
At the glottis boundary utr -1 (t + r) and UM1 (t r) must be related, while at the 
lips ut(t r) and Uo(t + r) must be related. At the boundary where lip termination 
occurs the lips are defined as being open, analogous to a short circuit and such that 
the pressure at the lips is zero. The boundary condition is therefore 
ut(t - r) = -Uo(t + r) (2.18) 
The volume velocity output of the acoustic tube at the lips, UL(t), is 
UL(t) ut(t - r) - Uo(t + r) (2.19) 
which results in 
(2.20) 
Determination of the boundary condition at the glottis is more involved. A model for 
the glottis is that of an acoustic tube driven by a volume velocity source Ua(t) whose 
source impedance is ZG. Markel and Gray (1976) present two models for the boundary 
conditions at the glottis. One of which defines an artificial section M whose impedance 
is matched to the volume velocity source impedance The model containing the 
artificial impedance section, defined as section M, is precisely equivalent to the model 
without an added section (whose section M - 1 is directly connected to the glottal 
volume velocity source). However the extra section adds a delay which is compensated 
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Figure 2.17. Signal flow-graph represellting the junctioIl between two lossless tubes. 
for by defining the glottal source volume velocity as Ua(t + 2r). Assuming Za is real, 
Markel and Grey derive a source volume velocity Ua(t) such that 
Ua(t) = 2U1i_l (t + r) - 2rMUM_1 (t r) 
1 + 1'M 
and is identical to (2.14) if 
u1i(t - r) Ua(t) 2 
(2.21 ) 
(2.22) 
The volume velocity u1i(t - r) represents a forward-travelling wave in the artificial 
section M added to the vocal tract model. The reverse-travelling wave in section M 
can be determined from (2.15) with m = M, which results 
(2.23) 
Signal flow-graphs can be used to represent the multiplications and additions of 
equations (2.16) and (2.17). A signal flow-graph representing the mathematical de-
scription of the physical model of Fig. 2.16, is shown in Fig. 2.17. 
2.3.3 Obtaining Filter Parameters from Area Parameters 
The tube model has many properties in common with digital filters allowing a transfer 
function of the complete lossless tube model to be found. The transfer function repre-
sents the vocal tract and can be written as a z-domain function if the signal is sampled 
at a rate of not less than 2~ 4~ which is the time for a signal to travel twice the length 
of a tube section. To understand why this is the necessary value consider a vocal tract 
tube model consisting of the concatenation of N tube sections. If an impulse is applied 
at the glottal end such that Ua(t) o(t). Then the impulse will propagate down the 
tube being pal'tiaily pl'opagated and partially reflected at each boundary. The impulse 
response of the tube model can be represented as (Rabiner and Schafer, 1978) 
00 
vet) = aoo(t 2Nr) + 2: ako(t - 2Nr - 4kr) (2.24) 
k=l 
Thus the soonest the impulse can reach the output is 2N r sees. This time is only 
representative of the delay between the production of the excitation at the glottis and 
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the sound at the lips. However successive impulses due to reflections at the junctions 
reach the output at multiples of 4r seconds later (the time to propagate both ways in 
one section). Because the system function of a lossless tube model has many properties 
in common with digital filters the model can be written in the form 
00 00 
V(s) 2::::ake-s(N+2k)2T e-sN2T L ake-s4Tk (2.25) 
k=o k=o 
where the factor c sN2T corresponds to the delay time l'equil'ed to propagate thl'ough 
all N sections and the quantity 
00 
17(s) = Lake-sk4T (2.26) 
k=O 
is the system function of a lineal' system whose impulse response is v = vet + 2Nr). 
Equation (2.26) repl'esents the resonance pTOperties of the system. Examining the 
fl'equency response, 17(w) 
and 
00 
17(w) = Lakcjwk4T 
k=O 
, 21f ' 
V(w + -) = Yew) 4r 
(2.27) 
(2.28) 
which is reminiscent of the fl'equency response of a discl'ete-time system, such that, if 
the input to the system (the excitation) is bandlimited to frequencies below then the 
input can be sampled with a period 4r and filtered with a digital filter whose impulse 
response IS 
v(n) an n;::: 0 
o n < O. 
(2.29) 
The z-domain representation of the vocal tract is 17(w) with e- jw4kT replaced by 
Z-l such that 
00 
V(z) L ak z- k . (2.30) 
k=O 
To derive a general model fOT a lossless tube discrete-time model fOT speech produc-
tion the ratio of the volume velocity at the lips divided by the volume velocity at the 
glottis can be written as (Rabiner and Schafer, 1978) 
V(z) UL(Z) Uc;(z) . (2.31 ) 
This expression can be expanded by expressing Uc;(z) terms of UL(Z). This is 
achieved by expanding U a( z) in terms of the volume velocity equations. The equations 
of (2.14) and (2.15) give the volume velocity of one section m terms of the previolls 
section m - 1. By recursively solving these equations from the first section to the last 
section a group of equations can be found such that 
(2.32) 
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where 
u = [ u,t(z) ] 
m (z) (2.33) 
Q = Zl/2 [ l~rm l-z~;'] (2.34) m -rmZ-1 
l+rm l+rm 
Note that a fictitious L 1 tube (a tube one past the lips) has been added to represent 
the boundary conditions at the lips in the same manner as all the junctions the 
system. This L - 1 tube is considered infinitely long so that there is no negative-going 
wave in the tube. This is equivalent to assuming that the L - 1 tube is terminated in 
its characteristic impedance and the reflection coefficient at the lips 1'L is 
(2.35) 
where ZL is the lip impedance, and is the cross-sectional area of the tube at the 
lips. 
The equation 2.32 shows that the variables at the input can be expressed in terms of 
the variables at the output. From Fig. 2.18 it can be seen that the boundary condition 
at the glottis can be expressed as 
UG(z) 21'G U- (z) 1 + 1'G G-l 
where 1'G is the glottal reflection coefficient and is 
r'G = [ZG - Ta"] 
Z+..P.£ G AG 
(2.36) 
(2.37) 
where ZG is the glottis impedance, and AG is the cross-sectional area of the tube at 
the glottis. 
Thus, using 2.32 we can write 
UG(z) 
UL(Z) 
which is equal to 1/V(z). 
- 21'G ] If Qm [ 1 ]. 
1 + 1'G m=O 0 
(2.38) 
By multiplying out the equations a general form of V(z) can be found for a lossless 
tube mode, 
where 
and 
G 
V(z) = D(z) 
1\[-1 
G = 0.5(1 + 1'G) IT (1 + 1'm)z-M/2 
m=O 
D(z) [1, -1'GJ [ 1 
-1'1 
which can have the form 
M-1 
D(z) = 1- L amz-m 
m=O 
(2.39) 
(2.40) 
(2.41 ) 
(2.42) 
such that the transfer function of a lossless tube model has a delay corresponding to 
the number of sections of the model and it has no zeros, only poles. These poles define 
the resonances or formants of the lossless tube model (Rabiner and Schafer, 1978). 
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Figure 2.18. Mathematical model showing glottal termination (taken from Markel and GraY(1976)) 
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Chapter 3 
SPEECH RECOGNITION - AN HISTORICAL OVERVIEW 
.. an engineer hoping to build devices that will recognise speech has a right to be discour-
aged. (Miller, 1962) 
Will human beings ever converse easily with computers? Brainwashed by science 
fiction, fihns and the media, much of the general public seem to think it is already an 
everyday event! The reality is of course very different. 
Speech, acknowledged as the most effective form of human communication, is also 
regarded as the most desirable form of information transfer between humans and ma-
chines. Thus speech recognition has many worthwhile applications that range from 
helping the disabled, to simplifying working environments as well as aiding human 
teraction with machines. It is also one of the many technologies which cannot at present 
be successfully implemented because the necessary expertise has yet to be acquired. 
In the following three sections, which cover the periods before the 1970s, the 1970s, 
and the 1980s, the history of speech recognition by machines is summarised. In the first 
section, §3.1, a general overview of the beginnings of speech recognition is given. This 
history is given as much for its interesting reading as for its background to the modern 
day speech recognition field. Until the 1970s, research concentrated on the general 
analysis of speech acoustics and production. During this time basic speech research 
increased the overall knowledge of speech chal'acteristics and led to the design of some 
simple speech recognition devices. Howevel', them was little work on problem areas 
directly related to speech recognition such as timing difficulties, methods of training 
the systems, selection of features and the effects of noise. Thus, simple recognition 
schemes nevel' successfully went beyond the laboratory as operating systems. 
During the second era, the 1970s, speech research was directed more specifically at 
the problems of word/speech recognition. It was during this time that many l'ecog-
nition methods were implemented, but in a seemingly random way with no coherent 
research methodology being adhered to. There wel'e three major problems examined 
by researchers during this era; the accuracy, the vocabulary and the complexity. Many 
techniques were suggested to solve problems related to the accuracy of the system. 
Methods, such as dynamic time warping (DTW) and hidden Markov modelling (HMM) 
were implemented to reduce the effects of speech timing variations. These methods, 
known as ignol'ance methods, were useful because they reflected our ignorance of how 
speech changes from speaker to speaker, vocabulary to vocabulary and sound to sound, 
implicitly taking into account the lengthening and shortening of sounds during speaking. 
Some recognisers used linguistics and syntactics. Gralmnatical and lexical information 
was added to some recognisers, to decipher the recognisers' output and hence try to 
increase their accuracy. 
Vocabulary sizes stayed small for both the limited number of commercial recognis-
ers and the many non-commercial recognisers which were presented in the literature. 
Large vocabulary testing caused difficulties paTticularly with amount of data collection 
required to pToduce large databases and also with the collating and storing of the data 
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and results. 
The complexity of recognition systems hindered the movement of devices from the 
laboratory to the commercial world. Systems that gave high accuracies and hinted at 
user generality tended to be highly complicated requiring extensive computer resources. 
Consequently few systems designed at this time could be exported from laboratory com-
puter to conunercial hardware. During the late 1970s some very-large-scale-integrated 
(VLSI) systems were being designed and the beginnings of digital signal processing 
(DSP) technology was also hinting at revolutionising recognition systems. The difficul-
ties facing researchers inthe 1970s are discussed more thoroughly in §3.2 by examining 
the two major research areas; isolated word (also known as discrete) recognition in 
§3.2.1 and continuous (also known as speech) recognition in §3.2.2. 
The third section, §3.3, outlines the research during the 1980s and to the present. 
Although the basic understanding of why one recognition system works better than 
another is still unknown, the emphasis during the 1980s moved towards establishing 
which methods may be better than others by introducing standardisation. One impor-
tant development was the introduction of speech databases which standardised factors 
such as the number and type of speakers and the noise levels of recording. Standard-
isation allowed different research teams to test systems and compare results, allowing 
researchers to establish conditions in which one system may operate better than an-
other. Such experimentation brought researchers to the realisation that there are many 
variables that can affect the accuracy of recognition systems. The many variables affect-
ing recognition accuracies is one of the problems with speech recognition, and, during 
the 1980s, many of these variables were examined. The types of variables and methods 
used are discussed more thoroughly in §3.3 by detailing some of the more important 
areas of research. areas of research include; recognition methods (§3.3.1), fea-
tures tested (§3.3.2), training and testing procedures (§3.3.3), speaker-dependent and 
speaker-independent recognition (§3.3.4), the vocabularies tested (§3.3.5), and contin-
uous and connected recognition procedures (§3.3.6). For more details of the individual 
systems of the eras Tables A.1-A.3 in appendix A list many of the systems that were 
proposed along with the important details of each recognition system. 
3.1 THE BACKGROUND TO 1970 
The following sections give a historic overview to the beginnings of speech research and 
in particular details those areas which resulted in speech and word recognition devices. 
Early speech research began with the modelling of the vocal tract to reproduce speech 
sounds. Researchers using this modelling process began to realise the link between 
the vocal tract shape (along with the vocal cords) and the speech produced. Later, 
when researchers were able to examine visual productions of the spoken words via 
spectrographic drawings of the speech, links were formed between the spoken word 
and the drawn word, allowing machines to 'write' the spoken word in the form of 
spectrograms. Writing the spoken word became the basis of early 'speech-to-text' 
machines, which later evolved into speech recognisers. The following sections discuss 
the research in these early years in more detail. 
3,1.1 Synthesising Speech. 
The beginning of all research into speech and speaking began in the late 19th century 
with Lord Rayleigh's 'The theory of sound' (1896). This great work is only in part 
devoted to the analysis of speech characteristics as it concerns all aspects of pressure 
waves in a gaseous medium. Included in the topics covered by Rayleigh on speech is 
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the relationship between sound generation by speech mechanisms to that by wind in-
struments. By relatiug these forms of sound generation Rayleigh was able to establish 
relationships between the rate of pulsing of an exciting reed and the pitch of the syn-
thesised voweL He also investigated the independence of absolute speaking pitch and 
vowel quality. Another important realisation was that the identity of a vowel depends 
'not upon the absolute pitch of one or more resonances, but upon the relative pitch of 
two or more'. These fundamental discoveries about speech represented the crucial real-
isation that the same sounds can be made by speakers with vocal apparati of diffel'ing 
sizes and whose voices vary considerably with pitch. 
With a bette1' understanding of the production and mechanisms of speech, methods 
of artificia.lly genel'ating vowels were possible. Rayleigh(1896) noted that a vowel sound 
is 'merely the rapid repetition of first peculiar note' and that it should follow 'if we can 
produce this 1'apid repetition in any other way, we may expect to hear vowels'. The 
desire to artificially generate speech was reflected by the many papers documenting 
methods that had been attempted. Rayleigh's work notes the successful methods of 
Preece and Stroh(1879) and Hermann(1879). Preece and Stroh(1879) synthesised vow-
els using a rotating disc, similar to a phonogl'aph l'ecord, and Hermann's(1879) device 
consisted of a 'l'Otating al'Tangement' with a series of holes, known as a polyphonic 
siren, producing vowel sounds which were dependent on the nnmber of holes nsed. 
Relating vowel sounds and frequency content, in the form of spectrograms, linked 
the mathematical representation of sonnds and their visual representation. Jones(1918), 
one of the first to examine the relationship between vowel sounds and frequency content, 
began classifying and synthesising sounds using frequency analysis. Russell(1929) did 
much the same as Jones(1918) by documenting the vocal tract shape with the speech 
frequency content, measuring vocal tract position using X-l'ay photography. 
Dudley(1939) was also interested in the vocal apparatus, and in this case the vocal 
cords, in relationship to the speech produced. Dudley(1939) noticed the influence of the 
vocal cords on the type of speech, either voice or voiceless (refer §2.1.2). In experiments 
to synthesise speech automatically he designed a synthesiser he named a vocoder, or 
voice coder. The vocoder analysed speech and coded it into three quantities; pitch, 
intensity and frequency spectra. :F'rom these three quantities speech could then be 
synthesised 'almost instantaneously'. Experimenting with the pitch of the synthesised 
speech Dudley(1939) was also able to relate the affect of pitch to the 'emotional content' 
of the speech, showing the link between pitch and intonation. During 1940 Dudley 
exhibited his vocoder publicly, demonstrating its ability to synthesise quality speech. 
The visual form of the frequency content of speech, or spectrograms, was believed 
to hold the key to the information which showed one word as being unique from an-
other. The output spectrogranls were known as vi8ible 8peech and were to allow the 
reading of speech patterns by human and machine. However, the representation of 
speech as a spectl'Ogram was technologica.lly difficult because of a lack of suitable dis-
play devices. Many methods of graphically displaying spectrographic outputs were 
being studied with the most successful being those proposed by Koneig(1946), Stein-
berg(1946), Kopp(1946), Riesz(1946) and Dudley(1946). One such system, designed by 
Kopp(1946) was 'to give the first visible pattern of speech' and be 'primarily of service 
to the deaf'. However these systems never became widely used outside of the research 
laboratories where they were invented due to the inability to obtain legible patterns 
on the output medium that was used - either heat sensitive paper 01' cathode ray tube 
screens. 
Probably the most important move towards modern day recognition systems oc-
curred during 1948 when speech sounds began to be quantified by parameters, such as 
formants (refer §2.1.2). The representation of speech as complete spectrograms was far 
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too difficult at this stage and so during 1948 attempts were made to quantify sounds 
with particular characteristics. One extremely useful characteristic was to represent 
speech by its formant frequencies. Potter and Peterson(1948) attempted to categorise 
vowel sounds by representing them in three dimensions consisting of the first three 
formants. Further examination of formants led Potter and Peterson(1948) to further 
categorise sounds by examining the movement of dipthong vowels and the effect of con-
sonants on neighbouring vowel formants, plotting these movements within the three 
frequency dimensions. Formant differences for different speakers were also investigated 
by Potter and Peterson(1948), with plots of between-speaker and within-speaker vari-
ations. 
Speech formants were examined by Dunn(1950) who related formant position with 
vocal tract position, where vocal tract position was analysed by X-rays during phona-
tion. An approximation to the vocal tract shape using a series of cylindrical sections was 
produced for a set of vowels. For each vowel shape Dunn(1950) calculated the multi-
ple resonances produced by the cylindrical approximation using distributed impedance 
theory, representing the cylinders by an equivalent electrical network. Calculating the 
three formant positions for a of vowel sounds, Dunn found that for each vowel the 
formants fell within a predicted range of the calculated values. Using this equivalent 
chcuit with a suitable excitation, Dunn was then able to synthesise vowel sounds. 
Potter and Stienberg(1950) initiated a rigorous study to label sounds with char-
acteristic properties. Taking many occurrences of a particular sound, they looked for 
repeated frequency events that would classify the sound. Although they obtained high 
selectivity, with this method, for a single speaker, they did point out that it would be 
difficult to classify the vowel sounds across a range of different speakers. 
Chang, Pihl and Essigmann(1951) chose to represent sounds by more than just 
frequency using autocorrelation and infinite clipping (also known as zero crossing rate 
refer §4.2) as well. They conjectured that these parameters describe some 'essential 
elements of speech sounds that are statistically invariant'. However they concluded 
that speech sounds are far too complicated to be accurately represented by only these 
types of mathematical parameters. 
By the early 1950s speech analysis was at a point where speech sounds could be 
analysed in frequency and time. Using frequency analysis, similarities between different 
utterances of the same sound had been observed. However it was obvious there existed 
problems with variations from speaker to speaker. 
3,1.2 Mechanical Speech Recognition 
In the early 1950s primitive recognition devices were being built which used amplitude 
versus frequency information. 
The first electronic recogniser has been attributed to Jean Dreyfus-Graf(1950) 
(Lindgren, 1965a) of Geneva Switzerland. Considerably sophisticated than other 
methods of the 1950s, Dreyfus-Graf's recogniser did not in fact recognise speech but 
simply translated speech into a form of written word. Dreyfus-Graf spent many years 
researching the design for which he used six filters to 'divide down' the acoustic spec-
trum 'to the six principal formants of the mouth orchestra'. The six filters operated a 
pen recorder providing diagrams of the input sounds. An illustration of Dreyfus-Graf's 
'recogniser' is drawn in 3.1. Dreyfus-Graf believed these 'sound drawings' to be 
equivalent to prealphabetic Chinese or Egyptian pictographic signs hence allowing the 
machine to 'write directly what we say'. 
A more modern method was proposecl by Smith( 1951) which actually did distinguish 
speech sounds. Smith's impressive attempt to recognise sub-word sounds, in this case 
phonemes (refer §2.1.3), used a number of cathode ray tubes in parallel providing 
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Figure 3.1. The first speech-to-text machine invented by Dreyfus-Graf(1950). The illustration in 
(a) shows Dreyfus-Graf's 'recogniser'. Six filters were used to 'divide down' the speech into the 'six 
principal formants of the mouth orchestra'. The machine wrote the words spoken in a 'sonographic' 
alphabet shown in (b). 
a simultaneous display of visible speech frequency patterns from a common speech 
signal, shown in Fig. 3.2. A mask, representing one of the sought-after (or reference) 
phonemes, was superimposed over each visible speech image. The light transmitted 
from each cathode-ray tube through its mask was measured using a photocell. No 
results were reported for this method and no further references to this method were 
made, probably because a numbel' of superior recognition methods were soon to be 
proposed. However this method typifies many later attempts at speech recognition 
whel'e a comparison is made between a test pattern and a series of reference patterns, 
and a recognised word is chosen based on a distance measure. 
Using the same basic method as Smith's(1951) the first high-quality recogniser can 
be attributed to Davis, Biddultph and Balashek(1952) from Bell laboratory. They 
acknowledged the difficulty of recognizing sounds due to the variability encountered 
in repeated utterances of the same word by different speakers and so were the first 
to develop their recognition technique as a speaker-dependent one. Their system, as 
with Smith's system, was based on a pattern matching technique, which compared 
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Figure 3.2. Smith's(1951) attempt at recognizing sounds consisted of measuring the light projected 
through masks of the speech sounds. The masks of the sounds were made from spectrograms of each 
sound. 
aspects of data derived from an unknown signal (test template) with the corresponding 
aspects of a number of known signals (reference templates). A block diagram of the 
recogniser circuit is illustrated in Fig. 3.3. The vocabulary tested was the digits ZERO 
to NINE. Reference templates of these words were formed during the training phase 
by storing the first two formants of each word whenever a significant change to the 
formants occurred. A recognition rate as high as 98% was achieved. When tested in 
a speaker-independent context the accuracy dropped to around 50% and the authors 
noted the importance of tuning the recogniser to the speaker. 
From these tentative beginnings many researchers began realising the potential of 
word recognition systems. A recogniser which used a unique method of sound recog-
nition was described by Wiren and Stubbs(1952) and is illustrated in Fig. 3.4. Based 
on frequency analysis, the system used a method of binary classifications which con-
tinued until a sound was fully described. The categories, based on frequency anal-
ysis, required decisions such as turbulence/nonturbulence, acuteness/graveness, com-
pact/diffuse, nasal/nonnasal and stop/fricative. Testing on vowel sounds produced an 
accuracy of 85 to 94% depending on the vowel. Olson and Belar(1956), from RCA 
laboratories, implemented the first successful voice controlled machine, in this case a 
typewriter. Control was achieved by mechanically recognizing syllables of sounds. The 
typewriter produced the speech in written form as phonetically based text. 
Dudley and Balashek(1958) and Fry and Denes(1957,1958) also produced function-
ing mechanical recognition systems based on the phonetics of speech. Dudley and 
Balashek continued the Bell laboratory system design, discussed previously, of a me-
chanical recogniser for digits. Their method, however, recognised the phonetic patterns 
of speech. Under laboratory conditions, for a single speaker, the authors claimed 'al-
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Figure 3.3. A block diagram illustrating Davis, Biddultph and Balashek's recogniser(1950), a speaker-
dependent recogniser for the digit words ZERO through NINE. The recogniser is trained for each digit 
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most perfect recognition'. They also noted that with different pronunciation or with 
different speakers a 'considerable number of errors occurred', however, if the speaker 
'corrected' his or her voice, accuracies as high as 90% for speaker-independent recogni-
tion could be achieved . 
. Fry and Denes' mechanical speech recognition system also recognised isolated phone-
mic patterns of speech leading to the recognition of complete sentences. This method 
recognised phoneme units which were firstly built into words and then into sentences. 
Accuracy results of 60% for phoneme recognition and 24% COl'1'ect for word recogni-
tion were quoted, and although accuracies are low this method was far advanced for 
its time. }'ry and Denes discussed the problem of training the system for the speaker. 
They suggested the system be trained for each new speaker by using a feedback scheme. 
This scheme would require a known sentence to be spoken and the system adjusted to 
the individuals' frequencies by correcting any errors made in the training stage. 
A method of successive discrimination was used by Forgie and Forgie(1959) who 
attempted vowel recognition based on frequency analysis obtaining a recognition accu-
racy of 93%. Their method initially gave a coarse quantised frequency estimate of the 
first two formants. The initial estimates were very general so that up to as many as six 
vowels could have the same Fl/F2 quantised location (only two vowel phonemes could 
be distinguished uniquely at this point), see Fig. 3.5. Discrimination was achieved by 
adding finer detail to the formant structure information such as formant bandwidth. 
The significant difference in this system from previous recognition systems was that it 
could tailor the particular information used to discriminate between the vowels based 
on the initial coarse formant calculations. 
By the early 1960 many promising methods of speech recognition had been tested, 
however the only systems that had shown any true promise, giving high accuracies, 
were those that recognised single sound elements, spoken carefully by selected speakers 
and set apart with silent pauses. The leap from this point into a real life situation, 
which had seemed 'around the corner' (Lindgren, 1965a) was now very unlikely. One 
viewpoint, from Ben Labs was 'we should consider it unfair of us to expect so much 
of the machine. Perhaps the inteTiace between man and machine must be set at some 
other point to demand less of the machine' (Lindgren, 1965a). 
3.1.3 Timing Variations 
Accuracies of recognition systems were being limited by the problem of word length 
variations. Comparisons of words with different lengths could not be effectively achieved 
unless the word lengths could be first normalised. During 1960 both Denes and Math-
ews(1960) and Olson and Belar(1961) noted problems with talking speed variations 
and hence word length variations, on the frequency patterns of speech. Olson and 
Belar(1961), showed how the frequency pattern of the same vowel, spoken at different 
rates, looked different when analysed using fixed length time intervals. They compen-
sated for the timing effect by recording a spectrum whenever a significant change of 
frequency was noted. Although the paper gave no results, it did point out that memory 
saving of greater than 50% could be achieved if fewer template patterns were needed 
as a result of removing the time variations. 
Denes and Mathews(1960) also introduced time normalisation of time-frequency 
patterns for their recognition task. The method of time normalisation of the frequency 
pattern they describe as visualising the pattern to be 'painted on a rubber sheet, the 
time normalisation consists of stretching the sheet until the distance between the be-
ginning and end is a standard length'. This was the beginnings of the idea of linearly 
distorting one pattern of speech to fit another. The recognition results for time nor-
malised patterns wel'e better than non-normalised patterns, with errors of 6 and 13% 
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Figure 3.5. The Forgie and Forgie(1959) vowel recogniser. This recogniser classified each 'LOOK' at 
a sound into 10 possible vowel classes. Formant structure was used to initially coarsely quantise the 
sounds, then further information was added to resolve any vowel confusions. 
respectively. 
In 1968 Shearme and Leach(1968) pointed out that 'the most serious problem en-
countered in spectrum matching is the well-known lack of synchronism between cor-
responding spectral events when phonemically identical words are spoken by different 
talkers'. They devised a time normalisation method for their spectrum recognition 
scheme. Based on work previously by Olson and Belar(1960), quantised spectra were 
produced by saving the spectrum only when a significant change occurred, thus reduc-
ing variations in the spectrum with respect to speech timing. Each set of spectra for 
a word was normalised to a set length by the addition of silence. In tests with ten 
speakers an accuracy of 90% was obtained with a 32 word vocabulary. HoweveT no 
comparison witbout this time alignment was given. Shearme and Leach(1968) also pro-
duced a speaker-independent scheme in which many templates taken from a selection 
of speakers were used. U sing mUltiple templates was believed to be the best way of 
achieving accurate speakeT-independent recognition, talting into account the effects of 
speaker variations. 
Reddy(1969) also reported problems with aligning speech segments across time. 
His method of recognition matched the segmental parameters of the utterance being 
tested with the corresponding segmental parameters of the known reference utterance. 
This was achieved by initially label1ing the segments across each word as belonging to 
particular phoneme group and during the synchronisation procedure mapping vowel to 
vowel and fricative to fricative. He reported 98% success for a 50 word vocabulary. 
3.1.4 Continuous speech recognition 
The design of real- time continuous recognisers was being seriously considered in the late 
1960s. Although the ideas behind continuous recognition had been discussed for some 
time the implementation was considered merely a dream. In 1961 Marrell reviewed the 
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speech recognition technologies and noted the ultimate goal was to produce 'a device 
which, in effect, replaces a secretary taking dictation', he also added 'the achievements 
to date have been modest', with 'the best that has been done so far is the recognition 
of the spoken digits and of some of the vowels isolated context'. 
There were, however, some relatively successful attempts already triaLed in this 
area. Olson and Belar(1956) first described a method which recognised a vocabulary 
of ten words, and formed these into sentences as the user spoke. This method was 
designed into their 'phonetic typewriter' in the early 1960s. 
One way to conquer the continuous recognition problem was proposed by Halle and 
Stevens(1962) and consisted of introducing morphological and syntactic rules into the 
basic recognition algOl'ithm to take advantage of the structure of language. Yet another 
method, discussed by Sakai and Doshita(1963) was for a 'conversational speech recog-
nition system'. The system operated by segmenting the speech into phonetic intervals 
which could then be recognised. The segmentation divided vowel from consonant and 
vowel from vowel using two quantities that Sakai and Doshita can stability and dis-
tance. Stability measured the stationary property of a pattern while distance measured 
the change. These segments were classified into either consonant or vowel by using a 
measure of zero-crossings (refer §4.2). Testing on Japanese male speakers saying mono-
syllables, which contain a consonant and a vowel, Sakai and Doshita(1963) obtained an 
accuracy of 90% for the vowel segment and 70% for the consonant segment. Sakai and 
Doshita noted that for high recognition accuracies the input word must be clearly and 
slowly spoken. 
Although work continued on continuous recognition, particularly in the area of seg-
menting words into phonemic units (Reddy, 1966), (Reddy, 1967a), a computer based 
scheme did not appear until 1967 (Reddy, 1967b). Reddy discussed a scheme which 
produced a phonemic transcription from a connected speech sample. This system seg-
mented the speech into stable intervals, where the parameters remain in an almost con-
stant state, and transient intervals, where parameters undergo gradual change. Pitch 
synchronous spectral analysis was used for classifying these states into phonemes. Re-
sults from classifying 32 continuous speech utterances, or 287 phonemes, indicated 
81 % correct phoneme recognition. Reddy concluded by stating that 'connected word 
recognition is not now a utopian dream, but indeed a distinct possibility'. 
3.1.5 Linguistics 
With the slow progress of recognition machines based on acoustic information, many 
speech recognition researchers were now moving away from pure acoustic analysis. 
Other methods of analysing speech were being examined. One method was to find the 
process which humans use to decipher speech. This research showed the importance of 
linguistic cues for human speech recognition. One paper on this topic (Lindgren, 1965b) 
pointed out 'we must at last confront the problem of language .. .if engineers are to take 
seriously the idea of building automatic speech recognition machines, they can no longer 
avoid the questions related to language itself.' 
Denes(1959) also believed linguistics to be important. In his study of the design 
and operation of his mechanical word recogniser he wrote with great insight that he 
believed 'no simple relationships exist between the spectral patterns and speech sound 
units' and 'it seems likely that the human listener does not rely solely on acoustic 
characteristic and it is unlikely that any single acoustic characteristic, or combination of 
characteristics, uniquely identifying any speech sound does in fact exist in the acoustic 
wave'. Denes developed a method of recognition which used a basic acoustic recogniser 
with its output modified by a set of linguistic cues. His scheme had the initial acoustic 
recognition acting as a phoneme recogniser via a spectrographic representation. The 
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recogniser, however, did not recognise much better than a purely acoustic recogniser 
with only a 72% accuracy for thi1:teen phonemes, four vowels and nine consonants and 
a 40% accuracy for the recognition of complete words 
3.1.6 Commercial Interests 
Now that some isolated recognition accuracies were reaching acceptable levels (>90%), 
commercial applications were becoming increasingly evident. Systems that could be 
produced with realistic commercial attributes -low cost, accurate and portable were re-
quired. However, systems were still firmly centred around research laboratory comput-
ers, and although reasonably accurate in that environment could not be implemented 
in a form that could be marketed. Many problems associated with commercial system 
such as the effects of noise, transmission line variations, telephone lines, microphones, 
different usel'S and different environments, had not yet been considered. 
Some researchers were trying to overcome the problems of taking a recognition sys-
tems out ofthe laboratory. Teacher et al(1967), expressed concern that no development 
groups were taking word recognition equipment from the 'academic curiosity' stage into 
the field of commercialism as products. They designed a commercially viable system 
consisting of a portable mechanical word recognition machine. They based their scheme 
on three speech features - a single equivalent formant frequency, calculated from the 
first three formants of speech, the equivalent formant amplitude and the state of voic-
ing, (voice/unvoice, refer §2.1.2). The recogniser was tuned for a specific vocabulary, 
the numerals OH through NINE. Tests gave 90% accuracy, and 1% misrecognition. 
Although there were few commercial systems available there did appear to be many 
systems discussed in the literature that would have been ideal for commercial usage. A 
recognition scheme described by Gilli(1967) was similar to that of Teacher et al(1967). 
It was designed to recognise the ten digits fOT many speakers. However Gil1i's system 
was designed on a digital computer. The power spectrum of the sounds was used 
with results of 90% success quoted for trained speakers and 70% success for untrained 
speakers. 
Another scheme that could have had commercial success was that of Ewing et 
al(1968) who produced an accurate, speaker-dependent scheme using zero-crossing in-
formation (refer §4.2). Based on a computer the system recognised the vocabulary 
ZERO through NINE with 'excellent 1 results, although they also noted their results 
were not dependable for all speakers. 
Purton(1968) tried using autocorrelation analysis for his recognition scheme claim-
ing this method was as attractive as frequency analysis with less computation and 
easily implemented in hardware. Testing this method on the vocabulary NOUGHT 
through NINE, the accuracy for a single speakers ranged from 78 to 99%. For speaker-
independent tests accuracy dropped to 59%. 
The production of commercial systems was looking promising with a liInlted vocabu-
lary, liInlted speaker system. However, for these systems to obtain accurate recognition 
(>90%) complicated processing was required. Purton(1968) believed the two main 
hindrances limiting the commercial application of speech recognition was the relatively 
long recognition time and the large computer storage requirements. Purton's scheme 
required 3 seconds per utterance for the recognition of his 10-word vocabulary. 
3.1. 7 Summary 
Even though many high quality recognition systems were being reported, see Table 3.1, 
the main requirements for a commercial automatic word recognition system - speed 
and generality of user - had not been met. Lavington(1969) represented the feelings 
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among most of the researchers in the field by being sceptical about whether many of the 
basic areas of speech recognition had yet been examined properly, especially the relative 
merits of many of the processing techniques used for Tecognition. These feelings weTe 
due to the multitude of schemes testing individual methods with veTY little cohesion 
or compaTison between each system. This Tandom, uncoordinated testing paTadigm 
would continue to worsen into the 1970s. 
3.2 THE 19705 
The first models [for speech recognit-ionJ failed to recognize speech successfully showing 
that our theories were inadequate. As the years passed, our ideas about speech recogni-
tion - and the models built to implement them - became more and more sophisticated, 
and yet, the results are still unsatisfactory. (Denes, 1964) 
Denes' quote of 1964 could be easily applied to the TeseaTch undeTtaken in the 1970s. 
Speech recognition in the 1970s broke away from the general research of speech analysis. 
This surge of interest towards speech recognition was sparked by both the incTeased use 
of computeTs and the interest fTom the commeTcial field. By concentrating solely on 
word and speech recognition many of the pToblems inherent in these methods such as 
segmentation, classification, timing, time nOTmalisation, pattern matching, and training 
methods such as clustering, were thoroughly examined. HoweveT, many general speech 
pl'Oblems such as the limitations of particulaT speech feature representations and general 
signal processing techniques were ignored. Technological advances in the 1970s allowed 
the implementation of more complicated and sophisticated methods with very little 
improvement of results. Computers eased many of the speech recognition problems 
allowing the storage of large databases, repetition of testing, and collating of results 
reqnired for eXalnining recognition problems. 
Isolated word recognition (also known as discrete recognition) systems had been 
researched for over a decade and many believed that discrete recognition had been 
thorougltly examined. This was hardly the case however, as theTe were still problems 
with achieving a reliable, fast system for multiple speakers. Many discrete recognition 
systems attempted in the early 70s continued in the vein of those recognisers of the 
50's and 60's, basing Tecognition on spectral calculations and phoneme classification. 
One problem stopping these recognisers becoming commercially successful was that 
although these devices worked successfully in demonstrations they did not maintain 
performance levels in practical app1ications (Carpenter and Lavingtou, 1973). 
During the mid 1970s discrete recognition systems would again be studied with the 
introduction of time normalisation techniques such as dynamic programming (DTvV) 
(refer §5.1) and to a lesser extent hidden Markov modelling (HMM) (refer §5.2). These 
methods would revolutionise discrete systems, and also other areas of recognition re-
searCh that Telied on discrete recognition, such as connected word recognition. 
Research into continuous recognition and speech understanding systems boomed in 
the 1970s. Many who had begun Tesearching discrete recognition systems were now 
rushing into this new field of research. One example of the popularity of continuous 
recognition is given by the attendance of a continuous speech recognition symposium, 
held by the IEEE, in 1974. The symposium hosted over 130 reseal'chers interested in 
the field of continuous recognition. 
Because, in the 1970s, recognition systems seemed to break into two major areas, 
either word or speech recognition, these two areas will be the topics discussed in more 
detail in the following sections, §3.2.1 and §3.2.2 respectively. 
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3.2.1 Discrete Word Recognition 
The goals of discrete recognition systems were that they operate in real-time, be used 
by multiple speakers and give high recognition accuracies. Obtaining these goals would 
give the discrete recognisers attributes that would make them highly attractive to 
commercial interests. 
3.2.1.1 The Discrete Systems 
Simple discrete recognition systems were able to take advantage of fast computer hard-
ware such that real-time operation was possible, although for more complicated systems 
times of up to 16 seconds for recognition of a word were quoted (Clark, 1970; Beninghof 
and Ross, 1970). One system, produced by Scarr(1970), and based on a non-alignment 
method, clearly used the speed advantages that a non-alignment scheme (explained be-
low) gives, producing a speaker-independent digit recognizer obtaining 95% accuracy 
with male speakers in real-time. Scan concluded 'we are still a very long way from 
the solution to the problem of continuous speech and large vocabulary. The problem 
of isolated words and limited vocabulary is tractable'. 
Many systems, like Scans', were tractable, using a multitude of simply calcu-
lable temporal and spectral features (Clapper, 1971; VonKellar, 1971; Rabiner and 
Schafer, 1978). From these acoustic representations the systems went on to produce a 
string of sound classes, usually as a set of phonmnes (Itahashi et al., 1973; Scan, 1970). 
HoweveJ', some systems classified the sounds into more unique classes, such as nasal-
like, and fricative-like, or front vowel and back vowel, or silence, quasi-stationary, non-
stationary, and transient (Von Kellar , 1971; DeMori, 1973; Sambur and Rabiner, 1975). 
Time normalisation was, therefore, not required as each word was recognised by its se-
quence of sound classes. Final classification was achieved by examining lexicon knowl-
edge (Scan, 1970). 
Fmther problems existed with speaker-independent recognition. Some researchers 
tried to solve the problem of speaker-independent recognition, as in the 50s and 60s, 
by using multiple templates from many speakers. Another method, attempted by 
Miller( 1970) was to remove the problems of vocal variations between speakers by using 
a learning (also known as an adapting) recognition system. Adaption occurred with 
the system compensating for formant changes. His design was to operate in real-time 
('less than a few seconds') on the ten word vocabnlary ZERO through NINE giving 
speaker-independent l'ecognition rates of under 90%. 
Although many methods were tested for discrete recognition little improvement was 
being made. Itahashi( 1973) wrote of his discrete recognition system that 'in spite of 
the fact that so many reseal'ch projects have been conducted, no entiTely acceptable 
speech recognizer has been developed'. This pessimism could be attributed to the 
fact that although much work had been carried out no coherent attempts had been 
made to tackle the difficulties of noise, environment, and speaker variation (intrinsic 
to speech and word recognition) and hence few systems could run successfully outside 
laboratory conditions where these variations are minimal. Pierce(1969) was one of 
the first to criticise the apparent lack of recognition improvement in his scathing letter 
entitled 'Whither speech recognition'. The stagnation ofthe recognition area was again 
brought up by Pols(1971). Pols(1971) noted that although many schemes had been 
tested the major stagnation in this field was caused by the lack of research centered 
on producing an indepth study of the techniques used. He noted that different systems 
would differ markedly in the features used with no reasons ever given by their authors 
for choosing a particular feature or a particular system. Moore(1977) also noted these 
same problems, emphasising the lack of suitable standards for evaluating a recognition 
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system's performance. Moore pointed out that the minimum requirement to produce a 
comparison between different system performances would be that they share 'at least' 
the same vocabulary and the same acoustic samples. However very little notice was 
taken of these criticisms and system testing was from standardised. 
3.2.1.2 Time Normalisation 
The introduction of time normalisation methods, such as dynamic time warping (DTW) 
(refer §5.1), totally revolutionised word recognition systems. DTW, first discussed in 
1960 by Denes and Mathews, was again used in 1970 by Sakoe and Chlba, and also 
Velichiko and Zagoruik(1970), . Although the technique proved to be more successful 
than previous methods ('Using the technique of dynamic programming remarkably 
hlgh scores are obtained' (Fujimura, 1975)) its disadvantage was that it required large 
computational power to be implemented. 
Velichko and Zagoruik(1970) were the first to implement a recognition system using 
dynamic time warping. Velichko and Zagoruik's scheme implemented a very general 
dynamic programming algorithm, recognizing a large Russian vocabulary. RequiTing 
'a great deal of computer time' the overall recognition rate was 95%. 
A more constrained dynamic programming (DTW) system discussed by Itakura(1974) 
claimed very high recognition rates. Tllis system recognised a 200 word vocabulary for 
a single speaker using a dynamic pl'Ogramming method. An accuracy of 97.3% for 
telephone quality speech was claimed. One significant impl'Ovement by Itakura was the 
introduction of a new method of distance calculation for all-pole model representation 
of speech. This distance measure (discussed in §6.4) was also perceptually apt as it 
involved greater weighting of spectral poles than spectral nulls in the distance measure. 
The single most useful advantage of DTW was that it allowed the comparison of 
words using a standard recognition algorithm. Thus DTW allowed recognition schemes 
matching procedures to be standardised and hence allowed for the comparison of many 
parameters used for recognition. One of the first comparisons of the abilities of different 
parameters using dynamic programming matching was undertaken by Ichikawa(1973). 
Ichikawa(1973) tested spectrum, cepstrum, autocorrelation coefficients, LPCs and par-
tial autocorrelation coefficients with respect to the recognition of spoken digits (in 
Japanese). Ichikawa(1973) believed that one of the 'most difficult obstacles' had been 
removed with the introduction of nonuniform time pattern matching and that the next 
thing was to 'solve the problem of determining which is the best speech parameter'. 
Another comparison oftechniques using controlled experimentation was undertaken 
by White and Neely(1976). They noted that this was one ofthe first published compar-
ative studies of its kind combining techniques of DTW and linear time normalisation 
with LPC and bandpass filtering. Tests on the alphanumeric (AN) vocabulary by a sin-
gle male speaker and also on 91 names by one male speaker showed dynamic processing 
as superior. Comparisons with results by Itakura(1974) were discussed although very 
few similarities existed between the two systems except the recognition method used. 
DTW was also being used for connected speech recognition. Haton(1974) applied a 
real-time isolated-word recognition system to the recognition of sentences spoken word-
by-word. The acoustic level matching used a DTW algorithm. A knowledge based 
scheme was also used to predict the incoming word using syntactics and semantics 
before acoustic recognition, hence reducing the comparison reference set at each word 
match. The recognition scheme, using a constrained lexicon of 36 possible French words 
and a fixed syntax, was used to control a machine tooL An accuracy of 99.8% was given. 
The results show the usefulness of syntactic and semantic constraints working with an 
acoustic matching scheme for connected speech. 
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Sakoe(1979) published a connected speech recogmtion scheme using dynamic pro-
gramming matching. Called two-level DP matching this system matched words and 
then phrases using DTW. 100% accuracy was quoted when testing on 200 sentences 
composed of 3-digit continuous numerals which had been spoken by one male speaker. 
For five speakers, in speaker-dependent mode and testing up to 4 digit sentences an 
accuracy of 99.6% was achieved. 
Dynamic programming was proving to be an extremely useful, but highly computa-
tionally time consuming method. Many faster implementations were being found. Its 
usefulness and generality along with its high accuracy would encourage development of 
recognition schemes using this method to continue into the 80s and 90s. 
3.2.2 Recognizing Speech 
Most papers on speech recognition conclude by saying that it is necessary to use higher 
level linguistic cues to obtain acceptable recognition. The terms context, syntax} seman-
tics, and phonological rules are 1tsed but attempt to utilize these sources of knowledge 
have not been successful because of the ill structedness of these concepts. (Reddy et 
al., 1973) 
The goal of speech recognition system research in the 1970s was to produce a sys-
tem that allowed continuous verbal communication between man and machine. The 
ultimate aim would be the ability to converse with a machine as if speaking to a human 
being. This Utopian dream had its first pTactical implementation in the early 1970s. 
In the early 1970s this desire was fuelled by grants from the United States Ad-
vanced ReseaTch Projects Agency (ARPA) which saw more than 20 functioning speech 
recognition and speech understanding systems constructed in a seemingly coherent 
and systematic manner. However, many areas, such as vocabulary, enviromnent, and 
speaker were not specified, and so from the large beginning only three systems were to 
come close to a useable product which satisfied ARPA. These three systems continued 
to be funded over the next five years and were the Bolt Beranek and Newmann Inc 
(BEN) Speechlis system, the Carnegie-Mellon Umversity (CMU) HARPY system and 
the System Development CorpOl'ation system jointly developed with the Stanford Re-
search Institute (SDC/SRI). Many other systems, initiated by this study, also showed 
extreme promise and continued to be developed with their own funding. These systems 
were the CMU HearsayII, the BNN hear what I mean (HWIM) system, the Lincoln 
Laboratories system, the IBM speech understanding system, and the Baker DRAGON 
system. 
The recogmtion systems from the ARPA project followed strict rules on recogmtion 
standards, as they were designed from the same criteria, however there were major 
differences with the most important being outlined in Table A.2, of appendix A. The 
criteria forced the systems to recognize speech by deriving the meaning of the spoken 
phrase rather than using the conventional method of recognizing the absolute word 
content, word-by-word. Deriving speech meaning forced systems to use multiple sources 
of knowledge, such as lexical, grammatical, syntactical and semantical information, 
working together in an effective way and going beyond earlier systems' capabilities 
(Medress, 1978). 
The systems in the ARPA project usually began their recognition by collecting 
acoustical data fTom the speech signal in the 0-5kHz range(Woods, 1975; Ritea, 1974) 
although some went as high as 10 kHz (Walker, 1974). A multitude of parameters were 
calculated from the data. Combinations of LPCs, signal energy, pre-emphasised signal 
energy, energy in frequency bands, autocorrelation coefficients, normalised LPC error, 
(Woods, 1975), zero-crossing counts, LPC derived vocal-tract parameters, 1/3 octave 
filter band energies (Lesser et al., 1974; Ritea, 1974) or output of digital filter bands 
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(Walker, 1974) and fundamental frequency (Lea et ai., 1974) were used. Genel'ally 
initial parameters were used to segment the speech into broad classifications using 
stable characterisations of the signal. Such broad classes included voiced/unvoiced, or 
phoneme like representations that the author invented such as vowel-like, fricative-like. 
The segmentation was inhel'ently troublesome and difficult. One researcher noted 'it is 
not the segmentation scheme that is important but error correcting scheme used 
after segmentation' (Reddy, 1976). By using more elaborate techniques these initial 
classifications were split into more highly defined classes such as phonemes (Niederjohn 
and Thomas, 1973), diphones or syllables (Ritea, 1974; Walker, 1974). Structural 
information involving semantics, syntactics and lexicon knowledge was then used to 
constrain the recognised sentence to a known structure (Barnett, 1973). In this way 
errol'S that occurred at the word recognition level could later be corrected at the phrase 
recognition leveL 
This advantage of multiple sources of knowledge can be obseTved in the recognition 
scheme of Bolt Bemek and Newman(BBN) where the Speechlis system was developed. 
W.A. Woods along with many associates (Makhoul, Schwartz, Wolf, Scandora, Co-
larusso, Klatt, Cook, Rovner, Nash-Webber, Bates, and Gould) designed the BBN con-
tinuous speech understanding scheme making use of techniques of artificial intelligence, 
natural language processing and acoustical and phonological analysis and signal pro-
cessing. They also noted the importance of pitch, energy and segment duration which 
are present in the spoken utterance and which relate the speech signal directly to the 
syntactic structure of the utterance. Along the same lines as the Speechlis system, 
HearsayII, a second HEARSAY system, was being developed by Lesser et al(1974} and 
Erman(1977). Hearsayll speech understanding system (Camegie-Mellon University) 
was derived from two years study of the original Hearsay system (Reddy et al(1973)) 
and was based on the view that connected speech processing can only be handled 
through the efficient use of multiple, diverse sources of knowledge. Hearsayll's goal was 
to pTOvide a multiprocess-OTiented software architecture to serve as a basis for systems 
of co-operating (but independent and asynchronous) data-directed knowledge-source 
processing. The purpose of such a structure was to achieve effective parallel search 
over a general artificial intelligence problem-solving graph, employing the hypothesise-
and-test paradigm to generate the search graph and using a uniform, interconnected, 
multilevel global data base as the primary means of interprocess communication. An 
illustration of this system and the details of the process is shown in Fig. 3.6. No 
results were given at this time, however 90% sentence accuracy was later quoted by 
Erman(1977) . 
All the systems so far discussed used a bottom-up approach to recognition, reducing 
the speech to an acoustic level from which parameters are derived that represent the 
acoustics of the speech. From these parameters phonemes are recognised, and then 
words and finally sentences. A bottom up approach was not the only way used to 
recognize sentences and phrases. Some recognition schemes took advantage of a top 
down approach, using prosodic information to derive phrase and sentence structure 
first (Lea et ai., 1974; Miller, 1962). Examples given by Lea et al(1973,1974) showed 
that recognition schemes that rely upon simple concatenation of categorised phonetic 
segments could never be completely successful. Preliminary prosodic analysis allowed 
sentence nucleus positions to be found and recognition to be achieved around this 
point, Recognition of highly stressed sounds tended to give higher word recognition 
and segmentation accuracy (Lea, 1973; Lea et al., 1974). Lea(1974) used the idea of ap-
plying prosodic features in his analysis-by-synthesis recognition application iUustTated 
in Fig. 3.7. 
Also working with a top-down approach was Lindblom and Svensson(1973). who 
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investigated the importance of prosody, such as pitch, on the understanding of speech 
sentences. By testing human recognition from spectrograms using prosodic information 
they found that the subject working with prosody performed significantly better than 
the control subject working without prosody. Lindblom and Svensson(1973) believed 
that by using grammar and prosody an unambiguous identification could be made in 
spite of an incomplete specification of the acoustic properties of the phonetic segments. 
A more novel approach was taken by Baker(1974). Baker's Dragon system was 
a speech understanding system which used probabilistic information in the form of a 
Markovian process (refer §5.2). Using a Markovian process which assumes an external 
sequence dependent probabilistically on a internal unknown sequence, allows knowledge 
sources to be represented in a generative form. That is given the sequence of syntactiC--
semantic states one can generate the words, given the words one can generate the 
phones, and given the phones one can generate the acoustic information. The author 
noted that 'testing of the system is still at too preHminary a stage to make any definitive 
conclusions, but initial results are very promising'. This method of speech recognition 
was further developed in the 1980s (discussed in §3.3). 
3.2.3 Summary 
By the late 1970s much work had been undertaken into disCl'ete and continuous speech 
recognition. Although discrete recognition was now giving useful performances, contin-
uous recognition was still far from useful. To illustrate the problems with continuous 
speech recognition it is interesting to read an overview on the subject of recognition 
pubHshed by the military (Beek et at., 1977). In this document, discussing mainly con-
tinuous speech l'ecognition, the author emphasises the point that these systems are not 
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reliable. He also states tbe many problems with continuous speech recognition requiring 
'chastically' restricted lexicon, syntax and semantics and usually only useful for a sin-
gle speaker. The paper notes that something like 90% first choice accuracy is required 
to obtain good recognition for these systems and that the 'state-of-the-art is certainly 
two to three years from that goal'. The authors conclude by stating how a greater 
understanding of the speech process is required before automatic speech recognition 
(ASR) can approach human performance and that 'significant advances in ASR are not 
likely to come solely from research in pattern recognition, computer development and 
waveform/signal processing. Although these areas of investigation are important tools 
for ASR, the significant advances will come from studies in acoustic-phonetics, speech 
perception, linguistics and psychoacoustic equipment'. From the systems discussed, 
however, even though many systems were incorporating the large databases required 
for linguistic information the improvements in recognition accuracies were minimal. 
Many recognition researchers were again examining the acoustical information hoping 
to improve this area of accuracy. 
3.3 THE 19808 
.. the major problem in the field of speech recognition research has been, and still is, the 
difficulty of construction of an adequately complex, complete, and useable hypothesis 
to account for the extraordinary human ability to generate and interpret (understand) 
meaningful speech. (Hill, 1972) 
The movement towards the construction of a useful recognition system grew sub-
stantially during the 1980s. However the ability to emulate tbe human was still far 
from adequate. l~ven though the research showed slow progress the growth of the word 
and speech recognition field in the 1980s was phenomenal. During the 1980s over 800 
papers were published in the speech recognition field alone, almost double tbat pub-
lished in the 1970s. A further indication clearly showing the growth of l'eseal'ch in 
speech analysis and recognition is the expansion of the conference of the ASSP known 
as the International Conference on Acoustic Speech and Signal Processing (ICASSP). 
The first confel'ence, in 1977, had approximately 220 pl'esentations of which some 60 
were speech related and 30 dealt ~with the problems of wOl'd and speech recognition. 
By 1989 the numbel' of papers had increased so that ovel' 700 papers were pl'esented in 
which approximately 160 discussed speech problems and some 80 wel'e directly l'elated 
to speech and word l'ecognition. From the 13 meetings between 1977 and 1989 over 
2000 papers have been published on areas relating to speech processing(Mariani, 1989). 
What had begun, in the 1940s and 1950s, with some 10 laboratories world-wide dealing 
with speech and speech recognition had, by the late 1980s, grown to appI'oximately 380 
laboratories world-wide. 
Much of the progress in the 1980s occurred within the fundamental areas of recog-
nition systems referred to as axes of difficulty (Mariani, 1989). axes of diffi-
culty reflected the movement of recognition system from simple isolated word speaker-
dependent systems to complicated speech recognition speaker-independent systems. 
The three axes along which the systems were moving were, firstly, the type of utter-
ance recognised, moving from disCTete word recognition to continuous speech recogni-
tion. Secondly, the speaker range from which the system could accurately recognise 
utterances, that is more systems were becoming speakel'-independent, and thirdly, the 
vocabulary recognised with systems moving away from restricted vocabulary sets which 
limited the vocabulary to a few words and instead to recognise unlimited vocabularies. 
Improvements ill these thl'ee fundamental areas not only increased a recogniser's 
ability but also increased its complexity. More complicated systems were able to be 
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researched due to increased funding, the provision of standard databases of isolated 
and continuous words, and the expansion of computer technology. 
The examination of these axes of complexity involved the investigation of many 
aspects of the recognition process including areas such as the methods of recognition 
(DTW, HMM or neural nets), the features chosen to represent the words, the methods 
of training and testing (clustering data, recognition decisions), the type of speakers 
(speaker-dependent, speaker-independent, speaker accent), the size and type of vocab-
ularies (words , digits, letters), the type of speech (continuous, connected or isolated) 
and other associated parameters (noise, distance measures, coding). The growth of 
these areas during the 1980s will be discussed in the following sections. 
3.3.1 The Methods of Recognition 
Three major methods researched at this time were proving successful for Tecognition; 
dynamic time warping (DTW), hidden Markov mode1fulg (HMM), and neural networks. 
The following section discusses these methods and the accuracies achieved in systems 
of the 1980s. Further details of the systems are given in Table A.3 in Appeudix A. 
3.3.1.1 Dynamic Time Warping 
Although the DTW method was still the most widely used recognition method during 
the later part of the decade many HMM (and to a lesser extent neural network) recog-
nitiou systems were being implemented. The DTW method was used predominantly as 
the recognition system for the testing of other variables such as acoustic features and 
distance measures (Rosenber et al., 1983; Nocerino et al., 1985; Modi et al., 1985). A 
problem of the DTW method is its lack of speed due to the algorithm requiring a large 
amount of computation. This problem limited the use of DTW to simpler systems with 
small vocabularies. Many variations on the basic DTW method were tested to either 
increase recognition accuracy, widen the uses of DTW ( to continuous recognition), 
or speed up the time consuming DTW process. Often special purpose hardware, in 
the form of VLSI circuits, was introduced to increase the speed of recognition schemes 
(Condick and Chalmers, 1989). 
Methods to increase the accuracy of isolated word recognition DTW systems used 
schemes such as the two pass DTW method (Rabiner and Levinson, 1981; Tribolet et 
al., 1982). The two-pass method operated such that on the first DTW pass a sub-
set of the vocabulary is chosen, then, on the second pass, another DTW scheme is 
used to weight regions of the pattern increasing discrimination between words such 
as ONE and NINE (Rabiner and Levinson, 1981). This method, also used by Tribo-
let(1982), was incorporated into an isolated word LPC-based DTW recogniser. The 
discrimination weightings were calculated during the training phase of the recogniser 
and used in the second pass to increase recognition accuracy by 1 to 5%. Moore(1983) 
also used this method to distinguish words that sounded alike (such as STALAGMITE-
STALAGTITE, FIVE-NINE) calculating the weightings based on distance score during 
the DTW algorithm. Recognition accuracy increased by 7% (26.8-19.8%). Other DTW 
weighting methods were used which weighted the transitions greater than the station-
ary parts of the speech and produced greater accuracies (Lamel and Zue, 1982; Watal'i 
et ai., 1983). 
To speed up recognition, modifications to the standard DTW scheme were incorpo-
rated. These modifications were in the form of efficient seal'ch techniques, calculation 
reductions, or template reduction techniques. Search techniques such as the branch-
and-bound, beam-seal'ch (Bisiani and Waibel, 1982), ordered graph search (Colla et 
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ai., 1985; Brown and Rabiner, 1982) or metric-space search (also known as the approx-
imating and eliminating search algorithm) (Vidal and Lloret, 1988) were introduced. 
Bisiani and Waibel(1982), Colla(1985), Brown and Rabiner(1982) and Vidal(1988) all 
used methods which searched for the best recognition template more efficiently. Using 
these methods recognition time could be reduced up to 50% without affecting accuracy. 
During the 1980s the uses of DTW expanded from simple word recognition to that 
of connected and continuous recognition. For connected word recognition the level-
building method (refer §5.1.5.1) was proving successful on unlimited vocabularies with 
5-10% word errors for speaker-dependent recognition (Rabiner et at., 1982). When 
tested for speaker-independent recognition of connected digit sentences (Rabiner et 
ai., 1986) the level-building method obtained 98-99% accuracy, Anotber connected 
word recognition technique developed during the 1980s was the one-pass method intro-
duced by BricUe(1982). This method was so named because it boasted recognition and 
segmentation of the words during the same single pass. Another continuous recognition 
system is that of Yato et ai(1986) which used DTW to recognise segmented phonemes 
from continuous digit sentences with 90% accuracy. Gauvain(1986) also used DTW 
for comparing sub-word units, in this case syllables, in his large scale word recogniser 
(recognising 10400 words). Word accuracies of 94% were quoted for speaker-dependent 
recognition. 
Comparisons of DTW and HMM methods began appearing in 1983 when Levin-
son(1983) fu'st compared the performance of a DTW system and a HMM system. 
Levinson(1983) found that both systems gave 3.5% error but that the errors occurred 
with different words. Rabiner(1983) also compared HMM and DTW recognition find-
ing that HMM had slightly lower accuracy than DTW, Rabiner(1983) attributed the 
lower accuracy to the number of reference templates used to train the HMM system 
stating that only 100 reference utterances per word were used. Word recognition using 
HMM and DTW was again compared by Svendsen et al(1989) who obtained higher 
accuracy with the DTW method (97%) than the HMM method (91%). 
3.3.1.2 Hidden Markov Modelling 
HMM gained popularity in the later part of the 1980s because of its accmacy and 
computational speed. Rabiner first tested a HMM method in 1984 obtaining error 
rates of only 2%. Russell and Moore(1985) tested two different methods of HMM and 
also compared these methods with DTW. Both methods gave high accuracies however 
highest accuracies occurred with DTW for, what Russell and Moore(1985) stated, were 
'easier' vocabularies while HMM methods performed better on word-pair confusion 
sets consisting of words that sounded similar. Juang et ai(1985) tested two types 
of HMM methods as well a DTW method. They found that, on average, all three 
methods obtained equally high (>95%) accuracies. Tests with continuous recognition 
began with Mergel and Ney(1985) who tested a HMM method used for recognising 
phonemes in a continuous speech recognition system. Speaker-dependent and speaker-
independent tests gave error rates of 4 and 13% respectively. Further testing undertaken 
by Rabiner(1989) for a connected digit recognition system using a standard Texas-
Instruments (TI) connected digits database consisting of 225 adult speakers produced 
recognition errors of less than 2%. 
HMMs were popular with large vocabulary systems, such as the SPHINX, the DE-
CIPHER, the Lincoln continuous system and the IBM speech recognition system. The 
SPHINX system, discussed by et al(1989) was developed at Carnegie-Mellon Uni-
versity. Results from tests on 150 sentences from 15 speakers gave accmacies as high as 
82% without grammatical rules, and accuracies as high as 96% with word-pair gram-
mar. Another large vocabulary system, known as DECIPHER (from Stanford Research 
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Institute) also used HMMs. In tests with 150 sentences from a standard database (from 
the National Institute of Standards and Technology(NIST)) accuracies of around 75% 
were achieved without grammatical rules, and 94% with gTammatical rules. The Lin-
coln continuous speech recogniser was tested for both speaker-dependent and speaker-
independent recognition on a 991 word task obtaining 3.5% and 12.6% error rates 
respectively. The IBM system discussed by BahI et al(1989) was designed to recognise 
office correspondence in the form of continuously Tead sentences from a natural corpus 
coveTing a 5000 word vocabulary. Tests were conducted using 50 sentences read by 10 
male speakers. Error rates for word recognition were 4% while fOT continuous speech 
sentence eT1'OT rates vaTied between 11-26.8%. 
A combination of DTW and HMM systems was proposed by Nakagawa et al(1986). 
The method for sentence recognition used a one-pass DTW system along with a HMM 
recogmser. The combination :firstly recognised likely syllable strings using a one-pass 
DTW and then the particulaT string of syllables with the highest probability was cho-
sen based on the HMM recogniseT decision. Accuracies of 90-96% were quoted when 
recognising vowels of 90 Japanese names spoken by 3 Japanese male speakers. 
Other uses for HMM systems have been the recognition of prosodic patterns of 
speech (Ljolje and Fallside, 1987) by characteTising fundamental frequency, timing and 
intensity and also the recognition of cerebral palsy speech (Hsu and J.R.DelleT, 1989). 
3.3.1.3 Neural Networks 
A thiTd Tecognition method that became popular in the 1980s was that of neural net-
works. Neural netwOl'ks were being tested for the Tecognition of simple sounds, in-
dividual phonemes, syllables and short words to avoid timing problems of words and 
sentences. Treheru et al(1986) tested a neural network for recognising the digits ZERO 
through FOUR. After 1000 learning cycles 100% recognition was claimed on the utter-
ances used to train the systems and 64% on other utterances spoken by the same male 
speaker. A neural network recogniser's accuracy was compared to the accuracy of a 
simple distance measure recognition approach by Kamm et al(1989) for the recognition 
of single vowel sounds. A selection of distance measures were tested such as weighted 
cepstral, LPC likelihood, perceptual measures, and a distance derived by Kamm et 
al(1989) they called an elastic measure. Accuracies for the elastic and the weighted 
cepstral distance measures were highest for the distance measure method and compar-
isons with a neural network recogniser gave similar results. 
3.3.2 Features Used 
Many features were tested during the 1980s creating a great hotch potch of results but 
with very little useful comparative studies. Although the majority of the features tested 
were much the same as those used in previous decades these tests were undertaken with 
different recognition schemes involving DTW, HMM, and neural networks. The features 
encompassed frequency measures such as mel-frequency, linear frequency, cepstrum, 
LPC, paTCOT, LPC cepstrum (Davis and Mermelstein, 1980), and band pass :filtered 
energies (Das, 1982; Moore et al., 1983; Sugawara et at., 1985; lizuka, 1985; Mergel and 
Ney, 1985). LPC representations were still very popular (Tribolet et at., 1982; Rabiner 
and Levinson, 1981; Rabiner et al., 1982; Rabiner et al., 1983; Pan et at., 1985a; Bush 
and Kopec, 1985aj Ganesan et al., 1986) as well as combinations of LPCs with energy 
calculations (Brown and Rabiner, 1982). One test by Rabiner(1984) which combined 
energy and LPCs in a single recogniser was reported to give a small but consistent 
accuracy increase of 0.2-1.0% over recognition with LPCs alone. Other combinations 
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such as zeTo-crossiug rate and energy (Elghonemy et al., 1986) were also tested giving 
small (1-2%) accuracy increases ovm the individual feature. 
LPCs were used with both isolated and connected word recognition systems (Ra-
biner et al., 1986). Cepstral derived features from LPCs (refer §4.4) (Morii et at., 1985; 
Colla et al., 1985; Togawa et al., 1986) were also being used in isolated and connected 
recognition obtaining higher accuracies than LPCs (Juang and Rabiner, 1986). Juang 
and Rabiner(1986) tested both LPC and LPC derived cepstral coefficients ~with their 
HMM based recogniseI'. I.1PC accuracies were approximately 2-3% lower than cepstral 
accuracy. Mel-frequency cepstral coefficients (Schwartz et al., 1985; Jouvet et al., 1986; 
Gauvain, 1986) were also being used and producing 1-2% higher accuracies than LPC 
derived cepstral coefficients. 
Temporal features, such as duration between successive zero-crossings, duration be-
tween extrema, and amplitude information (Baudry and Dupeyrat, 1982) and dynamic 
(transitional) information based on the movement of the feature representation from 
one frame to the next was popularised in the 1980s. Often the transitional and instan-
taneous features were combined (Soong and Rosenberg, 1988; Furm, 1986; 1i'urui, 1989) 
to give further accuracy increases. 
Modelling the characteristics of the human ear was also popular and, although this 
method was not new, features extracted from these models were now being widely 
used in recognition systems (Jelinek and others, 1985i Averbuch et al., 1986). Her-
mansky(1985,1986,1987) designed a method which extracted perceptual LPC features 
based on an auditory model, claiming higher accuracies with less information for both 
speaker-dependent and speaker-independent recognition than recognition with LPCs. 
3.3.2.1 Comparing Features 
Few researchers were undertaking comparative studies of the features being proposed 
and those that did tended to discuss only a subset of the features resulting in a confusing 
mix of results that eluded classification. 
The reseaTch team of DautTich et al(1983), tested the use of filter bank features for 
word recognition. They compared filter bank feature extraction with the LPC method. 
Filter bank methods consisted of critical band, 1/3 octave band spacing, and fiat and 
non-fiat filter bands. Highest accuracies were obtained from LPC representation and 
critical band filtering. PaTtalo and Sijecic(1989) compared sets of speech features, ex-
amining filter banks, LPCs and time domain features (eneTgy and ZC), for an alphabet 
vocabulary. Highest accuracies were given for LPCs (87.4%), lowest accuracy for the 
time domain features (73.8%). Junqua and Wakita(1989) compared cepstral coefficients 
and perceptual coefficients (PLP) with cepstral coefficients (with a projection distance 
measure) giving the highest accuracies. Svendsen et al(1989) compared LPC (likeli-
hood distance), cepstTUm and lifteTed cepstrum features obtaining highest accuracy 
with liftered cepstrum. Hunt and Lefebvre(1989) compaTed several acoustic represen-
tation using noisy and noise free speech. The features tested were cepstral coefficients, 
with and without quefrency weighting, mel-cepstrum, auditory based spectrum, tran-
sitional cepstTum and transitional and instantaneous representations together. Highest 
accuracies were from a subtle combination of many of these representations. 
3.3.3 Methods of Training and Testing 
Often, the method of training a recognition schemes was unique to the Tecognition sys-
tem. In 1980, howeveT, Rabiner and Wilpon(1980) classified these methods of training 
under three headings; casual training, training by averaging, and statistical training 
(such as clustering). Testing these methods Rabiner and Wilpon(1980) claimed higher 
48 CHAPTER 3 SPEECH RECOGNITION - AN HISTORICAL OVERVIEW 
recognition accuracies from the averaging and clustering methods over the casual train-
ing method. 
By improving the training of a system by clustering, as discussed by Rabiner and 
Wilpon(1980), recognition accuracies improved particularly when recognising larger 
vocabularies and more speakers (Rabiner and Levinson, 1981; Rabiner et at., 1983). 
3.3.4 Speaker-dependent versus Speaker-independent 
Up until the 1980s most recognition systems were speaker-dependent ones. One reason 
for this was due to the difficulty in obtaining the large amount of data required, in the 
form of many different speaker representations, to train and test speaker-independent 
recognition systems. By the 1980s, with the increase of computer power, the ability to 
store larger databases was possible and, with the introduction of standard databases 
(which could be purchased in the later part of the 1980s), speaker-independent recogni-
tion became easier to carry out. Speaker-independent recognition was ,videly accepted 
as more useful then speaker-dependent Tecognition particularly in most commercial 
applications. Hence, Tesearchers were striving to produce highly accurate speaker-
independent systems. 
As discussed previously, the disadvantage of speakeT-independent systems is that 
they need a large database of diffeTent speakers to correctly train. A large database 
of speakers was required to successfully encompass the speech vaTiations of the speak-
ers who may use the recognise!'. To produce speaker-independent recognisers Rabiner 
and INilpon(1981) and Rabiner et al(1984) trained their systems with a database con-
sistiug of 100 talkeTs (50 male and 50 female). Theh 1'ecognisers we1'e then tested on 
another ten speakers using the alphanumeric (AN) vocabulary producing accuracies in 
the mid 80%. Using large numbers of speakers with difficult vocabularies, such as the 
alphanumeric vocabulary, gave reliable Tesults that could be successfully repTOduced in 
non-laboratory environments with a wide variety of speakers(Rabiner et at., 1984b). 
Bush et at(1985,1986) and Bush and Kopec(1987) produced a highly accurate 
speakeT-independent system which they tTained and tested on a standard Texas In-
strument's database. The database comprised of American speakers (taken from many 
different regions) and non-American speakers. By testing American speakers with a sys-
tem trained on non-American speakers and vice versa they obtain speake1'-independent 
accuracies which ranged between 90-99%. 
Many speaker-independent recognition systems were producing highly accurate 1'e-
sults, rivalling results published for speake1'-dependent recognition systems. In 1983 
Rabiner et al produced 96.5% accuracy for their speaker-independent digit recogniser. 
Then, in 1984, Rabiner et al produced a speaker-independent digit 1'ecogniser, recog-
nising digits over a telephone line. This system gave 93% accuracy. In 1985 Iizuka dis-
cussed his 15 digit plus word speakeT-independent systems which produced accuracies 
between 96-97%. Also in 1985 Morii et al discussed a speaker-independent speech recog-
niser which recognised phonemes of speech. This system recognised phonemes with an 
accuracy of 81.4%. In 1986 Uikita et alpublished a connected digit speaker-independent 
recognition systems producing a string accuracy of 93.4% and w01'd accuracy of 98.4%. 
3.3.5 Vocabularies of the Eighties 
3.3,5.1 Limited vocabularies 
Although the research of speech and word recognisers has strived for unlimited vocabu-
lary in reality the vocabulary of most recognisers is limited to increase the recogniser's 
accuracy. A 1'ecogniser's vocabulary can usually be limited due to the task it is required 
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to perform. In the 1980s recognisers' applications were often governed by commercial 
requirements and hence many recognisel's recognised commercially viable vocabularies 
such as the digits, the alphabet, airline words 01' computer terms, 
Systems that recognised digits were presented throughout the 1980s obtaining ac-
cUl'acies of around 95 to 98% (Shore and BUl'ton, 1982; Rabiner et al., 1983; Pan et 
al., 1985a) and accuracies from 80% to 90% when recognised with the alphabet (the Al-
phaNumeric (AN) vocabulary) (Bisiani and Waibel, 1982; Rabiner and Levinson, 1981; 
Dautrich et at., 1983; Nocerino et al., 1985; Tribolet et al., 1982; Das, 1982; Pan 
et al., 1985b). Another commercially viable vocabulary was the airline W01'd vocabu-
lary(Rabiner et al., 1982) pToducing enol' Tates of approximately 12%, (Rabiner, 1984). 
A 54-word computer terminology vocabulary (Myers et al., 1981) obtained 99% accu-
racy with speaker-dependent recognition and 96% with speaker-independent recogni-
tion. 
By limiting vocabulaTY or choosing a simple vocabulary of distinguishable W01'ds, 
recognition systems could increase their recognition aCCUl'acy. The relationship between 
the vocabulary and the recognition accuracy was first discussed by Rabiner(1982). 
Rabiner(1982) showed how difficult it is to compare two different recognition systems 
tested on different vocabularies. Examining recognition accUl'acies from the litel'atUl'e 
showed that vocabularies such as the 10 digits, the 54 computer word, the 91 American 
states, and the 561 word and phrase vocabularies all obtain approximately the same 
accUl'acies and hence have the same level of recognition difficulty. In 1985 Russell and 
Moore(1985) also showed how accuracies change with cha.nging vocabulary by testing 
their system on 3 unique vocabularies; the isolated digits, the alphabet, and a set of 
confusable word pairs. Testing two types of recognition systems, HMM and DTW, the 
authors obtained error rates f01' the digit vocabulary of 0.5% for DTW and 2.7% for 
HMM, while for the confusable vocabulary the errOl' rates were 21.0% for DTW and 
14.7% for HMM. 
3.3.5.2 Large Vocabularies 
Although unlimited vocabularies word recognisers were technically difficult to produce 
many large vocabulary recognisers were becoming so large as to appear to the user to be 
able to recognize an unlimited vocabulary. Recognition of very large vocabularies began 
in the mid 1980s with systems such as that by Hatazaki et aK1986) who recognised up 
to 5000 W01'ds. Accuracy was increased f01' such a system by using knowledge of the 
lexieon, and the probabilities of particular words following and preceeding other W01'ds. 
The system was evaluated on 200 phrases spoken by 4 speakers with an aCCUl'acy of 
74-85%. Another large vocabulary word recognition system was discussed by Averbuch 
et aK1986). They designed a real-time 5000 W01'd isolated recognition system which 
obtained an accuracy of 94%. The design of a futUl'e system which would recognise 
20000 words was also discussed as possible. 
3.3.5.3 Sub-words 
Another way of increasing vocabulary size was to recognise sub-word units such as 
syllables (Lamel and Zue, 1982; Mercier et ai., 1982; Togawa et al., 1986), phonemes 
(Gauvain, 1986; Yato et al., 1986), diphones (Colla et al., 1985), and demisyllables 
(Ruske, 1982; Rosenber et al., 1983; Sauter, 1985). By recognizing a limited set of sub-
word units an unlimited set of words could be recognized by combining the sub-words. 
Systems which recognised subwords produced accUl'acies between 60-80%. Comparisons 
of different sub-word units were undertaken by many researchers. One compal'ison was 
that of Rosenberg et al(1983) who examined word recognition using demisyllable and 
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whole word representations. The authors claimed 18-33% error with demisyllables and 
6-15% with words. Modi et al(1985) comparing phonemes, vowels, semi-vowels and 
consonants obtained an average accuracy of 81.4% for phonemes, 90.6% for vowels, 
78.0% for semi-vowels, and 71.9% for consonants. Jouvet et al(1986) tested recognition 
accuracies using a number of different types of sub-word representations, comparing 
recognition of words, phones and diphones. Testing with the digit vocabnlary gave 
the highest accuracy with diphones (93% ) while word and phoneme recognition accu-
racy was aronnd 90%. Nakagawa(1986) tested a recognition system on different types of 
Japanese monosyllables; vowels, consonants and syllables. Recognition with 3 Japanese 
male speakers, speaking 90 Japanese names gave average recognition accuracies for vow-
els of 90-96% while consonants produced an accuracy of 50-63% and syllable accuracy 
was 48-62%. Although obtaining lower accuracies with subword systems the gains that 
could be achieved (such as in creased vocabulary size with low memory overheads) pres-
sured research into this area. Phoneme and other sub-word systems were also the first 
choice for continuous recognition (discussed in §3.3.6) however many further advances 
were needed before theses systems could be used fully. 
3.3.6 Continuous/connected Recognition 
Many continuous and connected word recognizers used the techniques of HMM and 
DTW while others centered on linguistical knowledge base information. The connected 
word recognisers were popular in the 1980s ( due to their usefulness in many commercial 
fields such as telephone usage, data processing and booking procedures) however this 
usefulness was limited due to their restricted nature (requiring the speaker to pause 
between words). By the mid to late 1980s many more continuous recognisers were being 
seriously examined as these schemes became greatly demanded. At the top of the range 
of continuous (and connected) recognition were the HMM methods.which were becom-
ing particularly popular for continuous and connected recognition. The systems using 
HMM included the SPHINX system the DECIPHER system, the Lincoln continuous 
system, and the IBM speech recognition system (discussed in §3.3.1). These systems 
produced recognition accuracies up to 9,5% for small vocabulary speaker-independent 
systems and 70% for large vocabulary speaker-independent systems (Colla et ai., 1985; 
Bush and Kopec, 1985b; Rabiner et ai., 1986; Gagnoulet et al., 1991). 
Phoneme and other sub-word methods of recognition were becoming the center of 
most continuous recognition systems. These systems recognised sub-words and then 
used complicated grammatical and probability rules (such as uni-, bi-, and tri-gram 
probabilities) to form words and sentences. These highly complicated systems produced 
accurate recognition; however their usefulness was limited due to their large computer 
requirements. One method used by Ostendorf and Roukos(1989) used a stochastic 
model which reduced continuous speech to phonetics. Their method achieved greater 
than 75% recognition accuracy of the individual phonemes. Chow and Roukos(1989) 
from BBN Corporation reported accuracies of around 90% when using grammar based 
rules along with the 1000 word Darpa vocabulary. The KEAL system, a continuous 
speaker-independent recogniser, which recognised individual phonemes using acoustic 
analysis was discussed by Mercier et al(1989). Sentence recognition was achieved by 
using a context-free grammar sentence recogniser to obtain a sentence recognition accu-
racy of 81.5% for a test of 324 sentences, with 91% word recognition accuracy obtained 
for the 1287 words tested. Another continuous recogniser was that of Paeseler and 
Ney(1989) caned SPICOS. This system used a stochastic language model based on tri-
grams, bigrams and unigrams of words achieving 91 % accuracy on a 200 sentence test 
vocabulary. Real-time systems were being proposed late in the 1980s. One such real-
time system is that by Murveit and Mankoski(1989) from SRI who proposed a real-time 
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HMM based large vocabulary (3000 word) continuous recognition system. The method 
used grammatical information by incorporating bigram language models. Even while 
the system was still under development a 20 000 word system was being proposed. 
3.3.7 Distance Measures 
During the 1980s it was realised that the distance measure chosen can have a profound 
effect on the accuracy of a recognition system. Researches began examining various 
distance measures used ill recognition schemes and large effects were noticed when 
distance measures were changed. The first example of distance measures affecting the 
accuracy was in 1974 when Itakura(1974) devised a perceptual distance measure based 
on LPC parameters known as the likelihood distance measure (refer §4.3). distance 
measure proposed by Itakura(1974) was unique in that it was a probability measure 
directly applicable to only one type of feature set, namely LPCs. Further trials during 
the 1980s with probability distortion measures and Euclidean distortion measures, using 
sets of LPCs, showed the pl'obabilistic measure to give higher accuracies. Moore(1983) 
trialed these measures obtailling 8% incl'ease of accuracy with the probabilistic measure 
over the Euclidean measure. 
Many other distance measures were also trialed. Nocerino(1985) tested 6 different 
recognition distance measures the Itakura Saito(IS), log likelihood ratio(LLR), likeli-
hood ratio(LR), Euclidean usillg cepstral coefficients (CEP), weighted likelihood ra-
tio(WLR) and weighted slope metrics (WSM). The recognition errors for the LLR, 
WSM, LR, CEP distances were all approximately 8.5%, while the WLR measure gave 
9% error and the IS measure gave 11.5% erroL 
Mansour and Juang(1988) tested a range of distance measures that formed a set 
known as pmjection distance measures. They claimed that these measures optimise 
recognition by reducing the distortion between non-noisy and noisy speech data. Man-
sour and Juang(1988) tested a system trained in different noise environments using 
both Euclidean and projection distance measures, and obtained higher accuracies with 
the projection (79%) than the Euclidean (42%). 
3.3.8 Summary 
Although most experimentation in the 1980s (much like the 1970s) produced large 
quantities of results, the lack of organisation and carefully planned experimentation 
produced results which lack statistical rigour and were largely unrepeatable. Any major 
attainments in the 1980s came about from careful testing of the many recognition 
parameters using standard techniques and standard databases which gave opportunities 
for repeatable experimentation. These standards allowed for the successful testing of 
the many variable parameters in speech recognition such as the methods oirecognition, 
the vocabulary, the methods of training and testing, the effects of speaker and speech 
types, the effect of noise and other associated effects. Further to this, the comprehensive 
examination offeatures also allowed the improvement oirecognition systems' accuracies 
in cases where the comprehensive testing was supported by standard databases and 
standard recognition procedures. 
Along with the variables mentioned in this section there were many others which 
affected the acc1lracies of recognition systems. These other variables, such as noise 
cancelling, phonetic modelling, linguistical probabilities etc. were also being widely 
tested to improve accuracies, speed, and the vocabulary range of recognition systems. 
The disc1lssion in the previous Chapter has emphasised the large number of recog-
nition schemes that have been produced over the previous decades. The vast number 
of schemes produced has been in direct relationship to the vast number of parameters 
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and environmental factors that effect the recognition outcome. Each parameter and 
factor has spawn many different recognition schemes thus producing, over the decades, 
thousands of different (successful and unsuccessful) systems. It is also due to this large 
number of recognition parameters and environmental factors that the testing of recogni-
tion systems is difficult and results unreliable. This historical overview has emphasised 
the wide number of systems producing stated recognition accuracies that are difficult to 
compare. Thus, when comparing results, it is important to take into account as many 
environmental factors and recognition parameters as possible, as all these may affect 
the outcome. And, when obtaining results, the testing procedures must be repeated 
so that statistical analysis can be performed to obtain accuracy mean and standard 
deviations. 
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Chapter 4 
RECOGNITION FEATURES 
Many types of feature have been employed to parameterise the speech signal. These 
features range from the easy to calculate temporal features such as energy and zero-
crossings to complicated and time consuming frequency analysis techniques such as 
formant tracking and pole position tracking. The algorithms discussed in this thesis 
are constrained by the requirement of real-time opeTation. To fulfil this requirement 
only those features are examined that can satisfy the real-time conditions currently 
attainable by today's DSPs. This chapter discusses the calculation of speech features 
deemed appropriate in the sense implied above. These features are the subject of exper-
imental investigations reported in Chapter 8 to ascertain their attributes in the context 
of speech recognition. The temporal features discussed are energy, (§4.1), and zero-
crossing rate, (§4.2). Frequency based representation is in the form of linear prediction 
coefficients, (§4.3), cepstral coefficients, (§4.4), and transitional cepstral features,(§4.5). 
Perceptual linear prediction coefficients are discussed in (§4.6). The well known FFT 
frequency analysis has not been used as a feature. Although useful featmes can be ex-
tracted from the and the FFT routine is botb a well known and well used method 
the computation required to extract the useful features from the FFT data (such as 
pole tracking, formant tracking, or formant bandwidth estimates) has meant that the 
FFT routine is excluded. Standard frequency analysis as a word recognition tool is well 
covered in Ichikawa et al., 1973, White and Neely, 1976, Dautrich etal, 1983, Partalo 
and Sijercic, 1988, and Hunt and Lefebvre, 1989. 
4.1 ENERGY 
For speech sounds it is desirable to calculate the time varying energy which represents 
the intensity variations during different speech sounds, 
M-1 
E(n) = I: (w(m)x(n m))2, (4.1) 
m=O 
where w( m) is a weighting window of length M which isolates a segment of speech. The 
function E( n) characterises the time varying amplitude properties of the speech signal. 
The type of window, w(m), affects the outcome E(n) because it acts as a filter on x(n). 
To give equal weightings to all speech samples a rectangular window is used whereas 
for non-equal weightings a Hamming or other window is used. Fig. 4.1 illustrates the 
different energy signals that result from differently shaped windows. 
The shape of the energy signal is also affected by the length of the window, M in 
(4.1). If M is small relative to the pitch period, the energy values will fluctuate rapidly. 
However if M is much larger than a pitch period, say 4 to 5 times larger, the energy will 
be very slow to change missing the speaker's vocal changes. In such cases the window 
act as a low-pass filter with its frequency cutoff depending on the length of the window. 
This effect is illustrated in Fig. 4.2. 
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Figure 4.1. Plot of pressure waveform (a) and energy plots for the word SEVEN using two different 
window functions; (b )rectanguiar and (c )Hamming. Window length approximately two pitch periods. 
One difficulty with the energy signal is that it is very sensitive to large signal 
levels because it is computed as the square of the sample values, thus requiring a large 
dynamic range. Often a root mean square calculation (RMS) is employed instead of 
energy as the preferred representation of speech loudness. RMS increases linearly with 
the magnitude of the speech samples, making it more useful for systems which have 
limited dynamic range, such as DSP fIxed-point processors. The RMS profile of a 
digitised signal, x( n) is defined as, 
RMS(n) = I:~,:-J(w(m)x(n m))2 M (4.2) 
where w( m )x( n m) is the windowed speech sample and M is the number of samples 
in the frame or window. The advantage of the RMS is that it gives a simple, rapidly 
calculated feature that is capable of distinguishing words with unique envelopes, such 
as the words SIX and SEVEN. Unfortunately many other words tend to look very 
similar using this measure; examples of these are the words ONE and NINE. Both the 
speech and energy plots ofthe words SIX, SEVEN, ONE, and NINE are illustrated in 
Fig. 4.3. 
A major function of the energy measurement is to separate speech sounds from 
non-speech sounds such as background noise, coughs and breath noise. Normally the 
energy of speech sounds is mucb greater than for non-speech noise. Rabiner and Sam-
bur (1975) invoked this property to devise a detector for the beginning and ending 
points of words. li'rom the energy contours of the words and by applying appropriate 
thresholds the beginnings and endings of the words were estimated. This method was 
also adopted by Lau and Chan(1985), who similarly used energy measurements to place 
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Figure 4.2. Plot of pressure waveform (a) and energy plots for the word SEVEN for two different 
window widths, (b) less than pitch period (c) greater than 5 pitch periods. 
the beginning and ending points of words uttered in a sentence. Their method detected 
word endpoints when the energy of a speech frame dropped below five percent of the 
peak energy value across the word. Although energy has been successfully used for the 
detection of speech endpoints difficulties arise because of the effect of noise. Even low 
levels of noise, spikes from micTOphone knocks and breath noises from the speaker can 
cause errors in endpoint placement. 
The energy signal has also been used for word recognition. When used as the 
only parameter for recognition reported recognition rates are in the region of only 
30% (Rabiner et at., 1984b). To improve accuracy many methods of combining en-
ergy measurements with other features extracted from the speech have been tried. 
Energy is often used as an addition to some frequency representation, such as LPCs, 
refer (§4.3),(Brown and Rabiner, 1982; Rabiner et al., 1984b; Rabiner, 1984; Rabiner 
et al., 1984a), or zero-crossings, refer (§4.2), (IJau and Chan, 1985). Brown and Ra-
biner(1982) combined energy and LPC information linearly in a frame-by-frame manner 
using the dynamic time warping method of time alignment, (the latter is fully explained 
in §5.1). The combination resulted in a 23.9% error reduction over LPCs alone. Ra-
biner et al(1984b) used energy and LPC in their isolated word recogniser in which 
separate energy and LPC distance metrics were used. The energy and LPC distances 
were added to obtain an overall value of the distance between test and reference words. 
A small but consistent increase of perfOTmance was found. Rabiner(1984) also proposed 
using energy with LPCs in a vector quantisation scheme, combining a weighted energy 
distance with the LPC Itakura distance. Word error rates dropped approximately 5% 
with this combination. 
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Figure 4.3. Speech pressure waveform and RMS plots of the words SIX, SEVEN, ONE, and NINE. 
The energy (RMS) plots for the words SIX and SEVEN are easily distinguishable while the energy 
(RMS) plots of the words ONE and NINE are very similar. 
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4.2 ZERO CROSSING RATE (ZX) 
It was established by Licklider et al.(1948) that infinitely clipped speech, (that is speech 
that retains only its zero-crossing positions), remains highly intelligible to human listen-
ers. Testing with clipped, differentiated clipped, and integrated clipped sounds showed 
that listeners were slightly better at recognizing the differentiated clipped speech than 
the clipped speech and up to nine times better at recognizing the differentiated clipped 
speech than the integrated clipped speech. It was soon realised that a high level of 
information was contained in the temporal pattern of the crossings of the time axis in 
the speech wave. In fact clipped speech is approximately 90% intelligible (Niederjohn 
et al., 1987). Niedel'john et al(1987) also showed that there exists a strong proportional 
relationship between speech intelligibility and the percentage of zero-crossing locations 
preserved. 
Zero-crossing measures have been widely used as features in speech recognition 
systems (Bezdel and Chandlm, 1965; Lavington, 1969; Bezdel and Bridle, 1969; Ew-
ing and Taylor, 1969; Niederjohn, 1975; Lau and Chan, 1985). The number of ze]'o-
crossings during some time interval (the zero-crossing rate) is the most widely used 
zero-crossing measure and represents the average zero-crossing information in speech 
(Niederjohn, 1975). The average zero-crossing rate, ZX( n) can be written as, 
ZX(n) X(n)/M, (4.3) 
where X(n) is the number of zero crossings in the frame n, and M is the number 
of samples in the frame. Several other methods of parameterising the zero-crossing 
information have also been implemented in recognition schemes (Niederjohn, 1975). 
The time intervals between successive crossings of the zero line are related to the 
frequency components present iu the sound, with the zero-crossing rate, ZX (n) being 
strongly related to the dominant frequency compouent. It is, therefore, possible to 
obtaiu a frequency related measure by recording the rate of these crossings within a 
frame of the sound. For example, if the signal consists of a single sinusoid with frequency 
/0' then the number of zero-crossings per second (ZX/s) is related to frequency by the 
relationship, 
ZX/s 2/0 , (4.4) 
The frequency interpretation of zero-crossing rate of actual speech is not so straightfor-
ward due to the interactions of the many sinusoidal components. Several researchers 
have attempted to relate the two measures (Ainsworth, 1967; Scan, 1968; Nieder-
john, 1975) but these relationships are not yet practical for speech recognition purposes. 
One principal application of this measure is in separating the relatively low fre-
quency voiced sounds from the high frequency unvoiced sounds (refer §2.1.2). Since 
high frequency sounds imply high zero-crossing rates and low frequency sounds imply 
low zero-crossing rates these sounds are usually separable. Fig. 4.4 gives a distribution 
of zero crossing rates (ZXR) for voiced, unvoiced and silence taken from the vocabulary 
ZERO through NINE. For this vocabulary the unvoiced distribution in Fig. 4.4(b) is 
relatively uniform, consisting of a reasonably large amount of low frequency sounds, 
which is unusual. The low frequency component in the unvoiced distribution is due to 
unvoiced sounds such as plosives (refer §2.1.2) found in the words TWO and EIGHT 
which have low frequency components. 
Zero-crossings also have the ability to distinguish unvoiced sounds from background 
silence making this measure useful for end pointing words. However the zero-crossing 
rate can be highly affected by dc offset, any noise that may be present in the digitisation 
procedure, or any unwanted noises produced by the speaker such as breath noise and lip 
smacks. Separation of voiced and silence is difficult using ZXR because the distributions 
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Figure 4.4. Probability density distributions of zero-crossing rates for (a) voiced sounds (b) unvoiced 
sounds (c) silence. 
are similar. Identification of the endpoints is usually performed conjunction with an 
energy measure to alleviate these problems (Rabiner and Sambur, 1975; Savoji, 1989), 
and in general this type of endpoint estimation gives (on average) 7-10% endpoint 
enors (endpointing errors are said to occur when endpoints are missed or misplaced 
with respect to a human recognizing the best place endpoints). 
Zero-crossing information has been used as an effective feature for speech recogni-
tion. Bezdel and Chandler(1965) tested a zero-crossing method on vowel sounds and 
then Bezdel and Bridle(1969) tested this method on a vocabulary of 15 words. Their 
method recorded the distribution of the zero-crossing rate, also known as the probabil-
ity density distribution (shown in Fig. 4.4), for each word. Recognition accuracies of 
around 96% fo1' vowels and words were quoted. 
Usually zero-crossing rate is not enough information for accurate recognition and 
in such cases it is combined with other recognition parameters. Lavington(1969) com-
bined zero-crossings with rate of zero-gradient or 'turn-arounds' to achieve a recognition 
accuracy of 96%. Lau and Chan(1985) combined zero-crossing rate with energy (refer 
§4.1) to recognize ten Cantonese digits with an accuracy of 97.2%. Because no recog-
nition accuracies were given for any of these recognition parameters on their own it is 
not known whether the combination of parameters improved accuracies. 
4.3 LINEAR PREDICTIVE CODING (LPC) 
LPC is one of the most common techniques used in the processing of speech and, in 
particular, in the field of speech recognition. The importance of this method 
its ability to provide easily calculable and accurate estimates of the speech spectral 
envelope. method enables the coding of large amounts of information about the 
speech with very little data, making it attractive for speech recognition. 
The LPC coefficients are so named because a particular speech sample can be 
approximated as the sum of past speech samples each multiplied by a coefficient value. 
Hence a forward speech sample is predicted by a combination of past speech samples. 
The values of the coefficients are calculated by minimising the sum of the squared 
differences (over a finite interval) between the actual speech samples and the predicted 
ones. A unique set of predictor coefficients can be determined for each set of speech 
samples. 
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Figure 4.5. Basic speech production model showing source-filter representation. The source models 
the type of excitation. The filter models the vocal tract. 
The LPG method represents the vocal tract as a lineal', slowly time varying all-pole 
filter. In the z-domain the set of LPG coefficients, {ak}, can be written as the filter 
coefficients of the vocal tract model H(z). The vocal tract representation using a pth 
order all-pole filter model can be written as 
G 
H (z) = -1 ---'-,,-:O:P---;-k ' 
L..k=l akZ~ 
(4.5) 
where G is a factor which depends upon the area of the vocal tract and is defined in 
2.3.3. 
Describing the speech with LPG coefficients results in loss of information which 
must be replaced if the speech is to be reconstructed. The information which must be 
added consists ofvoicedjunvoiced classification, pitch period for voiced speech, and gain 
parameter These parameters, along with the {ads are required for each frame in 
order to reproduce the speech signal. Fig. 4.5 shows the source-filter model which forms 
the basic model of the vocal tract and filter excitation. Voiced sounds are produced by 
exciting the filter model with a periodic pulse of energy, whose period is equal to the 
pitch of the sound. Unvoiced sounds are produced with a random noise excitation. 
There are many methods to derive the predictor coefficients from the speech sam-
ples. The most useful methods are the autocorrelation method, the covariance method, 
and the maximum likelihood method (Fant, 1960; Markel and A.H. Gray, 1976; Rabiner 
and Schafer, 1978). 
The autocorrelation and the covariance methods ".1'e both derived from the method 
of minimum variance. Assumptions of randomness and stationarity are made on the 
speech samples but no statistical function (such as Gaussian) is attributed to the speech. 
For these methods an error en(m) can be defined with respect to the real signal sn(m) 
. and the predicted signal Ef=l aiSn( m - i), such that, 
(4.6) 
Ef=o aiSn( m i), 
for a pth order model with ao = -1 and where sn(m) denotes the mth sample in a 
speech segment n. The short time average prediction enol', calculated over a sample 
set {m} is defined as, 
Em (en (m))2 , 
Em (-Sn(m) + Ef=l aiSn(m i))2. (4.7) 
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By minimising the squared error with respect to each of the predicted coefficient 
values optimum set of coefficients can be calculated for the segment n. 
The range of m, the number of samples used to predict the LPC values ill (4.7), has 
not been stated and its selection leads to assumptions which must be made about finite 
sets of obseTVed samples. Optimally m should range from -00 to +00 but in reality 
data of window lengths are used so this range is not possible. Setting m within the 
range 0 :; m :; N 1 and assuming the waveform to be zeTO outside the interval leads 
to the autocorrelation method. Assuming the waveform is zero outside the boundaries 
of m can cause large prediction errors at the beginning and ending of the interval. At 
these positions the method is trying to predict non-zero speech values from samples 
of zero magnitude at the beginning of the waveform and zero values from non-zero 
values at the end of the waveform. To avoid this problem a window should be used 
which tapers the samples slowly to zero avoiding any sudden magnitude changes at the 
boundaries. The autoconelation method has the advantage of always being solvable 
and stable, and efficient algorithms are used for calculation of the predictors for this 
method such as the Durbin-Levinson algorithm (Maxkel and A.H. Gray, 1976). 
Setting m within the range 0 toM - 1 + p (where M is the length of a frame 
of speech data) leads to the covariance method. To evaluate the covariance function 
requires sample values in the interval -p :; m :; M - 1. Extending calculation to 
-p means that initial predicted values, calculated from m = 0, have previous sample 
values to calculate from. This means that this method does not have to use a window 
function because it is not assumed that the signal is zero outside the region of interest. 
However this computational method does not guarantee a stable system and in fact 
may have no true solutions. 
The maximum likelihood method of LPC computation (first used by Itakura and 
Saito(1970)) begins by modelling the speech process by a Gaussian, stationary, random 
process that is generated by passing unconelated white Gaussian noise through an all-
pole model. These assumptions may not seem completely valid for actual speech but the 
formulation proves to be equivalent to the other methods such as the autoconelation 
method described previously(Itakura and Saito, 1970). A Gaussian process is assumed 
because the system is represented by a random process being shaped by a linear system 
(also known as the central limit theorem) (Markel and A.H. Gray, 1976). The process 
is also considered to be stationary in that its statistics are assumed not to vary over 
time - which is reasonable over short periods of unvoiced speech. However, these 
assumptions may not be valid for all types of sounds, voiced and unvoiced(Markel 
and A.H. Gray, 1976; Rabiner and Schafer, 1978). 
It is also possible to calculate the reflection coefficients, as discussed in §2.3.2, from 
the linear prediction coefficients. The recursive solution used to efficiently calculate 
the autocorrelation based linear prediction coefficients produced a set of reflection co-
efficients as intermediate variables. Markel and Gray(1976) show that the reflection 
coefficients of the autocorrelation method are equivalent to the acoustic reflection co-
efficients of an acoustic tube model of the vocal tract when the speech is both sampled 
at an appropriate rate and pre-emphasised before analysis. It is beyond the scope of 
this thesis to derive this relationship however Markel and Gray(1976) Chapter 4 is 
an excellent reference for further information on how the reflection coefficients can be 
calculated and the recursive linear prediction algorithm. 
Many of the assumptions of the vocal tract model are not valid under very basic 
conditions. One assumption is that the glottal excitation of one period does not interact 
with the following speech period. Markel and Grey(1976) quote from Atal(1974) to 
show that with increasing fundamental frequencies eTTors in formant estimation increase 
and that this is because the excitation has a much greater interaction with the next 
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period of the speech. Errors also increase in the formant bandwidth estimation with 
errors increasing as fundamental frequency increases. The result of this is explained by 
noting that for increased fundamental frequencies the major oscillation within a period 
will have interference from the decaying oscillation of the previous period with the 
greatest error occurring when the formant is multiples and a half of the fundamental 
(ie formant = Fo/2 plus multiples of Fo) with error also increasing as fundamental 
increases due to reinforcement from previous periods. 
Another assumption is that the speech is formed from an all-pole model and hence 
can be represented by an all-pole system. Those sounds which contain spectral nulls, 
such as nasalised sounds are therefore badly represented. This is usually not consid-
ered a problem because poles in the spectrum are perceptually more important than 
zeros and should therefore be modelled with greater accuracy (Fant, 1960; Rabiner and 
Sambur, 1976). However, frequency nulls cause effects such as bandwidth widening of 
the formants which, if the effects are large enough, can be important and so should 
be accurately modelled. It has been noted that recognition rates for nasalised sounds 
can be greatly reduced if these properties are not sufficiently well modelled (Juang et 
al., 1987). Juang et al(1987) noted LPC analysis on this type of sound gives l'esults 
which vary significantly for nominally similar signals, particularly around the region 
of the spectral zeros. One way of determining the accuracy of the LPC analysis is 
to examine the spectral output from the analysis. The success of formant estimation 
for a particular numbel' of speech data points depends stl'ongly upon the particular 
speaker, utterance, and speaking conditions, Best results can be predicted for a male 
speaker with low fundamental frequency producing a loud vowel sound (Markel and 
A.H. Gray, 1976). Markel and Gray (1976) listed a numbel' of conditions which lead 
to unreliable results such as high fundamental frequency, insufficient interval of glottal 
closure, and utterances of low intensity. 
A limitation of LPC analysis is that the number of prediction coefficients must 
be chosen apriori. The actual number of prediction coefficients that are needed to 
accurately represent the speech is determined by a multitude of factors which change 
with the sounds produced, such as vocal tract length, nasal cavity coupling, and the 
excitation (Fallside and Woods, 1983). Because the number of coefficients must be 
chosen prior to calculations usually the number is chosen to be dependent on the delay 
which occms when sound travels the length of the tube. The delay of the filter tube 
model determines the number of components because the components relate to a filter 
model (refer equation 4.5) and so the delay equates to the time the signal takes to 
propagate through the filter. Because the system represented by a filter model is a 
sampled (digital) system this can be related to the sampling frequency of the system. 
For a sampled system (which is usually the case) the delay can be equated to the inverse 
ofthe sample Tate ofthe system. For a tube with delay T of 2}s for sampling frequency 
Fa, taking speed of sound c and vocal tract length L, then the number of tube sections, 
which equates to the number of predictor coefficients, p, can be calculated with respect 
to the delay through the tube (z}s) such that 
2LFa 
c 
p (4.8) 
For an adult male with a vocal tract length L of17cm and sampling at 10000 Hz, p =10. 
The fixed number of poles thus enforced can lead to either lack of representation of all 
the frequency components or else the addition of spul'ious resonant peaks due to too 
many poles being modelled (Kirkland, 1993) as shown Fig. 4.6. 
Modelling errors can also be associated with the frame length over which LPC 
coefficients are computed. This relationship between framesize and errol' is highly 
important for the autoconelation method which uses a window to weight the speech 
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Figure 4.6. Comparison of frequency spectra calculated by (a) short-term FFT analysis (h)LPC 
analysis 
samples. For this case the duration of the frame length must be long enough so that 
the tapering effects of the window do not unduly affect the results. It has been shown 
that the frame length M must be of the order of several pitch periods to ensure reliable 
results (Markel and A.H. Gray, 1976). Thus analysis durations of 100 to 400 samples 
(at 10kHz sampling rate) are required with most systems favouring the larger values of 
frame length (Chandra and Lin, 1974; Rabiner and Schafer, 1978). 
Poles calculated from linear prediction analysis can be mapped into the frequency 
domain. Deriving the frequency envelope fwm the LPC coefficients allows the calcula-
tion of an equivalent short-time (less than one pitch period) spectrum which removes 
the fine structure contributed by the pitch frequency. A representation of the frequency 
of a vowel sound is shown in Fig. 4.6 using both a short-time Fourier analysis which 
removes the structure and LPC analysis. The LPC analysis is shown with several differc 
ent numbers of LPC coefficients. As can be seen from Fig. 4.6 the greater the number 
of LPC coefficients employed to represent the speech the greater the number of peaks 
found in the spectrum and the smaller the bandwidth of each peak. Thus the LPC 
representation can produce more definitive formant structure. However with too many 
LPC coefficients extra formants may be added making the modelled formant structure 
unreliable. 
The first researchers to directly apply linear prediction techniques to speech analysis 
were Itakura and Saito(1968) and Atal and Schroeder(1968). The use of LPC coeffi-
cients for speech recognition began in the early 1970s, By 1973 Ichikawa had compared 
LPC coefficients with other standard recognition techniques such as spectrum (derived 
from band-pass filtering), cepstrum (refer §4.4), autocorrelation coefficients derived 
from the time waveform and partial autocorrelation coefficients. For these testsLPC 
coefficients gave up to 30% lower recognition accuracy than the other features tested. 
In 1974 Itakura claimed a recognition accuracy with LPC coefficients of 97% for a set of 
words and 88.6% recognition with an alphanumeric vocabulary. There appeared little 
difference between the methodology of these two tests however the vocabulary and con-
ditions in which the tests were undertaken were different and may have been the cause of 
the differing results. Following Itakura's tests LPCs gained popularity in isolated word 
recognition schemes producing accuracies around 85-95%(Sambur and Rabiner, 1976; 
Rabiner and Schafer, 1978; Rabiner and Schmidt, 1980; Rabiner et ai.) 1982; Ra-
biner et aZ., 1984b; Partalo and Sijercic, 1988). Recognition experiments by White 
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and Neely (1976) gave approximately the same results fOT both T.JPC coefficients and 
spectrum (produced from bandpass filteTing) of around 95%. LPCs as recognition pa-
rameters for continuous and connected speech produce enor Tates of 2-3% (Rabiner and 
Schmidt, 1980), to 5% (Medress et al., 1976). Used for the segmentation of sentences 
into words with other parameters such as energy (refer §4.1), zero-crossing (refer §4.2), 
and autocorrelation coefficients derived from the time domain waveform, a segmenta-
tion aCCUl'acy of 99% has been achieved (Rabiner and SambUl', 1976). Christiansen and 
Rushforth(1977) used LPCs to detect and locate specific words continuous speech 
with an average accuracy of 97%. 
4.4 CEPSTRAL COEFFICIENTS(CEP) 
Cepstrums have been used widely in speech research as a tool to reduce any two signals 
which are convolved in the time domain into two signals which add in the cepstral 
domain. This method allows the separation, by subtraction in the cepstral domain, of 
two signals convolved in the time domain. 
The complex cepstrnm is the inverse Fourier transform of the complex logarithm of 
the FOUl'ier transform of the input, 
( 4.9) 
2~ J:1fX( eiw)eiwndw .. 
The cepstrum is a specific case of a signal which is defined by a homomorphic system 
(Gold and Rader, 1969). Conventional linear homomorphic systems obey the principle 
of superposition which states that if an input signal is composed of a linear combination 
of elementary signals, then the output is a linear combination of corresponding outputs 
such that, if L represents a linear operator, 
L[x( n)] L[Xl(n) + x2(n)], 
L[xl(n)] + L[X2(n)], 
VI ( n) + V2 ( n), 
v(n). 
( 4.10) 
However, in the case of cepstrums the signal combination is by convolution, represented 
by the symbol 8 and, by analogy to the linear combination above, a generalized prin-
ciple of superposition can be obtained where the addition is replace by convolution. 
An important aspect of the theory of homomorphic systems is that any homomorphic 
system can be represented as a cascade of three homomorphic systellls. For the case 
of homomorphic systellls for convolution the first homomorphic system takes inputs 
combined by convolution and transforms thelll into an additive combination of cor-
responding outputs. The second system is a conventional linear system obeying the 
principle of superposition as given in 4.10. The third system is the inverse of the first 
system (it transforms signals combined by addition back into signals combined by con-
volution). The illlPortance of such homomorphic systems is that the design of such 
systems reduces to the problem of the design of linear systems. The operation which 
converts an input, which is convolution, to an output, which is ordinary addition, 
is known as the characteristic system for homomorphic deconvolution (Rabiner and 
Schafer, 1978) and obeys a generalized principle of superposition. This characteristic 
system for homomorphic deconvolution is defined as 
(4.11) 
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To illustrate the cepstral process two signals are examined which, in the time do-
main, are convolved together, 
( 4.12) 
In the frequency domain (4.12) becomes the multiplication, 
( 4.13) 
where the upper-case letters correspond to the spectra of the lower-case time domain 
signals. The cepstral process now reduces the signal combination to addition by using 
logarithms, 
log [Xl ( ejW ) .X2( ejW )], 
log[Xl(ejW )] + log[X2(ejW )]. 
If the signal is complex the complex logarithm must be used so that, 
(4.14) 
( 4.15) 
Note that the complex logarithm function does not produce a unique output. In fact 
the complex logarithm violates (4.14) because the principal value of the logarithm of a 
product of complex signals is not always the sum of the principal values corresponding 
to the individual complex signals. Nevertheless restrictions, in the form of signal con-
straints, placed on the complex input signal can produce a satisfactory complex output 
and so the complex cepstrum can be found (Gold and Rader, 1969). 
There is however, no ambiguity in the real part of a complex logarithm, it is always 
equal to the logarithm of the magnitude of the complex signal. The real cepstrum can 
then be found as the inverse transform of the real logarithm and is also defined as the 
inverse transform of the log spectrum of the magnitude of the Fourier transform, (for 
speech this is equivalent to.the Fourier transform of the log of the power spectrum), 
and can be written as, 
c(n) ( 4.16) 
which is equal to the even part of the complex cepstrum x(n). 
For speech the real cepstrum is all that is usually computed. Since speech 
waveform is usually sampled before processing to form x( n), the real, discrete cepstrum, 
cp ( n) must therefore be calculated using a discrete formula. The formula uses N samples 
of the discrete signal in the time domain to pTOduce K samples in the frequency domain 
which is transformed to N samples in the cepstral domain such that 
O::;k::;K 1, 
O::;k::; -1, ( 4.17) 
The resulting discrete cepstrum cp ( n) is an aliased version of the true cepstrum c( n) 
such that, 
00 
cp(n) = I: c(n + TN). ( 4.18) 
r=-oo 
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This aliasing effect would appear to make it necessary to use a large value of N (generally 
a large value is greater than 512) to reduce the effect of aliased overlapping of discrete 
cepstTum. Usually, howeveT, large values of N are not selected because of limitations 
of the amount of data available and the requiTement to use short-term infOTmation fOT 
speech Tecognition pTocedures. Thus smalleT values of N are used such as one OT two 
pitch periods and large errOTS due to aliasing have not been noticed. 
4.4.1 Application of Cepstral Analysis to Speech 
Voiced speech, sv( n), extracted fTOm a speech segment is the convolution of a wavefOTm, 
pen), which is repetitive at the pitch frequency, and vocal tTact response, hv(n),( §2.3.2) 
(multiplied by a window wen)), and can be represented as(Rabiner and Gold, 1975); 
sAn) :::;: [pen) 0 hu(n)].w(n), ( 4.19) 
Since w( n) is generally a smooth sequence,4.19 can be simplified to the appTOximate 
form, 
[p(n).w(n)] 0 hv(n), 
( 4.20) 
To sepaTate the vocal tTact Tesponse from the glottal waveform (assuming voiced 
speech pTOduced from an impulsive repetitive glottal excitation) and hence determine 
the speech information the cepstTUm can be invoked because pw(n) contributes a haT-
monic stl'11cture to the log spectrum, whereas hv( n) tends to contribute a smooth 
envelope. These two components theI'efore fall in different regions of quefrency in the 
cepstTal domain. The pitch component of the cepstrum tends to consist of a narrow 
peak at a delay equal to the pitch period. The vocal tract component, by contrast, is 
smoothly varying in frequency so in the cepstral domain consists only of low quefrency 
components. Thus the cepstrnm of (4.20) is written as the inverse Fourier transform of 
the log of the above components in the fl'equency domain, and for the continuous case, 
c(t) = [logIPw(f)1 + logIHv(f)IL (4.21) 
where F-l represents the inverse Fourier transform. The cepstl'11m of the vocal tract 
component can be approximated by retaining only that pOTtion of c(t) for which t < To 
where To is the pitch pe1'iod. Using a low-time window which is not too shOTt will 
preserve the contribution due to logIHv(f)1, spanning only logIHv(f) I and rejecting 
logIPw(f)I· 
A second method of calculating the cepst1'al coefficients is from the set of filter 
coefficients representing the vocal tract or LPG coefficients, provided they 1'epresent a 
stable filtel'. This is possible because the LP G filter A( z) (where A( z) is derived from 
the LPG coefficients such that A(z) = 1-L~:l Uk
Z
- k ) has all of its roots inside the unit 
circle of the z-domain, implying that log[A(l/ z)] is analytic inside the unit circle and 
can be rep1'esented by a Taylor series (Atal and Hanauer, 1971). The Taylor series can 
be written in terms of the log magnitude spectrum, 
00 
logIH(z)1 = C(z) ( 4.22) 
71,=-00 
where z-n e- jwn and en aTe the amplitudes at the nth sampling instant t = nT, 
of the inverse z-transfonll of C(z). Replacing H(z) in 4.22 by the linear prediction 
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formula (Atal and Hanauer, 1971), 
1 
H( z) = -1--==----;-
and taking derivatives on both sides with respect to z-l gives, 
which can be simplified to 
[I:1=l kakz-k+I] 
[1 - I:t=l akrk] 
(4.23) 
( 4.24) 
( 4.25) 
Terms can be equated to give the relationship between LPC coefficients and cepstral 
coefficients, 
Cl al 
Cn (1 - k/n)akCn-k + an, l<n<p ( 4.26) 
and 
Cn I:n-l(1 k=l k/n)akCn-k, n '2 p. 
Also note that Co can be calculated and is equal to In( G) where G is a gain factor 
representing the power ofthe system described by equation 4.5. Rather than calcnlatiug 
the cepstral coefficients from the Fourier transform, it is more efficient to calculate them 
from the LPCs using equation (4.26) This is the method employed in this thesis and is 
the usual method with recognition systems. 
The number of coefficients chosen determines the length of the Taylor series repre-
senting the log spectrum. By omitting the higher order terms cepstral processing can 
therefore produce an equivalent smoothed version of the LPC spectrum, with smooth-
ness dependent on the number of coefficients chosen (typically ten are calculated). 
It is worthwhile here to note that due to the symmetry of the power spectrum, (Le. 
Cn = c-n ), (4.22) can be rewritten as a pure cosine series expansion, 
00 
logIH(w,t)1 = 2 L cn(t)cos(nw) + co(t). (4.27) 
n=l 
The cosine series expansion can be further approximated by a finite-term summa-
tion, called the discrete cosine transform(DCT). Zelinsky and l'\ 011 (1977) showed that 
the DCT basis functions have a close resemblance to the eigenvectors of the optimal 
Karhunen-Loeve transform (also known as principle component factoring)(Cooley and 
Lohnes, 1971). The DCT representation of a short-time spectrum therefore approxi-
mates the optimal orthogonal Karhunen-Loeve decomposition showing that the cepstral 
coefficients produce an optimal set of coefficients representing the speech samples. This 
optimality can also be observed by examining the covariance matrix of the cepstral co-
efficients which is diagonal dominant (Soong and Rosenberg, 1988) showing that there 
is little interaction between the dimensions. 
Cepstrums first appeared in the early 1800s in the classical work of Poisson(1823), 
Schwarz(1872), Szego(1915) and Kolmogorov(1939). This initial work was in the field 
of geophysical signal processing examining seismographs and echoes. In the speech field 
cepstral coefficients are widely used for word and speech recognition. 
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Cepstral coefficients were tested as recognition parameters the early 1970s (Ichikawa 
et at., 1973) giving 100% accuracy, an accuracy of over 20% better than LPC coeffi-
cients ( §4.3). Many studies have given recognition results for cepstral coefficients in 
the 90% region and usually around 98 to 99%, (Juang et al., 1987; Rabiner et al., 1989; 
Furui, 1986). Brown and Rabiner (1982) compared cepsb'al coefficients andLPC coef-
ficients using Euclidean (§6.2) and log likelihood distance (§6.4) measures respectively. 
The cepstral distance was consistently better for the speakers and vocabulary used. 
Tohkura (1987) also tested cepstral coefficients against LPC coefficients. Recognition 
with cepstral coefficients used both Euclidean and weighted Euclidean distance (Ma-
halanobis distance) (§6.2) while for LPC coefficients a log likelihood distance was used. 
The weighted distance measure with cepstral coefficients gave improved performance 
over both other distances. Juang (1987) claimed increased performance with liftering 
(§6.2) cepstral coefficients. Recognition errors as low as 1% for speaker independent 
recognition ofthe digits was claimed. The SPHINX speech recognition (Lee et at., 1990) 
also used cepstral coefficients in a HMM large vocabulary speaker independent contin-
uous speech recogniser. Accuracy as high as 96% for a 997-word task was reported. 
4.5 DYNAMIC CEPSTRAL COEFFICIENTS (DCEP) 
Spectral transitions as well as instantaneous spectral features are believed to be im-
portant for sound recognition (Soong and Rosenberg, 1988; Furui, 1988; Hunt and 
LefebVTe, 1989). Dynamic spectral feature analysis is still in its infancy and only a few 
researchers are using this information for word recognition, although it has been used 
more widely as a speaker l'ecognition tool (Furni, 1981; Soong and Rosenbel'g, 1988). 
Simple fil'st ordel' finite differences are far too noisy to be used as dynamic information 
so the method used in this study follows that of Soong and Rosenberg (1988). Using the 
LP C-based cepstral coefficients (cn (t», orthogonal polynomials which characterise the 
time tl'ajectories of the cepstral coefficients over a finite number (2K+ 1) of fixed length 
frames are calculated. For a first order polynomial two coefficients are calculated. The 
zeroth order (ZCEP) or constant term is given by 
(4.28) 
for a number of calculated coefficients n = 1..N, where hk is a symmetric window 
function of length (2K+1) frames. The first Ol'der (FCEP) orthogonal polynomial 
coefficien t, or spectral slope is 
A () _ "£{"=-K khkCn(t+ k) 
L.l.Cn t - K 
"£k=-K hkk2 
( 4.29) 
The window length, referenced as 2J( + 1, can have a significant effect on the ability 
of this measure to model the movements time. A window of reasonable length has 
to be used to ensure a smooth transition of the coefficients from one frame to the next. 
Soong and Rosenberg(1988) performed recognition tests with different window lengths, 
finding that seven fl' ames per window was optimal. In contl'ast Furui(1986) claims that 
the dynamic coefficients extl'acted from nine frame intervals gives only slightly better 
recognition performance than the instantaneous cepstrum coefficients. Svendsen et al 
(1989) improved their l'ecognition scheme by adding dynamic cepstral information in 
conjunction with instantaneous cepstral data. Recognition accuracy improved from 
84.7% to 98%. Nishimura(1989) also tested instantaneous and dynamic features claim-
ing higher robustness for transitional over instantaneous features for HMM recognition. 
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When testing female speakers, who gave high recognition errors with instantaneous fea-
tures, a drop in recognition error of up to 75% was achieved when dynamic features 
were used. 
The highest accuracies have been obtained by employing a combination of both 
features. Furui (1989) proposed the use of instantaneous and transitional cepstral 
features within a vector quantisation framework for isolated word recognition. In all 
cases the combination of instantaneous and transitional data proved more accurate 
than using instantaneous data alone. 
4.6 PERCEPTUAL LINEAR PREDICTORS (PLP) 
The human auditory system is an excellent speech ]~ecogniser. If computer models can 
adequately reflect this system by reproducing transformations that take place in 
the ear then the resulting processing techniques should give performance superior to 
more simplistic approaches. 
The problems of modelling the human ear are immense due to its phenomenal 
properties. Consisting of three sections (outer, middle and inner) the ear forms a 
complicated frequency analyser of high selectivity. The ear is capable of responding to 
frequencies from 20Hz to 20kHz and to detect a sound which displaces the eardrum 
only one-tenth of an Angstrom. 
Although not all the transformations achieved by the ear are known, the psy-
chophysical properties ofthe ear have been studied by a number of researchers (Shaw, 1980; 
Allen, 1985). The effects are those which can be measured in terms of a listener's subjec-
tive characteristics. Experimental data from many listeners can agree with surprising 
accuracy on many subjective parameters, such as just noticeable differences for fre-
quency and intensity, and loudness (Kinsler et al., 1982). From these studies it is clear 
that the ear performs a frequency analysis but with nonlinearities, such as saturation at 
high stimulus levels, and dynamic effects, such as adaptation (Seneff, 1986). To model 
the ear effectively relationships must be found that relate the subjective quantities to 
physical parameters. 
Models of human perception can be divided into two categories; those that model 
the physiology of the human hearing and those that model psychoacoustic phenomena 
in terms of human responses to acoustic phenomena. The first to propose a model 
based on physiology for speech recognition was Cannon in 1968. Since then many 
physiological models have been proposed, (Lyon and Dyer, 1986; Seneff, 1986; Hunt 
and Lefebvre, 1987; Ghitza, 1988; Gramss and StTUbe, 1990). These systems are highly 
complicated and are unsuitable for speech recognition. Psychoacoustic models have 
been reported by Itahashi and Yokoyama(1976), Hermansky(1985) and Junqua(1991). 
Hermansky's model, first described in 1985, has several advantages over other systems 
for real-time pl·ocessing. Firstly the modelling of the auditory spectrum with a low or-
der model, using only a fifth order model, makes the calculation of Hermansky's PLPs 
faster than LPC calculation which usually requires that 10 or more coefficients be cal-
culated (Hermansky et al., 1985). Secondly high recognition results have been claimed 
for speaker dependent and independent tests (Hermansky et al., 1985). Thirdly this 
method has also produced high recognition accuracies for cross-speaker word recogni-
tion, such as between male and female speakers (Hel'mansky et al., 1986). For these 
reasons it was decided to test this model in OUT system. 
Hel'mansky's auditory spectTUm, see Fig. 4.9, is produced by critical band filtering, 
followed by eqnal loudness curve pre-emphasis and intensity-loudness conversion. A 
fifth order all-pole model (LPC) is then used to extract at least two major peaks from 
the auditory spectrum shape. 
4.6 PERCEPTUAL LINEAR PREDICTORS (PLP) 
I 
I 
I 
I 
I 
I 
I 
012 
• • • 
Critical band filters 
I 
". 
.-
I 
I 
I 
I 
I 
j 
I 
I 
I 
I 
I 
16 17 
5kHz 
Figure 4.7. Critical band filters used to model the ear's response to frequency input. 
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The critical band filtering follows from the representation of the ear as a collection 
of parallel filters (Fallside and Woods, 1983), each with a different bandwidth as shown 
in Fig. 4.7. The bandwidth of each filter is nearly 1/3 octave for fJlters with centre 
frequencies above 400Hz. For Hermansky's representation 18 critical band filters are 
specified with their centre frequencies equally spaced in the Bark domain. The power 
within each critical band fJlter is calculated by summing the weighted short-term power 
spectra P( w) , derived by the FFT algorithm. For the frequency range 0 :=; f :=; 5kHz 
(O:=; w :=; 1[") the critical bands cover the range 0 :=; W :=; 16.9Bark. The Bark values, W 
are calculated from the frequencies, f using the natural log function In such that, 
( L )2 + 1] O:=; f :=; 5000Hz 600 (4.30) 
The critical band centre frequencies, Wk are spaced such that for the kth critical band 
the center frequency is, 
Wk 0.99k. (4.31 ) 
Each critical band is weighted by a function that determines its shape. The Weight-
ing is such that the band shape is asymmetric being less steep towards the lower frequen-
cies. The critical band weighting function which was used by Hennansky is dependent 
on the bark frequency within the band and specifies the band shape. For the kth band 
its weighting is given by, 
{ lOw-wk+o.5 W :=; Wk 0.5 Ck 1 Wk - 0.5 < W < Wk + 0.5 ( 4.32) 1O-2.5(w-wk-o.5) W Z Wk + 0.5. 
Equal loudness levels can be found by experiments which gauge when two tones of 
dissimilar frequencies appear to be equally loud. The loudness level is very dependent 
on the frequencies of the tones, as shown in Fig. 4.8. High and low frequency tones 
require greater intensity to sound as loud as those in the midfrequency range. Equal 
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loudness is simulated by Hermansky et al( 1985) by pre-emphasis of the speech and then 
by weighting with, 
E(w) 1.151 (w 2 + 160000)( w2 + 9610000)" 
(w2 + 1440000)w2 ( 4.33) 
For a listener, if two or more tones are sounded simultaneously, each with an in-
tensity I, the total loudness (N) depends on whether they lie within a single critical 
band. Tones which lie within a critical band have a loudness given by the sum of their 
intensities, 
Loudness(Sone) = 460F(J)(I:Ii)~' ( 4.34) 
where F(J) is a parameter, empirically determined, and dependent on frequency. Her-
mansky uses this 1/3 power law to calculate the outputs, Qk of each of the bands such 
that, 
( 4.35) 
where P( w) is the short-time power spectrum of the speech derived by the FFT algo-
rithm. 
Hermansky(1985) notes that the approximation of the critical band weightings given 
in (4.32) is not very accurate close to the zero or Nyquist (5kHz) frequencies. Because 
of these inaccuracies the zero band value is not calculated. To obtain a value for the 
zeroth band Hermansky equates the zeroth frequency band value to the first frequency 
band, resulting in 18 critical band outputs. 
To obtain a LPC representation, the 18 filter band outputs are interpolated to a 
129 point representation. The interpolation between filter band outputs is calculated 
as, 
Q(w) = [Qk + [(Qk+l Qk)/(Wk+l - Wk)](W Wk)] 
Wk ::s: W ::s: Wk+l, k 0,1..16 
( 4.36) 
( 4.37) 
which is used to obtain a 129 point representation of the CTitical band spectral envelope 
in the loudness domain. To approximate the interpolated auditory spectrum by a 5th 
order all-pole model the inverse discrete Fourier transfOl:m(DFT) is used to find six 
terms of the autocorrelation function. A fifth order LPC model is then calculated us-
ing the Durbin-Levinson algorithm outputting coefficients Hermansky calls perceptual 
linear predictors (PLPs) The calculation of PLP coefficients is drawn in block diagram 
form in Fig. 4.9. 
Hermansky used PLPs as features in a DTW matching algorithm, (§5.1). Recogni-
tion accuracies of 90-95% were quoted for speaker independent recognition of the digit 
vocabulary using only two templates per word. Cross speaker recognition, where male-
female recognition and male-male recognition is performed, gave better recognition 
accuracy over LPC (Hermansky et al., 1986). 
Hanson et al (1988) compared PI_P and cepstral coefficients for word recognition. 
For speaker dependent recognition they found that the fifth order PI_P representa-
tion gave lower accuracy than the standard cepstral representation. Their speaker-
dependent recognition results indicated that some phoneticaJly relevant information is 
discarded by the PIJP analysis because of the reduction in detailed spectral distinction 
caused by using a fifth order PLP. When Hanson et al(1988) increased PLP order to 
14, recognition accuracies were also increased (and were above that for cepstral coeffi-
cients) for all male speakers. However the female speakers' PLP recognition accuracy 
was still lower than that of cepstral coefficients. 
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Figure 4.8. Equal loudness curve showing equivalence between intensity of sound and the loudness 
heard with respect to the frequency of a tone. 
4.7 SUMMARY 
From the examination of different speech featUTe representations it appears that a 
method which involves the modelling of the frequency content of the speech may be 
more worthwhile than a time base representation. Simple temporal representations, 
such as ZX and RMS, do not adequately model the important information required 
for speech recognition, although RMS and ZX may be adequate to distinguish word 
variations within a small vocabulary. FUTther, methods which take into account how 
coefficients change with time, such as transitional coefficients, appear to also give high 
recognition accuracies. From these studies it seems important to represent the tran-
sitional as well as the instantaneous speech information. Perceptual features, which 
model the way the human listener perceives speech have also given highly accurate 
results. Although many of the feature representations and their performances as recog-
nition parameters have been compared in the literature no comparisons have been 
made of all these features under standard conditions. A comprehensive comparison of 
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all these features is undertaken and discussed fully in Chapter 8. 
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Chapter 5 
METHODS OF RECOGNITION BY DYNAMIC ALIGNMENT 
A major problem associated with recognition of speech is the variability of the relative 
duration of component sounds when words are spoken at different rates. When compar-
ing words of different lengths some form of time-normalisation is required to account 
for both the overall word variability and the within word variability. Initial researchers 
used linear normalisation techniques, but these simple techniques were found to be inad-
equate for dealing with the inheTently non-linear distortions (Sakoe and Chiba, 1978). 
During the early 1970s many methods were proposed for non-linear matching. Two 
methods can be broadly identified as most successful - dynamic time warping(DTW) 
and hidden Markov modelling (HMM). These two methods are discussed in sections 
5.1 and respectively. 
Another recently emerging method proving to be useful for word recognition is that 
of neural nets. Although this method is showing promise it is still being developed and 
its abilities and limitations are not well known. In the work presented in this thesis, 
where a comparison is being undertaken of many features types, it would be impractical 
to use a method in which the fundamental limitations are not clearly understood. 
Because of this neural networks are not considered in this thesis, further discussions 
can be found in Lippmann, 1987. 
5.1 DYNAMIC TIME WARPING (DTW) 
DTW uses the dynamic programming (DP) optimisation technique first proposed by 
Bellman (1957) (refer §5.1.3). The technique of DP can be applied to the recognition 
of speech to produce the DTW process because the speech systems have the follow-
ing features, which are common to systems that can be optimally solved using DP 
(Bellman, 1957); 
• The physical system can be characterized at any stage by a small set of parame-
ters, the state variables. 
• At each stage of the process there is a choice of a number of decisions. 
• The effect of a decision is a transformation of the state variables. 
• The past history of the system is of no importance in determining future actions. 
• The purpose of the process is to maximize some function of the state variables. 
DP applied to time varying signals produces a time-normalisation procedure known 
as DTW. The time-normalisation effect caused by DP eliminates the timing differences 
between two speech pattems by warping the time-axis of one so that the maximum 
coincidence is obtained with the other. The maximum coincidence is calculated by 
minimising a distance between the two words. By minimally optimising the distance 
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between the words timing fluctuations are produced which are modelled by a non-
linear warping function. Because one template is inatched to another during the DTW 
process, the process belongs to the class of recognisers which are based on template 
matching. 
5.1.1 Dynamic Time Warping for Isolated Word Recognition 
Two speech sequences (or words) of different length, expanded as a series of extracted 
features, can be represented as, 
(5.1 ) 
(5.2) 
where RM, a stored template, is the reference word of length M containing extracted 
feature vectors rl) r2, ... rM and TN is an input test word of length N containing ex-
tracted feature vectors tl) t2 ... tN, whose similarity to RM is to be quantified. Where 
calculations are required over a shorter set of features, say mk where mk < M or to nk 
where nk < N then the speech sequences to that length can be represented as 
(5.3) 
(5.4) 
Both RM and TN (01' Rmk and Tnk) are described by sequences of multidimensional 
feature vectors, with each feature vector represented by ri or ti, such as linear prediction 
coefficients. Fig. 5.1 shows the stored speech pattern, RM, and the test pattern TN 
expanded along the m and n axes respectively. In this case, DTW is matching an 
unknown pattern, the test pattern TN, to a reference pattern, RM. The DTW problem 
is to find the optimal warping path which minimises the sum of distances measured 
between the two patterns. Each distance is calculated at a frame of the speech which 
is represented by a feature vector and is equivalent to an intersection point on Fig. 5.L 
By finding the minimum distance path through these grid points an optimal path can 
be found. This optimal path can be represented geometrically as the mapping of axis 
n on to axis m by a warping function w, 
m = w(n). (5.5) 
Since, in general, the warping function does not coincide with a grid point for all values 
of nand m it is convenient to introduce an index, k for those grid points which lie on 
the warping function. These grid points are denoted (nk' mk) where 
(5.6) 
and k is the index along the warping path and J( is the number of distances which 
are summed to find the optimal global distance between the test and reference words. 
For the most general type of warping procedure (shown in Fig. 5.1) where the warping 
path starts at position (1,1) and finishes at (N, M), k = 1 and k = ]( correspond to 
the points (1,1) and (N,M) respectively. 
Although the DTW optimal warping path can be found by searching over the entire 
n, m axes this is computationally inefficient. For speech, constraints can be placed on 
the movement allowed for the warping path thus limiting the number of calculations 
required to find the optimal path. 
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Figure 5.1. Illustration of a non-linear mapping between two speech patterns, which could have been 
produced using DTVv. The mapping is warping a stored speech pattern RM, known as the reference 
template, to a test pattern 'Lv. RM and TN are shown as continuous representations of discrete 
fuuctions of feature vectors. At its most general, the DTW algorithm finds the path correspouding to 
a minimum accumulated distance between the frames of data, where each frame of data corresponds to 
the intersectious of the dotted lines (for position nand m this correspouds to the data frames t( n) and 
rem)). At each data frame a local distance is calculated. The warping function, w(nk), corresponds 
to the least cost of the accumulated distances, where the accumulated distance is found by summing 
the local distances along every possible path through the grid from beginning to ending. The warping 
function w(nk) is indexed by k where k counts the number of minimum distances summed to frod the 
global distance between the reference and test patterns. 
5.1.2 Warping Function Restrictions 
The general DTW method, discussed in §5.1.1, can be optimised by introducing con-
straints based on known speech pattern structures. Such speech structures that are 
being modelled by the DTW method include continuity, monotonicity (relative timing 
restrictions), and acoustic parameter transition speed (Sakoe and Chiba, 1978). Speech 
structures may also affect what occurs at the DTW boundaries. These structures im-
pose constraints and conditions on the DTW algorithm which will be discussed in the 
following sections, 
5.1.2.1 Slope Constraints. 
To prevent meaningless comparisons between a very long speech pattern and a very 
short speech pattern the warping function cannot be allowed to be too steep or too 
shallow. The slope constraint is realised as a restriction on the possible movement 
of consecutive points on the warping function. Thus if the warping function moves a 
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(a) Minimum Slope 
(b) Maximum Slope 
Figure 5.2. Slope constraint placed on warping function reducing meaningless comparisons. The 
constraint illustrated reduces movement of the warping function w(nk) so that if it moves a distance x 
in the m (or n) direction then it cannot move any further in that direction until it travels a distance 
y along the m = n direction. Illustration shows (a)minimum and (b) maximum movement of warping 
function. 
distance x the direction of Tn (or n), then the warping function cannot travel any 
more in that direction until it moves a distance y along the line Tn n as illustrated 
in Fig. 5.2. 
The parameter used to constrain the slope is measured as, 
p movement 
movement 
y/x, 
ction 
irection (5.7) 
The larger P is, the more rigidly the warping function slope is restricted. When P 0 
there is no restriction on the warping function. When P = 00, that is x=O the warping 
function is restricted to the diagonal line Tn = n forcing only a linear warp. 
5.1.2.2 Continuity Constraints 
Local continuity constraints restrict excessive compression 01' expansion of the time 
scales, restricting the warping path movement from one grid point to another. For 
example one type of constraint could restrict movement such that, 
Tnk - Tnk-l S; 1 
and (5.8) 
nk - nk-l S; 1, 
For such a case Fig. 5.3 shows allowable path movements in a symmetric form 
where the movement in the n and Tn directions is the same. However more complex 
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R(m) (n-I,m) (n,m) 
(n-I,m-1) (n, m - 1) 
--------------.»T(n) 
Figure 5.3. Illustration of a general set of local path constraints affecting warping path movements 
to reach point (n, m). The warping path is shown as if calculations are done during back-propagation, 
however in reality the calculations are performed in the forward direction towards (n, m). Warping path 
movements of this kind are known as symmetric because they move equally in the m and n directions. 
constraints can be allowed, such as those imposed by Itakura(1974), (as illustrated 
in Fig. 5.4) giving asymmetric path movements where the movement in the nand m 
directions is not the same and constraining warping function movements such that, 
{ 
0,1,2 ~f w(nk-l)t-w(nk-Z) 
1,2 1,f w(nk-l) = w(nk-Z). (5.9) 
The permissible warping movements for arriving at nand m as specified by equa-
tion 5.9 are shown in Fig 5.4. 
Global continuity constraints are affected by the local path constraints. Because 
of the local path constraints, certain parts of the (n, m) plane are excluded from the 
region in which the optimal warping path can lie. Using a local path constraint such 
as that of equation (5.9) limits the overall slope of the time alignment contour to be 
between 1/2 and 2. With slope constraints of 2 and 1/2, such that the warping function 
cannot move with a slope greater than 2 or less than 1/2, the path will have a global 
constraint shown in Fig. 5.5, a parallelogram bounded by lines of slope 2 and slope 1/2. 
The slope constraint of 1/2 is determined by the condition that the optimal path cannot 
be flat (w( nk) - w( nk-l) 0) for two consecutive frames, and the slope constraint of 
2 is determined by the condition that no path to the grid point (n, m) can come from 
any grid point lower than (n - 1, m 2). These methods are often known as 2-to-I 
methods and are here referenced as 21 methods. 
5.1.2.3 Monotonic Condition 
Monotonic or relative timing conditions restricts the order in the warping by taking 
into consideration the the timing in the speech such that 
(5.10) 
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(n (n,m) 
R(m) 
(n 2,m-l) 
(n-l,m 2) 
-------------3>T(n) 
Figure 5.4. Illustration of the Itakura local path constraints affecting warping path movements to 
reach point (n, m). The warping path is shown as if calculations are done during back-propagation, 
however in reality the calculations are performed in the forward direction, towards (n, m). Note that 
the movement from point (n 1, m) can only be considered if this type path movement was not taken 
in the previous warping path calculation, and this is signified by a cIOssed segment. Warping path 
movements of this kind are known as asymmetric because movement is greater in the m direction than 
the n direction. 
and 
(5.11) 
5.1.2.4 Local Weighting Constraints 
Weightings along the search paths of the warping function can bias the transitions of the 
warping function towards particular path movements. The weighting on the warping 
path accounts for the probability distribution of the acoustic transitions of the speech 
and is equivalent to knowing apriori how much the sound is expected to change from 
one frame to the next. Where weightings are used the frames of data should be weighted 
so that the warping function is coaxed along the diagona1. Fig. 5.6 shows a series of 
weighting functions used in a general DTW scheme. Obviously these weightings can 
lead to a preference for some paths over others. Weighting of type (II) will lead to 
a pTeference fOT the longer path while type (III) weighting will give preference to the 
shorter path. 
5.1.2,5 Boundary conditions, 
Two methods of applying bouIldary conditioIls exist; the constrained endpoint(CE) and 
the unconstrained endpoint(UE). 
The CE method sets the beginning and ending of the warping function at exact 
positions; the beginning at the first frame of both the test and reference words and the 
ending at the last frame of both the test and reference words, that is the start point of 
the warping fUIlction is set at (1,1) and the end point is set at (N, M). This method 
is primarily used when precisely determined endpoints for both the reference and test 
patterns can be found. 
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Figure 5.5. Illustration of global constraints on the range allowed by the warping function. The global 
range restricts the length of test and reference patterns that can be warped together, in this case test 
length cannot be greater than twice the length of the reference or shorter than one-half the length of 
the reference. The hatched area shows the region of possible path movements allowed for the warping 
path. 
The UE method relaxes the endpoint constraint such that, 
1 S; w(l) S; 1 + 0', (5.12) 
is the beginning condition and 
M - 0' S; weN) S; M, (5.13) 
is the ending condition. 0' is an offset parameter dependent on the amount of endpoint 
l'elaxation allowed. When 0' 0 the method becomes the same as the CE method. 
5.1.3 Distance Measure. 
Arguably the most important factor relating to the DTW algorithm (in the context 
of word recognition) is the distance function whose minimisation defines the optimal 
warping path and is further discussed in Chapter 6. A general form for such a distance 
function is, 
D(Tv RT/) = L£<~!d(tnk' Tmk)Wf(k) 
1\, 'n 1( , (5.14) 
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m 
1 2 
Type I Type II Type III 
Figure 5.6. Illustration of the type of weighting applied to DTW warping path movement. Warping 
path movement is shown along the (n, m) axes. Weightings for each path movement are given on the 
slope of the vectors. Type I weightings equal weighting for all warping path transitions. II 
weightings weight shorter warping path transitions greater than longer ones, giving preference to longer 
paths in the distance measure. Type III weightings weight longer warping path transitions greater than 
shorter ones, giving preference to shorter path movements in the distance measure. 
where D(TK' RK) is the average distance along the warping path and is calculated 
by accumulating the local distances d(tnk, rmk) and therefore depends on the waI-ping 
function. d(tnk, rmk) is the local distance between frames tnk and rmk. The local 
distances depend only on the feature set used to describe the test and reference patterns 
and not on the warping function, although the test and reference data frames which 
are used for the distance calculation do depend on the warping function. WI (k) is 
the weighting function which was discussed in §5.1.2.4. J( is a normalisation factor 
determined by the constraint that the distance D(TK, RK) be equivalent to the average 
local distance along the path, and hence is not affected by lengths of either the test or 
reference pattern. Normalising the distance in this way makes its value independent of 
the length of the warping path. 
Although the optimal warping path is calculated by backtracking from the end of 
the path to the beginning, the total accumulated distance D(TK, RK) can be calcu-
lated as the path is formed, from the beginning. This is true due to the principle of 
optimality outlined by Bellman(1957) which states An optimal policy has the property 
that whatever the initial state and initial decision are, the remaining decisions must 
constitute an optimal policy with T'egard to the state resulting from the first decision 
Thus the optimal path to the grid point (n, m) only depends on values of n' and m' 
such that n' :s:; nand m l :s; m and is not dependent on grid points past nand m. 
This points to the basic idea of dynamic programming which is the replacement of the 
optimization of a function by the solution of a number of optimization problems, which 
are easier to solve (Minoux, 1986), 
Using Bellman's principle it is possible to create a partial accumulated distance as 
D(l'nk,ltrnk) along the best path from (1,1) to (nkl mk). illustrating this using type 
III constraints shown in Fig. 5.6 and discussed in §5.1.2.4, this accumulated distance 
D(Tnk' Rw(nk)) at grid point (nk' mk), where nk is the grid point corresponding to tnk 
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and mk is the grid point corresponding to rmk, can be written as, 
{ 
D(n-1,m-l)+d(n,m) 
D(Tnk,Rmk) = D(n,m) = min D(n-1,m 2) + 2d(n,m» 
D(n 2,m 1)+2d(n,m». 
(5.15) 
where D( n - 1, m - 1) represents the partial accumulated distance calculated by ac-
cumulating the distance to and including grid point (n - 1, m - 1), and d( n, m) is the 
distance calculated at grid point (n, m). When the accumulated distance is calculated 
to the word endpoints constraints the minimised distance between the two words is 
known. 
5.1.4 DTW Variants 
Fig. 5.7 illustrates three versions of DTW algorithms. The ihst, called the constrained 
endpoint, 2-to-1 slope (CE21), is the general method which assumes perfect endpoint 
alignment. A variation on this method, the unconstrained endpoint 2-to-1 slope method 
(UE21) relaxes endpoint constraints as discussed previously in §5.1.2.5. A third varia-
tion, the unconstrained endpoint band method (UEB) also relaxes endpoint constraints 
but the warping path is constrained to lie within a hand. The width of the band is kept 
at a constant value and is centered at the value m* at which the minimum accumulated 
distance (D( n - 1, m*» was calculated. A path constraint can therefore be written of 
the form, 
m*(n -1) 0:/2 ~ men) ~ m*(n -1) + 0:/2, (5.16) 
where m( n) is the range on mover n in which an optimum warping path is searched 
for, m*( n 1) is the m index giving the minimum distance at n - 1, and 0; is the width 
of the band. 
5.1.5 Uses of DTW 
Highly accurate dynamic time warping (DTW) word matching techniques have been 
reported from as early as 1974. These first experiments were on Japanese digit words, 
giving recognition accuracies as high as 99.8% (It akura , 1974). Since then DTW has 
been one of the most widely used techniques for isolated wOTd recognition. Modifi-
cations to DTW word recognition techniques has allowed connected and continuous 
word recognition systems to be developed based on DTW (Sakoe, 1979; Rabiner and 
Schmidt, 1980; Myers and Levinson, 1982; Ney, 1984). Other schemes which use DTW 
procedures aim to align natural and synthetic speech to improve the quality of synthetic 
speech (Hohne et al., 1983) and to recognize words embedded in continuously spoken 
sentences (Christiansen and Rushforth, 1977). 
5.1.5.1 Connected and continuous Recognition using DTW 
Connected word r€cognitionis the recognition of sentences where each individual word is 
spoken with slight pauses inbetween. The technology to recognize sentences is based on 
isolated word recognition because, to recognize the sentence of words, each individual 
word is recognised. Continuous word recognition is the recognition of sentences of words 
that are spoken continuously (without pausing). This type of recognition requires 
sentence meaning to be determined because it becomes too difficult to recognize each 
individual word. Connected word and continuous speech recognition systems require an 
integration of speech knowledge and application of heuristics to achieve accuracy. While 
connected word recognition methods have been extensively researched within the last 
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(b) UE21 
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Figure 5.7. Variations of DTW schemes showing regions of possible path movements. (a) The 
constrained endpoint 2-to-l method, (CE21), (b) the unconstrained endpoint 2-to-l method, (UE21), 
(c) the unconstrained endpoint band method, (UEB). Note that the path movements in methods (a) 
and (b) are set prior to warping path calculation, while for method (c) path movements are dependent 
on the warping path during calculations. 
few years, their practical use has been limited to small vocabularies and rigid syntactic 
structures. However these systems have been more successful than their continuous 
speech recognition counterparts. 
The major algorithms reported in the literature for connected word recognition 
systems include the two-level (TL) (Sakoe, 1979), the level-building (LB) (Myers et 
al., 1981) and the one-pass algorithm (OP) (Bridle et al., 1982). Although all these 
algorithms are attempting to solve for the same global optimum, that is the minimum 
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accumulated distance between a test string and a series of reference templates, how 
this is achieved is unique for each system. This difference means that the level-building 
and two-level methods can not operate in real-time while the one-pass method can. 
Because a real-time method was required in this thesis only the one-pass method was 
seriously considered, however the following section gives a brief overview of all these 
three methods with the one-pass method being referred to again in Chapter 9. The 
reader is urged to refer to the references cited above for a full description of each of the 
methods. 
The simplicity ofthe one-pass system is that it executes three operations during the 
recognition process, these are; word boundary detection, non linear time alignment and 
recognition. Thus recognition errors due to word boundary detection algorithm errors 
or due to time alignment errors are not possible (Ney, 1984). This also means that 
no preliminal'Y segmentation need be pen01'med pl'i01' to l'ecognition, as is required for 
othel' schemes such as the two-level algorithm where beginning and endings of words 
must be found. The one-pass method is achieved by implementing one global time 
warp across the complete unknown connected phrase this is achieved by penorming 
one time warp for each reference word template at each test frame. For example for 
a test sentence represented by frames i which varies from 1 to N being matched with 
a vocabulary of reference words represented as k which varies from 1 to J( and where 
each reference word consists of data frames labelled j which increments from 1 to J(k), 
then the one-pass method calculated distance at grid points (i, j, k) f01' all i, j, and k. 
A generalized algorithm for this method would be 
Initilize distances 
Loop on test frames ~ ltoN 
Loop on reference templates k = ltol( 
Loop on frames of reference templates j = 1 to J( k) 
Compute the cumulative distance and a backpointer to the previous distance 
measures. 
Trace back the best path from the grid point at a template ending frame with 
minimum total distance using the accumulated distances to find the recognized 
sentence. 
For each word segment, only the best template, that is the template with min-
imised accumulated distance at its ending frame for the word segment is kept. 
An illustration of this method showing the optimal path computed by the one-pass 
method is given in Fig. 5.8( a). 
Sakoe derived the two-level algorithm, for which, on the first level, all reference 
patterns are systematically matched, using a band method of DTW, at all word posi-
tions of the test pattern. On the second level the algorithm S01'ts all the distance scores 
generated and the optimal estimate of the unknown sequence of words is obtained by 
minimising the total distance of all possible word sequences. One disadvantage of this 
method is that segmentation is required to find endpoints of words within phrases. An-
other disadvantage of this method is that it does have a large computational overhead. 
An illustration of this method is given in Fig. 5.8(b). 
The level-building method, derived by Myers and Rabiner(1980) makes use of the 
property that the matching of all possible word sequences can be performed by suc-
cessive concatenation of reference patterns as long as the length (in words) of the test 
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pattern is previously known. For the level-building method, DTW is used to match the 
test string against all possible sequences of reference templates (to a partic.ular length) 
and finds a set of reference templates which produce a global minimum distance over 
all the reference words tested. The algorithm has the shortcomings that the maximum 
number of levels L must first be specified which may be known apriori (such as with 
telephone numbers) or must be calculated prior to recognition (by some form of word 
beginning/ending calculation). method ope1'ates by finding the best dynamic path 
(that is finding the best path for each reference pattern ) finishing at a point mk for 
the kth reference word where mk must lie between the constraints set by the DTW 
algorithm which is also dependent on the calculation level (1'efer Fig. 5.8(c)) so that for 
levell 
(5.17) 
By computing all possible distances within the DTW constraint this method is able 
to retain only those paths with the best accumulated distances for each ending point 
mk at each level 1. Also note that multiple distance paths for a refe1'ence templates 
can be calculated so that all optimal word distance within the constraints of (5.17) can 
be found. Finally the word string is found by backtracking from the final optimum 
distance through to the first. 
Because an exhaustive search over all reference word to find this global minimum 
is not trivial many approaches for solving this problem in an efficient manner have 
been explored. One method is to only save the best string or strings at each level 
while those with poor distance scores are discarded hence reducing computation and 
producing an algorithm like the two-level method. Fig. 5.8( c) illustrates this method of 
connected word recognition (Rabiner and Levinson, 1981) which could be represented 
by the general algorithm: 
Reported differences in recognition accuracies between these three systems have 
been insignificant (Godin and Lockwood, 1989) but there are major differences in the 
complexity and computational cost of each algorithm. The two-level algorithm is highly 
complicated and is not a left-to-right pTOcess, making it inapplicable for real-time ap-
plications. The level-building algorithm is more efficient however it is not a left-to-right 
procedure either. The one-pass scheme requires fewest computations and it has a left 
right flow making it applicable for real-time applications and is considered further in 
Chapter 9. 
501.6 Reduction of Computational Burden 
DT\iV is a very reliable method of time alignment between a reference and test pat-
tern (Brown and Rabiner, 1982). However one of its major disadvantages is the heavy 
computational burden required to find the optimal time alignment path. Several alter-
native procedures have been proposed for reducing the computational burden of DTW 
algorithms. These methods can be categorised as: 
• Reducing the overall number of local distance computations of the DTW (Bisiani 
and Waibel, 1982) by terminating the calculations of a reference word template 
when the local distance exceeds a threshold. One way this is achieved is by setting 
a constant threshold on the accumulated calculated distance. Other threshold 
methods, such as the branch and bound(BB) and the beam search(BEAM) use 
dynamic threshold techniques changing threshold limits based on distance cal-
culation. These dynamic threshold methods require that the warping paths to 
all reference templates be computed simultaneously requiring large amounts of 
memory but allowing the distance threshold to be continually updated while the 
reference templates are being matched. A further method of reducing the number 
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FiguI'e 5.S. Illustration of DTW used for connected word recognition. The reference words are 
denoted by Rl, R2 .. RL for an L word vocabulary and the test sentence is denoted as T1 , T2 .. TJvf (a) 
The one-pass method compares the continuous test sentence to individual reference words. (b) The 
two-level method requires the test sentence to be segmented into its individual words T1 , T2 .. TJvf and 
each word compared to the reference words. In the figure the number of words in the sentence, M, is 
shown as 4. Word comparison is via a band DTW method, which is shown here as dotted lines on each 
side of the warping path. (c) The level-building method compares every reference word along the total 
length of the test sentence, building a matched reference at each level until the procedure solves 
to filld the global optimum combination of reference words of a particular length. 
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of local distance computations is by calculating only every second or third dis-
tance value (Purui, 1986) so that the warping path is calculated only with these, 
fewer, local distance calculations . 
• Reducing the computational cost of each DTW by applying computational win-
dows or other related techniques to constrain the warping path. The warping path 
is often constrained by applying efficient search techniques such as the ordered 
graph search technique (Brown and Rabiner, 1982). These methods reduce the 
number of distance calculations by finding the best area for the warping function 
to search. Complicated methods of optimally defining the best path so that the 
constraint on the warping path does not reduce accuracy can greatly iIlcrease the 
control structure of the calculations . 
• Reducing the required number of DTW procedures for a vocabulary, usually by 
using some initial rough c1assificationlimiting the dictionary of reference words to 
be searched (Glassman, 1985j Rabiner et al., 1982). One way this is achieved is by 
some initial calculation which reduces the vocabulary to a small set of reference 
word templates. initial classification can be based on such information as the 
test word's phonemes patteI'll or voiced/unvoiced pattern. Another method is to 
use a set of distance calculations, calculated initially from the reference templates, 
to compare with the test word (Vidal and Lloret, 1988; Vidal et al., 1988). The 
test word need only be compared, using a DTW calculation, with a few of the 
reference words in the set to ascertain its relative position to all other reference 
words, based on this set of initial distance calculations. 
Many of these methods have limited success, with recognition accuracies falling when 
computations are reduced. Typically calculation savings of between 50-70% are quoted, 
with a corresponding 0-10% increase in errors. 
5.2 HIDDEN MARKOV MODELS (HMM) 
Baker(1974) was first to propose hidden Markov modelling for word recognition. The 
HMM recognition process is the basis of his sophisticated connected speech recognition 
system known as the DRAGON speech understanding system. The following discusses 
the HMM method in a general sense. Most of the following text has been taken from 
(Rabiner, 1989). 
The hidden Markov model is derived from the more general Markov modelling where 
both methods represent a process with a finite set of states and probabilities of moving 
from one state to another. Moreover a first order Markovian process is characterised by 
movements from one state to another being only dependent on that single past state, 
that is the probability of passing from one state at instant t 1 to the next state at 
instant t depends only on the state at t - 1 and is independent of all earlier states. 
For a hidden Markov model however the states cannot be observed directly and are 
hidden, instead some stochastic process is observed which is assumed to have been 
caused by the set of states. Thus, representing a word with a hidden Markov model 
therefore consists of a number of states where the states produce some process showing 
information of the word with respect to time. Each state of the Markovian process 
possess distinctive properties which can be represented by some measurable quantity, 
however the relationship between the states and some definable speech property is 
difficult to quantify even though the states have been related to the phonetics of a 
word (Nag et al., 1986). 
For a Markovian process there are two probability matrices representing the initial 
state and the movement of the model from state to state, the initial probability and the 
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transitional probability. The initial probability is the probability of a HMM word model 
representing a word with a particular initial state, and the transitional probability is the 
probability of the word model moving from one state to another state when representing 
a word. The HMM method resolves the problem of time normalisation by the duration 
in a particular state. 
The initial probability, or the probability of the process beginning at any particular 
state, is represented by 11,1) 11,z .•• for a first order K-state Markov chain. The initial 
probabilities are written in vector form as, 
(5.18) 
where ut represents the transpose of the initial probabiUty vector, and :Lf=l11,j = 1 
where 11,j ~ 0 for all j. A transitional probabiUty matrix, or the probabiUty of the 
process moving from one state to any other state, can be written snch that 
(5.19) 
where :Lf=1 Vij = 1 for all i, which is the probability of making a transition from state 
i to j given the current state is state i. 
For a Markov model any word can be written as a sequence (or collection) of infor-
mation states represented as, 
(5.20) 
where each a at time t, a( k )t, can be chosen from a set of K states for a K state 
Markoy chain, and in this instance is chosen as state a(k)t, the state at time t. For 
a coin tossing example the sequence of information would be a sequence of heads and 
tails, while the number of states, K, would equal 2. For ten coin tosses the Markov 
model sequence may be written as 
a = a(1)oa(2hO(2)zO(1)s ... a(2)9 
a head tail tail head head head tail head tail tail 
(5.21 ) 
where 0(1) represents state k 1 (head) and 0(2) represents state k = 2 (tail). 
For a hidden Markov model (HMM) the states 0 = aOa1 ... OT cannot be observed 
directly, but instead a stochastic process S = SlSZ,,,ST is observed. For speech this 
stochastic process may be sets of calculable features such as LPCs (refer §4.3). After 
each state transition an observation output S is produced according to a probabiUty 
distribution which only depends on the current state. For a K state model there are 
K such observation probability distributions. 
A complete specification of an HMM requires specification of the number of states 
in the model (K), the number of distinct observation symbols per state, N (for a coin 
tossing experiment, such as the one discussed above, K may equal the output from 
a coin or the number of coins being tossed (where the coins may be biased) and be 
denoted as kl' kz) while N equates to the physical output ofthe system being modelled, 
that is 2 representing either head or tail), specification of observation symbols, and the 
specification of the three probabiUty measures V, u, and F, where F is the set of 
observation symbol probability distributions at each state ai, that is, the set of f(;;(n) , 
where 
fBi(n) = P[kn at tlat = OJ) 1 S: j S: K 
lS:nS:N 
For convenience, the compa,ct notation 
(5.22) 
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Figure 5.9, Illustration of the methods used to evaluate the probability densities for a Markov modeL 
(a) Original probability density calculation showing calculations over all possible paths. This method 
has exponential calculation growth with observations and states. (b) Forward-backward probability 
density calculation, calculations begin and end at each observation leveL This method has linear 
calculation growth with observations and states. 
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M (Vju,F) (5.23) 
is used to indicate the complete parameter set of the model. 
For the form of HMM discussed above there are three basic problems of interest. 
These three problems must be solved for the model to be useful in real-world applica-
tions. The problems are the following: 
Problem 1: Given the observation sequence S SlSZ",ST, and a model M = (V, u, F) how 
is P(SIM) computed, that is the probability of an observation set given a model 
M? 
Problem 2: Given the observation sequence S = SlSZ",ST, and the model M, how is a 
corresponding state sequence B Bl Bz ... BT chosen, which is optimal some 
meaningful sense (ie best explains the observations)? 
Problem 3: How are the model parameter M = (V, u, F) adjusted to maximise P(SIl'v.f)? 
Problem 1 is the evaluation problem, namely given a model and a sequence of obser-
vations, how do we compute the probability that the observed sequence was produced 
by the model. This pTOblem can also be viewed as one of sCOTing how well a given 
model matches a given observation sequence. The latter viewpoint is particularly use-
ful. FOT example, if the case is considered in which a decision is to be made about 
several competing models, the solution to Problem 1 allows the model to be chosen 
which best matches the observations. 
Problem 2 is the one which uncovers the hidden part of the model, ie, to find the 
correct state sequence. However, fOT all but the case of degenerate models, there is 
no correct state sequence to be found. Hence for practical situations, an optimality 
criterion to solve this problem is used to find the best possible. 
Problem 3 is the one in which an attempt is made to optimize the model parameters 
so as to best describe how a given observation sequence comes about. The observation 
sequence used to adjust the model parameters is called a training sequence since it is 
used to train the HMM. The training problem is the crucial one for most applications 
of HMMs, since it al10ws the model parameters to optimally adapt to the observed 
training sequence. 
5.2.1 Solutions to the Three basic problems of HMM 
5.2.1.1 Solution to Problem 1 
Problem 1 is one of calculating the probability of the observation sequence 
(5.24) 
given the model M, that is P(SIM). The most straightforward way of doing this is 
through enumerating every possible state sequence of length T (the number of obser-
vations). Consider one such fixed state sequence 
(5.25) 
where Bl is the initial state. The probability of the observation sequence S for the state 
sequence 5.25 is 
T 
P(SIB, M) = II P(Stlfh, M) (5.26) 
t=l 
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where statistical independence of observations is assumed. Therefore it can be written 
P(SIO, M) fOl (Sl)fo2(S2) ... foT (ST) 
The probability of such a state sequence ° can be written as 
(5.27) 
(5.28) 
The joint probability of Sand 0, that is the probability that Sand ° occur simul-
taneously is simply the product of the above two terms, ie 
P(S,OIM) = P(SIO,M)P(O,M) (5.29) 
The probability of S given the model is obtained by summing this joint probability 
over all possible state sequences ° giving 
P(SIM) Lalle P(SIO, M)P(O, M) 
Lel,eZ ... h ue1fe1 (Sd vele2 fe2(S2) 
... ueT_1oT foT(ST )(5.30) 
The interpretation of the computation in the above equation is the following. Ini-
tially (at time the model is in state 01 with probability U01 , and will generate the 
symbol S1 (in this state) with probability f01 (S1)' The clock changes from time t to 
t + 1 (t 2) and a transition is made to state O2 from state 01 with probability VOl 02 , 
and generate symbol S2 with probability fe2(S2). This process continues in the same 
manner until the last transition is made (at time T) from state OT-1 to state OT with 
probability veT_lOT and generates symbol ST with probability feT(ST). The calculation 
of P(SIM) by the direct definition 5.30 involves in the order of 2T.KT calculations, 
since at every t 1,2, ... ,T, there are K possible states which can be reached (there-
fore there are ](T possible state sequences), and for each such state sequence about 
21' calculations are required for each term in the sum of 5.30. This calculation is com-
putational unfeasible, even for small values of K and T. A more efficient procedure 
to solve Problem 1 is the forward-backward procedure(Baum and Egon, 1967)(Baum 
and Sell, 1968) For the forward-backward procedure, a forward variable ate i) can be 
defined such that 
(5.31) 
that is the probability of the partial observation sequence, SlS2 ... St, until time t and 
state Oi at time t, given the model M. An inductive solution for ate i) can be found as 
follows: 
1 Initialisation: 
2 Induction: 
3 Termination: 
[L[;l at(i)Vij] h(St+1), 1::; t ::; T 1 
1 ::; j ::; K. 
1< 
P(SIM) = 2: aT(i). 
i==l 
(5.32) 
(5.33) 
(5.34) 
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Step 1 initialises the forward probabilities as the joint probability of state (h and 
initial observation S 1. The induction step is the heart of the forward calculation. The 
computation for the induction in step 2 is performed for all states j, 1 ~ j ~ J( for a 
given t; the computation is then iterated for t 1,2, ... , T - 1. Finally step 3 gives the 
desired calculation of p( SIM) as the sum of the terminal forward variables Cl:t( i) this is 
the case since, by definition, 
(5.35) 
and hence P(SIM) is just the sum of the Cl:T( i)'s. 
The computation involved in the calculation of Cl:t(j) , 1 ~ t ~ T, 1 ~ j ~ J( is of the 
order of J(2T calculations, rather then 2T J(T as required for the direct calculation. 
The forward probability calculation is based upon the lattice (or trellis) structure 
shown in 5.9. 
As shown in the lattice calculation figure 5.9 at time t = 1 only values for Cl:1 (i), 1 ~ 
i ~ J( need be calculated. At times t = 2,3, ... ,T values of Cl:t(j) at 1 ~ j ~ J( need be 
calculated where each calculation involves only J( previous values of Cl:t-1 (i) because 
each of the J( grid points is reached from the same J( grid points at the previous time 
slot. 
In a similar manner backward variables f3t( i) can also be defined such that 
(5.36) 
that is, the probability of the partial observation sequence for t + 1 to the end, given 
state (h at time t and the model M. Again, f3t( i) can be solved for inductively as 
1 Initialisation: 
f3T(i) = 1,1 ~ i ~ J(. (5.37) 
2 Induction: 
K . 
Ej=1 Vij!j(St+df3t+IU) , 
t T - 1, T - 2, ... , 1, 1 ~ i ~ J(. 
f3t( i) (5.38) 
The initialization step 1 arbitrarily defines f3T( i) to be 1 for all i. Step 2 says 
that in order to have been in state 0i at time t, and to account for the observation 
sequence from time t+ lon, then all possible states OJ at time t+ 1 must be considered, 
accounting for the transition from Oi to OJ (the Vij term) as well as the observation St+l 
in state j (the !j(St+l) term), and then account for the remaining partial observation 
sequence from state j (the f3t+1(i) term). Both the forward and backward calculations 
are used to solve fundamental Problems 2 and 3 of HMMs. 
The computation of f3t(j), 1 ~ t ~ T, 1 ~ i ~ J(, requires in the order of J(2T 
calculations, and can be computed in a lattice structure similar to that of the forward 
computation and shown in figure 5.9. 
5.2.1.2 Solution to problem 2 
Unlike Problem 1 for which an exact solution can be given, thel'e are several ways 
of solving Problem 2, namely finding the optimal state sequence associated with the 
given observation sequence. The difficulty lies with the definition of the optimal state 
sequence; that is there are several possible optimality criteria. For example, one possible 
optimality criterion is to choose the states Ot, which are individually most likely, This 
optimality criterion maximises the expected number of conect individual states. To 
implement this solution to Problem 2, we define the variable 
(5.39) 
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that is the probability of being in state Bi at time t, given the observation sequence 
S, and the model M. Equation 5.39 can be expressed simply in terms of the forward-
backward variables, 
ItC i) 
2:::'lO/ t (i)/h(i) 
(5,40) 
since at( i) accounts for the partial observation sequence S]S2 ",Sf and state Bi at t, while 
Pt( i) accounts for the remainder of the observation sequence StHSt+2 ... ST, given state 
Bi at t. The normalization factOT PC S I M) = at( i), Pt( i) makes It( i) a probability 
measure so that 
K 
I: It(i) = 1. (5.41) 
£=] 
Using It(i), we can solve fOT the individually most likely state Bt at time t, as 
(5,42) 
Although 5.42 maximises the expected number of correct states (by choosing the 
most likely state for each t), there could be some problems with the resulting state se-
quence. For example, when the HMM has state transitions which have zero probability 
(Vij 0 for some i and j), the optimal state sequence may, in fact, not even be a valid 
state sequence. This is due to the fact that the solution of 5.42 simply determines the 
most likely state at every instant, without regard to the probability of occurrence of 
sequences of states. 
One possible solution to the above problem is to modify the optimality criterion. For 
example, one could solve for the state sequence that maximises the expected number of 
correct pairs of states {Bt, BtH }, or triples of states {Bt, BHb BH2}, etc. Although these 
criteria might be reasonable for some applications, the most widely used criterion is to 
find the single best state sequence (path), ie to maximise P(BIS, M) which is equivalent 
to maximising PCB, SIM). A formal technique fOT finding this single best state sequence 
exists, based on dynamic programming methods, and is called the Viterbi algorithm. 
The Viterbi algorithm is a method to find the single best state sequence B = 
{(h,Oz ... Oq}, for the given observation sequenceS = {S], S2) ",ST}' For such a case 
is is necessary to define the quantity 
(5.43) 
that is, 'r/t(i) is the best score (highest probability) along a single path, at time t, 
which accounts for the first t observations and ends in state OJ. By induction we have 
(5.44) 
To actually retrieve the state sequence, we need to keep track of the argument which 
maximised 5.44, for each t and j. This is achieved via the array At(j). The complete 
procedure for finding the best state sequence can now be stated as follows: 
1 Initialisation 
2 Recursion: 
Ui!i(Sl), 1:::; i ::; ]( 
o. 
maXl~i~K['r/t-l(i)Vij]!i(St) 2::; i::; T 
1 ::; j ::; ]( 
argmax19~K('fJt-l( i)Vij], 2 ::; t ::; T 
l::;j5,]( 
( 5.45) 
(5.46) 
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3 Termination 
()* T 
rrwx19:$K[17T( i)] 
argmaxl:$i::::X[17T( i)] 
4 Path (state sequence) backtracking: 
95 
(5.47) 
(5.48) 
It should be noted that the Viterbi algorithm is similar (except for the backtracking 
step) in implementation to the forward calculations of the forward-backward procedure 
discussed previously. The major difference is the maximisation over previous states 
which is used in place of the summing procedures in the forward-backward procedure. 
It should also be clear that a lattice (or trellis) structure efficiently implements the 
computation of the Viterbi procedure. 
5.2.1.3 Solution to problem 3 
The third, and by far the most difficult, problem of HMM is to determine a method to 
adjust the model parameters (V, u, F) to maximise the probability of the observation 
sequence given the model. There is no kuown way to analytically solve for the model 
which maximises the probability of the observation sequence. In fact, given any finite 
observation sequence as training data, there is no optimal way of estimating the model 
parameters. We can, however, choose M = (V, u, F,) such that P(SIM) is locally 
maximised using an iterative procedure such as the Baum-Welch method. Tn this 
sectiou an iterative procedure, based ou the classic work of Baum and his colleagues is 
discussed which can be used to choose model parameters. 
In order to describe the procedure for reestimatiou (iterative update and improve-
ment) of HMM parameters, (T( i, j), is first defined as the probability of being in state 
(}i at time t, and state (}j at time t + 1, given the model and the observation sequence, 
I.e. 
(5.49) 
The sequence of events leading to the conditions required by equation 5.49 
is illustrated in 5.10. It should be clear, from the definitions of the fOl'ward and 
backward variables, that (t( i, j) can be written in the form 
(5.50) 
where the numerator term is just P((}t (}i, (}t+1 = (}j, SIM) and the division by P(SIM) 
gives the desired probability measure. 
The definition of l't( i) has been given previously as the probability of being in state 
(}i at time t, given the observation sequence and the modelj hence we can relate l't( i) 
to (t( i,j) by summing over j, giving 
K 
l't(i) L. (t( i, j). (5.51) 
j:;;;l 
If l't( i) is summed over the time index t, a quantity is obtained which can be interpreted 
as the expected (ovel' time) number oftimes that state (}i is visited, or equivalently, the 
expected number of transitions made from state (}i ( if the time slot t = T) is excluded 
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Figure 5.10. illustration of the sequence of operations required for the computation of the joint event 
that the system is ill state 0; at time t and state OJ at time t + 1 
from the summation). Similarly, summation of (t(i,j) over t (from t = 1 to t T - 1) 
can be interpreted as the expected number of transitions from state {}i to state (}j, that 
is 
~T-l (') LA=l It ~ 
~T-ll' (. ') L.d=l .."t ~,J 
the expected number of transitions from {}i 
the expected number of transitions from {}i to (}j 
(5.52) 
using the above formulas and the concept of counting event occurrences, a method for 
reestimation of the parameters of IIMM can be found. A set of reasonable reestimation 
formulas for M, 1), and Fare 
expected frequency (number of times) in state {}j at time (t = 1) 11 (i) 
expected number of transitions from state 0, to state OJ 
expected number of transitions from state 8i 
ex 
~;-l [8t=Cn~lt(j) 
~;=1 "Yt(j) 
s mbol kn 
(5,53) 
The current model can be defined as M (V, u, F) which can be used to compute 
the right-hand sides of equations 5.53. The reestimation model can be defined as 
M = (V,u,F), (5.54) 
determined from the left-hand sides of equations 5.53. It has be proven by Baum and 
his colleagues (Baum and Sell, 1968) that either; the initial model M defines a critical 
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point of the likelihood function in which case M = Mj or model M is more likely than 
model M in the sense that P(SIM) > P(SIM), that is a new model M has been found 
from which the observation sequence is more likely to have been produced. 
Based on the above procedure, if M is used iteratively in place of M and the 
reestimation calculations are repeated, the probability of S being observed from the 
model can be improved to a limit. The final result of this reestimation procedure is 
called a maximum likelihood esthnate of the HMM. It shonld be pointed out that the 
forward-backward algorithm leads to local maxima only, and that in most problems of 
interest, the optimisation surface is very complex and has many local maxima. 
5.2.2 Structure of the HMM 
Structures used for Markov modelling give the allowable movement from one state 
to anothe]·. The structures fall into three major categories; unconstrained (the ergodic 
model), constrained serial (the left to right model) and constrained parallel (the parallel 
left to right model) (Rabiner et al., 1986) as shown in Fig. 5.1L 
In the unconstrained, or ergodic, model (Fig. 5.11(a» a transition from any state to 
any other state can be made, that is all the transitional probabilities Vij'S are allowed 
to be nonzero. 
The constrained serial (Fig. 5.11(b» and the constrained parallel models (Fig. 5.11( c» 
are special cases of Markov chains used for isolated word recognition which give tem-
poral structure because they move from left to right. They also have the properties 
that: 
• the first observation is produced while the Markov chain is in a distinct state 
called the starting state, - ql. 
• The last observation is generated while the Markov chain is in a distinct state 
called the final or absorbing state - qN. 
• Once the Markov chain leaves a state, that state cannot be revisited at a lateI' 
time. 
The left-to-right nature ofthese models limits the state transitions matrix V to an upper 
triangular matrix. Movement along the paths is dependent on the serial/parallel model 
constraint. The serial construct generally constrains the model to proceed sequentially 
through the states, although individual states can be skipped, whereas the parallel 
model allows for multiple paths. 
Each of the model structures of Fig. 5.11 can be generalised to include an arbitrary 
number of states. However their appears to be no way of choosing the optimum number 
of states needed for a word model, as they are not physically related to any single 
observable phenomenon. 
5.2.3 Applications of HMMs 
In the speech field HMMs were initially used for isolated word recognition, however 
their use in speech has since widened. Primarily used for large vocabulary word recog-
nition with the advent of systems such as Dragon (Baker, 1974), Tangora (Averbuch 
et al., 1986) and SPHINX (Lee, 1988), the Markov modelling process is a powerful 
method of modelling any quasi-stationary signal. Ljolje and Fallside(1987) discussed a 
method where hidden Markov models were used for the modelling and recognition of 
prosodic patterns. The prosody of the speech was measured in fundamental frequency, 
timing and intensity of the sounds. Recognition rates of around 93% were obtained 
demonstrating the potential of HMMs for modelling any speech patterns. 
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( a) Ergodic model 
(b) Left to right model 
(c) Parallel left to right model 
Figure 5.11. Illustration of a set of general Markov model structures. (a) Ergodic model allows any 
states to move to any other state. (b) Left-to-right model, movement is only allowed to a forward state, 
adding time sequence to the model. This model is usually used for speech. (c) Parallel left-to-right 
model, movement is only allowed to a forward state adding time sequence to the model, however this 
model has a more complicated structure than (b) not necessarily equivalent to speech transitions. 
5.3 DYNAMIC TIME WARPING AND HIDDEN MARKOV 
MODELLING 
A relationship between DTW with LPC distance measures (refer §6.4) and HMM 
with Gaussian autoregressive densities as discussed by Juang(19S4). This relationship 
was discussed for limited HMM models where the probability of transiting from one 
state to another or of being in a particular state are equaL Initially by considering the 
dynamic programming representations of two speech sequences, one as a reference and 
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one as a test, ie., 
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(5.55) 
(5.56) 
a warping function is said to exist such that a correspondence can be calculated between 
these two sequences, 
ty <fJ(tw) , 
tw = ((ty), ty 
= 1, 2 ... Tw , 
1,2 ... Ty • 
(5.57) 
The warping function is found by minimising the distance between the two function, 
either, 
Tw 
Dr/> = I:: d[Wtw ; Yr/>(tw)], (5.58) 
tw=l 
or 
Ty 
DC = I:: d[Yty; wC(ty)l· (5.59) 
For the HMM a Tw state model Mw = (V w, liw, F w) can be wlitten for the 1'efer-
ence pattern with transitional probabilities Vw, a Tw by Tw matrix with probabilities 
Vij = l/Tw fo1' all i,j = l..Tw (all transitional probabilities equal) and an initial prob-
ability Uw with Ui I/Tw for any i LTw. Similar equations can be written for a 
Ty state test pattem. Each state has a maximum likelihood of occurring based on an 
obseTVation Wi represented by its Gaussian autoregressive density fi fOT i = 1 to Two 
Each fi is defined by the parameter pair (aw , a~), which is its set of LPC values and 
gain values. The log likelihood that the function is word W for state Ow given the 
model Mw , is given by the maximum log likelihood, 
(5.60) 
where {OhTw) denotes the set of all state sequences with length Tw. A similar model 
can be defined for My (Vy, uy, Fy). 
COlTespondence between the two sequences can be written by (-warping sequence 
Oy giving the likelihood measure. The log difference between a maximum likelihood 
and log likelihood sequence is hence, 
(5.61) 
The accumulative distortion DC in dynamic time warping is directly related to 
the likelihood difference between the two models. To express the density of obtaining 
pattern Y from model111w or f(YIMw ) is, 
(5.62) 
These equations demonstrate that detennining a warping function ( in dynamic 
time warping is equivalent to finding the state sequence that maxiInises the density 
f(Y, (( Oy)IMw). 
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This model holds no time constraints on the warping function and hence forward 
and backward warping functions are allowed. As pointed out hy Juang(1984) a reversed 
'we' may sound very close to a 'you' and so tJ'ansition constraints are important. 
Changing the transitions in the HMM maps to particular constraints imposed in 
the DTW algorithm and comparisons can be made. In such a case, where the under-
lying transition structure is equiprobable, dynamic time warping is equivalent to the 
probabilistic modelling technique. 
Russell et al(1983) also discuss and compare DTW and HMM. They point out that 
these two recognition algorithms have many similarities stating that classification by 
DTW using Euclidean distance is precisely equivalent to Viterbi recognition using HMM 
with Gaussian states and unit covariance matrices. However the two methods differ 
significantly in their approaches to word-model generation. The obvious difference 
is that the DTW scheme simply involves storing one or more examples of the word 
patterns for each vocabulary word while HMM must estimate parameters for each 
word. Hence the major problem with HMM is to obtain enough representations of a 
word to produce an acceptable model. 
Combining both methods Russell et ale 1983) introduce a locally constrained dy-
namic time-warping model where the time-normalisation process is constrained using a 
first-order Markov modeL The cumulative distance between an unknown word-pattern 
and a reference template is no longer simply a sum of distances between aligned vectms, 
it also includes penalties which are derived from probabilities and used for time-scale 
distortion at each point on the time-registration path. This approach thereby effectively 
combined the two techniques into the same recogniser. 
Other tests of equivalence between the two methods have been to compare their 
recognition accuracies. Rabiner et al(1983) compared results on HMM and DTW using 
LPC based recognition. In these tests the DTW performed, on average, 2% better then 
the HMM. The lower accuracy fm the HMM system may have been due to the limited 
training set. Svendsen et al(1989) also noted lower accuracy for the HMM system 
when testing whole word DTW and HMM methods. Recognition scores of 97.3% for 
the DTW and 90.0% for the HMM models were achieved. This therefore points to 
DTW being better suited to a system that can use only limited training data. 
5.4 CHOOSING A RECOGNITION SYSTEM 
Each of the HMM and DTW methods has advantages and disadvantages. The HMM 
method, although having lower computation for recognition requires a large tTaining 
set to perform adequately. Training HMMs can be time consuming and requires large 
amounts of memory. However, once trained, the HMM method operates fast and 
requires little memory space. Thus the HMM method is suited for a system which does 
not require re-training such as a speaker independent operating recogniser. 
The advantageous of the DTW method is that it can run effectively from limited 
training data. Re-training a DTW system is simply a matter of saving the word tem-
plates of each new speaker and although this is easily achieved this method of 'training' 
does require large amounts of memory for storage. Although DTW takes longer then 
HMM to l'ecognize a word it can be easily programmed to operate in real-time with 
specialised DSP chips and limited vocabulary (below 100 reference words). Methods of 
reducing computation and improving the speed of operation, as discussed in §5.1.6, are 
well 1m own and easy to implement with little or no accuracy reduction. A DTW system 
therefore, more suitable to a real-time base multi-user but speaker-dependent sys-
tem that will require retraining for each new speaker. For the recognition experiments 
discussed in Chapters 7 and 8 it was decided to use a DTW scheme. 
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Chapter 6 
INVESTIGATION OF RECOGNITION DISTANCE MEASURES 
In tills chapter some of the distance measures that are commonly used for word recog-
nition and introduced in §5.1.3, are explored. Important points are emphasised through 
presentation of practical examples. A thorough examination and evaluation is given on 
a set of distance measures generally used in speech and word recognition systems. The 
distance measures discussed fall into three main classes:-
1 euclidean distance measures (refer §6.2), which include cepstral distance measures 
such as linear quefrency weighted, root power sum (RPS) quefrency weighted, 
liftered cepstral, and the Mahalanobis measures, 
2 directional cosine distance measures, which include the cepstral projection (angle) 
measure (refer §6.3), 
3 probability based distance measures (refer §6.4), which include the likelihood, the 
log likelihood and the Itakura-Saito measures. 
6.1 PROPERTIES OF DISTANCE MEASURES 
Gray and Markel(1976) identified four basic properties willch the distance measure, 
d(x, y), must satisfy to be a useful indicator of the lack of similarity between two 
frames of speech x and y. These are:-
1 symmetry d(x,y) d(y,x), 
2 positive definiteness 
d( x, y) > 0 for x :/ y 
d(x,x) 0, (6.1 ) 
3 the distance measure should have a physically meaningful interpretation in the 
frequency domain. (The frequency content of speech is considered to have the 
most perceptual relevance.), 
4 it should be possible to efficiently evaluate d( x, y). 
If the measure is to be regarded as a distance metric a fifth property is also considered 
necessary. This fifth property, known as the triangle inequality, requires the distance 
measure to satisfy the constraint that, 
d(x, y) S d(x, z) + dey, z). (6.2) 
All of the distance measures discussed here satisfy at least four of the five properties 
discussed above. However, they all have distinct characteristics and these are discussed 
in detail in the following sections for each of the distance measmes. 
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6.2 EUCLIDEAN DISTANCE 
A Euclidean distance gives the shortest distance between two vectOTs in Euclidean 
space. FOT example, the Euclidean distance between two feature vectors Fl and F2 in 
a two dimensional space, whose positions are given by (h(l), h(2)) and (12(1),12(2)), 
c(),n be calculated as, 
w(l)(h(l) - 12(1))2 + w(2)(h(2) 12(2))2, 
(6.3) 
whel'e each component of the distance measure is weighted by a constant w( i). The 
standard Euclidean distance weighting w( i) is unity for all components. However, 
variations of the Euclidean measure have been defined which have different weightings. 
The Euclidean distance can be extended to N dimensions by the general formula, 
N 
dkucliiFl, F2 ) = L w( i)(JI(i) h(i)? (6.4) 
i=1 
The Euclidean distance satisfies all five of the distance measure properties discussed 
above and because of this the Euclidean measure is a distance metric. The advantage of 
the Euclidean distance metric is that it is one of the simplest and most easily calculated 
distance metrics. The standard Euclidean distance, with all weighting factors unity, has 
the ability to find meaningful distances between vectors that have components which 
span an equivalent magnitude range and so have equal significance. 
For features with components of differing significance or differing magnitude scales, 
non-equally weighted Euclidean distance measures can be used. One such measure, 
known as the Mahalanobis metric, weights the feature components by the inverse of 
the covariance matrix, V, where the covariance matrix specifies the amount of correla-
tion between two vector components. For speech (and particularly speech recognition) 
the covariance matrix used is the intra-word or within-word covariance matrix, Vwi) 
which is the word variance between one of the reference vectOTs for a wOTd (usually the 
mean word vectOT) and all other vector representations for that word. The variance is 
calculated over the whole word by employing some time normalising proced1l1'e such as 
DTW (refer Chapter 5). 
The Mahalanobis distance between feature vectors FI and F2 is, 
(6.5) 
determine the usefulness of the Mahalanobis distance meaS1l1'e consider the prob-
lem of classifying an individual unknown, Xo a vector set size p of samples, into one 
of either two known categories (with common covariances). Say 7ro, 7r1, 7r2 denote the 
three populations, where 7ro is the population of the unknown. Each population is 
representable by a multivariate normal distribution N(fr, V) where fr represents the 
distribution's mean and V represents the distribution's covariance. In general, fOT any 
multivariate normal distribution let X be an observation matrix of independent samples 
of x a p-component vector where x c::: N( X, V) such that x is the mean of the distribu-
tion and V is the distribution's covariance and V is positive definite. Let Xl, X2, ... , XN 
be independent samples on x. The observation matrix of X can be written as X such 
that 
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(6.6) 
The probability density function of X is given by (Srivastava and Khatri, 1979) 
p(X) [(21r)PlVlt~Nexp(-~ E{!"l(Xi - X)'V-1(Xi - x)) 
[(21r )plVlJ-~N etr[ -~ V-1(X xel)(X - xel)'] (6.7) 
where (.), denotes the transpose of the matrix or vector, etr denotes the exponential of 
a trace of a matrix, e' (1,1, .'" 1) an N row vector of ones, and the expected value of 
X, E(X) can be written as a pxn matrix such that 
Xl Xl Xl 
X2 X2 X2 
E(X) = ' / = xe. (6.8) 
xp xp xp 
Now, for the classification problem, it is known that 1ro = 1ri for i being either 1 or 
2. The problem is to fmd for which i this is true. In the case of multivariate normal 
populations with common nonsingular covariance matrix V, the problem reduces to 
that of finding whether *0 is closest to *1 or *0 is closest to *2, where *0, *1, and *2 
are respectively the mean vectors for the three populations 1rO,1r1, and 1r2. Thus if an 
observation Xo (a subject with measurements Xo from 1ro) is to be classified in 11'1 or 
11'2 when all parameters *1, *2, and V are known, we obtain the likelihood l'atio as 
(Srivastava and Khatri, 1979) 
(6.9) 
The best procedure (Srivastava and Khatri, 1979) is to classify Xo in 11'1 or 1r2 according 
to 
( ' ')'V- 1 1(, ')'V-l(' ') C 1rl - 1r2 Xo - 2' 11'1 - 11'2 1rl + 1r2 <> (6.10) 
where C is fixed at some specified level. The equation can alternatively be rewritten 
as follows: classify Xo in 11'1 if 
(6.11) 
and classify Xo in 11'2 if 
(6.12) 
where 
(6.13) 
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which is equivalent to the Mahalanobis distance metric described above. Thus the Ma-
halanobis distance can be used to classify an unknown sample from a normal population 
into one of many known normal distributed populations. 
Problems with the Mahalanobis metric are that, firstly the inverse of a matrix is 
computationally intensive to calculate and secondly, where the off-diagonal terms are 
small compared to the diagonal terms (which is the desirable case for feature vectors 
as this shows that the features are independent of one another) the inverse can have 
large eTTors due to small fluctuations brought on by calculation errors such as round-off 
and estimation inaccuracies. When the covariance matrix cannot be inverted or cannot 
be easily inverted, the Mahalanobis distance metric weightings can be reduced to the 
inverse of the diagonal values of the covariance matrix. Thus, each feature component 
(or feature coefficient) is weighted by its within-word feature variance thereby reducing 
the Mahalanobis distance to a weighted distance between two vectors. For two vectors, 
Fl and F2 ) of N dimensions, the reduced Mahalanobis distance is 
N 
dMalRed(Fl,F2) = Lw(i).(hCi) h(i))2, (6.14) 
i=:l 
where w( i) is the inverse of the ith diagonal element of the covariance matrix, Vwi 
(Tohkura, 1987). 
It seems reasonable to weight the distance with the inverse of the variance. The 
feature coefficient with the largest variance is spread widely over the feature space and is 
less likely to contain useful discriminating information. However, one possible problem 
with the Mahalanobis distance is that the weightings are based on the within-class 
variances only. Thus weightings are based on the variance of the feature within its own 
class or data; for speech this relates to different versions of the same word and so is also 
known as the intra-word variance. The within-class variance (or intra-word variance) 
for a word a, represented by V~i' is calculated as the sum of the squared differences 
between a reference template, ren which represents the mean of the reference templates, 
and all the reference templates of that word, bjen where ja is the template version of 
the word a. Thus the variance can be written as, 
Ej';l(b ja - ra)2 
aJ 
(6.15) 
where the total number oftemplates for the word a is aJ. This calculation is achieved 
over the whole word length by using a method of time normalisation such as DTW 
(discussed in Chapter 5). 
Often the coefficient with a large within-dass variance a1so has a large between-class 
variance. The between-class variance for the word a, represented as Vb~' known as the 
inter-word variance for speech recognition, is the distance between a reference template, 
r a) of word a and all other (different) word templates x j{3, so that 
E~~l(Xj{3 ra)2 
(3J (6.16) 
where the total number of different word templates is (3J. DTW is also used to cal-
culate the variance across the whole word. If the coefficients have large within-class 
and between-class variances, both the correct and incorrect word choices are likely to 
be well spaced from the reference word template. In such cases coefficients should 
not necessarily be deweighted (with respect to the other coefficients of the vector) by 
the within-class variance alone as occurs for the Mahalanobis distance. In such cases it 
may be better to use a weighting based on the ratio between-class variance/within-class 
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Figure 6.1. Comparison ofinter and intra word variances, Vbw and Vw ;, for cepstral coefficients. Plots 
for the words (a) ZERO, (b) FIVE, (c) EIGHT, (d) NINE. 
variance. The inter-word and intra-wOTd variances, Vwi and Ybw for cepstral coefficients 
plotted for a selection of words is shown in 6.1. The intra-word variance is cal-
culated as the variance (equation 6.15) (across a complete word) for each individual 
coefficient with that same coefficient from other templates of the word from its own 
word class. The inter-word variance (equation 6.16) is calculated (across a complete 
word) or each individual coefficient with that same coefficient from another word class. 
The word were time normalised using a UE21 DTW method with non-constant weight-
ings (refer §5.1.4). An examination of Fig. 6.1 reveals that, for a particular word, often 
the coefficients with large intra-word variance also have large inter-word variance, for 
example the first coefficient (quefrency 1) for the words in 6.1(b) and 6.1(c) have 
high inter and intra variance and is highlighted by Fig. 6.1(c) which shows features 
with large within-class, 01' intra-word, variances are as well spaced from the inter-word 
distance variance as those features with smaller intra-wOTd variance. Hence coeffi-
cients with large intra-word variances are as capable of distinguishing words as those 
with the small intra-word variances. Although this discussion is only heuristic, testing 
was not undertaken on the Mahalanobis method to follow np these conclusions. The 
main reasons why testing was not carried out were, firstly, because the calculation of 
the Mahalanobis distance is time consnming and this system was constrained to be-
ing a real-time one, and secondly, other weighting schemes, such as the RPS, lifters, 
and quefrency schemes (discussed below) which are faster to calculate have also been 
shown to give as accurate results as the Mahalanobis (Tohkura, 1987),(Hanson and 
Wakita, 1986)) and so were considered more useful. 
Other weighting schemes which use propOTtional weightings have been devised that 
are particularly useful for cepstral coefficients and shown to be equivalent or better than 
the Mahalanobis method. They are known as the linear quefrency weighting and the 
root power sum quefl'ency weighting (RPS). Weighting is by the coefficient indices or 
quefrencies (see §4.4) such that low-order coefficients are weighted less than high-order 
coefficients. The linear quefrency weighted distance between two cepstral vectors, C1 
and C 2, is expressed as 
p 
dQW(C1,C2) = l:i.(Cl(i) - c2(i))2. (6.17) 
i=l 
In contrast with the linear quefrency method the RPS quefrency method uses the square 
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of the coefficient's index such that the distance between two cepstTal vectors, C1 and 
C 2 is expressed as 
P 
dRPS(C1, C2) 2:)i(Cl(i) - c2(i)))2. (6.18) 
Quefrency weighting schemes are particularly useful for cepstral coefficients be-
cause they deweight the lower order coefficients. Deweighting the lower order coeffi-
cients reduces the effect of noise on the system ((Gold and Rader, 1969)) as the lower 
order quefrencies appear to be affected more highly by noise and recording artefacts 
(Tohkura, 1987). AnotheT reason for weighting the coefficients by their quefrency is due 
to the reduction of the magnitude of the distances between coefficients at higher orders. 
Therefore increasing the weighting for higher order cepstral coefficients improves their 
discriminating ability by normalising the magnitudes of coefficients. These weighting 
schemes may be more appropTiate for recognition particularly under noisy conditions. 
6.2.1 Lifters 
The weightiIlgs of cepstraJ distance measures fall into a larger category of window 
weightings for cepstral coefficients known as cepstrallifters (Juang et al., 1987; Junqua 
and Wakita, 1989). Lifters, an anagTam of filters, encompass any form of weighting 
of the cepstral coefficients with a function, w( i). Lifters are applied to the general 
distance formula between two vectors of cepstral coefficients C1 and C2 such that 
p 
dlijtered( C}, C2 ) = 2...:: w( i)( Cl( i) - C2( i))2. (6.19) 
i=l 
Examples of various forms of lifters are presented by Juang et al(1987) and shown in 
Fig. 6.2. Lifters are used to deweight high order cepstral coefficients. Recall that high 
order coefficients are any coefficients above the order used to calculate the LPC vaJues to 
derive the cepstraJ coefficients (refer §4.4). Juang et al(1987) claimed that a large part 
of the variability of the high quefrency terms was 'inherent artefact of the LPC anaJysis 
procedure' and so the higher terms are generally not desirable. If weighted distance 
measures such as RPS and linear quefrency are used the higher order coefficients would 
be weighted more heavily than the lower order coefficients. The Mahalanobis distance 
would aJso weight the higher order cepstral coefficients more heavily since they continue 
to have reduced within-word variance. Both Tohkura(1986) and Juang et al(1987) 
claim that the higher order coefficients increase recognition error when weighted by 
the MahaJanobis, RPS quefrency, or linear quefrency distance weightings. However, 
cepstraJ weighting lifters where the coefficients are deweighted at both low and high 
orders is claimed to increase recognition accuracy. Shapes of lifters are based on a 
tJ:apezoidaJ, triangular or sine-on-a-pedestal shape (Juang et al., 1987), and a selection 
of lifters is depicted in Fig. 6.2. 
Juang et al(1987) noted that the variability of the low quefrency terms can also 
be attributed to transmission variations, speaker characteristics and vocal effort of the 
speech. Other such as changes of transmission channel roll-off were found to 
mostly affect the first cepstraJ coefficient. Another undesirable effect on the low order 
coefficients is that of spectral tilt. Spectral tilt is the effect which occurs with pre-
emphasis when high frequency portions of the spectrum are emphasised by increasing 
the magnitude of this part of the spectrum. Uncontrolled spectral tilt artefacts can 
be introduced during recording by non-constant recording conditions such as varying 
microphone and other recording eqnipment, or by the individual speaker's glottaJ char-
acteristics. Because these effects can change from recording to recording, they are a 
disturbing factor in speech recognition. 
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Figure 6.2. A selection of lifters used in weighted cepstral distance measures (a )trapezoid (b )t:dangular 
(c) raised sine. 
6.2.2 Comparison of Mahalanobis and Quefrency Weighting 
Comparisons of the Mahalanobis and RPS quefrency weighted distance measures are 
discussed in the literature. Tohkura(1987) showed how close the within-class variances 
of the cepstral coefficients are to being quadratic with respect to the quefrency of 
the coefficients, showing the similarity between the RPS quefrency and Mahalanobis 
distance methods. Tohkura's results showed RPS to be only slightly lower in accuracy 
than the Mahalanobis method. Hanson and Waldta(1986) also compared these two 
methods and claimed that they are statistically equivalent, since similar accuracies 
were obtained for both methods. 
6.2.3 Comparison of Mahalanobis and Quefrency Weighting with re-
spect to Noise 
To test the effect of noise on cepstral coefficients white Gaussian noise was added to 
the speech and ten cepstral coefficients were computed from ten LPC values. The 
signal-to-noise ratio (SNR) before the noise was added was 27dB and after the noise, 
lOdB. The calculation of the SNR is discussed in §8.1.4. The variance of both the 
within-word and between-word distance for the coefficients was calculated. Fig. 6.3, 
shows that, generally, both the within-word variance and the between-word variance of 
the noisy speech drop considerably. If there is a drop in variance, the variance decrease 
is larger for the lower order coefficients. For such cases, when thel'e is a large amount 
of noise (SNR=lOdB), weighting the coefficients by their inverse variance, as with the 
Mahalanobis distance measure, would be a mistake since the variance for all coefficients 
is almost equal. However the low order coefficients are affected more by the noise since 
they exhibit the greatest change in Fig. 6.3. Using the Mahalanobis distance measure 
in the noisy case would effectively increase the weighting for the lower order coefficients 
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(a) Intra-word variances with and without additive white noise. 
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(b) Inter-word variance with and without additive white gaussian noise. 
Figure 6.3. The effect of noise on (a)intra-word and (b) inter-word distance variances (dsz) for the 
ten cepstral coefficients before and after the addition of random Gaussian noise for the words ZERO, 
FOUR, SEVEN, NINE. 
even though these coefficients are more susceptible to the noise than the higher order 
coefficients. Thus, for noisy speech, distance measures such as the RPS and linear 
quefrency would be an advantage as they weight the higher order coefficients more 
than the lower order coefficients. 
Mansour and Juang(1988) examined the effect of noise on the discriminating ability 
of the Euclidean distance measure for cepstral coefficients. They were particularly 
interested in the recognition between a dean or noiseless reference and a noisy test. 
They showed that additive white noise superimposed on the speech reduces the energy 
(calculated as the norm) of the cepstral vector, if Co is removed, and that the reduction 
of the cepstral norm is directly related to the level of noise added. The reduction in 
norm is due to the noise flattening the spectrum of the speech and hence reducing the 
magnitudes of all the cepstral coefficients except the zeroth coefficient which represents 
the spectral energy. The norm reduction leads to a severe bias in the Euclidean distance 
calculation and eventually renders this traditional distance measure between noisy and 
noiseless data useless (Mansour and Juang, 1988). This reduction in cepstral norm has 
been demonstrated mathematically, (Mansour and Juang, 1988). The cepstral energy 
(norm), G(,), with additive white noise, where I represents the additive noise, is 
calculated from the noisy cepstral coefficients c,,/( i) without the zeroth order coefficient 
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as, 
00 
G(1) 2 I>')' (i? (6.20) 
i:'=l 
The factor of 2 is used because the cepstral function is an even function around the 
zero point thus, if Co is removed, the summation limits can be reduced to begin at 1 
not -00 requiring that the function be doubled. 
To show the effect of noise on the norm of the cepstral coefficients, Mansour and 
Juang related the cepstral energy to the log spectrum of the speech by substituting the 
all pole model of the frequency spectrum into 6.20, as discussed in §4.4, giving, 
(6.21 ) 
where F')' ( w) is defined as, 
(6.22) 
where A(e 1 JW) is the frequency response of an all-pole representation of the vocal tract. 
To determine the variation of the norm of the cepstral coefficients with respect to 
the noise 1, the derivative is taken with respect to 1, 
Mansour and Juang show this function has negative values for positive values of 1. 
This shows the energy in the cepstral domain, without the zeroth quefrency term, is 
a decreasing function of 1 with a maximum at 1 0, equivalent to a clean model. A 
plot of the reduction of the vector norm when the noise is added for a typical word 
is given in Fig. 6.4, both with (SNR=10dB) and without (SNR=27dB) additive white 
Gaussian noise. 
To attempt to compensate for the mismatch of noise levels that occurs between 
a clean reference and noisy test templates, Mansour and Juang propose a first order 
equalisation by multiplying clean reference coefficients by a reduction factor, >., such 
that the distance measure between two cepstral vectors C (clean) and C')' (noisy) is, 
d(>.) = (C')' )'cf(c,), - >'C), (6.24 ) 
where ), is an experimentally derived coustant that depends on the noise level and 
ranges between 1 aud 0.27. 
Although Mansour and Juang show a problem between noisy and clean speech 
templates a problem also exists between two noisy speech templates. When comparing 
the norms of two noisy words the effect of noise may not be considered so important 
because the norms of both the templates are reduced with the noise. However the 
magnitude of the norm is uot the only attribute affected by noise - the variance of the 
magnitude is also reduced. This reduction of the vaI'iance makes the features of noisy 
words more alike. It also affects the lower order coefficients more than the higher order 
coefficients as shown in Fig. 6,3. Thus, for noisy speech, accuracies should be improved 
by weighting higher order coefficients more heavily. This investigation suggests that, 
among the Euclidean measures discussed, the linear quefreucy or RPS measures should 
perform best for cepstral coefficients. 
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Figure 6.4. Norm of cepstral coefficients across a selection of typical words. Plot shows norm with 
SNR=27dB and SNR=10dB for the words (a) ZERO, (b) ONE, (c) SEVEN and (d) NINE. Note 
reduction of both magnitude and variance of norm with greater noise added. 
6.3 ANGLE MEASURES 
In an attempt to reduce the effect of noise on recognition accuracy Mansour and 
Juang(1988) began studying the directional cosine between cepstral vect01's. The di-
rectional cosine is the angle between multi-dimensional vectors and for cepstral vectors 
a1 and a2 is defined as, 
(6.25) 
Mansour et al(1988) showed that the directional cosine, 01' angle, between a clean 
reference vector, a) and a noisy test vector, G" has a limited deviation that must 
always be less than or equal to 90 degrees. Thus the variation of the angle between 
vectors is less sensitive to additive white noise than the norm of the coefficients (refer 
§6.2) because the variation of the angle is constrained. 
Mansour et al derived a distance measure using the angle between two vectors. The 
distance measure was of the form, 
(6.26) 
The family of distance measures which use the angle between two sets of cepstral 
vectors is known as the cepstral projection measures and can be written as, 
(6.27) 
The variation of the distance measure is directly proportional to the angle measure-
ment (1- cosCO') and Fig. 6.5 shows the effect of additive white Gaussian noise on the 
angle multiplier (1 - cosO') in the distance calculation of equation (6.19), when ( 1. 
It can be seen that the magnitude and variation of the angle are not affected as greatly 
by the noise as was the norm and so making the angle distance measure a better choice 
than the norm. 
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Figure 6.5. Angle of cepstral coefficients across a selection of typical words. Plot shows angle mea-
surement with SNR=27dB and SNR=10dB for words (a) ZERO, (b) ONE, (c) SEVEN and (d) NINE. 
6.4 PROBABILITY DISTORTION MEASURES 
In this section the likelihood and the log likelihood distance measures are discussed. 
These measures have the unique property that they are asymmetric, non-linear, and 
are perceptually meaningful. It has been shown that humans perceive frequency move-
ments of the formant frequencies in a non-linear manner (Bladon, 1985) and that this 
perceptual effect is not well represented in a Euclidean space. A group of distortion 
measures which are considered perceptually relevant are the Itakura-Saito maximum 
likelihood measure, the likelihood measures and the log likelihood measure. 
The maximum likelihood measure was initially formulated by Itakura and Saito(1968) 
who successfully used it in a linear predictive coding (LPC) algorithm for speech. The 
assumptions required to obtain LPC coefficients from a maximum likelihood formula-
tion are discussed in §4.3. The main assumption is the requirement that speech is a 
Gaussian process, generated by passing white noise through an all-pole filter of order 
p. Itakura and Saito(1968) showed that the maximisation of the likelihood f01'111U-
lation for LPC coding was equivalent to minimising their (Itakura-Saito) distortion 
measure. This measure forms the basis of the spectral matching properties of lin-
ear prediction showing why poles are weighted more heavily than zeros (Markel and 
A.H. Gray, 1976). Mathematically, the maximum likelihood measure can be written as 
the distance, drs(Sl(W),SZ(w) between two all-pole power spectra, .~h(w), and Sz(w), 
where Sl (w) is the short-time spectral density an test speech signal and Sz( w) is the 
short-time spectral density of a reference speech signal, 
1] dw. 
271" 
(6.28) 
These speech signals are assumed to have been produced by an all-pole model and 
hence can be represented as, 
Sew) (6.29) 
which is the spectral density function of a corresponding pth order all-pole model, with 
(J representing the gain of the model and A( eiw ) representing the all-pole filter (Gray 
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et at, 1980). 
The Itakura-Saito measure, drs, has some interesting characteristics. First it is 
asymmetric. To understand the nature of the asymmetry of the measure it is usually 
easier to write it as, 
(6.30) 
where, 
(6.31) 
din is itself a distortion measure for speech, giving the difference of log spectra. 
The asymmetry with respect to din, violates the symmetric requirements of a dis-
tortion measure. Examining din - 1 shows the positive values of din are more 
important in the distance measure than the negative values. That when the input 
or test speech S1( w) is greater than the reference speech S2( w), the distance grows 
large (reaching exponential growth), and, with an LPC analysis, the spectra are forced 
to match closely. In fact the larger din, (that is the greater 5\ (w) is over S2( w)) the 
closer ed1n - din 1 comes to exponentially increasing. When the input or test speech 
is smaller than the reference speech the movement of ed1n din - 1 with respect to din 
becomes linear and so there is only a small affect on the distance measure (smaller than 
when the test speech is larger than the reference speech). 
Although useful as a perceptually meaningful measure, the Itakura-Saito distortion 
measure contains the gain of the all-pole model which makes it sensitive to changes in 
the enel'gy and inappropriate for recognition. This gain term represents the energy of 
the filter and varies in proportion to the changes in energy in the speaker's voice. The 
gain term in the drs measure can be separated from the filter, S(w), by expanding drs 
as, 
(6.32) 
where 0"1 is the gain of the input signal and 0"2 is the gain of the reference signal and 
(6.33) 
To remove the effect of gain on this measure Itakura later pl'Oposed a gain-normalised 
measure, also known as the likelihood ratio. This measure is calculated from the Itakura-
Saito measure by setting the all-pole model gain of two systems to be equal, which is 
equivalent to normalising the spectra of the two systems. This reduces the distortion 
meaSUl'e of equation (6.24) to, 
and by substituting equations (6.23) and (6.21) 
J1r [SleW)] dw 1 
-1r S2(W) 21r - , 
(6.34) 
(6.35) 
where A1(ejW ) and A2 (e jW ) are the all-pole l'epresentations of the frequency spec-
trums or LPC models as introduced in equation (6.21). Equation 6.35 is a useful 
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distortion measure if the recognition features used are LPC coefficients. In such cases 
DLR(SI(W),S2(W)) can be further reduced and calculated as, 
(6.36) 
where RI is a matrix containing the first p + 1 autocorrelation terms of the test word, 
and aI, az are LPC coefficient vectors (pth order) of the test and reference words 
respectively. In this form the distance measure can be computed in a straight forward 
manner since atRIal is the prediction error, 001, (refer §4.3) calculated at the same 
time as the LPC coefficients. Thus the distance measure can be written as, 
aIR1a2 -1. 
001 
(6.37) 
Itakura proposed a log version of the distortion measure known as the log likelihood 
ratio and is 
(6.38) 
The above equations have a term aIR1a2 which can be considered an error tenn. 
Letting 002 = aI R1a2, the log likelihood distance measure can be written as, 
(6.39) 
This distance measure can be regarded as a ratio of two error signals. The first error 001 
being the residual energy when a frame of test signal is passed through an LPC filter 
optimised for a frame of test data. The second error, 002, is the optimal residual energy 
found when a frame of the reference signal is passed through an LPC filter optimised 
for a frame of test data. 
6.5 DISTANCE MEASURES USED IN EXPERIMENTS 
The distance measures chosen for feature testing in Chapter 8 are selected from those 
discussed in the previous sections. A constraint on the distance measures chosen was 
that they are required to be calculated within the limitations of real-time operation. 
The following section discusses those distance measures chosen and the reasons why. 
The first measure tested was the unity weighted Euclidean distance which was 
tested on all features because of its ease of calculation and because it requires few 
calculations. Further, the Euclidean distance is frequently used in word recognition 
tests and can be treated as a reference for discussing the recognition accuracies of other 
methods. For cepstral coefficients the unity weighted Euclidean distance measure is not 
considered the optimum distance measure so cepstral coefficients were also tested with 
both the quefrency weighted Euclidean distance measure and the projection distance 
measure. The Mahalanobis distance measure was not chosen because of the difficulty 
in calculating the inverse covariance matrix and because it was considered to be only 
as good as the weighted cepstral measure shown in the discussion in §6.2.2. Probability 
distortion measures were not chosen for two reasons. First, they require too many 
calculations to operate within the real-time constraint and secondly, initial testing with 
the log likelihood method gave very low accuracies «50%) and so was not considered 
further. 
The formula for each of the distance measures selected is given in Table 6.1. 
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Distance Measure Title Formula 
Unity weighted Euclidean dEuclid E~~l(h(i) - h(i))2 
Quefrency weighted Euclidean dwe E~:l w(i)(JI(i) - h(i))2 
Projection distance dproj 10212 (1 COS(J') 
Table 6.1. Distance measures used in word recognition experiments. 
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This chapter details the algorithms implemented to perform isolated-word recognition, 
These algorithms are used in speaker-dependent and speaker-independent feature com-
parison tests described in Chapter 8. 
A block diagram of the complete recognition algorithm is shown in 7.1. The 
individual algorithms, illustrated as separate blocks of Fig. 7.1, include methods fOT 
performing such operations as word endpoint detection, feature extraction, training 
the system (such as clustering), and time alignment using DTW, and are discussed 
generally in Chapters 4, 5, and 6. This chapter discusses the implementation details of 
the specific methods used in the experimental work reported in ChapteT 8. 
To test the various parameters associated with each block of Fig. pTeliminary 
Tecognition experiments were undertaken. These recognition expeTiments are described 
fully in this chapter. 
7.1 ENDPOINT DETECTION 
This section discusses the methods used for the automatic detection of endpoints (end-
pointing) of Teference and test words. Methods of automatic endpoint detection involve 
using some feature, or group of features, to separate spoken words from background 
noise. This is usually achieved by detecting the difference in energy or spectra be-
The Recognition Algorithm 
End-
I 
Pre- Features 
Digitise pointing process -RMS Nearest 
-ZX DTW neighbour 
-
RMS/ZX 'e--- -Frame length 
-
-LPC - r-
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16 bits set -Frame overlap 
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Word Dictionary 
~ 
Reference templates 
Figure 7.1. Block diagram of recognition scheme designed for testing various features and variables 
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Figure 7.2. Example of endpointing using energy and zero-crossing. Energy and zero-crossing thresh-
olds are set prior to detection. 
tween background noise and speech. Rabiner(1978) discusses one of the most reliable 
methods which uses two simple time-domain measurements; energy (refer 34.1) and 
zero-crossing rate (ZX) (refer 34.2). In this thesis a method similar to that discussed 
by Rabiner(1978) is used. RMS intensity (refer 34.1) and ZX values of wOTds are ex-
tracted and endpointing rejection thresholds are set to discriminate between silence 
and speech. The method requiTes that both the ZX and RMS values are monitored 
until either goes above their individual set thresholds. Both ZX and RMS are needed 
as ZX is the feature used to determine unvioced sounds from silence, as both these can 
have similar RMS values (refer Fig. 7.2 at the beginning of the word), while RMS is 
used to determine voiced sounds {Tom noise as voiced sounds have a much higher RMS 
level. 
The word is deemed to have begun if either the ZX or RMS values continue to stay 
above the threshold level for a required number of frames (usually 4-5 frames). The 
word starting position is taken at the position at which the first frame of data went 
above threshold. The word ending position is calculated in a similar way except 
that both the ZX and RMS values are monitored for the time at which both drop below 
their threshold value. This point is taken as the endpoint of the word only if the ZX 
and RMS values stay below the threshold for a set period of time (usually 4-5 frames). 
An illustration of how speech endpoints are determined from the thresholds is shown 
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in Fig. 7.2. These thresholds are set prior to endpoint and word discrimination and 
are not changed with respect to speaker vocal intensity OT background noise. Since the 
rejection thresholds are preset, that is they are set befOTe speaking levels are known, 
the rejection thresholds have to be set low enough to ensure that every word is recorded 
in its entirety and generally this allows one OT two frames of non-speech noise, such as 
breath noise or background noise, to occur at the beginning and ending of each word. 
However, it was considered better to allow noise and artefacts in the speech by using low 
(OT relaxed) RMS thresholds than to possibly cut off beginnings and endings of the word 
by using high RMS thresholds. If parts of the speech were cut ofr important .Information 
could be lost, which could, for example, make a word such as NINE souud more like 
the word ONE. Relaxing endpoint constraints by lowering endpointing thresholds and 
causing endpointing errors, may not cause too large a problem fOT the recognition 
system because it was expected that noise at the beginning and end of the wOTds would 
be largely negated during the recognition phase for two reasons. Firstly, because most of 
the words are endpointed to incorporate some noise at the beginning and end of words, 
during the matching phase noise of a test word should be matched to noise contained 
in the reference wOTds. Secondly, although the number of frames of noise at the ends 
of the words is unknown a flexible alignment method such as the UE21 DTW (refer 
§5.1.2.5) method was used so that the beginnings and endings of WOl'ds are not severely 
constrained during recognition. This method more effectively allows the alignment of 
noise to noise and speech to speech attempting to correct for framing errors (and fOT 
this case 3 frames was chosen). An example ofthe errors in endpoint detection (causing 
framing errOTs) corrected during the recognition opeTation is illustrated in Fig. 7.3. A 
perfect alignment of different WOl'ds cannot, howeveT, be expected because often the 
features are not significantly different between noise and speech and between different 
frames of noise and noise, or speech and speech. 
7.2 OPTIMIZATION OF RMS THRESHOLD 
Although both ZX and RMS were used to distinguish sounds from silence, the main 
reason for using zero crossing measurements was to distinguish unvoiced S01lIlds from 
background noise. Hence a ZX threshold level could be simply found by examining 
plots of the speech and also by examining the pdf plots drawn in Fig. 4.4 and this has 
been discussed in 7.3. As can be seen from Fig. 7.2 the position where background 
noise ends and unvoiced sounds begin produces a definite and sudden change in the 
ZXR, hence an accurate position can be located. An optimum RMS level, however, was 
more difficult to determine. Examining Fig. 7.2, with the RMS threshold set as shown, 
the actual ending of the word looks to be slightly past the calculated endpoint. Also 
the determination of the point where background noise ends and sounds begin (or vice 
versa) is quite subjective, it was not known whether it would be better (for recognition 
accuracy) for an endpointer to be highly accurate or not. It was decided to run tests on 
various RMS levels to determine an optimum RMS level, that is one which produced 
high recognition accuracy even if this did not produce a high endpoint accuracy. 
The method of examining whether background noise at the beginning and end-
ing of the words would increase or decrease recognition accuracy was to test different 
thresholds with recognition trials. To allow for testing the RMS levels the tests were 
undertaken by endpointing using only the RMS threshold. Thus a direct link between 
threshold level and speech amplitude could be found. A large RMS value would re-
move all silence and possibly some of the word. A low RMS threshold value would 
allow noise to exist at the beginnings and endings of words. RMS was the only variable 
tested (rather than both RMS and ZX) so that it would be clear that the effect being· 
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Figure 7.3. Effect of endpoint mismatch occurring due to endpointing errm. Attempted endpointing 
alignment correction can occur with a UE21 DTW operation due to variable alignment of unconstrained 
endpoint method. Alignment error, as shown at the beginning of the warping path may still occur due 
to local path weightings (refer §5.1.2.3) 
tested was that only of signal levels and not signal frequencies. RMS thresholds of 100, 
200, and 300 was used because the RMS levels for background noise Tanged between 20 
and 200 for frames of 200 samples. Accuracy results for the male and female speakers 
are given in Fig. 7.4 using the various endpointing RMS thresholds of 100, 200 and 
300 and calculated for windows of 200 samples (sampled at 10 kHz) with a noise level 
as discussed in §8.L4. For these trials both male and female speakers were tested in 
speaker-dependent mode for a range of features (as discussed in Chapter 4). Ten 
erence templates per word were used. For recognition tests a UE21 method was 
used with constant weightings (refer §5.1). The distance measure was the Euclidean 
distance measure and this was used for all features during the recognition tests. The 
accuracies plotted in Fig. 7.4 are averaged over all the features (RMS, ZX, LPC, CEP, 
ZCEP, FCEP and PLP) and represents the general trend for each feature. 
Results from these tests show that as the RMS threshold increases the recognition 
accuracies decrease, For a threshold of 100 the average accuracies of the male and 
female speakers was 51 %. Increasing the RMS thTeshold to 300, decreases the average 
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Figure 1.4. The effect of increasing RMS threshold (100,200, and 300) for endpointing on the recog-
nition accuracy. Recognition trials for five male and three female New Zealand speakers averaged over 
range offeatures including ReViS, ZX, LPC, CEP, ZCEP, FCEP, and PLP (refer Chapter 4). A UE21 
DTW method with constant weightings was used. Vocabulary consisted of the word digits ZERO 
through NINE. Ten templates were stored for each word. 
accuracies for the male and female speakers to 49%. Examination of the individual 
speakers accuracies showed that 6 out of 8 decreased, following the average trend. 
However, 2 of the 8 speakers tested had accuracy increases. The accuracy increases 
were not gender specific since they OCCUlTed for one male and one female speaker. It is 
more likely that the different accuracies are related to the individual speaker's speech 
energy and the noise level. Although the recognition accuracies between the three 
threshold levels are different, the differences are not significant (based on a paired-
t test at the 95% level). Because there is a slight trend to higher accuracies with 
lower RMS threshold values, however, it was decided to keep the endpointing RMS 
threshold values at 100 (fOT frame sizes of 200 samples). The testing discussed in 
the above paragraphs was solely to determine whether noise at the beginning and 
ending of the words would degrade the accuracy. However, endpoint detection for all 
other recognition tests discussed in this thesis used both RMS and ZX to allow the 
discrimination of unvoiced sounds. 
7.3 OPTIMIZATION OF ZX THRESHOLD 
As discussed above the determination of the optimum ZX level was achieved by sighting 
the words and examining the unvoiced sounds ZX pdf. The ZX level chosen was 
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normalised to the length of the data frame size. The ZX level chosen was generally above 
the background noise ZX value and therefore the addition of noise at the beginning and 
endings of the speech templates was solely dependent on endpointing errors due to the 
RMS level. There were, however, some noise spikes dUTing the silence (refer §8.1.3) 
which would have produced ZX rates momentarily higher than the threshold used. 
These aberrations, however, were generally removed when the sentences were edited to 
words. A value of 35 for the ZX threshold value was chosen for a 200 sample frame 
size. 
7.4 METHODS OF PRE-PROCESSING AND FEATURE 
EXTRACTION 
This section outlines the methods used for the extraction of features tested in Chapter 
8. The algorithm used to facilitate feature selection for the experimental recognition 
scheme, discussed in Chapter 8, was made as general as possible so that any feature to 
be tested could be chosen with a range of pre-processing techniques. 
Pre-processing techniques are defined in this thesis as any technique that can be 
varied for all features and chosen prior to the feature extraction. The pre-processing 
techniques include choice of frame size, length of frame overlap, pre-emphasis and type 
of windowing. 
To perform feature extraction the speech is first digitised (refer §8.1.3) and end-
pointed (refer §7.1). The speech can then be blocked into lengths of various frame 
sizes. Pre-processing variables such as frame overlap, pre-emphasis and the type of 
windowing can then be chosen. Features are then extracted and saved in feature files 
to be used in recognition experiments. 
7.4.1 The Features Extracted 
The features tested and discussed generaJly in Chapter 4, were root-mean-squared in-
tensity (RMS), zero-crossings (ZX), lineal' prediction coding (LPC), perceptual lin-
eal' predictors (PLP), cepstral coefficients (CEP), and transitional cepstral coefficients 
(ZCEP, FCEP). The following specifies the methods used for the extraction of these 
features for the recognition experiments discussed in Chapter 8. 
RMS (intensity) was calculated as discussed in §4.1. 
Zero-crossings were caleulated as a count of the number of times the waveform 
crossed the zero axis in a frame length. No thresholding or offsets were added to 
remove effects of noise on the zero-crossing count. 
LPC coefficients were calculated using the autocorrelation method. The Durbin-
Levinson method of recursion was used to calculate ten coefficients from eleven auto-
correlation coefficients (Rabiner and Schafer, 1978). 
Ten cepstral coefficients were calculated from the ten LPCs using the recursive 
fOl'mula discussed in §4.4. 
Transitional data was calculated from the cepstral coefficients. Both the zeroth and 
first order transitional coefficients were calculated as outlined in §4.5. The number 
of frames over which the transitional data is calculated (the frame-width) and the 
transitional cepstral window weighting used during calculations were investigated (these 
were discussed in §4.5. Testing using a UE21 DTW method, with constant weightings 
(refer 5.1.2.4) and employing one male and one female speaker on the digit vocabulary, 
was undertaken to select the optimum number requiTed for the frame-width (where a 
frame of data is 200 samples) and the optimum window weighting. Results of these 
tests are given in Table 7.1. Examining the results of Table 7.1 showed that average 
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accuracies improved as the frame-width increased up to a maximum of 5 frames wide 
and dropped beyond this frame-width. At a frame-width of 5 the accuracies for first 
and zeroth order transjtional cepstral (linear window) were 88% and 96% respectively. 
Because highest average accuracies were obtained for a frame-width of five frames 
along with a linear weighting, the transitional data features were calculated with these 
variables set as such. 
Number Window First order Zeroth order Mean 
of weighting transitional coeff transitional weff accuracy 
Frames accuracy(% ) accuracy(%) 
((frame-width) 
3 none 87 90 88.5 
linear 79 91 85.0 
square 77 
5 none 86 94 90.0 
lineal' 88 96 92.0 
square 80 
7 none 85 94 89.5 
linear 88 95 91.5 
square 91 91 91 
9 none 87 92 89.5 
linear 88 95 91.5 
square 91 90 90.5 
Table 7.1. An examination of various parameters used when calculating transitional cepstral features. 
Recognition results are given for different frame-widths and different windows. Recognition is for one 
male and one female speaker, the digit vocabulary. Ten reference templates of each word are 
stored and a UE21 DTW method of comparison is used with ten test words for each digit for each 
speaker. 
The calculation of PLPs follows exactly that of Hermansky(1990) as outlined in 
§4.6. 
7.5 TRAINING OF REFERENCE TEMPLATES 
The training algorithm used in the recogniser is important because it affects the selec-
tion of reference templates stored. It is important to have a 'good' selection of reference 
templates which represent the variation in the speaker's characteristics across the words 
spoken. Correctly representing the spread of a speaker's utterances is important to ac-
curately characterise the variations of that speaker's voicing of the utterances. In this 
section two methods of training the recogniser with reference templates are discussed. 
These methods are evaluated in series of recognition tests and results are discussed in 
Chapter 8. 
The first training method represents the speaker's voice by storing many represen-
tations of a speaker voicing the required word. This method assumes that the speaker's 
voice can be characterised by a predetermined number of templates and each spoken 
template is stored for reference. Usually the number of representations stored is 
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tween 1 and 10. This method, known as the casual training method (Rabiner and 
Schmidt, 1980), is simple to implement and therefore commonly used (Itakura, 1974; 
Rosenberg and Itakura, 1976). 
The second method, known as the statistical clustering method (Rabiner and Schmidt, 1980), 
is somewhat more complicated. As with the casual training method this method also 
assumes that a speaker's voice can be properly represented by obtaining enough repre-
sentations of a speaker voicing the required word. Usually between 10 and 100 repre-
sentations are recorded. This method differs from the casual training method in that a 
reduction in the number of templates is achieved by clustering these representations. A 
'good' clustering procedure for a word recognition scheme performs a reduction in the 
number of templates modelling a word without affecting the recognition accuracy for a 
word. Template reduction, via clustering, is usually achieved by obtaining an average 
of the features of the time-aligned patterns within each cluster. The average template 
then represents the clustered templates. 
In the experiments reported clustering is performed by averaging the data 
which are most similar. Data similarity is calculated using a distance score, discussed 
in Chapter 6. The clustering method in this thesis follows an agglomerative method 
(Everitt, 1980) as explained the steps below but with distances (or similarity) scores 
calculated using a DTW. Word averages for clustered data are produced by performing 
averaging of feature sets along the calculated warping path. The statistical clustering 
method algorithm used in this thesis can be expanded as; 
1 Set parameters for the clustering procedure. The parameters are the required 
number of clusters, the type of features and the distance measure; 
2 Read all reference templates of a particular word to be clustered, word1 , word2 .. wordN, 
where N is the number of original template representations and is usually between 
10 to 100 templates; 
3 Calculate distances between every pair of words using the UE21 DTW algorithm. 
Distances must be calculated between all word combinations because the DTW 
algorithm is asymmetric (refeT 5.1.2.2). The asymmetry means that the distance 
D12 between wordl and word2 is not the same as the distance D 21, the distance 
between word2 and word1 • The distances for the same words pairs, D12 and D21 
are averaged so that an average distance is found for each word pair. "\iVhen length 
variations between templates exceed global constraint variations (refer §5.1.2.5) 
global distances between words cannot be computed. Thus, it is sometimes not 
possible to form the number of clustered templates specified, if this is the case 
the algorithm is stopped (see step 7); 
4 Find the word pair with the smallest distance; 
5 Average the feature sets of the two templates with the minimum word pair 
distance. Features are aligned for averaging by tracing back along the warping 
path calculated during DTW calculations in Step 3. Remove the two words, now 
averaged, fTom the word set, replace by averaged word Tepresentation; 
6 Reset algorithm parameters setting total number of templates N +-- N - 1; 
7 Repeat Steps 3 to 6 until number of templates N is equal to number of clusters 
required, or until a minimum word pair distances cannot be found due to global 
constraints. 
Both the casual training method and the statistical clustering method are inves-
tigated in Chapter 8. For the casual training method accuracies with 10, 6 and 2 
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templates are investigated. The templates were chosen at random from the 20 original 
templates however the reference and test templates were changed for each new test, 
this method, known as the Jackknife method, is furthel' discussed in §8.1.5. For the 
statistical clustering method 6 and 2 templates are formed, where possible, from 10 
original templates. 
7.6 THE DYNAMIC TIME WARPING (DTW) ALGORITHM 
The following sections discuss those variables in the DTW algorithm which are, of 
necessity, set prior to recognition. These include the local constraints, the global con-
straints and the search techniques. These variables are also discussed, more generally, 
in §5.1.2.2, §5.1.4, §5.1.2.4 and §5.1.6. 
7.6.1 Global constraints 
To test whether the global constraints of the DTW algorithm, as discussed in §5.1.2.2, 
have any significant effect on the accuracy, and so to choose the best constraints to use, 
three types of global constraints were tested; the constrained endpoint 2-to-1 method 
(CE21), the unconstrained endpoint 2-to-1method (UE21) and the unconstrained end-
point band method (UEB). These three methods were previewed in §5.1.4. 
A preliminary recognition test based on the speech of one NZ male and one NZ 
female speaker (in speaker dependent mode) was carried out to gain insight into the 
relative accuracies of the three DTW methods. The I'ecognition tests undertaken used 
the extracted features of linear prediction coefficients (LPC), cepstral coefficients (CEP) 
and zeroth order transitional cepstrals (ZGEP), as discussed in §4.3, §4.4 and §4.5 
respectively. A vocabulary consisting of 12 repetitions of the words ZERO through 
NINE was used with two utteTances of each word yielding refeTence templates. A 
Euclidean distance was chosen to measure the distance between reference and test 
templates. The results of testing the three DTW methods in this way are depicted in 
Fig. 7 .. 5. The results shown for the UEB method in Fig. 7.5 used a13 frame width band, 
but as shown in Fig. 7.6, accuracy for this method varies considerably with band width. 
A 13 frame width band generally gives the highest accuracies; band widths above this 
level were not tested because the DTW method became too slow (refer Fig. 7.7). The 
results of Fig. 7.5 show that the UE21 method gives significantly higher accuracies than 
the CE21 method (significant at the 95% level using a paired-t test). It is also noted 
from Fig. 7.5 that the UEB method is a significant improvement ove!' the UE21 method 
(at the 95% level using a pai!'ed-t test). From an examination of the individual features 
it is found that this accuracy improvement seems to he predominantly for LPCs rathe!' 
than the other features tested. 
Although the UEB method gave higher recognition rates than both the CE21 and 
the UE21 methods it was not used for the isolated word Tecognition tests reported in 
Chapter 8. The reason for this is that the hand DTW method was not considered 
until afteT the UE21 and CE21 methods had aheady been operating and extensively 
tested. However from these l'esults it appears that the band DTW method would give 
higher word recognition accuracies. The band DTW method was considered only for 
the continuous recognition scheme discussed in Chapter 9. 
7.6.2 Local Constraints 
Weightings on the local path movements (local path constraints), as discussed in 
§5.1.2.4, were tested to determine whether they had a significant effect on recogni-
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Figure 7.5. Accuracies for recognition test with three different types of DTW schemes. Recognition 
tests on both male and female speakers, speaker dependent for the 10 word vocabulary ZERO to NINE. 
The tests used two reference utterances per word selected using the casual training method. The recog-
nition was undertaken using a Euclidean distance for the three features; linear prediction coefficients 
(LPC), cepstral coefficients (CEP), and zeroth order transitional cepstral coefficients (ZCEP). 
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Figure 7.6. Accuracy of the UEB DTW method with respect to the width of the band constraint, 
which was set to be either 3,5,7,9,11 or 13 frames wide. Recognition tests were undertaken with one 
male and one female speaker on the ten word vocabulary ZERO to NINE. A Euclidean distance measure 
was used. The features tested were linear prediction coefficients (LPC), cepstral coefficients (CEP) and 
zeroth order transitional cepstral coefficients (ZCEP). Two utterances were used as reference selected 
using the casual training method. 
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Figure 7.7. The time required for recognition with respect to the band width of a UEB method of 
DTW. Times are calculated for a 10 vector feature (cepstral coefficients) using Euclidean distance. 
Although the relative timing here is important absolute figures are given also. The fignres are for 
calculation with a TMS320C30 non-optimally programmed ill C-Ianguage. 
Figure 7.8. Two sets of local weights are used on the warping path of the UE21 DTW method. 
Th.e path weightings affect the movement of the warping path; weightings (a) weight all paths equally, 
this weighting allows for equal movements in all allowable directions (constant constraints); weightings 
(b) weight patlls unequally and thereby reduce path movements along the longer paths (non-constant 
constraints). 
tion accuracy. Two different sets of local weightings on the local distance constraints 
were tested for the UE21 method. The two local weights are shown in Fig. 7.8. 
For the first test, equal weightings were given to all paths (shown in Fig. 7 .8( a)) and 
is here referred to as constant weighting. For the second test, weighting proportional 
to the sum of the warping path movement in the x and y directions was used (showu 
in Fig. 7.8(b)) and is here referred to as non-constant weighting (refer §5.1.2.4). The 
weightings affect the movement of the warping path so that if greater weightings are 
placed on the longer path movements these movements are less favoured. Preliminary 
tests were undertaken for one male and one female speaker only. Twenty representations 
of each of the ten words in the vocabulary ZERO through NINE were used with ten 
representations per word forming reference templates. The features tested were RMS, 
ZX, LPC, CEP and ZCEP (refer Chapter 4). The results for each weighting type and 
for each feature tested are given in Table 7.2. Accuracy improvement fTOm the constant 
weighting type to the non-constant weightings type was significant (greater than 95% 
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level based on a paired-t test). 
Constant Non-Constant 
Feature Distance Gender Wei ght ings Weightings. 
Ac curacies % 
RMS Euclid male 48.0 55.9 
female 42.8 53.5 
ZX Euclid male 63.5 68.5 
female 43.0 60.8 
LPC Euclid male 59.1 83.3 
female 74.6 89.3 
CEP Euclid male 73.8 88.1 
female 88.7 93.3 
ZGEP Euclid male 84.0 88.2 
female 86.3 94.3 
Average Euclid 66.4 77.5 
Table 7.2. Accuracies fOT UE21 DTW method with two types of local weightings. Recognition 
accuracies fOT a male and a female speaker, speaker dependent, vocabulary consisted of the ten words 
ZERO through NINE with ten utterance per word used as reference and sdected using the casual 
training method. 
Another set of weightings was tested for the UEB method. The weightings were 
such as to weight the warping path more heavily when it deviated from a linear path. 
It was found that if the weightings were made too heavy the path did not deviate from 
the linear model. If they were made too light the path would deviate too greatly. In 
eithel' case the recognition accuracy was less than for other DTW methods. After a 
number of weightings were tested the weighting for the band method was finally set to 
WeightingUEB = 1 + ABB [m - (~) n] (7.1) 
where m is the movement in frames of the warping path along the m-axis direction, 
with M being the length of the reference word and n is the movement in frames of 
the warping path along the n-axis direction, with N being the length of the test word 
(refer §5.1). 
7.6,3 Summary 
In the tests reported in §7.6 the UE21 method gave significantly higher accuracies 
than the CE21 method, hence the formeT was chosen for the isolated word recognition 
algorithm. From results reported §7.4.2 the non-constant weightings were considered 
optimum for the isolated word recognition algorithm although tests with non-constant 
and constant weightings were undertaken. For the continuous recognition scheme, 
reported in Chapter 9, a UEB method was chosen with weighting applied as discussed 
in §7.4.2. 
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7.7 SEARCH TECHNIQUES 
To speed up the operation of a DTW procedure many search techniques have been pro-
posed. It has been claimed that incorporating search techniques into DTW procedures 
can halve the calculation time without reducing the accuracy (Bisiani and Waibel, 1982; 
Rabiner and Levinson, 1981). 
A range of methods were first discussed in §5.1.6. Three of these methods, the 
branch-and-bound, the beam-search and the threshold, appeared highly successful with-
out requiring much alteration to the DTW algorithm. However due to their individual 
limitations, as discussed in the following sections, a hybrid scheme is developed that 
incorpOTates the best points of these algorithms. This hybrid scheme is discussed in 
§7.7.3 
7.7.1 Branch-and-Bound (BB) and Beam-search (BEAM) techniques 
The branch-and-bound (BB) and beam-search (BEAM) techniques, first discussed in 
§5.1.6, are useful for their ability to speed up the DTW operation. These methods were 
originally proposed by Bisiani and Waibel(1982). Both these methods yield consider-
able computational savings (> 60%) with no reduction in accuracy. Computational 
savings occur because these schemes terminate DTW operations for a particular tem-
plate when the accumulated distance, calculated along the warping path, exceeds a 
threshold bound. No accuracy is lost with these methods, however, because the thresh-
old is constantly updated during the recognition process. The threshold can be updated 
as warping proceeds because all the reference templates are warped in parallel. Thus 
during recognition, the current threshold is set based on a multiple of the minimum 
warping distance of any of the simultaneously warped words. At the end of compu-
tation, after all the warping paths which produce distance larger than the threshold 
have been terminated, the warping path with the minimum distance is always obtained. 
Bisiani and Waibel(1982) call the warping of aU the reference templates in parallel a 
breadth-first DTW method (rather than a depth-first DTW method, which is the usual 
case). 
The branch-and-bound and the beam-search techniques have the advantage of not 
requiring any alterations to the DTW algorithm. However, they do require a large 
management overhead because all the warping paths must be monitored for path ter-
mination and stored simultaneously. This requiTes a large memory space to store mul-
tiple sets of data. Since real-time systems typically have limited memory, these search 
methods are not useful fOT real-time applications. 
7.7.2 Threshold Method 
Rabiner and Levinson(1981) discuss another method of reducing the computation of a 
DTW algorithm. Their method uses a rejection threshold which sets an upper bound 
to the calculated accumulated distance of the DTW algorithm (refer §5.1.3). Accumu-
lated distance calculations that are larger than this rejection threshold cause the DTW 
algorithm to terminate calculations for that reference word and to begin on another 
reference word for the test. The rejection threshold is set prior to DTW calculations 
and its magnitude is set relative to the frame number of the calculation by setting a 
rejection threshold minimum (Tmin) and a rejection threshold slope (Tslope ), viz 
Rejection Threshold = Tmin + (Frame number)Tslope • (7.2) 
The variation of this threshold with frame number is illustrated in Fig. 7.9. 
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Figure 7.9. illustration ofthreshold technique proposed by Rabiner and Levinson(1981). The rejection 
threshold cuts off warping paths wIlen distances calculated for these paths exceed threshold limits. The 
threshold value is dependent on T min, where the line crosses the distance axis, and the slope of 
the line. 
Because the rejection threshold function parameters (Tmin and Ts!ope) must be set 
prior to calculation of the distances, the range of the distances must also be known 
prior to DTW calculations. This will not be a problem for a, practical system where the 
statistics of the system are well known. However, if the system, or the surrounding noise 
environment changes, the distances calculated may change radically. As shown in §6.2, 
for cepstral coefficients, an increase in noise levels can drastically reduce the norm and 
variance of the norm, affecting the distance values calculated. To allow for such changes, 
and to ensure that a final recognition decision is made, a distance threshold must be set 
so that at least one DTW distance is smaller than the rejection threshold. By increasing 
or decreasing the threshold to allow for any changes, as discussed above, problems 
with this method can occur. These problems can be caused by either increasing the 
threshold which allows larger numbers of computations defeating the purpose of using 
the rejection threshold, or decreasing the threshold and hence allowing only a few 
templates to fall below the threshold and to increase the number of times no word is 
Tecognised. 
Another problem with the Rabiner and Levinson(1981) method occurs if feature 
types are changed, such as might occur with a test system. In this case thresholds 
must be recomputed and reset while other methods, such as the breadth first tech-
niques, automatically adapt. The advantages of the technique, however, is that it 
does not require parallel, breadth-first, reference recognition, thus facilitating Teal-time 
application with limited memory. 
7,7,3 Hybrid Method 
A search technique which is composed of the best points of both the methods described 
above is reported in this section. A depth-first DTW procedure is used which uses a 
continually updated rejection threshold for DTW termination. This rejection threshold 
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is updated based on previous recognition calculations (and based on the accumulated 
DTW distance measure, refer §5.1.3) rather than set to an absolute value prior to 
recognition. Because the threshold is based on the accumulated distance measure the 
thl'eshold is known as the accumulated rejection threshold. 
At the start of DTW calculations the accumulated rejection threshold is set to 00. 
The first accumulated DTW distance is calculated with a reference template. Note 
that the accumulated distance is normalised with respect to the length of the warping 
path and hence is equivalent to the average local distance along the warping path. 
The accumulated distance thl'eshold is found by scaling the accumulated distance to 
a multiple of its leveL Subsequent local distance calculations, which are normalised 
during calculation and so are equivalent to the averaged distances calculated along 
the warping path, are compared to this accumulated distance threshold. ]f a local 
distance calculation is larger than the accumulated distance threshold calculations are 
terminated. ]f the local distance values are less than, or equal to the accumulated 
distance threshold DTW continues until an accumulated DTW distance is calculated 
and becomes the minimum accumulated distance. At the end of a DTW calculation that 
has not been terminated the accumulated rejection threshold is updated to become a 
multiple of this minimum accumulated distance. Hence the threshold continually shifts 
to a multiple of the minimum accumulated distance calculated during the recognition 
procedure. 
By terminating recognition with respect to a multiple of the minimum accumulated 
distance, time for recognition calculations is reduced by up to 50%, while recognition 
accuracy is not affected. Different multiples of the minimum accumulated distance 
(which is equivalent to the accumulated rejection threshold) were tested. Values tested 
caused termination when the accumulated rejection threshold was 200%, 160%, 120% 
and 100% of the minimum accumulated distance. Table 7.3 shows the calculation 
time versus the accuracy for these different levels. Recognition times are given for a 
feature vector of ten dimensions (in this case ten cepstral coefficients) and averaged over 
experiments using 2, 6 and 10 reference templates. Word lengths were, on average, 35 
frames long and each frame, containing the set of ten coefficients, is derived from 200 
samples and sampled at 10kHz. A Euclidean distance measure was used. 
Minimum Accumulated Distance Accuracy(%) Average time( s ) 
multiple 
00 84.6 1.027 
2 84.6 0.754 
1.6 84.6 0.520 
1.2 80.17 0.381 
1.0 76.3 0.343 
Table 7.3. Accuracies versus speed of DTW calculation with respect to accumulated rejection thresh-
old value. The accumulated rejection threshold value is set as a multiple of the minimum accumulated 
distance. 
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7.8 SUMMARY 
The tests discussed in this chapter have been formulated to reduce the variability in 
choice of many of the requirements of the recognition system. Variables that have been 
discussed in this chapter and that will be set to constants (for the tests discussed in 
Chapter 8) include the RMS level for endpointing, the methods used to extract the 
features that are tested, the search technique to speed up recognition, and the DTW 
constraints. Selections which are reduced have included the recognition training meth-
ods (clustering or random selection), and the DTW method (CE21, DE21, or DEB). 
The selection of these variables were based on the general use of these features and 
methods in the literature, the ability for recognition (calculated as the averaged accu-
racy over the features and speakers to be tested), and also the capability of the system 
operating in real-time. Having established methods of endpointing, pre-processing, 
acoustic feature extraction and dynamic time warping algorithm, these methods are 
incorporated into the structure of a flexible isolated-word recognition system as shown 
in Fig. 7.1. The recognition scheme is used to compare, in Chapter 8, the abilities of 
acoustic features, pre-processing techniques and distance measures for the recognition 
of isolated words. 
Chapter 8 
ASSESSMENT OF RECOGNITION FEATURES AND 
PROCESSING EFFECTS 
131 
In this chapter a number of pre-processing variables and recognition features (refer §7.4 
and Chapter 4) that are useful for word recognition algorithms are assessed. The factors 
examined in this chapter can severely affect the outcome of a recognition system. The 
particular factors assessed are pre-processing variables, feature types, speaker variation, 
and distance measures. Other factors that also affect recognition systems, such as 
vocabulary, noise and database parameters (sampling, recording effects, etc) are kept 
constant for all tests. 
During the testing of the recognition systems it has been found that it is important 
to consider a wide range of factors when comparing results from different recognition 
schemes. Lea(1982) identified over 80 factors, including task factors (type of hardware 
involved), human factors (speaker-dependent factors), language factors (how words are 
spoken and the type of language used), channel and environmental factors (noise, dis-
tortion and effects on the speaker), algorithmic factors (the exact form ofthe algorithm 
implemented), performance factors and response factors (how the algorithms respond 
to errors). These factors affect many parameters by changing the time and frequency 
structure of the speech. If the relative accuracies of different recognition devices are to 
be compared, all of these factors must be known for each device. To be able to make 
an informed decision on the merits of a recognition device it is essential to know the 
relative effects any changes in these factors have on recognition accuracy. The effect 
of changing factors such as the vocabulary, the prosodic nature of the voice, and the 
recognition system, is little understood and difficult to quantify. In such cases it is 
difficult to predict a device's recognition accuracy. 
It is, however, possible to determine the relative affect of particular variables on a 
recogniser's accuracy. To do this each variable must be carefully tested while controlling 
all other areas of possible variation within the recognition system (providing that the 
variables are independent). Recognition accuracies can then be carefully noted along 
with all system parameters thus obtaining the effect on recognition accuracy of altering 
that particular variable. 
8.1 STANDARD RECOGNITION FACTORS 
In order to carry out objective tests of each recognition factor the recognition algorithm 
and testing conditions are standardised. The following sections discuss those factors 
which are held constant during testing. 
8.1.1 Vocabulary 
A standard vocabulary of the words ZERO to NINE is used for all tests. This vocab-
u1ary is chosen because an American speaker database, containing these same words, 
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is available and hence comparative studies with New Zealand speakers can be per-
formed allowing the comparison of recognition performance for speakers with different 
accents. Another reason why digits are often chosen is because the recognition of digits 
lends itself to useful and interesting applications of speech recognition (Rabiner and 
Sambur, 1976). Digit recognition allows applications such as telephony, voice input to 
machine, banking by voice, and inventory and stock record keeping by machine. 
The digit vocabulary is one of the more difficult to recognize (Rabiner et al., 1986) 
since it consists of single syllables and highly confusable words. Rabiner(1986) equates 
the difficulty of recognizing the digit vocabulary, based on recognition accuracies, with 
a 54 WOI'd computer term vocabulary and a 96 word American states vocabulary (a 
vocabulary of the name of each state in America). Although there are only ten words 
in the digit vocabulary it has a good mix of voiced and unvoiced sounds, containing 
vowels, stops, plosives, unvoiced fricatives and voiced fricatives. 
This same vocabulary has been used many times since its first use in the early 
1950s by Davis et al(1952). It has been used as a bench mark vocabulary for recogni-
tion of isolated words, (Denes and Mathews, 1960; Olson and Belar, 1960; Teacher et 
al., 1967; Gilli and Meo, 1967/68; Purton, 1968; Ewing and Taylor, 1969; Scan, 1970; 
Von Kellar , 1971; Warren, 1971; Ichikawa et al., 1973; Sambur and Rabiner, 1975), and 
connected utterances, (Sambur and Rabiner, 1976; Rabiner and Sambur, 1976; Rabiner 
and Schmidt, 1980; Rabiner et at, 1984b; Rabiner et al., 1989). It has also been used 
in other languages (Lau and Chan, 1985), and combined in other word sets such as the 
alphabet (White and Neely, 1976; Myers et al., 1980; Das, 1982) and airline words (Ra-
biner et al., 1984b). By using the same vocabulary, researchers have compared systems 
and stated relative abilities. This comparison is, however, only accurate in as much as 
all the other recognition factors between the systems are kept constant. 
8.1.2 The Word Matching Algorithm 
Recall from §5.1 and in §7.6 that a dynamic time warping algorithm is chosen as the 
recognition method. This method is chosen for a several reasons. Firstly, training is 
easier than for other approaches, such as hidden Markov models and neural nets. This 
is because, fOT these other recognition methods, recognition accuracy can be reduced if 
large numbers of reference templates are not used to produce appropriate word models. 
In the case of hidden Markov models up to 1000 reference word examples are required 
the training process (Rabiner and Levinson, 1981). For the dynamic warping method 
as few as 10 templates for each desired word need only be saved and the recognition 
system run. Secondly, because dynamic programming systems have used for many 
years their recognition ability is well known. Thirdly, for the dynamic time warping 
method (as well as other methods such as HMM), we suppose that the accuracy of 
the features tested is not compromised by the recognition scheme. This is important if 
factors are to be compared and assertions made on the relative abilities of these factors. 
If this assumption is not valid, that is, if it is assumed that each feature interacts with 
the recognition algorithm, then the relative abilities of the features cannot be made. 
8.1.3 The Database 
Two databases are employed for the recognition experiments described in this chapter. 
The first consists of ten New Zealand speakers, (6 male and 4 female), each speaking 
the digits, ZERO through NINE, up to 20 times. The second is of 20 American speakers 
(11 males, 9 females) each speaking the digits, ZERO through NINE, twice. 
The New Zealand speakers were recorded in the Electrical Engineering laboratories 
of the University of Canterbury. The speaker used for these experiments are those also 
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used by Elder,1991 , and they are referred to individually by a two letter abbreviation 
of their name (eg AM, AE, CW, etc). Two sets of recordings were made. In the 
first recording flve of the ten speakers were recorded and in the second recording, 
one year later, the final five speakers were recorded. The speakers uttered the words 
ZERO through NINE in sequence once every morning and again in the afternoon. The 
participants were asked to speak the words as naturally as possible pausing slightly 
between words. All recordings were carried out in the same room to keep background 
room conditions such as noise, echo, and reverberation constant from recording to 
recording. The words were recorded using a handheld microphone which was held 
by the participants at a comfortable distance from the mouth. This distance was 
not monitored and is one variable which may introduce recognition errors (Kahn and 
Gnanadesikan, 1986; Baker and Pinto, 1986). A different microphone were used for 
the second set of recordings than that used for the first set due to the time span 
between recordings. Both microphones had similar performances. The first was an 
AIWA CM-53 microphone which has a flat frequency response from 50 to 13000 Hz. 
The second microphone was an Audio-Technica AT818II which has a flat frequency 
response from 50 to 15000 Hz. The sentences were recorded by an AIWA F990 cassette 
recorder on to a low-noise tape employing Dolby C noise reduction. The transfer 
function of the tape was determined to be flat between 20 and 18000 Hz and the 
phase linear (to within 10°) between 100 and 5000 Hz (Thorpe, 1990). The words 
were digitised using an SXI0 digital audio board manufactmed by Antex Electronics 
(Antex Electronics Corporation, 1990) and the digitised utterances stored on an IBM-
PC hard disk. The speech was later interactively inspected by examining plots and 
listening to audio output for any irregularities. The speech was digitised at 10kHz 
after being filtered by a 4.4kHz seven pole elliptical low pass anti-aliasing filter. The 
magnitude and phase response of the elliptical filter are shown in Fig. 8.1. 
The words were spoken as connected word sentences and were later manually seg-
mented into individual words. Endpoints of the segments were chosen to leave at least 
ISms of silence at the beginning and end of each word, where possible. The individual 
words were stored back on IBM-PC hard disk for subsequent use. 
Speaking intensity often changed during an utterance, both increasing and decreas-
ing the utterance iutensity. This is illustrated in Fig. 8.2. Some utterances contained 
noise spikes from microphone knocks during recording. Also, breath noises were often 
made by speakers during (usually in the middle) and at the end of speaking. Sometimes 
words were run together, particularly the words FTVE-SIX-SEVEN. Examples of these 
recording aberrations are shown in Fig. 8.3. All of these speech segments were l1sed in 
the recognition testing because it was considered important to have naturally varying 
speech sounds obtained from normal speaking conditions. 
The other database used in the experiments is an American speaker database, pur-
chased from the National Institute of Standards and Technology (NIST). This data 
was digitised at 20kHz with a 10kHz anti-aJiasing filter. It was assumed, because of 
the 10kHz cutoff of the aliasing filter, that the aliasing filter had flat frequency and 
linear phase responses between 50 and 4500 Hz, the frequency range of interest in this 
study. The utterances of the database were copied from CD-ROM to IBM-PC hard 
disk. In order to compare results using the American speakers' data with results using 
the New Zealand speakers' data, the USA data was decimated to reduce the sampling 
rate to 10kHz and then filtered with a software simulation of the anti-aliasing filter used 
on the New Zealand data. To simulate the anti-aliasing filter I choose to use either a 
software simulated 8 pole elliptical filter approximating both the magnitude and phase 
of the filter used when sampling the NZ speakers speech (an 8 pole simulated filter was 
needed to accurately model the 7 pole elliptical filter within 1 % ripple variation in the 
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Figure 8.1. Magnitude (a) and phase response (b) in the frequency domain of the 7 pole elliptical 
filter used as an anti-aliasing filter before digitising the data. 
passband), or an eight point FIR filter approximating only the magnitude of the filter 
used when sampling the NZ speakers speech. T'he advantage of the FIR filter was that 
it is simpler than the elliptical filter and, because only 8 taps were required to simulate 
the magnitude response within 1 % ripple variation, it took less time to operate. 
To compare results between the NZ and USA databases it was important to ascer-
tain whether differences in recognition accuracy occurred due to differing filter types. 
Thus preliminary recognition tests were undertaken to find if it was necessary to simu-
late both filter magnitude and phase responses for the American data to give the same 
filter response as that used for the sampling of the New Zealand data. Recognition 
tests were performed on the American data using low-pass FIR and elliptical filters. 
Both of these filters had the magnitude response, depicted in Fig. 8.1(a), but different 
phase responses, the FIR filter having linear phase and the elliptical filter having the 
non-linear phase response pictured in Fig. 8.1(b). Recognition tests were undertaken 
to find any differences in recognition accuracy due to phase effects of the filter devices. 
For the recognition tests two reference templates per word were stored and two tests 
per word were performed. The tests were jackknifed (Mosteller, 1971), rotating the 
test and reference words, so that each test word was used as a reference word and each 
reference word was used as a test word. This rotation method allowed a total of four 
unique tests before the combinations were repeated. The jackknife procedure and how 
it was implemented in this thesis is more fully discussed in §8.1.5.1. 
Linear prediction coefficients (LPC), cepstral coefficients (CEP), and root-mean-
squared (RMS) features (refer Chapter 4) were tested. Error rates between the two 
types of filtered data were only slightly different, although the particular word in error 
was often different. One such test produced identical error rates but 50% of the errors 
between the two systems were with different words. It was obvious from these tests that 
the phase response of the filter does affect the accuracy of the recogniser using these 
feature types. Although it may seem obvious that the phase distortion of the filter will 
affect the magnitude of the speech and hence change its RMS it was not known why 
it should affect the frequency information of the speech which is represented by the 
LPC and CEP features. Because these features were affected it was therefore decided 
to continue applying the elliptical filter to the data of the American database hence 
simulating the magnitude and phase of the filter used for the New Zealand database. 
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Figure 8.2. An example of the loudness variations that occur during a sentence recording: (a) the 
speech waveform of a speaker showing increased utterance intensity (JKl), (b) the speech waveform 
of a speaker showing decreased utterance intensity (CP15). 
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Figure 8.3. Example of some of the recording aberrations. (a) Noise spikes, usually from microphone 
knocks(CPI5). (b) Breath noises introduced between and at the ends of utterances (CPI5). (c) Lack 
of pausing between utterances (AWl). 
8.1.4 Noise Level of the Database 
An average noise level for the New Zealand data was calculated fTOm the recorded 
sentences. The mean signal to noise level was found to be 29dB with a 14dB variance. 
Large variance occurred because some sentences weTe recorded with very little noise 
while other sentences had audible background noise. The signal to noise ratio was 
calculated as 
S 
N 
(8.1) 
where Vs+n is the variance of the signal taken during the voiced periods of the data and 
Vn is the variance of the signal taken during the silence periods. The voiced and silence 
parts of the speech were found by examining the speech and separating the Tegions 
from the rest of the speech by hand. 
The American data was recorded in an acoustically treated sound room (Tracous-
tics, Inc., Model RE-244B acoustic enclosure) with the microphone placed 2-4 inches 
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Figure 8.4. Block diagram of real-time recognition algorithm used to test varying parameters. 
in front ofthe speaker's mouth. The microphone was an Electro-Voice RE-16 Dynamic 
Cardioid. No other data was available for this data base such as filter type, filter phase 
and magnitude response, noise level, recording times and frequency of recording per 
person. 
8.1.5 Testing conditions 
A block diagram of the real-time system used to test various recognition parameters 
and features is shown in Fig. 8.4. Details of the system tested in this chapter, such as 
the endpointing, feature extraction methods, types of DTW, methods of training, and 
distance measures are described in Chapters 5,6, and 7. 
A paired-t test is used to test statistical significance for the results quoted. Signif-
icance was set at a confidence level of 95% The tests were carried out on each of the 
New Zealand speakers using a speaker-dependent system. Recognition accuracies are 
given for ten reference templates per test word unless otherwise stated. For all of the 
following recognition experiments a UE21 DTW (refer §5.1 and §7.6) method was used 
either with constant weightings or non-constant weightings on local constraints (refer 
§5.1.2.4). 
8.1.5.1 The implementation of the Jackknife procedure 
The jackknife procedure (Mosteller, 1971) allows multiple trials to be run on the same 
dataset. The jackknife procedure exchanges the test and reference templates so, for 
each new trial, the reference and test data sets are different. The trials are used to 
calculated the mean and standard deviation. The jackknife procedure has two purposes 
firstly, to eliminate bias ofthe order ofl/(sample size) within the biased sample statistic 
and secondly to give an honest measure of variability based upon the data especially 
for complicated problems with limited data (Mosteller, 1971). Usually statistics are 
calculated from a group of data by breaking the data into sub-groups and calculating 
the variability from one group to another. Sometimes, such as the case of recognition 
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experiments, the statistics require so many observations that it cannot be calculated 
from the sub-groups even if there are only two sub-groups, in such cases the jackknife 
method offers a way out. Although the jackknife method uses sub-groups, it gets its 
variability from differences between the statistic computed on all the data but varying 
the sub-groups with this data (this is often achieved by removing some of the data from 
the sub-group). By computing statistics with each sub-group we get a set of numbers 
that can be used as normally distributed data, leading to t-statistics. 
:F'or the recognition test performed thoughout this thesis the test and reference 
datasets of words were chosen randomly from the original dataset. Generally this was 
achieved (where all 20 templates were used) by randomly choosing 10 templates for 
the test and using the other 10 templates for the reference data. In most of the trials 
discussed the tests and reference templates were simply rotated. For example, for 
the first recognition test the reference data templates are numbered ro, rl, .. rg and the 
test templates are numbered to, tt, .. tg then for the second set of tests the reference 
template set would consist of to, ro, rl .. rS and the test templates data set would consist 
of tt, t2 .. t9, rg. Thus, for each trial, one test and one reference template are exchanged 
producing different test and reference data sets. This rotation method allowed twenty 
tests from a reference and test set of ten templates each. Thus 200 trials (20 tests for 
ten speakers) allowed 2000 recognition tests to be performed (because each speaker had 
10 test words). Generally a full rotation of 20 different trials was performed. However, 
due to the time consuming nature of this number of tests, for some recognition testing 
fewer rotations were used. Wherever the testing procedure differed the actual use of 
the jackknife is discussed in the text along with the testing procedure. 
8.2 TESTING OF RECOGNITION PARAMETERS 
The following sections give results from testing various recognition parameters. Gen-
erally, these results have been given (as graphs) as average values, either with respect 
to the speaker or feature tested. Those individual features or speaker which have not 
followed the general trend have been noted specifically in the text. The averaging of re-
sults has been done to show general trends when applying certain processing techniques 
to the speech because the absolute values of each test is also dependent on the speaker 
dependent parameters such as loudness, pitch, speaking rate, accent etc. It was hoped 
that by averaging these results these speaker dependent effects may also be averaged 
out and hence show those trends more for the parameters being tested. Where average 
plots have been given, the standard deviation of these plots have also been shown as a 
vertical bar drawn through the center of each bar graph. 
8.2.1 Pre-processing 
Recognition algorithms use pre-processing such as filtering, pre emphasis, windowing 
and window overlap as standard techniques. All these different techniques are consid-
ered under the heading 'pre-processing' to distinguish them as types of processing that 
can be varied prior to feature calculation for all features (refer Chapter 4). These pre-
processing steps are considered important to produce accurate speech representations 
(as for speech synthesis). However, the importance of each of these processes for recog-
nition along with how much these processes affect the recognition accuracy is unknown. 
A precise representation of the speech information, involving speaker-dependent traits 
as required for high quality speech synthesis, may not be important for speech recog-
nition. In fact some researchers claim higher recognition accuracies when less precise 
information is retained, (Hennansky and Junqua, 1988; Niederjohn et ai., 1987). 
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Recognition accuracies with and without pre-processing techniques were examined 
to ascertain their importance. The pre-processing techniques examined were those usu-
ally found in recognition schemes, notably pre-emphasis, type of window, overlapping 
speech frames and frame size. 
Knowledge of the influence on recognition accuracy of these techniques is important 
because it may allow a reduction of the computational overheads in practical recogni-
tion schemes. The effect of some variables such as frame size can not only affect the 
accuracy but can also affect the speed of operation, since the computations required 
for dynamic programming are proportional to the square of the number of frames of 
the speech (and the larger the frame size the fewer the number of frames required 
computation). Another variable which affects the computational requirements is the 
number of reference templates stored per word. If fewer templates are used the number 
of dynamic time warping operations can be substantially reduced. 
8.2.1.1 Frame Size 
Frame sizes of 100, 200, 300 and 400 samples were tested. The accuracies for each 
frame size, averaged over all features and pre-processing effects, is shown in 8.5. 
The accuracies with respect to the gender of the speakers are also shown. 
By examining the data of Fig. 8.5, for both the male and female speakers, using 
a paired-t test, it is found that there is a significant difference in the mean accuracies 
between frame sizes of 200 and 400 samples, with higher accuracies obtained for the 200 
sample frames. 200 sample frames also had slightly higher accuracies than 100 and 300 
sample frames, although a paired-t test did not show this to be significant. Examining 
the speakers by sex, the female speakers show no siguificant difference in accuracies 
between frames of 200 and 300 samples, but show a significant accuracy increase when 
the frame size is reduced to 100 samples. :For male speakers the accuracy for frames 
of 200 samples is significantly higher than for frames of 100, 300 and 400 samples. 
These results suggest that accuracy is related to the pitch of the voice, since highest 
accuracies occurred with the frame size approximately two to three times the speakers' 
pitch period. 
Comparing the individual speaker's accuracies directly with their voice pitch (also 
shown in Fig. 8.5) shows a relationship between the pitch period and the recognition 
accuracy with respect to frame size. Although this relationship is somewhat tentative 
because of the small data set, it appears that the higher the pitch of the speaker's 
voice (such as for speakers CW and MC) the smaller the frame size required to obtain 
optimum accuracy. Low pitched voices however tend to require larger than average 
frame sizes (DR and JK). However, this did not hold for all speakers. For example, 
speakers AE and AM have roughly the same pitch but optimum performance was 
obtained with frames of different 
Obtaiuing the speaker's pitch prior to word recognition is not an option because it is 
difficult and time consuming to calculate. For a practical system it would be l'easonable 
to simply switch between set fl'ame sizes for male 01' female speakers or choose a frame 
size which gives reasonable perfOl'lllanCe for all speakers (say at 200 samples). 
Higher accuracies for frame of around two pitch periods seem reasonable when 
a section of speech is examined. Extracting too short a section of speech can cause 
features to vary rapidly from frame to frame and hence the features do not characterise 
the sound well. This is caused by irregularities in the placement of the frame with 
respect to the pitch. Extracting too long a section of speech can cause lose of transi-
tional information causing sounds to be averaged and short sounds lost. This sort of 
information is important since it distinguishes words such as ONE and NINE. 
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Figure 8.5. Average recognition accuracies and staudard deviations (shown as a vertical line at the 
top of each bar) of the recognition accuracies calculated for each speaker with varying frame sizes. The 
average pitch of the speakers' voices is given above. Accuracies are shown for a recognition system 
using a UE21 DTW method with non-constant weightings. Tests performed OIl New Zealand speakers 
in speaker-dependent mode. Each test used 10 reference templates per word. A Euclideau distance is 
also used. 
As mentioned above, for short frames of less than a pitch period, frame position (or 
frame placement) can seriously affect the extracted feature causing it to vary widely 
even though extracted from identical speech. As the frame size increases this variation 
with respect to frame placement is reduced. Fig. 8.6 shows an example of LPC coeffi-
cients calculated with increasing frame sizes and using a Hamming window. The graph 
of the LPCs show how the coefficients stabilise as the size of the window increases. 
One, two, three, and four pitch periods of data are extracted from a section of syn-
thetic speech. The speech is synthesised from ten LPC coefficients extracted from the 
vowel sound Iii of the word HEED. The prediction errol', as defined in §4.3, is plotted 
in Fig. 8.7. Examining Fig. 8.7 shows that frame sizes of one and two pitch periods are 
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Figure 8.6. LPC coefficients extracted from synthesised speech with different window sizes fOT a 
Hamming window. (a) one pitch period, (b) two pitch periods, (c) three pitch periods, (d) four pitch 
periods. 
relatively sensitive to frame placement. Placing a short window at pos 1 (see Fig. 8.7) 
drastically affects the shape of the windowed speech wave. This affect is particularly 
apparent for windows that alter the shape of the speech by largely reducing the am-
plitude of the major peak of the speech, such as a Hamming, Hanning or Blackman 
windows. Cs calculated from this data are therefore altered significantly by small· 
perturbations the position of the window. 
With larger frame sizes, distortion of the speech wave at the beginning and ending of 
the frame is less of a problem because the window bounds more than one pitch period. 
Thus, with larger frame sizes there is a lower error for all frame placements as shown 
Fig. 8.7. However, even though the feature enol' may reduce with large frame sizes, 
the size of the frame may be too large to accurately represent transitions and short 
speech segments. If this is the case, large frame sizes may not give high recognition 
accuracies. 
8.2.1.2 Windowing 
Windowing the data with a function that smoothly reduces to (or dose to) zero, such 
as a Hamming, Hanning or Blackman window, has been known to give more accurate 
feature representation than a rectangular window (Harris, 1978; Gray et al., 1980; 
Kirkland, To be published). 
In this study it was found that the choice of window type was the most critical step 
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Figure 8.7. Prediction error versus frame size and frame placement showing how both frame size and 
frame placement can affect prediction error. Error shown with respect to window frames of length (a) 
one pitch period (b) two pitch periods (c) three pitch periods (d) four pitch periods. Frame placement 
is changed so that windows begin at one of the four positions; posl to pos4. 
in pre-processing, from the point of view of recognition accuracy. Highest accuracies 
were obtained by replacing the rectangular window with one of the smoother window 
functions. Fig. 8.8 shows the improvement in accuracy for a Hamming window over a 
rectangular window. The recognition accuracy shown for each speaker is averaged over 
all the features tested. Averaging over all the features and windowing using a Hamming 
window gave a significant improvement. For both male and female speech, a Hamming 
window gave an average improvement in recognition accuracy of approximately 20%, 
(16.4% for male speakers and 25.5% for female speakers). Fig. 8.9 shows the increase 
in accuracy, with a Hamming window, for each individual feature. There is an im-
provement in accuracy for every feature except RMS. Although not shown specifically 
in the figure the RMS accuracy decrease, when using a Hamming window, was 15% for 
male speakers and 32% for female speakers. Other points to highlight (although not 
individually plotted) is the largest percentage increase in accuracy using a Hamming 
window for male speakers occurred with LPC coefficients giving an average increase of 
56.4% (recognition accuracy improved from 29.8% to 46.6%), and for the female speak-
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Figure 8.8. Average recognition accuracies and standard deviation (shown as a vertical line at the 
top of each bar) of the recognition accuracies with Hamming windowing and rectangular windowing 
applied to the speech data. Recognition accuracies for each speaker are averaged across all features. 
Results show the Hamming window to give significantly higher accuracies than the rectangular window. 
Results are obtained using a UE21 DTW method with constant weiglttings. Tests were performed on 
New Zealand speakers in speaker-dependent mode with 10 reference templates per word. A Euclidean 
distance is used. 
ers, with LPC coefficients also, giving a 103% accuracy increase (recognition accuracy 
improved from 24.8% to 51 %). For male and female speakers, cepstral coefficient also 
had a large accuracy increase of 43.1 % and 48.8% respectively, (recognition accuracy 
improved from 43.4% to 62.1 % for the male speakers and 44.2% to 65.8% for the female 
speakers). 
The accuracies quoted above were averaged over all other pre-processing effects 
(window sizes and pre-emphasis). It was noted, however, that the accuracy improve-
ments of the window type was tempered by the length of the window shown in Fig. 8.10. 
Examining the male speakers' accuracies showed an increase from a rectangular win-
dow to a Hamming window of 17.2% at 100 samples per frame, 27.8% inCTease at 200 
samples per frame and 20.9% increase at 300 samples per frame. The greatest increase 
was for a frame size of approximately two pitch periods in length. The female speakers 
gave larger percentage accuracy increases overall, following the same trend as the male 
speech. Accuracy inn'eases for the female speech were 41 % for 100 samples per frame, 
47% for 200 samples per frame and only 11 % for 300 sample frames. These accuracy 
effects complement the effects discussed in §8.2.1.1 since the highest accuracy increases 
occurred for frame sizes of approximately two to three pitch periods. Fig. 8.11 is a 
plot of LPC prediction error (refer §4.3) versus window length for two window types, 
Hamming and rectangular, for a male speaker. From these results it is obvious that 
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Figure 8.9. Average recognition accuracy and standard deviation (shown as a vertical line at the 
top of each bar) of the recognition accuracy for each feature when using Hamming and rectangular 
windowing. Results averaged over all speakers. Results are obtained for a UE21 DTW method with 
constant weightings. Tests performed on New Zealand speakers in speaker-dependent mode with 10 
reference templates per word. A Euclidean distance is used. 
windowing with a Hamming window gives lower LPC prediction errol' for frame sizes 
of two to three pitch periods. As the frame size increases effect of window type 
becomes less important. 
Examining Fig. 8.11 shows that the Hamming window distorts the LPCs greater 
than the rectangular window for small window sizes. However it is important to note 
that the recognition accuracy when using the Hamming wiitdow is still significantly 
higher than the rectangular window's recognition accuracy at all frame sizes. 
Accuracy differences between Blackman, Hanning and Hamming window were also 
tested. Although not given here, the results showed no significant difference in recog-
nition accuracy between these window types. 
8.2.1.3 Pre-emphasis 
To accurately model the spectral properties of the vocal tract, that is without the 
effects of glottal waveform and lip radiation characteristics, then it is important to pre-
emphasise the speech before analysis (Markel and A.H. Gray, 1976). Pre-emphasis has 
the effect of boosting the lower amplitude high frequency component of the speech hence 
flattening the spectrum. This spectral flattening is more important for voiced speech, 
which has an approximate 6 dB per octave decrease with respect to frequency. Unvoiced 
sounds, which have a much flatter spectrum do not need this pre-emphasis. In fact it 
may grossly exaggerate the high frequency present if pre-emphasis is applied to unvoiced 
sounds. For this reason some researchers have proposed adaptive pre-emphasis, pre-
8.2 TESTING OF RECOGNITION PARAMETERS 
Accuracy 
(%) 
70 
60 
50 
40 
30 
100 
Female speakers -...,.-- Male speakers ~ rectangular 
~Hamming 
200 300 100 200 300 
145 
Figure 8.10. Average recognition accuracies and standard deviations (shown as a vertical line at 
the top of each bar) of the recognition accuracies calculated when using Hamming and rectangular 
windowing, for three different window sizes. Results for both male and female speakers are average 
over all the features. 
emphasis dependent on the speech characteristics (Gray, Jr. and Markel, 1974). For 
practical word recognition systems the operation of an adaptive method is far too time 
consuming. Rather it may be more practical to see for which feature pre-emphasis is 
necessary and for which feature it is not necessary. Testing of this can be done by 
considering the recognition accuracies for both pre-emphasised and non emphasised 
data. The. pre-emphasis technique is implemented as a simple one-zero filter of the 
form, 
(8.2) 
where f is frequency and T is the time between samples. The constant a is a scale 
factor determining the roll-off of the filter. For most systems the scale factor is set 
between 0.9 to 1.0, and in this case 0.95 is chosen. The operation of the filter on the 
speech is equivalent to simply differencing the sampled data, s( n), in the time domain 
so that the pre-emphasised data, sp(n) can be found by, 
sp(n) sen) - O.95[s(n 1)]. (8.3) 
Fig. 8.12 shows results for individual speakers, while 8.13 shows the recognition 
accuracies obtained for each feature with and without pre-emphasis. Examining the 
speaker's data from Fig. 8.12, male speakers showed a slightly greater improvement 
when pre-emphasis was used than female speakers with an average improvement of 
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Figure 8.11. Comparison of LPC featmes for differing frame sizes. Window placement is pitch 
synchronous and at the beginning of pitch period. 
10.4% for males and 10.2% for females. Although there is no significant difference 
between the male and female results both, male and female results, show significant 
improvement over no pre-emphasis. As shown in Fig. 8.13, pre-emphasis was much 
more important for ZX than for other features. For RMS pre-emphasis actually reduced 
performance. RMS accuracy decreased on average 5% for male speakers and 2% for 
female speakers. Several of the other features showed no significant change. On average 
the recognition accuracies for ZX improved by 49.6% for male speakers and 37.3% for 
female speakers. LPC accuracy increased only 6.8% for males and a 5.2% for female 
speakers. 
The decrease in accuracy for RMS after pre-emphasis may be dependent on the 
vocabulary chosen. Because RMS models the amplitude variation of the speech wave-
form, increasing the amplitude, by pre-emphasis, of the higher frequency regions, causes 
greater confusion. This is because the (usually) lower amplitude unvoiced parts which 
contain the high frequencies are now boosted in amplitude increasing the confusion 
between words which were distinguishable by their differences in voiced and unvoiced 
amplitudes. With a digit vocabulary of many single syllable words this effect increases 
the confusion particularly with such words as ZERO, ONE, TWO, THREE, FOUR, 
and FIVE. Fig. 8.14 shows examples of the amplitudes of these words before and after 
pre-emphasis illustrating how the similarities increase. As this :figure illustrates, sim-
ilarities between the word sets (ZERO, ONE), (TWO, THREE, FOUR) and (ONE, 
FIVE) increase. 
No relationship was observed between pre-emphasis and window type or frame size. 
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Figure 8.12. Average recognition accuracies and standard deviation (shown as a vertical line at the 
top of each bar) of the recognition accuracies averaged over all features for pre-emphasised and non 
emphasised speech. Plots show accuracy for each individual speaker and the average for male and 
female speakers. Recognition tests used a UE21 DTW method with constant weightings. Tests were 
with New Zealand speakers in speaker-dependent mode. 10 reference templates were stored per word 
and a Euclidean distance measure was used. 
8.2.1.4 Overlapping data frames 
If window frames are not overlapped information losses can occur when calculating 
features from the speech. This is particularly so if the window used on the speech 
frame shapes the speech by slowly reducing to zero at the edges of the frame. Usually 
the information near the edges of the frames can be retained by overlapping the adjacent 
frames. In order to ascertain how important it is to retain this information, recognition 
performances for frame overlaps of 12%, 25% and 40% of the frame size were tested. 
No significant improvement in recognition accuracy was observed from these tests for 
window frames, for either a Hamming or rectangular window, overlapped by 12% and 
25%. In fact, the recognition accuracies decreased when a frame overlap of 40% was 
used. 
Individual feature analysis for data frame overlap showed no significant change in 
accuracy for any features except ZX, which showed slight accuracy improvement. 
These results showed that not only is the overlapping of frames unnecessary, but 
that it may also decrease the accuracy of recognition if overlap is too large. 
The reason why accuracy may not have significantly increased is not known, however 
it may point to the affect that accurately representing all variation in the speech signal 
may not be useful for recognition. Accurate representation may introduce variations 
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Figure 8.13. Average recognition accuracies and standard deviation (shown as a vertical line at the 
top of each bar) of the recognition accuracies for pre-emphasised and non emphasised averaged 
over all speakers (male and female) for each feature tested. Recognition tests used a UE21 DTW 
method with constant weightings. Tests were with New Zealand speakers in speaker-dependent mode. 
10 reference templates were stored per word and a Euclidean di'ltance measure was used. 
which are not replicated from one reference word to another. In such cases recognition 
may be more successful when only the largest variation are modelled. 
8.2.1.5 Number of Reference Templates 
The number of reference templates has a major impact on the computation require-
ments and also effects the recognition performance. Thus, it is important to determine 
the optimum method of reference template selection to obtain the least number of 
reference templates for the task. 
Two methods of reference template training were tested. These methods, known 
as the casual training method and the statistical clustering method are outlined in §7.5. 
The outcome of the recognition tests employing each of these methods is described in 
the following paragraphs. 
To determine the effect that the number of reference templates has on the recogni-
tion accuracy, tests with 2, 6 and 10 templates were examined with the casual training 
method. Both speaker-dependent and speaker-independent tests were carried out. Both 
tests involved male and female speakers from the New Zealand database and speaker-
independent tests from the American databases. A UE21 DTW recognition method 
with non-constant weightings, as discussed in §5.1.2.4, was employed. The method of 
recognition decision in all cases was the nearest neighbour approach, Reference and 
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Figme 8.14. RMS plots of (a) Non emphasised and (b) pre-emphasised speech showing similarities 
between words (ZERO, ONE), and (TWO, THREE and FOUR), and (ONE, FIVE). 
test data was jackknifed (§8.1.5.1) and 15 independent test sets from the same data 
was used, that is the data was rotated only 5 times. This meant that when testing 
with ten reference words 15 sets of 10 tests per word were undertaken, giving 1500 
tests altogether. For 6 reference templates 15 independent test sets were run with 14 
tests per word, giving 2100 recognition tests altogether, and for 2 reference templates 
2700 recognition tests were run. This allowed the estimation of means and variations 
ofthe recognition results, as shown in the following tables. Tables 8.1,8.2, and 8.3 also 
show the variation in the accuracy (the minimum and maximum accuracies) caused by 
changing reference templates from 2 to 6 to 10 templates for each of the words, while 
the average accuracies from these tests are given in Table 8.4 and Table 8.5. Note that 
for some ofthe speakers, maximum recognition accuracies shown in Tables 8.1,8.2, and 
8.3, and average accuracies shown in Tables 8.4 and 8.5, decreased when the number 
of templates increased from two to ten. For most features tested, accuracy increased 
significantly as template numbers increased. In such cases greater accuracy is expected 
because word variations are being represented with greater precision. 
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Figure 8.15. The effect on average between-word and average within-word distances for cepstral 
coefficients when the number of reference templates is increased. Reference templates increase from (a) 
2 representations, (b) 6 representations, (c) 10 representations per word. Plots show average within-
word and between word distances with averages calculated from the entire NZ database (20 speakers 
speaking 20 representations eaAll of the ten words). 
Since the ability of any recognition scheme can be estimated by its ability to separate 
the right word from the wrong words, it is interesting to examine the within-word and 
between-word distances. Fig. 8.15 illustrates the difference in the average between-word 
distances and the average within-word distances (refer §6.2) when template numbers 
are increased from 2 to 6 to 10 representations for cepstral coefficients. The averages 
were calculated from all the word tests for all the speakers tested. As the number of 
representations increase the average between-word and within-word distances decrease, 
however the average within-word distance decrease is greater than the average between-
word distance decrease thereby increasing the separation between the wrong and the 
right word representations thereby producing higher recognition accuracies. 
An accuracy increase when more reference templates are used is not necessarily the 
case for all feature types. There was a decrease in mean accuracy for the speaker de-
pendent NZ male PLP accuracy between 6 to 10 templates (refer table 8.5). There was 
also a decreases in the maximum accuracy for a number of features In most cases the 
decrease occurred in speaker-independent mode and generally decreased when the tem-
plate number was increased from 6 to 10 using the casual training method. Reductions 
actually occurred with RMS (NZ male speaker dependent), ZX (NZ female speaker 
independent, NZ male speaker independent, 2-6 templates), LPC (NZ female speaker 
independent), ZCEP (NZ female speaker independent), FCEP (NZ male speaker in-
dependent), and PLP (US female speaker independent and NZ male speaker indepen-
dent). These decreases in average and maximum accuracy, caused by a greater numbers 
of templates, may be due to larger numbers of outliers, or by multiple representation 
of the different words ovedapping more causing greater confusion. These affects are 
illustrated in Fig. 8.16. 
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Figure 8.16. A possible outcome of increasing reference template numbers from 6 representations 
per word to 10 representations per word. Two words are represented by x and 0 in two-dimensional 
space. The test word x is correctly recognised (either when the reference representations are clustered 
or not) as word type x when 6 representations are used, however it is incorrectly recognised as 0 when 
10 representations are used. 
Large fluctuations of accuracy were observed when sets of reference templates 
changed by using a jackknife method on the data (refer §8.1.5.1). Fluctuations of 
accmacies up to 30% for some features occurred, and can be seen from the variations 
of accuracy tabulated in Tables 8.1, 8.2, and 8.3. These tables show the effect of 
template selection on recognition accuracy when reference templates are chosen in a 
random manner using the casual training method. With this method of training, unless 
an exhaustive pretest on the reference templates is run prior to template selection, an 
optimal set of templates cannot be chosen. Running such a pre-test would be equivalent 
to running multiple recognition tests to find the best template selection. 
The problem of reference template selection causing wide accmacy fluctuations was 
first noted by Russell, Deacon and Moore in 1984. They showed the same as what has 
been shown in this thesis, that testing with only one set of reference templates can 
not give an accurate estimation of a recognition system's (where a recognition system 
involves all pre and post processing of a speech sample including sampling, training, 
recognition processes, etc) true capability. A systems true capability is its pl'edictable 
capability, where this capability must, therefore, consist of and average (expected) 
recognition accuracy and a variance. Since a true capability cannot be found in this 
manner (using only a limited sample set) it is also erroneous to compare different sys-
tems which are tested on different, limited, reference vocabularies if exhaustive testing 
has not been done. Obviously, to accmately characterise a recognition system's ability 
it is imperative to undertake tests which give statistical variations. 
Because it is difficult to obtain accurate, repeatable, results with randomly selected 
reference templates, accuracy may be increased, and variance decreased when templates 
are selected by some statistical process such as clustering. In the following section both 
random selection and cluster are examined. 
The testing for the two methods of template selection in this thesis was done by pro-
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Speaker-independent, NZ male speakers 
Templates/word 
Parameter Distance Training 2 6 10 
RMS Euclid CT 21.7-14.4 23.1-18.6 24.0-20.0 
SC 18.8-10.0 18.8-8.8 
ZX Euclid CT 50.0-30.0 42.9-36.0 44.0-35.0 
SC 33.8-10.0 42.5-11.3 
LPC Euclid CT 54.4-30.0 64.2-48.3 67.8-54.4 
CEP Euclid CT 63.3-34.4 75.0-66.2 79.0-63.5 
SC 86.3-67.5 86.3-68.0 
ZCEP Euclid CT 64.0-33.3 70.0-62.3 73.0-60.0 
SC 80.0-62.5 80.0-61.3 
FCEP Euclid CT 57.2-32.7 69.8-55.7 67.0-51.3 
SC 71.3-55.0 71.3-56.3 
PLP Euclid CT 30.9-29.5 44.4-32.2 44.1-34.2 
CEP WEuclid CT 69.4-33.9 73.8-65.7 78.0-57.5 
CEP projection CT 72.2-55.5 77.1-65.5 78.0-63.0 
Speaker-independent, NZ female speakers 
Templates / word 
Parameter Distance 2 6 10 
RMS Euclid CT 26.3-17.5 32.4-20.0 40.0-35.0 
SC 14.4-5.6 21.1-12.2 
ZX Euclid CT 28.8-17.8 42.6-24.1 30.0-25.0 
SC 16.7-10.0 18.8-14.4 
LPC Euclid CT 83.1-45.0 87.5-65.0 85.0-78.3 
CEP Euclid CT 83.8-58.5 87.5-71.7 90.0-83.8 
SC 74.4-67.8 91.1-88.9 
ZCEP Euclid CT 81.3-52.5 89.2-72.5 88.8-75.0 
SC 72.2-63.3 78.8-65.6 
FCEP Euclid CT 65.0-45.0 70.0-58.3 73.8-65.0 
SC 63.3-56.7 81.1-72.2 
PLP Euclid CT 18.8-18.3 40.0-34.3 48.0-33.0 
CEP WEuclid CT 88.1-59.4 93.3-77.5 93.3-83.8 
CEP projection CT 78.1-55.6 85.0-73.3 90.0-75.6 
Table 8.1. Recognition accuracy variations with differing reference template selection, either using 
the casual training method, or the statistical clustering method, se. Results show maximum 
and minimum speaker-independent recognition accuracies. The variation of accuracy is calculated by 
changing the reference and test templates using the jackknife method. Various recognition distance 
methods are also trialed. The distance methods include Euclidean, weighted Euclidean (WEuclid), and 
cepstral projection (projection). Results for New Zealand male and female speakers. 
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Speaker-independent, US male speakers 
Templates/word 
Parameter Distance 2 6 10 
RMS Euclid CT 30.0-14.0 33.1-23.1 38.3-29.2 
SC 28.8-10.0 31.3-13.8 
ZX Euclid CT 43.8-27.5 45.8-31.7 53.3-41.1 
SC 30.0-7.5 38.8-10.0 
LPC Euclid CT 66.0-37.5 75.6-63.1 77.5-63.3 
CEP Euclid CT 73.5-45.5 78.1-69.4 81.7-63.3 
SC 78.8-59.7 83.8-59.7 
ZCEP Euclid CT 70.0-51.5 82.5-65.0 85.8-74.2 
SC 80.0-63.5 86.3-64.9 
FCEP Euclid CT 64.5-41.5 72.5-60.6 75.8-62.5 
SC 78.8-61.3 77.5-62.5 
PLP Euclid CT 36.8-31.8 57.5-52.5 60.0-52.5 
CEP WEuclid CT 78.0-48.0 85.0-72.5 91.6-76.0 
CEP projection CT 76.5-50.0 86.3-70.6 90.8-75.8 
Speaker-independent, US female speakers 
Templates/word 
Parameter Distance 2 6 10 
RMS Euclid CT 31.7-14.4 39.2-27.9 42.0-30.0 
SC 22.5-11.3 25.0-12.5 
ZX Euclid CT 52.2-36.7 55.0-43.6 68.0-45.0 
SC 32.5-12.5 38.8-20.0 
LPC Euclid CT 68.3-48.9 71.4-61.4 79.0-63.0 
CEP Euclid CT 70.0-55.5 71.4-60.7 83.0-62.0 
SC 81.3-55.0 81.3-62.5 
ZCEP Euclid CT 70.6-58.3 79.3-67.9 86.0-63.0 
SC 87.5-58.8 87.5-71.3 
FCEP Euclid CT 69.4-56.1 75.0-60.0 80.0-50.0 
SC 80.0-63.8 80.0-66.3 
PLP Euclid CT 45.0-39.3 62.5-56.7 61.3-53.7 
CEP WEuclid CT 63.1-26.3 72.5-59.1 82.2-66.7 
CEP projection CT 73.3-60.0 75.7-67.1 81.0-65.0 
Table 8.2. Recognition accuracy variations with differing reference template selection, either using 
the casual training method, CT, or the statistical clustering method, SC. Results show maximum 
and minimum speaker-independent recognition accuracies. The variation of accuracy is calculated by 
changing the reference and test templates using the jackknife method. Various recognition distance 
methods are also trialed. The distance methods include Euclidean, weigMed Euclidean (WEuclid), and 
cepstral projection (projection). Results for American male and female speakers. 
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Speaker-dependent, NZ male speakers 
Templates/word 
Parameter Distance 2 6 10 
RMS Euclid CT 54.3-36.4 66.0-45.0 70.0-56.7 
SC 73.3-10.0 68.3-20.0 
ZX Euclid CT 62.1-51.4 78.0-56.0 88.0-66.7 
SC 20.0-13.0 50.0-30.0 
LPC Euclid CT 80.0-69.3 88.0-76.0 91.7-78.3 
CEP Euclid CT 91.4-76.4 93.0-87.0 98.3-91.7 
SC 93.0-75.0 98.3-88.3 
ZCEP Euclid CT 82.1-69.3 89.0-79.0 95.0-80.0 
SC 88.3-71.7 88.3-78.3 
FCEP Euclid CT 77.9-60.7 88.0-73.0 95.0-81.7 
SC 78.3-75.3 86.7-76.7 
PLP Euclid aT 76.7-61.4 85.0-58.5 88.0-52.8 
CEP WEuclid aT 91.4-77.1 93.0-82.0 95.0-88.3 
CEP projection aT 88.6-75.0 91.0-85.0 98.3-90.0 
Speaker-dependent, NZ female speakers 
Templates/word 
Parameter Distance 2 6 10 
RMS Euclid aT 52.9-35.0 65.0-52.0 70.0-55.0 
sa 26.7-10.0 51.6-26.7 
ZX Euclid aT 62.1-52.8 76.0-49.0 83.3-35.0 
sa 15.0-10.0 48.3-11.7 
LPC Euclid aT 89.7-77.9 92.0-87.0 98.3-83.3 
CEP Euclid aT 92.1-85.0 97.0-93.0 100.-95.0 
SC 95.0-73.3 98.3-95.0 
ZCEP Euclid aT 91.4-82.1 97.0-91.0 100.-90.0 
sa 88.3-63.3 98.3-93.3 
FCEP Euclid aT 83.6-72.8 95.0-83.0 100.-78.3 
sa 83.3-66.7 96.7-73.3 
PLP Euclid aT 44.0-40.0 60.0-55.5 81.4-71.4 
CEP WEuclid aT 95.0-85.7 100.-95.0 100.-95.0 
CEP projection aT 95.7-87.1 98.0-93.0 100.-93.3 
Table 8.3. Recognition accuracy variations with differing reference template selection, either using 
the casual training method, CT, or the statistical clustering method, SC. Results show maximum 
and minimum speaker-dependent recognition accuracies. The variation of accuracy is calculated by 
changing the reference and test templates using the jackknife method. Various recognition distance 
methods are also trialed. The distance methods include Euclidean, weighted Euclidean (WEuclid), and 
cepstral projection (projection). Results for New Zealand male and female speakers. 
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Speaker-independent, male NZ templates/vvord 
Parameter Distance 2 6 10 
RMS Euclid 18.4 20.7 22.1 
ZX Euclid 40.2 40.1 40.3 
LPC Euclid 47.9 57.9 63.3 
CEP Euclid 54.3 68.2 71.9 
ZCEP Euclid 53.5 65.5 67.7 
FCEP Euclid 48.2 59.9 62.0 
PLP Euclid 30.0 38.9 40.2 
CEP WEuclid 57.7 69.0 70.0 
CEP projection 62.2 69.2 75.0 
Speaker-independent, female NZ templates/vvord 
Parameter Distance 2 6 10 
RMS Euclid 21.1 26.6 37.1 
ZX Euclid 25.3 31.2 26.7 
LPC Euclid 62.5 74.7 80.7 
CEP Euclid 69.5 79.6 86.3 
ZCEP Euclid 66.1 78.9 82.3 
FCEP Euclid 56.0 64.4 70.2 
PLP Euclid 18 .. 5 37.6 39.7 
CEP WEuclid 74.3 85.4 91.8 
CEP projection 67.9 79.4 81.5 
Speaker-independent, male US templates/vvord 
Parameter Distance 2 6 10 
RMS Euclid 23.7 28.9 33.0 
ZX Euclid 35.3 37.4 47.2 
LPC Euclid 53.5 67.1 70.5 
CEP Euclid 60.8 72.6 74.3 
ZCEP Euclid 60.2 73.6 79.6 
FCEP Euclid 53.5 66.1 70.8 
PLP Euclid 34.3 55.0 56.3 
CEP WEuclid 62.5 78.5 82.6 
CEP projection 61.4 78.7 82.6 
Speaker-independent) female US templates/vvord 
Parameter Distance 2 6 10 
RMS Euclid 27.4 33.9 34.1 
ZX Euclid 45.3 49.9 52.2 
LPC Euclid 57.4 66.3 71.1 
CEP Euclid 62.3 67.9 72.4 
ZCEP Euclid 64.8 71.6 75.1 
FCEP Euclid 61.7 65.3 66.1 
PLP Euclid 45.0 58.7 57.4 
CEP WEuclid 50.3 67.5 71.7 
CEP projection 66.3 70.2 75.8 
Table 8.4. Average recognition accuracies for speaker-independent male and female New Zealand and 
American accented speakers with differing numbers of reference templates (either 2, 6, or 10) using the 
casual training method. The averages are calculated by changing the reference and test templates using 
the jackknife method. Various recognition distance methods are also trialed. The distance methods 
inclnde Euclidean, weighted Enclidean (WEnclid), and cepstral projection (projection). 
1560HAPTER 8 ASSESSMENT OF REOOGNITION FEATURES AND PROOESSING EFFEOTS 
Speaker-dependent, male NZ templates/vvord 
Parameter Distance 2 6 10 
RMS Euclid 43.9 55.3 61.0 
ZX Euclid 56.6 67.0 75.3 
LPC Euclid 74.1 80.7 86.3 
CEP Euclid 82.0 90.7 94.8 
ZCEP Euclid 76.6 83.4 88.5 
FCEP Euclid 70.6 79.5 86.3 
PLP Euclid 69.0 70.8 66.9 
CEP WEuclid 83.0 88.4 91.4 
CEP projection 82.5 89.0 95.0 
Speaker-dependent, female NZ templates/vvord 
Parameter Distance 2 6 10 
RMS Euclid 44.1 57.6 64.0 
ZX Euclid 57.4 62.3 71.8 
LPC Euclid 84.4 89.1 92.2 
CEP Euclid 88.8 94.7 97.5 
ZGEP Euclid 86.4 93.5 96.2 
FCEP Euclid 79.8 88.3 93.3 
PT~P Euclid 41.5 58.0 78.5 
CEP WEuclid 91.2 97.1 99.2 
CEP projection 88.6 96.2 97.7 
Table 8.5. Average recognition accuracies for speaker-dependent male and female New Zealand ac-
cented speakers with differing numbers of reference templates (either 2, 6, or 10) using the casual 
training method. The averages are calculated by changing the reference and test templates using the 
jackknife method. Various recognition distance methods are also trialed. The distance methods include 
Euclidean, weigltted Euclidean (WEuclid), and cepstral projection (projection). 
ducing a reduced set of reference templates from an original set of reference templates. 
The original reference templates for both methods were chosen from the same set of 
ten templates. Either clustering or random selection is used to reduced the number of 
templates to 6 or 2. Many trials were performed for each test by changing the original 
set of ten templates using a jackknife method (refer §8.1.5.1). From the many trials the 
mean accuracies are calculated and given in Table 8.6 and Table 8.7 for the clustering 
method. Table 8.6 and 8.7 can be compared with the mean accuracy results given in 
Tables 8.4 and 8.5 for the random selection method. 
Recognition accuracies are generally higher when words are clustered to fewer tem-
plates. Fig. 8.17 shows average recognition accuracies when reference templates are 
clustered and when random selection is used. From this figure and tables 8.1,8.2, and 
8.3 it can be seen that (except for RMS and ZX) accuracies are up to 300% higher 
when clustering is used and that the highest increases were for CEP features. Thus for 
CEP and transitional CEP it would be better to cluster the speech data while for RMS 
and ZX, random selection is best. 
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Figure 8.17. Recognition accuracies using two different methods of template selection; the casual 
training method and the statistical clustering method. Recognition accuracies for three different fea-
tures (cepstral (CEP), and transitional cepstral (ZCEP and FCEP» are shown for both (a) male and 
(b) female speakers in speaker-dependent and speaker-independent modes for US and NZ accents. Re-
sults for differing numbers of reference templates, 2 or 6 (first and second members of each feature 
group), is also shown. 
8.3 TESTING OF RECOGNITION FEATURES 
One of the major problems of word recognition is knowing what is the best information 
to extract from the sampled speech to obtain highly accurate recognition. In this section 
many features, first discussed in Chapters 4 and 7, will be tested for their abilities for 
speech recognition. 
The testing uses a UE21 DTW method with non-constant weightings (refer §7.6.2). 
Results are given with ten representations of each word used as reference templates, 
unless otherwise stated. Reference and test data are rotated using the jackknife method 
(§8.1.5.1). FOT the New Zealand speakers, both speaker-dependent and speaker-independent 
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Speaker-independent, male, NZ 
Parameter Distance 2 templates/word 6 templates/word 
RMS Euclid 15.0 15.2 
ZX Euclid 18.8 21.1 
CEP Euclid 75.0 75.2 
ZCEP Euclid 70.9 72.9 
FCEP Euclid 62.2 61.5 
Speaker-independent, female,NZ 
Parameter Distance 2 templates/word 6 templates/word 
RMS Euclid 11.9 17.2 
ZX Euclid 12.7 20.2 
CEP Euclid 70,4 90.8 
ZCEP Euclid 69,4 77,4 
FCEP Euclid 62.4 75.6 
Speaker-independent, male, US 
Parameter Distance 2 templates/word 6 templates/word 
RMS Euclid 16.5 21.6 
ZX Euclid 18.4 21.3 
CEP Euclid 70.0 73.1 
ZCEP Euclid 71.5 75.0 
FCEP Euclid 68.9 70.4 
Speaker-independent, female, US 
Parameter Distance 2 templates/word 6 templates/word 
RMS Euclid 17.3 19.7 
ZX Euclid 20.0 26.4 
CEP Euclid 66.4 71.1 
ZCEP Euclid 73.1 79.4 
FCEP Euclid 73.3 76.1 
Table 8.6. Average recognition accuracies for speaker-rndependent male and female New Zealand and 
American accented speakers with differrng numbers of reference templates (either 2 or 6) using the 
statistical trainillg method. The averages are calculated by changrng the reference and test templates 
using the jackknife method. 
tests are trialed with reference templates chosen using the casual trainiug method (refer 
§7.5). For the American speakers, only speaker-independent tests are performed with 
the reference templates chosen using the casual training method. 
8,3,1 Recognition Features used Individually 
The features tested were chosen to cover a range of methods often discussed in the lit-
erature. These methods are both temporal) such as zero-crossing rate (ZX) and energy 
(RMS), and frequency based, such as predictor coefficients (LPC), cepstral coefficients 
(CEP) and perceptual coefficients (PLP). Dynamic cepstrals (ZCEP,FCEP) were also 
tested to discover if transitional information is advantageous for speech recognition. A 
discussion of how these features are derived is given in Chapters 4 and 7. 
The minimum and maximum accuracies of each feature for the speaker-dependent 
tests on the New Zealand speakers are given in Table 8.3, with the mean accuracies 
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Speaker-dependent, male, NZ 
Parameter Distance 2 templates/word 6 templates/word 
RMS Euclid 29.2 41.4 
ZX Euclid 14.9 40.3 
CEP Euclid 82.0 94.0 
ZCEP Euclid 81.7 84.3 
FCEP Euclid 76.7 82.3 
Speaker-dependent, female, NZ 
Parameter Distance 2 templates/word 6 templates/word 
RMS Euclid 19.3 37.1 
ZX Euclid 12.4 31.1 
CEP Euclid 86.4 97.2 
ZCEP Euclid 80.5 93.6 
FCEP Euclid 76.9 88.7 
Table 8.7. Average recognition accuracies for speaker-dependent male and female New Zealand ac-
cented speakers with differing numbers of reference templates (either 2 or 6) using the statistical training 
method. The averages are calculated by changing the reference and test templates using the jackknife 
method. 
given in Table 8.5. 8.18 also shows the average accuracies (variance is shown 
on these plots, drawn as a vertical bar) plotted for the male and female New Zealand 
speaker separately and averaged for the speakers. Both the cepstral coefficients and the 
transitional coefficients derived from the cepstral coefficients give the highest accuracy 
for these speaker-dependent tests. The transitional coefficient's accuracy is slight1y 
higher for the female speakers than the cepstral coefficient's accuracy and vice-versa 
for the male speakers, although these differences are insignificant. For both the average 
male and average female speakers, LPC and PLP features give much lower accuracies 
than the maximum. The lowest accuracies occur with RMS and ZX. 
Fig. 8.19 shows the recognition accuracy for each of the male speakers and female 
speakers individually. The individual recognition accuracies follow that of the average 
recognition accuracies. Cepstrals (CEP) and zeroth order transitional data (ZCEP) 
derived from cepstrals give the highest accuracies for each individual speaker. The 
LPC feature was able to equal the accuracy of CEP and ZCEP features for the speakers 
CW and CPo It can also be noted from this figure that the speakers with the highest 
accuracy for any particular feature do not have the highest accuracy for all features. 
Thus the relative performance of each speaker changes from feature to feature. The 
relative performance changes with feature type occur mainly with features that give 
low performances; those features that give high accuracies give high accuracies across 
all speakers. 
Speaker-independent recognition performances are given in Table 8.4. These aver-
age results are also shown graphically in Fig. 8.20 with the variance of these results 
drawn as a vertical bar. The speaker-independent trials for both the USA and NZ 
speakers follow the same general trend as that of the speaker-dependent tria1s. Lowest 
accuracies were again from RMS and ZX, while CEP and ZCEP give the highest accu-
racies. Some accent dependent results are apparent from these results. The USA male 
and female ZCEP accuracies are significantly higher than the CEP accuracy while faT 
the NZ speakeTs the CEP accuracies aTe higheT than the ZCEP. Also, the USA speakeTs 
PLP accuracies are up to 100% greater than the NZ speakers' PLP accuracies suggesting 
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Figure 8.18. Speaker-dependent recognition accuracies for a range of features. Average recognition 
accuracies and standard deviations (shown as a vertical line at the top of each bar) of the recognition 
accuracies are given in the plot. Average results are calculated by averaging over all speaker-dependeIlt 
New Zealand speakers' accuracies. The tests were carried out for both male and female speakers. 
Recognition trials used data which was initially pre-emphasised and Ramming windowed. For recog-
nition 10 templates per word was used for training (using the casual trainiIlg method) a UE21 DTW 
method with non-constant weightings. 
accent dependencies with this feature. Overall the NZ accuracies were slightly higher 
than the American accuracies. This accuracy difference may be caused by a number of 
differences between the two databases. Some of the difference may include, for example, 
the way the databases were recorded, the different conditions which the databases were 
recorded under (including background noise, microphone, sampling etc), the difference 
in numbers of individual speakers, and the editing procedures which may have involved 
different manual endpoint detection. 
8.3.2 Recognition Features Combined 
The combination of individual features to improve recognition is a debatable issue. 
Areas which still require examination involve both the methods of combination and the 
choice of features to combine. In fact the combination of certain features, or particular 
methods of combination, may result in a degradation of accuracy. Many researchers 
have combined time based and frequency based measures such as zero crossings and 
energy (Lau and Chan, 1985), or LPC and energy (Rabiner et al., 1984b) with only 
small or insignificant success. However, the combination of cepstral coefficients and 
transitional cepstral coefficients (Furui, 1986; Soong and Rosenberg, 1988; Furui, 1989; 
Hunt and Lefebvre, 1989) appears successful. 
The following sections examine three distinct ways of combining features. The first 
method effectively combines the features during the DTW phase when calculating the 
local distance measure. This method allows the dynamic warping path to be altered 
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Figure 8.19. Individual speaker-dependent recognition accuracies for a range of features. Results are 
shown for the individual male and female New Zealand speakers. Recognition trials pre-emphasised 
and Hamming windowed the data. For recognition a UE21 DTW method is used with non-constant 
weightings. 
with the inclusion of the extra parameter. The second method combines the sets of 
chosen word representations after each separate feature has been individually warped. 
A third method combines the sets of distance measures calculated from the DTW 
recognition after each feature has been separately warped. 
8.3.2.1 Combining during DTW 
Combining the features by combining each feature's distance which is calculated during 
the dynamic programming operation was suggested by Rabiner et al(1984b). For this 
method, therefore, one DTW warping path is calculated between a test and reference 
word no matter how many features are used. This method is particularly useful for 
combining two or more mutually exclusive features. When combining two mutually 
exclusive features during the dynamic time warping procedure, a warping path can be 
produced which is unlike either of the warping paths calculated separately by the two 
features. Two features that are often combined and that represent different informa-
tion about the word, are LPCs and RMS. One difficulty, however, is that combining 
features with differing magnitude scales can allow one feature to swamp out another. 
In particular the combination of a multi-dimensional vector such as CEP 01' LPC with 
a one-dimensional vector such as RMS or ZX may also lead to magnitude problems. 
Either features or the feature's distances must be magnitude normalised before warping 
can take place. Another problem with the DTW method is that of the combination of 
the different features calculated distances at each grid point during the DTW calcula-
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Figure 8.20. Average recognition accuracies and standard deviations (shown as a vertical line at 
the top of eacb bar) of tbe recognition accuracies for a range of features, Results for the speaker-
independent tests with American and New Zealand male and female speakers using the casual training 
method with 10 templates per word. Pre-emphasis, Hamming windowing, and a UE21 DTW method 
with non-constant weightings were used. 
tions. If each feature uses its own particular method of distance calculation to produce 
optimum performance and the combination ofthese features' distances can be difficult. 
One system discussed by Rabiner(1984) uses different distance measures for the two 
different parameters, namely the Itakura distance measure for the LPC parameters and 
a normalised log difference distance for the energy. The problem of combination is one 
of knowing the scale of each distance so to correctly apply any weightings to obtain an 
optimal combination. The scales may depend on variable of the speech such as intensity 
of speaking, or environmental factors such as background noise level, These difficulties 
are discussed in detail by Rabiner(1984) who claims a decrease of error up to 4.3%. 
Using a DTW based method of feature combination an initial trial was undertaken 
for two speakers, in speaker-dependent mode. The two best recognition parameters, 
cepstral coefficients and transitional cepstral coefficients, were combined. For the female 
speaker a decrease errOl' of 24% was achieved (error rate dropped from 2.9% to 2.1 %) 
but for the male speaker an increase of error rate from 2% to 8.3% occurred. 
Based on all the initial tests the results did not show any significant accuracy 
improvement (using a t-test at 95% level) and so this method was abandoned. 
8.3.2.2 Combining Word Choices 
Another method of combining features is to examine the output sets of WOl'ds selected 
by several independent recognition tests. The sets of words (or word list) from each 
feature consist of the top N choices, where N is known as the depth. The depth is 
chosen to ensure a 99% chance that the correct word resides in the set of chosen words. 
This probability of 99% is obtained by prior testing of the feature and examining the 
mean accuracy and standard deviations to the mean accuracy at various depths. N is 
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therefore dependent on the feature choice and speaker. For an accmate feature, such 
as CEP, N may be 5 while for an inaccmate featme N may be as large as 20. The 
word lists can then be unified in such a way as to emphasise members that occm more 
often, while de-emphasising those that occm least. Positional weighting on each word 
member, dependent on the word's overall depth in the list, allows those words that 
are higher and more often on the word list, to be weighted greater. This improves the 
recognition of a word which occms often in the word list, but not necessarily the first 
choice. The total sum of all the words in all the lists to be combined is defined as lv1 
such that 
(8.4) 
where Ni is the number of words in list i, and Nt is the number of features tested, 
then the individual weightings Wi for the words in a particular word list i from position 
ni 1 to ni = Ni are calculated as 
(8.5) 
and the selected word is that for which I:~1 Wni is a lninimum. A limitation of this 
method is that it requires that the accmacies of each individual feature be high so 
that the correct word choice exists often in the top positions. Another limitation is 
that the depth value, above which the algorithm takes its candidates, must be set prior 
to recognition. This depth value is speaker-dependent, and an accmate value for one 
speaker may not be accurate for another. The recogniser is therefore constrained to 
be a speaker-dependent one. To clarify this method the procedure can be expanded as 
follows; 
1 For a set ofieatures, such as RMS, CEP, etc, undertake DTW recognition for each 
feature individually and output word list. The word list i consists of Ni possible 
choices for the test word, where Ni is the depth of the list i and is dependent 
on the accuracy of the feature. The Ni choices are the top Ni candidates for the 
particular feature based on the calculated distances for that feature with every 
reference template. 
2 Weight word choices in each word list based on position of word in word list given 
in equation (8.5). 
3 Calculate a united word-list, where the word positions in the united list are found 
by summing up the positional weightings in the individual lists. 
4 Final word choice is based on united list first word choice. 
Initial testing of this combination method generally gave a lower combined recogni-
tion accuracy than the individual accuracies. The highest accuracy was obtained when 
combining cepstral and transitional cepstrals with individual accuracies of 91 % (CEP), 
96% (ZCEP), and 91% (FCEP) giving an average recognition result of95% (with depth 
values of 6, 4 and 6 respectively). 
This method continually gave lower accmacies then that of the best individual 
method. This is due to the combination of higher accmacy word lists with lower accu-
racy word lists confusing the selection and reducing the accuracy of the most accurate 
individual feature. Because of the reduction of accmacy this method of combining 
features was abandoned after the first limited set of tests. 
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8.3.2.3 Combining Distances 
The third method of feature combination consists of combining the distances which 
have initially been calculated between an entire test word and each reference word for 
each separate feature. This method of combination was first discussed by Soong and 
Rosenberg(1988). For each test word, i, one distance, dji,j is calculated with every 
reference word, j, for each feature, 1, so that the total distance Disti,j for the test 
word with a particular reference word, over all the features, N" is 
(8.6) 
where 'L~1 dji,j is the sum of distances calculated for that test word and each reference 
word j fm all the reference words (NT) for a given feature Ii. 0: j is a weighting factor, 
such that each feature is weighted based on its recognition ability where 
Feature Accuracy(%) 
O:j = 100 (8.7) 
The distances for each feature are normalised by ('L~1 dji,j) and then added together. 
The normalisation of the calculated distances is necessary so that distances with dif-
ferent magnitudes can be meaningfully combined. The reference word, chosen as the 
correct word, is that which has the smallest distance Disti,j. 
To ascertain this method's ability and sensitivity, a subset of features was chosen 
with a range of high and low individual accuracies. Individual and combined accuracies 
are plotted in Fig. 8.21. This method gives a significant decrease of error when features 
which have high individual accuracies were used, however when combining features with 
low and high recognition accuracies, a slight drop in accuracy from the higher individual 
accuracy was produced. This drop in accuracy shows this method to be sensitive to 
the combination of parameters with widely varying accuracies and this method should 
only be used with accurate features. 
Examining the error decreases shows the largest decrease occurs with the speaker-
dependent recognition results. A 68% error decrease (2.5% to 0.8%) occurs for the 
speaker-dependent female speaker result when combining cepstrals (with a projection 
distance) and RMS features. However, all other speaker errors decrease when combining 
results of CEP with Euclidean distance and the CEP with projection distance. The 
speaker-dependent male errOl' dropped 21%, (15.9% to 12.5%), the speaker independent 
NZ male errOl' dropped 1 % (23.3% to 23.0%), the speaker-independent NZ female error 
dropped 6.4%, (12.5% to 11.7%), the speaker-independent USA male error dropped 
14.1%, (23.3% to 20.0%) and the speaker-independent USA female errOl' dropped 10%, 
(25.0% to 22.5%). 
Other combinations also produce error deCl'eases. The combination of CEP and 
ZCEP produced error reductions of up to 6%. The error reductions are greater for 
speaker-dependent recognition than speaker-independent. This could be because speaker-
dependent accuracy results are higher for all features thus leading to less confusions 
when combining the features. 
8.4 ACCENT EFFECTS 
Because both American (US) and New Zealand (NZ) speakers are employed in this 
trial it was thought that it may be possible to examine differences due to accents for 
particular features. With the database recorded in separate environments, however, 
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Figure 8.21. Recognition accuracies for a selection of features, and a combination of the features. (a) 
Recognition accuracies for American male and female and (b) New Zealand male and female speaker-
independent tests. (c) Recognition accuracies for speaker-dependent tests with one New Zealand male 
and one New Zealand female. Recognition trials were carried out with pre-emphasis, Hamming win-
dowing, and a UE21 DTW method with non-constant weightings. 10 reference templates per test were 
used, trained using the casual training method. Note CEP,prj = cepstral coefficient with projection 
distance. 
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it may be difficult to distinguish effects due to accent and effects due to recording 
artefacts. Many pl'Ocessing variables were standardised between the two databases 
including sampling rate and filter types. Other variables such as microphone type, 
background noise level, and background noise type could not be standardised. In the 
following discussion it is assumed that these variables are not so different between the 
databases as to cause excessively different recognition errors. This, however, may not 
be justified based on some recent findings by Kahn and Gnanadesikan, 1986 and also 
Baker and Pinto, 1986 which showed that up to 30% greater recognition errors were 
produced when variables such as microphone type and distance between microphone 
and speaker were changed. Despite these shortcomings an initial investigation of accent 
effects was carried out. 
One particularly noticeable difference, shown in §8.3.1 (see Fig. 8.20), was that the 
American speakers have higher recognition accuracies with the ZCEP feature, while 
New Zealand speakers were better recognised with the CEP feature. It was also ob-
served that PLPs gave up to 100% higher recognition accuracies for the American 
speakers over the New Zealand speakers. From these results there appears a definite 
relationship between feature type and accent. 
Fig. 8.22 and Fig. 8.23 show the trends for each speaker-independent test with re-
spect to the words tested. The figure shows the recognition accuracy for each individual 
word averaged for each speaker type; NZ male, NZ female, US male, and US female. 
The actual words recognised in these tests are given in the confusion tables, Tables 
B.1 through B.30 in appendix B The speaker-dependent confusion tables for one New 
Zealand male and one New Zealand female (given in Appendix B) are also given for 
comparison of word accuracies. Although these tables show the individual word errors 
for the test words it is difficult to ascertain from these tables any particular trend in 
word errors with respect to the speakers' accents or gender. Thus, although particular 
feature types do appear to depend on the accent of the user (PLPs were up to 100% 
better with American accented speakers than with New Zealand accented speakers), 
the individual word errors occur generally with the same words and therefore are not 
accent dependent. Fig. 8.22 and Fig. 8.23 also show that there is no trend in error 
for particular words between the US and NZ speakers. In fact there appears to be 
just as much variation between the male/female speakers of the same accent (NZ-NZ 
and US-US) as between male/male and female/female comparison of different accents 
(NZ-US). Thus it appears as difficult to recognise the speech of a speaker of the same 
accent but of different gender as it is to recognize the speech of a speaker of the same 
gender but different accent. 
Examining Fig. 8.22 and Fig. 8.23 closely also shows the variation in relative accu-
racies for a particular feature or for a particular speaker. For example, for the word 
ZERO the NZ male has the highest accuracy when recognised with RMS. However, 
when recognizing the word ZERO using CEP the US male is recognised best (for a Eu-
clidean distance) while the NZ female is recognised best with CEP (using a projection 
distance). 
Another change in relative position is with the word that is recognised best between 
the features. For RMS the word SIX has the highest accuracy while for CEP (Euclid) 
the words ONE and NINE obtain the highest accuracies. For CEP (projection) the 
highest accuracy is with the words NINE and FOUR. As can be seen from Fig. 8.22 
and Fig. 8.23 this change of relative position between words and speakers occurs for 
most of the words tested making it difficult to form trends or understand how par-
ticular database and accent parameters affect recognition accuracies. Also the change 
in relative accuracies for features dependent on speaker and vocabulary illustrates the 
difficulty of making general statements of recognition ability for features or systems 
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Figure 8.22. Recognition accuracies for a selection of features tested. A comparison of accuracies for 
12 tests on each individual word for the features (a) RMS, (b) ZCEP, (c) FCEP. Results are for speaker-
independent tests with American and New Zealand male and female speakers. Recognition trials were 
carried out wit It pre-emphasis, Hamming windowing, and a UE21 DTW method with non-constant 
weightings. 10 reference templates per test were used consisting of speech from the same accent and 
gender type and trained using the casual training method. The distance measure used in these trials 
was Euclidean. 
from limited recognition tests. 
With both accents giving similar W01'd error rates it seemed interesting to test 
whether words of one accent could be used to train a system tested with the W01'ds 
of another accent. This test would asce1'tain how imp01'tant it is to test and train 
a system with the same accent. A speaker-independent test was done in which the 
American and New Zealand data was both used. Either the American data was used 
as reference to test the New Zealand speakers 01' the New Zealand data was used as 
1'eference to test the Ame1'ican speakers. Ten reference and ten test templates were 
randomly chosen from the full American and New Zealand databases. The DTW UE21 
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Figure 8.23. Recognition accuracies for a selection of features tested. A comparison of accuracies for 
12 tests on each individual word for the features (a) CEP, (b) CEP with projection distance measure. 
Results are for speaker-independent tests with American and New Zealand male and female speakers. 
Recognition trials were carried out with pre-emphasis, Hamming windowing, and a UE21 DTW method 
with non-constant weightings. 10 reference templates per test were used consisting of speech from the 
same accent and gender type and trained using the casual training method. Note that the distance 
measure in these trials was either Euclidean or, for the graph labelled projection, cepstral projection 
distance measure. 
method was used and a variety of features tested. The accuracies were extremely low 
and are given in Table 8.8. It is interesting to see from this table that the accuracies are 
substantially higher with the American speakers as reference (average femaIe accuracies 
30.0% (USA reference) and 14.9% (NZ reference), average male accuracies are 31.0% 
(USA reference) and 24.3% (NZ reference». 
When comparing American to American recognised speech with New Zealand to 
New ZeaIand recognised speech, as so far discussed in this chapter, there is no obvious 
trend 01' differences in the words recognised (refer Fig. 8.22 and 8.23) to point to 
any accent related differences. However, when examining the accuracies for American 
to New Zealand recognised speech and New Zealand to American recognised speech, as 
shown in Table 8.8, recognition accuracies are so low that it is obvious that accents must 
be affecting the accuracy. Although it is difficult to ascertain exactly what differences 
in accent affect the recognition accuracy, one difference which was particularly obvious 
between the two sets of words was the word length. The American speech database 
had on average ~~5% longer words than the New Zealand counterpart. Such differences 
could be accent related or database related hence showing the difficulties of using words 
recorded under different enviTOmnents. 
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Sex test ref RMS ZX LPC CEP CEP,proj CEP,we ZCEP FCEP 
Female NZ US 27 18 21 35 53 47 26 30 
Male NZ US 16 15 25 45 55 50 35 26 
Female US NZ 21 14 13 13 23 24 10 10 
Male US NZ 13 20 24 26 35 18 26 26 
Table B.B. Percentage recognition accuracy when testing American speakers with New Zealand speak-
ers as reference and testing New Zealand speakers with American speakers as reference. Results for 
both male and female speakers. Note that the distance measures used is Euclidean except for the 
columns labelled proj (projection distance) and we (quefrency weighted Euclid). 
8.5 DISTANCE MEASURES AND ACCURACY 
As discussed in Chapter 6 the distance measure can significantly affect the recognition 
accuracy. To test how great an affect the distance measure has on accuracy three types 
of distance measures were investigated based on the most accurate feature, cepstrals. 
The three measure were; unity weighted Euclidean, quefrency weighted Euclidean and 
cepstral projection. The mean accuracies and standard deviations from these tests are 
given in Table 8.9. Both speaker-independent and speaker-dependent recognition tests 
were performed on both male and female NZ and USA speakers. Jackknife tests were 
performed to obtain mean and standard deviation results from the tests. Results are 
tabulated for recognition accuracies using 2, 6, and 10 reference templates. All other 
recognition variables, such as windowing, pre-emphasis, DTW method etc were kept 
constant. Templates were selected by random selection (this method was used because, 
at the time of testing, the clustering method had not yet be implemented) 
To test for significance in the results of Table 8.9 a paired-t test was used. From the 
t-test it was found that there was no significant difference (at the 95% level) between 
the weighted Euclidean and projection distance measures, however both the weighted 
Euclidean and the projection measure were significantly better than the Euclidean 
measm:e. 
From the results of Table 8.9 it is impossible to say whether weighted Euclidean or 
projection is the better distance measure. It is, however, clear that both these distance 
measures perform well under the conditions in which they were used. Further testing 
is needed to ascertain their abilities in conditions with greater stress. Such conditions 
of greater stress would include noise, accent and vocabulary. 
8.6 SUMMARY 
FOT the purpose of building a real-time word recognition system a series of test have 
been undertaken and described. The processing techniques which give the most efficient 
recognition system, that is a system with the highest accuracy but also able to operate 
in real-time, were discussed. From the tests performed the optimum recognition system 
would employ a Hamming (01' equivalent) window, a frame-size of around 200 samples, 
cepstral coefficients with either a projection or quefrency weighted Euclidean distance 
measure, and a dynamic time warping band 01' unconstrained endpoint method without 
feature combination. A clustering procedure should be used for training the recognition 
system to ensure the best reference template representation. The clustering procedure 
should produce 6 reference templates pel' word as this number of templates produced 
the best compromise between accuracy and storage requirements. Pre-emphasis and 
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Distance 2 templates/word 6 templates/word 10 templates/word. 
Speaker-independent, male speakers, NZ 
Euclid 54.3 ± 4.3 68.2 ± 1.3 
WEuclid 57.7 ± 5.3 69.0 ± 1.2 
Projection 62.2 ± 2.5 69.2 ± 1.7 
Speaker-independent, female speakers, NZ 
Euclid 69.5 ±3.8 79.6 ± 3,4 
WEuclid 74.3 ± 4.3 85,4 ± 2.3 
Projection 67.9 ± 2.1 79.4 ± 1.4 
Speaker-independent, male speakers, US 
Euclid 60.8 ± 4.2 72.6 ± 1.3 
WEuclid 62.5 ± 4.5 78.5 ± 2,4 
Projection 61.4 ± 4.0 78.7 ± 2.3 
Speaker-independent, female speakers, US 
Euclid 62.3 ± 2.2 67.9 ± 1.6 
WEuclid 50.3 ± 5.5 67.5 ± 2.0 
Projection 66.3 ± 2.0 70.2 ± 1.3 
Speaker-dependent, male speakers, NZ 
Euclid 84.5 ± 0.7 90.7 ± 1.3 
WEuclid 83.0 ± 0.8 88.4 ± 1.3 
Projection 82.5 ± 0.9 89.0 ± 0.9 
Speaker-dependent, female speakers, NZ 
Euclid 88.8 ± 2.1 94.7 ± 0.8 
WEuclid 91.2 ± 0.7 97.1 ± 0.6 
Projection 88.6 ± 1.2 96.2 ± 0.6 
71.9 ± 2.3 
70.0 ± 3.1 
75.0 ± 2.2 
86.3 ± 1.0 
91.8 ± 1.4 
81.5 ± 1.9 
74.3 ± 2.8 
82.6 ± 2.3 
82.6 ± 2.2 
72.4 ± 1.6 
71.7 ± 2.3 
75.8 ± 2.4 
94.8 ± 0.5 
91.4 ± 0.9 
95.0 ± 0.8 
97.5 ± 0.3 
99.2 ± 1.2 
97.7 ± 0.4 
Table 8.9. Average speaker-dependent and speaker-independent recognition accuracies and standard 
deviation ofthe recognition accuracies for New Zealand and American accented speakers using cepstral 
coefficients with three different distance measures (Euclid, weighted Euclid and projection) and varying 
numbers of reference templates (2, 6, and 10). Tests were performed with UE2-1 DTW method with 
non-constant weightings which was trained using the casual training method. Averages were calculated 
by varying the reference and test templates using the jackknife method. 
data frame overlap would not be used in such a system. For high operating accuracy 
the reference and test words must be taken from the same environment and from the 
same accent group. 
From the tests in Chapter 8 speaker-independent accuracies as high as 92% were 
obtained and speaker-dependent accuracies as high as 100% were obtained. Generally, 
however, speakel'-independent accuracies wel'e al'Ound 79% and speaker-dependent ac-
curacies wel'e around 95%. 
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In this chapter real-time continuous speech recognition methods are examined which 
use the DTW methods previously discussed for isolated-word recognition. 
It is the aim of computer recognition researchers to build computer recognition sys-
tems which are able to recognize unlimited continuous speech as a human listener does. 
To achieve this goal many continuous and connected speech recognition methods were 
researched in the early 1970s. Continuous recognition systems such as the DRAGON 
system (Baker, 1974), the SPEECHLIS system (Woods, 1975), and the HARPY sys-
tem (Lowerre and Reddy, 1980) were initiated (refer Table A.3 in appendix A). Some 
of these systems are still being researched and developed today and now have very 
large vocabularies (between 1000 to 30000 words) and recognize complicated sentences 
with high accuracies. These systems recognize large vocabularies by relying on compli-
cated methods of linguistic and semantic parsing to increase their word and sentence 
accuracies. Many of these systems also recognize smaller sub-units of the words such 
as phoneme, syllable, diphone or trip hone segments (refer §2.1.3 and §2.2) requiring 
difficult and time-consuming segmentation procedures. 
While the large vocabulary continuous word recognisers use complicated recogniz-
ing and parsing routines unsuitable for real-time operation, smaller vocabulary (10-500 
words) recognisers often use the same routines as isolated word recognisers. Thus 
variations on DTW (refer §5.1) and HMM (refer §5.2) isolated word recognisers have 
been proposed to recognize sentences word by word (Rabiner and Levinson, 1985; Ra-
biner et al., 1989; Godin and Lockwood, 1989; Myers et al., 1981; Bridle et al., 1982; 
Sakoe, 1979) and have been given the name of connected word recognition. Further, 
continuous speech DTW schemes which time align sentences and indefinitely long ut-
terances have been documented (Chamberlain and Bridle, 1983; Bloom, 1984). 
The advantage of connected word recognition systems is that they avoid the compli-
cated problem of segmenting speech into smaller units thus by-passing inherent prob-
lems associated with segmentation. The fundamental problem with recognition involv-
ing segmentation is that any errors introduced by the segmentation cannot later be 
resolved by the recogniser and hence increase the overall recognition error of the sys-
tem. It is generally considered that segmentation is difficult. Indeed some researchers 
believe it is impossible to say where one phoneme ends and the next one starts (Suh-
rata, 1982) even though humans seem to be able to segment sounds very accurately by 
ear (Roach et al., 1990). 
This chapter examines two methods of continuous recognitiou for a small vocabu-
lary and which can be implemented in real-time. These methods combine the ideas of 
coutinuous recognition, by using phonemes, and connected recognition by using DTW. 
The first part of this chapter examines a method which segments the utterances by re-
ducing both reference and test words into phonemes, much like that proposed elsewhere 
for continuous methods (Woods, 1975; Lea et at., 1975; Lowerre and Reddy, 1980). This 
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method will be known as the phoneme segmentation method. After the segmentation 
process this method uses a UE21 DTW procedure (refer §5.1), operating in real-time, 
to match phonemes for recognition. Overall recognition accuracy and the effects of 
segmentation errors on recognition accuracy are examined. 
The second continuous recognitiou method uses a band DTW scheme to match 
reference phonemic representations to a whole test word (un-segmented). Because only 
the reference patterns are segmented, patterns can be processed prior to recognition 
and, to obtain high segmentation accuracy, may be processed by hand. Test words do 
not require segmentation and hence complicated automatic segmentation procedures 
are not required. To recognize the test word the one-pass DTW method is used, as 
described §5.l.5.l. This method will be referred to as the one-pass method. 
Although these methods are trialed on isolated words it is believed that both 
schemes can be extended to recognize sentences. It is considered that the extension to 
sentence recognition can be made because the system recognises individual phonemes 
and should be able to recognize sentence lengths of connected phonemes. 
9.1 THE TESTS 
Tests were carried out to assess the ability of a recognition system to recognize a num-
ber of vowel and consonant sounds. The recognition tests were performed with or 
without segmentation (for the phoneme and one-pass methods respectively). The aim 
of the tests was to establish the effect of segmentation accuracy on the recognition of 
the phonemes and to compare the abilities of the two types of recognition systems; 
the phoneme segmentation method and the one pass method. It is important to as-
certain the significance of the segmentation error on recognition error because if the 
segmentation error produces insignificant recognition error then it would be easier to 
implement the phoneme segmentation method with coarse segmentation rather than 
the one-pass method. However, if segmentation errors cause large recognition errors 
then the one-pass method would be the better choice. 
Both continuous word recognition methods were evaluated on a limited data set. A 
limited data set was employed because these tests were regarded as initial evaluations, 
devised to ascertain the relative capability of each method. A database consisting of 
only one male speaker with a vocabulary of the ten vowel sounds spoken in a /b/ ,/g/ 
context was used. Five repetitions of each word spoken by the male speaker were 
recorded. The vowels chosen are listed in Table 9.l. 
A /b / ,/ g/ context was chosen to make segmentation relatively easy. The /b / and 
/ g/ sounds are produced with a closed mouth while the vowel sounds are produced 
with an open mouth. For this reason it was felt that there would be some acoustic cue 
which would distinguish the vowels from the consonants. 
9.2 THE PHONEME SEGMENTATION METHOD 
In this section the phoneme segmentation method is discussed. Recognition is preceded 
by both the reference and test words being automatically segmented into their individ-
ual phonemes. A DTW (refer §5.1) method is used to match the test phonemes to the 
reference phonemes for classification. 
Rules for segmenting the phonemes were developed by examining a selection of fea-
tures visually to isolate any that could be useful. The features examined were root-mean 
squared intensity (RMS), zero-crossing (ZX) rate, first predictor coefficient (LPC1 ), sec-
ond predictor coefficient (LPC2 ), second cepstral coefficient (CEP 2 ), and the Euclidean 
distance between the first cepstral coefficient of adjacent frames, also known as the first 
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cepstral difference (.6.C1 ). These features were extracted from frames of 100 samples 
which were Hamming windowed and pre-emphasised. No window overlap was nsed. 
small sized frame was chosen because of the shortness of the consonant sounds. Many 
ofthe consonant sounds were only aronnd 300 samples long (10kHz sampling rate) and 
it was important that the features extracted from the data represented the consonants 
accurately, that is not mixed in with data of the following or preceding vowel. 
After visual examination of the six features it appeared that ZX was the most useful 
and this feature was used for segmentation. This feature might only be useful because 
of the limited test being undertaken, that is the small size vocabulary and the use of 
only one speaker. Because the aim of this investigation was not to design an accurate 
segmenter but rather to test the inter-dependence of recognition and segmentation 
accuracies the segmentation scheme was kept simple. 
The ZX rate was used by setting an appropriate threshold, pictured in Fig. 9.L 
The first rise of the ZX rate above the set threshold and then fall below the threshold 
indicated the beginning to ending of the first phoneme. The last rise above the threshold 
and a fall below the threshold indicated the beginning and ending of the third phoneme. 
The piece of the word lying in between these points was deemed to be vowel. 
B E G 
ZX 
-+--+-+----+--+-:,...--- Threshold 
~+-r------+~------Time 
Phoneme 1 2 3 
Figure 9.1. Endpoint determination by zero-crossings (ZX) calculations for the word BEG. Phoneme 
endpoints are found by setting a threshold on the ZX as shown. 
Initially the threshold was set at an optimum value, that is a value which produced 
minimum segmentation error when t~sted with the trial word set. With this optimum 
value, and testing on the limited vocabulary, an average segmentation errOT of 22% 
was recorded. This estimated segmentation error rate was calculated by comparing 
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the automatic segmentation of the 50 words (5 tests for each of the ten words) against 
visual estimations of the endpoints from plots of the digitised speech waveform and the 
ZX waveform. A segmentation error was only noted when obvious errors of more than 2 
frames were observed (this was recorded as one segmentation error). The segmentation 
error rate calculated for the 50 test words and for a particular level of ZX threshold was 
considered an estimate of the segmentation error rate for all words tested using that 
particular ZX threshold level. For the tests which investigated the effect of segmentation 
error the segmentation error was changed by changing the ZX threshold and examining 
segmentation placement. Any ZX threshold greater or than the optimnm threshold 
increased the estimated segmentation error. 
Length Testl Length Test2 Test3 
(frames). (frames). 
Tested Optimum Accuracy Non-optimum Accuracy Accuracy 
WORD phoneme threshold (%) threshold (%) (%) 
/i/ 27.5±1.5 100 29.2±0.86 100 44 
bag /ce/ 30.2±2.1 100 28.8±3.8 80 100 
barg /1.1/ 32.2±4.5 80 35.6±1.0 100 100 
beg /e/ 24.0±0.95 100 25.0±0.9 100 100 
big /1/ 14.0±1.1 100 15.6±0.7 100 44 
bug /A/ 20.6±0.75 100 15.2±3.7 40 80 
bog /0/ 26.4±3.3 100 22.6±4.6 80 100 
boog /U/ 18.0±0.63 100 18.6±1.5 80 88 
booog /u/ 37.2±5.6 100 22.4±5.8 80 100 
boarg /,4 35.4±2.7 100 31.8±1.7 100 100 
/b/ 3.8±0.2 96 3.8±0.2 88 93 
3.2±0.2 56 6.4±0.8 52 96 
Vowel Accuracy (%) 98.0±2.0 86.0±6.0 85.6±7.3 
Average Accuracy (%) 94.3±3.9 83.3±5.7 87.1±6.1 
Table 9.1. Individual and average (vvith standard deviation) vowel and consonant recognition results 
from a segmentation based continuous word recogniser for one male speaker. Test 1 and Test 2 use 
4 reference templates per word with reference and test templates jackknifed to produce 5 tests with 
unique data sets. Test 3 results are from a live recognition test via microphone into the real-time 
system. For Test 3, five reference templates are used per sound and are the same as those from Test 1 
and Test 2. Test 1 and Test 3 use optimum ZX threshold giving estimated lowest segmentation errors 
(22%). Test 2 has the ZX threshold halved appropriate (optimum or non-optimum) ZX threshold set. 
A UE21 DTW method was used with producing an estimated 39% segmentation error. Mean and 
standard deviation of the length of the tested phoneme is also The mean and standard deviation 
of the length of each phoneme is calculated from a set of five test phonemes spoken by the male 
speaker with appropriate (optimum or non-optimum) ZX threshold set. 
Three sets of recognition tests were undertaken. The first and second tests jack-
knifed (refer §8.1.5) the five representations of each word between reference and test 
templates so that each of the five tests had a unique set of four reference templates. A 
cepstral projection distance measure (refer §6.3) was used in the UE21 DTW scheme. 
Test 1 differed from Test 2 by the threshold value used for segmentation. For Test 2 
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the segmentation threshold was half of that used for Test 1, increasing segmentation 
errors from 33 segmentation errors to 59 errors (39% segmentation error). 
A third test was performed to ascertain the ability of the recognition method in a 
live situation. This test was undertaken to test if recognition performance would be 
severely degraded if there was a change in situation (such as background noise) while 
constants (such as segmentation thresholds) were kept the same. This test is presented 
as a preliminary trial only, obviously further testing is required. For the third test the 
speaker spoke directly into the recogniser via a Audio-Technica AT818II microphone 
(refer §8.1.3). Background noise at the time of the recordings varied but an average 
signal-to-noise (SNR) ratio was recorded at 22dB±10dB. Ten tests of each word were 
completed with each word having 5 reference templates, the same templates used in 
Tests 1 and Test 2. In the third test, as with the first test, the optimum ZX threshold 
was chosen giving estimated lowest segmentation errors. The recognition accuracy 
results of the three tests are given in Table 9.1. 
Inspection of Table 9.1 shows, as expected, that recognition accuracy decreased 
when segmentation accuracy decreased with most recognition errors occurring when 
large segmentation errors occnrred. Further, from an examination of the averages and 
standard deviations of the length of the phonemes and the recognition accuracies for 
each phoneme there appears to be a relationship between these variables. Recognition 
error increased when the segmentation enol' produced an increase in the standard 
deviation of the length or when the segmentation error produced shorter phonemes. 
Phoneme length decreases occurred for the vowels when the ZX threshold decreased 
because the vowels were deemed to lie between the consonants, which were found from 
the ZX threshold. When the ZX threshold decreased the consonants became longer 
hence decreasing the length of the vowels. 
Increasing segmentation position error by 78.8% (22% segmentation error to 39% 
segmentation enol') caused a 193% increase in overall recognition error (5.7% to 16.7%). 
The error increase was greater for vowels (which decreased in length), increasing the 
vowel error by 600% (2% to 14%) while only increasing the consonant error by 25% 
(24% to 30%). Further changes of ZX threshold produce changes in recognition error as 
shown in Fig. 9.2. The figure gives a plot of the calculated recognition error veTSUS the 
estimated segmentation enol', based on the 5 repetitions of the 10 words. This figure 
shows a monotonic relationship between increasing segmentation and recognition errors. 
To further quantify this relationship, however, further testing is needed. 
9.3 THE ONE-PASS METHOD 
For the one-pass method there is no segmentation of the incoming test word. Rather 
the test word is kept as a whole and compared with segmented reference templates. 
The reference templates are automatically segmented by the method discussed in §9.2, 
although they may be more accurately segmented by some other scheme prior to recog-
nition if required. Reference templates are the same as those used in Test 1 and 2 in 
§9.2 and have the same length as that shown in Table 9.1 with optimum segmentation. 
A one-pass (refer §5.1.5.1) band dynamic time warping (UEB) (refer §5.1.4) method 
is used for this continuous recognition system which used the weightings of §7.4.2. A 
band method is chosen because, as can be seen in Fig. 9.3, the endpoints for the 
comparison between reference and test aTe unknown prior to recognition. Not being 
able to place the endpoint, of the DTW warping path prior to recognition means that 
the boundary constraints required for a UE21 or CE21 DTW method cannot be set 
and hence a band method (UEB) must be used. With a band method the endpoints 
can be found during the recognition phase being dependent on the warping path. 
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Figure 9.2. Plot of recognition error versus segmentation error for the phoneme-segmentation method. 
The plot shows a direct relationship between error in recognition and error in segmentation. Recognition 
tests were performed using a UE21 DTVV method with cepstral projection distance, on one male speaker 
with 4 reference templates per word. Segmentation error was changed by changing ZX threshold value. 
Segmentation error was decided by visual examination of the data and segmentation position. 
Using the UEB method the comparison of the test word with reference phonemes 
occurs as shown in Fig. 9.3. Firstly all reference phoneme templates are warped to the 
test word starting from the beginning of the test word. reference phoneme with the 
smallest distance is deemed the best match and warping is continued at the end point 
of that warp, again using all reference templates. The endpoint for each warp is found 
by the warping procedure and is the optimum endpoint of that particular warping path 
segment. Warping continues until the end of the test word is reached. The selection of 
phonemes chosen to best match the word are those that produced the smallest distance 
at each warp. 
Results for each phoneme are given in Table 9.2. From these results it is clear 
that the one-pass method gives lower accuracies than the phoneme recognition method 
with optimum segmentation. :From Fig. 9.2 the one-pass method is as accurate as the 
segmentation methods with a segmentation error of approximately 40%. 
The one-pass method is able to recognize vowel sounds with a much higher accuracy 
than the consonant sounds. One reason for this is that the consonant sounds aTe very 
much shorteT than the vowel sounds and are swamped by the much longer vowels dur-
ing recognition, because the distances calculated along the warping path are averaged 
together. Hence if large distances are calculated, say between vowel and consonant, 
for a very short time, the effect of these large distances is reduced because they are 
averaged with a large number of smaller distances calculated between vowel and vowel. 
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Figure 9.3. DTW unconstrained endpoint band method (UEB) used for continuous word recognition 
one-pass method. For the one-pass method the test word is not split into phonemes; rather recognition 
is achieved by matching all reference phonemes to the test word, starting at the beginning of the test 
word, and then finding the best reference template match as the reference phoneme with the smallest 
accumulated distance to its own endpoint. The next phoneme to be recognised is then found by 
continuing recognition at the end of the last recognised phoneme. 
Thus the vowel to consonant distance has little effect on the overall distance calculated 
and the consonant is not recognised. 
9.4 SUMMARY 
Because the tests on continuous recognition are limited they are considered as initial 
comparisons only. It is clear, however, from this limited examination, that segmen-
tation accuracy is vitally important if a phoneme segmentation method of recognition is 
used. It is also shown that, at least for this vocabulary, ifthe segmentation is reasonably 
accurate (error <20%) then high accuracy can be expected from the DTW algorithm 
(>95%). Obviously, however, much further examination is required using many more 
speakers, vocabularies and conditions before an accurate error can be quoted. 
It has also been shown that segmentation can introduce errors in the system which 
cannot be resolved by the recognition procedure thus increasing overall recognition erTOl' 
rate. Hence a method which does not require initial segmentation may be advantageous. 
The one-pass method was presented as such a recognition system. This method requires 
segmented reference phonemes while test words do not require segmentation prior to 
recognition. Rather, segmentation of the test word is performed during the recognition 
phase. Although the one-pass method produces lower accuracies than the segmentation 
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Test Accuracy 
WORD Phoneme (%) 
beeg Iii 40 
bag 1<£1 100 
barg laJ SO 
beg lei 100 
big III 100 
bug IAI 100 
bog 101 100 
boog lUI 100 
booog lui SO 
boarg 1':>1 SO 
Ibl 10 
12 
Average Vowel Accuracy (%) SS.0±6.1 
75.2±10.0 
Table 9.2. Individual and average (with standard deviation) vowel and consonant recognition results 
fwm one-pass based continuous word recogniser. Segmentation of reference templates uses optimum 
ZX threshold. Tests use 4 reference templates per word and reference and test templates are jackknifed 
to produce 5 tests each with 11 unique data set. Testing is carried out on one male speaker, using a 
UEB method with cepstral projection measure. 
method, this one-pass method does warrant further examination. One area of further 
examination for the one-pass method is the type of sub-word chosen. In the case 
reported phoneme sub-words were used, however difficulties with variation in the sizes 
of the sub-word units occurred. Accuracies may be improved if sub-word units such as 
demi-syllables were used which are of more constant length because each unit consists 
of both consonant and vowel. 
Chapter 10 
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This thesis extensively reviews word recognition techniques, providing an exhaustive 
comparative study of many of the factors that affect recognition accuracy. From this 
comparative study information has been obtained to design and implement a real-
time word recogniser of high accuracy. A real-time recognition system which opm'ates 
at around 0.03 seconds per recognition has been built based on a TMS320C30. The 
real-time system achieves speaker-dependent accuracy greater than 95% and speaker-
independent accuracy greater than 70%. 
The experimental work, which has involved the testing of pre-processing variables, 
acoustic features, various DTW methods, various distance measures, various accented 
speech, and the testing of continuous recognition methods, is discussed in §10.1, and 
suggestions for future research are given in §10.2. 
10.1 CONCLUSIONS 
The aim ofthis research was to obtain the necessary knowledge and expertise to design 
and build a real-time word/speech recognition system. This has involved an exhaustive 
study of many factors which affect isolated-word Tecognition. To this end an exten-
sive review of the speech and word recognition techniques discussed in the liteTature 
was undertaken. This review has prompted the many word recognition experiments 
presented in this thesis. The experiments have centTed on four major areas of word 
recognition; pre-processing techniques, recognition features, recognition algorithms and 
distance measures. The trials of these techniques have been undertaken with New 
Zealand speakers in speaker-dependent mode and New Zealand and American speakers 
in speaker-independent mode, using the vocabulary of words ZERO through NINE. 
10.1.1 Pre-processing Techniques 
Results from pre-processing trials which included windowing, pre-emphasis, overlap-
ping data frames, and varying data frame lengths were reported in §8.2.1. From these 
tests it is found that the most useful pre-processing technique is to window the data 
with a smooth function such as a Hamming, Hanning or Blackman window rather 
than a rectangular window, see §8.2.1.2. Tests with a Hamming window gave an av-
erage improvement, in recognition accmacy of approximately 20% over a rectangular 
window. Recognition accuracy increases are largest with linear precliction (LPC) and 
linear prediction derived cepstral coefficient (CEP) featmes, improving by 79.7% and 
46.0% respectively. This is expected as LPCs model the speech spectral envelope more 
accurately when a smooth window is used (refer §8.2.1.2). Other featUl'es derived from 
LPCs, such as the transitional cepstral featmes, did not have a significant improve-
ment. A lack of improvement for transitional features could be due to the averaging 
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over many frames of data which occurs with the calculation of this feature, removing 
the random noise introduced when using a rectangular window. 
Pre-emphasis, discussed in §8.2.1.3, was the second most useful pre-processing tech-
nique. Pre-emphasis gave an average improvement of 6% across all speakers and fea-
tures tested. Individual features, such as zero-crossing (ZX) and LPC, had significant 
performance improvements. vVhlle other features such as root-mean-squared energy 
(RMS) and perceptual linear predictor (PLP), had reductions in performance. Accu-
racy for the cepstrals (CEP) and transitional cepstrals (ZCEP,FCEP) representations 
was not significantly affected. The variations of accuracy for each feature and for each 
pre-processing techniques, such as pre-emphasis, shows how dependent a recognition 
system is on the feature chosen and pre-processing techniques used. Thus feature and 
pre-processing techniques must be carefully matched. Techniques such as overlapping 
data frames, §8.2.1.4, produced no significant improvement in accuracy for any features 
tested and would obviously not be incorporated into a recognition system. 
Data processing parameters that significantly affected recognition accuracy were 
the size of the data frame (discussed in §8.2.1.1), and the number and choice of ref-
erence templates (discussed in §8.2.1.5). Recognition experiments revealed that the 
framesize from which features are extracted is at an optimum length at approximately 
2 to 3 times a speaker's pitch period. Thus a frame length of 200 samples (at 10000 
samples/s) appears an optimum choice for both male and female speakers. The choice 
of reference templates used for recognition can also severely affect the accuracy of the 
system. Recognition accuracies vary as much as 30% by changing the choice of reference 
templates of the same speaker. Such fluctuations in accuracy, due to simply changing 
the choice of reference templates, indicates the importance of correctly choosing a set 
of reference templates by some means, such as preliminary testing or clustering. Using 
a clustering technique can improve accuracy for a smaller set of reference templates 
(refer §8.2.1.5). 
10.1.2 Feature Selection 
Effects on recognition accuracies when using different features were examined in §8.3. 
The set of features considered covers a range of those often discussed in the literature. 
Both temporal representations such as zero-crossing rate and intensity (in the form of 
root-mean-squared, RMS), and frequency representation such as linear prediction coef-
ficients (LPC), cepstral coefficients (CEP), zeroth order transitional cepstrals (ZCEP), 
first order transitional cepstrals (FCEP) and perceptual linear predictors (PLP) were 
examined. Speaker-dependent and speakel'-independent trials were undertaken with 
both New Zealand and American speakers. For all speakers the highest recognition 
accuracies could be attributed to CEP and ZCEP features, whilst lowest accuracies 
were from RMS, ZX and PLPs. The relative usefulness of all these features were com-
pal'ed and it was found that relative accuracies were dependent on the speaker tested, 
the DTW constraints chosen, the number of reference templates and which reference 
templates were used. However CEP, ZCEP and FCEP features gave significantly better 
accuracies than all the other features over all speakers and methods. 
10.1.3 Combining Features 
An examination of three methods of combining features during and post recognition 
distance calculations to obtain higher recognition accuracy was reported in §8.3.2. The 
first method combined features during the DTW phase (§8.3.2.1), the second method 
combined the output word choices after DTW recognition (§8.3.2.2), and the thll·d 
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method combined the calculated distances obtained for each feature from the DTW al-
gorithm (§8.3.2.3). The first two methods gave no significant increase in accuracy or a 
slight accuracy reduction while the third method significantly improved accuracy under 
some limited conditions. The largest increase for the third method occurred with the 
speaker-dependent results giving up to 68% error reduction. Combination of features 
from speaker-dependent trials gave the greatest improvement because these results had 
the highest recognition accuracies for the individual features. With greatest individual 
feature accuracies combining results resulted in fewest confusions and hence greatest 
improvement. For speaker-independent tests, the third method had an average reduc-
tion of error of 10%. The error reduction was less for speaker-independent recognition 
than speaker-dependent recognition because the speaker-independent results were not 
as accurate. From these results it appears a combination of features is useful for highly 
accurate features and the method should be a combination of distances as of the third 
method discussed in §8.3.2.3. 
10.1.4 DTW Methods 
An examination of a selection of DTW methods was undertaken as discussed in Chap-
ters 5 and 7. The methods tested were the constrained endpoint, 2-to-l method (CE21), 
the unconstrained endpoint, 2-to-l method (UE21) and the unconstrained endpoint 
band method (UEB). The UEB method was found to give the highest accuracy and 
to operate the fastest. The UE21 method, although not as accurate as the UEB 
method, was found to be significantly better than the CE21 method. Although the 
UE21 method's time per warp was longer than that of the UEB, the UE21 method's 
time can be reduced with the addition of a threshold as discussed in §5.1.6 and §7.7. 
10.1.5 Accents Effects 
New Zealand and American speakers were used to examine the effects of accent on 
recognition accuracy. It was found that when recognizing words from New Zealand 
speakers with a system trained with New Zealand speakers, or when recognizing words 
from American speakers with a system trained with American speakers, produced recog-
nition errors which were not different between American and New Zealand speakers. 
Both New Zealand and American speakers had the same average accuracy across the 
words tested. No trends were found in actual word errors with both American and New 
Zealand speakers had similar word confusions (given in Appendix B). However it was 
found that some features did give differing results. The American speakers obtained 
a higher accuracy with the transitional representation (ZCEP) than the New Zealand 
speakers while the New Zealand speakers' accuracies were higher with cepstral (CEP) 
representation. It was also noted that the PLP accuracies were significantly higher for 
the American speakers than the New Zealand speakers. There was no testing, however, 
to establish whether these differences were dependent on accent or database (the NZ 
and US databases were recorded under different conditions) and thus no distinct accent 
effects could be attributed. 
Further testing was undertaken with a mixed data set in which the American data 
was recognised from New Zealand reference data and New Zealand data was tested with 
American reference data. For the tests a series offeatures were examined, all giving low 
accuracies « 50%). Because accuracies for these tests were lower than that obtained 
from the speaker-independent tests with speakers of the same accent this suggests that 
accent does play an important role in recognizing one spealmr's words from the words 
of another, different accented, speaker. Thus to obtain high accuracies it is important 
to train and test with speakers having the same accent. 
182 CHAPTER 10 CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH. 
10.1.6 Distance Measures 
A selection of distance measures, which included Euclidean, weighted Euclidean and 
projection, were discussed in Chapter 6 aud the results of tests were reported in §8.5. 
From the tests it is apparent that the choice of distauce measure has a significant effect 
on the recognition accuracy. The best choice of distance measure was found to depend 
on the feature chosen to represent the speech and on the background noise of the speech. 
It should be noted that the background noise can have a large effect on the properties of 
the features used to distinguish the individual sounds and words (refer §6.2) . .trom the 
results reported in §8.5 the cepstral p1'Ojection and the quefrency weighted Euclidean 
distances were found to be significantly better than the Euclidean measure. Further 
testing with these two distance measures, including testing with noisy speech, would 
be required to more accurately quantify their abilities. At present, f1'Om the evaluation 
of this set of distance measures, the cepstral p1'Ojection and the quefrency weighted 
distance measmes perform equally. 
10.1. 7 Continuous Recognition 
Two methods of continuous recognition using phonemes were examined in Chapter 
9. The two methods, the phoneme segmentation method and the one-pass method, 
are based on the isolated word recognition methods discussed in §5.1.4 and tested in 
§7.6. Preliminary trials were run using these two methods to ascertain whether further 
research of these methods would be reasonable. 
The phoneme-segmentation method segments the data into individual phonemes 
and recognises each phoneme separately with pre-segmented reference phonemes. FOT 
the 10 vowel and 2 consonant sounds tested an average accuracy of90.7% was obtained 
(multiple test with a single male speaker). The accuracy ofrecognition for this method 
was found to be dependent on the accuracy of the segmentation. and this method 
therefore requires accmate segmentation (segmentation accmacy > 80%). Accurate 
segmentation poses a large problem of its own with major controversy over the best 
approach to use, a method that does not use segmentation is appealing. The second 
method examined was a non-segmentation method using a one-pass DTW scheme. This 
method recognised whole words against previously segmented reference phonemes. The 
refel'ence phonemes, which are saved befOTe recognition, can be either hand-segmented 
or automatically segmented and checked, thus reducing segmentation er1'01'. Accuracy 
for the single male speaker, tested on 10 vowels and two consonants was 75% and 
hence lower than the phoneme method. Errors with the one-pass method were caused 
by the methods inability to cope with the variation in the lengths of the phonemes. 
Lengths of phonemes varied between consonant sounds, such as /b/ and /g/ which 
were as shOTt as 2-4 frames long and vowel sounds as long as 20-30 frames long. Having 
such variation in the lengths of the phonemes means that distance calculated between 
short and long phonemes are averaged with distance calculated between long and long 
phonemes and hence error between short and long phonemes are averaged out. This 
averaging effect reduced the one-pass method consonant accUTacy to as low as 11% 
while vowel recognition accuracy was 88%. 
Further optimisation of the one-pass method is possible by implementing a multiple-
pass scheme. This would incOTporate properties of the two-level DTW scheme (refer 
§5.1.5.1) with the one-pass method. idea would be to do multiple warps with the 
same phoneme, each time slightly changing the starting position. Multiple warping can 
occur over individual phonemes or over groups of phonemes. This would optimise the 
beginning and end points of each phoneme, taking into account coarticulation effects 
of complete wOTd and sentence structures. 
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10.2 SUGGESTIONS FOR FURTHER WORK 
Continuing research in this field should examine four areas. The first deals with dis-
tance measures for recognition since distance measures were found to significantly affect 
recognition accuracy. The second area for further examination is that of the effect of 
database parameters, such as noise and recording apparatus, on accuracy. The third 
topic to examine is the compensation recognition schemes require to cope with changes 
in speech accents and the fourth topic is to more thoroughly examine the uses of DTW 
for continuous recognition of small vocabularies. These four areas are discussed more 
fully in the following sections. 
10.2.1 Distance Measures 
The importance of the distance measure chosen for recognition, with respect to the 
accuracy of the recognition system, was discussed in Chapter 6. Because the choice 
of distance measure was found to significantly effect recognition accuracy it would be 
useful to test further a set of distance measures without being constrained to real-
time considerations. ill particular a wider selection of distance measures would be 
worthwhile examining whether distance measure weightings can be optimised for word 
recognition. 
Also discussed in Chapter 6 was the effect of noise on the variation of acoustic 
features used to represent the signal and how this affects the choice of distance measure. 
It would be worthwhile to examine the optimisation of a distance measure with 
respect to the noise level. This optimisation may result in a particular weighting, ,x, 
added to the distance measure to equate noise levels of reference and test recordings 
such that 
p 
dopt = L.::(Cref(i) - 'xCtest(i)), (10.1) 
i=l 
as discussed by Mansour and Juang (1988) and in §6.2.3. For this distance measure 
the weighting function, ,x, can be made dependent on background noise condition. 
It may also be interesting to test whether optimising distance measures, by adding 
a weighting function, ,x, can be used to reduce the differences between speakers of 
different accents. For such a case the weighting may be dependent on frequency, and 
be used to warp frequency components of the speech from speakers of different accents. 
10.2.2 Database Parameters 
Changing database parameters between training and testing can have a severe affect 
on the recognition ability of the system. One such effect of varying database and 
recording equipment is that of noise. Varying noise significantly degrades the accuracy 
of a recognition system and this area should be fully examined. The research in this 
thesis has avoided the topic of noise mainly because of the vast amount of research 
alTeady undertaken in this field without any resolution of the noise problem. However 
it would be interesting to establish the affect of noise on the accuracy of this system, 
and to find which feature or features, and also which distance measure, may operate 
better under noisy conditions. Topics that could be examined could be the particular 
noise types (white, Gaussian, telephone etc) and noise levels. Also worth examining 
is the effect of varying the number of reference templates with different noise levels 
which may allow higher accuracies even under very low SNR levels. Other database 
parameters should also be examined, such as effects of varying frequency and phase 
response as would occur with val'ying TecQI'ding devices, microphones etc. 
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10.2.3 Accents 
Having access to both American and New Zealand speaker databases has allowed a 
tentative examination of how accent effects recognition accuracy. This examination 
has also shown how difficult it is to separate the accent affects from other database 
parameters which could affect accuracy. Although no conclusive results could be given 
it was noted that recognition accuracy was dependent on accent (particularly for PLP 
features). It would be interesting to examine more closely the effects of accent on ac-
curacy, and in particular the effect on a particular features representing the speech. 
Tests undertaken to recognize one set of speech with a particular accent using reference 
speech having a different accent gave very low recognition accuracy. It would be useful 
for recognition systems if the problem of accent could be resolved so that high accu-
racies could be obtained when recognizing speech of speakers with different accents. 
Recognizing words of one accent using templates constructed from words of another 
accent would give an uWmate speaker independent recognition system. Further, re-
ducing accent effects on recognition would allow reference templates to be saved only 
the once (usually during the production of the recognition system) and giving the user 
freedom from the laborious training task. 
10.2.4 Continuous Recognition 
A preliminary examination on the use of DTW as the word/phoneme comparator for 
a continuous recognition system was undertaken (Chapter 9). Two areas of further 
research could be carried out in this area examining both the phoneme method (§9.2) 
and the one-pass method (§9.3). The first is to look more fully into the area of segmen-
tation and to examine accurate methods to divide words into the smaller units required 
for continuous recognition. The second is to examine fully the one-pass method. This 
method is appealing because it does not require automatic segmentation of the test 
word. Although lower accuracies were obtained for the one-pass method with the lim-
ited tests performed (§9.3) it is difficult to speculate whether the Tesults obtained would 
hold for larger vocabularies and other speakers (both speaker-dependent and speaker-
independent). The major fault of the one-pass method was the loss of accuracy when 
Tecognizing small sized phonemes occurring next to large sized phonemes. Possibly 
accuracies could be increased by using a better sub-word system, such as dip hones 
or triphones. Such segments are of more equal lengths and may therefore give better 
accuracies. 
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Appendix A 
RECOGNITION SYSTEMS THROUGH HISTORY 
This appendix details, in tabular form, recognition attempts of this century. Discussed 
initially in Chapter 3, § 3.1, § 3.2 and § 3.3 the following tables give greater detail of the 
schemes, methods and implementations. Although I have tried to give a full overview 
of the systems that were produced, many recognition systems have been left out of the 
following tahles leaving only those, I believe, have been most influential in the word 
and speech recognition arena. 
The tables detail those points that I have considered most important for the com-
parison of different systems. These are; author, method, accuracy, vocabulary, speakers 
(tested and trained) and features. Where appropriate I have also included a short dis-
cussion of any other important points. These six major points do not, however, cover 
all aspects of these recognition systems, for further detail I direct the reader to the 
appropriate reference. 

1946. 
POTTER,R.K., 
PETERSON,G.E., 
1948. 
DREYFUS-
GRAF,J., 1950. 
POTTER,R.K. , 
STJ;JINBERG,J.C., 
1950. 
Spectrographic, vowel 
rep-
resentation. Time elimi-
nated by tracing 'timeless' 
frequency path. 
Sonograph representation. 
Specifying vowel sounds 
in terms of acoustical 
measurements. 
tection by comaparing fre-
quency patterns. 
DAVIS,K.H., BID- Digit recognition. 
DULPH,R., BAL-
ASHEK,S., 1952. 
OLSON,H.F., BE-
LAR,H., 1956. 
WIREN,J., 
STUBBS,H.L., 
19.':>6. 
FRY,D.B., 
DENES,P.,1957. 
DUDLEY.II., 
BALASHEK,S., 
1958. 
FORGIE,J.W., 
FORGIE,C.D., 
1959. 
phoneme 
typewriter. 
Phoneme 
recognising 
recognition by successive-
binary-selection 
phoneme 
recognition: Sounds 72%. 
Words 44%. 
Phoneme recognition. 
Phonemes 60%. 
Words 24%. 
With linguistic informa-
tion; 
Phonemes 72%. 
Words 44%. 
Non-trained speaker; 
Phoneme 45%. 
Vowel recognition. 
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patterns. 
Vowels. 
All speech. 
Not sufficient information. 
97-99%. Digits" 0" - "9" . 
98%. 7 syllables 
98-94%. Vowels. 
12 English sounds, 140 
English words. 
>90%. Digits "0"-"9". 
Without duration 88%. 
With duration 93%. 
10 vowels, mak-
ing 11 words. 
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1946. 
POTTER,R.K., 
PETERSON,G.E., 
1948. 
DREYFUS-
GRAF,J., 1950. 
Examined 
many speakers and 
variations of a sin-
gle speaker. 
All speakers. 
children. 
SMITH,C.P.,1951 Single speaker. 
DAVIS,K.H., BID- One male. 
DULPH,R., BAL-
ASHEK,S., 1952. 
OLSON,H.F., BE- One male. 
LAR,H., 1956. 
1956. 
FRY,D.B., 
DENES,P.,1957. 
DUDLEY.H., 
BALASHEK,S., 
1958. 
One speaker. 
One male. 
Spectrograms, F1 versus 
F2 versus F3. 
Six frequency bands re-
lating to the 6 principle 
frequencies of the mouth 
orchestra to decompose a 
word into its alphabetical 
elements. 
Energy concentration m 
the frequency spectrum 
using filter bands 100-
7000 Hz and the energy 
versus time. 
Zero-
crossing rates from two 
channels (0-900Hz, 900-
4000 Hz) giving rough Fl 
versus F2 plots. Matc,hing 
by correlation. 
Quantizes into 8 frequency 
and 5 time intervals and 
level. 
Spectral content from 20 
bandpass filters, 100 -
8000 Hz. 
Frequency from ten 
bands, 0-3000Hz. 
content from 18 bandpass 
filters, 160-8000Hz. 
FORGIE,J.W., 
FORGIE,C.D., 
1959. 
11 male, 10 female. 35 frequency channels 
(100-10000 Hz). Recogni-
tion based on F 1 versus F2 
locations durations. 
patterns. 
Designed to match the 
ear. 
Related 
the drawn patterns with 
the first known phoeni-
dean alphabet. The first 
attempt to write words 
from sounds. 
identification by 70 lis-
teners. Two-dimensional 
representation by Fl ver-
sus F2 is not sufficient for 
all vowel discrimination. 
tion about digram fre-
quencies of phonemes. 
Table A.I. Early Recognition systems. 
Author Method 
DENES,P., MATII- Digit recognition. 
EWS,M.V., 1960. 
Accuracy 
Error: 
Speaker-dependent: no 
time normalization 13%, 
time normalization 6%. 
Speaker-
independent: time nor-
malization 30-40%. 
WELCII,P.D., 
WIMPRESS,R.S., 
1961. 
Vowel recognition by mul- Error: 
tivariate statistics. 
OLSON,H.F., BE- Phonetic reognition. 
LAR,II., 1961. 
SAKAI/T., 
DOSHITA,S., 1963. 
REDDY,D.R., 
1967. 
Speech recogni-
tion by segmentation and 
classification. 
Connected speech recogni-
tion by segmentation and 
classification. 
F1,F213%, 
F1,F2,F3 7-9%. 
FO,F1,F2,F36-7%. 
FO,F1,F2,F3,Ll,L2 5-6%. 
Vowel 90%. Consonants 
70 %. 
Phoneme 81%. 
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Vocab 
Digits "0" - "9". 
10 vowels. 
96 syllables. 
Japanese mono-
sylla-
bles, consonant-
vowel (C_V-,-)_. __ 
30 sec-
onds of continu-
ous speech, 300 
phonemes. 
TEACHER,C.F., 
KELLETT,H.G., 
FOCHT,L.R., 
1967. 
Isolated digits. 90% with 1% Digits )'0" - "9". 
GILLI,L., 
MEO,A.R., 
1967/68. 
Isolated digits. 
COMER,D.J., Examined waveform 
mire cognition. 
Ten male speakers used 
also for training 100%. 
Other voices 70%. 
98%. 
Ten digits 
(Italian). 
15 words. 
1968. asymmetry. 
PUR'I""'''''O''''N'',''R:-,''''F-. ,---I"'"'s-"0"la-'t-ed""'--"w-o-r-d',--sp-e-a-;-k-er-"""'9""'0""'o/c'rio-. -----------,I"'O,......words. 
1968 dependent. 
SHEARME,J .N., 
LEACH,P.F., 1968. 
BEZDEL,W., BRI-
DLE,J .S., 1969. 
LAVINGTON,S.H., 
1969. 
EWING,G.D., m 
TAYLOR,J.F., 
1969. 
Speaker independent word 
recognition. Multiple 
template representation, 1 
per speaker to 10 per 
speaker. 
Word recognition by 
sound discrimination. 
Word recognition. 
Digit recognition 
1 template 60%. 10 tem-
plates 90%. 
Digits 94.3%. Other 
words 98%. Average ac-
curacy 96%. 
97% 
'Excellent' 
32 words, in-
cluding digits. 
14 words, in-
cluding digits. 
. Digits "0" "9". 
Digits" 0" - " 9" . 
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versus 
patterns. Reference pat-
terns made from average 
many speakers' patterns. 
17 channel filter bank, 200 
- 4000 Hz. All words nor-
malized to 60 time frames 
(linear normalization). 
WELCH,P.D., 
WIMPRESS,RS., 
1961. 
10 male, 10 female. Formant frequencies (FO , 
F1, F2) and formant en-
ergy ( 11, L2). 
OLSON,H.F., BE-
LAR,H., 1961. 
SAKAI,T., 
DOSHITA,S., 1963. 
REDDY,D.R, 
1967. 
TEACHER,C.F., 
KELLETT,H.G., 
FOCHT,L.R., 
1967. 
1968. 
Male and female. 
One speaker. 
Ten male. 
PURTON,RF., One speaker. 
1968 
SHEARME,J.N., Ten male. 
LEACH,P.F., 1968. 
BEZDEL,W., BRI- 30 speakers 
DLE,J.S., 1969. 
LAVINGTON,S.H., 19 speakers 
1969. 
EWIN , .D., Five male. 
TAYLOR,J.F., 
1969. 
8 frequency bands (250-
20000 Hz), quantized into 
5 time steps. 
Formants and 
zero-crossings. 
0-10000 Hz, segmentation 
by inten-
sity and zero-crossing, 21 
parameters extracted for 
recognition, including for-
mant values, energy, pitch 
and duration. 
Single equivalent formant 
representation of the 3 
formants. 
Zero-crossings from 
two frequency bands, 200-
1000Hz, 1000-4000 Hz. 
Normalized spectral enve-
lope. Removal of tim-
ing information by setting 
constant word length. 
Zero-crossing rates in full 
frequency band as well as 
high frequency and low 
frequency bands. 
Number of zero-crossings 
and turn-awunds (zero 
gradient points per 10ms. 
Zero-crossing rate. 
Speaker-independent 
recognition by adjusting 
for a particular voice. 
Operating speed at 40 
times real-time. 
TAPPART,C.C., 
DAS,S.K., 1978. 
RABINER,L.R., 
ROSEN-
BERG,A.E., 
LEVINSON,S.E., 
1978. 
SAKOE,H., 
CRIBA,S., 1978 
LEVINSON,S.E., 
1977. 
LlN,W.G., 
CHAN,C.F.,1977. 
DTW, reduced search by 90% for 40-50% memory 
reduction in samples reduction. 
saved. 
DTW, 
CE2-1 
UE2-1 
UELM 
DTW, speaker dependent. 
Test carried out on : 
symmjasymm 
- symm only 
- varIOUS 
systems taken from 
literature. 
Syntax used. 
highest to lowest accuracy 
UE2-1 
UELM 
CE2-1 
Errors; 
asym 1.5 
symm 0.3 
- symm 1.9 - 0.9 
Test from literature; 
Velichko 
0.5, 
and Zagoruko 2.7 -
2.0, White 
and Neely 1.3-0.33, 
Itakura 1.3-0.4, lin-
ear: 5.9-0.87 
Errors reduced from 10% 
to 0.2%. 
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47 word alpha-
bet + numbers 
"0" - "20". 
10 words, con-
sisting of dig-
its, letters and 
words. 
Japanese 
digits words and 
50 Japanese ge-
ographical 
names. 
1000 randomly 
generated sen-
tences, average 
length of 10.3 
words from 127 
word 
vocabulary. 
Statistical pattern recog':: ---:a""":x-re-a"'7t-e1-· -t""h-a-n-""95"'~"'o-w-l'" t'h-"""6'""'0- phonetically 
nition. Semantics via en- training data balanced words. 
ergy and LPCs. Phoneme 
recognition using LPC, 
energy, zero crossings and 
first formant. Lexicon 
constraints. 
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1979. 
TAPPART,C.C., 
DAS,S.K., 1978. 
RABINER,L.R., 
ROSEN-
BERG,A.E., 
LEVINSON,S.E., 
1978 
SAKOE,H., 
CHIBA,S., 1978 
LEVINSON ,S .E., 
1977. 
LIN,W.G., 
CHAN,C.F., 1977. 
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Training 
USING 50 male and 
50 female speakers. 
Testing using 40 
representations, 10 
from training set. 
1 male, 4 repiti-
tions. 1 repitition 
for training, 3 repi-
titons for testing. 
50 male, 50 female. 
10 repititions per 
speaker. 
Tests on two sets : 
10 males 
- 2 male, 2 fe-
males. 
All speaker 
12 bit PCM, 10kHz sam-
pling, 240 
point FFT, power spec-
trum every 12ms, 24mB 
Hamming window. Out-
put in 6 bands. 
Sampling 
at 6.67kHz. 8 pole LPC, 
Itakura distance. 
10 channel bandpass fil-
ters, Chebyshev norm 
distance. 
Finite state machine 
Sampling 
at 10kHz, 10 pole LPC, 
energy and zero crossings. 
Pitch synchronous analy-
sis for voiced 
remove peaks. 
Fully automatic cluster-
ing techinque using K-
nearest neighbour rule. 
Real-time operation on 
a CSP MAP-200 array 
processor. 
Recognition accu-
racy drops as memory re-
duction increases. At 3% 
storage, accuracy is only 
25%. 
Automatic endpointing, 
checked for errors. 
Recognition requires 3 
seconds per digit and 30 
seconds per name. 
Designed for airline flight 
and reservation 
information. 
Uses Baysian classifier 
for inital segmentation. 
Speech input in sound-
proof room. 
Table A.2. Discrete Word Recognition systems of the 19708 
Author Method Accuracy 
GUPTA,V.N., Comparison of dis-
GOWDY,J.N., tance measures, us-
BRYAN,J.K., 1977. ing dynamic and 
LEVINSON,S.E., 
ROSEN-
BERG,A.E., 
FLANAGAN,J.L., 
1977 (Bell Labs). 
WHITE,G.M., 
NEELY, R.B., 
1976. 
linear time 
warping. Speaker-
independent. 
Itakura DTW. 
Tested for speaker-
dependent and 
speaker-
independent. Input 
via telephone. 
Comparison of pa-
rameters 
(LPC/BPF) and 
recognition meth-
ods (DTW /linear 
warping) based on 
Itakura(1975) log-
likelihood distance. 
6 autocorrelation coef-
fdents, Euclidean 73.6%(DTW) 
69.1% (linear). 
- 6 autocorrelation coefficients, log 
Euclidean squared 78.7%(DTW) 
76%(linear) . 
- 6 au-
tocorrelation coefficients, Maha-
lanbois 80.4%(DTW) 75.7% (lin-
ear). 
6 autocorrrelation coefficients, 
cos(angle) 72.3%. 
- 14 LPCS, Itakura 71%(DTW), 
82%(linear) . 
- Autoreggressive distance mea-
sure 81.2%(DTW), 77.4%(Iin-
ear). 
Error: 
13 speakers 8.4% 
- Speaker-dependent 1l.7%(word), 
O.4%(word parsed), 3.9 %(sen-
tence). 
- Speaker-independent 
(1 template/word) 45.5%(word), 
5.6%(word parsed), 35.3%(sen-
tence). 
- Speaker-independent (composite 
tem-
plate/word) : 34.9% 6.5%(word 
parsed),37.2%(sentence). 
BPF+DTW 98%(AN) 
99.6%(words). 
LPC+linear 98%(AN) 
90%(words). 
LPC+ DTW 96%(AN) 
195 
Vocab 
40 words 
84 
isolated 
words 
and 37 
connectd 
word 
utterances. 
North 
Amer-
ican state 
names 
(words) 
and 
alphanu-
merIC 
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, 
BRYAN,J.K., 1977. 
LEVINSON,S.E., 
ROSEN-
BERG,A.E., 
FLANAGAN,J.L., 
1977 (Ben Labs). 
WHlTE,G.M., 
NElijLY, RB., 
1976. 
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Autocorre-
and 14 pole LPC. 
Each utteranc.e divided 
into 50 windows with 50% 
overlap. 
per word. 
procedure used during 
testing. 
Speaker-dependent LPC with Itakura Speaker able to repeat 
utterances before recog-
nition to correct for 
speaking errors. 
and speaker- distance. 
independent. 
Two males, five 
recordings each. 
LPCs. Sampling 
at 10kHz, 25.6ms Ham-
ming window, 50% over-
lap, 14 pole. BPF: fil-
ters span 10Hz to 10kHz, 
20 1/3 octave bands, sam-
pled 100Hz, smoothed and 
log scaled. 
Claims to be the first 
published comparision of 
different methods. Ut-
terances reeorded in lab-
oratory room, noise level 
at 65dB(A). 
Table A.2. Discrete Word Recognition systems of the 1970s 
Author Method .. Accuracy 
SAMBUR,M.R., Digit recognition, speaker Error rate for the two en-
RABINER,L.R., independent. Tests with vironmentj 
1975. two noise conditions. 
ITAKURA,F., 
1975. 
DeMORI,R.,1973. 
ITAHASHI,S., 
MAKINO,S., 
KIDO,K., 1973. 
ITCHIKAWA,A., 
NAKANO ,y. , 
NAKATA,K., 1973. 
POLS,L.C.W., 
1971. 
DTW using LPCs plus 
loglikelihood distance. 
Time evolution of zero-
crossing rate. 
Word dictionarys, (lexicon 
constraints), and phono-
logical rules. Classifica-
tion into phonemes. 
DTW (fixed starting and 
free end points). Speaker-
dependent. Testing sets of 
features. 
Recognition of vowels and 
isolated words. 
2.7%. 
5.6%. 
Tested with the two vo-
cabularies; 
- 97.3%, 10 reps each 
word. 
- 88.6% 20 reps each 
word. 
2% error. 
- No dictionary 42-
59% 
Dictionary 92-93% 
- Spectrum 100%. 
- Cepstrum 100%. 
- Autocorrelation 
92%. 
LPC 77%. 
- Partial autocorrela-
tion 98%. 
- Vowels 98%. 
- Speaker-dependent 
words 95%. 
- Speaker-
independent words 
93%(male) 70% (fe-
male). 
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Vocab 
Digits "0" - "9". 
Tested with 200 
Japanese 
geographi-
cal names, aver-
age number syl-
la-
bles = 3.5) and 
alphanumeric 
Ten word digits. 
13 words. 
Japanese digits. 
12 vowel sounds 
and 20 Duteh 
words including 
10 digits. 
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RABINER,L.R., 
1975. 
ITAKURA,F.,1975 
DeMORI,R., 1973. 
ITAHASHI,S., 
MAKINO,S., 
KIDO,K., 1973. 
ITCHIKAWA,A., 
NAKANO,Y., 
NAKATA,K., 1973. 
POLS,L.C.W., 
1971. 
APPENDIX A RECOGNITION SYSTEMS THROUGH HISTORY 
ment tests: 
Five 
male and five 
female 
30 female, 25 
male. 
One male. 
Four male. 
One speaker. 
One male, profes-
sional anouncer. 
20 male. 
energy 
samples, normalized LPC 
energy, 2 pole LPC, sam-
pling at 10kHz, frame size 
of 10ms. 
Sampled (via telephone 
network) at 6.67kHz,200 
sample Hamming window 
50% overlap. 8 LPC coef-
ficients. Noise level 68dB. 
Two filter bands( LPF, 
HPF), giving zero cross-
ings. 7 output groups 
from low-pass filter, 4 out-
put groups for high-pass 
filter. 
Sampled at 10kHz, Ham-
ming window, frame size 
of 10ms, split into 4 
frequency bands, linearly 
transformed. 
Features ( dimensions); 
log spectrum (25), 
cepstrum (6), 
autocorrelation (4) 
LPC (7) 
PARCOR (5) 
Bandlimited to 4.2kHz. 
Sampled at 10kHz, 25.6ms 
frames every 10ms. 
17 and 18 1/3 octave fil-
ter bands, variance calcla-
tion to reduce dimension-
ality to 4. 
recorded in quiet 
room, high quality 
microphone, 
- nOlSY 
environment. 
Introduced new distance 
measure for LPC all 
pole model representa-
tion. Run on a DDP-516 
computer via telephone 
at 22 times real-time. 
Recorded ill soundproof 
room. 
1/3 octave filter bands 
used to simulate the ears 
hearing. Operates in 
real-time. 
Table A.2. Discrete Word Recognition systems of the 19705 
Author Method Accuracy 
WARREN, 1971. Fast pattern matching us- 90-93%. Aprroximately 2 
ITO,M.R, DON-
ALDSON,RW., 
1971. 
CLAPPER,G.L., 
(IBM), 1971. 
VonKELLER,T.G., 
1970. 
KLEIN, W., 
PLOM,R, 
POLS,L.C.W.,1970. 
SCARR,W.A., 
1970. 
ing tree-structure. to 5% better than normal 
pattern matching. 
Zero crossings. 
Linear 
quency 
matching of fre-
word patterns. 
dependent. 
Digit recognition. 
based 
Speaker-
Speaker-independent, 
vowel recogniton. 
Speaker-independent digit 
recognition. 
No definitive results. 
94.2% 
1-4% error and 1-4% rejec-
tion rate. 
4 dimensions 98%, 2 di-
mensions 88%. 
95% males, 89% females. 
VELICHKO,V.M., Speaker-dependent word 95%. 
ZAGORUYKO,N.G., recognition dynamic 
1970. 
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Vocab ... 
Digits "0" - "9", 
15 repititions for 
each speaker. 
Examined vow-
els, voiced and 
unvoiced frica-
tives and stops. 
Digits)) 0" - " 9" 
plus 5 words (to-
tal of 16 words). 
Training on 200 
digits. Two 
tests: 
1000 dig-
its 
recorded 
in sound-
proof 
room. 
500 digits 
III noisy 
room. 
600 vowels. 
Digits" 0'; - "9" . 
200 word. 
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Table A.2. Discrete Word Recognition systems of the 19708 
Author Speakers Features Discussion 
WARREN, 1971. One male. Infinitely clipped speech 
from 2 frequency bands, 
o to 1kHz and 1kHz to 
4kHz, autocorrelated. 
ITO,M.R., DON- One male. 
ALDSON,R.W., 
Sampling at 16kHz. 2 Recorded in soundproof 
1971. 
CLAPPER,G.L., 
(IBM),1971. 
VonKELLER,T.G. , 
1970. 
11 male and two 
female. 6 rep i-
titions giving 3360 
utterances. 
Ten male for refer-
ence, four male for 
test. 
KLEIN, W., 50 male. 
PLOM,R., 
POLS,L.C.W.,1970. 
SCARR,W.A., 
1970. 
Reference speech 
patterns 
from 30 male,30 fe-
male, tested by 12 
male and 12 female. 
VELlCHKO,V.M., Two speakers. 
ZAGORlJYKO,N.G., 
1970. 
frequency bands to 8kHz. room. 
Zero crossings. 
8 frequency bands up to 
10kHz. Energy in each 
band. "Vord length cut 
into 6 time frames giving 
a 6 by 8 pattern for each 
word. 
Data segemented and each 
segment represented by Fl 
and Y), at beginning and 
end of frame pluse maxi-
mum Fl during segment. 
18 frequency bands, re-
duced to 4 dimensions us-
ing principal component 
analysis. Recognition 
based on position of test 
word in the 4 dimensional 
space. 
Frequency range 100 to 
7000Hz. Speech cut in 
to voice/unvoice, reduced 
to phonemes groups such 
as nasal, vowel, frieative, 
stop. 
Energy output of five fil-
ters 0 to 8000Hz. 
Recorded in noise free, 
sound proof room. 
SAKOE,R., 
CRIBA,S., 1979. 
MEDRESS ,M.F. J 
et al, 1977, Sperry 
Univac. 
WAKITA,R., KA-
SUYA,R., 1977. 
SAMBUR,M.R., 
RABINER,L.R., 
1976. 
RATON ,J., 1975. 
Two-level 
asymmetric. 
DP 
Sound class seg-
menter plus word 
sequencer to deter-
mine phrases. 
Vowel recog-
nition in connected 
speech, speaker in-
depen-
dent. Formant fre-
quency scaling by 
normalization. 
Linear warping, 
statistical training. 
Test on 4 vocabularies 
giving accuracies : 
100% 
99.6% 
98% 
100% 
Alphanumeric 
95% (word), 
88% (phrase). 
Commands 96% 
(word), 89% 
(phrase). 
normalized for-
mants 50.5%. 
unnormalized 
formants 42.2%. 
Speaker-
dependent 
95-100%, aver-
age 97.6%. 
Speaker-
independent 90-
100%, 
average95.3%. 
DTW, plus syntac- >99.9%. 
tic (gram-
mer) and semantic 
201 
Four vocabularies tested : 
200, 3 digit connected 
utterances. 
50, 1-4 digit utter-
ances. 
1-4 digit ut-
terances without word 
number specified. 
50 geographical names 
combined to 3 word ut-
terances. 
Alphanumeric 
commands. 
and 64 
Connected digits, 3 digit 
strings 
50, 3 digit strings. 
20, 3 digit strings. 
36 french words. 
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SAKOE,H., Male speakers. 
CHIBA,S., 1979. 
MEDRESS,M.F., Three male. 
et ai, 1977, Sperry 
Univac. 
WAKITA,H., KA-
SUYA,H., 1977. 
HATON,J., 1975. 
One male and one 
female. 
tested three 
male and three fe-
male 
speakers. Speaker-
independent 
tested with 10 male 
speakers. 
One male. 
per digit. Dynamic pro-
gramming used at word 
level. Bad segmenta-
tion removed by pre-
processing. Speaker-
independent recogni-
tion via speaker template 
adaptaion by using tem-
plates from each speaker 
for each word. 
16 channel spectrum. Recognition requires 10 
seconds 
per digit. Important to 
remove 'intrinsically un-
reliable preliminary seg-
mentation process'. 
Sampling at 10kHz, 256pt 8 year project. 
FFT, offaris, 14 pole LPC 
to find FI ) ,F3 , Fo 
(fundamental frequency) 
and energy from frequency 
bands. 
Sampling at 10kHz, 14 
pole LPC giving formants. 
15ms frame size. Ham-
ming window. 
voice/unvoice plus en-
ergy. Voiced regions anal-
ysed using 10 pole LPC, 
10ms per frame. Training 
finds mean and variance of 
recogition parameters. 
24 bandpass filters 110Hz Real-time 
to 7kHz, sampled every 
10ms. Hamming metric 
distance. 
Table A.2. Connected speech/word recognition systems of the 19708 
Author Method Accuracy 
REDDY,D.Raj, Multiple knowledge Not given. 
ERMAN,L.D., sources; 
NEELY,R.B., 1973, 
(HEARSAY). segmentation, 
aoustic recognition, 
syntactic 
knowledge, 
semantic 
knowledge, 
NIEDERJOHN,R.J., 24 phonemes, 
THOMAS,l.B., connected English. Clas-
1973. sification into voiced frica-
tive, voiced non-fricative, 
unvoiced fricative, 
no speech. Word recog-
nition from 24 phoneme 
classifications. 
BARNETT,J., 
1973, Vocal data 
management 
system (VDMS). 
Multiple 
knowledge sources - syn-
tax, semantics. Segmen-
tation via acoustics. N on-
linear parsing. 
Classification 97%. 
Recognition 78%. 
Phoneme 87%. 
Not givel1. 
Table A.2. Connected speech/word recognition systems of the 1970s 
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Vocab 
Chess moves. 
Four 3-4 second 
sentences. 
1000 words. 
Author Speakers Features Discussion 
REDDY,D.Raj, Speaker- Five 1/3 octave bandpass 
ERMAN ,L.D., independent. filters, 200Hz to 6.4kHz. 
NEELY,R.B., 1973, Output in intensity and 
(HEARSAY). zero crossings in each band 
giving 12 parameters ev-
ery 10ms. 
NIEDERJOHN,R.J., One male. 
TIIOMAS,I.B., 
1973. 
BARNETT,J., 
1973, Vocal data 
management 
system (VDMS). 
Five filters up to 5kHz. 
Speech labelled 2-3 years still to run on a 
5 year project. 
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Table A.2. Continuous speech recognition systems of the 19708 
Author Method Accuracy 
DE MORI,D., Fuzzy sets and knowl- 94% 
1979. edge based. 
MEDRESS,M.F.,et Knowledge based. 
al, 1978, 
(HARPY). 
FUJISAKI,H., 
KUNISAKI,O., 
1978. 
JOHNSON,D.H., 
WEIN-
STEIN,C.J., 
1978. 
/s/ and Ish/ discrimi-
nation using pole/zero 
modeL 
Speaker-independent 
phrase recognition. 
Phrases segmented into 
vowel/fricative/ silence 
using probability den-
sity. Phrases recognized 
on syllable scoring. 
COOK,C.C., Synthesis by rrue to 
SCHWARTZ,R.M., generate synthetic tem-
1977. (Bolt, plates. DTW phoneme 
Bernak and New- recognition. 
mann) (HWIM) 
ERMAN,L., 
1977, 
(HEARSAYII). 
Segmentation into 
classes, labelled into 98 
diffeTent sounds using 
Itakura distance, pars-
ing for sentence 
structure. 
ANDERSON,J.A., Vowel recognition by 
SILVER- Neural netwOl'k. 
STEIN,J.W., 
RITZ,S.A., 1977. 
SILVERMAN,H.F., Recognition via spec-
DIXON ,N .R., tra. Classification into 
1976, (IBM). broad classes and then 
phonemes. 
ATAL,B.S., RA-
BINER,L.R., 
1976. 
Classification via 
voice/unvoke/ silence. 
100% using poles 
and zeros, <100% with 
poles only. 
Phrases 93-98%. Sylla-
bles 73-77%. 
Word 80%. Sentence 
90%. 
100% fOT all vowels afteT 
10000 training sets. 
Within 
Class 87.6%. Phoneme 
64.6%. 
Errors; segmentation 
5%. 
HESS,W.J.,1976. Pitch-synchronous 85.1%. 
phoneme classifica-
tion on stationaTy paTts 
only. 
Vocab 
Vowel/ consonant/vowel 
(VCV) words 
taken 
from continu-
ous speech. 
1011 words. 
60 Japanese 
words, VCV 
and CV. 
20 phrases. 
1200 words. 
1011 words. 
Nine Dutch 
vowels. 
33 phonemes. 
Two test sen-
tences 
and two tTain-
ing sentences. 
200 
isolated words, 
500 phonemes. 
1979. 
MEDRESS,M.F.,et Five Americans. 
al, 1978, Male and female. 
(HARPY). 
FUJISAKI,H., 
KUNISAKI,O., 
1978. 
JOHNSON,D.H., 
WEIN-
STEIN,C.J., 
1978. 
COOK,C.C., 
SCHWARTZ,R.M., 
1977. (Bolt, 
Bernak and N ew-
mann) (HWIM) 
ERMAN,L., 1977 
(HEARSAYII). 
SILVER-
STEIN,J.W., 
1 male. 
SiX males 
for training. Ten 
males for testing. 
RITZ,S.A., 1977. 
SILVERMAN,H.F., One speaker 
DIXON ,N.R., 
1976. 
ATAL,B.S., RA- One 
BINER,L.R., male for tTaining. 
1976. One male and one 
female for testing. 
HESS,W.J., 1976. 
tracking. 
LPCs 
Poles and zeros via mel 
scale FFT. 
Sampled at 6.67kHz. 10 
pole LPC to calculate 
spectTum. 19.2ms Han-
ning window, shifted 
9.6ms. 11 spectral val-
ues used. 
Energy, timing, funda-
mental and for-
mant frequencies. 
quency Tange 0 to 5kHz. 
Itakma distances. 
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80 times real-time. 
Uses multiple sources 
of knowledge such as 
syntax, semantics. 5 
year project funded at 
3 million dollars per 
year. 
Zeros are found to be 
not important. 
2-3 seconds required 
per recognitiou. 
Sampled at 10"kTHT z-. -A'u------------
to-
correlation coeffiecients. 
Itakma metric. 
Bandpassed to 8kHz. 5 times real-
20ms Hamming win- time. Speech recorded 
dow, 80 point FFT. in soundproof room. 
Sampled at ····--:-l=OlO;-rH=-z-, ~Ro-e-c-o-rd"'--e"""'d in anechoic 
frame of 100 sam- chamber. 
pIes, no overlap. Zero-
crossing, energy, adja-
cent speech sample cor-
relation, first LPC from 
12 pole LPC plus pre-
diction error energy. 
Formants us-
ing peak picking, pitch 
synchronous segmenta-
tion via absolute signal 
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McCAND-
LESS,S.S., MOND-
SHEIN,L.F., 
ZUE,V.W., 1975, 
Lincoln Labs 
inary segmentation into 
vowel-like, fricative-like 
and stop. Detailed clas-
sification into dipthong, 
semivowel, nasal, vowel 
type, fricative type. 
LEA,W.A., Uses prosody to segment 
MEDRESS,M.F., continuous speech and to 
SKINNER,T.E. ,1975. locate stressed syllables 
INGEMANN,F., 
MERMEL-
STEIN,P., 1975. 
WALKER,D.E., 
1975, Stan-
ford research insti-
tute (SRI system). 
DRUCKER,H., 
AND PREUSSE,J, 
1975. 
JELINEK,F., 
BAHL,L.R., MER-
CER,R.L., 1974, 
(IBM. 
BAKER,J ,K., 
1974, (CMU). 
for analysis. 
Recognition by humans 
using spectrographic data. 
Human listener presented 
with spectrogram in three 
experiments. 
Uses multi-
ple sources of knowledge, 
such as grammar and se-
mantics, coordinated by a 
parser, to predict the se-
ries of words. Classification 
into vowel, stop, voiced 
fricative, unvoiced frica-
tive, silence and unknown. 
Recognition of ten vowel-
like sounds. 
Linguistic statisti-
cal decoder from phonetic 
symbols. 
Markov process us-
ing probabalistic informa-
tion and multiple sources 
of knowledge in an hierar-
chical 
Vowel 1.4%. 
Fricative 1%. 
Stops 6%. 
Classification : 
Vowel 53%. 
Frictive 9%. 
Syntactic boundaries from 
fall-rise patterns of funda-
mental: 90% accurate. 
Position of stressed sylla-
bles from energy and fun-
damental : 85%. 
Human recognition accu-
racy 
- 75-83% limited. 
67% unlimited. 
- 48% monosyllabic. 
44 out of the 77 utterances 
understood. 
l<~rror <1%. 
100 o. 
1000 seconds of 
continuous 
speech. 
77 utterances. 
18 sentences, 13 
vowel like 
phonemes. 
10000 words. 
Nine sentences. 
McCAND-
LESS,S.S., MOND-
SHEIN,L.F., 
ZUE,V.W., 1975, 
Lincoln Labs 
LEA,W.A., 15 speakers. 
MEDRF~SS,M.F., 
SKINNER,T.E.,1975. 
INGEMANN,F., 
MERMEL-
STEIN,P., 1975. 
WALKER,D.];~., 
1975, Stan-
ford research insti-
tute (SRI system). 
DRUCKER,H., 
AND PREUSSE,J, 
1975. 
JELINEK,F., 
BAHL,L.R., MER-
CER,R.L., 1974, 
(IBM). 
BAKER,J.K., 
1974, (CMU). 
One female. 
20 speakers. 
Speaker 
independent. 
,,,,,,f;pn,,, of the 19708 
LPC plus fundamental 
frequency. 
Filter into 5 bands, up to 
5kHz via hardware filters. 
Energy from bands. 
207 
Spectrograms, 
4.8kHz. 
am to 3 people used to recog-
nise spectrograms. One 
experienced, one mod-
eraely experienced, one 
with no experience. 
Sampled at 20kHz. Four 
digital filters up to 6.8kHz 
for voiced sounds, plus 
3 filters up to 8kHz for 
unvoiced sounds. Sam-
pled at 10ms. 28 pole 
LPC analysis of voiced 
intervals. 
Hardware circuit using 
analog threshold logic de-
vices. Initially trained. 
Input phonemes. 
Knowledge sources such as 
- acoustic-phonetics, 
- lexical, 
syntactic and se-
mantic. 
Recorded in soundproof 
booth. 
Real-time. 
Language modelling and 
statistics. 
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Table A.3. Recognition systems of the 1980s 
Author 
DAVIS,S.B., MER-
MELSTEIN,P., 
1980. 
MYERS,C.S., RA-
BINER,L.R., 
ROSEN-
BERG,A.E., 1981. 
BROWN,M.K., 
RABINER,L.R. , 
1982 
Method 
FFT and LPC based fea-
tures examined; mel-
frequency cepstrum coeffi-
cients(MFCC), linear fre-
quency cepstrum coeffi-
cients(LFCC), linear pre-
diction co-
efficients(LPC), reflection 
coefficients(RC), LPC de-
rived cep-
strum coefficients( CEP). 
Euclidean distance mea-
sure used for all represen-
tations except LPC. Log 
likelihood measure used 
with LPC. DTW recogni-
tion method. 
cally 
pass DTW approach. In 
the first pass the DTW 
recognizer provides a set 
of distance scores which 
are used to decide a set 
of possible classes in which 
the spoken word is es-
timated to belong. In 
the second pass a locally 
weighted distance is used 
to provide optimal separa,.-
tion within words from the 
chosen classes. 
Examines two DTW 
methods, constrained end-
point band method and 
the non-constrained end-
point band method. 
Uses both LPC and en-
ergy measurements in a 
DTW isolated word rec-
ognizer. LPC uses log 
likelihood ratio distance, 
energy using Euclidean 
distance. 
Accuracy 
Speaker 1 MFCC 
96.5%, LFCC 
94.7%, 
LPCC 92.6%, LPC 
85.2%, RC 83.1%. 
Speaker 2 : MFCC 
95.0%, LFCC 
87.6%, 
LPCC 87.3%, LPC 
84.3%, RC 77.5%. 
the two test sets accuracy 
improvements of6.6% and 
3.5% were obtained. 
Non-
constrained method con-
sistantly better. String 
recognition rate of approx-
imately 90%. 
LPC 
only; Male 90.7%, 87.6%. 
Female 77.5%,78.3%. l<~n­
ergy only; 
Male 22.5%, 27.9%. Fe-
male 24.8%,26.4%. LPC 
and energy; Male 96.9%, 
89.9%. Female 83.0%, 
Vocab 
52 consonant-
vowel-consonant 
(CVC) words. 
and 3 command 
words. 
Tested on 54 
computer words 
and also words 
embed-
ded in continu-
ous speech. 
Airline vocabu-
lary, 129 words. 
Table A.a. Recognition systems of the 1980s 
Author Speakers 
DAVIS, S.B., Two speakers. 
MERMELSTEIN, 
P.,1980. 
RABINER,L.R., 
WILPON,J.G, 
1981. 
MYERS,G.S., RA-
BINER,L.R., 
ROSEN-
BERG,A.E., 1981. 
BROWN,M.K., 
RABINER,L.R. , 
1982 
Two test sets each 
recorded over tele-
phone line. Test set 
1: 10 talkers not 
included in training 
set. Test set 2: 10 
talkers included in 
training set. 
Four speakers. 
Two male and two 
female speakers. 
Features 
Test on selection of fea-
tures; mel-frequency cep-
strum coefficients using 
20 triangualr bandpass fil-
ters, linear frequency cep-
strum coefficients from log 
magnitude discrete FFT, 
10th order linear pre-
diction coefficients from 
Hamming windowed data, 
relection coefficients de-
rived from the LPGs and 
10 LPG derived cepstrum 
coefficients. Signal fil-
tered at 5kHz, sampled at 
10kHz. Fourier spectrum 
calculated with 256 point 
Hamming windowed data 
frame. 
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Discussion 
Reference templates gen-
erated by averaged 
warped data. 
----------------rT~h'e-----------------
Recorded over telephone 
line, bandlim-
ited to 3.2kHz, digitized 
at 6.67kHz, 45 ms of data 
represented by 8th order 
LPG. Distance scored cal-
culated using Likelihood 
ratio. 
LPG and energy. 
pair-wise w6rd weighting 
curves were obtained by 
cross-comparing all word 
tokens within a word 
class, averaging the time 
aligned distance curves, 
and computing averages 
and standard deviations 
for each frame. 
Reference templates gen-
erated by clustering the 
speech of several male 
and female talkers to 
form six clustered tem-
plates of each of the 129 
words. 
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RABlNER,L.R. , 
WILPON,J.G., 
1982 
RABIENR,L.R., 
ROSEN-
BERG,A.E., 
WILPON,J.G., 
KEILIN,W.J., 
1982. 
MERCIER,G., 
CALLEC,A., 
MONNE,J., 
QUERRE,M., 
1982. 
DAUTRICH,B.A., 
RABlNER,L.R., 
MARTIN,T.B.,1983 
MOORE,R.K., 
RUSSELL,M.J .M 
TOMLIN-
SON,M.J., 1983 
LEVINSON ,S.E, 
RABlNER,L.R., 
SONDHI,M.M., 
1983. 
APPENDIX A RECOGNITION SYSTEMS THROUGH HISTORY 
features to repre-
sent speech in a weighted 
DTW based isolated word 
recognizer. 
Examines a 1109 word vo-
cabulary LPC based 
DTW isolated word recog-
nizer. Reduces complex-
ity of recognition by con-
structeing smaller sized 
sub-sets of the vocabulary. 
Shows that by judicious 
choice of words for each 
sub-set can lead to sig-
nificantly better recogni-
tion accuracies over ran-
dom choice of word sets. 
The KEAL 
recognition system, a con-
tinuous phoneme based 
recognizer. 
Examines methods 
of filter-bank representa-
tion of speech for isolated 
word recognition. 
Examines focusing the 
recognition decision dur-
ing DTW at the point 
of the comparison that is 
able to discrimate similar 
sounding words. Uses the 
one-pass DTW method. 
Speaker independant iso-
lated digit recognition 
based on LPC, HMM. A 
comparison is made with 
LPC, DTW isolated digit 
method improvement 
from 1 to 5.7%. Average 
accuracies; 
speakerl 95%, 
speaker2 95%, 
speaker3 92%, 
speaker487%. 
Approximate error rates 
for the various vocabulary 
subsets; 
talker1 2.5-20.8%, 
talker21.5-10.0%, 
talker3 9.0-29.5%, 
talker4 19.8-53.4%, 
talker5 8.0-30.9%, 
talker64.7-28.2%. 
Syllable segmentation ac-
curacy of 95%, phone-
mIC recognition rate of 
61 % giving word recogni-
tion accuracy of 93%. 
Average error rates for 
male and female speakers; 
LPC 7.8%, 
best filter banle re-
sponse (15 filters) 
11.5%. 
Average errors; 
Normal 
26.8%, 
DTW 
discrimination 
method 
(small training set) 
11.3%, 
discrimination 
method (large 
training set) 7.0%. 
Error rates; 
HMM 3.7%, 
DTW 3.5%. 
lary of the dig-
its, alpha-
bet and com-
mand words. 
1109 words. 
Tested with 26 
phonemic 
classes, isolated 
words ( digits 
and commands) 
and continuous 
speech. 
39 words con-
sisting of alpha-
bet, digits and 
words. 
Six word pairs; 
stalagmite-
stalactite, 
five-nine, rider-
writer, bi-di, di-
ti, and kei-dzei. 
Sixty represen-
tation of each 
word. 
Digits ') 0" - )) 9" . 
Table A.a. Recognition systems of the 19808 
Author Speakers 
TRIBOLET,J.M., Two male and two 
RABINER,L.R., female. 
WILPON,J.G., 
1982 
RABINER,L.R., 
ROSEN-
BERG,A.E., 
vVILPON,J.G., 
KElLIN,W.J., 
1982. 
MERCIER,G., 
CALLEC,A., 
MONNE,J., 
QUERRE,M., 1982 
DAUTRICH,B.A., 
RABINER,L .R., 
MARTIN,T.B.,1983 
MOORE,R.K., 
RUSSELL,M.J .M 
TOMLIN-
SON,M.J., 1983 
LEVINSON ,S.E, 
RABINER,L.R., 
SONDHI,M.M., 
1983. 
Speaker-trained 
with three male and 
three female. 
Two male and two 
female. 
Two male and two 
female. 
One speaker. 
50 male, 50 fe-
male. Same talkers 
for both training 
and testing but sep-
arate recordings. 
Features 
Short-term analysis based 
on LPC calculation with 
short 
window size (15ms). Like-
lihood distance measure. 
LPC from speech recorded 
over telephoue line. Fil-
tered to 3.2kHz, digi-
tized at 6.67kHz. Ham-
miug windowed and pre-
emphasised. 8-pole LPC . 
14-channel vocoder giving 
a short-time spectrum ev-
ery 13ms in the frequency 
range 250-4200 Hz. 
Speech is segmented into 
syllables and phonemes la-
belled. Consonant and 
vowels are recognized. 
13 different forms of fil-
ter banks were designed, 
filter banks used different 
number of filters, differ-
ent filter shapes and dif-
ferent filter lengths. Re-
sults compared with LPC 
representation. 
19 channel vocoder 1i1ter 
bank, output every 20ms. 
Euclidean distance. 
LPC. 
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Discussion 
Method requires speaker 
adaption 
(speaker-dependent) . 
Speaker-independent by 
averaging 
multiple templates from 
various speakers. 
1000 utterance used to 
train HMM model. 
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Table A.3. Recognition systems of the 19805 
Author 
BAHL,L.R., 
COLE,A.G., JE-
LINEK,F., MER-
CER,R.L., 
NADAS,A., 
NAllAMOO,D., 
PICllENY,M.A. , 
1983. 
ROSENBERG,A.E. , 
RABINER,L.R., 
WILPON,J.G., 
KAHN,D., 1983. 
llALTSONEN ,S. 
1984. 
RABINER ,L. R. , 
1984 
WILPON,J.G., 
QUINN,A.M., 
TERRACE,S.G., 
1984 
Method 
A large vocabulary (5000 
word) connected word 
recognizer. 
Spealcer-
dependent isolated word 
recognizer based on demi-
syllable (half-syllable) 
DTW recognition. 
Examines con-
strained endpoint DTW 
and unconstrained end-
point DTW with the ad-
dition of extended test 
patterns and using refer-
ence patterns with silence 
frames added on the be-
gining and ending of the 
word. 
Addition of energy to the 
recognition of connected 
word sequences using a 
level-building 
DTW method and a level 
building llMM method. 
For one experiment syn-
tax was also used. Both 
speaker-independent and 
speaker-dependent tests. 
cedure for a connected 
word recognition system 
which extracts training 
data from continuously 
spoken three word strings. 
Also used multiple refer-
ence patterns obtained by 
clustering. 
Accuracy 
94.5%. 
Demisyllable recognition 
error 18-33%, whole word 
recognition error 6-15%. 
Error rates; 
Constrained 
endpoint 8.9%, 
Unconstrained end-
point 9.6%, 
Extended 
pattern (adding si-
lence) 6.8%. 
No significant 
improvement when adding 
energy to digit recogni-
tion. Improvements ob-
tained when energy added 
for airline term vocabu-
lary. String error rates; 
Speaker-dependent, 
airline vocbu-
lary, DTW, no en-
ergy 20.6%, energy 
13.2%, 
Speaker-
independent, 
DTW, no en-
ergy 26.9%, energy 
25.8%, 
HMM, energy 
25.1%. 
for carefully spoken sen-
tences and 7.4% for nor-
mally spoken digit strings. 
For carefully spoken sen-
tences embedded training 
decreased per-
formance. For normally 
spoken strings a improve-
ment of performance for 
embedded string training 
from 25.3% error to 15.3% 
error. 
Vocab 
5000 words. 
1109 basic En-
glish words. 
36 
word alpha digit 
vocabulary. 
1520 connected 
digit 
strings plus 51 
sentences taken 
from 
129 word airline 
vocabulary 
Table A.3. Recognition systems of the 1980s 
Author Speakers 
BAHL,L.R., Four male and two 
COLE,A.G., JE- female. 
LINEK,F., MER-
CER,R.L., 
NADAS,A., 
NAHAMOO,D., 
PICHENY,M.A., 
1983. 
ROSENBERG,A .E., Two male. 
RABINER,L.R., 
WILPON,J.G., 
KAHN,D., 1983. 
HALTSONEN.S., 
1984. 
RABINER,L.R., 
1984 
RABINER,L.R. , 
WILPON,J.G., 
QUINN,A.M., 
TERRACE,S.G., 
1984 
One male. 
19 talkers for test 
set 1, 6 talkers for 
test set 2. 
19 speakers. 
Features 
Sampled 20kHz, energy 
from 80 frequency bands 
plus total energy. 
8-order LPC analysis from 
6.67kHz ban-
dlimited speech for every 
45ms, shifted 15ms. 
Speech digitized at 20kHz, 
14 pole LPC extracted ev-
ery 10ms from 5kHz band-
passed, preemphasised 
speech which is Hamming 
windowed. 
Telephone 
recording. 
line speech 
Recorded over telephone 
line. 
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Discussion 
Tested on 20 sentences 
covering 299 words. 
One representation as
m 
reference, nine represen-
tations for testing. 
For speaker independent 
tests tokens of 100 dif-
ferent talkers (50 male 
and 50 female) were 
clustered. 
Level build DTW 
method used. 
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1985 
HALTSONEN, S., 
1985 
FURUI,S., 1986. 
HERMANSKY, H., 
1987. 
BUSH,M.A., 
KOPEC,G.E., 
1987. 
JUANG,B., 
RABINER,L.R. , 
WILPON"J.G., 
1987. 
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system based on zero 
crossings and energy. 
Level based dynamic time 
warping (DTW) for rec-
ognizing connected word 
sentences. 
Isolated word recognition 
system based on the com-
bination of instantaneous 
and dynamic features of 
the speech spectrum. 
An 
auditory model of speech 
perception (PLP) is used 
as a front-end to a recogni-
tion system for speech and 
word recognition. 
Speaker independent con-
nected digit recognition 
using acoustic-
phonetic features. digit 
vocabulary is modeled us-
ing a finite state pronunci-
ation netork. 
Bandpass liftering of cep-
stral coefficient represen-
tation for isolated vowel 
and digit recognition. 
Error rate : clustering re-
duced error from 7.7% to 
4.9%. 
Combining features gives 
error rate of 2.4%, in-
stantaneous features only 
gives enor rate of 6.2%. 
Speech recognition, PLP 
outperformed LPC mea-
sures. Isolated word 
task, speaker-dependent 
PLP outperformed LPC 
representation, 
independent PLP outper-
fomed LPC representation 
up to model order of 5. 
String recognition accura-
cies of 96-97%. 
Digit error rate of 1 % for 
speaker-independent 
reeogniton(50% error re-
duction on 
each digit. 
2000 word office 
correspondence. 
100 Japanese 
city names. 
Speech, 104-
word typewriter 
key-board vo-
cabulary, hand-
labelled for 
phonemic 
events. Isolated 
word task 1Il-
volved 36 word 
alpha-digit. 
Texas-
instruments 
(TI) multidi-
alect, connected 
digit database. 
4 sets of digits 
and vowels. 
HALTSONEN, S., 
1985 
FURUI,S., 1986. 
HERMANSKY, H., 
1987. 
BUSH,M.A., 
KOPEC,G.E., 
1987. 
JUANG,B., 
RABINER,L.R'J 
WILPON,J.G., 
1987. 
One male. 
Test set 1: 100 
words uttered twice 
by four male speak-
ers. The first ut-
terance was used to 
train, the second 
utterance was used 
to test. Test set 
2: 20 male speakers 
were tested with a 
trained system us-
ing first utterances 
of test set 1. 
Speech recogniton 
two male and two 
female speakers. 
Isolated word task, 
speaker-dependent 
and speaker-
independent tests. 
Speaker-
independent. 
and zero crossings ex-
tracted. Distributions of 
the two measures were 
formed to distinguish the 
digit words. 
14 pole LPC on 0-5kHz 
speech sampled at 20kHz. 
Hamming window used. 
Likelihood distance mea--
sure used. 
Instantaneous 
and dynamic cepstral co-
efficients. Features calcu-
lated from speech filtered 
to 4kHz and sampled at 
8kHz. Hamming window 
of 32ms width used every 
8ms. 
PLP and LPC calculated 
with various pole order. 
11 acoustic attributes: 
short term LPC spectra; 
total energy and formant 
frequency contours; peak 
low-frequency energy; seg-
ment duration. 
50male and 
female. 
50 Raised sine liftered cep-
stral coefficients. 
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Clustering of training 
material by averaging. 
Patterns are extended by 
silence at beginning and 
ending. Four representa-
tions used for training. 
Staggared array DP 
matching algorithm. 
Each vocabu-
lary word represented by 
single template. 
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Table A.a. Recognition systems of the 1980s 
Author Method 
MANSOUR,D., 
JUANG,H.,1988. 
LEE,C., 
JUANG,B., 
SOONG,F., RA-
BINER,L., 1989. 
BAHI"L.R., et 
a1.1989. 
ZUE,V., GLASS,J., 
PHILLIPS,M., 
SENEYF,S., 1989 
Discusses a set of sim-
ilarity measures, called 
projection distance mea-
sure, for robust speech 
recognitition. 
Comparison of three types 
of fun-
damental sub-word units: 
whole word, phoneme-like 
and acoustic segment. 
The IBM con-
tinuous, large vocabulary 
recognizer. The recog-
nizer consists of an acous-
tic processor, an acous-
tic channel model, a lan-
guage model and a linguis-
tic decoder. 
A phonetically based spo-
ken language understand-
ing system called SUM-
MIT. From 
the input speech signal a 
network of phonetic labels 
are found with scores indi-
cating the system's confi-
dence in the segmentation 
and labelling accuracy. 
Accuracy 
Recognition improvement 
under extreme noise con-
ditions (SNR=5dB) ac-
curacy improvement from 
59% to 77.8%. 
Highest accuracy(95.1%) 
occurred with whole word 
units, then acoustic seg-
ment units(89.3%) 
and then phoneme units 
(81.6%). 
Speaker-dependent recog-
nition accuracy of 89% for 
continuous speech. 
Speaker-dependent 
77% accuracy. Speaker in-
dependent 70% accuracy. 
Vocab 
39 word alpha 
digit. 
1109 word. 
50 
sentences drawn 
from spon-
taneously gener-
ated 
m.emos covered 
by a 5000 word 
vocabulary. 
Speaker-
dependent, 
trained on 500 
sen-
tences, tested on 
210 sen-
tences. Speaker-
independent, 
trained on 1500 
sentences, 300 
tested 
on 225 sentences 
from 45 
LEE,C., 
JUANG,B., 
SOONG,F., RA-
BINER,I~., 1989. 
BAHL,L.R., et 
al.1989. 
Three male 
speakers. 
Ten male talkers. 
ZUE,V., GLASS,J., 100 speakers. 
PHILLIPS,M., 
SENEFF,S., 1989 
sam-
pled at 6.67kHz. Manu-
ally endpointed, and ana-
lyzed to extracte 8 LPCs 
from 130 sampled frames 
overlapped by 80 sam-
ples. Rectangular window 
without preemphasis. 12 
cepstral coefficients were 
extracted. 
Telephone line recorded 
speech, filtered to 3.2kHz, 
sampled at 6.67kHz, pre-
emphasised and Hamming 
windowed. Nine autocor-
relation values extracted. 
20 spectral featUl'es based 
on an auditory model, Eu-
clidean distance. 
Auditory 
modelling used to perform 
acoustic segmentation. 
217 
Hidden Markov mod-
elling for recognition. 
Used hid-
den Markov modelling 
for word recognition. 
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., 
WAKITA,H., 1989 
HUNT,M.J., 
LEFEBVRE, C., 
1989. 
LEE,K., HON,H., 
HWANG,M., MA-
HAJAN,S., 
REDDY,R., 1989. 
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stral features. 
strals tested with 
ing. Noisy 
analyzed. 
omparison 0 
several acoustic represen-
tations for 
speaker-dependent and in-
dependent connected and 
isolated-word recognition 
tests with undegraded and 
degraded speech (addition 
of white Guassian noise 
and spectral tilt). Acous-
tic representations include 
auditory model, cepsturm 
coefficients (derived from 
mel-scaled FFT), dynamic 
and in-
stantaneous cepstrum co-
efficients, and sets of lin-
ear discriminant functions 
derived from filter-bank 
outputs. 
A large-vocabulary 
speaker-independent con-
tinuous speech recognition 
system (SPHINX). 
speaker-dependent, tested 
with Euclidean and pro-
jection distance measures. 
Cepstral features. High-
est accuracy (93.33%) for 
noiseless case. Cepstral 
projection distance gave 
highest accuracy (66.67%) 
between non-noisy refer-
ence and noisy test. Also 
tested speaker-dependent 
with LPC, PLP and SLP 
(where SLP is the authors' 
method of auditory front 
end 
analysis). For clean/clean 
(reference/test) data LPC 
gave highest accuracy 
(Euclidean 94.4%, projec-
tion 94.1%), clean/noise 
SLP highest ac-
curacy (Euclidean 54.73%, 
projection 60.28% , 
Highest accuracies were 
from the linear discrim-
inant functions derived 
from filter-bank outputs. 
With grammer 96%. 
Without grammer 82%. 
tested. 
Database1 
alpha-
digit, recorded 
in quiet environ-
ment. 
Two repititions. 
Database2 : 49 
word con-
sisting of alpha-
digit and words. 
Recorded 
in quiet environ-
ment but speak-
ers were listen-
ing 
to noise through 
headphones. 
Two repititions. 
White Gaussian 
noise added to 
both databases 
for testing. 
Iso ated 
digits and con-
nected digits. 
997 word 
DARPA re-
source manage-
ment database. 
HUNT,M.J., 
LEFEBVRE, C., 
1989. 
LEE,K., HON,H., 
HWANG,M., MA-
HAJAN,S., 
REDDY,R., 1989. 
Database1: 
six male and 
four female. 
Database2: 
five male and 
five female. 
One 
template/vvord. 
Tvvo database 
tested; 
Database1: 
Isolated 
vvords, 1346 
digits from 9 
male speak-
ers and 900 
digits from 5 
female 
speakers. 
Database2: 
Connected-
digits 1352 
digits spoken 
by male 
speakers and 
900 digits 
spoken by fe-
male speak-
ers. 
Training on 4200 
sentences spoken by 
105 speakers. Eval-
uated on 12 speak-
ers vvith 25 sen-
tences per speaker. 
pole representations; LPC 
and PLP. 
219 
vvith front end gen-
erally better under noise 
conditions. 
Mel-cepstrum, DP matching. 
auditory modelling, filter-
bank output, transitional 
cepstrum. Frame vvidth of 
6.4ms, three frame aver-
aged to give output every 
19.2ms. 
Sampled at 16kHz, pre-
emphasised, Hamming 
vvindowed (20ms) every 
10ms. 14 LPCs are de-
rived from vvhich 12 cep-
stral coefficients are calcu-
lated, and transformed to 
HMM modelling to iden-
tify 48 phonemes. Also 
tested on triphones. 
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MURVEIT,H., 
HEN,M., 
PRICE,P., BERN-
STEIN ,J., BALD-
WIN,G., BELL,D., 
1989. 
RABlNER,l.R. , 
WILPON,J.G., 
SOONG,F.K., 
1989. 
SVENDSEN,T., 
PALIWAL,K.K., 
HARBORG,E., 
HUSOy,P.O., 
1989. 
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speech 
developed at SRI, (DE-
CIPHER). Recogntion by 
speech knowledge and lin-
guistic concepts. Word 
models are formed from 
network representations of 
word pronunciations and 
from a set of phonetic 
models. 
cabulary recog-
nizer developed at Lindon 
lab oratories (MIT) . 
Evaluation of a connected 
digit recogni-
tion system using both in-
stantaneous and dynamic 
cepstral coefficeints 
Speaker-dependent speech 
recognition based on 
acoustic sub-word units. 
Speaker-dependent 
96.5%, 
Speaker-
independent 87.4%. 
Tests on speaker-
dependent(SD), multi-
speaker(MS) trained and 
speaker-independent(SI) 
recognition. For unknown 
string length error rates 
SD 0.78%, MS 2.85%, S1 
2.94%. 
Three distortion measures 
tested; 
likelihood ratio (10 
LP coefficients) 
84.7%, 
cespstrum 
Euclidean (14 coef-
ficients) 77.3%, 
liftered 
cepstrum (14 coeffi-
cients) 90.0%. 
Compariosn between 
methods; 
whole word 
HMM:91%, 
whole word 
DTW:97%, 
Acoustic subword 
units: 90.8%.' 
sound-isolated 
room, train-
ing on 3950 sen-
tences from 105 
talkers which 
are not part of 
the test set. 
source manage-
ment 
task vocabulary, 
consisting of 991 
words. 
Connect digit 
strings, up to 7 
digits. 
100 repititions 
of 42 Norwegian 
words. 50 utter-
ance for train-
ing and 50 ut-
terances for 
testing. 
Table A.a. Recognition systems of the 1980s 
Author Speakers 
WEINTRAUB,M.) 112 male and 48 fe-
MURVEIT,H., CO- male talkers. 
HEN,M., 
PRICE,P., BERN-
STEIN ,J., BALD-
WIN,G., BELL,D., 
1989. 
PAUL,D.B., 1989. 
RABINER, L.R., 
WILPON,J,G., 
SOONG,F.K., 
1989, 
SVENDSEN,T. , 
PALIWAL,K.K., 
HARBORG,E., 
HUSOy,P.O., 
1989. 
Two modes; 
Speaker-
dependent 
using 
12 speakers. 
600 training 
sentences, 
and 100 test 
sentences per 
speaker. 
Speaker-
independent 
us-
ing 12 speak-
ers. 2,880 
training sen-
tences from 
72 speak-
ers, 100 test 
sentences per 
speaker. 
Texas instuments, 
224 talker standard 
database. 
One male. 
Features 
Accuracies were 
from 74.1% to 93.7% with 
various lexicons. 
Mel-cepstrum. 
Instantaneous and 
dynamic cepstral coeffi-
cients. Data sampled at 
6.67kHz, pre-emphasised 
and Hamming windowed 
in 45ms frames with 15ms 
spacing. 8th order LPC 
analysis is performed, and 
12 cepstral coefficients de-
rived. A sine based lifter 
is used. Dynamic cep-
strals are calculated from 
the weighted cepstral co-
efficients over a 5 frame 
window. 
Sampled at 8kHz, fre-
quency cut-off at 3.5kHz. 
Sampled speech is pl'e-
emphasized and 11 auto-
correlation coefficients ex-
tracted every 15ms us-
ing a Hamming window of 
size 45ms. 10 LPC co-
efficients calculated from 
which 14 cepstral coeffi-
cients are found. 
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Discussion 
Recognition test-
ing on standard DARPA 
database. Based on 
HMM modelling. 
Uses HMM modelling 
triphones. 
Level building 
HMM modelling of con-
nected digit words. 
HMM modelling, 
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Table A.a. Recognition systems of the 19808 
Author Method 
PARTALO,M., 81- Examines a selection of 
JERCac,Z., 1989. speech signal features such 
as bandpass filter out-
puts, LPC coefficients and 
short-time spectrum. 
KAMM,C.A., 
STREETER,L.A., 
KANE-ESRIG ,Y., 
BURR,D.J., 1989. 
Single vowel recog-
nition comparing neural-
networks with distance 
measure techiniques. 
Accuracy 
LPC 87.4%, 
filter bank 83.5%, 
time domain fea-
tures 73.8%. 
The author's elastic mea-
sure gave the lowest er-
ror rate of around 2-
5.5%. Weighted cepstral 
Eudidean distance also 
performed well with er-
ror rates of 3-4%. Neural 
network rec.ognition pro-
duced results of around 
1% error. 
Vocab 
Serbo-Croat 
digits. 
Four repre-
sentations of 11 
vowels. 
JERCac,Z., 1989. 
KAMM,C.A., 
STREETER,L.A. , 
KANE-ESRIG,Y., 
BURR,D.J., 1989. 
speakers, trained 
on 55 speakers. 
culated from speech ban-
dlimited to 4.1kHz, pre-
emphasised, 128 sample 
rectangular win-
dowed (no-overlap). Filter 
bank response calculated 
from a 256-point DFT 
from which a 25 band-
pass filter bank output is 
simulated. Time domain 
features such as energy 
and zero-crossings from 
12.8ms analysis frame are 
tested. 
Perceptual spectrum: de-
rived on 20ms Hamming 
windowed frames. Fre-
quency scale transformed 
to Bark scale. LPC spec-
turm from 10 pole LPC 
anal-
ysis. Covariance method 
on 20ms Hamming wid-
owed frames. Ten cepstral 
values calculated from the 
FFTs of the spectra. Dis-
tance measures : Formant 
ratio, LP-residue, Elastic 
measure (derived by the 
223 
Recognition of 
vowel portions. 
20ms 
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Appendix B 
FEATURE BASED CONFUSION TABLES 
This appendix gives recognition results obtained during recognition trials described in 
Chapter 8. The results are tabulated with respect to each speaker tested for both New 
Zealand and American speakers. 
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Table B.l. New Zealand Male, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: RMS. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 6 1 2 3 
1 5 3 2 2 
2 3 1 5 2 1 
3 5 1 1 2 3 
4 1 1 3 3 1 1 2 
5 2 2 6 1 1 
6 3 2 4 2 1 
7 1 1 3 2 2 2 1 
8 2 1 2 1 1 4 1 
Table B.2. New Zealand Male, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: CEP. Distance: Euclidean. 
I Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 6 1 3 1 
1 10 1 1 
2 9 1 2 
3 1 6 4 1 
4 11 1 
5 1 7 4 
6 9 1 2 
7 11 1 
8 
9 
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Table B.3. New Zealand Male, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: CEP. Distance: Squared. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 9 1 1 1 
1 10 2 
2 1 8 1 1 1 
3 1 8 3 
4 10 2 
5 1 2 7 2 
6 10 1 1 
7 2 10 
8 12 
9 2 10 
Table BA. New Zealand Male, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: ZCEP. Distance : Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 4 1 2 4 1 
1 5 1 2 4 
2 6 1 3 2 
3 5 1 6 
4 10 2 
5 1 6 2 3 
6 II 1 
7 12 
8 1 1 10 
9 1 1 10 
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Table B.S. New Zealand Male, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: FCEP. Distance : Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 4 1 3 4 
1 5 1 2 4 
2 8 1 2 1 
3 6 1 3 2 
4 10 2 
5 1 4 1 3 3 
6 12 
Table B.6. New Zealand Female, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: RMS. Distance: Euclidean 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 2 2 2 2 1 2 1 
1 6 1 2 1 1 1 
2 1 2 1 3 1 4 
3 1 1 2 2 1 2 3 
4 1 1 4 3 3 
5 2 1 1 5 1 2 
6 3 7 1 1 
7 1 2 3 1 3 2 
8 1 3 1 7 
9 1 6 1 2 1 1 
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Table B.7. New Zealand Female, speaker independent confusion table for the vocabulary 
ZERO toININE. Feature: CEP. Distance: Euclidean. 
! Output "VOId 
Input 
VVord 0 1 2 3 4 5 6 7 8 9 
0 10 1 1 
1 12 
2 11 1 
3 1 11 
4 11 1 
5 1 9 2 
6 1 9 2 
7 1 1 10 
8 1 1 10 
9 12 
Table B.8. New Zealand Female, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: CEP. Distance: Squared. 
Output VVord 
Input 
VVord 0 1 2 3 4 5 6 7 8 9 
0 11 1 
1 12 
2 2 10 
3 11 1 
4 11 1 
5 1 10 1 
6 3 1 7 1 
7 1 8 3 
8 1 11 
9 12 
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Table B.9. New Zealand speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: ZCEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 8 1 3 
1 12 
2 2 3 1 4 2 
3 11 1 
4 11 1 
5 2 8 2 
6 2 8 2 
7 1 11 
8 1 1 10 
9 12 
Table B.lO. New Zealand Female, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: FCEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 8 1 1 2 
1 11 1 
2 3 4 3 2 
3 2 8 1 1 
4 11 1 
5 2 3 4 3 
6 2 7 1 2 
7 1 2 9 
8 1 1 1 9 
9 1 11 
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Table B.ll. American Male, speaker independent confusion table for the vocabulary ZERO 
to NINE. Feature: RMS. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 5 1 1 2 2 1 
1 2 4 1 4 1 
2 3 6 1 2 
3 2 1 7 1 1 
4 1 3 3 1 1 1 2 
5 1 2 6 3 
6 1 2 1 6 1 1 
7 3 1 4 2 2 
8 1 2 4 5 
9 2 3 1 3 1 1 1 
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Table B.12. American Male, speaker independent confusion table for the vocabulary ZERO 
to NINE. Feature: CEP. Distance : Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 11 1 
1 11 1 
2 5 4 1 2 
3 2 1 7 2 
4 1 11 
5 4 8 
6 11 1 
7 1 1 10 
8 1 2 1 8 
9 2 10 
Table B.13. American Male, speaker independent confusion table for the vocabulary ZERO 
to NINE. Feature: CEP. Distance : Squared. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 10 1 1 
1 8 1 1 2 
2 8 1 2 1 
3 1 1 5 1 1 3 
4 2 10 
5 12 
6 11 1 
7 2 10 
8 2 2 8 
9 2 10 
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Table B.14. American Male, speaker independent confusion table for the vocabulary ZERO 
to NINE. Feature: ZCEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 7 5 
1 10 2 
2 1 3 5 2 1 
3 1 2 8 1 
4 2 10 
5 1 11 
6 11 1 
7 1 1 1 1 7 1 
8 2 1 9 
9 4 8 
Table B.15. American Male, speaker independent confusion table for the vocabulary ZERO 
to NINE. Feature: FCEP. Distance : Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 7 4 1 
1 9 1 2 
2 1 7 2 2 
3 2 8 1 1 
4 2 9 1 
5 3 8 1 
6 12 
7 2 1 7 2 
8 2 10 
9 5 7 
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Table B.16. American Female, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: RMS. Distance :Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 4 3 2 2 1 
1 3 5 4 
2 1 5 1 2 1 1 1 
3 10 1 1 
4 1 1 6 2 2 
5 1 4 1 1 1 2 2 
6 1 2 7 2 
7 3 3 1 1 1 3 
8 3 3 2 3 1 
9 4 1 2 5 
Table B.17. American Female, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: CEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 8 1 1 2 
1 1 9 1 1 
2 9 1 1 1 
3 2 1 6 1 2 
4 1 11 
5 1 1 10 
6 12 
7 1 11 
8 1 6 4 1 
9 2 10 
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Table B.IS. American Female, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: CEP. Distance: Squared. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 8 2 2 
1 6 1 1 1 3 
2 1 8 3 
3 1 3 7 1 
4 12 
5 1 1 11 
6 12 
7 2 10 
8 5 7 
9 1 2 9 
Table B.19. American Female, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: ZCEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 9 3 
1 2 6 1 3 
2 1 8 2 1 
3 2 8 1 1 
4 12 
5 2 9 1 
6 12 
7 2 10 
8 3 3 1 5 
9 5 7 
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Table B.20. American Female, speaker independent confusion table for the vocabulary 
ZERO to NINE. Feature: FCEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 .5 6 7 8 9 
0 9 2 1 
1 1 8 1 1 1 
2 3 7 1 1 
3 4 6 1 1 
4 1 9 2 
5 2 9 1 
6 12 
7 3 9 
8 
12 
3 2 1 6 
9 6 4 
Table B.2!. New Zealand Male, JK, speaker dependent confusion table for the vocabulary 
ZERO to NINE. Feature: RMS. Distance: Euclidean. 
, Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 6 2 1 3 
1 8 1 1 2 
2 1 8 2 1 
3 4 4 2 2 
4 4 5 2 1 
5 4 3 4 1 
6 1 2 9 
7 1 11 
8 11 1 
9 3 3 1 5 
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Table B.22. New Zealand Male, JK, speaker dependent confusion table for the vocabulary 
ZERO to NINE. Feature: CEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 10 1 1 
1 12 
2 12 
3 12 
4 12 
5 7 1 4 
6 1 11 
7 11 1 
8 12 
9 1 11 
Table B.23. New Zealand Male, JK, speaker dependent confusion table for the vocabulary 
ZERO to NINE. Feature: CEP. Distance: Squared. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 10 1 1 
1 12 
2 12 
3 12 
4 11 1 
5 7 5 
6 1 10 1 
7 11 1 
8 12 
9 1 11 
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Table B.24. New Zealand Male, JK, speaker dependent confusion table for the vocabulary 
ZERO to NINE. Feature: ZCEP. Distance : Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 ,5 6 7 8 9 
0 7 3 1 1 
1 12 
2 12 
3 12 
4 10 2 
5 9 1 2 
6 1 11 
7 12 
8 12 
9 2 1 9 
Table B.25. New Zealand Male, JK, speaker dependent confusion table for the vocabulary 
ZERO to NINE. Feature: FCEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 7 2 1 1 1 
1 9 1 2 
2 11 1 
3 12 
4 5 7 
5 5 1 6 
6 1 11 
7 1 11 
8 1 11 
9 2 1 
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Table B.26. New Zealand Female, TO, speaker dependent confusion table for the vocabu-
lary ZERO to NINE. Feature: RMS. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 6 1 3 2 
1 4 1 2 5 
2 11 1 
3 2 1 6 3 
4 2 2 4 3 1 
5 2 3 3 2 2 
6 1 1 7 2 1 
7 1 10 1 
8 1 11 
9 1 2 1 8 
Table B.27. New Zealand Female, TO, speaker dependent confusion table for the vocabu-
lary ZERO to NINE. Feature : OEP. Distance: Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 8 2 2 
1 9 1 1 1 
2 12 
3 12 
4 1 11 
5 12 
6 12 
7 12 
8 12 
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Table B.2B. New Zealand TO, speaker dependent confusion table for the vocabu-
lary ZERO to NINE. Feature: OEP. Distance: Squared. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 11 1 
1 12 
2 12 
3 12 
4 1 11 
5 12 
6 1 11 
7 12 
8 12 
9 12 
Table B.29. New Zealand Female, TO, speaker dependent confusion table for the vocabu-
lary ZERO to NINE. Feature: ZOEP. Distance : Euclidean. 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 6 1 3 1 1 
1 9 3 
2 12 
3 11 1 
4 12 
5 12 
6 12 
7 2 10 
8 12 
9 12 
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Table B.SO. New Zealand Female, TC, speaker dependent confusion table for the vocabu-
lary ZERO to NINE. Feature : FCEP. Distance: Euclidean. 
I 
Output Word 
Input 
Word 0 1 2 3 4 5 6 7 8 9 
0 4 1 2 3 1 1 
1 1 5 1 1 1 3 
2 9 3 
3 12 
4 12 
5 9 3 
6 12 
7 12 
8 12 
9 12 
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