Abstract. In 2017 Barba, Pilz & Schnider considered particular and modified cases of the following hyperplane measure partition problem: For the given collection of j measures on R d find a k-element affine hyperplane arrangement that bisects each of them into equal halves simultaneously. They solved the problem affirmatively in the case when d = k = 2 and j = 4. Furthermore, they conjectured that every collection of j measures on R d can be bisected with a k-element affine hyperplane arrangement provided that d ≥ j/k . The conjecture was confirmed in the case when d ≥ j/k = 2 a by Hubard and Karasev in 2018.
Introduction and statement of main results
Let d ≥ 1 be an integer. An affine hyperplane in the d-dimensional Euclidean space R d is determined by a unit vector u ∈ S(R d ) in R d and a scalar a ∈ R as follows:
where ·, · denotes the standard scalar product. In this description the sets H u,a and H −u,−a coincide. An oriented affine hyperplane determined by a unit vector u ∈ S(R d ) and a scalar a ∈ R is the triple H(u, a) := (H u,a , u, a). The space of all oriented affine hyperplanes is endowed with a Z/2-action given by the orientation change H(u, a) −→ H(−u, −a). To each oriented affine hyperplane H(u, a) we associate the linear polynomial function p u,a : R d −→ R given by p u,a (x) := x, u − a for x ∈ R d . In particular, H u,a = {x ∈ R d : p u,a (x) = 0}. Furthermore, p u,a (x) = −p −u,−a (x).
Let k ≥ 1 be an integer. A k-element arrangement H in R d is an ordered k-tuple of oriented affine hyperplanes. To any k-element arrangement H = (H(u 1 , a 1 ), . . . , H(u k , a k )) we associate the polynomial function p H : R d −→ R defined by p H (x) := k i=1 p ui,ai (x). The union of the arrangement H is the set {x ∈ R d : p H (x) = 0}. A k-element arrangement H = (H(u 1 , a 1 ), . . . , H(u k , a k )) is essential if H(u r , a r ) = H(u s , a s ) and H(u r , a r ) = H(−u s , −a s ) for all 1 ≤ r < s ≤ k. As expected, a k-element arrangement is non-essential if it is not essential.
Let µ be a proper measure on R d , that is a finite Borel measure on R d that vanishes on every affine hyperplane in R d . A k-element arrangement H = (H(u 1 , a 1 ), . . . , H(u k , a k )) bisects the family of proper measures M = (µ 1 , . . . , µ j ) if for every 1 ≤ r ≤ j:
In other words, we are looking for an essential arrangement and a coloring of the connected components of the complement of its union into two colors so that no closures of any two components of the same color share a common facet. This provides a bisection of the space into two parts corresponding to the colors and we ask that this partition bisects every one of the given measures into equal halves.
In this paper, motivated by the recent work of Barba, Pilz & Schnider [2] we study the set Λ ⊆ N 3 of all triples (d, j, k) of positive integers such that for every collection of j proper measures in R d there exists a k-element arrangement in R d that bisects these measures. In particular, the ham sandwich theorem is equivalent to the inclusion {(d, j, 1) :
The first description of the set Λ follows by considering j pairwise disjoint intervals on a moment curve in R d as measures and counting the number of intersection points a k-element arrangement can have with the moment curve (dk points) against the minimal number of points needed for the bisection of j inteervals (j points). Consequently, we get
The idea of considering intervals on a moment curve as measures in the context of the Grünbaum-Hadwiger-Ramos hyperplane measure partition problem originates from the work of Avis [1] . For a detailed review of the Grünbaum-Hadwiger-Ramos partition problem, see for example [4] . Thus, it is natural to make the following conjecture, see also [2, Conj. 1].
The first result we give, even not the strongest one, gives a basic restriction on the shape of the set Λ. This result is an application of the, so called, product configuration space / test map scheme and the Fadell-Husseini ideal valued index theory, see for example [11] and [4] . Theorem 1.2. Let d ≥ 1, j ≥ 1 and k ≥ 1 be integers, and let F 2 [t 1 , . . . , t k ] be the polynomial ring over the two element field F 2 on k variables t 1 , . . . , t k . If the polynomial (t 1 + · · · + t k ) j does not belong to the ideal generated by the polynomials t
2 m−1 is odd for every m ≥ 1 we can derive directly the following consequence of the previous theorem in the case of 2-element arrangements. 
Note that for example the previous corollary yields an instance of Conjecture 1.1 in the case when k = d = 2 and j = 3. Furthermore, Corollary 1.3 is a weak version of the so called projective ham sandwich theorem of Blagojević & Karasev [5, Thm. 2.18] . Rephrasing that statement in the terminology used in the current paper, we may say that: (d, j, 2) ∈ Λ whenever the real projective space RP d cannot be embedded into R j−1 because of the deleted square obstruction. The embedding dimension of the real projective space has the following asymptotic lower bound j − 1 ≥ 2d − O(log d), see [9] . The Haefliger's notion of metastability [12] allows us to conclude that for sufficiently large d all those non-embedding results are related to the nontrivial deleted square obstruction. Hence
Some particular non-embeddability results for small d can be found in the table on the web page of Donald Davis [8] . The second result we obtained is based on the join configuration space / test map scheme and an application of the relative equivariant obstruction theory [10] . The join scheme was introduced in [6] while the relative obstruction theory framework for the study of the Grünbaum-Hadwiger-Ramos hyperplane mass partition problem was developed in [3] . In particular, in the part (i) of the theorem we give another proof of the result by Hubard and Karasev [13, Thm. 1] , which in the special case d = k = 2 and j = 4 is due to Barba 
In order to derive explicit bounds of the set Λ from the results of Theorem 1.4 we use the following elementary number theory fact; for the proof see Section 3.4. The case (i) of the claim is the content of [13, Lem. 5] . In the case (ii) we restrict to such where 2 ≤ 2 ≤ d − 1 as the case 2 ≥ d does not yield any new bounds.
is odd if and only if d = 2 a for some integer a ≥ 0.
(
is odd if and only if k is odd and d = 2 a + for some integer a ≥ 1.
Finally, as a direct consequence of Theorem 1.4 and Lemma 1.5, we get the following explicit form of Theorem 1.4.
a + for some integers a ≥ 1, and
Thus, Theorem 1.6(i) settles Conjecture 1.1 in the case when d ≥ j/k = 2 a , while Theorem 1.6(ii) gives the difference dk − j = k − where k ≥ 3 is odd and consequently does not settle the conjecture in any case.
In order to compare the conjectured shape of the set Λ with the results obtained in Theorem 1.2 and Theorem 1.6(i) we first fix parameter k = 2 and consider the set Λ[k = 2] := {(j, d) ∈ N 2 : (d, j, 2) ∈ Λ}. In the first graph of Figure 2 In this section we relate the problem of describing the set Λ ∈ N 3 with a topological problem of the Borsuk-Ulam type. For that we develop both the product and the join configuration scheme. The join scheme can be efficiently used only in combination with the relative equivariant obstruction theory, as demonstrated in [3] . 
k . Both configuration spaces are equipped with an action of the group of signed permutations S
To define an action on X d,k we recall that its typical element can be presented as the formal ordered convex combinations
k acts antipodally on the appropriate sphere S d , and the symmetric group S k ⊆ S ± k acts by permuting factors in the product. Explicitly, for ((
The subspace For further use we name a particular subset of
Let V ∼ = R be the real 1-dimensional S ± k -representation with action defined to be antipodal for every copy of Z/2 in (Z/2) k ⊆ S ± k , and trivial for every element of the symmetric group
Next consider the vector space R k and its subspace
The subspace
First, we define the map Φ M :
The map Φ M is S ± k -equivariant with respect to the already introduced actions on Y d,k and V . The key property of the map Φ M is that the k-element arrangement H in R d bisects all measures from the collection M if and only if Φ M (H) = 0 ∈ V ⊕j . The second map we consider is defined as follows:
It is important to notice that the map we have just defined Ψ M does not depend of the collection M when considered on the subset (X
in R d bisects all measures from the collection M if and only if
From the construction of the S (i) Let M be a collection of j proper measures on R d , and let
then there is a k-element arrangement bisecting all the measures in M.
The following essential property of the constructed S ± k -equivariant map Ψ M needs a modified approach compared to the one used in [3 
This proposition is the special, = 0, case of a more stronger statement that works on invariant subcomplexes of X d,k , and therefore on X d,k itself; see Proposition 2.3. Hence, we only prove the more general result.
For the upcoming Proposition 2.3 we use the S
where S(R (d+1)×k ) is the unit sphere in R (d+1)×k . Here y < i y , for 1 ≤ i ≤ d + 1, means that y and y have equal first i − 1 coordinates and at the i-th coordinate y i < y i . The inequality y < d+2 y means that y = y . 
where
Proof. The first statement (i) follows directly from the assumption that no k-element arrangement parametrized by Z >1 bisects M. (ii) From the assumption on collections of proper measures M and M and the first part of the proposition we have that 0
Furthermore, from the definition of the test map (2) follows that the maps Ψ M | (Z >1 ) = Ψ M | (Z >1 ) coincide with the map (3).
In order to prove the second statement we need to construct an S ± k -equivariant homotopy H : For simplicity, we denote by
Our aim is to extend the S
Since (W k ⊕ V ⊕j )\{0} is non-empty, and in an addition, for every subgroup G of S ± k , the following implication holds (K\L)
The groups where the obstructions for extending H 0 to the next skeleta live are the Bredon cohomology groups
Here
−→ Ab denotes the generic coefficient system. That is a contravariant functor from the category of canonical objects O S ± k of the group S ± k associated to the pair (K, L) into the category of Abelian groups given on objects by 
Consequently, we have that
• (−1) βq s q = s τ −1 (q) for all 1 ≤ q ≤ k, and • i r = d + 2 for each τ (q) < r ≤ q resp. q < r ≤ τ (q) for all 1 ≤ q ≤ k with τ (q) = q. 
From the assumptions that 1 ≤ ≤ d − 1 and (d − )(k − 1) + 2 + ≤ j we get that
This conclusion follows from a direct verification of the inequality
vanishes, and so, the Bredon co-
Now we combine the criterion stated in Proposition 2.1 (ii) and the observations from Proposition 2.2 and Proposition 2.3 into a theorem. In the following, ν denotes the radial S 1, 2, . . . , k), and
We prove that for every collection M of j proper measures in R d there exists a k-element arrangement in R d that bisects each of the measures. For this, according to Proposition 2.1(ii), it suffices to prove that there is no (Z/2) k -equivariant map
where (Z/2) k is the "defining" subgroup of S (5) is obtained by an application of the Fadell-Husseini ideal valued index theory [11] with coefficients in the two element field F 2 .
First we recall some basic facts about Fadell-Husseini index. Consider a finite group G, and a space X equipped with a G-action. The Fadell-Husseini ideal valued index of X, with respect to G and the coefficients in the field F, is the following kernel:
The homomorphism π * X is induced by the G-equivariant projection π X : X −→ pt. Here pt denotes the point with the only possible (trivial) G-action. In our proof the group G is (Z/2) k and we fix the notation for the cohomology of the classifying space B((Z/2) k ) ≈ (B(Z/2)) k with coefficients in the field F 2 as follows:
where the generators t 1 , . . . , t k correspond to the generators of ε 1 , . . . , ε k of the group (Z/2) ⊕k respectively.
The proof of the non-existence of a (Z/2) k -equivariant map (5) is done by contradiction. Assume that there exists a (Z/2)
Then from the monotonicity property of the Fadell-Husseini index [11, p. 74] we get the following relation between the indices:
Furthermore, from [11, Ex. 3.3] we have that
Next, from the definition of the action on V and [6, Prop. 3.13] we obtain that
Now the relation (6) in combination with equalities (7) and (8) implies that
This is a contradiction with the assumption (4) of the theorem, and thus we completed the proof. Therefore, if (4) holds, then (d , j, k) ∈ Λ for all d ≥ d.
Proof of Theorem 1.4. From this point on we fix an S
± k -CW structure on the sphere X d,k to be the one introduced and described in [3, Sec. 3] .
Let d ≥ 1, j ≥ 1 and k ≥ 2 be integers. We want to prove that if one of the conditions (i)-(ii) of Theorem 1.4 is satisfied, then for every collection M of j proper measures in R d there exists a k-element arrangement in R d that bisects each of the measures. For this, according to Theorem 2.4(i), in case j = dk it suffices to prove that there is no S
, where M 0 is a fixed collection of j proper measures on R d such that no non-essential k-element arrangement bisects them.
Alternatively, according to Theorem 2.4(ii), we may consider Z := S ± k · θ to be the full S 
, where M 0 is a fixed collection of j proper measures on R d such that no k-element arrangement parametrized by Z >1 bisects them. Consequently, to conclude the proof of Theorem 1.4 it is enough to show the following. (i) If dk = j and
is odd,
, where M 0 is some fixed collection of j proper measures on R d such that that no k-element arrangement parametrized by Z >1 bisects them.
The proof of Theorem 3.1(i) will actually give us more as by construction of Z ⊆ X d,k the existence of the S ± k -equivariant map (9) depends only on the primary obstruction. In case of X d,k = Z this will give the following: 
, where M 0 is a certain fixed collection of j proper measures on R d such that no non-essential k-element arrangements bisect them.
Thus it remains to prove Theorem 3.1. This is done by using the general framework developed in [3] . In particular, we follow the footsteps of the proofs of [3, Thm. 1.4, Thm. 1.5, Thm. 1.6]. 3.3.1. Setting up obstruction theory. We study the existence of an S
whose restriction to the subcomplex
, where M 0 is a some fixed collection of j proper measures on R d such that no k-element arrangement parametrized by Z >1 bisects them.
Let us denote the dimensions of Z and the sphere S(W k ⊕ V ⊕j ) as follows
In case of 3.1(i) we have
as j = dk. In case of 3.1(ii) we have j = (d − )k + and consequently
In order to apply relative equivariant obstruction theory, as presented by tom Dieck in [10, Sec. II.3], the following requirements need to be satisfied:
• Z is equipped with the structure of a relative S ± k -CW complex (Z, Z >1 ). This is obtained from the relative S ± k -CW structure of (
• The N -sphere S(W k ⊕ V ⊕j ) is path connected and N -simple. Indeed, we have that N ≥ 1, and
where sk N (Z) denotes the N th skeleton of Z. Since we have that M = N + 1, we now try to extend the map g to the next, final, (N + 1)th skeleton of Z. The extension of the map g is obstructed by the equivariant cocycle
while the extension of the map g| sk N −1 (Z)∪Z >1 is obstructed by the cohomology class
The cocycle o(g) and the cohomology class [o(g)] are called the obstruction cocycle and respectively the obstruction element associated to the map g. The central theorem of the equivariant obstruction theory [10, Thm. II.3.10] tells us that: 
With the fixed cellular structure we assume that an orientation on each cell of the S ± k -CW complex Z is chosen. Furthermore, we choose an orientation on the sphere S(W k ⊕ V ⊕j ).
Let θ be an arbitrary (N + 1)-dimensional cell of Z, f θ : E N +1 −→ Z be the associated characteristic map, and let e θ denote the corresponding basis element in the cellular chain group C N +1 (Z, Z >1 ). Here E N +1 denotes the (N + 1)-dimensional ball. Then by the geometric definition of the obstruction cocycle associate to the map ν • Ψ M0 | sk N (Z) we have that
The spheres ∂θ and S(W k ⊕ V ⊕j ) have the same dimension and therefore the homotopy class [ν • Ψ M0 • f θ | ∂θ ] is completely determined by the degree of the map
Recall that the orientation on ∂θ and S(W k ⊕ V ⊕j ) are already fixed and so the degree is well defined. For simplicity, let k :
Now we want to evaluate degree of the map k : ∂θ −→ S(W k ⊕ V ⊕j ). For that we fix M 0 to be the collection of proper measures (µ 1 , . . . , µ j ) where µ r is the measure concentrated on the segment
where | sk N (Z) ). This requirement will be directly verified for every concrete situation in the next section.
Next, consider the commutative diagram:
Here the vertical arrows are inclusions, and the composition of the lower horizontal maps is denoted by
of, a sufficiently small, radius ε > 0. Furthermore, let θ := θ\ k −1 (E ε (0)). Because of the equality of dimensions dim(θ) = dim(W k ⊕ V ⊕j ) we can assume that the set of zeros k −1 (0) ⊆ relint(θ) is finite, say of cardinality z ≥ 0. Again finiteness of set of zeroes of the function k is checked in every concrete case independently.
The function k is a restriction of the function Ψ M0 and therefore the points in k −1 (0) correspond to the k-element arrangements in relint θ that bisect M 0 . From the fact that:
-the proper measures in M 0 are disjoint intervals on a moment curve (11) , and that -each hyperplane cuts the moment curve in at most d distinct points, follows that each zero in k −1 (0) is isolated and transversal. The boundary of θ is composed of the boundary of the cell ∂θ and in addition z disjoint copies of N -spheres S 1 , . . . , S z , one for each zero of k, which are contained in the relative interior of the cell θ. Therefore, the fundamental class of the sphere ∂θ is equal to the sum (up to a sign) of fundamental classes [S i ] in H N ( θ; Z). Keep in mind that the fundamental class of ∂θ is determined by the cell orientation inherited from the S ± k -CW structure on Z we already fixed. Now we define orientation on the spheres S 1 , . . . , S z in such a way that equality
Rearranging the left hand side of the equality using the family of maps ν • k| Si :
Hence,
where the sum ranges over all k-element arrangements in relint(θ) that bisect M 0 . Thus we obtained that
Here 
is the primary obstruction element and also the only obstruction for the existence of the map (10) . In particular, this means that an S
, exists if and
is even.
This would establish a proof of Theorem 1.4(i) and Corollary 3.2.
We have to evaluate the cocycle [3, Ex. 3.12] we recall that θ is given by inequalities x 1,1 < x 1,2 < · · · < x 1,k . Thus, having in mind that o is an S ± k -equivariant cocycle, it suffices to evaluate o(e θ ). Consider a collection of j ordered disjoint intervals M 0 = (I 1 , . . . , I j ) along the moment curve γ, defined in (11), with midpoints (x 1 , . . . , x j ) respectively. Then, according to (12) , we have that
where the sum ranges over all k-element arrangements in relint(θ) that bisect M 0 . We have that: -dk = j, -any k-element arrangement in R d has at most dk intersection points with the moment curve γ, -for bisection of collection of j intervals on γ one needs at least j points, and -each k-element arrangement that bisects M 0 is completely determined (up to an orientation of hyperplanes) by a partition of the set of midpoints {x 1 , . . . , x j } of the intervals (I 1 , . . . , I j ) into k subset of cardinality d each, where each of these subset uniquely determines a hyperplane of the k-element arrangement. Thus the number of k-element arrangements that bisect M 0 is dk d,...,d 2 k . Using slight movements of the intervals (I 1 , . . . , I j ) along γ we can assume that all the bisecting k-element arrangements are contained in g∈S ± k g · relint(θ). Thus, the number of k-element arrangements that bisect M 0 and are contained in relint(θ) is
. This means that the integer a, defined by equation (14) , has the property
In the finally step let us assume that [o] = 0, meaning that the cocycle o is also a coboundary. Thus there exists a cochain
such that o = δh, where δ denotes the coboundary operator. From [3, Eq. (11)] we have that
where the cells γ 1 , . . . , γ 2k are described in [3, p. 755] , and τ i−1,i ∈ S k ⊆ S ± k denotes the transposition that interchanges i − 1 and i. Thus, o = δh and (15) imply that
for some integer b. In this calculation we use the fact that h is an equivariant cochain, and that ε 1 and τ i−1,i act on V ⊕j respectively by multiplication with (−1) j and trivially. Whereas, ε 1 and τ i−1,i act on W k respectively trivially and by multiplication with (−1). Hence,
We have verified (13) , and thus concluded a proof of Theorem 1.4(i) and Corollary 3.2. 1, 2, . . . , k). In this section we complete the proof of Theorem 1.4(ii).
As before dim Z = M = N + 1 and consequently the obstruction element [o(ν • Ψ M0 | sk N (X d,k ) )] is the primary obstruction element and the only obstruction to the existence of an S ± k -equivariant map (10) . However, in this case, it is not the only obstruction for the existence of an S
Thus, we prove that
In this way we would prove Theorem 1.4(ii) and complete the proof of the theorem.
For that we evaluate the obstruction cocycle 
, k).
Recall that the cell θ is given by 0 = x 1,1 = · · · = x 1,k−1 < x 1,k , 0 = x r,1 = · · · = x r,k−1 for all 1 < r ≤ and 0 < x +1,1 < · · · < x +1,k−1 , see [3, pp. 751, 754] . Now we will evaluate o(θ). Since o is an S ± k -equivariant cocycle in this way we will evaluate the cocycle o on all the cells in the orbit of θ. Before we proceed with the evaluation of the cocycle o on θ we describe the boundary of θ. This will be done similarly to [3, p. 755] . The cells of codimension 1 in the boundary of the cell θ are induced by addition of one of the following extra equalities:
More precisely we have the following cells of codimension 1 in the boundary of θ. 1, 2, 3 , . . . , k) that on the level of sets are related by ν 2 = ε 1 · ν 1 . Both cells γ 1 and γ 2 belong to the linear subspace
The equality x +1,r−1 = x +1,r for 2 ≤ r ≤ k − 1 induces cells: 1, 2, 3 , . . . , k), satisfying µ 2k = ε k µ 2k−1 . Either way these cells belong to the subspace V k = {(x 1 , . . . , x k ) ∈ R (d+1)×k : 0 = x 1,1 = · · · = x 1,k }.
Let e θ , e ν1 , . . . , e ν 2k−2 and (e µ1 , . . . , e 2(k−1) ), e µ 2k−1 , e µ 2k , denote generators in the cellular chain group that correspond to the cells θ, ν 1 , . . . , ν 2k−2 and (µ 1 , . . . , µ 2(k−1) ), µ 2k−1 , µ 2k . The boundary of the cell θ is a subset of the union of the linear subspaces V 1 , . . . , V k . Hence we can orient subspaces and the cells consistently in such a way that the following equality holds ∂e θ = (e ν1 + e ν2 ) + · · · + (e ν 2k−3 + e ν 2k−2 ) + (e µ 2k−1 + e µ 2k ).
for > 1 resp. ∂e θ = (e ν1 + e ν2 ) + · · · + (e ν 2k−3 + e ν 2k−2 ) + (e µ1 + e µ2 ) + · · · + (e µ 2k−1 + e µ 2k ). (1 + (−1)
where w = 1, = 1, k, else.
Consider the moment curve γ defined in (11) . We fix a collection of j ordered disjoint intervals M 0 = (I 1 , . . . , I j ) on γ defined by I 1 = γ([t 
where the sum ranges over all k-element arrangements in relint(θ) that bisect M 0 . We have that: -(d − )k + = j, -any k-element arrangement in R d has at most dk intersection points with the moment curve γ, -θ parametrizes all k-element arrangements such that first k − 1 hyperplane contain the points s 1 , . . . , s , which means that (k − 1) intersection points out of dk cannot be used for interval partitioning, -for bisection of collection of j intervals on γ one needs at least j = dk − (k − 1) points, and thus -each k-element arrangement from θ that bisects M 0 is completely determined (up to an orientation of hyperplanes) by a partition of the set of midpoints {x 1 , . . . , x j } of the intervals (I 1 , . . . , I j ) into k − 1 subset of cardinality d − 1 each and one subset of cardinality D, where each of these subset uniquely determines a hyperplane of the k-element arrangement. Consequently, the number of k-element arrangements Z in that bisect M 0 is Next, assume that [o] = 0, i.e., the cocycle o is also a coboundary. Hence there is a cochain
equivalences concludes the proof of the second part of the lemma
⇐⇒ 2 a k + − α 2 (2 a k + ) = 2 a + − α 2 (2 a + ) + 2 a (k − 1) − α 2 (2 a (k − 1)) ⇐⇒ α 2 (2 a k + ) = α 2 (2 a + ) + α 2 (2 a (k − 1)) ⇐⇒ α 2 (2 a k + ) = α 2 (2 a + ) + α 2 (k − 1)
⇐⇒ k is odd.
