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Abstract
In this paper, we study the existence of stationary solutions to the Vlasov–Poisson–Boltzmann system
when the background density function tends to a positive constant with a very mild decay rate as |x| → ∞.
In fact, the stationary Vlasov–Poisson–Boltzmann system can be written into an elliptic equation with
exponential nonlinearity. Under the assumption on the decay rate being (ln(e+|x|))−α for some α > 0, it is
shown that this elliptic equation has a unique solution. This result generalizes the previous work [R. Glassey,
J. Schaeffer, Y. Zheng, Steady states of the Vlasov–Poisson–Fokker–Planck system, J. Math. Anal. Appl.
202 (1996) 1058–1075] where the decay rate (1 + |x|)−1/2 is assumed.
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The Vlasov–Poisson–Boltzmann system which describes the charged dilute particles (e.g.,
electron) in the absence of a magnetic field can be written as⎧⎪⎪⎨
⎪⎪⎩
∂tf + v · ∇xf + ∇xφ · ∇vf = Q(f,f ),
φ =
∫
R3
f dv − ρ0(x). (1.1)
Here f = f (x, v, t) is the distribution function for particles at time t  0 and spatial position
x = (x1, x2, x3) ∈ R3 with velocity v = (v1, v2, v3) ∈ R3. φ = φ(x, t) is the self-consistent elec-
tric potential governed by the Poisson equation. Here, ρ0(x) > 0 is the given background density
function. As usual, the Boltzmann collision operator Q(f,f ) takes the form
Q(f,f )(v) =
∫
R3×S2
{
f (v′)f
(
v′∗
)− f (v)f (v∗)}B(|v − v∗|, θ)dv dω, (1.2)
where
cos θ = (v − v∗) · ω|v − v∗| ,
and
v′ = v − [(v − v∗) ·ω]ω, v′∗ = v∗ + [(v − v∗) ·ω]ω, ω ∈ S2,
which are the relations between velocities before and after the elastic collision. That is:
v + v∗ = v′ + v′∗, |v|2 + |v∗|2 = |v′|2 +
∣∣v′∗∣∣2.
In this paper, we are going to prove the existence of stationary solutions to the Vlasov–
Poisson–Boltzmann system (1.1). Thus, similar to [4,7,8], we look for steady solutions in the
form of(
f (x, v, t), φ(x, t)
)= (exp(Φ(x))M[ρ¯,0, θ¯ ](v), Rθ¯Φ(x)). (1.3)
Here, Φ(x) is to be determined and M(v) is a global Maxwellian distribution with zero bulk
velocity, i.e.,
M(v) = M[ρ¯,0, θ¯](v) ≡ ρ¯
(2πRθ¯)3/2
exp
(
− |v|
2
2Rθ¯
)
, (1.4)
where ρ¯, θ¯ and R are positive constants. Without loss of generality, we let R = 1. By substituting
(1.3) and (1.4) into (1.1) and using the basic property
Q(M,M)(v) = 0,
we have the following nonlinear elliptic equation for Φ(x):
−θ¯Φ + ρ¯ exp(Φ) = ρ0. (1.5)
In the following discussion, we assume that Φ(x) vanishes at infinity, i.e.,
Φ(x) → 0, as |x| → ∞. (1.6)
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the existence of a stationary solution with zero bulk velocity to the Vlasov–Poisson–Boltzmann
system. Thus, we will concentrate on the problem (1.5) and (1.6) in the following discussion.
For the existence of solutions to the problem (1.5) and (1.6), the previous work in [9] gave an
affirmative answer when the background density ρ0(x) tends to a positive constant state ρ¯ with
the decay rate (1 + |x|)−1/2. The main result in this paper is to show that under a weaker decay
rate assumption, the existence and the uniqueness of the solution to the problem (1.5) and (1.6)
still hold. In fact, as long as ρ0(x) has a decay rate as (ln(e + |x|))−α , where α is some positive
constant, the elliptic equation (1.5) has a solution satisfying (1.6).
In what follows, for simplicity, we suppose that M(v) is the normalized global Maxwellian
distribution:
M(v) = M[1,0,1](v) ≡ 1
(2π)3/2
exp
(
−|v|
2
2
)
, (1.7)
so that the problem (1.5) with (1.6) becomes{−Φ + exp(Φ) = ρ0,
Φ(x) → 0, as |x| → ∞. (1.8)
The main result in this paper can be stated as follows.
Theorem 1.1. Suppose that ρ0(x) ∈ L∞(R3) satisfies∣∣ρ0(x)− 1∣∣ C(ln(e + |x|))−α, (1.9)
where C and α are some positive constants. The problem (1.8) has a unique smooth solution
Φ(x) ∈ C∞(R3) satisfying
−D2
(
ln
(
e + |x|))−α Φ(x)D1(ln(e + |x|))−α, (1.10)
where D1 and D2 are two positive constants depending on C and α. That is, the Vlasov–Poisson–
Boltzmann system has the stationary solution
(f, φ) = (exp(Φ(x))M[1,0,1](v),Φ(x)). (1.11)
There are a lot of studies on the mathematical theory of the Vlasov–Poisson–Boltzmann sys-
tem. For example, when there is no background charge, i.e., ρ0(x) ≡ 0, the large time behavior
of weak solutions was studied in [5]. Global existence of DiPerna–Lions renormalized solutions
with arbitrary amplitude to the initial boundary value problem was obtained in [11], and the
global existence of classical solutions with small amplitude for the Cauchy problem was given in
[10]. When the background density ρ0(x) is a positive constant, the existence of global solutions
around a global Maxwellian distribution function was proved in [12,13]. See also [2,3,6] for the
related topics on the Vlasov–Poisson–Fokker–Planck system.
For more general background charge ρ0(x), the authors in [1] studied this system in a bounded
domain with the incoming boundary condition and proved the convergence of the solution to a
unique stationary solution as the time goes to infinity by using the relative entropy method. We
expect that the result in this paper can be used to investigate the stability of stationary solutions
in the general setting.
The rest of the paper is arranged as follows. In the next section, we will present the main ideas
in proving Theorem 1.1 by showing some preliminary lemmas. The existence and uniqueness of
the solution to the problem (1.8) will be given in the last section.
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In this section, we first reformulate the problem (1.8) and then give some basic lemmas for
later use. For this, set u(x) = −Φ(x) and ρ0(x) = 1 + η(x). Then the problem (1.8) becomes{
u + exp(−u) = 1 + η, x ∈ R3,
u(x) → 0, as |x| → ∞. (2.1)
Define a function g : R → R, by
g(y) = exp(−y) +A2y − 1, (2.2)
where the positive constant A will be chosen later. To apply the method of lower and upper
solutions, we rewrite (2.1) into a linear equation by considering a solution operator L satisfying{(
 −A2)Lu = η − g(u), x ∈ R3,
Lu(x) → 0, as |x| → ∞. (2.3)
Here, u is viewed as a given function in the equation for Lu. The rest of the paper is to show that
under some conditions, there exists a function U¯ such that LU¯ = U¯ .
With these notations, it is straightforward to prove the following lemma. We omit its proof for
brevity.
Lemma 2.1. The function g and the operator L have the following properties.
(1) g is a strictly increasing smooth function on [− lnA2,∞) so that the inverse function
g−1 : [gmin,∞) → [− lnA2,∞) is well defined. Here,
gmin = g
(− lnA2)= −A2(lnA2 − 1)− 1.
(2) For any x ∈ R,
g′′(x) = exp(−x) 0 and g(x) g′(0)x = (A2 − 1)x.
(3) L has the explicit expression:
Lu = − 1
4π |x| exp
(−A|x|) ∗ (η − g(u)). (2.4)
Furthermore, L is a monotone operator in the sense that if − lnA2 U W with U,W → 0 as
|x| → ∞, then LU LW .
Notice that if u is a fixed point of L defined in (2.3), then u is a smooth solution to the
problem (2.1). Here the smoothness of u comes directly from the elliptic property of L as long
as u ∈ L1loc(R3). Therefore, by Lemma 2.1, the solution to the problem (2.1) can be obtained by
using the following iteration process similar to [9]. Suppose that there exist functions U and W
satisfying
− lnA2 U W, U,W → 0 as |x| → ∞, (2.5)
and
U  LU, LW W. (2.6)
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U  LU  · · · LnU  LnW  · · · LW W
for all positive integers n. By the monotone convergence theorem, LnU converges to some func-
tion U¯ as n tends to ∞. Thus, the dominated convergence theorem yields
U¯ ← Ln+1U = L(LnU)→ LU¯ ,
which implies that U¯ is a solution to (2.1). Hence, it remains only to show that there are functions
U and W satisfying (2.5) and (2.6). For this, we give the following definition.
Definition 2.2. The functions U and W satisfying conditions (2.5) and (2.6) are called a subso-
lution and a supersolution to the problem (2.1), respectively.
The construction of a subsolution U and a supersolution W to the nonlinear elliptic equa-
tion (2.1) is left to the next section. Here, we present a lemma on the property of the opera-
tor ( −A2).
Denote
σ = 1 + ln(1 + r2), (2.7)
with
r = |x| =
( 3∑
i=1
x2i
)1/2
, x = (x1, x2, x3) ∈ R3. (2.8)
Since the positive parameter α in the decay rate (ln(e+|x|))−α can be arbitrary, it is equivalent to
use the decay rate in the form of σ−B in the following discussion. Here, B is a positive constant.
Notice that the function σ−B is differentiable at x = 0 with its first order derivatives equal to
zero.
Lemma 2.3. For any constant B > 0, we have(
 −A2)(σ−B)= −(A2 − a(r))σ−B, (2.9)
where
a(r) = 4B(B + 1)r
2
(1 + r2)2 σ
−2 + 4Br
2
(1 + r2)2 σ
−1 − 6B
1 + r2 σ
−1. (2.10)
In particular, when 0 <B < 1/2, we have
−6B  a(r)− 6Bσ
−2
(1 + r2)2 < 0. (2.11)
Proof. For any constant B > 0, direct calculation yields
(
 −A2)(σ−B)= d2
dr2
(
σ−B
)+ 2
r
dσ
dr
− A2σ−B = −(A2 − a(r))σ−B,
where a(r) is given by (2.10). Furthermore, the expression of a(r) directly implies that
for B ∈ (0,1/2),
a(r)− 6B 2 σ−1 −6B. (2.12)1 + r
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by
a1(r) = 4B(B + 1)r2 − 6Bσ − 2Br2σ
and
a2(r) = 4B(2B − 1)+ 4B(2B + 1 − σ)r2 − 4Bσ.
Since
a(r) = σ
−2
(1 + r2)2 a1(r), a
′
1(r) =
r
1 + r2 a2(r), (2.13)
and σ  1, for 0 <B < 1/2, we have
a2(0) = 8B(B − 1) < 0
and
a′2(r) = 8Br(2B − σ) 8Br(2B − 1) < 0.
Thus, a2(r) a2(0) < 0 which in turn implies that a′1(r) < 0. Finally, a1(r) a1(0) = −6B and
then
a(r) = σ
−2
(1 + r2)2 a1(r)−
6Bσ−2
(1 + r2)2 < 0, (2.14)
which completes the proof of the lemma. 
3. Subsolution and supersolution
The subsolution and supersolution to the problem (2.1) can be constructed under the following
assumption on the decay rate of η(x) when x tends to infinity.
The main assumption on the global existence of solutions to the problem (1.5) and (1.6) is
(M) There exist positive constants C and B such that∣∣η(x)∣∣ Cσ−B, x ∈ R3. (3.1)
In the following discussion, without loss of generality, we assume that 0 <B < 1/2.
Firstly, we formally define a subsolution U by
U = g−1(η −D1σ−B(A2 − a(r))) (3.2)
and a supersolution W by
W = g−1(η +D2σ−B(A2 − a(r))). (3.3)
In the following lemmas, we will show that both U and W given in (3.2)–(3.3) are well defined.
Furthermore, we will show that by appropriately choosing the parameters A, D1 and D2, the
functions U and W satisfy the conditions (2.5) and (2.6).
Lemma 3.1. Under the condition (M), if
D1  C, Amax
{
exp
(
D1
2
+ 1
)
,
√
6BD1 + C
}
, (3.4)
then we have:
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η − D1σ−B
(
A2 − a(r)) gmin. (3.5)
(2) U − lnA2 U → 0, as |x| → ∞.
(3) LU = −D1σ−B U .
Proof. Since η(x) C from (3.1), by using Lemma 2.4, we have
η −D1σ−B
(
A2 − a(r))− gmin
= η − D1σ−B
(
A2 − a(r))+A2(lnA2 − 1)+ 1
−C −D1
(
A2 + 6B)+A2(lnA2 − 1)+ 1
A2 − (6BD1 + C)+ 1 0,
where we have used
lnA2 −D1 − 1 1, A2  6BD1 + C,
by (3.4). Hence, (3.5) holds. From Lemma 2.1, U is well defined so that U  g−1(gmin) =
− lnA2. Since g−1(0) = 0, we have
U = g−1(η −D1σ−B(A2 − a(r))) ⇒ g−1(0) = 0
as |x| → ∞.
By the definition (3.2) for U , we have
η − g(U) = D1σ−B
(
A2 − a(r)).
On the other hand, Lemma 2.4 implies that(
 −A2)(−D1σ−B)= D1σ−B(A2 − a(r)).
Thus, (
 −A2)(−D1σ−B)= η − g(U).
By the definition of L and the uniqueness of the solution to (2.3), we have
LU = −D1σ−B. (3.6)
Finally, we prove LU U as follows. Firstly, (3.4) implies that lnA2 D1 which gives
LU = −D1σ−B −D1 − lnA2.
Thus, LU and U are in the domain where g is increasing. Therefore, to show that U  LU is
equivalent to prove
g(U) g(LU),
i.e.,
η −D1σ−B
(
A2 − a(r)) g(−D1σ−B). (3.7)
Since Lemma 2.1 implies that
g
(−D1σ−B) (A2 − 1)(−D1σ−B),
we have
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(−D1σ−B)− η +D1σ−B(A2 − a(r))

(
A2 − 1)(−D1σ−B)−Cσ−B +D1σ−B(A2 − a(r))
= σ−B(D1 − C − D1a(r)) 0,
where we have used (3.4) and Lemma 2.4 in the last inequality. Hence, (3.7) holds and this
completes the proof of Lemma 3.1. 
The following lemma is about the supersolution W .
Lemma 3.2. Under the condition (M), by choosing
D2 max
{
C ln 4,
C
6B
(2C)2/B exp
(
2(2C)1/B − 2)}, Amax{e,√C}, (3.8)
we have:
(1) W given in (3.3) is well defined so that
η +D2σ−B
(
A2 − a(r)) gmin. (3.9)
(2) − lnA2 U W and W(x) → 0 as |x| → ∞.
(3) LW = D2σ−B W .
Proof. Similar to the proof of (3.5), we have
η +D2σ−B
(
A2 − a(r))− gmin
= η +D2σ−B
(
A2 − a(r))+ A2(lnA2 − 1)+ 1
A2
(
lnA2 − 1)−C + 1 0,
where we have used
lnA2 − 1 1, A2  C,
from (3.8). It is then straightforward to check that − lnA2 U W and when |x| → ∞,
W(x) = g−1(η +D2(A2 − a(r))) ⇒ g−1(0) = 0.
To prove LW W , similar to (3.6), we first notice that
LW = D2σ−B. (3.10)
By the monotonicity of L and Lemma 3.1, we have
LW  LU U − lnA2.
Hence, both LW and W are in the domain where g is increasing. Thus, it suffices to show that
g(LW) g(W). (3.11)
From (3.3) and (3.10), (3.11) is equivalent to
g
(
D2σ
−B) η + D2σ−B(A2 − a(r)). (3.12)
Notice that
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(
A2 − a(r))− g(D2σ−B)
= η + D2σ−B
(
A2 − a(r))− exp(−D2σ−B)− A2D2σ−B + 1
−Cσ−B + 6BD2
(1 + r2)2 σ
−B−2 − exp(−D2σ−B)+ 1 0. (3.13)
(3.13) gives (3.12) and then the proof of Lemma 3.2 is complete. 
Now based on the above estimates, we are ready to prove Theorem 1.1 as follows.
Proof of Theorem 1.1. Suppose that ρ0(x) satisfies (1.9) which is equivalent to the condi-
tion (M). For fixed positive constants C and B with 0 < B < 1/2, by Lemmas 3.1 and 3.2,
there exists a solution U¯ (x) to the problem (2.1) satisfying
−D1
(
1 + ln(1 + |x|2))−B  LU(x) U¯ (x) LW(x) = D2(1 + ln(1 + |x|2))−B,
(3.14)
where positive constants D1 and D2 are defined in (3.4) and (3.8), respectively. Thus, Φ =
−U¯ is a solution to the problem (1.8) and satisfies (1.10). (3.14) implies that U¯ (x) ∈ L1loc(R3).
Moreover, since U¯ (x) is the fixed point of the operator L, we have
U¯ (x) = LU¯ (x) = − 1
4π |x| exp
(−A|x|) ∗ (η − g(U¯)) ∈ C∞(R3),
where the positive constant A satisfies
Amax
{
exp
(
D1
2
+ 1
)
,
√
6BD1 +C
}
. (3.15)
Hence, Φ(x) = −U¯ (x) is smooth.
For the uniqueness, suppose Φ1 and Φ2 are two solutions to the problem (1.8) so that{
(Φ1 −Φ2) = exp(Φ1)− exp(Φ2), x ∈ R3,
Φi → 0, as |x| → ∞, i = 1,2.
Then Φ1 −Φ2 = 0 comes directly from the maximum principle for the elliptic equation and this
completes the proof of Theorem 1.1. 
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