Abstract. We show that a generic principally polarized abelian variety is uniquely determined by its gradient theta-hyperplanes, the non-projectivized version of those studied in [Ca01], [CS00], [CS02] , which in a sense are a generalization to ppavs of bitangents of plane curves. More precisely, we show that, generically, the set of gradients of all odd theta functions at the point zero uniquely determines a ppav with level (4,8) structure. We also show that our map is an immersion of the moduli space of ppavs.
Definitions and notations
We denote by H g the Siegel upper half-space -the space of complex symmetric g × g matrices with positive definite imaginary part. An element τ ∈ H g is called a period matrix, and defines the complex abelian variety X τ := C g /Z g + τ Z g . The group Γ g := Sp(2g, Z) acts on H g by automorphisms: for γ := a b c d ∈ Sp(2g, Z) the action is γτ := (aτ + b)(cτ + d) −1 . The quotient of H g by the action of the symplectic group is the moduli space of principally polarized abelian varieties (ppavs): A g := H g /Sp(2g, Z). A ppav is called irreducible if it is not a direct product of two lower-dimensional ppavs, i.e. if its period matrix τ is not conjugate by the action of Γ g to a matrix that splits as τ 1 ⊕ τ 2 for two lower-dimensional period matrices. For us the case g = 1 is special and in the following we will always assume g > 1.
We define the level subgroups of the symplectic group to be
The corresponding level moduli spaces of ppavs are denoted A n g and A n,2n g , respectively. A characteristic [ε, δ] is called even or odd depending on whether the scalar product ε · δ ∈ Z 2 is zero or one, and the corresponding theta function is even or odd in z, respectively. The number of even (resp. odd) characteristics is 2 g−1 (2 g + 1) (resp. 2 g−1 (2 g − 1)). For ε ∈ Z g 2 we also define the second order theta function with characteristic ε to be
The group Γ g acts on the set of characteristics as follows:
where the resulting characteristics is taken modulo 2. This action is not transitive, in fact the parity of the characteristics is an invariant. The transformation law for theta functions under the action of the symplectic group is (see [Ig72] ):
where φ is some complicated explicit function. It is further known (see [Ig72] , [SM94] ) that φ| z=0 does not depend on τ , and that for γ ∈ Γ g (4, 8) we have φ| z=0 = 1, while γ ∈ Γ g (4, 8) acts trivially on the characteristics [ε, δ] . Thus the values of theta functions at z = 0, called theta constants, are modular forms of weight one half with respect to Γ g (4, 8). Similarly it is known that the theta constants of second order are modular forms of weight one half with respect to Γ g (2, 4). The action of Γ g (2)/Γ g (4, 8) on the set of theta constants with characteristics is by certain characters whose values are fourth roots of the unity, and is well understood -see [SM94] . The action of Γ g /Γ g (2) on the set of characteristics is by permutations. All odd theta constants with characteristics vanish identically, as the corresponding theta functions are odd functions of z, and thus there are 2 g−1 (2 g + 1) non-trivial theta constants with characteristics, and 2 g theta constants of the second order. Differentiating the theta transformation law above with respect to z i and then evaluating at z = 0, we see that for γ ∈ Γ g (4, 8) and [ε, δ] odd
in other words the gradient vector {
The set of all even theta constants with characteristics defines the map
Theta constants of the second order similarly define the map
Considering the set of gradients of all odd theta functions at zero gives the map
which due to modular properties descends to the quotient map
where GL(g, C) acts simultaneously on all C g 's in the product by ρ. Because of Lefschetz theorem for abelian varieties for any τ the rank of the 2 g−1 (2 g − 1) × g matrix of derivatives
is always g (see [SM83] ). Thus if we think of this matrix as a g-tuple of vectors in
, it is always non-degenerate. Thus the image of PgrT h in fact lies in the grassmannian,
. The Plücker's coordinates of this map are modular forms of weight g 2 + 1 and have been extensively studied -see [Fr885] , [Fa79] , [Ig80] , [SM83] .
It is known that the map PT h is an embedding -see [Ig72] and references therein. In [SM94] it is shown that PT h 2 is also injective. However, there appears to be a small gap in the proof there, so at the moment we can only say that the map is injective for g ≤ 3 and generically injective for g ≥ 4. In this work we will avoid using this result except for the case g = 2. We remark that, because of the transformation formula of theta functions, all the above maps are Γ gequivariant. Here we prove the following properties of PgrT h: g . We will also show Theorem 3. For g ≥ 2 the map PgrT h is injective on tangent spaces.
Remark 4. The map PgrT h is closely related to the indicated in [CS00] generalization to abelian varieties of the map obtained by sending a Jacobian to the collection of the hyperplanes tangent to the canonical curve at g − 1 points, considered in [Ca01] , [CS00] , [CS02] . This map itself is in fact the generalization of the map of a plane quartic to the set of its bitangents. It was shown by Aronhold in [Ar872] that some subset of bitangents (i.e. their directions), now called an Aronhold system, together with the points of their tangency serves to recover the curve, but until [CS00] it was not known that the bitangent directions themselves determine a (generic) curve.
Indeed, suppose we have a hyperplane tangent to the canonical curve at g −1 points. The reduced divisor that it cuts on the curve is then the square root of the canonical, and thus a theta characteristic. However, it is an effective theta characteristic, which for a generic curve means it is an odd theta characteristic. On the other hand, for each odd theta characteristics we get a (g − 1)-tangent hyperplane to the canonical curve, and analytically it is clear what the direction of this hyperplane is: it is given by the gradient of the corresponding odd theta function with characteristics at zero.
In our terms the map to (g − 1)-tangent hyperplanes is thus the map
of the locus of Jacobians J g , obtained by sending τ to the set of gradients of all odd theta constants, but each projectivized independently, and considered as a point in P g−1 and not in C g (we have the symmetric power of P g−1 here instead of the direct power because we are forgetting the level structure, and thus the characteristics may be permuted).
This map grPT h considered by Caporaso and Sernesi is quite different from our PgrT h. As explained in [CS00] and [CS02] , grPT h is not defined on all of J g or A g -the problem occurs for those τ for which one of the components of grT h(τ ) is equal to zero. Where it is defined, it factors through PgrT h:
where π is the natural projection, which is not always defined.
In [CS00] and [CS02] it is shown that when restricted to its domain on the Jacobian locus, grPT h is generically injective. While our corollary 2 states that PgrT h| Jg is generically injective, it does not serve to reproduce the result of Caporaso and Sernesi, as we do not handle the projectivization map π, which might collapse images different points.
In the following, we will often omit the arguments τ and z = 0 for theta functions and their derivatives, and will write ∂ z i instead of
The letters of the Latin alphabet will denote coordinates for vectors in C g , i.e. will range from 1 to g. The letters of the Greek alphabet denote characteristics for g-dimensional theta functions, i.e. lie in Z g 2 .
θ's and Θ's
The fundamental relation between theta functions with characteristics and theta functions of the second order comes from the fact that the squares of theta functions with characteristics are sections of the bundle on the abelian variety for which the theta functions of thesecond order form a basis for the space of sections. The relationship and others more general are special cases of Riemann's addition theorem for theta functions (see, for example, [Ig72] ):
which is valid for all τ , z, x and α, β, ε. Let us denote
which is zero unless [ε, β + δ] and [ε, δ] are odd, and 
Proof. Let us take the sum of the equations (3) for different α, each with coefficient (−1) α·δ , where δ is some characteristic. We get
Now differentiate this relation twice with respect to z i and z j and then evaluate at z = 0 to prove the lemma.
Moreover, the expression of C's in terms of A's is invertible:
Proof. In (3), we assume that [α, β] and [α + ε, β] are even characteristics. Differentiating, we get
Similarly, switching α and α + ε we have
Subtracting and computing separately for the cases of [ε, σ] odd and even, we get the statement of the lemma.
3. Recovering PT h 2 (τ ) from PgrT h(τ )
Proposition 7. The following identity holds for all i, j, ε, δ, σ, β, and all τ ∈ H g :
Proof. From the definition of A's it follows that the above expression is the determinant of the matrix
Proposition 8. For any i, j, I, J, ε, δ, σ, τ we have
Proof. The identity is straightforward if we substitute the definition of A's in terms of θ's and their derivatives. Indeed (11)
evaluated at 2τ . Another proof would be to use the previous proposition for ε, δ, σ with i, j and then with I, J to express θ σ β in two different ways, and then equate these two expressions.
Let us consider the case β = 0 for the propositions above. Then the A + 1, for irreducible abelian varieties -see [Sa83] and [SM94] . Inductively for reducible abelian varieties we see that for g ≥ 2 the rank of M is at least three.
Proposition 9. For β = 0 the system of equations (7) has a unique projective solution for {Θ[ε](τ )} all ε for fixed A's. Since A's are expressible in terms of C's, which are combinations of gradients of odd theta functions, this means that PT h 2 (τ ) is determined uniquely by PgrT h(τ ).
Proof. This is a consequence of the fact that the matrix M above has at least three, and that the solutions of the system (7) are invariant under the action of GL(g, C). Basically we need to show that the system has maximal rank. Suppose we are given PgrT h(τ ), i.e. all A 0 ij,εδ 's. Let us pick a representative τ ∈ H g and think of grT h(τ ) -we will deal with the action of GL(g, C) later.
Since the matrix M described above has rank at least 3, we can pick a non-degenerate 3 × 3 minor in it. For irreducible τ the matrix M is of maximal rank, and thus this minor can be chosen to contain the first column. From the fact that the theta constants of reducible abelian varieties are products of lower-dimensional theta constants it follows that such a choice is also possible for reducible abelian varieties.
Suppose now that this non-degenerate minor is det
Then at least one of Θ[ε], Θ[δ], Θ[σ] must also be non-zero -by renaming let it be Θ[ε]. Then the combination of A's in the right-hand-side of the formula (11) is non-zero, and thus we can use proposition 8 to express
in terms of A's, i.e. in terms of grT h(τ ). Furthermore, since Θ[ε] and the 3×3 minor above are non-zero, some 2 × 2 subminor containing Θ[ε] must also be non-zero. By renaming let it be
Then we can use proposition 7 with ε, δ, i, j and any σ to express all
in terms of A's. Thus from grT h(τ ) we can recover PT h 2 (τ ) uniquely. Now we have to deal with the action of GL(g, C) to finish the proof. However, the system (9) is acted upon by the adjoint action of GL(g, C) (if we consider each A 0 ij εδ as a matrix labeled by i, j), and thus transformed into an equivalent system. This equivalent system will have the same solutions, and as we have shown the solution to be unique, it has the same solution.
Generic injectivity of PgrT h
If it were known that PT h 2 is injective, we would be already done, and could conclude the injectivity of PgrT h at level (2,4). But, as this is not yet known, we need to do extra work.
Remark 10. The genus g = 2 case is rather special: in this case it is known that PT h 2 is injective; however, there are only six odd characteristics, while
Thus in genus two the map PgrT h(τ ) factors over some subgroup Γ such that Γ 2 (4, 8) ⊂ Γ ⊂ Γ 2 (2, 4), and the injectivity of PgrT h holds only on A Γ 2 . In general, to recover PT h(τ ) from PT h 2 (τ ), we just need to know which sign to choose for each θ ε δ , since their squares are already expressible in terms of theta constants of the second order by (7).
To get more control over the signs, let us consider the case β = 0 of the equations (3). Then A β ij,εδ are 2 × 2 minors of the 2 g × g(g+1) 2
unlike the M considered above, has 2 g−1 null rows corresponding to those α for which [α, β] is odd. To use an argument similar to the one in the previous section relating PgrT h and PT h 2 , we need Lemma 11. For g ≥ 3 the matrix M β has rank at least three for all τ .
Proof. Fix an irreducible period matrix τ and consider the abelian variety X := X τ . Let L denote the symmetric line bundle inducing a principal polarization on X, for which θ 0 0 (τ, z) is the basis for sections. We denote by Θ the associated divisor. For any x ∈ X, let t x : X → X be the traslation by x. Setting x := β/4, we consider the line bundle N := t * x L 2 . A basis for the sections of N are the theta functions θ α β (2τ, 2z). As a consequence of (3), we see that for any
are linear combinations of θ α β (2τ, 2z). We recall that if τ is irreducibile, the Gauss maps G x : t * x Θ → P g−1 are dominant. Suppose M β is not of maximal rank. Then for some λ and c's we have
Thus we have
If x does not belong to Θ ∪ t * β/2 Θ, the coefficient of λ in the above relation is not zero. Vice versa, assuming that x ∈ Θ ∩ t * β/2 Θ, we have
Now, since τ is irreducible, the singular locus of Θ has codimension at least two in Θ, see [EL97] , so there exists such an x in the smooth part of Θ and t * β/2 Θ. Moreover, for g ≥ 3 by a linear transformation we can find x 1 and x 2 such that
). These properties impose three linearly independent conditions on the coefficients c ij , λ. Hence, for irreducible τ the matrix M β has at least three linearly independent columns. If the point τ is reducible, we can use similar facts about the Gauss map, do directly the genus three case and use some inductive argument to finish the proof.
Thus we get a generalization of proposition 9 in the same way:
Proposition 12. Given PgrT h(τ ), the equations (9) for β = 0 have a unique projective solution for {θ α β (2τ, 0)} all α .
From the above proposition and formula (7) it follows that Corollary 13. All products of the type
are determined by PgrT h uniquely up to a multiplicative constant t [0,β] .
Obviously the above statement is true for every point τ , thus, using the Γ g -equivariance of the map PgrT h and observing that the homogenuos action of Γ g on the set of characteristics is transitive on the set of characteristics different from [0, 0], by using the above corollary stated for points γτ for all γ we prove Corollary 14. All products of the type
are determined by PgrT h(τ ) uniquely up to a multiplicative constant t ε,δ . Now we are able to prove our main theorem.
Proof of theorem 1. We will show that generically PgrT h(τ ) determines PT h(τ ) uniquely. Assume that there are two points τ and τ ′ for which
where c is a constant independent of α, β. Hence
where s α,β is a sign depending on α, β. Replacing τ by γτ and c by −c if necessary, we can assume θ 0 0 (τ, 0) = 0 and s 0,0 = 1. Now from the two previous corollaries it follows that
We would like to prove that all s α,β = 1. Using (3) we can easily check that for all [ε, δ], among the products θ α β (τ, 0)θ
appearing in Corollary 14 there is at least one different from 0. Hence there is a linear basis [ε 1 , δ 1 ], . . . , [ε 2g , δ 2g ] for the set of characteristics such that the associated theta constants do not vanish at τ . We denote by A 1 (τ ) this set of characteristics. Now recall that an element γ = a b c d ∈ Γ g (4) acts on theta constants by the character
by the theta transformation law (1). We observe that on one side this action is compatible with the statement of Corollary 14. Thus we can choose γ ∈ Γ g (4) such that
i.e. s ε j ,δ j = 1 for all j = 1, . . . , 2g. Now let A(τ ) be the set of characteristics whose associated theta constants do not vanish at τ . We denote by A 2 (τ ) the subset of A(τ ) consisting of the elements of A 1 (τ ) and the sums of two elements of A 1 (τ ) that are still in A(τ ). Since the condition (13) holds for characteristics in A 2 (τ ), (12) is satisfied and thus s ε,δ = 1 since this is true for A 1 (τ ).
Furthermore, let us denote by A 3 (τ ) the subset of A whose elements are either in A 2 (τ ) or sums of two elements of A 2 (τ ). Iterating the process, we get a certain subset B(τ ). We would like to have B(τ ) = A(τ ). Obviously this holds and we have no trouble if we assume the non-vanishing of all theta constants with characteristic [ε, 0] and [0, δ]: then whenever θ ε δ (τ, 0) = 0, we can use
for the condition (13) and by formula (12) we are done. So if we restrict to the open set determined by this non-vanishing, we have PT h(τ ) = PT h(γτ ′ ) for some γ ∈ Γ g , and thus from the injectivity of PT h follows that τ and γτ ′ are Γ g (4, 8)-conjugate, so that also PgrT h(τ ) = PgrT h(γτ ′ ). Now it is left to show that γ ∈ Γ g (4, 8).
Assume the contrary: γ ∈ Γ g (4) \ Γ g (4, 8). We claim that then γ acts non-trivially on PgrT h(τ ), so that we would have PgrT h(τ ) = PgrT h(γτ ′ ) = PgrT h(τ ′ ), which is a contradiction. Indeed, γ acts on each gradient by multiplication by a sign φ(ε, δ, γ). Consider all odd [ε, δ] such that φ(ε, δ, γ) = −1: if for at least one of those and one of the remaining (otherwise there is multiplication by −1) the associated gradient grad z θ ε δ is not the zero vector, we are done. Up to conjugating by some element of Γ g , we can assume that the b in γ is such that diag(b) ≡ 0 mod 8. Since all level subgroups are normal, a conjugate of γ lies exactly in the level subgroups in which γ lies. From formula (14) we see that if diag c · δ ≡ 4 mod 8 for some fixed δ (resp. ≡ 0), then φ(ε, δ, γ) = −1 (resp. = 1) for all ε. But since z) ), all gradients at zero of odd theta functions of the form θ ε δ cannot vanish simultaneously for all ε.
Remark 15. As a consequence of the above proof, if we have B(τ ) = A(τ ) for all τ , the map PgrT h is injective.
To the best of our knowledge this is always true. In particular it easy to check that even when τ is Γ g -conjugate to a diagonal matrix, i.e. is the period matrix of a product of elliptic curves and thus has the maximal possible number of vanishing theta constants.
Thus we can say that PgrT h is injective, if for all τ the corresponding subset A(τ ) contains A(τ ), withτ being Γ g -conjugate to a diagonal matrix. For all examples of abelian varieties that we know the set of characteristics for which the associated theta constants vanish is always contained in such a set for a diagonal period matrix, up to conjugation. Thus in all the examples that we know we do have A(τ ) ⊃ A(τ ) and the map PgrT h is injective at τ .
Since for g = 3, 4 the combinatorics of the possible vanishing of theta constants is known well, and the worst cases are the reducible and the hyperelliptic, which can be treated by hand, we have We also prove the injectivity of PgrT h on generic Jacobians: notice that it does not directly follow from theorem 1 a priori as the Jacobians may not be the "generic" abelian varieties.
Proof of corollary 2. From the proof of theorem 1 we see that the map PgrT h is injective at τ if none of the theta constants at τ vanish. However, it is known classically from the works of Riemann that no theta constant vanishes identically on J g Since J g is irreducible, the subset of J g where no theta constants vanish is Zariski open, and there the injectivity of PgrT h holds.
Injectivity on the tangent space
Now let us show that PgrT h is smooth. Let us study the situation in general terms first. (f 1 (0) , . . . , f k (0)). In particular it is injective if the vectors (f 1 (0), . . . , f k (0), ∂ x 1 f I (0), . . . , ∂ x M f I (0)) are linearly independent for some I.
Proof. Indeed let us consider the linearization of f near p; for v ∈ C M infinitesimally small we have f (v) = (f 1 (0) + ∂ v f 1 (0), . . . , f N (0) + ∂ v f N (0)). dPf | p is non-degenerate iff it does not map any tangent matrix has non-zero elements only in one of the two submatrices), and thus the matrix of vectors is in 2 × 2 submatrix block form, and we can compute the rank by adding the ranks of the blocks.
For [ε
