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Abstract. In this paper, we introduce a new approach to a treatment of the gravitational ef-
fects (redshift, time delay and lensing) on the observed cosmic microwave background (CMB)
anisotropies based on the Boltzmann equation. From the Liouville’s theorem in curved space-
time, the intensity of photons is conserved along a photon geodesic when non-gravitational
scatterings are absent. Motivated by this fact, we derive a second-order line-of-sight formula
by integrating the Boltzmann equation along a perturbed geodesic (curve) instead of a back-
ground geodesic (line). In this approach, the separation of the gravitational and intrinsic
effects are manifest. This approach can be considered as a generalization of the remapping
approach of CMB lensing, where all the gravitational effects can be treated on the same
footing.
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1 Introduction
The anisotropies of the cosmic microwave background (CMB) has been a rich source of
information on the early stage of the universe. Their precise measurements have been playing
a central role to confirm the standard ΛCDM cosmological model and to test the inflationary
paradigm (e.g., [1–6]). In addition to its large amount of observable data, its utility as a
probe of the early universe is attributed to calculability. The basic theory describing the
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CMB is well understood. Furthermore, because of the small amplitudes of the anisotropies,
it can be analyzed with high accuracy by using the linear theory of perturbations [7, 8].
As measurements become more precise, tools are also required to be refined. There are
various small nonlinear effects that do not arise within the linear theory. They can contam-
inate signals from inflation and also give new tools to probe the late-time evolution of the
universe. One important example is the weak gravitational lensing of the CMB anisotropies
(see e.g. Ref. [9] for a review), which produces detectable levels of the bispectrum [6] and
the B-mode polarization [10–13] even when they are primordially absent. Therefore, their
contributions should be correctly taken into account to extract information on inflation from
data. In addition, its precise measurements can also help us to understand physics relevant
to the late-time evolution of the universe such as dark energy and neutrino mass. In any of
these cases, it is important to correctly understand how the secondary nonlinear effects can
affect the observed CMB anisotropies.
The leading nonlinear effects can be treated by expanding the evolution equations up
to the second-order terms in perturbations. The Boltzmann equation including the second-
order terms was written down in Refs. [14–18] and its gauge issue was discussed in Refs.
[19, 20]. Their impact to the bispectrum was partially estimated in Refs. [21–29]. The full
calculation was first accomplished in Ref. [30] and, subsequently, numerical codes to solve
the full second-order Boltzmann equation were developed by several groups [31–34].
In the first-order case, the line-of-sight integration method [35] plays an important role
to solve the Boltzmann equation with high accuracy and less computational time. The direct
integration of the Boltzmann equation is hard to be numerically performed. For it, one should
solve a large number of coupled differential equations because the multipole moments of the
temperature anisotropies evolve interdependently in the free-streaming regime. On the other
hand, the line-of-sight integration method enables us to efficiently calculate the observed
temperature anisotropies by evaluating independent integration along a background geodesic
for different multipoles. In this approach, the observed temperature anisotropies are written
as an integral over the product of a source term and a geometrical term, which represent the
effects of collisions and propagation, respectively. The source term depends only on a few
low multipole moments of the temperature anisotropies in the last scattering and reionization
epochs. The information on the growth of the higher multipole moments in the free-streaming
regime is encoded in the geometrical term. Because the geometrical term is written in terms
of a known function, it is not necessary to solve coupled differential equations to know its
multipole moments.
However, it is not straightforward to extend the line-of-sight formula to second order.
In contrast to the first-order case, the gravitational collision term, which is induced from
the redshift, time-delay, and lensing effects, depend on the high multipole moments of the
temperature anisotropies in the free-streaming regime. Hence, at second order, the source
term also depends on the high multipole moments. Since they appear with the metric per-
turbations, it is possible to evaluate them by using the first-order equations. However, as
first explained in Ref. [32], it is still impractical to use the line-of-sight formula for the grav-
itational collision term because the multipole expansion of the product of the source term
and geometrical term now introduces an infinite sum over multipoles. Instead, the lensing
effect, which gives the major contribution, has been included as remapping of the observed
temperature anisotropies as done in its standard treatment [9].
A direct approach to the second-order gravitational effects from the Boltzmann equation
was first developed by Huang & Vernizzi [32, 34]. They showed that the redshift effects
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can be separated from the source term by introducing a new variable for the temperature
anisotropies and the other lensing and time-delay effects by performing integration by parts
for the line-of-sight integral. The first method was also extended to the polarization in Ref.
[36] and the induced effects were estimated for the B mode [36] and the bispectrum [37]. The
relation between the direct and remapping approaches to the lensing effect was also clarified
by Su & Lim [38] by iteratively solving the Boltzmann equation.
In this paper, we present another approach to the gravitational effects based on the
Boltzmann equation, where the separation of the gravitational effects is easier to be seen.
The important fact for our approach is that the intensity of photons is conserved even when
their trajectories are bent by the metric perturbations in the absence of a non-gravitational
collision term (Liouville’s theorem in curved spacetime [39]). Based on this fact, we integrate
the Boltzmann equation along a perturbed geodesic instead of a background one. Then, we
derive a mapping formula that relates the observed intensity to non-gravitational scattering
sources. In this formula, the gravitational effects appear as changes in the mapping between
the coordinates of the observation and those of the sources. This mapping formula can be
considered as a generalization of the remapping formula in the standard treatment of CMB
lensing. Expanding this mapping formula up to second order, we demonstrate that one
can directly obtain the second-order line-of-sight formula where the gravitational effects are
separated from the non-gravitational source term, which depends only on a few low multipole
moments of the intensity. This approach provides a way to treat all the gravitational effects,
i.e. redshift, time delay, and lensing, on the same footing.
The organization of this paper is as follows. After providing the definitions for basic
quantities in Sec. 2, we review how the line-of-sight integration method simplifies the calcu-
lation at first order and why it is difficult to extend it to second order in more detail in Sec 3.
These sections are used to introduce our notation. We start the main discussion from Sec 4.
In Sec. 4, we derive the mapping formula and then the second-order line-of-sight formula for
the observed intensity from it. It is also shown in this section how the derived line-of-sight
formula simplifies the computation of the bispectrum. In Sec. 5, we present the line-of-sight
formula for the brightness and show that it reproduces the well-known result at first order.
We also discuss the relation between our approach and the remapping approach in Sec. 6.
Finally, the summary of this paper is presented in Sec. 7.
2 Definitions
This section is devoted to provide the definitions for basic quantities used in this paper.
Those readers primarily interested in the derivation of the line-of-sight formula can skip this
section and return when necessary.
2.1 Metric
We write the metric in the ADM form [40]:
ds2 = a(η)2
[−e2Ψdη2 + γij(dxi + ωidη)(dxj + ωjdη)] , (2.1)
where
[lnγ]ij ≡ 2hij ≡ 2Φδij + 2χij , (2.2)
and impose the gauge conditions ωi,i = 0 and χ
i
i = χ
j
i ,j
= 0. Here, the indices for the
perturbations are lowered and raised with the Kronecker’s delta. The logarithm of the spatial
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metric should be understood to be a function of a matrix, which is formally defined by its
power series expansion. Hereafter, we use the bold symbol when an operation is understood
as a matrix. Then, the spatial metric is expanded in terms of hij as,
γij = δij + 2hij + 2h
k
i hkj + · · · (2.3)
= e2Φ(δij + 2χij + 2χ
k
i χkj + · · · ). (2.4)
In this paper, we assume that the vector modes ωi are of second order but do not for the
tensor modes χij . Then, each metric perturbations are expanded as,
Ψ = Ψ(I) +Ψ(II) + · · · , Φ = Φ(I) +Φ(II) + · · · , (2.5)
ωi ≡ δijωj = ω(II)i + · · · , χij = χ(I)ij + χ(II)ij + · · · , (2.6)
where the Greek numbers with brackets represent the order of the perturbative expansion. 1
The metric perturbations at each order are determined by solving the Einstein’s equations
at the corresponding order. We also use a symbol with a bar to denote that it is estimated
in the background.
Our definitions of the tensor modes are different from the standard one in the conformal
Poisson gauge. 2 By introducing the tensor modes in this way, extra quadratic terms do
not appear in the resultant formulae. Since the estimation of such quadratic terms require
the convolution of Fourier modes and increases computational time, the definition (2.2) is
employed in this paper. For the difference between our definition and the standard one, see
Appendix A.
2.2 Momentum of a photon
We use the conformal momentum of a photon in the inertial frame q(a), which is defined as
q(a) ≡ ae(a)µpµ, (2.7)
using the scale factor a, the tetrad e(a)µ, and the momentum in the coordinate frame p
µ.
The tetrad and its inverse are respectively given by
e(0)µ = ae
Ψδ0µ, e
(i)
µ = a[e
h]ij(ω
jδ0µ + δ
j
µ), (2.8)
and
e(0)
µ =
e−Ψ
a
(δµ0 − ωiδµi ), e(i)µ =
1
a
[e−h]jiδ
µ
j , (2.9)
modulo the local Lorentz transformations. They are chosen so that the time-like vector e(0)
µ
is orthogonal to the constant time hypersurfaces and the spatial vector e(i)
µ are parallel to
the coordinate basis vectors in the background. This frame was employed in Ref. [20]. 3
In this paper, we mainly represent the momentum q(a) by its magnitude q and direction
n(i),
q ≡
√
δ(i)(j)q(i)q(j), n
(i) ≡ q
(i)
q
. (2.10)
For brevity, we also denote the coordinates in the phase space (xi, q(a)) by z(A).
1We also use the bracketed indices for the tetrad components. However, if a Greek number appears in
brackets, it always represents the order of the perturbative expansion in this paper.
2This definition of the tensor mode is used in Ref. [41–43] when the non-Gaussianities are calculated,
although the different time slicing is used there.
3On the other hand, the tetrad is chosen in Ref. [18] so that e(0)
µ ∝ δµ0 , which corresponds to a stationary
observer in the coordinate system (2.1), xi = const.
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2.3 Distribution function
The distribution of photons with polarization is represented by a tensor-valued distribution
function fµν [16–18, 20]. The symmetric tensor fµν is defined on the hypersurface orthogonal
to the observer’s velocity e(0)
µ and the direction of a photon nµ ≡ e(i)µn(i):
Sρ
µfµν = fρν , Sρ
νfµν = fµρ, (2.11)
where Sµν is the projection operator (screen projector),
Sµν ≡ gµν + e(0)µe(0)ν − nµnν . (2.12)
In a latter part, we also use the tetrad components of the projection operator,
S(i)(j) = δ(i)(j) − n(i)n(j). (2.13)
When it is necessary to show its n(i)-dependence explicitly, we will denote it as S(i)(j)(n
(i)).
Note that the distribution function is defined without gauge ambiguity but depend on the
choice of the observer’s frame. See Ref. [20] for a discussion on how the observed temperature
anisotropies are affected when the observer frame is changed.
The four degrees of freedom of fµν can be extracted by decomposing it into a trace part
I, a symmetric traceless part Pµν , and an antisymmetric part V as,
fµν =
1
2
ISµν + Pµν +
i
2
ǫρµνσe(0)
ρnσV, (2.14)
where ǫρµνσ is a completely antisymmetric tensor. Here, I, Pµν , and V correspond to intensity,
linear polarisation, and circular polarization, respectively. 4 In this paper, we only deal with
the intensity I.
3 The problem and its background
3.1 Boltzmann/brightness equation
To know the intensity I of CMB photons coming from a direction n
(i)
o ≡ −n(i) with comoving
momentum q, one should solve the Boltzmann equation,
d
dη
I(η, xi, q, n(i)) ≡
(
∂
∂η
+
dxi
dη
∂
∂xi
+
dq
dη
∂
∂q
+
dn(i)
dη
∂
∂n(i)
)
I(η, xi, q, n(i))
= C[I; η, xi, q, n(i)], (3.1)
where, C[I; η, xi, q, n(i)] represents the collision term for Compton scattering, which can be
read from Ref. [18] up to second order. 5
Instead of treating the full q-dependence of the intensity, we usually consider the evo-
lution of the brightness, the third moment of the intensity,
B(η, xi, n(i)) ≡
∫
dq q3I(η, xi, q, n(i)), (3.2)
4Note that the normalization for the intensity I is different from that for fI in Ref. [18] by a factor of two.
5 Unlike Ref. [18], we included the factor 1/ap0 in the definition of the collision term, which appears when
one rewrites the affine parameter in the Liouville term to the conformal time, η.
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because the q-dependence of the intensity can be well approximated by a Planck distribution,
which can be characterized by a single parameter, i.e. temperature (See Appendix B for the
relation between the brightness and temperature). Introducing its fraction to the background
brightness by
1 + ∆ ≡ B
B¯
, (3.3)
the Boltzmann equation (3.1) reduces to a six-dimensional partial differential equation,
∆˙ + n(i)∂i∆ = C
∆[∆] +D∆[∆], (3.4)
where C∆ represents the contribution from the collision term,
C
∆[∆] ≡ 1
B¯
∫
dq q3C[I], (3.5)
and D∆ from the Liouville term,
D
∆[∆] ≡
[
4Dq −Di∂i −Dn(i)∂n(i)
]
(1 + ∆). (3.6)
The D∆ term can be considered as the collision term from gravitational scattering. Hence,
we call it the gravitational collision term in this paper. The dot denotes the partial derivative
with respect to the conformal time, η. In addition, Dq, Di, and Dn
(i)
are terms in the photon
geodesic equations dependent on the metric perturbations, whose explicit forms are given by
Dq(η, xi, n(i)) ≡ −(1 + Ψ− Φ)Ψ,jn(j) + χjiΨ,jn(i) − Φ˙− (ωi,j + χ˙ij)n(i)n(j), (3.7)
and
Di(η, xi, n(i)) ≡ (Ψ − Φ)n(i) − χijn(j), (3.8)
Dn
(i)
(η, xi, n(i)) ≡ −S(i)(j)
[
(Ψ − Φ),j + χ˙jkn(k) + (χjl,k − χkl,j)n(k)n(l)
]
, (3.9)
up to second order. Here, S(i)(j) is the screen projector defined in Eq. (2.13). Note that
it is sufficient to evaluate Di and Dn
(i)
up to first order because they are multiplied by the
first-order quantities, ∂i∆ or ∂n(i)∆. Following Ref. [33], we refer to each contribution from
d ln q/dη, dxi/dη, and dn(i)/dη as redshift, time delay, and lensing, respectively.
On the other hand, the other xi- and n(i)-dependences are treated by decomposing into
Fourier modes and spherical harmonics, respectively:
∆lm(η,k) ≡ il
√
2l + 1
4π
∫
d2nY ∗lm(n)
∫
d3xeik·x∆(η,x,n). (3.10)
Then, the fractional brightness ∆ with comoving wavenumber k and multipole (l,m) evolves
as
∆˙lm + k
∑
l′m′
Mmm′ll′ ∆l′m′ = C∆lm +D∆lm, (3.11)
where
Mmm′ll′ ≡
√
(l + 1 +m)(l + 1−m)
2l + 3
δ(l+1)l′δmm′ −
√
(l +m)(l −m)
2l − 1 δ(l−1)l′δmm′ . (3.12)
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Here, the pole of the polar coordinates has been chosen to be the direction of k. Although
each Fourier mode evolves independently at linear order, the multipole moments couple with
each other due to the second term in Eq. (3.11), which represents the effect of the propa-
gation. Therefore, in order to know the values of the multipole moments relevant to current
CMB experiments, one should solve more than thousands of coupled differential equations
simultaneously. In the following subsections, we review how the line-of-sight integration
method enables us to calculate the brightness at the present time without directly solving
the brightness equation (3.11) and why it cannot be straightforwardly applied to second
order.
3.2 Line-of-sight integration method: the first-order case
At first order, the collision term is given by
C
∆ ≡ τ˙C∆, (3.13)
where
C∆[∆;n] ≡ ∆(n)− 3
2
∫
dΩ′
4π
S(i)(j)(n)∆(i)(j)(n
′)− 4n · ve, (3.14)
with ∆(i)(j) being the fractional brightness defined for the tetrad component of the distribu-
tion function for polarized photons 6 (see the subsection 2.3):
S(i)(j)(n
′) + ∆(i)(j)(n
′) ≡ 2
B¯
(∫
dq q3f(i)(j)(q,n
′)
)
. (3.15)
Here, we have suppressed the argument of the spacetime coordinates for brevity. The vector
ve is the electron bulk velocity and τ the optical depth of photons defined through
τ˙ ≡
(
∂
∂η
+
dxi
dη
∂
∂xi
)
τ = −neσTa, (3.16)
in terms of the electron number density ne and the Thomson scattering cross section σT , and
τ = 0 at the present time. Here, contrary to its usage in the other part of this paper, the dot
on τ denotes the derivative along a geodesic. The distinction is not important at first order,
where it is sufficient to evaluate it in the background. However, it should be distinguished
from the partial derivative at higher orders since its fluctuations can no longer be neglected.
Then, the brightness equation (3.4) can be rewritten as[
∂
∂η
+ n(i)
∂
∂xi
] (
e−τ∆
)
= e−τD∆ + gvS
∆, (3.17)
where gv is the so-called visibility function,
gv ≡ −τ˙ e−τ , (3.18)
and we have introduced the source function S∆ ≡ ∆ − C∆. From Eq. (3.14), its explicit
form is
S∆[∆;n] =
3
2
∫
dΩ′
4π
S(i)(j)(n)∆(i)(j)(n
′) + 4n · ve. (3.19)
6Unlike Refs. [36, 37], we have inserted a factor of two in the definition because the intensity I is defined
as the trace of f(i)(j) in this paper. With S
(i)(j)∆(i)(j) = 2∆, we get Eq. (3.3) from the trace of Eq. (3.15).
– 7 –
The source function is written in terms of the multipole moments of the fractional brightness
up to quadrupole. In addition, the series of its multipole expansion is finite, i.e. it terminates
at quadrupole.
This differential equation can be rewritten in a line-of-sight integral form [35],
∆(η0, x
i
0, n
(i)
0 ) = e
−τ(ηi)∆(ηi) +
∫ η0
ηi
dη′
(
e−τD∆ + gvS
∆
)
, (3.20)
where the functions in the RHS are evaluated along a photon geodesic in the background
spacetime,
x¯i(η) = ni0(η − η0) + xi0, (3.21)
n¯(i)(η) = n
(i)
0 . (3.22)
If the initial time ηi is taken sufficiently before the recombination, the optical depth at this
time is sufficiently large. Therefore, we can simplify the expression as,
∆(η0, x
i
0, n
(i)
0 ) =
∫ η0
0
dη′
(
e−τD∆ + gvS
∆
)
, (3.23)
or working in Fourier space,
∆(η0, k
i, n
(i)
0 ) =
∫ η0
0
dη′
(
e−τD∆ + gvS
∆
)
e−ik·n0(η
′−η0), (3.24)
where, in the RHS of Eq. (3.24), we have used the same symbols to denote the corresponding
Fourier modes by abuse of notation. At first order, the gravitational collision term D∆ does
not depend on ∆,
D
∆(I) = 4Dq(I). (3.25)
Thus, the fractional brightness ∆ at the present time can be written as
∆(η0, k
i, n
(i)
0 ) =
∫ η0
0
dη′
(
4e−τDq(I) + g¯vS
∆(I)
)
e−ik·n0(η
′−η0), (3.26)
at first order. It is written as an integral over the product of a source term, the terms in the
bracket, and a geometrical term, e−ik·n0(η
′−η0). This equation is not solved for ∆. However,
it determines the value of ∆ at the present time from its low multipole moments because
the source term only depends on the multipole moments up to quadrupole. In addition, no
infinite sum over multipoles appears in the multipole expansion of the integrand because the
multipole expansion of the source term is finite. The information on the growth of the higher
multipole moments in the free-streaming regime is entirely encoded in a known function,
e−ik·n0(η
′−η0). Then, its multipole dependence is written in terms of the spherical Bessel
function, jl[k(η0 − η′)]. Thus, the line-of-sight formula (3.26) calculates the brightness at
the present time without solving the hierarchical equations (3.11) for the higher multipole
moments. The brightness at each multipole can be evaluated independently by performing
the integration (3.26).
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3.3 A difficulty at second order
Now, we present why the line-of-sight integration method cannot be straightforwardly applied
to second order. At second order, we encounter a problem in treating the gravitational
collision term D∆ in Eq. (3.24). In contrast to the first-order case, D∆[∆;n] depends on
∆(n) at second order (See Eq. (3.6)). Therefore, the series of its multipole expansion is
infinite and all multipole moments of ∆ appear in it. 7 In addition, it is multiplied by e−τ
instead of the visibility function gv ≡ −τ˙ e−τ . Then, it contributes to the integral in the
entire free-streaming regime, where high multipole moments grow to be large. Because they
are multiplied by the metric perturbations, one can evaluate them by solving the first-order
equations. However, it is still necessary to perform an infinite sum over multipoles for all
scales and times to evaluate the product of the source term and geometrical term because now
both of them contain an infinite number of multipole moments. Therefore, it is impractical
to use the line-of-sight formula (3.24) at second order.
This difficulty was first discussed and overcome in Refs. [32, 34]. To eliminate the
high multipole moments in the gravitational collision term, they made two manipulations.
Leaving more detailed descriptions in Appendix C, in summary, they showed that (1) the
redshift term becomes independent of ∆ when the brightness equation is rewritten in terms
of the new variable ∆HV ≡ ln(1 + ∆) and (2) the high multipole moments in the remaining
lensing and time-delay terms can be eliminated by performing integration by parts and using
the brightness equation (3.4).
In this approach, the gravitational interaction is treated as an external force that scatters
the photons as in Eq. (3.24). On the other hand, as in the original Boltzmann equation (3.1),
its effects can be included geometrically in the Liouville term as changes of a geodesic. It
only changes the motion of the photons and does not the intensity. This fact is known as the
Liouville’s theorem in curved spacetime [39], which states conservation of the intensity along
a full geodesic,
I(η0, x
i
0, q0, n
(i)
0 ) = I(ηLSS, x
i
LSS, qLSS, n
(i)
LSS), (3.27)
where two points (η0, x
i
0, q0, n
(i)
0 ) and (ηLSS, x
i
LSS, qLSS, n
(i)
LSS) are connected by a full geodesic
as depicted in Fig. 1. The intensity in the RHS gives a solution to the Boltzmann equation
(3.1) when the non-gravitational collision term is absent, C = 0 . Therefore, the Boltzmann
equation can be solved once a solution to the geodesic equations is obtained. It is not
necessary to solve any evolution equations for multipole moments.
Starting from this consideration, in the next section, we introduce a new approach to
derive a line-of-sight formula, where the Boltzmann equation is integrated along a full geodesic
instead of a background one. In this approach, one can automatically get expressions of a
line-of-sight formula where the gravitational collision term does not appear in the integrand
at all orders. In the derivation, we will use the intensity instead of the brightness since it has
a good property that it is conserved along a full geodesic. This is not mandatory but will
be helpful to clarify the discussion. A practical advantage to use the intensity is that one
can also get line-of-sight formulae for spectral distortions since we have not integrated the
q-dependence. In addition, it is expected that the extension to polarization will be easier in
this approach since the Boltzmann equation for polarization has a similar structure.
7The Compton collision term C∆ also depends on high multipole moments of ∆ at second order [18].
However, the dependence vanish in the frame comoving with the electrons.
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η = η0
(q0,n0)
x0
η = ηLSS
xLSS
(qLSS,nLSS)
Figure 1. The intensity I is conserved along a full geodesic in the free-streaming regime.
4 Curve-of-sight formulae
4.1 Mapping formula
We start from the Boltzmann equation (3.1),
d
dη
I(η, z(A)) ≡
(
∂
∂η
+
dz(A)
dη
∂
∂z(A)
)
I(η, z(A))
= τ˙C[I; η, z(A)], (4.1)
where, for brevity, we have denoted the coordinates in the phase space (xi, q, n(i)) by z(A).
As in the first-order case, we subtract τ˙ I in the both hand side. Then, the equation (4.1)
can be rewritten as,
d
dη
[
e−τI(η, z(A))
]
= gv(η
′)
{
I(η, z(A))− C[I; η, z(A)]
}
≡ gv(η′)S[I; η, z(A)] ≡ S[I; η, z(A)], (4.2)
using the visibility function (3.18).
Instead of integrating the Boltzmann equation (4.2) along a background geodesic, we
integrate it along a full geodesic. Then, the Boltzmann equation can be formally rewritten
in an integral form as,
I(η0, z
(A)
0 ) = e
−τ(ηi)I(ηi, z
(A)(ηi; η0, z
(A)
0 )) +
∫ η0
ηi
dη′S[I; η′, z(A)(η′; η0, z
(A)
0 )], (4.3)
where z(A)(η; η0, z
(A)
0 ) is a solution of the full geodesic equations that satisfies a condition
z(A) = z
(A)
0 at the present time, η = η0. Note that the optical depth is also estimated along
a full geodesic,
τ(η′) =
∫ η0
η′
dη1ne(η1, x
i(η1; η0, z
(A)
0 ))σT a(η1). (4.4)
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We can also define the optical depth through the electron number density in the background
as,
τ¯(η′) =
∫ η0
η′
dη1n¯e(η1)σTa(η1), (4.5)
and then gv = g¯v. In this case, the optical depth does not depend on a geodesics. As we
will explain later, the latter definition is convenient to evaluate the gravitational effects at
second order. Therefore, we employ the latter definition in this paper. In a similar fashion
to the first-order case, we can simplify the expression as,
I(η0, z
(A)
0 ) =
∫ η0
0
dη′S[I; η′, z(A)(η′; η0, z
(A)
0 )],
=
∫ η0
0
dη′g¯v(η
′)S[I; η′, z(A)(η′; η0, z
(A)
0 )], (4.6)
by using τ(ηi) ≫ 1 when the initial time ηi is taken sufficiently before the recombination.
This integral form of the intensity along a full geodesic was obtained including polarization
in Ref. [44]. It has the required property. In the RHS of Eq. (4.6), only the non-gravitational
collision term appears. The effect of the gravitational interaction is entirely encoded in the
mapping z
(A)
0 → z(A)(η′; η0, z(A)0 ) for each time slice where the visibility function gv(η′) is
non-zero. In contrast to the first-order line-of-sight formula (3.26), information on the metric
perturbations is required to know this mapping. However, since the distribution of photons
is irrelevant to the evolution of the metric perturbations, 8 the equation (4.6) gives a way
to calculate the intensity at the present time without solving its evolution equation in the
free-streaming regime.
Its relation to the conservation equation (3.27) becomes clearer when one neglects the
non-gravitational scatterings after the last scattering and the width of the last scattering
surface, i.e. g¯v(η) ≃ δ(η − ηLSS). In this case, the equation (4.6) becomes
I(η0, z
(A)
0 ) ≃ S(ηLSS, z(A)LSS) ≡ I(ηLSS, z(A)LSS)− C[I; ηLSS, z(A)LSS], (4.7)
where (ηLSS, z
(A)
LSS) represent a point where a full geodesic crosses the last scattering surface,
which is determined by z
(A)
LSS = z
(A)(ηLSS; η0, z
(A)
0 ) as a function of (η0, z
(A)
0 ). The equation
(4.7) represents the conservation of the intensity (3.27) taking into account the effect of the
collision term at the last scattering surface.
Now, we expand the RHS of Eq. (4.6) with respect to the perturbations. The sources
of the perturbations can be categorized into three types: (i) a deviation of a geodesic due to
the metric perturbations δz(A)(η′; η0, z
(A)
0 ), (ii) the perturbations in the electron distribution
δne, ve, and (iii) intrinsic perturbations in the intensity.
9 Replacing z(A)(η′; η0, z
(A)
0 ) by
its background counterpart z¯(A)(η′; η0, z
(A)
0 ) in Eq. (4.6), the intensity with the latter two
8Note that we need to evaluate the multipole moments of the brightness up to l ≤ 2 even in the free-
streaming regime because they affect the evolution of the metric perturbations through the energy-momentum
tensor of the radiation (See Appendix B). However, it will not be necessary to estimate them accurately because
the radiation is subdominant, i.e. its contributions are further suppressed by a factor of Ωrad < O(0.1) in the
free-streaming regime.
9This separation is not gauge invariant because the metric and matter perturbations mix with each other
by a gauge transformation.
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non-gravitational effects is given by
ILSS(η0, z
(A)
0 ) ≡
∫ η0
0
dη′S[I; η′, z¯(A)(η′; η0, z
(A)
0 )], (4.8)
where explicitly
x¯i(η′; η0, x
i
0, q
(a)
0 ) = n
(i)
0 (η
′ − η0) + xi0, (4.9)
q¯(η′; η0, x
i
0, q
(a)
0 ) = q0, (4.10)
n¯(i)(η′; η0, x
i
0, q
(a)
0 ) = n
(i)
0 . (4.11)
The contributions ILSS only contains perturbed quantities in the last scattering surface with
corrections from scatterings in the reionization epoch. Then, the contributions to the ob-
served intensity from the gravitational effects, δIG, can be represented by
10
δIG(η0, z
(A)
0 ) ≡ I(η0, z(A)0 )− ILSS(η0, z(A)0 ) (4.12)
=
∫ η0
0
dη′
{
S[I; η′, z(A)(η′; η0, z
(A)
0 )]−S[I; η′, z¯(A)(η′; η0, z(A)0 )]
}
. (4.13)
Expanding it in terms of the deviation
δz(A)(η′; η0, z
(A)
0 ) ≡ z(A)(η′; η0, z(A)0 )− z¯(A)(η′; η0, z(A)0 ), (4.14)
we obtain a formula
δIG(η0, z
(A)
0 ) =∫ η0
0
dη′
{[
∂S
∂z(A)
]
z(A)=z¯(A)
δz(A) +
1
2
[
∂2S
∂z(A)∂z(B)
]
z(A)=z¯(A)
δz(A)δz(B) + · · ·
}
, (4.15)
which relates the intensity at the present time to the non-gravitational scattering sources.
The terms in the integrand are written as the products of a source term, the derivatives
of the source term, S, and the deviations of a geodesic, δz(A), evaluated at a position of a
source. The perturbations in the intensity are given by its integral over the positions of all
sources. The source term is written only in terms of the non-gravitational collision term. On
the other hand, the deviation δz(A) only depends on the metric perturbations between the
observer and sources. Thus, the gravitational effects are separated from the intrinsic effects
in Eq. (4.15). This is automatically guaranteed at all orders.
The equation (4.15) can be considered as a generalization of the standard treatment
of CMB lensing as remapping, where all the gravitational effects are treated on the same
footing. We discuss the relation to the standard treatment of CMB lensing in more detail in
Sec. 6.
4.2 Deviation of a geodesic
To evaluate the intensity at the present time from the mapping formula (4.15), one should
know how the metric perturbations change the mapping z
(A)
0 → z(A)(η′; η0, z(A)0 ). Here, we
10Strictly speaking, δIG is not contributions purely from the gravitational effects because the source func-
tion in the definition (4.13) is the perturbed one. However, since it vanishes in the absence of the metric
perturbations, we call it the contributions from the gravitational effects.
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give explicit forms of the deviation δz(A) in terms of the metric perturbations by solving the
geodesic equations iteratively for them.
In the required accuracy, the geodesic equations are given by
dxi
dη
= n(i) +Di(η, xi, n(i)), (4.16)
1
q
dq
dη
= Dq(η, xi, n(i)), (4.17)
dn(i)
dη
= Dn
(i)
(η, xi, n(i)), (4.18)
where the functions Di, Dq, and Dn
(i)
are same as those defined in the subsection 3.1:
Di(η, xi, n(i)) ≡ (Ψ− Φ)n(i) − χijn(j), (4.19)
Dq(η, xi, n(i)) ≡ −(1 + Ψ− Φ)Ψ,jn(j) + χjiΨ,jn(i) − Φ˙− (ωi,j + χ˙ij)n(i)n(j), (4.20)
Dn
(i)
(η, xi, n(i)) ≡ −S(i)(j)
[
(Ψ− Φ),j + χ˙jkn(k) + (χjl,k − χkl,j)n(k)n(l)
]
. (4.21)
Here, we made evaluations up to second order only for q because the coefficients of the series
expansion for δxi0 and δn
(i)
0 in Eq. (4.15) have no zeroth-order terms. Note that the dots
on the metric perturbations represent the partial derivatives with respect to η unlike the
definition of the dot on τ .
Since the geodesic equations for xi and n(i) do not depend on q, we can solve them
separately. Up to first order, the deviations δxi and δn(i) should satisfy
d
dη
[
δxi − ηδn(i)
]
= Di(η, x¯i, n¯(i))− ηDn(i)(η, x¯i, n¯(i)), (4.22)
dδn(i)
dη
= Dn
(i)
(η, x¯i, n¯(i)), (4.23)
with a condition that (δxi, δn(i)) vanishes at η = η0. Using iteration, we can solve them as,
δxi(η′) = −
∫ η0
η′
dη1
[
Di(η1, x¯
i, n¯(i))− (η1 − η′)Dn(i)(η1, x¯i, n¯(i))
]
, (4.24)
δn(i)(η′) = −
∫ η0
η′
dη1D
n(i)(η1, x¯
i, n¯(i)), (4.25)
in terms of the metric perturbations. The displacement δxi can be decomposed as,
δxi = δx‖n
(i)
o + S
(i)(j)
o δx⊥(j), (4.26)
for the direction of the observation n
(i)
o ≡ −n(i)0 , where
δx‖(η
′) ≡ −
∫ η0
η′
dη1no(i)D
i(η1, x¯
i, n¯(i)), (4.27)
δx
(i)
⊥ (η
′) ≡
∫ η0
η′
dη1(η1 − η′)Dn(i)(η1, x¯i, n¯(i)), (4.28)
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δx
δn
δx‖
η = η0
η = η
′
δθ
δx⊥ = (η0 − η
′)δθ
n0
Figure 2. Illustration for the geometrical meanings of the deviations δxi and δn(i). The straight
dashed line and curved solid line represent a background geodesic and a full geodesic, respectively.
The components of the displacement δxi parallel and perpendicular to the line of sight correspond to
time delay and lensing, respectively. On the other hand, δn(i) corresponds to deflection at a position
of a source.
and S
(i)(j)
o ≡ S(i)(j)(n(i)o ). We illustrated the geometrical meaning of each term in Fig. 2.
The displacements δx‖ and δx
(i)
⊥ correspond to time delay and lensing, respectively. As for
δn(i), it corresponds to deflection at a position of a source. In fact, since the change in the
observed angle δθ(i) relates to δx
(i)
⊥ as δx
(i)
⊥ = (η0 − η′)δθ(i), it can be expressed as
δθ(i) =
∫ η0
η′
dη1
η1 − η′
η0 − η′D
n(i)(η1, x¯
i, n¯(i)). (4.29)
Then, replacing the spatial derivative S(i)(j)∂j in D
n(i)(η1, x¯
i, n¯(i)) by the angular derivative
∂
n
(i)
o
/(η0 − η1), the contribution from the scalar modes can be written as
δθ(i) = ∂
n
(i)
o
ψ, (4.30)
by using the lensing potential [9],
ψ ≡ −
∫ η0
η′
dη1
η1 − η′
(η0 − η′)(η0 − η1)(Ψ− Φ). (4.31)
The factor (η1 − η′) in Eq. (4.28) make the lensing contributions larger than those from
the others. This factor arises because the geodesic equation (4.16) has the term that is not
suppressed by the metric perturbations, n(i). Then, deflection δn(i) cumulatively causes the
displacement δxi.
Provided the solutions for δxi and δn(i), we can find the solution for redshift, δ ln q.
Before writing down the solution, it is convenient to rewrite the redshift equation (4.17). By
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using Eq. (4.16), the first two terms in Dq can be rewritten as
−(1 + Ψ− Φ)Ψ,jn(j) + χjiΨ,jn(i) = −Ψ,j
dxi
dη
= −dΨ
dη
+ Ψ˙.
Thus, we can get a more familiar expression for the redshift equation,
d
dη
[
ln q +DSW(η, xi)
]
= DISW(η, xi, n(i)), (4.32)
where
DSW(η, xi) ≡ Ψ, (4.33)
DISW(η, xi, n(i)) ≡ (Ψ − Φ)· − (ωi,j + χ˙ij)n(i)n(j). (4.34)
The term DSW corresponds to the Sachs-Wolfe (SW) effect and DISW the integrated Sachs-
Wolfe (ISW) effect. As was mentioned in Ref. [33], this SW-ISW decomposition is useful
in practice because the time derivative of the gravitational potentials are much smaller than
their spatial derivatives. In Appendix D, we show how the SW-ISW decomposition can be
generalized to higher orders.
Integrating (4.32), we obtain
δ ln q(η′) = [δ ln q(η′)]SW + [δ ln q(η
′)]ISW, (4.35)
where
[δ ln q(η′)]SW = −DSW(η′, x¯i)− δxi(η′)∂iDSW(η′, x¯i), (4.36)
and
[δ ln q(η′)]ISW = −
∫ η0
η′
dη1
[
DISW(η1, x¯
i, n¯(i)) + δxi(η1)∂iD
ISW + δn(i)(η1)∂n(i)D
ISW
]
,
(4.37)
up to second order. The terms depending on δxi and δn(i) arise because redshift should be
evaluated along a perturbed trajectory instead of a background one. They are induced from
the couplings between redshift and the other gravitational effects, i.e. time delay, lensing,
and deflection.
4.3 Line-of-sight formulae at second order
Now that we have known how the mapping z
(A)
0 → z(A)(η′; η0, z(A)0 ) changes due to the metric
perturbations, in this section, we write down explicit forms of line-of-sight formulae at second
order from the mapping formula (4.15).
Note that, since the source function S is multiplied by the deviation δz(A) in Eq. (4.15),
it is sufficient to estimate it up to first order,
S[I;n] = g¯v
[
3
2
∫
dΩ′
4π
S(i)(j)(n)f(i)(j)(n
′)− (n · ve)∂ln q I¯
]
, (4.38)
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where f(i)(j) is the tetrad component of the distribution function for polarized photons defined
in the subsection 2.3. Here, we have suppressed the arguments of x and q. The source
function is only written in terms of the multipole moments of the distribution function up
to quadrupole and the series of its multipole expansion terminates at quadrupole. As stated
in the subsection 4.1, here, we have defined the optical depth through the electron number
density in the background. In general, this introduces the extra term in the source function,
e−τ¯δτ˙C, which depends on the higher-order multipole moments of the distribution function.
However, it is sufficient to evaluate the function C in the background, C¯ = 0, for the first-
order source function. Therefore, in the evaluation of the gravitational effects at second
order, the extra term vanishes and then the higher-order multipole moments do not appear
in the source function.
At second order, only four terms are relevant in the mapping formula (4.15):
δIG(η0, z
(A)
0 ) ≃
∫ η0
0
dη′
{[
∂S
∂xi
]
δxi +
[
∂S
∂n(i)
]
δn(i) +
[
∂S
∂ ln q
]
δ ln q +
1
2
[
∂2S
∂ ln q2
]
(δ ln q)2
}
.
(4.39)
From the discussion in the previous subsection, their geometrical meanings are clear. The
first term represents the lensing and time-delay effects and the second term the contribution
from deflection at a position of a source. The third term includes the redshift effects like
the Sachs-Wolfe (SW) and the integrated Sachs-Wolfe (ISW) effects as well as their coupling
terms with the lensing, time-delay, and deflection effects. Finally, the forth term represents
the coupling terms between two redshift effects. Here, we evaluate them in order.
- Lensing, time delay, and deflection
First, we consider the first and second terms in Eq. (4.39). As for the lensing, time-
delay, and deflection terms, the source terms are at least of first order. Therefore, it is
sufficient to perform the expansion up to first order for δxi and δn(i) and evaluate them in
the first-order accuracy,
δI
(2)
G ⊃
∫ η0
0
dη′
{[
∂S
∂xi
](I)
[δxi](I) +
[
∂S
∂n(i)
](I)
[δn(i)](I)
}
. (4.40)
Because of the statistical homogeneity of the fluctuations, we can set the point of the obser-
vation as the origin, x0 = o, without loss of generality. Then, in terms of the Fourier modes,
these contributions have a similar form as,
δIN =
1
(2π)6
∫
d3k1
∫ η0
0
dη′S
(I)
N (k1, η
′)
[∫
d3k2
∫ η0
η′
dη1T
N(I)(k2, η1; η
′)e−i[k1(η0−η
′)+k2(η0−η1)]·no
]
,
(N = L,TD,D),
(4.41)
where the source function S
(I)
N represents kiS
(I) for lensing (L) and time delay (TD), and
∂n(i)S
(I) for deflection (D). Here, the index i of S
(I)
N should be contracted with the corre-
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sponding index of TN(I). The terms TN(I) (N = L,TD,D) are given by
TL(I)(k, η1; η
′) ≡ (η1 − η′)T˜L(I)(k, η1)
≡ (η1 − η′)S(i)(j)o
[
kj(Ψ
(I) − Φ(I)) + iχ˙(I)jkn(k)o + (kkχ(I)jl − kjχ(I)kl )n(k)o n(l)o
]
,
(4.42)
TTD(I)(k, η1) ≡ in(i)o
[
(Ψ(I) − Φ(I))− χ(I)jkn(j)o n(k)o
]
, (4.43)
for the lensing and time-delay effects, and
TD(I)(k, η1) ≡ iS(i)(j)o
[
kj(Ψ
(I) − Φ(I)) + iχ˙(I)jkn(k)o + (kkχ(I)jl − kjχ(I)kl )n(k)o n(l)o
]
, (4.44)
for the deflection effect. The dependence on η′ appears only for the lensing contributions.
Note also that ∂n(i)S contains a background term but it vanishes when contracted with T
D.
Therefore, it is sufficient to evaluate the perturbed quantities in SN and T
N up to first order.
These formulae correspond to Eq. (65) in Ref. [38].
These contributions to the intensity (4.41) are written as an integral over the product of
a source term, SN , and a geometrical term, the term in the square brackets. The effect of the
free streaming is entirely encoded in the geometrical term. In contrast to the first-order case
(3.26), the geometrical term is no longer a known function. However, it depends on n0 only
through known functions, i.e. the products of no and e
−i[k1(η0−η′)+k2(η0−η1)]·no . Then, its
multipole dependence is written in terms of the spherical Bessel function. In the subsection
4.4, as an example, we will show how it simplifies the computation of the bispectrum.
Since the source term is multiplied by the visibility function, S ≡ gvS, the integration
domain for η′ is limited to the last scattering and reionization epochs. The formula is linear
in the source term. Therefore, the contributions from different epochs can be separately
estimated. For each, the geometrical term can be estimated by integrating the first-order
metric perturbations with the spherical Bessel function between the observer and sources.
The series expansion (4.15) for lensing δx
(i)
⊥ can be inaccurate for small scales, k1k2(η0−
ηLSS)
2O(|δgµν |) > 1. Here, O(|δgµν |) represents terms of the order of the metric perturba-
tions. Although we presented line-of-sight formulae based on the series expansion (4.15) in
this paper, it will be possible to make the estimation more accurate by developing the non-
perturbative approach similar to that used in the standard treatment of CMB lensing [9].
- Linear redshift
Next, we consider the third term in Eq. (4.39). In the case of the redshift effects, the
source terms contain the background terms. Therefore, we need to perform the expansion
up to second order for δ ln q in Eq. (4.15). Among them, here, we evaluate the linear terms.
Since the source term contains the background terms, one needs to evaluate δ ln q up to
second order,
δI
(II)
G ⊃
∫ η0
0
dη′
{[
∂S
∂ ln q
](I)
[δ ln q](I) +
[
∂S
∂ ln q
](O)
[δ ln q](II)
}
, (4.45)
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where the quantities with superscript (O) indicates that they are evaluated in the background.
The first-order contributions can be evaluated as,
δISW(I) =
1
(2π)6
∫
d3k1
∫ η0
0
dη′
[
∂ln qS(k1, η
′)
](I) [∫
d3k2T
SW(I)(k2, η
′)e−i(k1+k2)·no(η0−η
′)
]
,
(4.46)
for the SW effect, and
δIISW(I) =
1
(2π)6
∫
d3k1
∫ η0
0
dη′
[
∂ln qS(k1, η
′)
](I) [∫
d3k2
∫ η0
η′
dη1T
ISW(I)(k2, η1)e
−i[k1(η0−η′)+k2(η0−η1)]·no
]
,
(4.47)
for the ISW effect. Here, the terms T SW(I) and T ISW(I) are defined as,
T SW(I)(k, η′) ≡ −Ψ(I), (4.48)
T ISW(I)(k, η1) ≡ −
[
Ψ(I) − Φ(I)
]·
+ χ˙
(I)
ij n
(i)
o n
(j)
o . (4.49)
The contribution δIISW(I) can be evaluated in a way similar to the contributions (4.41).
On the other hand, the second-order contributions are further separated into two terms:
[δ ln q](II) = [δ ln q](II;L) + [δ ln q](II;Q), (4.50)
where the first and second terms are linear and quadratic in the metric perturbations respec-
tively,
[δ ln q](II;L) = O
(
δg(II)µν
)
, (4.51)
[δ ln q](II;Q) = O
[(
δg(I)µν
)2]
. (4.52)
The first term represents the second-order redshift effects like the Rees-Sciama (RS) effect,
which are induced by the non-linearities in the Einstein’s equations, while the second term
corresponds to the coupling terms with the lensing, time-delay, and deflection effects in Eqs.
(4.36) and (4.37), which are induced by the non-linearities in the geodesic equations. Here,
we show the explicit formulae for the first contributions. The line-of-sight formulae for the
second terms are shown in Appendix E. They have forms similar to those for the coupling
terms between the two redshift effects, which will be discussed next.
For the second-order contributions, it is sufficient to use the background terms in the
source term. Hence, the contributions from the first term in Eq. (4.50) are given by
δISW(II) =
1
(2π)3
∫ η0
0
dη′
[
∂ln qS(η
′)
](O) [∫
d3kT SW(II)(k, η′)e−ik·no(η0−η
′)
]
, (4.53)
for the SW effect, and
δIISW(II) =
1
(2π)3
∫ η0
0
dη′
[
∂ln qS(η
′)
](O) [∫
d3k
∫ η0
η′
dη1T
ISW(II)(k, η1)e
−ik·no(η0−η′)
]
,
(4.54)
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for the ISW effect (or the RS effect). Here,
T SW(II)(k, η′) ≡ −Ψ(II), (4.55)
T ISW(II)(k, η1) ≡ −
[
Ψ(II) − Φ(II)
]·
+
[
ik′jω
(II)
i + χ˙
(II)
ij
]
n(i)o n
(j)
o . (4.56)
Note that, since the background source term is given by,
[∂ln qS]
(O) = g¯v∂ln q I¯(q), (4.57)
the integration with respect to η′ can be analytically performed in Eq. (4.54) as,
δIISW(II) =
∂ln q I¯(q)
(2π)3
∫
d3k
∫ η0
0
dη1e
−τ¯(η1)T ISW(II)(k, η1)e
−ik·no(η0−η′). (4.58)
Here, we have used the facts that the anti-time-ordered integrals in Eq. (4.54) can be
rewritten in terms of the time-ordered ones as,∫ η0
0
dη′
∫ η0
η′
dη1 =
∫ η0
0
dη1
∫ η1
0
dη′, (4.59)
and that the background intensity is independent of time.
- Coupling terms between two redshift effects
Finally, we evaluate the remaining terms, which are quadratic in δ ln q,
δI(II)g ⊃
1
2
∫ η0
0
dη′
[
∂2S
∂ ln q2
](O) (
[δ ln q](I)
)2
. (4.60)
It is separated into three terms: SW × SW, SW × ISW, and ISW × ISW terms. The first
two terms are obtained as,
δISW×SW =
∂2ln q I¯(q)
2(2π)6
∫
d3k1
∫ η0
0
dη′g¯v(η
′)T SW(I)(k1, η
′)
[∫
d3k2T
SW(I)(k2, η
′)e−i(k1+k2)·no(η0−η
′)
]
,
(4.61)
and
δISW×ISW =
∂2ln q I¯(q)
(2π)6
∫
d3k1
∫ η0
0
dη′g¯v(η
′)T SW(I)(k1, η
′)×[∫
d3k2
∫ η0
η′
dη1T
ISW(I)(k2, η1)e
−i[k1(η0−η′)+k2(η0−η1)]·no
]
. (4.62)
These two terms can be absorbed into the intrinsic contributions or the contributions (4.47)
by redefining the source terms appropriately. This fact is easy to be seen if one performs
the expansion only for [δ ln q]ISW in Eq. (4.39) and uses the momentum that is redshifted
through the SW effect, e−D
SW
q¯, in estimating the source terms. In a similar fashion, all
contributions with the SW effect can be absorbed into other contributions.
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As for the ISW × ISW terms, we can analytically perform the integration with respect
to η′ as done in Eq. (4.58). Then, it can be written as,
δIISW×ISW =
∂2ln q I¯(q)
(2π)6
∫
d3k1
∫ η0
0
dη2T
ISW(I)(k1, η2)×[∫
d3k2
∫ η2
0
dη1e
−τ¯(η1)T ISW(I)(k2, η1)e
−i[k1(η0−η2)+k2(η0−η1)]·no
]
.
(4.63)
Note that, here, the domain for the integration with respect to η1 is [0, η2]. However, because
of a factor e−τ¯(η1), the integration domain is limited to the free-streaming regime ηLSS <
η1 < η2.
4.4 Computation of the bispectrum
To illustrate how the line-of-sight formulae derived in the previous subsections simplify the
calculation, here, we apply them to the estimation of the bispectrum,
Bm1m2m3l1l2l3 [δI] ≡ 〈al1m1 [δI]al2m2 [δI]al3m3 [δI]〉, (4.64)
where
alm[δI] ≡
∫
d2noY
∗
lm(no)δI(no). (4.65)
Because this subsection is independent of the latter sections, those readers primarily inter-
ested in the formal aspect of the line-of-sight formulae can skip this subsection in the first
reading.
From the discussion in the previous subsection, the total second-order perturbations in
the intensity are written as,
δI(II) =
∫ η0
0
dη′
S˜(II) +
[
∂S˜
∂ ln q
](O)
[δ ln q]
(II;L)
ISW +
[
∂S˜
∂ ln q
](O)
[δ ln q]
(II;Q)
ISW
+
[
∂S˜
∂ ln q
](I)
[δ ln q]
(I)
ISW +
[
∂S˜
∂xi
](I)
[δxi](I) +
[
∂S˜
∂n(i)
](I)
[δn(i)](I) +
1
2
[
∂2S˜
∂ ln q∂ ln q
](O) (
[δ ln q]
(I)
ISW
)2 ,
(4.66)
where the source term with a tilde is defined by,
S˜(xi, q, n(i)) := S(xi, e−D
SW(xi,n(i))q, n(i)). (4.67)
In Eq. (4.66) , each contribution in the integrand is written as the product of the intrinsic
term, which only depends on the perturbed quantities at a position of a non-gravitational
scattering source, and the geometrical term, which depend on the metric perturbations be-
tween the source and observer. Then, as in the standard treatment of CMB lensing, the
correlations between different combinations of the factors can be treated separately.
The formula (4.66) also makes it possible to treat the nonlinearities with different origins
separately. The first two terms arises from nonlinearities in the collision term and Einstein’s
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equations, respectively. Hence, they are dynamically induced. On the other hand, the other
four terms have kinematical origins. The third term arises because the geodesic equations
are nonlinear in the metric perturbations, while the four terms in the second line because
the intensity changes nonlinearly when the photon geodesics are perturbed.
Now, we show that the contributions to the bispectrum from the kinematically-induced
nonlinear terms can be rewritten in a form amenable to numerical calculations. The other two
dynamically-induced terms have already been considered in Refs. [31–33]. The kinematically-
induced non-linear terms are written as a product of first-order perturbations. This type of
contributions to the bispectrum was investigated in Ref. [25] based on the original line-of-
sight formula (3.24). Here, we compute the same type of contributions by using the new
line-of-sight formula presented in the previous subsection.
As an example, we consider the contribution from the scalar mode in the ISW term, the
first term in the second line of Eq. (4.66). The other terms are also treated in a similar way
with complications in the multipole expansion. Their explicit expressions will be reported in
the subsequent paper with results of their numerical estimation.
Separating the perturbations into the transfer functions and the primordial curvature
perturbations φ(k), the ISW term can be written as,
δI˜ISW(II) ≡ δIISW(II) + δISW×ISW (4.68)
=
∫
d3k1
(2π)3
∫
d3k2
(2π)3
T (II)(k1,k2,no)φ(k1)φ(k2), (4.69)
where
T (II)(k1,k2,no) ≡
∫ η0
0
dη′S(η′, k1, µ1)e
−ik1·no(η0−η′)
∫ η0
η′
dη1T (η1, k2)e
−ik2·no(η0−η1), (4.70)
with
S(η′, k1, µ1) ≡ g¯v
[
∂ln qI
(I)
00 +
(
i[ve]
(I)
k1
µ1 +Ψ
(I)
k1
)
∂2ln q I¯ + ∂ln q
(
I
(I)
20 −
√
6E
(I)
20
) P2(µ1)
10
]
,
(4.71)
T (η1, k2) ≡ −
[
Ψ
(I)
k2
− Φ(I)k2
]·
, (4.72)
and µ1 ≡ no · kˆ1. P2(µ1) is the second Legendre polynomial. In deriving Eq. (4.71), we have
introduced the velocity potential through [ve]k1 ≡ ikˆ1[ve]k1 and the distribution function for
the E-mode polarization, E [18]. I00, I20, and E20 represent the multipole moments for the
corresponding quantities with the z-direction parallel to kˆ1. Note that the dependence on µ1
(and then no and kˆ1) can be eliminated from the function S by replacing it with the time
derivative as,
S(η′, k1, µ1)e
−ik1·no(η0−η′) = S
(
η′, k1,
1
ik1
d
dη′
)
e−ik1·no(η0−η
′). (4.73)
Then, the multipole moments are given by,
alm[δI˜ISW(II)] = (4π)
2(−i)l
∫
d3k1
(2π)3
∫
d3k2
(2π)3
T (II)lm (k1,k2)φ(k1)φ(k2), (4.74)
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where
T (II)lm (k1,k2) =
∑
l1,m1,l2,m2
il1+l2+lGm1m2ml1l2l
∫ η0
0
dη′Yl1m1(−kˆ1)S
(
η′, k1,
1
ik1
d
dη′
)
jl1
[
k1(η0 − η′)
]
×
∫
dη1Yl2m2(−kˆ2)T (k2, η1)jl2 [k2(η0 − η1)] , (4.75)
using the Gaunt integral,
Gm1m2ml1l2l ≡
∫
d2noYl1m1(no)Yl2m2(no)Ylm(no). (4.76)
On the other hand, at first order, the intensity can be written in the form,
alm[δI
(I)] = 4π(−i)l
∫
d3k
(2π)3
Y ∗lm(kˆ)T (I)l (k)φ(k). (4.77)
Thus, the bispectrum can be written in the form,
Bm1m2m3l1l2l3 [δI] = 2G
m1m2m3
l1l2l3
∫ η0
0
dη′bSl1(η
′)bTl2(η
′) + 2 sym., (4.78)
where
bSl1(η
′) ≡ 2
π
∫
k21dk1Pφ(k1)T (I)l1 (k1)S
(
η′, k1,
1
ik1
d
dη′
)
jl1
[
k1(η0 − η′)
]
, (4.79)
and
bTl2(η
′) ≡ 2
π
∫ η0
η′
dη1
∫
k22dk2Pφ(k2)T (I)l2 (k2)T (k2, η1)jl2 [k2(η0 − η1)] , (4.80)
with Pφ being the primordial power spectrum. The infinite sums over multipoles in Eq.
(4.75) has disappeared in Eq. (4.78) because of the orthogonality of the spherical harmonics
Ylm(kˆ).
11 As also mentioned in Ref. [25], the bispectrum from products of the first-order
perturbations can be written in a form similar to the standard formula for the local-type
bispectrum, where the integration over the Fourier modes are split into one-dimensional
integrations [45]. Here, in addition, no infinite sum over multipoles appears in the expression
(4.78) because the source terms are now written in terms of a finite number of the multipole
moments of the intensity (or brightness). This is also the case for the other kinematically-
induced nonlinear terms.
Using the first-order line-of-sight formula (3.26), the first-order transfer function T (I)l
can be written as an integral over the product of the source term and the spherical Bessel
function. Because the factors other than the spherical Bessel functions slowly vary with
respect to ki (i = 1, 2) in the integrand of b
S
l1
and bTl2 , we will be able to apply the Limber
approximation [46] (see also Ref. [9]) in their estimation. Note that the similar approximation
cannot be applied when the source term includes the contribution from the gravitational
collision terms. In this case, the function corresponding to S depends on the intensity in the
free-streaming regime, which rapidly varies with respect to the wavenumber.
11Note that this result is a consequence of the statistical homogeneity and isotropy of the perturbations at
positions of sources.
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It is also noteworthy that bTl2(η
′) varies slowly with respect to η′. Then, its η′-dependence
can be neglected if a source is sufficiently thin in the radial direction. For example, the width
of the last scattering surface to the entire integration range is of order 0.01. Once its width is
neglected, the contribution to the bispectrum from the last scattering surface is factorized into
a product of the intrinsic and geometric terms. These two terms, which depend respectively
on phenomena before and after the photon decoupling, can be separately estimated.
5 Curve-of-sight formulae: moments
5.1 Brightness
Since we have obtained the line-of-sight formulae for the intensity I, it is straightforward to
obtain formulae for the fractional brightness by taking its third moment:
∆ ≡ δB
B¯
; B ≡
∫
dq0 q
3
0I. (5.1)
Since only the source terms depend on q0 and the line-of-sight formulae presented in
the previous section are linear in it, the line-of-sight formulae for the brightness are obtained
from those for the intensity by replacing the source terms as,
kiS→ kiS∆, (5.2)
∂n(i)S→ ∂n(i)S∆, (5.3)
for the lensing, time-delay, and deflection effects, where
S
∆ ≡ 1
B¯
∫
dq0 q
3
0S. (5.4)
As for the source terms for the redshift effects, they should be replaced as,
∂ln qS→ −4S∆, (5.5)
and
∂2ln qS→ 16S∆. (5.6)
To check its correctness, let us see the first-order contributions. At first order, only the linear
redshift effects contribute. They are evaluated as,
∆SW(I) = −4
∫ η0
0
dη′g¯v(η
′)
[∫
d3k′
(2π)3
T SW(I)(k′, η′)e−ik
′·no(η0−η′)
]
, (5.7)
for the SW effect, and
∆ISW(I) = −4
∫ η0
0
dη′g¯v(η
′)
[∫
d3k′
(2π)3
∫ η0
η′
dη1T
ISW(I)(k′, η1)e
−ik′·no(η0−η1)
]
(5.8)
= −4
∫
d3k′
(2π)3
∫ η0
0
dη1e
−τ¯(η1)T ISW(I)(k′, η1)e
−ik′·no(η0−η1), (5.9)
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for the ISW effect. Then, the gravitational contribution at first order becomes
∆
(I)
G = 4
∫
d3k′
(2π)3
∫ η0
0
dη
{
g¯v(η)Ψ
(I) + e−τ¯(η)
[
(Ψ(I) − Φ(I))· − χ˙(I)ij n(i)o n(j)o
]}
e−ik
′·no(η0−η),
(5.10)
or, using the relation between the fractional brightness and the temperature fluctuations
∆(I) = 4Θ(I),
Θ
(I)
G =
∫
d3k′
(2π)3
∫ η0
0
dη
{
g¯v(η)Ψ
(I) + e−τ¯(η)
[
(Ψ(I) − Φ(I))· − χ˙(I)ij n(i)o n(j)o
]}
e−ik
′·no(η0−η).
(5.11)
Thus, our result correctly reproduces the first-order terms dependent on the metric pertur-
bations.
5.2 Derivation from the brightness equation
As expected, the same line-of-sight formulae are obtained directly from the brightness equa-
tion (3.4). The brightness equation can be rewritten as,
d
dη
[
e−4δ ln q(1 + ∆)
]
= e−4δ ln qC∆[∆], (5.12)
where
δ ln q(η) ≡ −DSW[η, xi(η), n(i)(η)] −
∫ η0
η
dη1D
ISW[η1, x
i(η1), n
(i)(η1)], (5.13)
with xi(η) and n(i)(η) being solutions of the full geodesic equations. Repeating the same
manipulations for the Boltzmann equation, the gravitational contributions can be written
as,
∆G(η0, x
i
0, n
(i)
0 ) =
∫ η0
0
dη′
{
e−4δ ln q(η
′)
S
∆[∆; η′, xi(η), n(i)(η)]−S∆[∆; η′, x¯i(η), n¯(i)(η)]
}
.
(5.14)
Expanding this equation with respect to the deviations δ ln q, δxi, and δn(i), we get the
line-of-sight formulae for the brightness obtained in the previous subsection.
5.3 General moments and spectral distortions
It is also straightforward to obtain line-of-sight formulae for a general moment of the intensity,
Mn[I] :=
∫
dq qnI. (5.15)
For the n-th moment, its gravitational contributions are obtained by replacing the source
term in the line-of-sight formulae for the intensity as,
kiS→ kiMn[S], (5.16)
∂n(i)S→ ∂n(i)Mn[S], (5.17)
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for the lensing, time-delay, and deflection effects. As for the redshift effects,
∂ln qS→ −(n+ 1)Mn[S], (5.18)
and
∂2ln qS→ (n+ 1)2Mn[S]. (5.19)
Since these moments characterize the q-dependence of the intensity completely, their line-
of-sight formulae are expected to give those of the spectral distortions. For example, the y
distortion can be evaluated through the second and third moments. In fact, it can be written
in terms of these two moments as,
ln(1 + 4y) = ln
(M3[I]
M3[I]
)
− 4
3
ln
(M2[I]
M2[I ]
)
, (5.20)
by using the relation M3[I] ∝ T 4(1 + 4y) and M2[I] ∝ T 3.
6 Remapping: relation to the standard treatment of CMB lensing
Finally, we discuss the relation between our approach and the standard treatment of CMB
lensing as remapping of the apparent directions. See also Ref. [38] for another approach to
derive the remapping formula from the Boltzmann equation.
Here, we work under the thin last-scattering-surface approximation and also neglect
non-gravitational scatterings after the last scattering. As mentioned in the subsection 3.3,
the intensity I is conserved along a perturbed geodesic. Correspondingly, the intensity with-
out the gravitational effects ILSS, which is defined by Eq. (4.8), is conserved along a back-
ground geodesic. Then, by pulling back the coordinates in the last scattering surface along
a background geodesic (see Fig. 3), the full intensity I can be written in terms of ILSS as,
I(η0, z
(A)
0 ) = ILSS(η˜0, z˜
(A)
0 ). (6.1)
Here, the remapped coordinates of the observation (η˜0, z˜
(A)
0 ) are determined through the
relations,
x¯i(ηLSS; η˜0, z˜
(A)
0 ) = x
i(ηLSS; η0, z
(A)
0 ), (6.2)
q¯(ηLSS; η˜0, z˜
(A)
0 ) = q(ηLSS; η0, z
(A)
0 ), (6.3)
n¯(i)(ηLSS; η˜0, z˜
(A)
0 ) = n
(i)(ηLSS; η0, z
(A)
0 ). (6.4)
Thus, the perturbations δIG is now written in terms of the remapped coordinates as,
δIG(η0, z
(A)
0 ) = ILSS(η˜0, z˜
(A)
0 )− ILSS(η0, z(A)0 ), (6.5)
as in the standard treatment of CMB lensing. One can take into account the width of the last
scattering surface by considering remapping for each time slice in the last scattering epoch.
In a similar fashion, it is also possible to include the contributions from the ISW term, whose
support extends over the free-streaming regime.
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δθ
n˜o
no
δθ + δn
x0
x(ηLSS)
x˜0
δx0
Figure 3. Remapping of the coordinates. The straight dashed line and curved solid line represent a
background geodesic and a full geodesic, respectively. The remapped coordinates of the observation
(η˜0, z˜
(A)
0 ) are obtained by pulling back the coordinates in the last scattering surface (ηLSS, z
(A)(ηLSS))
along a background geodesic represented by the straight solid line.
The corresponding equation for the brightness can be obtained by taking the third
moment with respect to q0. Using the solution for the geodesic equations (4.35), the equation
(6.3) can be solved for q˜0 as,
q˜0 = e
δ ln q(ηLSS)q0. (6.6)
Note that the solution δ ln q(η) does not depend on q0. Therefore, the remapping formula for
the fractional brightness is obtained as,
∆G(η0, x
(i)
0 , n
(i)
0 ) = e
−4δ ln q(ηLSS)∆LSS(η˜0, x˜
i
0, n˜
(i)
0 )−∆LSS(η0, x(i)0 , n(i)0 ), (6.7)
where ∆LSS is defined by,
∆LSS ≡ δBLSS
B¯
; BLSS ≡
∫
dq0 q
3
0ILSS. (6.8)
Hereafter, to see the relation to the standard treatment of CMB lensing, we concentrate
on changes in the brightness due to the deviations in a photon trajectory and separate the
redshift effect e−4δ ln q(ηLSS):
∆g(η0, x
(i)
0 , n
(i)
0 ) ≡ ∆LSS(η˜0, x˜i0, n˜(i)0 )−∆LSS(η0, x(i)0 , n(i)0 ). (6.9)
In terms of the deviations, the relations (6.2) and (6.4) are given by,
δx0‖ ≡ no(i)(x˜i0 − xi0) = −δη0 + δx‖(ηLSS), (6.10)
δxi0⊥ ≡ S(i)(j)o (x˜0i − x0i) = S(i)(j)o δn0(j)(η˜0 − ηLSS) + δθ(i)(η0 − ηLSS), (6.11)
δn
(i)
0 ≡ n˜(i)0 − n(i)0 = δn(i)(ηLSS), (6.12)
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with δη0 ≡ η˜0−η0. Here, we have used the fact that the perpendicular components δxi⊥(ηLSS)
can be written in terms of the change in the observed angle δθ(i) as δxi⊥(ηLSS) = δθ
(i)(η0 −
ηLSS). Since the time η˜0 is arbitrary, we can choose its value so that the parallel component
δx0‖ vanishes:
δη0 = δx‖(ηLSS). (6.13)
However, we cannot set δxi0⊥ = 0 in general as assumed in the standard treatment. Then,
we need to make an approximation here. The naive approximation
∆LSS(η˜0, x˜
i
0, n˜
(i)
0 ) ≃ ∆LSS(η˜0, xi0, n˜(i)0 ), (6.14)
is not so accurate because of the large factor η0 − ηLSS in Eq. (6.11). In fact, by using the
explicit formulae in the subsection 4.2, δxi0⊥ is roughly estimated to be,
δxi0⊥ = k2(η0 − ηLSS)2O(|δgµν |), (6.15)
for the Fourier modes of the metric perturbations with a wavenumber k2. Here, O(|δgµν |)
represents terms of the order of the metric perturbations Ψ and Φ.
Then, the error in the approximation (6.14) is
∆LSS(η˜0, x
i
0, n˜
(i)
0 ) =
[
1 + k1k2(η0 − ηLSS)2O(|δgµν |)
]
∆LSS(η˜0, x˜
i
0, n˜
(i)
0 ), (6.16)
where k1 is a wavenumber of ∆LSS. Since ki(η0 − ηLSS) (i = 1, 2) is of the order of the
observed multipoles, the error can be non-negligibe.
Instead, one can make the approximation more accurate by also changing the direction
n˜
(i)
0 as,
∆LSS(η˜0, x˜
i
0, q0, n˜
(i)
0 ) ≃ ∆LSS(η˜0, xi0, q0, ˜˜n(i)0 ), (6.17)
where
˜˜n
(i)
0 ≡ n(i)0 −
ηLSS − η0
ηLSS − η˜0 δθ
(i). (6.18)
This equation can be rewritten in terms of the observed direction nio ≡ −n(i)0 as,
˜˜n(i)o = n
(i)
o +
ηLSS − η0
ηLSS − η˜0 δθ
(i). (6.19)
Here, ˜˜n
(i)
0 has been chosen so that δ
˜˜n
(i)
0 ≡ ˜˜n(i)0 −n(i)0 solves the equation δxi0⊥ = 0. From Eq.
(4.27), the prefactor of δθ(i) is estimated to be
ηLSS − η0
ηLSS − η˜0 = 1 +O(|δgµν |). (6.20)
Then, it is a good approximation to set
˜˜n(i)o ≃ n(i)o + δθ(i). (6.21)
From the definition, the LHS of Eq. (6.17) can be written as,
∆LSS(η0, x˜
i
0, n˜
(i)
0 ) ≃ S∆[∆; ηLSS, xi(ηLSS), n(i)(ηLSS)], (6.22)
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in the thin last-scattering-surface approximation. On the other hand, the RHS is
∆LSS(η˜0, x
i
0, ˜˜n
(i)
0 ) ≃ S∆[∆; ηLSS, xi(ηLSS), n(i)0 − δθ(i)],
= S∆[∆; ηLSS, x
i(ηLSS), n
(i)(ηLSS)− δn(i) − δθ(i)]. (6.23)
Thus, the error in the approximation (6.17) is estimated to be,
∆LSS(η˜0, x
i
0, ˜˜n
(i)
0 ) = [1 + l1k2(η0 − ηLSS)O(|δgµν |)]∆LSS(η˜0, x˜i0, n˜(i)0 ), (6.24)
where l1 is a multipole of the source term S
∆, which is of the order of unity. Then, the error
is reduced to the acceptable level. Making the approximation (6.17), the remapping formula
(6.9) is now written in the form used in the standard treatment of CMB lensing,
∆g(η0, x
i
0, n
(i)
0 ) ≃ ∆LSS(η0 + δη0, xi0, n(i)0 − δθ(i))−∆LSS(η0, xi0, n(i)0 ). (6.25)
From Eqs. (4.27) and (4.29), one can also find that the expressions for time delay δη0 and the
change in the observed angle δθ(i) coincide with the standard ones. Note that the time-delay
effect is of the same order of magnitude as the neglected effects. Then, it should also be
neglected as done in the standard treatment.
7 Summary
In this paper, we introduced a new approach to the treatment of the gravitational effects
such as redshift, time delay, and lensing on the observed CMB anisotropies based on the
Boltzmann equation. Motivated by the Liouville’s theorem in curved spacetime, we first
derived the mapping formula that relates the observed intensity to the non-gravitational
scattering sources. This formula can be considered as a generalization of the remapping
formula in the standard treatment of CMB lensing. In a similar fashion that the lensing
effect is treated as remapping of the apparent directions in the standard treatment, in this
formula, all the gravitational effects appear as changes in the mapping between the observer
and sources. Here, the redshift, time delay, and lensing effects are treated on the same footing.
In addition to these effects, the formula also includes the contributions from deflection at
a position of a source. Introducing the remapped coordinates, we also showed that the
remapping formula in the standard treatment is reproduced when the subleasing effects are
neglected. In this approach, the geometrical meanings of the approximations are easy to be
understood.
Next, we derived a second-order line-of-sight formula for each gravitational effect by
expanding the mapping formula up to second order. In this approach, the separation of the
gravitational and intrinsic effects are manifest and guaranteed automatically. This formula
clarifies the multipole dependence of the observed intensity and give an efficient way to
estimate its bispectrum.
This approach to the treatment of the gravitational effects provides a tool to analyze the
entire evolution of the CMB anisotropies in a uniform way without spoiling the geometrical
intuition in the remapping approach of CMB lensing. Because the Boltzmann equation for
polarization has a similar structure, the extension to polarization will also be easy in this
approach. The full treatment including polarization will be presented in the upcoming paper.
Note added: Another group has also developed a similar approach in Ref. [47]. They
also introduce a new approach to treat all gravitational effects based on the Boltzmann
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equation, where the gravitational effects are treated as a transformation operator of the
distribution function, J (η). Our line-of-sight formulae in Sec. 4 are reproduced in their
approach when J (η) is solved backwards in time with J (η0) = 1. On the other hand, their
line-of-sight formulae are derived for J (η) that is solved forward in time. They are more
related to ours in Sec. 6. Under the same approximations in Sec. 6, they coincide with
those derived from the remapping formula (6.5). Here, the transformation operator J (η0)
corresponds to the derivative operator that appears after the expansion of the RHS of Eq.
(6.1) with respect to δz
(A)
0 (≡ z˜(A)0 − z(A)0 ).
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A Relation of our definition of the metric to the standard one
In this paper, we used the metric in the ADM form:
ds2 = a(η)2
[−e2Ψdη2 + γij(dxi + ωidη)(dxj + ωjdη)] , (A.1)
where
[lnγ]ij ≡ 2hij ≡ 2Φδij + 2χij , (A.2)
with ωi,i = 0 and χ
i
i = χ
j
i ,j
= 0. Here, we show how our metric perturbations Ψ, Φ, ωi, and
χij are related to those in the standard definition in the conformal Poisson gauge,
ds2 = a(η)2
[−(1 + 2A)dη2 + 2Bidxidη + ((1 + 2D)δij + 2Eij)dxidxj] , (A.3)
where Bi,i = 0 and E
i
i = E
i
j,i = 0. Note that the indices for the perturbations are lowered
and raised with the Kronecker’s delta.
In terms of Ψ, Φ, ωi, and χij, the 00- and 0i-components of the metric can be written
as
g00 = −e2Ψ + γijωiωj ≃ −(1 + 2Ψ + 2Ψ2), (A.4)
g0i = a
2γijω
i ≃ a2δijωi, (A.5)
to second order. The trace and traceless parts of the spatial metric γij can be read from Eq.
(2.4) as
tr(γ) ≃ e2Φ(3 + 2χklχkl), (A.6)
γˆij ≡ γij − tr(γ)
3
δij ≃ 2e2Φ
(
χij + χ
k
i χkj −
χklχkl
3
δij
)
. (A.7)
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The 0i-components satisfy the gauge condition ∂ig0i = 0, but the traceless part of the spatial
metric does not, ∂iγˆij 6= 0. Hence, we need to make a gauge transformation to find the
correspondence with A, Bi, D, and Eij . Since ∂
iγˆij is a second-order quantity,
∂iγˆij = 4χij∂
iΦ+ 2∂i
(
χki χkj −
χklχkl
3
δij
)
, (A.8)
it is sufficient to consider a gauge transformation associated to
x˜µ = xµ + ξµ(xµ), (A.9)
where ξi is perturbatively expanded as
ξµ = [ξµ](II) + · · · . (A.10)
Decomposing ξi into scalar and vector modes as
ξi = ξ,i + ξi⊥, (A.11)
with ∂iξ
i
⊥ = 0, it is required that they should satisfy
ξ0 = −ξ˙, (A.12)
∆2ξ =
3
4
∂k∂lγˆkl, (A.13)
∆ξ⊥i =
(
δli −
∂i∂
l
∆
)
∂kγˆkl, (A.14)
in order that the metric satisfies the gauge conditions ∂ig0i = 0 and ∂
iγˆij = 0 after the gauge
transformation. Hence, provided that ξ and ξi⊥ are the solutions of Eqs. (A.13) and (A.14),
A, Bi, D, and Eij can be expressed as,
A = Ψ+Ψ2 + ξ¨ +Hξ˙, (A.15)
Bi = ωi − ξ˙⊥i, (A.16)
D = Φ+ Φ2 +
χklχkl
3
− ∆ξ
3
+Hξ˙, (A.17)
Eij = (1 + 2Φ)χij + χ
k
i χkj −
χklχkl
3
δij −
(
∂i∂j − ∆
3
δij
)
ξ − ∂iξ⊥j + ∂jξ⊥i
2
, (A.18)
to second order, where H is the conformal Hubble parameter. Inversely, solving these equa-
tions, the metric perturbations Ψ, Φ, ωi, and χij can be written in terms of A, Bi, D, and
Eij as,
Ψ = A−A2 − ξ¨ −Hξ˙, (A.19)
ωi = Bi + ξ˙⊥i, (A.20)
Φ = D −D2 − E
klEkl
3
+
∆ξ
3
−Hξ˙, (A.21)
χij = (1 + 2D)Eij − Eki Ekj +
EklEkl
3
δij +
(
∂i∂j − ∆
3
δij
)
ξ +
∂iξ⊥j + ∂jξ⊥i
2
, (A.22)
– 30 –
where, now, ξ and ξi⊥ are the solutions of Eqs. (A.13) and (A.14) with
∂iγˆij = 4Eij∂
iD + 2∂i
(
Eki Ekj −
EklEkl
3
δij
)
. (A.23)
Note that the difference between two definitions are of second order. As for the difference
from the definition in Ref. [34], where the scalar modes are defined as ours, correction terms
contain the first-order tensor modes. Hence, their contributions are suppressed by the tensor-
to-scalar ratio, r < O(0.1) [6, 48], in comparison to the other second-order contributions.
The momentum and the intensity are also changed by the gauge transformation as [20],
q → q
(
1−Hξ˙ − n(i)0 ∂iξ˙
)
, (A.24)
n(i) → n(i) − S(i)(j)0 ξ˙,j + ξ[i,j]⊥ n0(j), (A.25)
and
I → I + (Hξ˙ + n(i)0 ∂iξ˙)∂ln q I¯ . (A.26)
B Brightness, temperature, and spectral distortions
In this section, we show the relation between the brightness, temperature, and Compton
y-parameter. The distribution function is provided by the Planck distribution at zeroth
order,
I¯ = IBB
(
q
aT
)
; IBB(x) :=
2
ex − 1 , (B.1)
where background quantities are denoted with a bar. At second order, on the other hand, it
deviates from the Planck distribution. The deviation can be shown to be well approximated
by the Compton y parameter [49], which is defined through the Fokker-Planck expansion as
[50],
I ≃ IBB
( q
aT
)
+ y(n)D2qIBB
( q
aT
)
; Dq ≡ q−3 ∂
∂ ln q
q3
∂
∂ ln q
. (B.2)
Here, the temperature has also a deviation from that in the background,
T (η,n) = T (η) [1 + Θ(n)] . (B.3)
In this paper, instead of the temperature fluctuations Θ, we have used the fractional bright-
ness defined through,
∆ ≡ δB
B¯
; B ≡
∫
dq q3I, (B.4)
to characterise the intensity I. An advantage to use the fractional brightness is that it is linear
in the intensity. Hence, it is easy to derive its line-of-sight formula from that for the intensity.
In addition, its higher multipole moments do not appear in the energy-momentum tensor of
the radiation while all multipole moments do in the case of the temperature fluctuations.
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Using the definition in Eq. (B.2), we can find a relation between the brightness, tem-
perature, and Compton y-parameter as,
B =
2π4a4
15
T 4(1 + 4y) = B¯(1 + Θ)4(1 + 4y). (B.5)
Then, up to second order, we obtain
∆ = 4Θ + 6Θ2 + 4y, (B.6)
and solving it perturbatively,
Θ(I) =
1
4
∆(I), (B.7)
Θ(II) =
1
4
∆(II) − 3
32
(
∆(I)
)2
− 4y(II), (B.8)
where we have used y(I) = 0.
Finally, the energy-momentum tensor of the radiation can be written in terms of the
brightness as,
T (0)(0) =
1
a4
∫
d2nB, (B.9)
T (0)(i) =
1
a4
∫
d2n
(
n(i)B
)
, (B.10)
T (i)(j) =
1
a4
∫
d2n
(
n(i)n(j)B
)
. (B.11)
As mentioned above, it can be written in terms of the multipole moments of the brightness
up to quadrupole.
C The line-of-sight formula by Huang & Vernizzi
Here, we review how the difficulty discussed in the subsection 3.3 has been solved in Refs.
[32, 34]. 12 To show it, we go back to the original brightness equation,
∆˙ + n(i)∂i∆ = τ˙C
∆ +D∆. (C.1)
First, they eliminated the ∆-dependence in the redshift term by dividing the both sides by
1 +∆. In fact, introducing the new variable,
∆HV ≡ ln(1 + ∆) ≃ ∆− ∆
2
2
, (C.2)
the brightness equation can be rewritten as,
∆˙HV + n
(i)∂i∆HV = τ˙C
∆
HV +D
∆
HV, (C.3)
where
C∆HV ≡
C∆
1 + ∆
, (C.4)
12We do not follow their derivation literally but only the flow of it.
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and
D
∆
HV ≡ 4Dq −
(
Di∂i +D
n(i)∂n(i)
)
∆HV. (C.5)
Thus, the redshift term becomes independent of ∆.
As Eq. (3.23), we rewrite Eq. (C.3) in a line-of-sight integral form,
∆HV(η0, x
i
0, n
(i)
0 ) =
∫ η0
0
dη′
{
e−τ
[
4Dq −
(
Di∂i +D
n(i)∂n(i)
)
∆HV
]
+ gvS
∆
HV
}
, (C.6)
where S∆HV ≡ ∆HV − C∆HV. Introducing the derivative ddn(i) ≡ ∂n(i) + (η − η0)∂i, which
commutes with ∂η + n
(i)∂i, the time-delay and lensing terms becomes,(
Di∂i +D
n(i)∂n(i)
)
∆HV =
{[
Di − (η − η0)Dn(i)
]
∂i +D
n(i) d
dn(i)
}
∆HV. (C.7)
Then, using the primitive functions,
Xi(η′) ≡
∫ η′
0
dη1e
−τ
[
Di(η1, x¯
i, n¯(i))− (η1 − η0)Dni(η1, x¯i, n¯(i))
]
, (C.8)
N (i)(η′) ≡
∫ η′
0
dη1e
−τDn
i
(η1, x¯
i, n¯(i)), (C.9)
we can perform an integration by parts as,∫ η0
0
dη′e−τ
[(
Di∂i +D
n(i)∂n(i)
)
∆HV
]
=
[
Xi(η0)∂i +N
(i)(η0)∂n(i)
]
∆HV(η0)
−
∫ η0
0
dη′e−τ
[(
Xi∂i +N
(i) d
dn(i)
)
(∂η + n
(i)
0 ∂i)∆HV
]
.
(C.10)
Using the modified brightness equation (C.3), the second term can be rewritten as∫ η0
0
dη′e−τ
[(
Xi∂i +N
(i) d
dn(i)
)
(∂η + n
(i)
0 ∂i)∆HV
]
=∫ η0
0
dη′e−τ
[(
Xi∂i +N
(i) d
dn(i)
)
(τ˙C∆HV +D
∆
HV)
]
. (C.11)
Again, the integrand depends on ∆ due to the time-delay and lensing terms in D∆HV but their
contributions are of higher order in the perturbations. The remaining terms only depends
on a few low multipole moments of ∆HV.
D Generalization of the SW-ISW decomposition to higher orders
Here, we derive the higher-order geodesic equations and show how the decomposition into
the Sachs-Wolfe (SW) and the integrated Sachs-Wolfe (ISW) terms can be generalized to
higher orders.
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The full geodesic equations are given by,
dxi
dλ
= pi =
e(a)
iq(a)
a
, (D.1)
dq(a)
dλ
=
2ω˜(a)
(b)
(c)q(b)q
(c)
a2
; ω˜(a)
(b)
(c) ≡ e˜(b)[µ,ν]e˜(c)µe˜(a)ν , (D.2)
where λ is an affine parameter of the geodesic curve, which is related to the conformal time
as,
dη
dλ
= p0 =
e(a)
0q(a)
a
. (D.3)
Here, we have introduced the tetrad and its inverse for the rescaled metric g˜µν ≡ gµν/a2 by
e˜(a)µ ≡ e(a)µ/a and e˜(a)µ ≡ ae(a)µ, respectively. The latter equation (D.2) can be obtained
from the geodesic equation pµ;νp
ν = 0 and the identity pν;µp
ν = 0.
First, we derive the geodesic equations for the spacetime coordinates. Using the explicit
form of the tetrad (2.8) and its inverse (2.9), the equations for the spacetime coordinates can
be written as,
dη
dλ
=
qe−Ψ
a2
, (D.4)
dxi
dλ
=
q
a2
(
[e−h]ijn
(j) − e−Ψωi
)
, (D.5)
and then
dxi
dη
= eΨn˜i − ωi, (D.6)
where
n˜µ ≡ e˜(i)µn(i) = [e−h]ji δµj n(i). (D.7)
In the first-order accuracy, we obtain the equation (4.16).
Next, since q = q(0) = −q(0), the equation for q is obtained from the 0-component of
Eq. (D.2) as
dq
dλ
= −2ω˜(0)(b)(c)q
(b)q(c)
a2
= −2q
2
a2
(ω˜(0)(0)(i)n
(i) + ω˜(0)(i)(j)n
(i)n(j)). (D.8)
First, ω˜(0)(0)(i) can be written as,
ω˜(0)(0)(i) =
Ψ,j
2
[e−h]ji . (D.9)
As for ω˜(0)(i)(j), only its symmetric part is necessary. Using the identity e
(b)
[µ,ν] = e
(b)
[µ;ν]
and e(b)µ;νe(c)
µ = −e(b)µe(c)µ;ν, we find
ω˜(0)(i)(j) + ω˜(0)(j)(i)
2
=
1
2
e˜(0)(µ;ν) e˜(i)
µe˜(j)
ν . (D.10)
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Since we have chosen the tetrad so that the vector e(0)
µ is normal to the constant time
hypersurfaces, this can be written in terms of the extrinsic curvature for the rescaled metric
K˜ij as,
ω˜(0)(i)(j) + ω˜(0)(j)(i)
2
=
1
2
K˜kl[e
−h]ki [e
−h]lj , (D.11)
From these equalities, we get
d ln q
dη
= −eΨ(Ψ,jn˜i + K˜ij n˜in˜j). (D.12)
As in the second-order case, the first term in the RHS can be written in terms of dxi/dη.
Then, we get the generalization of the decomposition into the SW and ISW terms:
d
dη
(ln q +Ψ) = Ψ˙− ωiΨ,i − eΨK˜ijn˜in˜j. (D.13)
The right-hand side of this equation can be further rewritten in terms of the Lie derivative
along the normal vector. The expressions become concise when one uses the non-unit normal
vector,
Nµ ≡ eΨe˜(0)µ = δµ0 − ωiδµi . (D.14)
Using the Lie derivative along the vector Nµ, it is easy to see that the first term can be
rewritten as
Ψ˙− ωiΨ,i = LN (Ψ). (D.15)
The second term can be also written as
eΨK˜ij n˜
in˜j =
eΨ
2
Le˜(0)(g˜µν)n˜µn˜ν (D.16)
=
eΨ
2
[
Le˜(0)(e˜(i)µ)e˜(j)µ + (i↔ j)
]
n(i)n(j), (D.17)
using the Lie derivative along the normal vector e˜(0)
µ. Substituting the explicit form (2.8)
and (2.9), it can be further rewritten as,
eΨLe˜(0)(e˜(i)µ)e˜(j)µ = [eh]ik,µNµ[e−h]kj + [eh]ikNk,l [e−h]lj (D.18)
= δikN
k
,j +
[
∞∑
n=0
ad(h)n
(n+ 1)!
k(h)
]
ij
(D.19)
where the operator k is defined for a tensor on a constant time hypersurface as
kij(h) ≡ LN (hµν )δµiδνj ; hµν ≡ hijδµi δjν (D.20)
= hij,µN
µ + hikN
k
,j −Ni,khkj , (D.21)
and ad(h) is an operator that maps a matrix to a commutator as
ad(h) : ∗ → [h, ∗]. (D.22)
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Decomposing the quantities into the scalar, vector, and tensor modes, we obtain
eΨLe˜(0)(e˜(i)µ)e˜(j)µ = LN (Φ) + ωi,j +
[
∞∑
n=0
ad(χ)n
(n+ 1)!
k(χ)
]
ij
. (D.23)
Substituting the results into Eq. (D.13), we get explicit form of the generalized decomposition
into the SW and ISW contributions:
d
dη
(ln q +Ψ) = LN (Ψ− Φ)−
ω(i,j) +
[
∞∑
n=0
ad(χ)2n
(2n+ 1)!
k(χ)
]
ij
n(i)n(j). (D.24)
In the second-order accuracy, this reproduces the second-order result (4.32). It is remarkable
that the terms of the scalar modes have similar to those in the linear case except that a time
derivative is replaced by the Lie derivative along the normal vector Nµ. This is not the case if
the standard definition (A.3) is employed for the vector and tensor modes. The corresponding
formula for the standard definition can be obtained by making the replacements,
Ψ→ 1
2
ln(1 + 2A+ γijBiBj) = A−A2 + · · · , (D.25)
Φ→ 1
2
ln(1 + 2D) = D −D2 + · · · , (D.26)
ωi → γijBj = (1− 2D)Bi − 2EijBj + · · · , (D.27)
χij → 1
2
[
ln
(
I +
2E
1 + 2D
)]
ij
= (1− 2D)Eij − EikEkj + · · · , (D.28)
because we have not used the gauge conditions ωi,i = 0 and χ
i
j,i = 0 in the derivation.
Finally, we close this Appendix by giving the geodesic equation for the direction n(i):
dn(i)
dη
= 2eΨS(i)(j)
[
ω(j)(0)(0) + (ω(j)(k)(0) + ω(j)(0)(k))n
(k) + ω(j)(k)(l)n
(k)n(l)
]
(D.29)
= −S(i)(j)∂˜(j)(Ψ − Φ)− S(i)(j)n(k)
[
∞∑
n=0
ad(χ)n
(n+ 1)!
∂˜(0)χ
]
kj
− 2S(i)[(j)n(l)]n(k)
[
∞∑
n=0
ad(χ)n
(n+ 1)!
∂˜(l)χ
]
kj
, (D.30)
where ∂˜(a) represents the directional derivative along e˜(a)
µ,
∂˜(0) ≡ e˜(0)µ∂µ = e−Ψ(∂0 − ωi∂i), (D.31)
∂˜(i) ≡ e˜(i)µ∂µ = e−Φ[e−χ]ji∂j . (D.32)
In the first-order accuracy, we obtain the equation (4.18).
E Line-of-sight formulae for the coupling terms
Here, we present the line-of-sight formulae for the coupling terms that have not shown in the
subsection 4.3. These terms appear from the third term in Eq. (4.39) and can be separated
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into the following five contributions:
- SW × lensing
δISW×L =
∂ln q I¯(q)
(2π)6
∫
d3k1
∫ η0
0
dη′g¯v(η
′)ki1T
SW(I)(k1, η
′)
×
[∫
d3k2
∫ η0
η′
dη1T
L(I)(k2, η1)e
−i[k1(η0−η′)+k2(η0−η1)]·no
]
. (E.1)
- SW × time delay
δISW×TD =
∂ln q I¯(q)
(2π)6
∫
d3k1
∫ η0
0
dη′g¯v(η
′)ki1T
SW(I)(k1, η
′)
×
[∫
d3k2
∫ η0
η′
dη1T
TD(I)(k2, η1)e
−i[k1(η0−η′)+k2(η0−η1)]·no
]
. (E.2)
- ISW × lensing
δIISW×L =
∂ln q I¯(q)
(2π)6
∫
d3k1
∫ η0
0
dη2T˜
L(I)(k1, η2)
×
[∫
d3k2
∫ η2
0
dη1e
−τ¯ (η1)ki2(η2 − η1)T ISW(I)(k2, η1)e−i[k1(η0−η2)+k2(η0−η1)]·no
]
.
(E.3)
- ISW × time delay
δIISW×TD =
∂ln q I¯(q)
(2π)6
∫
d3k1
∫ η0
0
dη2T
TD(I)(k1, η2)
×
[∫
d3k2
∫ η2
0
dη1e
−τ¯(η1)ki2T
ISW(I)(k2, η1)e
−i[k1(η0−η2)+k2(η0−η1)]·no
]
.
(E.4)
- ISW × deflection
δIISW×D =
∂ln q I¯(q)
(2π)6
∫
d3k1
∫ η0
0
dη2T
D(I)(k1, η2)
×
[∫
d3k2
∫ η2
0
dη1e
−τ¯ (η1)∂n(i)T
ISW(I)(k2, η1)e
−i[k1(η0−η2)+k2(η0−η1)]·no
]
.
(E.5)
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