Abstract. First, we propose a new stochastic model for a spatially incoherent source in optical phenomena. The model naturally incorporates the incoherent property into the electromagnetic wave equation through a random source term. Then we propose a new numerical method based on Wiener chaos expansion (WCE) and apply it to solve the resulting stochastic wave equation. The main advantage of the WCE method is that it separates random and deterministic effects and allows the random effects to be factored out of the primary partial differential equation (PDE) very effectively. Therefore, the stochastic PDE is reduced to a set of deterministic PDEs for the coefficients of the WCE method which can be solved by conventional numerical algorithms. We solve these secondary deterministic PDEs by a finite-difference time domain (FDTD) method and demonstrate that the numerical computations based on the WCE method are considerably more efficient than the brute-force simulations. Moreover, the WCE approach does not require generation of random numbers and results in less computational errors compared to Monte Carlo simulations.
1. Introduction. In many optical phenomena in nature, the propagating light beam is diffuse and has some random fluctuations and uncertainties associated with it [1, 2] . Such a diffuse light beam can be originated from a spatially incoherent source like an incandescent lamp, or it might be a result of multiple scattering from different regions of a propagation environment. In either case, the light beam, which is inherently an electromagnetic wave, cannot be modeled by a deterministic field.
To physically model such a diffuse (i.e., spatially incoherent) source, we normally use stochastic processes [3, 4] . Therefore, the resultant deriving equation will be a stochastic PDE in the form of the well-known electromagnetic wave equation. Unlike deterministic PDEs, solutions of stochastic PDEs are random fields. However, in most cases the physical evaluation is based on the statistical moments (e.g., mean, variance) of the solutions rather than the solutions themselves. Therefore, it is highly desired to be able to calculate these statistical moments independent of finding the random solutions.
The governing stochastic electromagnetic wave equation is usually too complex to be solved analytically; therefore numerical simulations play a significant role in solving this useful class of PDEs. So far, the most commonly used method in simulation of random effects modeled by a stochastic PDE is the Monte Carlo method. It solves the stochastic PDE for each realization of the random excitation and then finds desired statistical moments from the solutions. Although this technique is general and can be applied to a variety of PDEs under different scenarios, it has some major limitations.
For instance, in order to correctly simulate a random effect, many realizations have to be computed to obtain a reliable estimate of various statistical properties. Its accuracy is merely controlled by the law of large numbers, which is rather slow in many problems. Moreover, in the Monte Carlo method we need a random number generator that naturally increases the numerical error and consequently degrades the accuracy of the solution.
In this paper, we propose to use a more efficient and accurate approach for realization of spatially incoherent light sources based on the Wiener chaos expansion (WCE) method, which has been widely used for many different problems for both analytical and numerical purposes [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] . In this method, both the spatially incoherent source and the random solutions of the wave equation are expanded over independent standard Gaussian random variables. The WCE separates the deterministic effects from the randomness in the stochastic PDE. Consequently, it results in a system of deterministic PDEs for the expansion coefficients, which is referred to as its propagator [7] . The propagator is the mechanism responsible for the evolution of the randomness inherent to the original stochastic PDE. Remarkably, the propagator has the same form as the original equation. Once the propagator is determined, standard deterministic numerical methods can be applied to solve it efficiently. The main statistics (such as mean, covariance, and higher-order statistical moments) can be calculated by simple formulas involving only the coefficients of the propagator. In the WCE approach, there is no randomness directly involved in the computations. One does not have to rely on random number generators, and there is no need to solve the stochastic PDEs repeatedly over many realizations. Instead, the propagator system is solved only once.
Since the propagator is a set of deterministic PDEs for the WCE coefficients, any numerical simulation method can be used to solve it. Here we use the standard finite-difference time domain (FDTD) technique which is widely used to numerically simulate the electromagnetic wave equation [15] . Furthermore, we compare the results obtained using the WCE method to the results of the brute-force method, which is a direct simulation method based on the exact definition of a spatially incoherent source [3] . We will show that the WCE method very accurately resembles the results of the brute-force method at a much faster pace. We also use a photonic crystal (PC) structure [16] , which is a typical inhomogeneous optical material for validation of our numerical simulations. Nevertheless, the model is not limited to PCs and can be applied to any other optical material.
In what follows, we first briefly introduce the WCE method and some of its significant properties in section 2. Then in section 3 we apply the WCE method to the electromagnetic wave equation (i.e., Helmholtz wave equation) driven by a spatially incoherent source, and we form its associated propagator. The propagator is then numerically solved by a standard FDTD technique for a typical PC structure as a propagation environment, and the results are compared to those of the brute-force simulations in section 4. Advantages and limitations of the proposed method are discussed in section 5. Final conclusions are made in section 6.
Wiener chaos expansion.
As mentioned earlier in section 1, WCE has been intensively used for solving stochastic PDEs in many different fields. Here, we briefly introduce the expansion and emphasize some of its useful properties for linear equations. Let u be a solution of a linear stochastic PDE W (x, t) . At the beginning, this idea might appear to be impossible or at least impractical due to the infinite-dimensional nature of the Brownian motion W (x, t). Nevertheless, the information contained in the path of a Brownian motion can be efficiently quantized.
To be more specific, let's take a temporal Brownian motion W (t) as an example. For any orthonormal basis
It is easy to show that ξ i are independent standard Gaussian (N (0, 1)) random variables. Then we have the expansion 
representing the expected value of a random variable. For many choices of basis functions (e.g., Haar wavelets or trigonometric functions) the convergence in (2.3) holds with probability 1 and uniformly for s ≤ t.
For the choice of sinusoidal basis functions that will be used later in this paper,
one can easily show that
where C is a constant independent of N . In the same way, one can derive a similar expression for W (x) if a spatial Brownian motion is considered, and a simple tensor product can lead to the expression for a spatial-temporal Brownian motion,
where Replacing W (x, t) in (2.1) by (2.6), we have
This indicates that the solution u is a function of x and t as well as the random variables ξ i .
Using the fact that ξ i are independent and L is a linear operator, we multiply (2.7) by ξ i and take the expectation to obtain
where u i = E(u, ξ i ), and
Equation (2.8) is the associated propagator of the primary stochastic PDE given in (2.1). Clearly, it has the same form as the stochastic PDE while it is absolutely deterministic. This is the most significant observation, which tells us that we can successfully factor out the random effects from the stochastic PDE. The expansion in (2.9) is the WCE of u for linear equations.
In the following section, we will apply the WCE method to the Helmholtz wave equation excited by a spatially incoherent source.
WCE method for stochastic Helmholtz wave equation.
Most of the light sources used in practical applications (e.g., sensing) are spatially incoherent. Although there are numerous reports on the physical properties of an incoherent beam in the context of optical coherence theory [3] , to the best of our knowledge there is no explicit report on the direct simulation of its propagation behavior inside an optical medium. In this section, we first propose a new stochastic model for spatially incoherent light sources which drives the electromagnetic wave equation and then apply the WCE method to rigorously solve it. Figure 1 shows our simulation platform, which is composed of a planar inhomogeneous dielectric material as the propagation environment. The source line is placed in front of the propagation medium along line A, and the electric field values are monitored along the output line B. All the input sources are excited with a transverse electric polarization (where the electric field is parallel to the z-axis). Due to the z-invariant nature of the setup, the electromagnetic wave propagation throughout the medium can be reduced to a two-dimensional (2D) Helmholtz wave equation,
where the current density (J z ) is the source of excitation, and μ and (x,y) are the permeability and permittivity of the propagation environment, respectively. Here our source is modeled as a one-dimensional array of spatially incoherent point sources along line A. For modeling the spatially incoherent source, any two point sources on line A should radiate independently of each other. More specifically, the spatially incoherent source is defined as
This definition by itself can be used as the brute-force technique for numerical modeling of the spatially incoherent source. In brute-force modeling, we enforce zero correlation between the contributions from every two input point sources by separately analyzing the structure with each point source and adding the individual contributions at the output line B incoherently (i.e., in power) [3] .
Note that the input source along line A in Figure 1 is a deterministic function of time, and its stochastic nature is only in the spatial dimension (i.e., y in Figure 1) . To model the spatially incoherent source, we use the white noise, i.e., the derivative of the Brownian motion, to model the spatial part of the current density (J z ). More precisely, we represent the spatially incoherent source along line A (i.e., x = x A ) as
where V (t) is a deterministic function representing the time variation of the source and dW (y) is the derivative of the Brownian motion representing the independent spatial randomness along y. Note that assuming J z to be a separable function of space (y) and time (t) is consistent with all practical applications in which the time variation of the source is assigned by the frequency range of operation and is usually the same at all points along the source line.
Following the formulation developed in section 2, by choosing any orthonormal basis functions (
where
. . . Now both the input source (J z ) and the electric filed (E z ) are expanded using the WCE method similar to (2.9) as
The expansion in (3.5) separates the deterministic effects (E zi (x, y, t)) from the randomness (covered by ξ i ). By placing (3.4) and (3.5) into (3.1), the original stochastic Downloaded 12/14/12 to 130.207.50.154. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Helmholtz wave equation is reduced to its propagator, which is an associated set of decoupled deterministic equations for the expansion coefficients (E zi (x, y, t)) as
We summarize this observation into the following theorem.
Theorem 3. 
where u m i (x, y, t) are deterministic coefficients and ξ i are independent standard Gaussian random variables constructed as
It is worth mentioning that the linearity of the primary PDE in (3.1) makes the application of the WCE method much easier than its application for nonlinear PDEs. It can be shown that all the statistical moments of the random solution of the original stochastic PDE at the output line B in Figure 1 can be directly calculated using these expansion coefficients [14] . Obviously, by choosing the number of expansion coefficients considered in (3.3), the accuracy and the length of the simulation time can be varied. Fortunately, it is known that WCE is a very fast converging expansion technique, and usually does not require many expansion coefficients [5, 6, 8, 10, 11, 13] . Thus, by using only a few terms in (3.3), we can achieve enough accuracy in a very fast simulation for almost all practical optical structures.
Numerical simulation of spatially incoherent sources.
Although the WCE technique is general and can be applied to any material system, the structure we consider here is a 2D photonic crystal (PC) as shown in Figure 2 . It is composed of square lattice of cylindrical air holes etched in silicon. The radius of the air holes is 0.3a, where a is the lattice constant (i.e., period). We fix the size of the PC structure with dimensions x f = 10a and y f = 20a. For the wave propagation simulation, we use the standard FDTD method. The x-y plane is discretized so we get 24 grid cells per lattice constant (a) along both x-and y-axes. The source line A is placed in the air one lattice constant (i.e., 24 grid cells) before the interface of the PC structure, and the output line B is fixed 3 grid cells after the interface of the PC structure in the air. To minimize the nonphysical reflections from the computation boundary, a perfectly matched layer (PML) 12 grid cells wide [15] is set up around the structure. Note that all of these parameters for the PC geometry and for the simulation grid are chosen just to set an example and by no means affect the applicability or accuracy of our model.
Brute-force model.
As we have already mentioned, one possible method to model a spatially incoherent source is to turn on one individual source at a time on the input line A, find the power spectrum due to each source at all points at the output line B, and then add these individual source contributions together incoherently (i.e., in power). While this technique models the incoherent source perfectly, it is very time consuming since it requires one simulation of the entire structure for each input point source along line A in Figure 2 . Knowing that even a single numerical simulation of a PC structure with dimensions suitable for practical applications is very time consuming, the use of the brute-force method is not a practical option. We use this method only as a reference to assess the accuracy of our more efficient WCE method. In the numerical simulation of the brute-force method, one source is excited at a time with a commonly used sinusoidal modulated Gaussian pulse for the time function V (t) [15] ,
to cover the desired range of frequencies. This pulse propagates all the way through the structure to get to the output line B. The normalized center frequency of the pulse (ω) is 0.04 and its width (Δω) is 0.016. The normalized width of the Gaussian pulse (T ) in the time domain is 1/Δω = 62.5, which corresponds to 120 time steps in our FDTD simulation. In order to find the steady state field profile at the output line B, we have to run the simulation for about 65000 time steps. Since we have assigned one point source to each grid cell along input line A, it adds up to 20 × 24 = 480 point sources (corresponding to y f = 20a and 24 grid cells per lattice constant, a), and this results in a total simulation time of 480 × 65000 time steps.
WCE model.
Using the formulation described in section 3, we need to solve the set of deterministic PDEs given in (3.6) for the expansion coefficients (E zi (x, y, t) ). In this section, we numerically solve these deterministic PDEs using the FDTD technique. The deterministic time function (i.e., V (t)) and the stochastic spatial function (i.e., dW (y)) of the source are separated as shown in (3.2) . For the numerical simulation of the WCE method, we use the sinusoidal modulated Gaussian pulse given in (4.1) for the time function. However, for the spatial part we choose a set of sinusoidal basis functions for m i (y) as given in (2.4). It is worth mentioning that in general we can choose any orthonormal basis for the spatial function (dW (y) in (3.3) ). The functions used here are primarily selected for their simplicity.
In the numerical simulations, we need to simulate the structure for each basis function m i (y) (i = 1, 2, . . . , M) to find the corresponding E zi (x, y, t) defined in (3.6) Downloaded 12/14/12 to 130.207.50.154. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php at the output line B (i.e., x = x B ). In each simulation all the point sources along line A are excited simultaneously. However, the amplitude of the time function at each point source is modulated with the value of m i (y) at its corresponding vertical position. We can then calculate all statistical properties of the output field using its corresponding expansion coefficients. For example, prior to calculating the power spectrum of light at the output line B, we need to find the second moment [3] of the random field values in the frequency domain (i.e., E 2 z (x, y, ω) e ) from (3.1). This can be simply calculated by using the Fourier transform of its corresponding expansion coefficients (E zi (x, y, ω) ) as
It should be noted that the Fourier transform is a linear transformation, and thus all formulations for the statistical moments in the time domain are kept unchanged in the frequency domain. The key advantage of the WCE technique is its fast convergence. With M expansion coefficients selected in (3.6), the total simulation time is M times the simulation time of the original structure with a deterministic input (i.e., M ×65000 time steps).
Simulation results and discussion.
The simulation result of the electric field power spectrum versus the normalized frequency at a typical point on the output line B is shown in Figure 3 . For this simulation, we used only M = 15 expansion coefficients. The same data calculated using the brute-force technique are also shown in Figure 3 for comparison. The excellent agreement between the fast simulation using the WCE model and the long simulation using the brute-force model is visible from Figure 3 . To calculate the gain in the simulation time using the WCE model, we just need to compare the total number of simulations of the entire structure needed in the two models. This number is equal to M = 15 (i.e., the number of the expansion coefficients) for the WCE model, while it is equal to the number of FDTD grid cells along the source line A, which is 480 for the brute-force model. Thus, the simulation based on the WCE model is 32 times faster than that using the brute-force model. Figure 4(a) shows the relative error of the WCE model with respect to the brute-force model as a function of the number of expansion coefficients, M . To calculate the relative error, we first calculate the sum of the square of the differences between the two power spectra (from the two models) for all frequencies and all points at the output line B. Then we divide this sum by the sum of the square of the power spectrum for all frequencies and all points at the output line B calculated using the brute-force model. The exact mathematical formulation for the relative error is as follows:
Comparison of the brute-force model and the WCE model.
where N p and N f are the number of grid cells on output line B and the number of discrete frequencies in our numerical simulation, respectively. Note that we use all the frequencies and all the points at the output line B to show the accuracy of our model. Figure 4 (a) clearly shows that the results of the WCE model very quickly become close to those of the brute-force model with negligible error (the error is 0.08% for M = 15), which is a direct observation of its fast convergence. Figure 4 (b) shows the simulation time advantage of the WCE model with respect to the brute-force model. As seen in this figure, for larger M values the gain in simulation time of the WCE model over the brute-force model is decreased. This is because by increasing M , the number of distinct PDEs in (3.6) and equally the number of FDTD simulations for the WCE model are increased. Therefore, the overall WCE simulation takes longer. Table 1 shows the number of expansion coefficients M required in the WCE model for ensuring certain upper bounds of relative error. Correspondingly, the gain in simulation time is calculated and has been given in the table. As an example, for an accuracy better than 99%, we have to truncate the WCE series in (3.3) at M = 12, and hence the numerical simulation is performed almost 40 times faster than the brute-force model. Moreover, the data in Table 1 clearly verify the fast convergence behavior of the WCE model. Comparing the first and the third columns tells us by inclusion of only five more expansion coefficients in the WCE model that the error is reduced by 100 times. 
Relation between
Therefore, if we integrate both sides against dW (s) over [0, y], we have
Then by using (5.1) to expand the solution u on these two bases, we have Proof. First of all, we note that in the brute-force method if the point source at y j is excited, then J z (x A , y, t) = δ j (y)V (t) is the input source for (3.1), where Following the linearity of (3.6), it is easy to check that u h j can be expressed as
Taking h to 0, we obtain (5.3).
On the other hand, the piecewise constant functions u
It is obvious that
which implies
Following the linearity of (3.6) again, we have
which is (5.4). As mentioned earlier in section 4.2, we are particularly interested in the second moment of the solutions in many applications, and it can be computed by the WCE coefficients as follows. This result confirms the equivalence of the second moments of the brute-force model and the WCE model as shown in Figure 3 . Note that in general this is not true for other statistical moments. Hence, for a correct comparison between their other moments, one has to use the linear transformations given in Theorem 5.2 to find the corresponding relation.
Conclusion.
We have proposed a stochastic model for spatially incoherent sources. Then we have successfully applied the WCE method to solve the Helmholtz wave equation excited by such an input source. Using this method, it has been shown that the stochastic wave equation is reduced to a set of deterministic PDEs for the expansion coefficients of the random fields. All the statistical moments of the field values can be directly calculated using these expansion coefficients.
We have used the standard FDTD technique to numerically simulate these deterministic PDEs for a typical inhomogeneous propagation environment: a 2D square lattice PC. We have compared the WCE method with the exact brute-force model and demonstrated its advantage and efficiency. It has been shown that the WCE method very accurately models the propagation of spatially incoherent source much faster than the brute-force model. This is a consequence of the extremely fast convergence behavior of the WCE series in which a very small number of expansion terms is fairly enough for achieving accurate modeling.
Finally, it has been shown that the brute-force model defined in the old texts of classical optics is related to the WCE model through a linear transformation. Naturally, by wisely choosing the basis functions we can benefit from the reduced simulation time while not sacrificing accuracy. Of course the next step in this study is to search for the optimal set of basis functions that guarantees faster simulation of the spatially incoherent source, which is out of the scope of this manuscript.
Although we did not show any three-dimensional (3D) simulation in this paper, all the analytical formulation and numerical implementation can likewise be carried out on a 3D propagation medium and with no difficulty. Moreover, the simulation time advantage of the WCE model will be even more profound for 3D structures with 2D source planes as the number of input source points needed for the brute-force simulation will be huge in this case.
