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Abstract
An observer based boundary controller for infinite-dimensional port-Hamiltonian system defined on 1D spatial domains is
proposed. The design is based on an early-lumping approach in which a finite-dimensional approximation of the infinite-
dimensional system is used to design the observer and the controller. The main contribution is a constructive method
which guarantees that the interconnection between the controller and the infinite-dimensional system is asymptotically
stable. A Timoshenko beam model has been used to illustrate the approach.
Keywords: infinite-dimensional systems, port-Hamiltonian systems, boundary control, Luenberger observer.
1. Introduction
Boundary control systems (BCS) (Fattorini, 1968) is a
class of control systems where the dynamics is described by
partial differential equations (PDEs) with actuation and
measurement situated at the boundaries of the spatial do-
main. Motivated by technological advances, these type
of systems have been of great interest for engineers and
mathematicians during the last decades since a large class
of physical processes can be represented as BCS. This is
for instance the case of beams and waves in mechanical
systems, heat bars and bed reactors in chemical systems
or telegraph equations in electronic systems, among oth-
ers (Curtain and Zwart, 2012). Recently, the control of
BCS has been addressed by using the framework of port-
Hamiltonian systems (PHS) (van der Schaft and Maschke,
2002; Le Gorrec et al., 2005). Boundary controlled PHS
(BC-PHS) are an extension of the Hamiltonian formula-
tion of mechanical systems to open multi-physical systems
(Duindam et al., 2009). This formalism has been proven
to be particularly suitable for the modeling and control of
complex physical systems, such as systems described by
infinite-dimensional or non-linear models. The stability,
stabilization and control synthesis of BC-PHS have been
addressed in (Villegas et al., 2009; Ramirez et al., 2014;
Augner and Jacob, 2014; Macchelli et al., 2017; Ramirez
et al., 2017). More recently, the framework has been ex-
tended to deal with robust and adaptive regulation (Mac-
chelli and Califano, 2018; Humaloja and Paunonen, 2018).
In the case of observer-based control design there are gen-
erally two approaches. The first one is the late-lumping ap-
proach in which the observer is designed from the infinite-
dimensional systems (Guo and Xu, 2007; Meurer, 2013).
The main problem comes from the infinite-dimensional as-
pect of the controller structure that needs to be reduced for
practical and real-time implementation. The second one
is the early-lumping approach. In this case, the system is
first approximated and a finite-dimensional observer is im-
plemented on the reduced order system. The main draw-
back is the spillover effect induced by the use of a reduced
order controller on the infinite-dimensional system, lead-
ing to high-frequency mode destabilization (Bontsema and
Curtain, 1988). The main result of this paper is the propo-
sition of a systematic synthesis method for observer-based
boundary controller design for BC-PHS defined on one di-
mensional spatial domains. A finite-dimensional PHS ap-
proximation of the BC-PHS is used to design a strictly pos-
itive real PHS observer. The observer is then used to com-
pute the boundary control law for the infinite-dimensional
system. Using the passivity properties of power preserv-
ing interconnection of PHS it is then possible to guarantee
the asymptotic stability of the closed-loop system. The
controller hence allows to assign the low-frequency modes
while guaranteeing stable high-frequency modes, avoiding
spillover effects. This paper is organized as follows: Sec-
tion 2 gives a background on port-Hamiltonian systems.
Section 3 gives the main result of this work. Section 4
presents a numerical example, namely a boundary actu-
ated one-dimensional Timoshenko beam.
2. Background on port-Hamiltonian systems
2.1. Some notation
In this paper, Mn(R) denotes the space of n× n square
matrices whose entries lie in the space R and I denotes
the identity matrix of appropriate dimensions. By 〈·, ·〉L2
or only 〈·, ·〉 we denote the standard inner product on
L2(a, b;Rn) and the Sobolev space of order p is denoted
by Hp((a, b),Rn). A detailed description of the class
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of boundary control systems under consideration can be
found in (Le Gorrec et al., 2005; Jacob and Zwart, 2012).
In the next section, we recall some basic properties of this
class of systems.
2.2. Boundary controlled port-Hamiltonian systems
The class of one-dimensional PDEs under study, with
inputs and outputs at the spatial boundaries, is given by
the following set of equations
P

∂z
∂t
(ζ, t) = P1
∂
∂ζ
(L(ζ)z(ζ, t)) + (P0 −G0)L(ζ)z(ζ, t),
u(t) = W
( f∂(t)
e∂(t)
)
, z(ζ, 0) = z0(ζ),
y(t) = W˜
( f∂(t)
e∂(t)
)
, t ≥ 0, ζ ∈ [a, b],
(1)
with t > 0 the time variable and ζ ∈ (a, b) the 1D
spatial coordinate, and z(ζ, t) ∈ Rn the state variable.
P1 = P
>
1 ∈Mn(R) is a non-singular matrix, P0 = −P>0 ∈
Mn(R), G0 = G>0 ≥ 0 ∈ Mn(R), L(·) ∈ Mn(L2(a, b)) is
a bounded and continuously differentiable matrix-valued
function satisfying for all ζ ∈ (a, b), L(ζ) = L>(ζ) and
mI < L(ζ) < MI with M > m > 0 both scalars indepen-
dent on ζ. The state space is Z = L2(a, b;Rn) with inner
product 〈z1, z2〉L = 〈z1,Lz2〉 and norm ‖z‖2L = 〈z, z〉L.
Hence Z is a Hilbert space and the norm ‖ · ‖2L is usu-
ally proportional to the stored energy of the system, hence
z(ζ, t) is called energy variable and L(ζ)z(ζ, t) is called co-
energy variable. For simplicity, we write z and Lz instead
of z(ζ, t) and L(ζ)z(ζ, t) unless otherwise stated and argu-
ments of dependent variables may be omitted.
Definition 1. Let Lz ∈ H1(a, b;Rn). Then, the boundary
port variables associated with (1) are the vectors f∂ and
e∂ ∈ Rn, defined by(
f∂(t)
e∂(t)
)
=
1√
2
(
P1 −P1
I I
)(L(b)z(b, t)
L(a)z(a, t)
)
. (2)
Note that, the port-variables are nothing else than a
linear combination of the boundary variables. We also
define the matrix Σ ∈M2n(R) as follows
Σ =
(
0 I
I 0
)
. (3)
The following theorem ensures the existence and unique-
ness of solutions of (1).
Theorem 2. (Le Gorrec et al., 2005) Let W be a n× 2n
real matrix. If W has full rank and satisfies WΣW> ≥ 0
then the system (1) with input
u(t) = W
(
f∂(t)
e∂(t)
)
(4)
is a BCS on Z. Furthermore, the operator Az =
P1
∂
∂z (Lz) + (P0 −G0)Lz with domain
D(A) =
{
Lz ∈ H1(a, b;Rn)
∣∣∣∣∣
(
f∂(t)
e∂(t)
)
∈ kerW
}
generates a contraction semigroup on Z.
Let W˜ be a full rank matrix of size n × 2n with[W W˜ ]>
invertible and P
W,W˜
given by
P
W,W˜
=
(
WΣW> WΣW˜>
W˜ΣW> W˜ΣW˜>
)−1
. (5)
Define the output of the system as the linear mapping
C : L−1H1(a, b;R) −→ Rn
y(t) = Cz(ζ, t) = W˜
(
f∂(t)
e∂(t)
)
(6)
Then, for u ∈ C2(0,∞;Rk), Lz(ζ, 0) ∈ H1(a, b;Rn) and
u(0) = W
(
f∂(0)
e∂(0)
)
the following balance equation is sat-
isfied
1
2
d
dt
‖z(ζ, t)‖2L =
1
2
(
u(t)
y(t)
)>
P
W,W˜
(
u(t)
y(t)
)
(7)
Remark 3. The matrix(
W
W˜
)
Σ
(
W
W˜
)>
=
(
WΣW> WΣW˜>
W˜ΣW> W˜ΣW˜>
)
(8)
is invertible if and only if [W W˜ ]> is invertible.
In this work, we shall consider an early-lumping ap-
proach, i.e., the controller and observer are designed on
a finite dimensional approximation of (1). The following
assumption is considered
Assumption 4. There exists the following finite-
dimensional approximation of (1)
P
{
x˙(t) = (J −R)Qx(t) +Bu(t)
y(t) = B>Qx(t)
(9)
where x ∈ Rnc with nc given by the order of the approxi-
mation, J = −J>, R = R> ≥ 0, Q = Q> > 0 all of them
in Mnc(R) and B ∈ Rnc×n. Furthermore we assume (9)
to be controllable and observable. For simplicity, we shall
define A = (J − R)Q and C = B>Q and we will refer to
the system (A,B,C) as the approximated model of (1).
Remark 5. Approximation schemes which preserve the
port-Hamiltonian structure of the original system using
mixed finite elements or finite differences on staggered
grids for instance, can be found in (Seslija, 2013; Tren-
chant et al., 2018).
3. The observer-based controller
The main objective of this work is to design a reduced
order controller that achieves some desired performances
2
on the finite dimensional system (9) while ensuring closed-
loop stability when applied to the infinite dimensional sys-
tem (1). The considered controller is an observer based
state feedback
u(t) = r(t)−Kxˆ(t) (10)
where xˆ ∈ Rnc , r ∈ Rn with the Luenberger observer
˙ˆx(t) = Axˆ(t) +Bu(t) + L(y(t)− Cxˆ(t)) (11)
with matrices K ∈ Rn×nc , L ∈ Rnc×n to be designed and
(A,B,C) defined in (9). Note that, nc is the size of the
observer given by the chosen discretization scheme and n
is the number of boundary variables.
Several issues can arise when using an early-lumping ap-
proach to design the control, the most critical one being
the loss of stability when the controller is applied on the
infinite-dimensional system. It is known as the spillover
effect (Bontsema and Curtain, 1988). Consider the follow-
ing illustrative example.
Example 6. Consider the wave equation with unitary pa-
rameters and Neumann boundary control, The system can
be written in the form (1) with
P1 =
[
0 1
1 0
]
, P0 = G0 = 0,L = I2
This model is discretized by using finite differences on stag-
gered grids in order to preserve the structure of the system.
Consider nc = 59 elements for the discretization. G0 = 0
implies R = 0 thus all the eigenvalues of A are on the
imaginary axis as shown in Fig. 1 (a). (A,B) is control-
lable and (A,C) observable, hence K and L can be designed
such that AK = A− BK and AL = A− LC are Hurwitz.
Using for instance the LQR method the closed-loop eigen-
values can be assigned as in Fig.1 (a). The question that
naturally arises is if the same control law, i.e., the same
choice of matrices K and L, preserves the stability when
applied on the infinite-dimensional system. The answer in
general is no. In this particular case for instance, when
increasing the order of the discretized model to nc = 67,
the closed-loop system turns unstable as shown in Fig. 1
(b).
In what follows we start from the achievable closed-loop
performances on the finite dimensional system i.e. an ap-
propriate choice of K, and design the observer gain such
that the Luenberger observer (11) is a strictly positive real
PHS. Then we show that since (10) corresponds to a power
preserving interconnection between the infinite system and
the dynamic boundary controller the closed-loop system is
asymptotically stable.
3.1. Some technical results
Before presenting the main result we give the follow-
ing definitions, lemma, corollary and theorem which are
instrumental in the proof.
Figure 1: (a): λ(A): discretized model eigenvalues with nc = 59,
λ(AK): A − BK eigenvalues and λ(AL): A − LC eigenvalues. (b):
λ(Ah): discretized model eigenvalues with nc = 67, λ(Acl): closed-
loop eigenvalues.
Definition 7. A n×n transfer matrix G(s) is positive real
(PR) if G(s) +G>(s¯) ≥ 0 for all s such that Re(s) > 0.
Definition 8. A n × n transfer matrix G(s) is strictly
positive real (SPR) if there exists a scalar ε > 0 such that
G(s− ε) is PR.
Lemma 9. (Lefschetz-Kalman-Yakubovich) (Tao and
Ioannou, 1988) Assume for the system (A,B,C,D) that
(A,B) is controllable and (A,C) is observable. Then, the
transfer matrix G(s) = C(sI − A)−1B +D is SPR if and
only if there exist real matrices P = P> > 0, L, W and a
scalar ε > 0 such that
PA+A>P = −L>L− εP (12a)
C −B>P = W>L (12b)
D +D> = W>W (12c)
Corollary 10. The system (A,B,C,D) with A = (J −
R)Q, C = B>Q and D = 0 is strictly positive real if
J = −J>, R = R> > 0 and Q = Q> > 0.
Proof. From Lemma 9 choose P = Q and W = 0, then
(12c) is trivial, (12b) is C = B>Q and (12a) becomes
L>L = 2QRQ− εQ (13)
then, for R > 0 there exists a constant ε > 0 such that the
right hand side is positive definite, giving a solution for L,
using for instance Cholesky factorization.
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The next theorem assures the stability of (1) intercon-
nected in a power preserving way with a SPR controller.
Theorem 11. (Villegas, 2007, Ch. 5.1.2) Consider (1)
with u(t) defined according to Theorem 2 and y(t) such
that
1
2
d
dt
‖z(ζ, t)‖2L = u>(t)y(t). (14)
i.e. WΣWT = W˜ΣW˜ = 0 and W˜ΣW = 0. Consider
also a finite-dimensional controller with input uc(t) and
output yc(t) such that its transfer matrix is SPR. Then,
the closed-loop system with the passive interconnection
uc(t) = y(t) (15a)
u(t) = −yc(t) (15b)
is well-posed and asymptotically stable.
3.2. Problem statement
In what follows we consider the finite dimensional ap-
proximation (9) of (1).
Definition 12. The control scheme is shown in Fig. 2,
with the SPR-PH observer based controller given by
C

˙ˆx(t) = (Jc −Rc)Qcxˆ(t) +Bcuc(t) +Br(t)
yc(t) = B
>
c Qcxˆ
yr(t) = B
>Qcxˆ,
(16)
with Jc = −J>c , Rc = R>c > 0, Qc = Q>c > 0 ∈ Rnc×nc ,
Bc ∈ Rnc×n and B from (9). and
uc(t) = y(t), u(t) = r(t)− yc(t) (17)
Figure 2: Control scheme
Furthermore ((Jc −Rc)Qc, Bc) is controllable.
Theorem 13. The control scheme of Definition 12 is
asymptotically stable and converges to zero when r(t) = 0.
Proof. Consider the total energy as Lyapunov function
V (x, xˆ) =
1
2
x>Qx+
1
2
xˆ>Qcxˆ
Then from (9) and (16) we have
V˙ (x, xˆ) ≤ −xˆ>QcRcQcxˆ,
where RC > 0 from Definition 12. From Lasalle’s invari-
ance principle the system converges to the invariant set
corresponding to V˙ (x, xˆ) = 0, i.e. ‖xˆ‖2 = 0. In this
case, from (16) and (17) uc = y = 0, the controller be-
ing controllable. The system (9) being observable the only
equilibrium point is 0.
In what follows, we propose to start from the achievable
closed loop performances obtained by state feedback to
build an observer based controller i.e. Jc, Rc, Qc and
Bc in (16) that is strictly positive real, i.e. satisfies the
conditions of Corollary 10.
Proposition 14. The interconnection of the system (9)
with the observer based controller (10)-(11) is equivalent
to Definition 12 if the following matching conditions are
satisfied
(Jc −Rc)Qc = A−BK − LC
B>c Qc = K
Bc = L.
(18)
Proof. The matching equations (18) are directly obtained
replacing (10) in (11) and identifying with (16) in order to
get a passive and collocated dynamic controller.
3.3. Main result
The following proposition is the main contribution of
this work. It is based on two main assumptions.
Assumption 15. The matrix K has been designed such
that A−BK is Hurwitz by using traditional methods such
as LQR design, pole-placement or LMI passivity based con-
trol, such as for instance in (Prajna et al., 2002).
Assumption 16. The matrix Rc is chosen such that the
following matrix
HM =
(
AK 2Rc
−CK −A>K
)
(19)
with
AK = A−BK, CK = −(K>C + C>K), (20)
has no pure imaginary eigenvalues.
Remark 17. A simple choice for Rc is Rc = αI for some
α > 0 small enough such that the matrix (19) has no pure
imaginary eigenvalues.
Proposition 18. Under Assumptions 15 and 16, there
exists a matrix Qc = Q
>
c > 0, solution of the algebraic
Riccati equation (ARE)
A>KQc +QcAK + 2QcRcQc + CK = 0, (21)
such that the matching equations (18) are satisfied with
Jc =
1
2
[
AKQ
−1
c −Q−1c A>K −Q−1c (K>C − C>K)Q−1c
]
Bc = Q
−1
c K
>
L = Bc.
(22)
Furthermore, the matrix A− LC is Hurwitz.
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Proof. From (Kosmidou, 2007) it is known that if the
Hamiltonian matrix (19) has no pure imaginary eigenval-
ues then there exists a solution Qc = Q
>
c > 0 for (21).
Hence we only need to prove that (21) is compatible with
the matching equation (18) for Jc and L as in (22). Since
Qc is invertible and solution of (21) we have
Rc = −1
2
[
Q−1c A
>
K +AKQ
−1
c +Q
−1
c CKQ
−1
c
]
= −1
2
[
Q−1c A
>
K +AKQ
−1
c −Q−1c (K>C + C>K)Q−1c
]
(23)
Then using (22) and (23) we have
(Jc −Rc)Qc = 1
2
(2AKQ
−1
c − 2Q−1c K>CQ−1c )Qc
= AK −Q−1c K>C
= AK − LC
= A−BK − LC
(24)
which correspond to (18). From Theorem 13 the closed
loop system
d
dt
(
x
xˆ
)
=
(
A −BK
BcC (Jc −Rc)Qc
)(
x
xˆ
)
+
(
B
B
)
r (25)
is asymptotically stable. Applying the following transfor-
mation (
x
x˜
)
=
(
I 0
I −I
)(
x
xˆ
)
the closed loop system (25) can be written
d
dt
(
x
x˜
)
=
(
AK BK
AK −BcC −Ac Ac +BK
)(
x
x˜
)
+
(
B
B
)
r
(26)
with AK = A − BK, Bc = L and Ac = (Jc − Rc)Qc =
A−BK − LC or equivalently
d
dt
(
x
x˜
)
=
(
A−BK BK
0 A− LC
)(
x
x˜
)
+
(
B
0
)
r (27)
Since AK is Hurwitz, and the closed-loop system asymp-
totically stable, A− LC is also Hurwitz.
Theorem 19. Let’s consider the infinite dimensional sys-
tem (1) with u = −Kxˆ and xˆ solution of the dynamic equa-
tion (16) under Proposition 18. The closed loop system is
asymptotically stable
Proof. The proof is a direct application of Theorem 11,
Lemma 9 and Proposition 18
Remark 20. One special case of Proposition 18 is pro-
posed in (Wu et al., 2018) in te context of reduced order
control of finite dimensional PHS. There the matrix K ob-
tained by LQR method and the matrix Qc = Q.
4. Example: the Timoshenko beam
Consider the boundary control of a Timoshenko beam
clamped at the left side and controlled through force and
torque at the right side. Both longitudinal velocity and
angular velocity measurements at the right side are used
for control. The dynamical model can be written in the
form (1) with
P1 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 , P0 =

0 0 0 −1
0 0 0 0
0 0 0 0
1 0 0 0
 ,
L(ζ) =

T (ζ) 0 0 0
0 1ρ(ζ) 0 0
0 0 EI(ζ) 0
0 0 0 1Iρ(ζ)
 , G0 = 0
where T (ζ) is the shear modulus, ρ(ζ) is the mass per unit
length, EI(ζ) is the Youngs modulus of elasticity E multi-
ply by the moment of inertia of a cross section I, and Iρ(ζ)
is the rotatory moment of inertia of a cross section. The
state variables are: the shear displacement, the transverse
momentum distribution, the angular displacement and
the angular momentum distribution defined respectively
as z1(ζ, t) =
∂w
∂ζ
(ζ, t) − φ(ζ, t), z2(ζ, t) = ρ(ζ)∂w
∂t
(ζ, t),
z3(ζ, t) =
∂φ
∂ζ
(ζ, t) and z4(ζ, t) = Iρ(ζ)
∂φ
∂t
(ζ, t), where
w(ζ, t) and φ(ζ, t) are respectively the transverse dis-
placement of the beam and the rotation angle of neutral
fiber of the beam. Note that, T (ζ)z1(ζ, t) is the shear
force, 1ρ(ζ)z2(ζ, t) the longitudinal velocity, EI(ζ)z3(ζ, t)
the torque and 1Iρ(ζ)z4(ζ, t) the angular velocity. We
choose as inputs and outputs
u(t) =

1
ρ(a)z2(a, t)
1
Iρ(a)
z4(a, t)
T (b)z1(b, t)
EI(b)z3(b, t)
 , y(t) =

−T (a)z1(a, t)
−EI(a)z3(a, t)
1
ρ(b)z2(b, t)
1
Iρ(b)
z4(b, t)

(28)
The total energy of the beam is
H(t) =
1
2
‖z(ζ, t)‖2L =
1
2
∫ b
a
z>(ζ, t)L(ζ)z(ζ, t)dζ. (29)
4.1. Discretization
The infinite dimensional system is discretized using fi-
nite differences on staggered grids (Trenchant et al., 2018)
considering nc = 20 elements. The finite dimensional
model (9) is then given by
J =

0 D 0 −F
−D> 0 0 0
0 0 0 D
F> 0 −D> 0
 (30)
5
R = 0, Q = h

Q1 0 0 0
0 Q2 0 0
0 0 Q3 0
0 0 0 Q4
 (31)
where Qi, i ∈ {1, · · · , 4} are diagonal matrices containing
the evaluation of T (ζ), 1ρ(ζ) , EI(ζ) and
1
Iρ(ζ)
respectively,
at the specific points chosen for the discretization with
D =
1
h2

1 0 . . . 0
−1 1 . . . 0
...
. . .
. . .
. . .
0 0 . . . 1
 , F = 12h

1 0 . . . 0
1 1
. . . 0
...
. . .
. . .
. . .
0 0 . . . 1
 ,
(32)
And
B =

b11 b12 0 0
0 0 b23 0
0 b32 0 0
0 0 b43 b44
 (33)
with
b11 =
1
h

−1
0
...
0
 , b12 = 12

−1
0
...
0
 , (34)
b23 =
1
h

0
0
...
1
 , b43 = 12

0
0
...
1
 (35)
b32 = b11, b44 = b23. (36)
The state variable are
x(t) =
[
xd1(t) x
d
2(t) x
d
3(t) x
d
4(t)
]>
where xdi (t) ∈ R20, i ∈ {1, · · · , 4}. The disretization step is
h = 0.0488, being the length of the beam 0.3m. The beam
is clamped at the left side and force and torque actuators
at the right side are considered, Tz1(b, t) and EIz3(b, t)
respectively. Hence b11 = b12 = b32 = 0, which give pairs
(A,B) controllable and (A,C) observable. In this case
C = B>Q.
4.2. The observer based state feedback design
The design of K is performed using the Matlab LQR
Toolbox with the following weight matrices: QLQR =
0.1Inc , RLQR = 1I4 and NLQR = 0. Following Propo-
sition 18, we choose Rc = 10Inc , which guarantees that
the Hamiltonian matrix (19) has no pure imaginary eigen-
values. The ARE (21) is solved for Qc with the algorithm
proposed in (Lanzon et al., 2008). The eigenvalues of the
matrices A, A−BK and A−LC are shown in Fig. 3 (a).
Using the same controller on a higher order discretization
of the beam, choosing nc = 120, the closed-loop eigenval-
ues depicted in Fig. 3 (b) are obtained. The closed loop
system remains stable and the high frequency modes are
not destabilized. Even if nc → ∞, the closed-loop eigen-
values do not cross the imaginary axis.
Figure 3: (a): λ(A): discretized model eigenvalues with nc = 80,
λ(AK): A − BK eigenvalues and λ(AL): A − LC eigenvalues. (b):
λ(A∞): discretized model eigenvalues with nc = 120, λ(Acl): closed-
loop eigenvalues.
Figure 4: Error between actual and estimated Hamiltonian energy
4.3. Simulations
Simulations are performed in Matlab using the following
parameters: t = [0, 0.2] s, with step time δt = 2 µs, [a, b] =
[0, 300] mm, T = 3.4531 × 105 Pa, ρ = 0.0643 kg.m−1,
EI = 37.0116 Pa.m4 and Iρ = 2.1485 × 10−6 Kg.m2.
The stabilization is studied with respect to zero from a
given initial condition. We see in Fig. 4 that the esti-
mated Hamiltonian energy converge to the real one and
both converge to zero asymptotically. The evolution of
the collocated inputs and outputs (28) are given in Fig.
5. Only these inputs and outputs are included since
u1(t) = u2(t) = 0 and the outputs have all similar behav-
ior. We see that the observer boundary variables converge
to the actual system outputs asymptotically. The bound-
ary control variables are shown in Fig. 5 and are obtained
from the proposed LQR control design method on the fi-
nite dimensional approximation of the actual system.
6
Figure 5: Inputs: (a): force at the right (u3 = Tz1(b, t)); (b): torque
at the right (u4 = EIz3(b, t)). Outputs: (c): actual transverse ve-
locity (y3 =
1
ρ
z2(b, t)) and its estimate (yˆ3 =
1
ρ
zˆ2(b, t)); (d): actual
angular velocity (y4 =
1
Iρ
z4(b, t)) and its estimate (yˆ4 =
1
Iρ
zˆ4(b, t)).
Finally the deformation of the beam is shown in Fig. 6.
It shows that the vibrations along the beam are attenuated
in a quite short time.
Figure 6: Displacement of the beam for time t ∈ [0, 0.2] and space
ζ ∈ [0, 0.3].
5. Conclusion
An observer based boundary controller has been pro-
posed for a class of boundary controlled PHS defined on 1D
spatial domains. The design is based on an early-lumping
approach in which a finite dimensional PHS approxima-
tion of the infinite dimensional system is used to design
the observer and the controller. The main contribution
is a constructive method that guarantees that the finite-
dimensional dynamic boundary controller is a strictly pos-
itive real PHS. This guarantees that the interconnection
between the controller and the infinite dimensional sys-
tem is asymptotically stable. The stabilization of a Tim-
oshenko beam with force and torque actuators and collo-
cated measurements (velocities) has been used to illustrate
the approach.
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