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Durante los u´ltimos an˜os, se han utilizado muchos sistemas para reconstruir escenarios tri-
dimensionales partiendo de ima´genes o v´ıdeos. La expansio´n de estas herramientas va acom-
pan˜ada del proliferante mercado de los videojuegos y de los avances en el mundo de la robo´tica,
especialmente dentro de la navegacio´n espacial[1]. Existen ma´s aplicaciones, por ejemplo, en la
Medicina[2] o la Astrof´ısica[3].
Algunos de estos sistemas utilizan los algoritmos de segmentacio´n de imagen[4] para identi-
ficar objetos y zonas de intere´s, y as´ı poder estimar una profundidad, ya sea partiendo de una[5]
o varias ima´genes[6].
Este trabajo se basa en una de estas aplicaciones: Make3D[7, 8, 9]. Esta aplicacio´n se uti-
liza para realizar una reconstruccio´n 3D a partir de una u´nica imagen. Este proyecto aporta
ampliaciones funcionales del framework de la herramienta Make3D permitiendo la utilizacio´n
de filtros de imagen y varios algoritmos de segmentacio´n. El enfoque principal es dar una ma-
yor versatilidad a la herramienta, mejorando los resultados de la reconstruccio´n a trave´s de la
mejora de los resultados de la segmentacio´n.
Para poder cuantificar la mejora de la segmentacio´n, se an˜ade a la arquitectura un sistema
de evaluacio´n automa´tica que obtiene las me´tricas de Precision y Recall a trave´s de ima´genes
previamente segmentadas por personas.
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Abstract
Over the last few years, several systems have been applied generate a three-dimensional
environment through pictures or videos. These methodologies have been recently improved is
several fields such as video-game and Robotics[1], amongs others. Others relevant applications
are, for example, Medical field[2] and Astrophysics[3].
They use image segmentation algorithms to recognize objects and areas of interest. This
information is used to estimate a depth, using a single image[5] or more images[6].
This proyect is based on one of these tools: Make3D[7, 8, 9]. It is used to generate a three-
dimensional scene using a single image. This project provides extensions for the Make3D frame-
work such as the use of image filters and different image segmentation algorithms. The goal is
to provide more versatility to the tool. This new framework improves the reconstruction quality
enriching the segmentation results.
To measure the segmentation results, an automatic evaluation system to calculate Precision
and Recall metrics (compared with previous human-based segmentations) has been included in
the framework.
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En Data Mining[10] se utilizan te´cnicas como la segmentacio´n para separar instancias en
grupos que tengan caracter´ısticas similares. Un caso especial es la segmentacio´n en ima´genes,
que permiten identificar objetos distintos o zonas. Uno de los usos que se le pueden dar a esta
te´cnica es la reconstruccio´n de una imagen simple a un escenario 3D. Esta te´cnica aprove-
cha la segmentacio´n para aproximar la profundidad geome´trica de la imagen, suponiendo una
perspectiva co´nica.
Este proyecto trata de crear una arquitectura que aplique filtros de imagen y algoritmos de
segmentacio´n de ima´genes para poder despue´s, con la herramienta Make3D[7, 8, 9], reconstruir
dichas ima´genes a una representacio´n 3D. Adema´s de los filtros, los algoritmos de segmentacio´n
y la reconstruccio´n 3D, se han usado te´cnicas de evaluacio´n cla´sicas como Precision y Recall[11],
para calcular la calidad del resultado del proceso.
La representacio´n 3D final no es exacta sino aproximada, por lo que se pueden observar
valores at´ıpicos que no concuerdan con la realidad (por ejemplo que el cielo este´ ma´s cerca o
que no se tengan en cuenta objetos como a´rboles o farolas). Depende mucho de la resolucio´n de
la imagen y la correcta segmentacio´n de la misma. Debido a esto, esta arquitectura pretende,
mediante filtros de imagen, ayudar a la segmentacio´n de la misma y flexibilizar su ejecucio´n.
Finalmente se ha realizado, entre los distintos procesos de filtrado y segmentacio´n, una
comparativa sobre un conjunto de 25 ima´genes para valorar que´ combinacio´n de te´cnicas ofrece
un mejor resultado.
Este trabajo se estructura de la siguiente manera: la Seccio´n 2 introduce el estado del arte,
la Seccio´n 3 presenta la arquitectura, la Seccio´n 4 se enfoca las pruebas y los resultados y,
finalmente, la u´ltima seccio´n expone las conclusiones y el trabajo futuro.
1.1. Motivacio´n del proyecto
La motivacio´n del proyecto es la implementacio´n de una herramienta que pruebe y analice
distintos algoritmos de segmentacio´n de ima´genes, y que, mediante estas segmentaciones, se
reconstruya con la herramienta Make3D [7, 8, 9] una representacio´n 3D en formato VRML
(Virtual Reality Modeling Language).
Para esto, se parte de la hipo´tesis de que si se obtiene una mejor segmentacio´n de la imagen
se obtendra´ una reconstruccio´n ma´s definida y de mayor calidad. Cabe destacar que no toda
1
Crear escenarios 3D a partir de fotos
imagen es va´lida, se han utilizado, por lo general, ima´genes a color en formato RGB (Red-
Green-Blue) y que tuviesen una profundidad geome´trica dentro de la perspectiva co´nica. Estas
ima´genes se han seleccionado de la base de datos de ima´genes de Berkley[12].
Para evaluar el correcto funcionamiento del algoritmo de segmentacio´n se han llevado a
cabo una serie de pruebas. Los resultados se han comparado con las ima´genes segmentadas por
personas de la base de datos[12]. Para la evaluacio´n de se han utilizado las me´tricas cla´sicas de
Precision y Recall[11].
El proceso se ha dividido en:
1. Un filtrado de la imagen original: que resalta las partes u objetos fundamentales de
ella.
2. El clustering o segmentacio´n real de e´sta: que nos traduce la imagen a a´reas u
objetos de intere´s (de forma ciega).
3. Un filtrado de la imagen segmentada resultado: que elimina ciertas a´reas que por
su taman˜o pueden no ser importantes.
1.2. Objetivos del proyecto
Los objetivos del proyecto son:
1. Desarrollar una base de datos de ima´genes y segmentaciones (realizadas por humanos).
2. Implementar una serie de filtros de pre-procesado de imagen que remarquen el cambio de
zona a zona y que homogenicen los p´ıxeles de una misma zona.
3. Aplicar algoritmos de clustering de ima´genes.
4. Implementar una serie de filtros de imagen segmentada que elimine las zonas pequen˜as o
poco importantes.
5. Implementar una automatizacio´n del ca´lculo de me´tricas de evaluacio´n: Precision, Recall
y F-measure.
6. Integrar la herramienta Make3D para realizar las pruebas.
7. Obtener los resultados y comprobarlos emp´ıricamente con reconstrucciones 3D.
Se ha decido, de cara a cumplir estos objetivos, un enfoque dina´mico que no diese prioridad
a un objetivo en concreto. Se han llevado a cabo pruebas unitarias y globales enfocados a
modificar o eliminar nuevos mo´dulos.
2 CAPI´TULO 1. INTRODUCCIO´N
2
Estado del arte
Esta seccio´n introduce de forma general las te´cnicas aplicadas en el desarrollo del trabajo.
Primero se enfoca en los filtros de pre-procesado y post-procesado, despue´s se centra en la
segmentacio´n y, por u´ltimo, introduce los procesos de reconstruccio´n de imagen a un escenario
3D.
2.1. Filtros de imagen
Con la aparicio´n de la fotograf´ıa digital y su popularizacio´n, las te´cnicas de procesamiento de
imagen se han visto impulsadas. Estas te´cnicas han tenido cantidad de usos distintos: mejorar
la calidad de la imagen [13], eliminar ruido [14], extraer informacio´n [15], comprimir el taman˜o
de la imagen [15] y reconocimiento de patrones (Biometr´ıa)[16], entre otras.
Los filtros de imagen se pueden dividir en tres grandes grupos:
Puntuales: El resultado de un p´ıxel solamente depende de su valor. Los filtros puntuales
ma´s comunes son:
1. La umbralizacio´n[17]: divide en dos secciones la imagen permitiendo las opera-
ciones binarias o la extraccio´n de informacio´n (por ejemplo en textos escaneados).
La divisio´n es mediante un umbral dado que funciona de la siguiente manera: los
p´ıxeles que este´n por debajo de ese umbral estara´n en una seccio´n y los iguales o
superiores en otra. En el caso, por ejemplo, de ima´genes de documentos de texto en
blanco y negro es posible escoger un umbral automa´ticamente que ma´s se ajuste. Se
puede hacer global (un umbral para toda la imagen) o local (cortando la imagen en
secciones y aplicando una umbralizacio´n automa´tica en cada seccio´n).
2. El recorte[17]: selecciona regiones en ima´genes con correspondencia entre valores y
regiones, ba´sicamente consiste en seleccionar uno o varios objetos de la imagen que
este´n en un intervalo de valores fijo.
3. Negativo[17]: se invierte la intensidad de la imagen.
4. Seccionado de niveles[17]: extrae unos niveles de intensidad para resaltarlos o
procesarlos.
Locales: El resultado de un p´ıxel depende de su valor y del valor de los p´ıxeles a su
alrededor en un vecindario finito. Usualmente se utiliza una ventana deslizante o ma´scara
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para su implementacio´n. Se distinguen a su vez en co´mo manejan los bordes f´ısicos de
la imagen, es decir, los p´ıxeles que se encuentran en los l´ımites de la imagen (izquierdo,
derecho, superior e inferior):
1. Filtrado Parcial[17]: los bordes f´ısicos no se tienen en cuenta, por lo que se obtiene
un resultado ma´s pequen˜o. Si la ma´scara es de taman˜o N×N el resultado tendra´ N−12
p´ıxeles menos por lado.
2. Padding[17]: los valores que faltan para completar la ma´scara se toman con el valor
neutro, comu´nmente cero.
3. Convolucio´n circular[17]: se toma la imagen como una representacio´n en forma de
esfera. Es decir, los p´ıxeles anteriores al l´ımite izquierdo son los del l´ımite derecho,
los posteriores al l´ımite derecho son los del l´ımite izquierdo, los superiores al l´ımite
superior son los del l´ımite inferior y los inferiores al l´ımite inferior son los del l´ımite
superior.
Los filtros locales ma´s comunes son:
1. El suavizado[18]: permite eliminar ruido, difuminar bordes o desenfocar.
2. El filtro Gaussiano[19]: tipo especial de suavizado. Es un filtro que suaviza la
imagen mediante una ma´scara obtenida de la curva tridimensional de Gauss. Sirve
para promediar priorizando el centro de la ventana deslizante antes que sus extremos.
3. Filtro de mediana[20, 21]: suavizado mediante la funcio´n estad´ıstica de la mediana,
es decir, se ordenan los valores de los p´ıxeles de la ventana y el resultado es el valor
en el medio. Es u´til para eliminar ruido.
4. Realce de contornos[17]: mediante segundas derivadas como en filtros de Laplace[22,
21], o con desplazamientos de imagen, se resaltan los cambios de intensidad.
5. Dilatacio´n y erosio´n[17]: operadores morfolo´gicos, aquellos basados en la teor´ıa
matema´tica de conjuntos, utilizados frecuentemente en ima´genes binarias para elimi-
nar o destacar elementos de la imagen, y corregir errores en bordes.
Globales: El resultado de un p´ıxel depende de la informacio´n de toda la imagen. Los
filtros globales ma´s comunes son:
1. El filtrado por frecuencia [23, 24]: como los filtros paso bajo, paso banda o paso
alto, que eliminan un rango de frecuencias de la imagen, para comprimir, eliminar
ruido o detectar bordes.
2. Transformaciones: como la Transformada de Fourier[25] que se obtiene una repre-
sentacio´n mediante nu´meros complejos, o la Transformada de Hough[26] que identi-
fica figuras geome´tricas en una imagen.
3. Extraccio´n de puntos de intere´s: obtiene esquinas o puntos de cruce de una ima-
gen. Sirven para comparar ima´genes o buscar patrones, como en las huellas dactilares
[27].
4. Extraccio´n de bordes: extrae los bordes de una imagen como el filtro Laplaciano
[22, 21], basado en la derivada. Otros ma´s actuales son los contornos activos[28].
5. Extraccio´n de regiones[17]: se suele utilizar la umbralizacio´n [29]. Una clase espe-
cial es la segmentacio´n que no so´lo reconoce las distintas regiones sino que las divide
y las etiqueta.
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2.2. Clustering
Las te´cnicas de clustering se han usado sobre todo en Data Mining y en Machine Learning. El
objetivo del clustering es dividir un conjunto de datos en grupos (clusters) de forma ciega,o12q
segu´n un criterio de similitud, ba´sicamente los elementos de cada grupo son similares entre s´ı y
distintos con elementos de distintos grupos.
Los algoritmos de clustering se dividen generalmente en tres tipos de me´todos:
Me´todos Jera´rquicos: Sin saber a priori cuantos clusters hay, estos me´todos producen
una secuencia de particiones; o bien, partiendo de un u´nico cluster y dividiendo hasta
tener un cluster por instancia, o bien, partiendo de un cluster por instancia y uniendo
cluster hasta quedar uno. La unio´n o divisio´n de clusters sigue un criterio especificado en
el algoritmo. Algunos ejemplos son:
1. Dendrogramas[30]: una representacio´n gra´fica en forma de a´rbol. Al inicio del al-
goritmo cada instancia pertenece a un clu´ster distinto, despue´s el algoritmo itera
uniendo los dos clusters que sean los ma´s semejantes.
2. Me´todos de Enlace[31]: los me´todos de enlace utilizan la proximidad de las ins-
tancias para unir en clusters. Se diferencian segu´n el modo:
a) Enlace simple (Single Linkage)[32]: utiliza la distancia mı´nima entre dos
instancias de cada cluster.
b) Enlace completo (Complete Linkage)[33]: utiliza la distancia ma´xima entre
dos instancias de cada cluster.
c) Enlace promedio (Average Linkage)[34]: utiliza la media de las distancias
entre todas las instancias de los dos clusters.
d) Enlace de centroides (Centroid Linkage)[35]: utiliza la distancia entre los
centroides de cada cluster.
e) Me´todo de Ward (Ward Linkage)[36]: utiliza la suma de las distancias al
cuadrado a los centroides de cada cluster.
Me´todos de Particionado: Al saber a priori el nu´mero de clusters en el conjunto de
datos, estos me´todos producen una particio´n de las instancias en ese nu´mero de clusters
siguiendo un criterio de optimizacio´n.
1. K-means[37]: es el algoritmo ma´s comu´n de clustering. Divide en grupos los p´ıxeles
segu´n la distancia eucl´ıdea a los centroides de cada grupo. Hay variaciones de K-
means, por ejemplo, que mejoran la eficiencia filtrando los datos usados[38].
2. Expectation-Maximization[39]: se usa para encontrar estimadores de ma´xima ve-
rosimilitud en modelos probabil´ısticos.
3. Spectral Clustering[40]: utiliza el espectro de la matriz de similitud para reducir
su dimensio´n y agrupar las instancias con este nu´mero menor de dimensiones.
Clustering solapado (Overlapping Clustering): El clustering solapado tiene la di-
ferencia de que una misma instancia puede pertenecer a uno, ninguno o varios clusters.
Uno de los algoritmos de clustering solapado ma´s conocido es una variacio´n del k-means,
el Fuzzy C-means Clustering[41]. Existen dos tipos:
1. Clustering solapado difuso (Fluzzy Overlapping Clustering)[42]: en el clus-
tering difuso una instancia tiene un grado (como en la lo´gica difusa) de pertenencia
a un cluster, y puede estar en varios clusters con distintos grados cada uno.
2. Clustering solapado absoluto (Soft Overlapping Clustering)[43]: en este clus-
tering no existen grados, una instancia puede estar en uno, ninguno o varios clusters,
pero siempre de forma absoluta.
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2.3. Segmentacio´n de imagen
La segmentacio´n de imagen[17] tiene por objetivo dividir la imagen en distintos objetos
o zonas representativas, como muestra la Subseccio´n 2.1, la diferencia entre la extraccio´n de
regiones y la segmentacio´n es que, no solo se reconocen las zonas, sino que se dividen y se
etiquetan. Para la divisio´n se puede tener en cuenta la intensidad de imagen, la frecuencia
(cambio de intensidades), el reconocimiento de figuras geome´tricas, la textura... Sirve sobre
todo en obtener una representacio´n ma´s significativa y ma´s fa´cil de analizar.
En la segmentacio´n de ima´genes se suelen utilizar te´cnicas de clustering, tomando los p´ıxeles
como elementos y los objetos o zonas como clusters. Adema´s de K-means, se suele utilizar
algoritmos de segmentacio´n basados en grafos[44]. Estos traducen la imagen a un grafo en el
que cada p´ıxel se toma como un ve´rtice del grafo y las aristas indican el grado de similitud entre
los nodos, comu´nmente se utiliza la distancia eucl´ıdea de la intensidad o de los colores de los
p´ıxeles. Despue´s se trata de agrupar aquellos ve´rtices que tienen mayor grado de similitud.
Tambie´n se utiliza la segmentacio´n mediante el particionamiento de regiones[45, 46]. Esta
te´cnica es, a diferencia de la anterior, sencilla y de bajo coste computacional. Es un proceso
iterativo que trata de subdividir en regiones ma´s pequen˜as hasta que todas sean homoge´neas o
que las regiones heteroge´neas que quedan este´n por debajo de un taman˜o mı´nimo. Para saber
si la regio´n es homoge´nea se utiliza una funcio´n de similitud y un umbral.
Otras te´cnicas de segmentacio´n utilizan filtros de extraccio´n de regiones (como la umbrali-
zacio´n[29]) y despue´s aplican un algoritmo de etiquetado que se basa en recorrer cada zona y
otorgarle un identificador u´nico.
Tambie´n existen te´cnicas de segmentacio´n basada en modelos[47]. Esta te´cnica se basa en
que en la imagen hay una serie de modelos geome´tricos que se repiten y que, usando un sistema
probabil´ıstico, se pueden reconocer. El principal problema de este sistema es, no solo el conocer
que modelos son los ma´s habituales, sino las posibles combinaciones de estos modelos en la
imagen, teniendo que hacer uso de rotaciones y cambios de taman˜o, y obtener una valoracio´n
estad´ıstica precisa que compare el modelo con el ejemplo seleccionado. En esta te´cnica se suele
utilizar una variacio´n de la Transformada de Hough[26].
Por u´ltimo, cabe mencionar la Transformada divisoria [48] (en ingle´s wathershed). Esta
te´cnica se basa en el uso de un filtro de realce de contornos, como un filtro de Laplace[22, 21], y
en la interpretacio´n topogra´fica de su resultado. El filtro deja una imagen resultado con valores
altos en los bordes de la imagen (haciendo de montan˜as) y bajos en el resto con valores bajos
(haciendo de valles). Si deja´ramos agua en un p´ıxel al azar, este agua caer´ıa a un valle, un
mı´nimo local. Los p´ıxeles cuyo agua cayese en el mismo mı´nimo local se etiquetar´ıan en una
misma zona.
2.4. Reconstruccio´n 3D
Con la popularizacio´n de los videojuegos, las tecnolog´ıas 3D y los motores gra´ficos han
obtenido una gran repercusio´n media´tica, lo que ha permitido un avance en la reconstruccio´n
3D automa´tica a partir de ima´genes, v´ıdeos o informacio´n de varias ca´maras para reducir costes
o interactuar mejor con el usuario. Adema´s, cada d´ıa aumentan los proyectos y trabajos en el
campo de la Robo´tica que utiliza representaciones tridimensionales para poder auto-dirigirse[1].
Un ejemplo es la conduccio´n automa´tica de veh´ıculos[49].
Los algoritmos de reconstruccio´n 3D han utilizando distintos sistemas. Existen casos con
hardware especial, como los sistemas que utilizan sensores la´ser o radar[50]. Existen los que
utilizan dos o ma´s ima´genes[6] o una secuencia de v´ıdeo[51].
La mayor´ıa de los trabajos se basan en nuestra visio´n llamada estereopsis[6, 52, 53, 54], es
decir, en la reconstruccio´n tridimensional de las ima´genes de cada ojo que hace nuestro cerebro.
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Otros trabajos son espec´ıficos para un tipo concreto de ima´genes a tratar o el tipo de objeto
a reconstruir. Como reconstruir ciudades con ima´genes terrestres y ae´reas[55] o la reconstruccio´n
de cuerpos humanos [56].
Otros trabajos se basan en aproximar la profundidad de una u´nica imagen. Entre estos
existen trabajos que utilizan una configuracio´n muy espec´ıfica, como la reconstruccio´n de objetos
conocidos como manos o caras de personas [57], la forma de la sombra[58, 59] o la forma de
la textura[60, 61, 62]. Estos trabajos por lo general asumen un color y/o textura uniforme y,
por lo tanto, funcionan muy mal con ima´genes sin restricciones de color o con muchos tipos de
textura.
En los sistemas que como entrada tienen una u´nica imagen, pueden utilizar objetos de
manera de asistentes, con forma conocida y pro´ximos al objetivo destino[5]. En los sistemas de
secuencias de v´ıdeo se pueden reconstruir la forma de superficies no r´ıgidas[63]. Otros sistemas
utilizan el ana´lisis frecuencial mediante la transformada de Fourier para estimar la profundidad
media de una escena[64].
Otro sistema estima distancias unidimensionales a obsta´culos utilizan aprendizaje automa´ti-
co supervisado para la conduccio´n auto´noma de un coche pequen˜o[65].
Otro sistema se basa en reconstruir modelos tridimensionales de interiores que contienen
solamente paredes y suelo a partir de una u´nica imagen[66].
Otro sistema se basa en una vista u´nica que asume que las l´ıneas y los puntos de fuga son
conocidos en la escena y calcula los a´ngulos entre l´ıneas paralelas para inferir la estructura 3-D
a partir de ima´genes de Manhattan[67].
Este trabajo se basa en la herramienta Make3D[7, 8, 9] un sistema que utiliza una u´nica
imagen para representar un escenario tridimensional. Este sistema utiliza un aprendizaje su-
pervisado para la estimacio´n de la profundidad, utiliza la te´cnica jera´rquica MRF[68] (Markov
Random Field). Esta te´cnica consiste en un grafo no dirigido que permite hacer inferencias entre
distintas variables. El sistema tiene en cuenta caracter´ısticas multiescala globales y locales de
la imagen y relaciona profundidades entre distintos puntos de la imagen.




3.1. Disen˜o y Arquitectura
La arquitectura de la aplicacio´n esta´ divida en mo´dulos, todos ellos conectados en el proceso
de reconstruccio´n. Aunque algunos de estos mo´dulos son opcionales, su utilizacio´n ha demos-
trado mejorar notablemente el proceso de reconstruccio´n. La figura 3.1 muestra un esquema de
la arquitectura completa.
Pre-procesado // Segmentacio´n // Post-procesado

// Reconstruccio´n 3D
Evaluacio´n Precision & Recall
Figura 3.1: Mo´dulos de la aplicacio´n. Se marcan en rojo los mo´dulos que formen el nu´cleo de la
arquitectura y en azul los optativos.
1. Mo´dulo de Filtros de Pre-procesado: contiene la implementacio´n de los filtros de
pre-proceso de imagen.
2. Mo´dulo de Segmentacio´n: contiene los algoritmos de segmentacio´n.
3. Mo´dulo de Filtros de Post-procesado: contiene la implementacio´n de los filtros de
post-proceso de imagen segmentada.
4. Mo´dulo de Evaluacio´n: contiene las funciones del ca´lculo de las me´tricas de Precision
y Recall.
5. Mo´dulo de Reconstruccio´n 3D (Make3D): contiene el co´digo de la herramienta
Make3D y las funciones para la reconstruccio´n del escenario 3D.
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3.2. Filtros de pre-procesado de la imagen
El objetivo de estos filtros de imagen utilizados es el de mejorar la segmentacio´n de las
ima´genes, es decir, que las zonas sean ma´s homoge´neas consigo mismas y ma´s heteroge´neas con
respecto a otras zonas. Para ello se ha utilizado una serie de distintos filtros que cumplen este
objetivo:
1. Ecualizacio´n del histograma[17] (Figura 3.2): tiene por objetivo obtener un nuevo his-
tograma de la imagen, a partir del original, con una distribucio´n uniforme de los diferentes
niveles de intensidad. Puesto que la imagen es a color, una posible implementacio´n es di-
vidir en canales de colores; rojo, verde y azul, e individualmente ecualizar individualmente
sus histogramas.
Imagen Original Canal original Canal Resultado Histograma Original Histograma Resultado Imagen Resultado
Figura 3.2: Ecualizacio´n de histograma de cada canal RGB.
2. Resaltado de la frontera[17] (Figura 3.3): se utiliza un algoritmo de deteccio´n de bordes
[69] de la imagen. Se suma la imagen original con la imagen resultado de multiplicar un
nu´mero pasado por para´metro y los bordes obtenidos de la imagen. Este nu´mero es el que
relaciona cuanto se quiere remarcar la frontera, a mayor valor mayor sera´ la diferencia. El








Figura 3.3: Resaltado de bordes de la imagen.
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3. Suavizado y resaltado de la frontera (Figura 3.4): el proceso es el mismo que el del
filtro anterior, con la diferencia de que en vez de sumar los bordes con la imagen original
se hace con la imagen resultado de un filtro de suavizado [17] o promediado de imagen.
El proceso de este filtro de suavizado es utilizar una ventana deslizante de dimensio´n N
(mejor un nu´mero impar) por la imagen y realizar la media de los p´ıxeles que se encuentren
en ella. Esta dimensio´n especifica el nivel de suavizado de la imagen, a mayor valor mayor
difusio´n en el resultado.










Suavizado de imagen //
EE
Figura 3.4: Suavizado y resaltado de bordes de la imagen.
4. Filtro bilateral [70] (Figura 3.5): este filtro es parecido al Filtro Gaussiano [19]. El
Filtro Gaussiano o desenfoque Gaussiano es un filtro que suaviza la imagen perdiendo
nitidez, utiliza una curva de Gauss para promediar por lo que se prioriza el centro de la
ventana ma´s que sus extremos. La diferencia del Filtro Gaussiano y el bilateral es que el
primero tiene exclusivamente en cuenta la distancia eucl´ıdea (diferencia del valor de un
p´ıxel a otro) y el segundo tambie´n toma en cuenta la distancia en la gama (intensidad del
color). Es decir, el filtro tiene dos ma´scaras de promediado, una igual al Filtro Gaussiano
y una ma´scara adicional no lineal que mida las variaciones de intensidad con respecto al
p´ıxel central. Se busca, por tanto, suavizar la imagen pero respetando los bordes.
// Filtro bilateral //
Figura 3.5: Filtrado bilateral de la imagen.
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En conclusio´n, se han utilizados todos estos filtros de forma individual para aumentar la
diferencia entre distintas zonas y homogeneizar los p´ıxeles de una misma zona. En la arquitectura
se ha creado una estructura que contiene el nombre del filtro y los nombres y valores de sus
para´metros.
3.3. Segmentacio´n de la imagen
Los algoritmos de segmentacio´n en ima´genes dividen en grupos de p´ıxeles zonas u objetos.
En este proyecto, esto sirve para calcular una aproximacio´n a la profundidad geome´trica de la
imagen, suponiendo una perspectiva co´nica en la misma. Se han usado te´cnicas de clustering
para la implementacio´n de los algoritmos de segmentacio´n.
Las algoritmos de segmentacio´n aplicados en este proyecto son:
1. K-means[37]: divide en k zonas segu´n la media de la distancia eucl´ıdea. El pseudo-co´digo
de K-means se muestra en el cuadro del Algoritmo 1.
Algoritmo 1 Pseudo-codigo del algoritmo K-means
Require: Un conjunto de n elementos X = {x1, . . . , xn} y un nu´mero fijo de clusters k.
Ensure: Un conjunto de clusters C = {C1, . . . , Ck} que divide X
1: Asigna k instancias siendo los centroides iniciales. Se define el conjunto de centroides como
Y = {y1, . . . , yk} y Y ′ = ∅
2: while Y 6= Y ′ do
3: Asigna todos Cj = ∅.
4: Y ′ ← Y .
5: for all xi ∈ X do
6: Calcula la distancia mı´nima del centroide a xi. Siendo yj la distancia mı´nima a xi.
7: Introduce xi en Cj .
8: end for
9: Calcula los centroides de C y establece yi ← centroide(Ci).
10: end while
11: return C
K-means inicialmente establece los centroides (l´ınea 1) y an˜ade los elementos al clu´ster cuyo
centroide esta´ ma´s cerca de ellos (l´ıneas 5-7). Despue´s, se calcula la nueva posicio´n de los
centroides de cada cluster (l´ınea 9) y, de nuevo, an˜ade los elementos ma´s cercanos a cada
clusters (l´ıneas 5 a 7). Se continu´a hasta que la posicio´n de los centroides converge en un punto
fijo (l´ınea 2).
2. Algoritmo eficiente de segmentacio´n de ima´genes basado en grafos[71]: Se define
la medicio´n de una frontera entre dos a´reas utilizando una representacio´n basada en grafos.
Se traduce la imagen a un grafo en el que cada p´ıxel se toma como un ve´rtice del grafo
y cada arista indica el grado de similitud entre dos p´ıxeles. Este me´todo conserva los
detalles en las a´reas de imagen de baja variabilidad e ignora detalles en las regiones de
alta variabilidad. El pseudo-co´digo del algoritmo de segmentacio´n basada en grafos se
muestra en el cuadro del Algoritmo 2.
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Algoritmo 2 Pseudo-codigo del algoritmo eficiente de segmentacio´n de ima´genes basado en
grafos
Require: Un grafo G = (V,E) con n ve´rtices y m aristas.
Ensure: La segmentacio´n de V en r nu´mero de a´reas S = {C1, . . . , Cr}
1: Ordena de forma no decreciente E en pi = {O1, . . . , Om}
2: Empezar con la segmentacio´n S0 donde cada ve´rtice vi es su propia a´rea
3: for q = {1, . . . ,m} do
4: vi y vj = los ve´rtices conectados por una q-arista en el orden Oq = (vi, vj)
5: C
(q−1)
i = el a´rea de S
(q−1) que contiene vi
6: C
(q−1)
j = el a´rea que contiene vj
7: if C
(q−1)
i 6= C(q−1)j y w(Oq) ≤ diferencia interna mı´nima de (C(q−1)i , C(q−1)j ) then




10: Sq = S(q−1)
11: end if
12: end for
13: return S = Sm
Ahora establecemos que una segmentacio´n S producido por el algoritmo 2 obedece a las
propiedades globales de no ser ni demasiado fino ni muy tosco cuando se utiliza la regio´n de
comparacio´n del predicado, es decir, de la funcio´n de similitud. Aunque el algoritmo hace so´lo
decisiones codiciosas, produce una segmentacio´n que satisface las propiedades globales. Por otra
parte, se muestra que cualquiera de los posibles no decreciente ordenamientos borde de peso
que podr´ıan ser recogidos en el paso 0 del algoritmo producen la misma segmentacio´n.
En el proyecto se utilizan siempre ima´genes a color (“true color”, sin ı´ndice o mapa de
colores) en formato RGB (Red Green Blue) y, estos algoritmos de segmentacio´n devuelven una
matriz de dos dimensiones de nu´meros enteros. Cada valor hace referencia a el identificador
de su zona. Para tener un formato u´nico se especifica que este identificador sea un nu´mero
entero del 1 al nu´mero de segmentaciones y que ordenados de menor a mayor por taman˜o de
zona (de mayor a menor). Por lo que la mayor a´rea tendra´ valor 1 y la menor el nu´mero de
segmentaciones. Por tanto la imagen tiene un taman˜o, un nu´mero de filas y un nu´mero de
columnas iguales a la imagen original, y un nu´mero de segmentaciones.
Los problemas que pueden tener estos algoritmos son dos:
1. La sobresegmentacio´n[17]: Que divida en demasiadas zonas o grupos
2. La infrasegmentacio´n[17]: Que divida insuficientemente en zonas o grupos
Para obtener una visualizacio´n de la imagen segmentada se utiliza un pseudo-color. Se
obtiene dividiendo el espectro de colores entre el nu´mero de segmentaciones y asignando a cada
identificador de zona un valor RGB aleatorio distinto de ese espectro dividido en secciones del
mismo taman˜o, como en el ejemplo de la Figura 3.6.
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Figura 3.6: C´ırculo croma´tico.
3.4. Filtros de post-procesado de la imagen
Estos filtros nos permiten eliminar zonas que podr´ıamos considerar como irrelevantes en
una imagen segmentada, ya que son demasiado pequen˜as y lo ma´s probable es que pertenezcan
a zonas mayores. Eliminar zonas irrelevantes mejora la segmentacio´n, ya que es frecuente que
el algoritmo sobresegmente la imagen, es decir, que divida en demasiados grupos de p´ıxeles la
imagen.
Estos filtros son iterativos y eliminan zonas de menor a mayor taman˜o dependiendo cada
uno de una variable:
1. Segu´n un nu´mero ma´ximo de a´reas[17] (Figura 3.7) : si el nu´mero de zonas excede
este ma´ximo se eliminan las zonas sobrantes ma´s pequen˜as. Una persona tiende a no
segmentar demasiado, solamente lo importante, por lo que existir´ıa un ma´ximo relativo.
Como los algoritmos de segmentacio´n no actu´an igual, este filtro intenta adecuarlo.
(a) Imagen original. (b) Segmentacio´n. (c) Resultado del filtro.
Figura 3.7: Ejemplo de ejecucio´n del filtro segu´n el nu´mero ma´ximo de a´reas.
2. Segu´n un nu´mero mı´nimo de p´ıxeles por a´rea[17] (Figura 3.8): se eliminan las a´reas
que no cumplan el taman˜o mı´nimo de p´ıxeles. A diferencia del anterior este se relaciona
con el taman˜o de la imagen ya que cuanto mayor taman˜o sea la imagen mayor sera´ el de
sus segmentaciones y con ello evitamos que un algoritmo sobresegmente una image solo
porque sea ma´s grande.
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(a) Imagen original. (b) Segmentacio´n. (c) Resultado del filtro.
Figura 3.8: Ejemplo de ejecucio´n del filtro segu´n el nu´mero mı´nimo de p´ıxeles por a´rea.
Lo que se hace es unir la zona eliminada con la zona con la que este´ ma´s conectada, creando
una u´nica zona distinta. Para ello todos los p´ıxeles de la zona a eliminar cuentan que´ zonas
vecinas y que´ nu´mero de p´ıxeles esta´n conectados con ellos. Se obtiene la zona que tenga un
mayor nu´mero de conexiones y se unen las dos zonas.
Cuando se habla de los p´ıxeles alrededor de otro p´ıxel, suponiendo p´ıxeles cuadrados, se
puede entender de dos formas:
1. Una conexio´n de cuatro: donde los p´ıxeles alrededor son el pro´ximo superior, inferior,
el de la izquierda y el de la derecha.
2. Una conexio´n de ocho: donde los p´ıxeles alrededor, adema´s de los de conexio´n cuatro,
son los pro´ximos en las diagonales, es decir, el superior izquierdo, superior derecho, inferior
izquierdo e inferior derecho.
Es posible utilizar cualquiera de ellas, pero la segunda es ma´s fa´cil de implementar.
3.5. Evaluacio´n mediante Precision y Recall
La evaluacio´n de la segmentacio´n consiste en obtener los valores de Precision y Recall com-
parando las ima´genes segmentadas por la herramienta con las segmentaciones de las mismas
ima´genes originales hechas por personas. Las ima´genes, tanto las originales como las segmenta-
ciones hechas por personas, se recogen de la base de datos de de Berkley[12].
Para poder entender las me´tricas de Precision y Recall, es necesario definir los siguientes
conceptos:
True-Positive (tp): La instancia ha sido correctamente clasificada como parte de la clase.
False-Positive (fp): La instancia ha sido incorrectamente clasificada como parte de la
clase.
True-Negative (tn): La instancia ha sido correctamente no clasificada como parte de la
clase.
False-Negative (fp): La instancia ha sido incorrectamente no clasificada como parte de
la clase.
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Figura 3.9: Aplicacio´n de la metodolog´ıa a la segmentacio´n de ima´genes a trave´s de a´reas, en
este caso, las ima´genes de arriba son: la segmentada por un humano (izquierda) y el resultado
de la segmentacio´n (derecha). La imagen de abajo muestra las a´reas que corresponden con los
verdaderos positivos (rojo), falsos positivos (azul) y falsos negativos (verde).









F −Measure = 2 · Precision ·Recall
Precision+Recall
(3.3)
Precision, valor que indica cua´ntas de las instancias son correctas (positivas) sobre el ratio
de las recuperadas. Recall, mide la situacio´n en la que una instancia se encuentra debidamente
tipificado de acuerdo a su clase. F-Measure, es una me´trica que proporciona un valor medio a
partir de las anteriores.
Estas me´tricas se pueden obtener de dos formas:
1. Las me´tricas se pueden obtener de cada a´rea independientemente y sacar la media entre
todas (ver figura 3.9).
2. Las me´tricas se pueden obtener utilizando una transformacio´n de la imagen segmentada
a un formato frontera, que ba´sicamente las l´ıneas divisoras de las zonas toman el valor
verdadero y el resto de p´ıxeles el cero. Para obtenerla basta un filtro local que utilice una
ventana deslizante de taman˜o 3x3, si todos los valores son iguales toma el valor de falso y
si hay alguno distinto toma el valor de verdadero. Despue´s, se compara las fronteras de la
imagen segmentada por la aplicacio´n y las fronteras segmentadas por humanos. Para ello
se utiliza la anterior opcio´n pero con solamente dos clases, frontera y no frontera. En la
Figura 3.10 se expone un ejemplo de transformacio´n a formato frontera. En este proyecto
se ha utilizado la esta opcio´n ya que es la ma´s o´ptima, porque se tiene en cuenta un menor
conjunto de datos.
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(a) Imagen original. (b) Segmentacio´n. (c) Segmentacio´n en frontera.
Figura 3.10: Ejemplo de transformacio´n de una segmentacio´n a formato frontera.
Para una mejor explicacio´n se presenta un ejemplo de ejecucio´n de una imagen con una
segmentacio´n humana. En primer lugar, se calcula todo el proceso del sistema, el filtro de
preprocesado, la segmentacio´n de la imagen y el filtro de postprocesado, tal y como presentamos
en la Figura 3.11.
(a) Imagen original. (b) Preprocesado. (c) Segmentacio´n. (d) Postprocesado.
Figura 3.11: Ejemplo de procesado del sistema: preprocesado, segmentacio´n y postprocesado.
Despue´s se pasan las segmentaciones, tanto el resultado del postprocesado como la seg-
mentacio´n humana cargada, a su transformada en formato frontera. Estas transformaciones se
exponen en la Figura 3.12
(a) Segmentacio´n del sistema. (b) Frontera de la segmentacio´n del sistema.
(c) Segmentacio´n humana. (d) Frontera de la segmentacio´n humana.
Figura 3.12: Transformaciones de las segmentaciones a su frontera.
Por u´ltimo, se calculan las me´tricas de Precision y Recall. Para ello se utiliza un proceso
acumulativo que recoge un porcentaje (p) de p´ıxeles aleatoriamente (comu´nmente un 10 %), se
calcula su Precision con la Ecuacio´n 3.1. El Recall es el porcentaje acumulado en ese instante
de tiempo. Despue´s se normaliza esta me´trica para que Precision sea, o bien constante, o bien
decreciente con un Recall decreciente de 100 % a 0 %. El proceso de normalizacio´n se presenta
en la Figura 3.16.
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(a) Precision y Recall sin normalizar. (b) Precision y Recall normalizadas.
Figura 3.13: Ejemplo de la normalizacio´n de las me´tricas Precision y Recall. El eje X representa
la me´trica Recall y el eje Y la Precision.
Con este resultado podemos calcular la F-measure con la Ecuacio´n 3.3. El valor de F-measure
del resultado anterior se presenta en la Figura 3.14.
Figura 3.14: Ejemplo del ca´lculo de la me´trica F-measure.
Debido a que los algoritmos de segmentacio´n no son deterministas, es decir, para una misma
entrada puede haber distintas salidas, se ha ejecutado un nu´mero determinado de veces la misma
combinacio´n (en este caso 10) y se ha promediado la me´trica de Precision. Tambie´n se tiene que
promediar segu´n el nu´mero de segmentaciones humanas de cada imagen contenidas en la base
de datos. Todo esto para una sola imagen, para tener un resultado global tambie´n se promedia
las me´tricas de Precision de todas las ima´genes de utilizadas, que en este proyecto han sido 25.
3.6. Reconstruccio´n 3D
En esta arquitectura, para hacer la reconstruccio´n del escenario tridimensional se utiliza
la herramienta Make3D. Esta herramienta utiliza una estimacio´n de profundidad de una sola
imagen fija mediante un enfoque de aprendizaje supervisado. Este aprendizaje se basa, entre
otras cosas, en la segmentacio´n. El algoritmo de segmentacio´n que aplica la herramienta es el
algoritmo basado en grafos [71].
El conjunto de datos que usa la herramienta para el aprendizaje es una serie de ima´genes de
ambientes no estructurados (interiores, exteriores, aceras, bosques...) y los mapas de profundi-
dad, resultado ideal de lo que la herramienta intenta predecir. La herramienta tiene en cuenta el
contexto global de la imagen y utiliza una estructura jera´rquica MRF (Markov Random Field),
un grafo no dirigido que permite hacer inferencias entre distintas variables. Esta estructura
an˜ade caracter´ısticas de imagen multiescala ya sea local o global, y relacio´n entre profundidades
entre distintos puntos de la imagen.
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Una de las caracter´ısticas que la herramienta tiene en cuenta para predecir la profundidad de
la imagen es la segmentacio´n. La hipo´tesis de este proyecto es que si se mejora la segmentacio´n
de la imagen con otro algoritmo se observar´ıa una mejora en la calidad del resultado de la
proyeccio´n 3D.
Para aclarar mejor el comportamiento de esta herramienta se exponen dos ejemplos. El pri-
mer ejemplo en el que se observa una profundidad y el segundo ejemplo que no tiene profundidad
ya que se trata de un primer plano.
El primer ejemplo de imagen usada como entrada es la vista de un edificio. La fotograf´ıa




Figura 3.15: Ejemplo de reconstruccio´n 3D normal. En la reconstruccio´n 3D se observa, de
izquierda a derecha y de arriba a abajo, el plano de frontal, izquierdo, derecho y superior.
Se observa en este ejemplo que la herramienta busca utilizar la esquina vertical y central
del edificio deja´ndola en la posicio´n ma´s pro´xima del edificio en el escenario 3D. Tambie´n se
observa que intenta dejar al fondo el lado izquierdo del edificio y en menor medida el derecho,
pero es evidente que utiliza demasiada profundidad. Un aspecto correcto es que trata el agua
como un suelo perfecto sin que el reflejo del edificio lo desvirtu´e. Aunque el cielo no lo reconoce
como deber´ıa y hace que forme parte del edificio.
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El segundo ejemplo de imagen es el primer plano utilizado para explicar el funcionamiento de
los filtros y de la segmentacio´n, Sub-Secciones 3.2, 3.3 y 3.4. La fotograf´ıa utilizada se encuentra
en la Sub-figura 4.6 y el resultado de su reconstruccio´n 3D en la Sub-figura 4.7.
(a) Imagen original.
(b) Reconstruccio´n 3D.
Figura 3.16: Ejemplo de reconstruccio´n 3D erro´nea. En la reconstruccio´n 3D se observa, de
izquierda a derecha y de arriba a abajo, el plano de frontal, izquierdo, derecho y superior.
Se observa que la herramienta es incapaz de resolver una imagen en primer plano ya que
divide la cara en dos debido a que reconoce la esquina que se encuentra al fondo de la imagen.
Adema´s busca un suelo que no existe en este caso y por ello de hombro hacia abajo lo toma
erro´neamente como suelo y el resto no. Por esto es necesario utilizar una imagen con profundidad
ya que la herramienta busca l´ıneas y puntos de fuga para la reconstruccio´n.
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4
Pruebas Realizadas y Resultados
4.1. Para´metros experimentales
Para las pruebas realizadas se han escogido 25 ima´genes de la base de datos de Berkley[12]
que cumpl´ıan los criterios de color RGB y cierta profundidad geome´trica suponiendo perspectiva
co´nica. Para la evaluacio´n de las me´tricas Precision y Recall se ha usado un intervalo comu´n
del 10 %.
Debido a que los algoritmos usados de segmentacio´n no son deterministas, es decir, que
para una misma entrada pueden devolver distinta salida, es necesario realizar un promedio de
un determinado nu´mero de ejecuciones. En estas pruebas hemos escogido 10 ejecuciones. Los












Tabla 4.1: Argumentos de algoritmos de segmentacio´n.
Haciendo un estudio estad´ıstico del nu´mero de segmentaciones humanas por imagen de la
base de datos de Berkley[12] obtenemos el histograma de la Figura 4.1.
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Figura 4.1: Histograma del nu´mero de a´reas distintas por segmentacio´n. El eje X representa el
nu´mero de a´reas distintas por segmentacio´n y el eje Y el nu´mero de segmentaciones realizadas
por personas.
Se obtiene que entre el 1 y el 50 esta´ el 93.9375 % del conjunto de segmentaciones, es
decir, que la gran mayor´ıa de las personas solamente necesita entre 1 y 50 a´reas distintas para
segmentar una imagen. Se obtiene que la media es 20.3521 a´reas distintas por segmentacio´n. Por
ello se ha escogido el nu´mero 20 como nu´mero de clusters para los algoritmos de segmentacio´n
(Tabla 4.1).
A diferencia del filtro de post-procesado, el taman˜o mı´nimo del algoritmo de segmentacio´n
basada en grafos solo une dos a´reas si e´stas son menores al mı´nimo y esta´n conectadas, no si una
es menor al mı´nimo y la otra es con la que esta´ ma´s conectada. El para´metro sigma=0.5 sirve
para difuminar la imagen, se ha escogido el valor dado como ejemplo dado en la documentacio´n
del co´digo.
Los para´metros de filtros de pre-proceso se exponen en la Tabla 4.2.
Filtro Nombre Valor
Ecualizacio´n de histograma nivel 256
Resaltado de frontera me´todo ’LoG’
” multiplicador 100
Suavizado y resaltado de frontera dimensio´n 7
” me´todo ’LoG’
” multiplicador 100
Filtro bilateral sigma [3, 0.1]
” w 5
Tabla 4.2: Argumentos de algoritmos de segmentacio´n.
De la Tabla 4.2 cabe destacar el nivel de la Ecualizacio´n de histograma, que hace referencia
al nu´mero de niveles discretos en los que se divide el histograma. Los filtros de resaltado de
frontera, y suavizado y resaltado de frontera, comparten dos argumentos, el me´todo de deteccio´n
de bordes, que no cambia demasiado el resultado, y el nu´mero multiplicador que multiplica la
frontera para resaltarla en la imagen. Adema´s el suavizado y resaltado de frontera tiene la
22 CAPI´TULO 4. PRUEBAS REALIZADAS Y RESULTADOS
Crear escenarios 3D a partir de fotos
dimensio´n de la ventana deslizante que promedia la imagen. Los argumentos del filtro bilateral
hacen referencia a: sigma, donde la desviacio´n espacial se da por sigma[1] (cuyo valor es 3) y la
desviacio´n de la intensidad se da por sigma[2] (cuyo valor es 0.1), y w, que es el taman˜o medio
de la ventana de filtro bilateral Gaussiano.
Los argumentos de los filtros de post-proceso se muestran en la Tabla 4.3.
Filtro Nombre Valor









Tabla 4.3: Argumentos de algoritmos de segmentacio´n.
De la tabla 4.3 tanto el mı´nimo nu´mero de p´ıxeles por a´rea como el ma´ximo nu´mero de
a´reas se ha escogido probando manualmente varios casos al azar en el conjunto de 25 ima´genes
utilizadas como base de datos.
4.2. Pruebas del sistema completo
En esta seccio´n se exponen las pruebas de la herramienta. Se demostrara´ que es posible
mejorar la calidad de la segmentacio´n y su posterior reconstruccio´n 3D, mediante filtros de
imagen. Para demostrar la mejora de la segmentacio´n se comparara´ utilizando la media de la
me´trica F-measure (Seccio´n 3.5). Para demostrar la mejora de la calidad de la reconstruccio´n
3D se comparara´ visualmente un ejemplo entre dos representaciones: con y sin filtros.
En las siguientes tablas de esta sub-seccio´n se presentan los resultados de los filtros y al-
goritmos anteriormente descritos (Seccio´n 4.1). En primer lugar se presentara´n los resultados
del sistema sin filtros; u´nicamente se usan los algoritmos de segmentacio´n, en segundo lugar se
presentan los resultados obtenidos con cada filtro de pre-proceso, en tercer lugar se presentan
los resultados obtenidos con cada filtro de post-proceso, y en cuarto y u´ltimo lugar se presentan
los resultados obtenidos de todas las combinaciones entre filtros de preproceso y post-proceso.
Se destacara´ en negrita aquellos valores que destaquen significativamente en comparacio´n al
resultado obtenido sin filtros.
En primer lugar se ha obtenido el valor de F-measure para cada segmentacio´n sin filtros.
Como era esperable, se observa una gran diferencia entre la segmentacio´n basada en grafos y
K-means. Esto se debe a que K-means solamente tiene en cuenta la intensidad de los p´ıxeles y la
segmentacio´n basada en grafos la intensidad y la frecuencia, es decir, los cambios de intensidad
entre p´ıxeles.
Pre-Proceso Segmentacio´n Post-proceso F-measure




Tabla 4.4: Resultados del sistema sin filtros.
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A continuacio´n, se muestran los resultados utilizando un solo filtro. Primero con los filtros
de pre-procesado, mostrados en la Tabla 4.5. Se observa que el filtro que mejor funciona es el
filtro bilateral ya que tanto en K-means como en la segmentacio´n basada en grafos, aumenta
notablemente el valor de la me´trica (ver Tabla 4.4). Esto se debe a que es el filtro que ma´s
respeta el objetivo de homogeneizar las zonas comunes respetando los bordes.








tado de la frontera
K-means - 0.105355
















Filtro bilateral Segmentacio´n ba-
sada en grafos
- 0.176872
Tabla 4.5: Resultados de la arquitectura con filtros de pre-procesado.
Y despue´s, con los filtros de post-procesado, mostrados en la Tabla 4.6. Se observa que el
filtro que mejor funciona es el filtro basado en el ma´ximo nu´mero de a´reas. Aunque en el caso
de K-means no consigue un resultado notable, si lo hace en la segmentacio´n basada en grafos
(ver Tabla 4.4). Aunque el sistema entre los dos filtros puede ser equivalente, el filtro basado
en el mı´nimo taman˜o de a´rea depende mucho de la imagen a procesar mientras que el filtro
basado en el ma´ximo nu´mero de a´reas tiene un componente ma´s humano ya que tenemos una
predisposicio´n a no segmentar demasiado tal y como se expone en la Seccio´n 4.1.
Pre-Proceso Segmentacio´n Post-proceso F-measure
- K-means Ma´ximo nu´mero
de a´reas
0.093333













Tabla 4.6: Resultados del sistema con filtros de post-procesado.
Finalmente, se usan ambos filtros: pre-proceso y post-proceso mostrados en la Tabla 4.7.
El mejor resultado se ha obtenido con la combinacio´n entre los dos mejores filtros procesados
individualmente, el filtro bilateral y el filtro basado en el ma´ximo nu´mero de a´reas. Tambie´n se
observa que esta combinacio´n es mejor que los filtros procesados individualmente (ver Tablas
4.4, 4.5 y 4.6).
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Pre-Proceso Segmentacio´n Post-proceso F-measure
Ecualizacio´n de His-
tograma





K-means Mı´nimo taman˜o de
a´rea
0.079953
Resaltado de la fron-
tera
K-means Ma´ximo nu´mero de
a´reas
0.092992
Resaltado de la fron-
tera




do de la frontera




do de la frontera
K-means Mı´nimo taman˜o de
a´rea
0.105504
Filtro bilateral K-means Ma´ximo nu´mero
de a´reas
0.122902























































Tabla 4.7: Resultados de la sistema con filtros de pre-procesado y post-procesado.
En conclusio´n, obtenemos que el mejor algoritmo de segmentacio´n de imagen usado en este
proyecto ha sido el algoritmo basado en grafos ya que gana significativamente al mejor K-means
incluso sin filtros. Como se deduce el algoritmo de segmentacio´n utilizado es fundamental para
el resultado de la me´trica, pero tambie´n se observa que aumentan significativamente ambos
resultados de los algoritmos de segmentacio´n con los filtros. En ambos algoritmos de segmen-
tacio´n, su mejor resultado es combinando un filtro de preproceso, el filtro bilateral, y un filtro
de post-procesado, el filtro basado en el ma´ximo nu´mero de a´reas. Esto se debe a que los ob-
jetivos de ambos filtros no chocan entre si, y ha que son los filtros que mejor han funcionado
individualmente.
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4.3. Resultados de la Reconstruccio´n 3D
En esta sub-seccio´n se expondra´n dos ejemplos de reconstruccio´n 3D, uno utilizando el
algoritmo de segmentacio´n basado en grafos y otro utilizando el algoritmo de K-means. En
ambos ejemplos se mostrara´ la segmentacio´n con y sin filtros y su posterior reconstruccio´n 3D.
Los filtros usados son los que mejores resultados obtenidos en la sub-seccio´n anterior (Sub-
seccio´n 4.2).
La herramienta Make3D busca diferenciar suelos y paredes para generar el escenario tri-
dimensional. Cabe destacar que en exteriores la reconstruccio´n ma´s usual es ba´sicamente una
forma de “L” en los lados, es decir, una representacio´n con un suelo y una u´nica pared fron-
tal alejada. Tambie´n mencionar que el cielo no se toma como una profundidad infinita sino,
id´ılicamente, como la ma´xima del escenario 3D en cuestio´n.
En primer lugar se muestra el ejemplo con la segmentacio´n basada en grafos. La imagen
utilizada para la representacio´n es la siguiente, Figura 4.2a, y sus segmentaciones sin filtros,
4.2b, y con filtros, 4.2c.
(a) Imagen original. (b) Segmentacio´n sin filtros. (c) Segmentacio´n con filtros.
Figura 4.2: Imagen original y segmentaciones con y sin filtros mediante segmentacio´n basada
en grafos.
Se puede observar que la segmentacio´n sin filtros, en la Figura 4.2b, tiene demasiadas a´reas
diferentes, ma´s espec´ıficamente se sobresegmenta la hierba y el cielo. En la segmentacio´n con
filtros, en la Figura 4.2c, se observa una mejora en estas sobresegmentaciones aunque sigue sin
llegar a ser perfecta.
Primero se expone la reconstruccio´n sin filtros en la Figura 4.3. Se puede observar que no
existe un cambio claro en la forma de “L” (pared frontal y suelo) por lo que la reconstruccio´n
no an˜ade mucho valor. Es decir, no se muestra el cambio de profundidades entre los a´rboles y
las montan˜as.
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Figura 4.3: Ejemplo de reconstruccio´n 3D sin filtros mediante segmentacio´n basada en grafos.
De izquierda a derecha y de arriba a abajo, el plano de frontal, izquierdo, derecho y superior.
Como puede verse, en la reconstruccio´n con filtros en la Figura 4.4, se produce un cambio
claro ya que se tiene en cuenta en mayor medida las profundidades de las montan˜as y los
a´rboles pero tambie´n se observan mayor nu´mero de errores debido a que hay puntos en el
escenario demasiado alejados.
Figura 4.4: Ejemplo de reconstruccio´n 3D con filtros mediante segmentacio´n basada en grafos.
De izquierda a derecha y de arriba a abajo, el plano de frontal, izquierdo, derecho y superior.
La mayor´ıa de las reconstrucciones probadas dan este tipo de error. Como se ha expresado
anteriormente, en la Subseccio´n 3.6, la herramienta Make3D tiene un componente de aprendizaje
automa´tico por lo que es posible que al cambiar la segmentacio´n la herramienta no interprete
como deber´ıa. Para solucionarlo se deber´ıa volver al realizar el aprendizaje automa´tico de la
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herramienta y, posiblemente, sea necesario cambiar las salidas esperadas de la herramienta ya
que se trata de aprendizaje supervisado.
A continuacio´n, se expone el ejemplo utilizando el algoritmo de segmentacio´n K-means.
La imagen utilizada para la representacio´n es la misma que la anterior, Figura 4.5a, y sus
segmentaciones sin filtros, 4.5b, y con filtros, 4.5c.
(a) Imagen original. (b) Segmentacio´n sin filtros (c) Segmentacio´n con filtros
Figura 4.5: Imagen original y segmentaciones con y sin filtros mediante kmeans.
Podemos observar que a diferencia del caso del algoritmo de segmentacio´n los p´ıxeles de una
misma zona no tienen porque estar unidos. Esto se debe a que K-means solamente utiliza la
intensidad de los p´ıxeles. Se observa que en la segmentacio´n sin filtros (Figure 4.5b) existen en el
suelo y el las laderas de las montan˜as una nube de puntos de distintas a´reas. En la segmentacio´n
con filtros (Figura 4.5c) se observa una mejora.
En primer caso, se muestra la reconstruccio´n sin filtros en la Figura 4.6. Se puede observar
una cantidad considerable de errores mayores que en el anterior ejemplo.
Figura 4.6: Ejemplo de reconstruccio´n 3D sin filtros mediante kmeans. De izquierda a derecha
y de arriba a abajo, el plano de frontal, izquierdo, derecho y superior.
En segundo caso, en la reconstruccio´n con filtros en la Figura 4.7, se observa que parece
aumentar los casos de error en la aproximacio´n de la profundidad. Esto puede deberse a que al
tener una segmentacio´n ma´s definida visualmente se observa los errores ma´s claramente. Como
ocurre en el ejemplo anterior no se puede saber si realizando el proceso de aprendizaje de la
herramienta con este algoritmo de segmentacio´n de imagen se obtendr´ıan mejores resultados.
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Figura 4.7: Ejemplo de reconstruccio´n 3D con filtros mediante kmeans. De izquierda a derecha
y de arriba a abajo, el plano de frontal, izquierdo, derecho y superior.
En conclusio´n, se observa una clara diferencia cualitativa en el resultado de la reconstruccio´n
3D entre los algoritmos de segmentacio´n de imagen basada en grafos y K-means. Tambie´n se
concluye que para obtener unos resultados ma´s so´lidos se necesita volver a realizar el proceso
de aprendizaje de la herramienta Make3D.
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Conclusiones y trabajo futuro
5.1. Conclusiones
Se ha disen˜ado un sistema que permite flexibilizar el uso de filtros de imagen y de algoritmos
de segmentacio´n para obtener un resultado de mejor calidad a la hora de realizar una reconstruc-
cio´n 3D, que u´nicamente con la segmentacio´n. El sistema es ma´s flexible porque permite elegir,
modificar y combinar entre distintos filtros y algoritmos de segmentacio´n sin afectar al funcio-
namiento principal. Adema´s se han integrado me´tricas de evaluacio´n que permiten analizar la
calidad de los resultados obtenidos.
Los algoritmos de segmentacio´n de imagen usados en este proyecto han sido: K-means y
segmentacio´n basada en grafos. Segu´n los resultados obtenidos de la me´trica F-measure, el
algoritmo de segmentacio´n basado en grafos aproxima mucho mejor que K-means a una seg-
mentacio´n hecha por una persona.
Los filtros se dividen en preproceso y post-proceso, los primeros buscan facilitar el objetivo
del algoritmo de segmentacio´n y los segundos eliminar zonas consideradas irrelevantes debido
ha su taman˜o.
Los filtros de preprocesado usados en este proyecto han sido: la ecualizacio´n del histograma,
el resaltado de la frontera, el suavizado y resaltado de la frontera y el filtro bilateral. Tanto
para la segmentacio´n basada en grafos como para K-means, el filtro que mejores resultados ha
obtenido ha sido el filtro bilateral, con una mejora notable en ambos.
Los filtros de post-procesado usados en este proyecto han sido: el filtro basado en un nu´mero
ma´ximo de a´reas y el filtro basado en un nu´mero mı´nimo de p´ıxeles por a´rea. Tanto para la
segmentacio´n basada en grafos como para K-means, el filtro que mejores resultados ha obtenido
ha sido el filtro basado en un nu´mero ma´ximo de a´reas. Utilizando ambos filtros, tanto el
filtro de preproceso como el de post-procesado, se obtiene un resultado mejor que utiliza´ndolos
individualmente, obteniendo el mejor resultado del sistema.
Este sistema se ha integrado con la herramienta Make3D, que reconstruye una imagen
a una proyeccio´n 3D. Tambie´n se concluye que, aunque la segmentacio´n se aproxime a una
segmentacio´n hecha por una o varias personas, no es motivo suficiente para garantizar la calidad
de la reconstruccio´n obtenida.
Por u´ltimo, se ha realizado diversas pruebas donde se ha obtenido mejoras significativas en
la segmentacio´n gracias a los resultados presentados en la seccio´n de experimentacio´n.
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5.2. Trabajo futuro
El trabajo futuro del sistema desarrollado tiene muchas vertientes. En general se puede
escribir en dos grandes l´ıneas de trabajo:
Mejora de la segmentacio´n de ima´genes:
1. Ampliacio´n del el nu´mero de filtros de imagen, algoritmos de segmentacio´n y me´tricas
de evaluacio´n para obtener mayor variedad y efectividad en la segmentacio´n.
2. Aplicacio´n de te´cnicas de aprendizaje automa´tico para obtener que´ combinaciones,
tanto de filtros y algoritmos como de sus respectivos argumentos, tienen los mejores
resultados.
Mejora de la reconstruccio´n 3D:
1. Utilizacio´n de distintos me´todos de reconstruccio´n 3D y poder promediar sus resul-
tados.
2. Ampliacio´n del nu´mero de ima´genes utilizadas para la reconstruccio´n, y sumar sus
proyecciones, para obtener un resultado ma´s veraz.
En resumen es posible ampliar enormemente la capacidad y funcionalidad de la arquitectura
mediante la combinacio´n adecuada de te´cnicas de filtrado y segmentacio´n, junto con te´cnicas
de clustering, que permitan la reconstruccio´n fidedigna (o de calidad) de entornos o escenarios
3D.
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