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a, whenever Mumn is summable (N; c) and satisfies (13), and should further-
more approach the value to which ZUmu is summable as a ao, are that the
convergence factors fmn(a) satisfy the conditions of Theorem I and the further
conditions (A1), (C1), (C2), (El) and (E2).
Since Cesro means of any order whose real part is positive are special
cases of the N6rlund means used in this note, our theorems include as
special cases convergence factor theorems2 for double series summable (C).
1 C. N. Moore, "On Convergence Factors for Series Summable by N6rlund Means,"
these PROCEEDINGS, 21, 263-266 (1935).
' C. N. Moore, "On Convergence Factors in Multiple Series," Trans. Amer. Math.
Soc., 29, 227-238 (1927). Cf. also Abstract No. 40-1-17, Bull. Amer. Math. Soc., 40,
32-33 (1934).
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Let us first try to find the minimum value of the integral
f2UT[f'(x) + mf(x + 7r) + e(x)]2dx (1)
where f(x) is a uniform function of period 2w which is integrable and such
that
J2[Lf(X)12dx = 1.
Replacing f(x) by f(x) + h(x) we have
JX2T[f'(x) + mf(x + 7r) + e(x) + h'(x) + mh(x + -r)]2dx
= fl2Tf'(X) + mf(x + 7) + e(x)]2dx + .I2T(h'(x) + mh(x + 7r) 2dx
+ 2J2Th'(x) f'(x) + mf(x + 7r) + e(x)]dx (2)
2m.421h(x + r)[f'(x) + mf(x + 7r) + e(x)]dx.
Now if e(x), f(x) and h(x) all have the period 2wr,
JSlh'(x) [f'(x) + mf(x + 7r) + e(x)]dx =- fTh(x) [f(x)
+ mf'(x + ir) + e'(x)]dx,
also
mJ.'2Ih(x + w)[f'(x) + mf(x + 7r) + e(x)]dx
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= mJforh(x)[f (x + 7r) + mf(x) + e(x + ir)]dx.
Choosing f(x) so that
f'(x) + mf'(x + 7r) + e'(x) - m[f'(x + r) + mf(x) + e(x + 7r) = kf(x),
where k is a positive constant and noting that since
f2lEf(x) + h(x) ]2dx = 1, fhlff(x) ]2dx = 1,
we have
-2kJ;2rf(x)h(x)dx = kJr2[h(x)]2dx,
the right-hand side of (2) becomes
f'2[T'(x) + mf(x + r) + e(x)]2dx + I2W[h'(x) + mh(x + r)J2dx
+ kf21r[h(x)2dx.
To find the minimum value of the integral (1) we have then to solve the
differential equation
f'(x) -(m2 + k)f(x) = me(x +ir) - e'(x)
when the supplementary conditions aref(x + 27r) = f(x), J2 [(s) ]'dx = 1.
If e(x) = ao+ a, cosx + a2cos 2x +... + b sinx + b2sin 2x +
it is readily seen that
Min f2 [f'(x) + mf (x + 1r) + e(x)] dx = mk2[(,2k), +
_ _ _ _ _ _2 _ + 1
(M2 + 12 + k)2
where k is given by the equation
= [r 2m a: + (m2 + 12)(ao4 + b2) + 1(Mt.+ k) (m2+ 2 +k)2 -
In the particular case when e(x) = a cos sx + b sin sx and 7r(a' + b2) >
s2 + M2 we have the inequality
Jo{ f'(x) + mf(x + w) + a cos sx + b sin sx] dx _ [r2k(a + b2)2 -
(S2 + M2)2 2
which may be written in the alternative form
[F'(x) + mF(x+ 7r) ] cos (sx)dx 2 < (m2+ 2)2[ F(x) I 2dx}
VOL. 22, 1936 171
MATHEMA TICS: E. KASNER
2rx r2 2
+ (m2 + S2) 2 f [F(x) ]2dx ] [F'(x) + mF(x + ir) dx,
F(x) being any periodic differentiable function for which the integrals
exist, the period being 27r.
If p(x) is a positive function integrable throughout the range (0, 27r)
the problem of finding a minimum value for the integral




when f(x) is a periodic integrable function for which*
f'2[f(x)]2dx = 1
generally leads to a functional differential equation for f(x) and an asso-
ciated inequality. It is only occasionally that the equation forf(x) reduces
to a differential equation but it may sometimes reduce to a simple func-
tional equation or difference equation. The analysis is easily extended
by replacing the substitution z = x + r by some other substitution z =
s(x) which transforms the range of integration into itself by a one to one
correspondence.** The equation derived from the variation problem is
then an iterative differential equation involving functions of x, s(x) and
s(s(x)).
* This condition may be replaced by some other condition such as 2wf(x)g(x)dx = 1.
** Another generalization is obtained by considering a summation over all integral
values of n of p,[u,,fn + vj,,+ + e.I2, when the sum of f is unity,and Pn > 0.
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1. Introduction.-A function w = po(x, y) + iA(x, y) is called a poly-
genic function of the complex variable z = x + iy if the real functions
so and 64 are general, that is, are not required to satisfy the Cauchy-Riemann
differential equations. The value of the derivative of a polygenic function
at z = z0 depends in general not only on the point zo but also on the direction
0 along which z approaches zo; that is, dw/dz = F(z, 0). Thus, the de-
rivative 'y = dw/dz of a polygenic function w may be regarded as deter-
mining a correspondence between lineal elements (x, y, 0) of the z-plane
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