Let H be any non-bipartite graph. We determine asymptotically the minimum degree of a graph G which ensures that G has a perfect H-packing. More precisely, we determine the smallest number τ having the following property: For every positive constant γ there exists an integer n 0 = n 0 (γ, H) such that every graph G whose order n ≥ n 0 is divisible by |H| and whose minimum degree is at least (τ + γ) n contains a perfect H-packing. The value of τ depends on the relative sizes of the colour classes in the optimal colourings of H. The proof is algorithmic, which shows that the problem of finding a maximum H-packing is polynomially solvable for graphs G whose minimum degree is at least (τ + γ)n. On the other hand, given any positive constant γ, we show that for infinitely many (non-bipartite) graphs H the corresponding decision problem becomes NP-complete if one considers input graphs G of minimum degree at least (τ − γ)n.
Introduction
Given two graphs H and G, an H-packing in G is a collection of vertex-disjoint copies of H in G. Hpackings are natural generalizations of graph matchings (which correspond to the case when H consists of a single edge). An H-packing in G is called perfect if it covers all vertices of G. In this case, we also say that G contains an H-factor or a perfect H-matching. Hell and Kirkpatrick [9] showed that the decision problem whether a graph G has a perfect H-packing is NPcomplete if and only if H has a component which contains at least 3 vertices. They were motivated by questions arising in timetabling (see [8] ).
Hurkens and Schrijver [10] gave an (|H|/2 + ε)-approximation algorithm (where ε > 0 is arbitrary) for the optimization problem of finding a maximum Hpacking. On the other hand, Kann [11] proved that the problem is APX-hard if H has a component which contains at least three vertices. (In other words, it is impossible to approximate the optimum solution within an arbitrary factor unless P=NP.) The results in [9] imply that in the remaining cases the problem can be solved in polynomial time. Moreover the following theorem of Alon and Yuster [3] shows that the problem can be solved in polynomial time for instances G which are sufficiently dense: Theorem 1.1. [Alon and Yuster [3] ] For every γ > 0 and each graph H there exists an integer n 0 = n 0 (γ, H) such that every graph G whose order n ≥ n 0 is divisible by |H| and whose minimum degree is at least (1 − 1/χ(H) + γ)n contains a perfect H-packing. Moreover, there is an algorithm which finds this Hpacking in time O(n 2.376 ).
Komlós, Sárközy and Szemerédi [17] showed that the term γn in Theorem 1.1 can be replaced by a constant C(H) > 0 depending only on H, which had been conjectured in [3] . As observed in [3] , there are graphs H for which this constant C(H) cannot be omitted completely.
On the other hand, there are graphs H for which the bound on the minimum degree can be improved significantly: for the case where H = K − (i.e. a complete graph with one edge removed) and ≥ 4, we [19] proved that one can replace the chromatic number with the critical chromatic number in Theorem 1.1. Here the critical chromatic number χ cr (H) of a graph H is defined as (χ(H) − 1)h/(h − σ(H)), where σ(H) denotes the minimum size of the smallest colour class in a colouring of H with χ(H) colours and where h denotes the order of H. Note that χ cr (H) always satisfies χ(H) − 1 < χ cr (H) ≤ χ(H) and equals χ(H) if and only if for every colouring of H with χ(H) colours, all of the colour classes have equal size. Up to the error term γn, the minimum degree condition of the result in [19] is best possible. The case = 4 was solved earlier by Kawarabayashi [12] with the exact bound on the minimum degree.
Here, we determine all non-bipartite graphs H for which the critical chromatic number is the relevant parameter which guarantees a perfect H-packing. We also show that for all remaining non-bipartite graphs as well as for all connected bipartite ones, Theorem 1.1 is best possible up to the error term γn.
We say that a colouring of H is optimal if it uses exactly χ(H) =: colours and call an optimal colouring of H minimal if the smallest colour class has size σ(H). Given an optimal colouring c, let x 1 ≤ x 2 ≤ · · · ≤ x denote the sizes of the colour classes of c. Put
Let D(H) denote the union of all the sets D(c) taken over all optimal colouring c. We denote by hcf χ (H) the highest common factor of all integers in D(H). (If D(H) = {0} we set hcf χ (H) := ∞.) Note that D(H) = {0} if and only if χ(H) = χ cr (H). Moreover, it is easy to see that there are graphs H with hcf χ (H) = 1 but such that for all optimal colourings c the highest common factor of all integers in D(c) is strictly bigger than 1. Thus for such graphs H there is no single optimal colouring which 'certifies' that hcf χ (H) = 1. Theorem 1.2. For every positive constant γ and every graph H with hcf χ (H) = 1 and χ(H) ≥ 3 there exists an integer n 0 = n 0 (γ, H) such that every graph G whose order n ≥ n 0 is divisible by |H| and whose minimum degree is at least (1 − 1/χ cr (H) + γ) n contains a perfect H-packing. Moreover, this perfect H-packing can be found in time O(n 3.376 ).
Theorem 1.2 is essentially best possible in three ways. Firstly, in Proposition 2.1 we show that for those nonbipartite graphs H to which Theorem 1.2 does not apply, Theorem 1.1 is best possible up to the error term γn. This is also easily seen to be the case when H is connected and bipartite (see Section 2). The case when H is bipartite but not connected will be covered in [20] . In that case, the result also depends on the relative sizes of the components of H. Secondly, in Proposition 2.2 we show that for all graphs H a minimum degree of at least (1 − 1/χ cr (H))n is necessary to guarantee a perfect H-packing. An easy modification of the examples in Proposition 2.2 shows that there are graphs H for which the term γn in Theorem 1.2 cannot be replaced by 0. By using much more involved arguments than those described here, in the full version [20] of this paper we show that the term γn can be replaced by a constant depending only on H. (However, we do not produce an explicit algorithm in this case.)
Thirdly, the algorithmic assertion of Theorem 1.2 (and Theorem 1.1) is also best possible for many graphs H. More precisely, suppose that H is either a K with ≥ 3 or a complete -partite graph whose second smallest vertex class has size at least 2. For any such H and any fixed γ > 0 the problem of deciding whether a graph G has a perfect H-packing is NP-complete for the class of all instances G with minimum degree at least (1 − 1/χ cr (H) − γ)n. It would be very interesting to know whether this hardness result can be extended to all connected graphs H on at least 3 vertices. See Section 3 for details.
Another class of graphs for which H-packing problems have been studied are planar graphs. Berman et al. [6] have shown that if H is a connected outerplanar graph and all the instances G are planar the perfect H-packing problem is still NP-complete. On the other hand, they showed that the problem can be solved in linear time if H is a planar triangulation on at least 4 vertices. Baker [5] showed that the corresponding maximization problem admits a polynomial time approximation scheme for any planar graph H (i.e. the solution can be approximated within any given constant factor in polynomial time).
In our proof of Theorem 1.2 we will use the following result of Komlós [14] . It gives an essentially best possible bound on the minimum degree of a graph G which ensures the existence of an almost perfect Hpacking in G. Here the critical chromatic number is the relevant parameter for any graph H. Theorem 1.3. [Komlós [14] ] For every graph H and every γ 1 > 0 there exists an integer n 1 = n 1 (γ 1 , H) such that every graph G of order n ≥ n 1 and minimum degree at least (1 − 1/χ cr (H))n contains an H-packing which covers all but at most γ 1 n vertices of G.
The bound on the number of leftover vertices in Theorem 1.3 was reduced to a constant depending only on H by Shokoufandeh and Zhao [22] , but we will not make use of this.
Notation, tools and extremal examples
Throughout this paper we omit floors and ceilings whenever this does not affect the argument. We write e(G) for the number of edges of a graph G, |G| for its order, δ(G) for its minimum degree, ∆(G) for its maximum degree, χ(G) for its chromatic number and χ cr (G) for its critical chromatic number as defined in Section 1. We denote the degree of a vertex x ∈ G by d G (x) and its neighbourhood by N G (x).
Given disjoint A, B ⊆ V (G), an A-B edge is an edge of G with one endvertex in A and the other in B; the number of these edges is denoted by e G (A, B) or e(A, B) if this is unambiguous. We write (A, B) G for the bipartite subgraph of G whose vertex classes are A and B and whose edges are all A-B edges in G. More generally, we write (A, B) for a bipartite graph with vertex classes A and B.
The next proposition implies that for those nonbipartite graphs H to which Theorem 1.2 does not apply Theorem 1.1 is essentially best possible. Proposition 2.1. Let H be a graph such that χ(H) > 2 and hcf χ (H) > 1. Then there are infinitely many graphs G whose order n is divisible by |H| and whose minimum degree is (1 − 1/χ(H))n − 1 but which do not contain a perfect H-packing.
Proof. Put := χ(H). Given k ∈ N, let G denote the complete -partite graph with vertex classes U 1 , . . . , U where |U 1 | = k|H| − 1, |U 2 | = k|H| + 1 and |U i | = |H|k for i = 3, . . . , . Thus |G| = k |H| and δ(G) = ( − 1)k|H| − 1 = (1 − 1/χ(H))|G| − 1. Thus it remains to show that G does not have a perfect H-packing. So consider disjoint copies
By induction it follows that y i − x i ≡ 1 mod hcf χ (H). As hcf χ (H) > 1 this implies that x i = y i and so at least one of x i , y i is nonzero. This shows that no H-packing covers all the vertices in U 1 ∪ U 3 and thus G cannot contain a perfect H-packing.
Note that Proposition 2.1 carries over to connected graphs H of chromatic number 2. Indeed, let k ∈ N be odd and let G be the disjoint union of two cliques of order |H|k/2 and |H|k/2 . Then the minimum degree of G is (1 − 1/χ(H))|G| − 1. However it is easy to check that |H|k/2 is not divisible by |H|. Thus G cannot contain a perfect H-packing as H is connected.
For completeness we also include the short proof of the fact that a minimum degree of at least (1 − 1/χ cr (H))|G| is necessary to guarantee a perfect Hpacking in a graph G. This fact was already observed in [14] . Proposition 2.2. For every graph H with χ(H) ≥ 2 there are infinitely many graphs G whose order n is divisible by |H| and whose minimum degree is (1 − 1/χ cr (H))n − 1 but which do not contain a perfect Hpacking.
Proof. Let := χ(H). Consider any minimal colouring of H and let x 1 ≤ · · · ≤ x denote the sizes of the colour classes. Thus x 1 = σ(H). Let s 1 := ( − 1)x 1 and s := x 2 + · · · + x . Given k ∈ N, let G denote the complete -partite graph with vertex classes U 1 , . . . , U where
Given a graph H as in Theorem 1.2, the following lemma gives a sufficient condition on the sizes of the vertex classes of a complete χ(H)-partite graph G which ensures that G has a perfect H-packing. It is a special case of Lemma 12 in [20] .
Lemma 2.1. Let H be a graph with := χ(H) ≥ 3 and hcf χ (H) = 1.
and such that | |U i | − |U j | | ≤ β 1 n whenever 1 ≤ i < j < . Then G contains a perfect H-packing.
Hardness results for algorithms
For convenience, let Pack(H) denote the problem of deciding whether a graph G contains a perfect Hpacking. We also need to define a restricted version of this problem. For this, we say that a graph G is c-dense if it has minimum degree at least c|G|. Let Pack(H, c) denote the problem of deciding whether a c-dense input graph G contains a perfect H-packing.
Theorem 3.1. Let ≥ 2 be an integer. Let H be a graph such that either H = K and ≥ 3 or such that H is a complete -partite graph with vertex classes of size
Proof. We first consider the case when H is a complete -partite graph with vertex classes of size x 1 ≤ · · · ≤ x where x 2 ≥ 2. Let H := K x1,x2 and fix c ≤ 1 − 1/χ cr (H) − γ. We will prove the result by a reduction from the H -packing problem. Since H is a connected graph on at least 3 vertices, the latter problem was proved to be NP-complete by Hell and Kirkpatrick [8] .
Thus, it suffices to show that for every instance G of Pack(H ), we can construct (in polynomial time) an instance F = F (G) of Pack(H, c), so that F has a perfect H-packing if and only if G has a perfect Hpacking. Let z 1 := ( − 1)x 1 and z := x 2 + · · · + x . Let B * denote the complete -partite graph with one vertex class of size z 1 and − 1 vertex classes of size z. Given an integer t, let B * (t) denote the complete -partite graph with one vertex class Z 1 of size z 1 t and − 1 vertex classes Z 2 , . . . , Z of size zt. Note that B * (t) has a perfect H-packing consisting of ( − 1)t copies of H.
Let t := |G|/γ and k := |G|/|H |. Clearly, we may assume that k is an integer. We now obtain F from the disjoint union of B * (t), G and − 2 independent sets I 3 , . . . , I of sizes kx 3 , . . . , kx by connecting all vertices of G to all vertices of B * (t)−Z 2 as well as to all vertices in I 3 ∪ · · · ∪ I . Moreover, for all i = 3, . . . , , we connect all vertices in I i to all vertices of B * (t) − Z i as well as to all vertices in each I j with j = i. It is easily seen that F is c-dense.
Clearly, if G has a perfect H -packing, then F has a perfect H-packing. Now suppose that G does not have a perfect H -packing. We have to show that F does not have a perfect H-packing. So suppose that H is a perfect H-packing in F . Given 0 ≤ j < x 1 , let H j (G) ⊆ H denote the collection of all those copies of H which do not avoid G and meet Z 1 in precisely j vertices. Note that each such copy meets G in at least x 1 + x 2 − j vertices and it avoids Z 2 . Put n j = |H j (G)|. So there exists an integer D ≥ 0 such that
Moreover, if a copy of H in H 0 (G) meets G in precisely x 1 + x 2 vertices, then these vertices form the Hsubgraph of that copy. Since G does not have a perfect H -packing, it follows that either D > 0 or n j > 0 for some j ≥ 1 (or both). Define D by setting
Let H(G) denote the union of all the H j (G). Since every copy of H in H \ H(G) contains at least x 1 vertices in Z 1 there are at most (|Z 1 | − x1−1 j=0 jn j )/x 1 such copies. Since all these copies have to cover all those vertices in F − Z 1 which do not belong to copies of H in H(G) it follows that
This in turn implies that
Together with (3.1) the latter implies that
However, this contradicts (3.2) and thus completes the proof that F does not have a perfect Hpacking. Now consider the case when H = K . This time, we will prove the result by a reduction from the H-packing problem. Thus for every instance G of Pack(H), we will construct an instance F = F (G) of Pack(H, c), so that F has a perfect H-packing if and only if G has one. This time, F is obtained from the complete -partite graph with vertex classes Z 1 , . . . , Z of size t := |G|/γ by adding G and connecting all vertices of G to all vertices in Z 1 ∪ · · · ∪ Z −1 . Again, it is easily seen that F is c-dense.
Clearly, if G has a perfect H-packing, then F has one too. Now suppose that G does not have a perfect H-packing but that H is a perfect H-packing in F . Let H(G) ⊆ H denote the collection of all those copies of H which meet G. Every such copy of H avoids Z . Moreover, since G does not have a perfect H-packing, at least one vertex of Z 1 ∪ · · · ∪ Z −1 is contained in some copy of H in H(G)
Note that the graph F constructed in the reduction has size polynomial in |G| even if γ = |G| −K , say, where K > 0 is an arbitrary constant. Thus, given any constant K > 0, the assertion of the theorem actually remains valid for the class of all instances G whose minimum degree is at least (1 − 1/χ cr (H) − |G| −K )|G|. It would be interesting to know whether the assertion of the theorem can be extended to all graphs H for which Pack(H) is NP-complete (i.e. those which contain a component with at least 3 vertices). Similarly, it might be true that the optimization problem of finding a maximum H-packing is APX-complete for all such graphs H and for all instances G whose minimum degree is at least (1 − 1/χ cr (H) − γ)|G|. This is open even if H is a triangle.
The Regularity lemma and the Blow-up lemma
The purpose of this section is to collect all the information we need about Szemerédi's Regularity lemma and and the Blow-up lemma of Komlós, Sárközy and Szemerédi [15] . See [18] and [13] for surveys about these. Let us start with some more notation. The density of a bipartite graph G = (A, B) is defined to be We will use the following degree form of Szemerédi's Regularity lemma which can be easily derived from the classical version. Proofs of the latter are for example included in [4] and [7] . V 0 , V 1 , . . . , V k and a spanning subgraph G of G such that:
We will also use the Blow-up lemma of Komlós, Sárközy and Szemerédi [15] . It implies that dense regular pairs behave like complete bipartite graphs with respect to containing bounded degree graphs as subgraphs. Given L 1 , . . . , L f ∈ N and ε ≤ ε 0 , let F * be the graph obtained from F by replacing each vertex i ∈ F with a set V i of L i new vertices and joining all vertices in V i to all vertices in V j whenever ij is an edge of F . Let G be a spanning subgraph of F * such that for every edge ij ∈ F the graph (V i , V j ) G is (ε, d)-superregular. Then G contains a copy of every subgraph H of F * with ∆(H) ≤ ∆.
Proof of Theorem 1.2 5.1 Further notation and sketch of the proof
Before we can outline the idea of the proof, we need to introduce some more notation. Let H, G and γ be as in Theorem 1.2. Put := χ(H) ≥ 3. Fix a minimal colouring c of H and let x 1 ≤ x 2 ≤ · · · ≤ x denote sizes of the colour classes of c. So σ(H) = x 1 . Put z 1 := ( − 1)x 1 , z := x 2 + · · · + x and
Note that ξ < 1 since hcf χ (H) = 1 (and thus x 1 < x ). Let B * denote the complete -partite graph with one vertex class of size z 1 and − 1 vertex classes of size z. Note that B * has a perfect H-packing consisting of −1 copies of H. Moreover,
Let s be a sufficiently large integer and λ γ, ξ, 1 − ξ be a positive constant. Let B denote the completepartite graph with one vertex class of size s 1 := ξ(1+λ)s and − 1 vertex classes of size s. Moreover, we choose λ and s in such a way that B contains a perfect B * -packing. Note that
We now give an outline of the proof of Theorem 1.2. We first apply the Regularity lemma to our given graph G in order to obtain a reduced graph R. Then we apply Theorem 1.3 to R to obtain an almost perfect Bpacking of R. The surplus γn in the minimum degree of G ensures that we are able to apply Theorem 1.3 here. Next we add all the clusters of R which are not covered by this B -packing to the exceptional set V 0 . For each exceptional vertex x ∈ V 0 we then choose a copy of H which consists of x together with |H|−1 vertices lying in some clusters. All these copies of H will be disjoint for distinct exceptional vertices. We remove all the vertices of G contained in these copies from the clusters they belong to. Our next aim is to apply the Blow-up lemma to each copy B i of B in the B -packing of R in order to find an H-packing in G which covers all the vertices belonging to (the modified) clusters in B i . Then all these Hpackings together with all the copies of H chosen so far for the exceptional vertices would form a perfect Hpacking in G. However, a necessary condition for this is that the complete -partite graph F * i whose jth vertex class is the union of all clusters in the jth vertex class of B i (for all j = 1, . . . , ) has a perfect H-packing. We will apply Lemma 2.1 to ensure this. One condition in Lemma 2.1 is that |H| has to divide |F * i |. It turns out that this can be achieved by taking out a bounded number of suitable further copies of H. The second condition in Lemma 2.1 is that the − 1 larger vertex classes of F * i must have roughly the same size, u say, while the smallest vertex should be a little larger than ξu. But this second condition was the reason why we chose a B -packing in R and not simply a B * -packing: the ratio of the size of the smallest vertex class of B to the size of the other classes is ξ(1+γ) and in subsequent steps of the proof, we changed this ratio only by a comparatively small amount, so we can still satisfy the second condition Lemma 2.1 with room to spare.
Applying the Regularity lemma and choos-
ing the packing in the reduced graph We will fix further constants satisfying the following hierarchy
Moreover, we choose β, γ 1 and a new integer k 0 such that
where n 1 is as defined in Theorem 1. 3 . In what follows, we assume that the order n of our given graph G is sufficiently large for our estimates to hold. We now apply the Regularity lemma with parameters ε and d to our given graph G to obtain clusters, an exceptional set V 0 and a reduced graph R. (5.3) and (5.5) together with the well-known fact that the minimum degree of G is almost inherited by its reduced graph (see e.g. [21, Prop. 9] ) imply that
Together with (5.4) and the fact that λ γ by (5.5) this implies that δ(R) ≥ (1 − 1/χ cr (B ))|R|. Since also |R| ≥ k 0 ≥ n 1 (γ 1 , B ) by (5.6), we may apply Theorem 1.3 to R to find a B -packing which covers all but at most γ 1 |R| vertices of R. We denote the copies of B in this packing by B 1 , . . . , B k . We delete all the clusters not contained in some B i from R and add all the vertices lying in these clusters to the exceptional set V 0 . Thus
From now on, we denote by R the subgraph of the reduced graph induced by all the remaining clusters. Since γ 1 γ we still have that with these properties.) Together all these partitions of the clusters of R yield a partition of the vertices of G − V 0 into red and blue vertices. We will use these partitions to ensure that even after some modifications which we have to carry out during the proof, the edges of the B i will still correspond to superregular subgraphs of G . More precisely, in Section 5.3 we will choose certain copies of H in G, but each copy will avoid all the red vertices. All the vertices contained in these copies of H will be removed from the clusters they belong to. However, if we look at the (modified) bipartite subgraph of G which corresponds to some edge V a V b of B i , then this subgraph of G will still be (5ε, d/5)-superregular since it still contains all vertices in V . After Section 5.3, we will remove only a bounded number of further vertices from the clusters, which will also not affect the superregularity significantly.
Incorporating the exceptional vertices
Given an exceptional vertex x ∈ V 0 , we call a copy B ∈ B * of B * useful for x if there are − 1 clusters belonging to different vertex classes of B such that x has at least αL neighbours in each of these clusters. Let k x denote the number of copies of B * in B * which are useful for x. Then
A straightforward calculation now shows that k x ≥ ξ|B * | 2 . Since γ 1 β, ξ, 1/|B * | by (5.5) and (5.6), this in turn shows that k x βL |V 0 |. Thus we can assign each exceptional vertex x ∈ V 0 greedily to some B x ∈ B * in such a way that B x is useful for x and that to each B ∈ B * we assign at most βL exceptional vertices. For each x ∈ V 0 we now choose a copy of H in G which contains x and whose other vertices all lie in clusters belonging to B x . Since at most βL αL exceptional vertices are assigned to B x but x has at least αL neighbours in − 1 clusters belonging to different vertex classes of B x , this can be done in such a way that these copies of H in G are disjoint for distinct exceptional vertices and such that they avoid all the red vertices of G. (Indeed, the existence of such copies of H in G easily follows from a 'greedy' argument based on the ε-regularity of the bipartite subgraphs of G corresponding to the edges of the B x ⊆ R, see e.g. Lemma 7.3.2 in [7] or Theorem 2.1 in [18] . We will often use this and similar facts below.) We remove all the vertices lying in these copies of H from the clusters they belong to.
Making the blow-up of each B ∈ B
* divisible by |H| Given a subgraph S ⊆ R, we denote by V G (S) ⊆ V (G) the union of all the clusters belonging to S. Our aim is to apply the Blow-up lemma to each copy B i in the B -packing of R in order to find a H-packing in G which covers all the vertices of V G (B i ). Then all these H-packings together with all the copies of H chosen for the exceptional vertices in Section 5.3 yield a perfect Hpacking in G. However, to be able to apply the Blow-up lemma we have to ensure that the complete -partite graph whose jth vertex class is the union of all the clusters lying in the jth vertex class of B i (j = 1, . . . , ) contains a perfect H-packing. By Lemma 2.1 this will turn out to be the case if |H| divides the order of this complete -partite graph, i.e. if |H| divides |V G (B i )|. To achieve the latter, we will take out a bounded number of further copies of H in G (i.e. we will remove all the vertices lying in these copies from the clusters they belong to). In fact, we will take out a bounded number of copies of H in G to achieve that |H| even divides |V G (B)| for each B ∈ B * . For this, we define an auxiliary graph F whose vertices are the elements of B * and in which B 1 , B 2 ∈ B * are adjacent if the reduced graph R contains a copy of K with one vertex in B 1 and − 1 vertices in B 2 or vice versa.
To motivate the definition of F , let us first consider the case when F is connected. If B 1 , B 2 ∈ B * are adjacent in F then G contains a copy of H with one vertex in V G (B 1 ) and all the other vertices in V G (B 2 ) or vice versa. In fact, we can even find |H| − 1 disjoint such copies of H in G by using the 'greedy' argument referred to in Section 5.3. Taking out a suitable number of such copies (at most |H| − 1), we can achieve that the size of the subset of V G (B 1 ) obtained in this way is divisible by |H|. Thus we can 'shift the remainders mod |H|' along a spanning tree of F to achieve that Thus in what follows we may assume that F is not connected. Let C denote the set of all components of F . Given a component C of F , we denote by V R (C) ⊆ V (R) the set of all those clusters which belong to some B ∈ B * with B ∈ C. We write V G (C) ⊆ V (G) for the union of all the clusters in V R (C). We first show that we can take out a bounded number of copies of H in G in order to make |V G (C)| divisible by |H| for each C ∈ C. After that, we can 'shift the remainders mod |H|' within each component C ∈ C along a spanning tree as indicated above to make |V G (B)| divisible by |H| for each B ∈ B * . For our argument, we will need the following claim.
Suppose not. Then there is some B ∈ B * such that B ∈ C 1 and such that
This implies that a has a neighbour in at least − 1 vertex classes of B. Thus R contains a copy of K which consists of a together with − 1 of its neighbours in B. But by definition of the auxiliary graph F , this means that B is adjacent in F to the copy B 0 ∈ B * that contains a, i.e. B and B 0 lie in the same component of F , a contradiction. This completes the proof of Claim 1.
Claim 2.
There exist a component C ∈ C, a copy K of K in R and a vertex a 0 ∈ V (R) \ (V (K) ∪ V R (C )) such that K meets V R (C ) in exactly one vertex and such that a 0 is joined to all the remaining vertices in K. As δ(R) > 1/2, there exists an edge a 1 a 2 ∈ R which joins the vertex sets corresponding to two different components of F , i.e. there are distinct C 1 , C 2 ∈ C such that a 1 ∈ V R (C 1 ) and a 2 ∈ V R (C 2 ). By (5.7) the number of common neighbours of a 1 and a 2 in R is at least
To prove the claim, we will now distinguish two cases.
| common neighbours of a 1 and a 2 lie outside V R (C 1 ). Let a 3 be a common neighbour of a 1 and a 2 outside V R (C 1 ). Claim 1 and (5.7) together imply that the number of common neighbours of a 1 , a 2 and a 3 outside V R (C 1 ) is at least
Choose such a common neighbour a 4 . Continuing in this way we obtain distinct vertices a 2 , . . . , a outside V R (C 1 ) which together with a 1 from a copy K of K in R. As before, Claim 1 and (5.7) together imply that the number of common neighbours of a 2 , . . . , a outside V R (C 1 ) is at least γ|V (R) \ V R (C 1 )|/4. Let a 0 be such a common neighbour. Then Claim 2 holds with C := C 1 , K and a 0 . Thus we may now consider
| common neighbours of a 1 and a 2 lie in V R (C 1 ). In this case we proceed similarly as in Case 1. However, this time we choose a 0 , a 3 , . . . , a inside V R (C 1 ). Indeed, this can be done since Claim 1 and (5.7) together imply that each vertex in V R (C 1 ) has at least 1
. Then Claim 2 holds with C := C 2 .
Claim 3. We can make |V G (B)| divisible by |H| for all B ∈ B * by taking out at most |B * ||H| copies of H in G.
We first take out some copies of H in G to achieve that |V G (C)| is divisible by |H| for each C ∈ C. To do this we proceed as follows. We apply Claim 2 to find a component
in exactly one vertex, a 1 say, and such that a 0 is joined to all vertices in K − a 1 . Thus G contains a copy H of H which has exactly one vertex x ∈ V G (C 1 ) and whose other vertices lie in clusters belonging to V (K − a 1 ) ∪ {a 0 }. (Indeed, we can choose the vertices of H lying in the same vertex class as x in the cluster a 0 and the vertices lying in other vertex classes in the clusters belonging to K − a 1 .) In fact, G contains |H| − 1 (say) disjoint such copies of H. Now suppose that |V G (C 1 )| ≡ j mod |H|. Then we take out j disjoint such copies of H in G to achieve that |V G (C 1 )| is divisible by |H|, i.e. we delete the vertices in these copies from the clusters they belong to. Next we consider the graphs F 1 := F − V (C 1 ) and
instead of F and R. Claim 1 and (5.7) together imply that
Now suppose that |C| ≥ 3. Then similarly as in the proof of Claim 2 one can find a component
in exactly one vertex, a 2 say, and such that a 0 is joined to K − a 2 . As before, we take out at most |H| − 1 copies of H in G to achieve that |V G (C 2 )| is divisible by |H|. As |G| was divisible by |H|, we can continue in this fashion to achieve that |V G (C)| is divisible by |H| for all components C ∈ C. In this process, we have to take out at most (|C| − 1)(|H| − 1) copies of H in G. Now we consider each component C ∈ C separately. By proceeding as in the connected case for each C and taking out at most (|C| − 1)(|H| − 1) further copies of H in G in each case, we can make |V G (B)| divisible by |H| for each B ∈ B * . Hence, in total, we have taken out at most (|C| − 1)(|H| − 1) + (|B * | − |C|)(|H| − 1) ≤ |B * ||H| copies of H in G.
5.5
Applying the Blow-up lemma As described at the beginning of Section 5.4, we now consider each B i ⊆ R (i ≤ k ) where the vertices of R are the modified clusters (i.e. they do not contain vertices lying in the copies of H removed in Sections 5.3 and 5.4). For each i ≤ k let G i denote the subgraph of G corresponding to B i . Thus G i is the -partite subgraph of G whose jth vertex class is the union of all the clusters lying in the jth vertex class of B i (j = 1, . . . , ). In Section 5.4 we made |G i | = |V G (B i )| divisible by |H| for each i. Moreover, in Section 5.3 we have removed at most |H|βL vertices from each cluster and in Section 5.4 we removed only a bounded number of further vertices. So altogether we removed at most 2|H|βL vertices from each cluster. Since β λ ξ, 1 − ξ, |H| by (5.5) and (5.6), we may apply Lemma 2.1 to conclude that the complete -partite graph whose vertex classes are the same as the vertex classes of G i has a perfect Hpacking. (Recall it was for this purpose that we chose the smallest vertex class of B to be ξ(1 + λ) times as large as the others in the definition of B -and not just ξ times as large.)
Moreover, each of the bipartite subgraphs of G i corresponding to an edge of B i is still (6ε, d/6)-superregular. Indeed, since all the copies of H chosen in Section 5.3 avoid the red vertices of G, the removal of the vertices in all these copies results in bipartite subgraphs of G i which are still (5ε, d/5)-superregular. (This was already observed at the end of Section 5.2.) In Section 5.4 we only removed a bounded number of further vertices in each cluster. Thus after Section 5.4 the bipartite subgraphs of G i are still (6ε, d/6)-superregular. Hence, for each i = 1, . . . , k , we may apply the Blow-up lemma to find a perfect H-packing in G i . Together with all the copies of H chosen so far, all these H-packings form a perfect H-packing in G, as desired.
Algorithmic aspects of the proof
In this section, we point out those parts of the proof where the translation into an algorithm is nontrivial. Alon et al. [1] described an algorithm which finds the partition guaranteed by the Regularity lemma in time O(n 2.376 ). An algorithmic version of the Blow-up lemma was found by Komlós, Sárközy and Szemerédi [16] . The algorithm runs in time O(n 3.376 ). Note that the application of Theorem 1.3 to the reduced graph takes just constant time, as the order of the reduced graph is bounded. The partition of the vertex sets referred to in the paragraph after (5.8) can be found in time O(n 3 ). This follows e.g. from [2, Ch. 15, Thm. 1.2] and its proof by considering the adjacency matrix of G. Also, each of the O(n) copies of H which we remove in Section 5.3 to incorporate the exceptional vertices can be found in time O(n 2 ) using the 'greedy' argument described in [7, 18] .
