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SUMMARY 
The theory of generalized polars as developed by Balas , Burdet, 
and others in the context of integer and nonconvex quadratic programming 
problems i s used t o develop a cutt ing plane algorithm for the B i l i n e a r 
Programming Problem (BLP). I t i s shown t h a t the cuts generated are 
deeper than those generated by Konno. The algorithm converges i n f i n i t e l y 
to a global optimal so lu t ion . I t i s a l so proved that an e-optimal so lu­
t ion i s obtained in a f i n i t e number of s t eps . Some computational r e ­
s u l t s are provided. 
A second algorithm, based on an inductive construction of a 
sequence of polytopes , i s developed for the BLP. This algorithm i s 
shown to converge to a global optimum in a f i n i t e number of s t eps . 
1 
C H A P T E R I 
I N T R O D U C T I O N A N D L I T E R A T U R E S U R V E Y 
1 . 1 I N T R O D U C T I O N 
T H E A R E A O F M A T H E M A T I C A L P R O G R A M M I N G H A S A T T R A C T E D R E S E A R C H E R S 
F R O M D I F F E R E N T D I S C I P L I N E S E V E R S I N C E T H E D E V E L O P M E N T O F T H E S I M P L E X 
M E T H O D F O R L I N E A R P R O G R A M M I N G A N D T H E C A P A B I L I T Y O F S O L V I N G R E A L I S T I C 
P R O B L E M S O N E L E C T R O N I C C O M P U T E R S . O N E O F T H E I M P O R T A N T O B J E C T I V E S H A S 
B E E N T O D E V E L O P A C O M P A R A B L E P R O B L E M - S O L V I N G C A P A B I L I T Y F O R M O D E L S M O R E 
C O M P L E X T H A N T H O S E S A T I S F Y I N G T H E R E S T R I C T I V E A S S U M P T I O N S O F L I N E A R 
P R O G R A M M I N G . S U C H A T T E M P T S I N T H E A R E A S O F C O N V E X A N D I N T E G E R P R O G R A M ­
M I N G W E R E N O T Q U I T E A S S U C C E S S F U L A S I N T H E C A S E O F L I N E A R P R O G R A M M I N G 
F O R T H E M O S T G E N E R A L C L A S S ' O F P R O B L E M S . H O W E V E R , R E L A T I V E L Y E F F E C T I V E 
A L G O R I T H M S I N T H E S E A R E A S H A V E B E E N C O N S T R U C T E D F O R S O L V I N G L A R G E P R O B ­
L E M S W I T H S P E C I A L S T R U C T U R E S B Y T A K I N G A D V A N T A G E O F T H E S P E C I A L P R O P E R ­
T I E S O F T H E P R O B L E M . A S I T T U R N S O U T , A N U M B E R O F P R A C T I C A L P R O B L E M S D O 
H A V E S P E C I A L S T R U C T U R E S . H E N C E , S O L O N G A S M A J O R M E T H O D O L O G I C A L B R E A K ­
T H R O U G H S A R E N O T A C H I E V E D , I T A P P E A R S T H A T R E S E A R C H I N T H I S D I R E C T I O N 
W I L L B E C O M E M O R E A N D M O R E I M P O R T A N T . 
T H I S I S A L L T H E M O R E T R U E I N T H E C A S E O F N O N C O N V E X P R O G R A M M I N G . 
I N C O N T R A S T T O T H E C O N V E X C A S E , R E S E A R C H O N N O N C O N V E X P R O G R A M M I N G P R O B ­
L E M S I S S T I L L I N T H E P R E L I M I N A R Y S T A G E S . T H E R E D O E S N O T E X I S T A N Y 
E F F E C T I V E A L G O R I T H M F O R T H E M O S T G E N E R A L N O N C O N V E X P R O B L E M . S O L U T I O N 
P R O C E D U R E S H A V E B E E N P R O P O S E D F O R S P E C I A L C A S E S , B U T E V E N H E R E S E V E R A L 
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def ic ienc ies s t i l l e x i s t . F i r s t l y , not many of these algorithms have a 
proof of convergence. In some cases , counterexamples have been published 
to demonstrate lack of convergence. Secondly, i t does not appear easy 
to program these algorithms for implementation on computers. F i n a l l y , 
since computational r e s u l t s have not been widely reported , i t i s hard to 
conjecture what s i ze of problems can be solved within the cons tra ints 
of time and a v a i l a b l e high speed memory. 
The specia l ized problem that we w i l l be studying i s the B i l i n e a r 
Programming Problem, which i s defined in the next sect ion . The objec­
t i v e s of t h i s study a r e : 
1 . To develop a cutt ing plane algorithm for solving the B i l i n e a r 
Programming Problem such that the cuts generated are deeper than those 
proposed in the l i t e r a t u r e . I t i s expected that t h i s algorithm w i l l be 
computationally f e a s i b l e . We w i l l prove i n f i n i t e convergence of the 
algorithm. We w i l l a l so develop an algorithm which w i l l converge in a 
f i n i t e number of steps to an e-optimal so lut ion . 
2. To develop a second algorithm f o r solving the B i l inear •Prob­
lem based on an inductive construction of a spec ia l polytype. This 
algorithm w i l l be shown to converge in a f i n i t e number of s teps . How­
ever , only smaller problems can be solved by t h i s method since i t r e ­
quires a large data storage c a p a b i l i t y . 
3. To gain some computational experience with the cutt ing plane 
algorithm so as to compare with the l imited r e s u l t s a v a i l a b l e , t o get a 
f e e l for the r a t e of convergence and for the l a r g e s t problem that can be 
solved in a reasonable amount of time. 
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The organization of t h i s study i s as fo l lows . In the remainder 
of t h i s chapter , we w i l l s t a t e the problem to be studied and the tech­
niques a v a i l a b l e in the l i t e r a t u r e for so lv ing the B i l i n e a r and c l o s e l y 
r e l a t e d problems. Chapter II contains a study of the poss ible areas of 
appl icat ion of the B i l i n e a r Problem so as to highl ight i t s importance. 
In Chapter I II we discuss the nature of the objec t ive function of the 
B i l inear Problem and present an algorithm for determining a good, f e a s i ­
ble s t a r t i n g po int , which i s used heavi ly l a t e r on. In Chapter IV we 
develop the cutt ing plane algorithm, and in Chapter V the algorithm 
based on an inductive construction of a polytope. In Chapter VI, we 
discuss methods for determining a lower bound f o r the objec t ive function 
and show how i t can be useful t o terminate the algorithm quicker than 
without i t . In Chapter VII we summarize our computational r e s u l t s based 
on the performance of a computer code that we have developed on a v a r i e t y 
of t e s t problems, s t a t e our f i n a l conclusions and indicate areas for 
f u r t h e r research . 
The basic de f in i t i ons and notation used in t h i s study are- stand­
ard, see f o r example [22] and [ 2 9 ] . When we w r i t e X c Y, X could be 
equal to Y, unless s tated otherwise. We w i l l be using a number of 
r e s u l t s which have been derived in the l i t e r a t u r e of t h i s area . We w i l l 
simply s t a t e them without proof and c i t e an appropriate r e f e r e n c e . In 
the r e s t of t h i s chapter, uncommon terms w i l l be h e u r i s t i c a l l y explained. 
They w i l l be defined prec i s e ly l a t e r on when they are used. 
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1.2 Problem Statement 
The Bi l inear Programming Problem i s s tated mathematially as: 
(BLP 1) Minimize 4>(x,y) = c^x + d^y + x^Cy 
Subject to Ex £ e , x £ 0 
Fy <J f, y > 0 
m n m n k l where x e R , y e R are v a r i a b l e v e c t o r s , c € R , d € R , e e R , 
K 2 mxn k l * m K 2 X N f e R are given v e c t o r s , and C e R , E € R , F e R are given 
matrices . For s impl i c i ty in presentat ion we w i l l define the fol lowing 
s e t s : 
XQ = {x€Rm|Ex<;e, x>0} 
Y. = {y€R n |Fy^f, y>0} 
We w i l l assume that X^ and are nonempty polytopes , i . e . bounded poly­
hedral s e t s . Since a system of equations can always be expressed as a 
system of i n e q u a l i t i e s , and since an unbounded cons tra int s e t can be 
bounded by introducing appropriate c o n s t r a i n t s , there i s no loss in 
genera l i ty in assuming the nature of X̂  and Y Q . 
I t i s to be noted that the cons tra ints are separable in the v a r i ­
ables x and y , but the object ive function i s not . However, f o r a f ixed 
x (or y) 4> becomes l i n e a r in y (or x ) . This fac t w i l l play a key r o l e 
l a t e r on. 
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1 . 3 S o l u t i o n Procedures f o r BLP 1 
The B i l i n e a r Problem comes under t h e c a t e g o r y o f problems c a l l e d 
Quadrat i c Programming Problems i n which c o n v e x i t y assumptions have been 
r e l a x e d . This r e l a t i o n s h i p i s shown i n S e c t i o n 3 . 2 . We w i l l , t h e r e f o r e , 
be r e v i e w i n g a l g o r i t h m s f o r t h i s c l a s s of problems i n a d d i t i o n t o t h o s e 
proposed f o r BLP 1 . There e x i s t a number of wel l -known a l g o r i t h m s f o r 
Convex Quadrat i c Programming p r o b l e m s , but t h e s e w i l l no t be s t a t e d h e r e . 
1 . Cabot and F r a n c i s 1 A l g o r i t h m [ 1 0 ] 
The problem i s s t a t e d as 
t t 
PI: Minimize f ( x ) = c x + x Dx 
S u b j e c t t o x € S = {x |Ax=b, x>0} 
I t i s assumed t h a t an extreme p o i n t o f t h e convex s e t S i s an opt imal 
s o l u t i o n t o P I . This may be so e i t h e r because o f some s p e c i a l p r o p e r ­
t i e s of f ( f o r example , c o n c a v i t y ) o r because an extreme p o i n t o p t i m a l 
s o l u t i o n i s d e s i r e d , a s , f o r e x a m p l e , - i n a q u a d r a t i c ass ignment problem. 
Murty ' s [ 3 5 ] extreme p o i n t r a n k i n g procedure i s used t o s o l v e t h e p r o b ­
lem. In o r d e r t o do s o , upper and l o w e r bounds a r e deve loped f o r t h e 
o p t i m a l v a l u e o f f. Let U j be t h e minimum v a l u e of t h e o b j e c t i v e f u n c ­
t i o n o f t h e f o l l o w i n g problem: 
Minimize ( d - ] ) t x 
S u b j e c t t o x e S ; j = l , . . . , n . 
where d J i s the j t h column of D. 
P2 i s defined: 
A bounding l i n e a r programming problem 
n 
P2: Minimize g(x) = Y (c.+ u. )x. 
3 3 3 
Subject to x e S 
From the de f in i t i on of the u.., i t i s r e a d i l y seen that f o r any x e S , 
g(x) £ f ( x ) . Thus, i f x° i s an optimal so lut ion to P2, then fT = g(x°) 
LI 
i s a lower bound on f, a r e a d i l y obtainable upper bound being f = f (x^) 
The extreme point ranking procedure i s applied to P2. I f , a t a 
k k c e r t a i n s tage , the k t h ranked extreme point x i s such that g(x ) > f u , 
then c l e a r l y the so lut ion corresponding to f u i s optimal to PI. I f 
k k g(x ) < f , f i s rev i sed and set equal to. g(x ) which i s an improved 
U LI 
k k 
lower bound. I f f ( x ) < f u , then f ( x ) i s obviously an improved e s t i ­
mate of the upper bound. In t h i s way, the bounds approach each other 
t i l l termination occurs. A 4 x 6 t ransporta t ion problem was solved in 
10 seconds on CDC 3600. 
2. Tana's Algorithm [45] 
This i s an algorithm for minimizing a concave function defined 
over a polyhedral s e t . As applied to a quadratic objec t ive funct ion, 
the algorithm i s the same as the method of Cabot and Franc i s , the only 
d i f ference being in the method used for ranking the extreme po int s . 
Ranking extreme points according to Murty's algorithm requires examina­
t ion of s e v e r a l tableaux, and has been found to be not very e f f i c i e n t . 
Taha generates a cutt ing plane a t each stage which cuts o f f only ranked 
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extreme po ints . Solving a l i n e a r programming problem over the remaining 
f eas ib l e region automatical ly generates the next best extreme point of 
the o r i g i n a l s e t , s ince i t can be shown that extreme points created by 
the cutt ing plane cannot be optimal to the remaining problem. Computa­
t i o n a l r e s u l t s when the algorithm i s applied to a f ixed charge problem 
compare very favorably with those of Steinberg [ 4 4 ] . 
3. The Method of Mueller [34] 
The problem i s s tated as: 
Maximize z(x) = c^x + x^Fx 
Subject t o x € C = {x|a^x£b^, i = l , . . . , m } 
where F i s an indefinite matrix . I t can be shown that the optimal so lu­
t ion to t h i s problem i s not an i n t e r i o r point of C. Moreover, i f x i s 
the optimal so lu t ion , I the se t of binding constra ints at x and 
L = {x|a^x=b^, i c l } , then the function z(x) r e s t r i c t e d t o L i s a concave 
quadratic function. I t now fol lows that the optimal so lut ion to "the 
problem w i l l be e i t h e r an extreme point of C or a s ta t ionary point of 
the function z(x) r e s t r i c t e d to some boundary L of C. The basic ideas 
of the method are as fo l lows . Let us f i r s t assume that there are no 
s ta t ionary points of z(x) in C. Picking any a r b i t r a r y s t a r t i n g point in 
C and using gradient projec t ion to determine the d irec t ion of movement 
at each s tage , a sequence of optimal moves i s made in the d i rec t ions 
se lected t i l l one of s e v e r a l things occur. I f a t any s tage , movement 
along a d i rec t ion ends a t an extreme po in t , then at the next stage a l l 
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adjacent extreme points are examined. I f there e x i s t s one with a higher 
value of z ( x ) , we move to that extreme point and continue the search. 
I f not , another a r b i t r a r y s t a r t i n g point i s se lected and the whole 
algorithm repeated. S i m i l a r l y , i f we end up at a boundary point which 
i s not a s ta t ionary point of z(x) r e s t r i c t e d to the a c t i v e constra ints 
at that po int , no fur ther d i rec t ion of movement can be determined, so 
that another a r b i t r a r y s t a r t i n g point w i l l have to be se lected and the 
algorithm repeated. If we end up at a boundary point and z(x) i s con­
cave when r e s t r i c t e d to the cons tra ints a c t i v e a t that po in t , once again 
we have a candidate f o r the global optimum, but since there i s no way 
of recognizing i t , another s t a r t i n g point w i l l have to be generated. In 
the case when the ending point i s a s t a t i o n a r y point of z(x) r e s t r i c t e d 
to the ac t ive c o n s t r a i n t s , a d i rec t ion of. movement i s defined according 
to a spec ia l procedure which w i l l ensure fur ther improvement in the 
objec t ive function. The algorithm terminates when a spec i f ied time 
l imi t has elapsed. I t i s recognized that there i s no guarantee that the 
global optimum w i l l have been found.- I f there does e x i s t a s t a t i o n a r y 
point of z(x) in C, the only d i f ference i s in the method of se lec t ing 
the s t a r t i n g po ints . Half of a l l the s t a r t i n g points used must have an 
objec t ive function value greater than the function value a t the s t a ­
t ionary point . The remaining s t a r t i n g points are derived from the ones 
se lected according to a prescribed r u l e . The reason f o r t h i s i s the 
fact that the set of a l l x with z(x) grea ter than that at the s t a t i o n a r y 
point consis ts of a t most two d i s j o i n t polygonally connected components, 
and both these components have to be searched. Although no proof of 
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convergence i s provided, some computational r e s u l t s indicate that most 
of the time the optimal so lut ion was obtained. No computational times 
are reported , s ince , apparent ly , the objec t ive was only to t e s t con­
vergence . 
4. The Method of Candler and Townsley [ 1 1 ] 
The problem considered i s : 
Maximize c^x + x^Cx 
Subject to Ax = b , x > 0. 
The f i r s t phase of solving the problem cons is ts of finding a 
l oca l maximum. S t a r t i n g from an extreme po in t , a sequence of simplex 
operations i s defined to move to b e t t e r adjacent extreme points u n t i l 
e i ther an unbounded so lut ion i s indicated , in which case the problem i s 
so lved, or a pos i t ion i s reached such that a move with an improvement in 
object ive function value can be made along an edge not a l l the way to 
the adjacent extreme point but to a point in between on the edge. In 
th i s case the o r i g i n a l problem i s augmented by one constra int and two 
var iab le s such that a ver tex of the modified problem has a higher value 
of the objec t ive function. This process of augmentation i s continued 
t i l l a l o c a l maximum i s obtained, when no fur ther movement can be made 
along any edge. 
Given a l o c a l maximum a t a v e r t e x , the basic v a r i a b l e s can be 
expressed in terms of the nonbasic var iab le s at t h i s v e r t e x . Using 
these equations to e l iminate the basic v a r i a b l e s , a new objec t ive 
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function i s obtained in terms of the nonbasic v a r i a b l e s x only: 
k t c^x t x^Cx, where k i s a constant. Since t h i s i s a l o c a l maximum, 
c < 0. Now we would l i k e to consider the question of how much the non-
basic v a r i a b l e s x can be increased without reducing the objec t ive func-
- t - t - - - - t - t -t ion value below k. C l e a r l y , (c +x C)x < 0 f o r x > 0 i f c + x C < 0., 
that i s i f x^C < | c | . One inequal i ty which ensures that x^C < | c | i s 
I ° i I not v i o l a t e d i s derived as fo l lows . Let X. = min{—=—}, c . . > 0 , where 3 . c. . I ] J l i ] J 
c\ j are the elements of C. I f only the component x_. i s increased and 
a l l others f ixed a t zero , then X. i s the maximum that x. can be in -
creased without v i o l a t i n g the system x^C < | c | . I f a l l c\_. ^ 0 , then 
c l e a r l y X_. = 0 0 . The inequa l i ty required i s then £ x | Xj ^ 1 . The cut ­
t ing plane to be added to the o r i g i n a l system i s thus: £ x.. | X_- ^ 1 . 
This w i l l cause the f e a s i b l e region to be reduced. A f t e r a number of 
i t e r a t i o n s , the f e a s i b l e region w i l l be depleted. However, no proof of 
convergence has been provided nor any computational r e s u l t s reported . 
5. The Method of Tui [ 4 6 ] . 
The problem considered i s : -
Minimize f (x ) 
Subject to x e D c R n 
where D i s a polyhedron and f i s a concave function. This method 
c lose ly resembles the algorithm described in (4) above. Since f i s 
concave, i t s minimum over D w i l l be at ta ined at an extreme point of D. 
I t can be shown that for a concave funct ion, a l o c a l s t a r minimum i s 
1 1 
a l so a l o c a l minimum, where a l o c a l s t a r minimum i s an extreme point x 
at which the objec t ive function value i s not grea ter than that a t any 
extreme point adjacent to x. The search for a l o c a l minimum i s t h e r e ­
fore considerably s impl i f ied . A sequence of moves i s made from one 
extreme point of D to an adjacent extreme point t i l l a l o c a l s t a r mini­
mum x^ i s located . Tui assumes tha t p r e c i s e l y n edges are incident on 
x^, in the degenerate case perturbat ion methods being used to achieve 
t h i s o b j e c t i v e . A one-dimensional search i s made along each of these n 
rays to f ind the points , y ^ , . . . , y n fur thes t from x^ such that 
fCy 1) £ f ( x ^ ) . The minimum over the convex h u l l of the points 
{ x ^ , y \ y ^ , . . , , y n ) i s known and i s equal to f ( x ^ ) . H i s now a v a l i d cut-
1 2 n 
ting plane , where H i s the hyperplane passing through y ,y , . . . , y and 
x° e int[H ] , Actual ly instead of f, Tui uses the "best concave exten­
sion of f" to obtain deeper cuts . Once again, no proof of convergence 
i s a v a i l a b l e nor have any computational r e s u l t s been reported. 
Tui presents a second method for solving the above problem which 
does not require the addition of constra ints a t each i t e r a t i o n . This 
can be p a r t i c u l a r l y useful when the problem has a spec ia l s t r u c t u r e , f o r 
example, a transportat ion problem. The basic idea of the method i s to 
construct a polytope P such that i f D i s not a subset of P, an extreme 
point of D not in P i s generated, and an enlarged polytope PT i s defined 
from P by including the newly generated extreme point . To s t a r t o f f , 
the hyperplane H i s defined as above, and the i n i t i a l polytope i s the 
convex h u l l of the points {x^ jy"*",... , y n } . The extreme point of D 
fur thes t from H i s determined by solving the following l i n e a r 
12 
programming problem: 
P3: Maximize e ^ "̂ x 
Subject to x € D 
where e i s a vec tor of ones and B i s a matrix whose columns are the 
vectors y \ . . . , y n . I f the optimal value of the objec t ive function i s 
< 1 , then D c P and f (x ) i s the optimal so lu t ion . If not , an extreme 
point x 1 of D not in P i s found and the current global minimum i s se t 
equal to min { f ( x ) , f ( x ' ) } . The point x f i s projected along the l i n e 
joining x to x' to a point x' such that f ( x ' ) i s equal to the current 
_ t 
global minimum, x i s then expressed as a l i n e a r combination of the 
points y \ . . . » y n , and each y 1 whose c o e f f i c i e n t in t h i s l i n e a r expression 
i s nonzero i s replaced, in t u r n , by x 1 and hyperplanes defined through 
these se t s of po ints . Thus, a t t h i s s tage , a t most n hyperplanes w i l l 
be defined. The problem P3 i s solved with respect to each of these 
hyperplanes and the procedure i s continued t i l l the optimal so lut ion i s 
l e s s than or equal to 1 for each hyperplane generated, which implies 
that D e p . Tui asserted that " i t can be proved that the process must 
terminate in a f i n i t e number of s t eps ." However, a counterexample was 
provided by Zwart [ 5 0 ] . We w i l l e laborate more on t h i s method in Chap­
t e r V. 
Hu [24] has suggested some minor modifications of Tui's cut t ing 
plane algorithm to take care of degeneracy, which Tui has v i r t u a l l y 
ignored. In the case when more adjacent: extreme points t o the l o c a l s t a r 
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minimum are obtained than are necessary to uniquely define a cutt ing 
plane, Hu picks the required number and defines a cutt ing plane. He 
then examines the objec t ive function value a t the point of i n t e r s e c t i o n 
of t h i s plane with each of the rays defined by jo ining the l o c a l s t a r 
minimum to the remaining extreme po int s . I f the value i s not l e s s than 
the current global minimum, then c l e a r l y a v a l i d cutt ing plane has been 
defined. I f not , the plane i s "moved" p a r a l l e l to i t s e l f towards the 
l o c a l s t a r minimum t i l l the cutt ing plane becomes v a l i d . This does not , 
of course , so lve the problem of convergence. Hu a l so suggests a method 
for defining a concave extension to f: a plane tangent to f along each 
edge of D. 
6. The Method of Carvajal-Moreno [33] 
The problem considered i s exactor the same as in (5) above: the 
minimization of a concave function over a polyhedron. I t i s f i r s t demon­
s t r a t e d that Tui [46] i s incorrec t in asser t ing that perturbat ion methods 
can take care of degeneracy. To overcome the problem, a l l the adjacent 
extreme points to the l o c a l s t a r minimum are generated. These points 
are then projected along t h e i r respect ive rays exact ly as in Tui's 
method. There could now ex i s t more points than are necessary to 
uniquely define a cutt ing plane. I f the projected adjacent extreme 
0 1 2 3 points to the l o c a l s t a r minimum x are x , x and x , then the hyper-
1 2 
plane passing through x and x i s the only v a l i d cutt ing plane (see 
2 
Figure 1 ) . I f x were at i n f i n i t y , one could construct two v a l i d cutt ing 
1 3 2 3 planes , one through (x ,x ) and the other through (x ,x ) . 
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Figure 1 . Example of Valid Cutting Plane 
The best hyperplane w i l l be the one which cuts off the l a r g e s t port ion 
of the f eas ib l e region. If p^x > p^ i s the cutt ing plane to be defined, 
the following l i n e a r programming problem i s used to determine the values 
of p and p^: 
Maximize p^ 
Subject to ( x 1 ) ^ ) > Pg 
I . ( x V p ^ 1 
i=l 
where x ^ , . . . ^ 1 1 are the projec t ions of the extreme points adjacent to 
x° . The l a s t constra int ensures that p i s bounded and that the r e s u l t ­
ing hyperplane i s a v a l i d cutt ing plane. The algorithm thus consis ts of 
three phases: determination of a l o c a l s t a r minimum, determination of 
adjacent extreme po in t s , and d e f i n i t i o n of a cutt ing plane. No attempt 
i s made to prove convergence, but the global minimum was located f o r 
each of the ten problems that the algorithm was tes ted on. 
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7. The Method of Zwart [49] 
The problem considered i s once again the minimization of a concave 
function over a polyhedron. The l o c a l s t a r minimum x^ and i t s adjacent 
1 2 n 
extreme points are generated. Let these points be Each 
point x 1 i s projected along the l i n e joining x^ to x 1 to the f u r t h e s t 
point e 1 such that f i e 1 ) > f ( x ^ ) . Let S^ be the convex h u l l of the 
points x ^ , e \ . . . , e n , and l e t C = (x|x=x^+A(y-x^), yeS^, X^O} be the cone 
generated by S^. Since the minimum over S^ i s known, i f X c s , the 
k k 
problem i s solved. Otherwise, a point x e X, x 4 i s found and other 
cones are generated which are subsets of the parent cone, and the method 
continues. There are two e s s e n t i a l d i f ferences from Tui's second method. 
F i r s t l y , Zwart so lves a modified problem P3 which e s s e n t i a l l y asks the 
k k k 
question: i s there a point x e X, x 4 S^ and x e C? Tui did not con­
f ine his a t t ent ion to points within the cone i t s e l f . A consequence of 
th i s i s that the so lut ion to Zwart's modified problem P3 may not be an 
extreme point of X since addi t iona l cons tra in t s are added to find the 
point within the cone. The second d i f ference i s that i f an extreme point 
k . k 
x 4 i s found, then other cones are generated i f the distance of x 
from the hyperplane passing through e ^ , . . . , e n i s grea ter than some given 
e. This ensures convergence to an e-optimal s o l u t i o n , which i s a so lu ­
t ion with objec t ive function value within e of the global minimum. This 
algorithm was programmed and tested on randomly generated data. A prob­
lem with 15 v a r i a b l e s and 30 cons tra in t s was solved in l e s s than 10 
minutes on the IBM 360 /50 . I t i s a l so reported that the g lobal minimum 
was found e a r l y in the computations. 
16 
8. The Method of Burdet and Balas [4] 
The problem considered i s one of maximizing a convex quadratic 
function f subject to l i n e a r c o n s t r a i n t s . The problem i s thus a spec ia l 
case of the one considered by Tui and Zwart. This algorithm i s a l so of 
the cutt ing plane type . A f t e r a l o c a l s t a r minimum x has been obtained, 
by considering the binding cons tra in t s a t x , p r e c i s e l y m edges are de­
fined emanating from x, where m i s the number of nonbasic v a r i a b l e s . 
Tui's cutt ing plane i s determined by finding the point of i n t e r s e c t i o n of 
each of these rays with the l e v e l se t of f, where the l e v e l set i s de­
fined with respect to the current global minimum value of f. In t h i s 
method, the point of in t er sec t i on of each ray with a set l a r g e r than the 
l e v e l s e t i s determined. The l a r g e r s e t i s defined in terms of gener­
a l i zed p o l a r s , which we w i l l go into in greater d e t a i l in Chapter IV and 
which forms the basis of the cutt ing plane derived t h e r e i n . Since the 
polaroid set contains the l e v e l s e t , the cut generated i s deeper than 
Tui's cut . However, as seems to be the problem with most cutt ing plane 
a lgori thms, no proof of convergence i s a v a i l a b l e . Moreover, no computa­
t i o n a l r e s u l t s are a v a i l a b l e . A cutt ing plane algorithm has been deve l ­
oped in [3 ] for a general quadratic programming problem based on gener­
a l ized p o l a r s . 
9 . R i t t e r ' s Method [ 1 6 , 3 8 ] 
This i s perhaps the most widely known algorithm in t h i s area . I t 
locates the global minimum of a general quadratic function defined over a 
polyhedron. I t consis ts of three p a r t s . The f i r s t one finds a ver tex of 
the f eas ib l e region using the simplex procedure. Then a l o c a l minimum i s 
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determined using a charac ter i za t ion of the s t a t i o n a r y points of a quad­
r a t i c program. F i n a l l y , a cutt ing plane i s developed that e l iminates the 
l o c a l minimum without de le t ing the global minimum i f i t has not ye t been 
found. These three steps are repeated t i l l e i t h e r the f e a s i b l e region i s 
empty or an unbounded so lut ion i s indicated or a s u f f i c i e n t condition f o r 
a global minimum i s s a t i s f i e d . For the sake of s i m p l i c i t y , we w i l l 
describe the algorithm when the objec t ive function i s concave. 
A ver tex x that i s a l o c a l s t a r minimum i s determined. Then x i s 
a l so a l o c a l minimum. Assuming x to be nondegenerate, by a s u i t a b l e 
transformation of v a r i a b l e s the or ig in can be t r a n s f e r r e d to x and the 
transformed problem can be expressed as: 
Minimize f ( v ) = c^v .+ \ v^Ev + k 
Subject to Av £ b , v > 0 
We wish to reduce the f e a s i b l e region by adding a cutt ing plane of 
t -
the kind d v > t which does not cut o f f the global minimum. In order to 
do so , a vector d and a s c a l a r t needs to be spec i f i ed . Since the o r i ­
gin i s a l o c a l minimum, c > 0. R i t t e r chooses c^ = d* and ca l cu la te s t 
by solving the following problem: 
Minimize 
Subject to 
c v + 3g v Ev 
d t v = t 
v > 0 f o r a l l t 
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The Kuhn-Tucker conditions f o r t h i s problem are: 
u = c + Ev + d£ ( 1 ) 
t = d t v (2) 
0 = v t u (3) 
u > 0 , v > 0 (4) 
If d"1" = c1", then the above equations reduce to 
u = ca + Ev . (5) 
t = c t v (6) 
0 = v t u (7) 
u > 0 , v > 0, a > 0 (8) 
where a = 1 + £. Also , the objec t ive function s i m p l i f i e s to t - \ t o . 
Since the l a s t system of equations i s homogenous in t , we can set t = 1 . 
Thus the problem that needs to be solved i s : 
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Maximize a 
Subject to u = ca + Ev 
, t 1 = c V 
0 = v t u 
u , v , a > 0 
Since the o r i g i n a l problem i s concave, i t s so lut ion w i l l be a t a v e r t e x 
of {v\d*~v=l9 v>0}. Hence the so lut ion to the above problem w i l l have 
prec i se ly one component of v that w i l l be p o s i t i v e and w i l l s a t i s f y the 
condition: d*v = 1 . By simple enumeration we can find values of u and 
s'c A * 
v that maximize a. Let these be u , v , a . I f f . i s the current 
' mm 
global minimum, we want to find the l a r g e s t value of t so that the cor ­
responding so lut ion t v w i l l have the fol lowing property which ensures 
t * * t * that the global minimum i s not cut of f : c ( t v ) + ^ ( t v ) E(tv ) + k ^ 
^min* ^ e ° a n a ^ " s o i n c r e a s e "t s o long as the corresponding so lut ion t v 
remains f e a s i b l e to the remaining constra ints Av > b which were ignored. 
The l a r g e r of the two t values i s se t .equal to t . I t i s c l e a r that i f 
the second value of t i s l a r g e r , then the current global minimum i s t v . 
I f t h i s t i s i n f i n i t e , the so lut ion i s unbounded. I f the f i r s t t i s i n ­
f i n i t e , then the global minimum has been found. 
From Equations ( 1 ) , ( 2 ) , and ( 3 ) , and knowing that d = c, we can 
see that t = (v t Ev) / ( l+£) . R i t t e r erroneously concluded that £ was 
bounded from above so that there i s a lower bound on t s t r i c t l y grea ter 
than 0. Zwart [50] provided an example where £ tends to i n f i n i t y . Thus 
R i t t e r ' s algorithm may f a i l to converge. There are no computational 
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r e s u l t s a v a i l a b l e on the performance of t h i s algorithm as applied to a 
quadratic objec t ive function. However, the conclusion reached by Zwart 
[ 5 1 ] i s that Tui's cutt ing plane algorithm does poorly for problems with 
as l i t t l e as 10 v a r i a b l e s and 15 c o n s t r a i n t s , and since Tui's cut domi­
nates that of R i t t e r for a concave objec t ive funct ion, i t i s expected 
that R i t t e r ' s algorithm w i l l not do very w e l l e i t h e r . 
1 0 . The Method of Konno [26] 
The problem considered i s the one s tated in Section 1 . 2 . A cut ­
t ing plane i s developed based on R i t t e r ' s algorithm. A cut of the form 
g^x £ a i s des ired , where the vector g and the s c a l a r a needs to be 
spec i f ied . F i r s t , a l o c a l s t a r minimum i s determined with the help of 
the following s t r a t e g y . Let x̂ " be an a r b i t r a r y so lut ion to the con­
s t r a i n t s in x. By f ix ing x = x^, BLP 1 reduces to a l i n e a r program in 
y , which can be solved to obtain an optimal so lut ion y l . By f ix ing 
y = y l and solving the r e s u l t i n g l i n e a r program in x, an optimal so lut ion 
2 - -x i s obtained. This process i s continued t i l l a point ( x , y ) i s obtained 
such that y i s the so lut ion obtained with x f ixed a t x and v i ce v e r s a . 
Then (x ,y ) i s a l o c a l s t a r minimum. By a transformation of v a r i a b l e s , 
the or ig in of the new coordinate system can be defined a t the point ( x , y ) 
in terms of the old system. In order to define the cut , the fol lowing 
problem i s considered: 
P4: Minimize 4>(x,y) = + d*y + x*Cy 
Subject to g*x £ a, x £ 0 
y e Y = {y|FySf, y>0} 
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I t can be shown that a t the l o c a l s t a r minimum, c £ 0 and d £ 0. The 
vector g i s f i r s t defined as fo l lows: 
g. = c. i f c. > 0 
1 1 I 
g i = g 0 i f ° i = °» 
where ĝ  i s some p o s i t i v e constant. One can see tha t f o r a f ixed y , 
problem P4 reduces to a l i n e a r program in x with only one c o n s t r a i n t , 
g^x < a, so that i t s optimal so lut ion w i l l have at most one v a r i a b l e x^ 
p o s i t i v e and of the form cr/g^. As the hyperplane g^x = a i s t r a n s l a t e d 
p a r a l l e l to i t s e l f by varying a, the in tercept s made on the rays ema­
nating from the or ig in are a/g^ from the or ig in f o r ray i . For each such 
point , in order to find the minimum value of <J>(x,y) for a l l y e Y ^ , we 
need to solve the following parametric problem in a: 
MinCd11 + a /g^Cc 1 ) 1 "^ + c^a/g^ = :L 
Subject to y e Y Q , a > 0 
where c 1 i s the i t h row of C. For each i , l e t be the l a r g e s t va lue 
of a such that z. + <bn £ <J> . , where <t>" i s the objec t ive function value I Y 0 min' Y 0 J 
at the loca l s t a r minimum and <t> . i s the current g lobal minimum. This 
mm & 
inequal i ty w i l l ensure that the global minimum of the problem i s not cut 
of f . Having found the fur thes t one can move along each ray a v a l i d cut­
t ing plane w i l l be defined by moving the minimum of the permissible 
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distances along the r a y s , that i s , by se t t ing a = m i n { o ^ , . . . , a ^ } . A 
cut can be s i m i l a r l y defined with respect t o the y v a r i a b l e s . One can, 
of course, define a cut to include both x and y v a r i a b l e s , but t h i s 
would destroy the separable s t ruc ture of the problem. Konno i s able to 
prove convergence to an e-optimal so lut ion in a very devious manner. 
We w i l l comment more on t h i s in Chapter IV. No computational r e s u l t s 
are reported . 
1 1 . The Method of Gallo and Ulkiicu [ 1 8 ] 
The problem considered i s the one s tated in Section 1 . 2 . However, 
they work with the fol lowing problem which i s equivalent because of du­
a l i t y theory: 
Minimize (c^x+Min f-^u) 
Subject to Ex < e , x > 0 
F t u > - d - C t x , u > 0 
The following se ts are defined: 
P = {(x,u)|Ex<e; F t u>-d-C t x, (x,u)>0> 
R = { ( x , u ) | ( x , u ) e P ; f t u < f t u ' f o r a l l (x ,u f )£P) 
The optimization problem can now be re s ta ted as: 
Minimize{c t x+f t u|(x,u)eR} 
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This problem has a l i n e a r objec t ive funct ion, but i t s set of f e a s i b l e 
solut ions i s not , in general , a convex s e t . The fol lowing example demon­
s t r a t e s these condit ions , where R i s nonconvex. 
u I 
X 
We w i l l discuss the method presented for solving t h i s problem in 
Chapter V. The authors "prove" that t h e i r algorithm converges in a 
f i n i t e number of s teps . However, applying t h i s algorithm to the numer­
i c a l example of Zwart [50]', we have shown that i t may not converge (see 
Chapter V). We have pointed t h i s out to the authors , but have not r e ­
ceived any response. 
In addit ion to the methods outl ined above, there e x i s t s an 
algorithm due to Falk and Soland [ 1 7 ] for a separable nonconvex program­
ming problem. This has been spec ia l ized in [M-2] t o so lve a minimization 
problem with a separable concave objec t ive function and l i n e a r con­
s t r a i n t s . We w i l l not be discussing t h i s algorithm since i t i s not 
appl icable to the B i l i n e a r problem. Also Mylander [36] has developed a 
method for solving a nonconvex quadratic programming problem which con­
s i s t s of enumerating a l l the Kuhn-Tucker points of the problem. We have 
not been able to get a copy of th i s r e p o r t . 
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1 . 4 Summary 
We have reviewed a number of algorithms in t h i s chapter, many of 
which can be used to so lve the B i l i n e a r Problem. Apart from complete 
enumeration of a l l the extreme points or a l l the Kuhn-Tucker p o i n t s , 
the a v a i l a b l e algorithms can be c l a s s i f i e d as fo l lows: 
1 . Huerist ic search procedure. 
2. Ranking the extreme po in t s . 
3. Cutting plane methods. 
4. Polytope generation methods. 
The extreme point ranking methods are f i n i t e l y convergent. Of 
the s e v e r a l algorithms of the t h i r d and fourth ca tegor i e s , only one from 
each has been shown to converge t o an e-optimal so lut ion in the l i t e r a ­
t u r e . The remaining may e i t h e r not converge or do not have a proof of 
f i n i t e convergence. Only four papers repor t some computational r e s u l t s ; 




2 . 1 Introduction 
The B i l i n e a r Problem as s tated in Section 1 . 2 has a spec ia l 
s t r u c t u r e . I t s cons tra ints are separable in x and y , and i t s o b j e c t i v e 
function contains l i n e a r and cross product terms only . For a f ixed x 
(or y ) , the B i l i n e a r Problem reduces t o a l i n e a r programming problem. 
A number of p r a c t i c a l problems can be formulated as a B i l i n e a r Program­
ming Problem. For t h i s reason, i t i s important t h a t e f f i c i e n t computa­
t i o n a l techniques be a v a i l a b l e t o so lve such a problem, and that we 
f u l l y understand i t s p r o p e r t i e s . Thus, in s p i t e of i t s spec ia l s t r u c ­
t u r e , i t i s an important enough problem and worth i n v e s t i g a t i n g . In 
t h i s chapter , we w i l l show how c e r t a i n problems can be formulated as a 
B i l i n e a r Programming Problem. Some appl ica t ions of B i l i n e a r Programming 
are discussed in [ 2 6 ] . 
2 .2 Locat ion-Allocat ion Problems 
This c lass of problems was formulated by Cooper [ 1 2 ] . They are 
concerned with supplying a known f ixed se t of des t inat ions with some 
commodity, mater ia l or s e r v i c e . The requirements a t each des t inat ion 
and the shipping costs from any point to another are known. A given 
number of sources have to be located so as to s a t i s f y the requirements 
a t the des t inat ions in an optimal manner. There a r e capacity r e s t r i c ­
t ions on each source. Costs are proport ional to d i s tances . Typical 
examples are locat ion of warehouses, d i s t r i b u t i o n c e n t e r s , communication 
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centers , and machines or other production f a c i l i t i e s . In the case where 
distances are r e c t i l i n e a r , the problem can be formulated as BLP 1 . We 
w i l l now show how t h i s can be done. 
Suppose the given coordinates of the dest inat ions are (d_.,e..), 
j = l , . . . , n . Let r_., j = l , . . . , n , represent the requirements a t the 
dest inat ions and c^, i = l , . . . , m , be the given capac i t i e s of the m 
sources. We are required to f ind the coordinates ( x ^ , y \ ) of the sources 
and the quantity w ,̂. that i s to be shipped from source i t o des t inat ion 
j so as to minimize cos t s . The problem can be s ta ted mathematically as : 
m n 
P 5 : Minimize 
i=l j= l 
n 
Subject to ][ w . . < c. ; 
ID i 
i = 1 , . . . , m , 
m 
I w = r . ; j = 1 , . . . , n , 
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+ + w. . > 0 
13 
i* y i * y i ' 
where the constra ints in x and y define X_ and the cons tra in t s in w. 
define Y^. In problem P6, we need not w r i t e the conditions ( x . . x . ) = 0 0 1 1 
and (y^'Y^) = °« These conditions w i l l be s a t i s f i e d at opt imal i ty s ince 
W i j ~ ^ t ^ J * ^y su i tab ly choosing the or ig in of the coordinate system, 
we can impose the conditions x^ > 0 , y^ £ 0 . 
Problem P6 i s of the form BLP 1 . The Transportation-Location 
problem i s a nonconvex programming problem. I t i s a genera l i za t ion of 
some simple models. If the locat ion of the sources i s f i x e d , the problem 
reduces to a t ransporta t ion problem, which has been we l l so lved , s ee , 
for example, [27] . I f the quant i t i e s t o be sent from each source to each 
dest inat ion are f ixed , the problem reduces to an absolute value problem, 
which can be solved by l i n e a r programming [ 4 7 ] . I f both the locat ion of 
the sources and the a l l o c a t i o n of amounts to be shipped are v a r i a b l e , 
the problem becomes extremely d i f f i c u l t to s o l v e . Heurist ic methods have 
0 i j 
+ 
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been proposed by Cooper in [ 1 4 ] and enumeration of a l l extreme points of 
the t ransporta t ion problem in [ 1 3 ] , s ince i t i s shown that the optimum 
w i l l be at ta ined a t an extreme point . Transportat ion- locat ion problems 
involving Euclidean distances are a l s o discussed in [ 1 3 ] . 
We observe that the se t YQ of BLP 1 corresponds to a t r a n s p o r t a ­
t ion problem in a Transportation-Location problem. As mentioned in 
Chapter I , one of the methods used to so lve nonconvex problems i s by 
cutt ing planes . However, t h i s w i l l tend to destroy both the separable 
s t r u c t u r e of the problem and the t ranspor ta t ion format unless the cutt ing 
planes are introduced in a spec ia l way. In the cutt ing plane algorithm 
that we w i l l be developing, we w i l l maintain both these p r o p e r t i e s . 
The X^-set of the Transportation-Location problem has a block 
diagonal s t r u c t u r e with coupling v a r i a b l e s . In our cutt ing plane 
algorithm, we w i l l be adding cutt ing planes to the X^-set. This w i l l 
lead to a block diagonal s t ruc ture with both coupling cons tra in t s and 
v a r i a b l e s . Decomposition techniques such as R i t t e r ' s [28] p a r t i t i o n i n g 
procedure can be used to solve a l i n e a r programming problem over XQ 
which the cutt ing plane algorithm r e q u i r e s . This can provide the capa­
b i l i t y of solving large problems. 
We w i l l a l so be developing a second algorithm f o r BLP 1 in which 
no cutt ing planes are added. I t involves the construct ion of a sequence 
of polytopes. In t h i s algorithm, i t w i l l be necessary to solve l i n e a r 
programs over X Q . We can now use Rosen's p a r t i t i o n i n g procedure [28] to 
decompose the problem. 
For both the a lgori thms, i t w i l l be necessary to repeatedly so lve 
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a parametric l i n e a r program in Y^. For the Transportation-Location 
problem, t h i s reduces t o a parametric t r a n s p o r t a t i o n problem. 
Sr inivasan and Thompson [43] have shown how t h i s can be done very e f f i ­
c i e n t l y . We thus expect that the algorithms that we w i l l be developing 
w i l l have the c a p a b i l i t y of so lv ing r e a l i s t i c Transportation-Location 
problems. 
2 .3 Maximization of a Convex Quadratic Function 
In production planning problems, i t may be more r e a l i s t i c to 
assume that p r o f i t i s a convex function of the l e v e l of production. This 
may be because of economies of s c a l e . As the l e v e l of production i s 
increased, i t i s expected tha t p r o f i t s w i l l increase more r a p i d l y than 
in d i r e c t proportion because the f ixed costs remain v i r t u a l l y constant. 
Soland [42] discusses examples of f a c i l i t y locat ion and t r a n s p o r t a t i o n 
problems in which cost functions are concave. We w i l l now show how a 
convex quadratic maximum problem can be transformed into a B i l i n e a r 
Problem. 
Let us consider the problem: 
P7: Maximize f ( z ) = 2 c t z + z^Qz 
Subject to Az < b 
z > 0 
where Q i s a p o s i t i v e semi-def in i te matrix and the cons tra int se t i s 
nonempty and bounded. 
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Theorem 2 . 1 . Let ( x ,y ) be an optimal so lut ion of the problem 
P8: Maximize <{>(x,y) = c x + c y + xQy 
Subject to Ax < b , x > 0 
Ay < b, y > 0. 
Then both x and y so lve P7. I f Q i s p o s i t i v e d e f i n i t e , then x = y . 
Proof. See [ 1 ] . 
This problem has twice as many cons tra in t s as the o r i g i n a l prob­
lem. Nevertheless , the cutt ing plane algorithm that we have developed 
proved more e f f i c i e n t than Moreno's [33] algorithm for maximizing a 
convex function. Moreover, Konno [26] has shown that only one simplex 
tableau need ever be s tored . Hence the increase in the number of con­
s t r a i n t s i s not a disadvantage. 
2 .4 Orthogonal Production Scheduling 
Let us consider a mult i - s tage production system: 
L n 
P9: Minimize I I 
1=1 j = l 
i = l , . . . , m ; 
j = l , . . . , n ; 
m: % 
n: £ 1 , . . . , L . 
1 , . . . , L . 
where b^ = demand for commodity i at period I. 
c. = unit cost associated with a c t i v i t y j a t period I. 
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â _. = technological c o e f f i c i e n t s . 
I 
= l e v e l of a c t i v i t y ] a t period I. 
In addi t ion , suppose we have the r e s t r i c t i o n that cer ta in a c t i v i ­
t i e s cannot be used in two consecutive periods because of, f o r example, 
l - l i 
maintenance of machines. Thus we requ ire that (x . . x . ) = 0 , 
: : 
I = 2 , . . . , L . 
To w r i t e t h i s as a b i l i n e a r problem, we can use the penalty func­
t ion method. Let M be a large p o s i t i v e constant and l e t x 1 represent 
the vec tor of v a r i a b l e s f o r period i . Then we can w r i t e P9 and the 
i - 1 t i 
orthogonal r e s t r i c t i o n (x ) x = 0 a s : 
Minimize l ( c ) x + M l (x ) x 
£=1 . 1=2 
Subject to Ax £ b , £ = 1 , . . . , L 
x £ 0 . 
For L = 2 , t h i s problem i s of the form BLP 1 . I t i s not very c l e a r how 
a cutt ing plane algorithm w i l l compare wi th , for example, a branch and 
bound procedure. The large penal ty M has the e f f e c t of generating very 
shallow cuts . 
2 .5 Applicat ion to Game Theory 
Suppose there are two p l a y e r s , P. and P 0 . Suppose P, s e l e c t s h i s 
s t ra tegy f i r s t . He can s e l e c t a vector x from the cons tra in t se t 
X = {x|A.jX£b, x£0}. Depending on the s t r a t e g y x se lected by P 2 can 
s e l e c t h i s s t ra tegy y from the set Y(x) = {y |A y^d+Cx, y^O}. Y(x) i s 
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assumed nonempty and bounded f o r a l l x e X. When chooses the s t ra tegy 
x and P^ chooses y , there i s a payoff from P^ to P^ given by f ( x , y ) = 
p^x + q^y, where p and q are given v e c t o r s . w i l l n a t u r a l l y t r y to 
maximize f ( x , y ) over y e Y(x) and hence w i l l so lve the problem 
Maximize q̂ 'y 
Subject to y e Y(x) . 
On the other hand, p layer P^ w i l l choose x e X so as to minimize 
f ( x , y ( x ) ) = p^x + q^y(x). Thus he w i l l solve the problem 
Minimize p^x + q^y(x) 
Subject to x e X. 
Now 
t t i t q y(x) = max{q y|A y^d+c x, y>0} 
y 
= min{(d+Cx) t z|A 2 z>q, z>0} 
z 
Hence the problem which P^ w i l l so lve becomes: 
Minimize (p tx+min{(d+Cx) tzlA^z^q, z>0}) 
Subject to A n x S b , x > 0 
which i s equivalent to the problem 
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Minimize <f>(x,z) = d z + p x + z C x 
Subject to A 2 z ^ Q, z > 0 
A x £ b, x > 0 
which i s a b i l i n e a r programming problem. 
2.6 Multi-Stage Assignment Problem 
We w i l l f i r s t give an example of a two-stage Assignment Problem. 
Suppose we have N jobs and N machines. Further , suppose the p r o f i t 
associated with an assignment of machine i t o job j a t the second stage 
depends on whether or not machine i was assigned to some job k at the 
previous s tage . I f i t was indeed assigned, then the p r o f i t a t the 
second stage i s p „ + ^ j ^ * The p r o f i t at the f i r s t stage when machine 
i i s assigned to job k i s simply p. , . Thus the t o t a l two-stage p r o f i t 
l K 
i s given by 
The cons tra in t s represent the r e s t r i c t i o n s that one and only one machine 
can be assigned to each job. Thus we have the fol lowing cons tra in t s f o r 
the two stages: 
N N . N N . N N N 
v v _ . 1 . v v _ . . ^ . v v v 
N 
1 , i = 1 , . . . , N. 
N 
1 , j = 1 , . . . , N. 
0 , 1 f o r a l l ( i , j ) 
P 1 . 2 . 
Let 
N 
for p = 1 , 2 . Ignoring the 0 , 1 r e s t r i c t i o n on the v a r i a b l e s , we can 
wr i te the two-stage assignment problem as : 
The problem as s ta ted above without the 0 , 1 r e s t r i c t i o n i s a B i l i n e a r 
Programming problem. We w i l l show in Chapter III that an optimal so lu ­
t ion to a B i l inear Problem i s at ta ined a t an extreme point of and of 
2 
X Q . At each extreme point of an assignment problem a l l the v a r i a b l e s 
are 0 or 1 . Thus we need not speci fy the 0 -1 requirement s ince i t w i l l 
automatical ly hold a t an optimal so lut ion to the B i l i n e a r Problem. 
We have shown how a two-stage assignment problem can be formulated 
as a B i l i n e a r Problem. One can show that a mult i - s tage assignment prob­
lem can a l so be formulated as a B i l i n e a r Problem. 
Maximize t 1 -1: 2 , K t _ 2 p x + p x + ( x ) Q x 
Subject to x e X 
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2 .7 Application to Decision Theory 
In Section 5 . 8 , we have described a problem in Decision Theory. 
Given a decision t r e e , each path through the t r e e represents a s t ra tegy 
with a u t i l i t y value associated with i t . The objec t ive i s to maximize 
the expected u t i l i t y over a f i n i t e set of v e c t o r s , each representing the 
values associated with a s t r a t e g y . The problem reduces to one of maxi­
mizing a l i n e a r function over a polytope , where the polytope i s defined 
as the convex h u l l of a f i n i t e se t of po in t s . In Chapter V, we w i l l 
develop an algorithm f o r generating a sequence of polytopes . Each poly­
tope i s defined as the convex h u l l of a f i n i t e se t of po ints . This 
algorithm can be used to so lve the problem of maximizing the expected 
u t i l i t y . 
2 .8 Other Applicat ions 
I t i s shown in [37"] that a 0 -1 programming problem can be t r a n s ­
formed to a concave programming problem by the penalty function method 
and then solved by a cutt ing plane algorithm. Using Theorem 2 . 1 , we can 
transform the concave problem to a B i l i n e a r Problem. Since a f ixed 
charge problem can be w r i t t e n as a 0 -1 programming problem, we can t r a n s ­
form a f ixed charge problem to a B i l i n e a r Problem. However, i m p l i c i t 
enumeration schemes for 0 -1 programs have proven to be much more e f f i ­
c ient than cutt ing plane approaches. 
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CHAPTER III 
PRELIMINARY PROPERTIES AND 
DETERMINATION OF A PSEUDO-GLOBAL MINIMUM 
3 . 1 Introduction 
In t h i s chapter , we w i l l be discussing the propert i e s of the 
B i l i n e a r Programming Problem and the nature of i t s objec t ive function. 
This w i l l explain the d i f f i c u l t i e s involved in solving t h i s problem, and 
highl ight the spec ia l proper t i e s t h a t the problem possesses which we 
would l i k e to exp lo i t in obtaining a g lobal minimum to the problem. 
For the two algorithms that we w i l l develop l a t e r on, i t i s necessary 
to f i r s t f ind a f e a s i b l e so lut ion to the problem that has c e r t a i n 
spec ia l p r o p e r t i e s . This'point i s the pseudo-global minimum and we w i l l 
show how such a point can be obtained. F i n a l l y , we w i l l show how a good 
f eas ib l e so lut ion can b e determined. This may provide f a s t e r convergence 
of the a lgori thms, and w i l l be useful in so lv ing large problems. 
3 .2 Prel iminary Propert ies 
The B i l i n e a r Problem BLP 1 was s ta ted in Section 1 . 2 . I t can a l so 
be expressed as a quadratic programming problem: 
(BLP 2 ) : Minimize f ( z ) = q z + ^z Qz, 
Subject to Az < b , z > 0 
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where z = (x ,y ) , q = ( c , d ) , and 
0 c 
, A = 
E 0 
, b = 
e 
c 0_ _0 F _f_ 
However, we w i l l work with problem BLP 1 so as to take advantage of i t s 
spec ia l s t r u c t u r e and the r e s u l t i n g p r o p e r t i e s . 
Since the constra ints of BLP 1 are l i n e a r , i t would seem natura l 
to t r y to explore whether or not adjacent extreme point methods could be 
su i tab ly modified to solve the b i l i n e a r problem. In order f o r t h i s ap­
proach to succeed, the problem must have the fol lowing two character ­
i s t i c s : 
1 . The optimum i s attained a t an extreme po int . 
2. A l o c a l minimum i s a global minimum. 
I t turns out that the b i l i n e a r problem has the f i r s t property but not 
the second. We f i r s t determine the nature of the objec t ive function 
<{>(x,y) of BLP 1 . 
That 4> i s nonconcave i s demonstrated by the fol lowing example. 
Let x e R 1 , y e R 1 , c = 0, d = 0 , C = I , x x = 2 , y x = 2 , x 2 = 1 , y 2 = 1 , 
X = 1 / 2 . Then X x ^ + ( 1 - X ) x 2 y 2 = ( 1 / 2 ) 4 + ( 1 / 2 ) 1 = 5/2 $ [ X x ^ 
( l - X ) x 2 ] [ X y i + ( l - X ) y 2 ] = [ ( l / 2 ) 2 + ( l / 2 ) l ] [ ( l / 2 ) 2 + ( l / 2 ) l ] = 9 / 4 . Simi­
l a r l y , by picking the points x ^ = l , y = 2 , x 2 = 2 , y 2 = l , one can 
show that <p i s nonconvex. I t i s w e l l known that convexity and concavity 
requirements on <J> can be relaxed to a c e r t a i n degree and <J> w i l l s t i l l 
a t t a i n a minimum at an extreme point of the polytope on which i t i s 
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defined, and every l o c a l minimum of <$> w i l l be a global minimum. We now 
inves t igate these condit ions. 
Definit ion 3 . 1 . A function f defined over a convex se t S i s quasi-
1 2 1 2 1 2 
concave on S i f f or a l l x and x e S, f[Ax +(1-A)x ] z min[f(x ) , f ( x ) ] , 
0 £ A < 1 . The negative of a quasiconcave function i s quasiconvex. 
Definit ion 3 . 2 . A quasiconvex function f defined over a convex set S i s 
1 2 1 2 e x p l i c i t l y quasiconvex on S i f f or a l l x and x e S with f ( x ) i- f ( x ) , 
f [ A x 1 + ( l - A ) x 2 ] < m a x [ f ( x 1 ) , f ( x 2 ) ] , 0 < A < 1 . 
The following two theorems define the r e l a t i o n s h i p between the 
nature of a function and the proper t i e s of extreme point opt imal i ty and 
the existence of l oca l minima d i f f e r e n t from the global minimum. 
Theorem 3 . 3 . A continuous function f defined over a polytope L a t t a i n s 
i t s minimum a t an extreme point of L and of a l l i t s convex polyhedral 
subsets i f and only i f i t i s quasiconcave on L. 
Proof. See [ 3 1 ] . 
Theorem 3.M-. A continuous function f defined over a polytope L i s such 
that each loca l minimum i s a l so a global minimum on L and on a l l i t s 
convex polyhedral subsets i f and only i f f i s e x p l i c i t l y quasiconvex on 
L. 
Proof, See [ 3 1 ] . 
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In order to check whether or not the objec t ive function of 
BLP 1 o r , e q u i v a l e n t l y , the function f of BLP 2 i s quasiconcave and 
e x p l i c i t l y quasiconvex, we need the fol lowing de f in i t i ons and theorems. 
Definit ion 3 . 5 . A matrix D i s positive 8emidefinite i f x^Dx > 0 f o r a l l 
x. 
Theorem 3 . 6 . The quadratic form <J>(x) = x̂ "Dx i s convex on E n i f and only 
i f D i s p o s i t i v e semidef ini te . 
Proof. See [ 3 2 ] . 
Definit ion 3 . 7 . A matrix D i s positive subdefinite i f x*Dx < 0 implies 
Dx > 0 or Dx < 0. A quadratic form <J>(x) = x^Dx i s said to be positive 
subdefinite i f D i s p o s i t i v e subdef in i te . . 
Since any pos i t ive ' semidef in i t e matrix s a t i s f i e s the above impli ­
cat ion by d e f a u l t , and we would l i k e t o exclude pos i t i ve semidefinite 
matrices from the c lass of subdef ini te matr ices , the following d e f i n i ­
t ion i s given. 
Definit ion 3 . 8 . A matrix D i s mevety p o s i t i v e subdef inite i f i t i s 
p o s i t i v e subdef inite but not p o s i t i v e semidef ini te . A quadratic form 
<f>(x) = x^Dx i s merely p o s i t i v e subdef ini te i f D i s merely p o s i t i v e sub-
d e f i n i t e . 
Theorem 3 . 9 . The quadratic form <f>(x) = x^Dx i s quasiconvex on the non-
negative o r t h a n t , E n , i f and only i f i t i s p o s i t i v e subdef in i te . 
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Proof. See [ 3 2 ] . 
The fol lowing two theorems provide a computational procedure f o r 
checking whether or not a matrix i s p o s i t i v e subdef ini te and, conse­
quently, to v e r i f y whether the associated quadratic form i s quasiconvex 
on the nonnegative orthant or not. 
Theorem 3 . 1 0 . The quadratic form <j>(x) = x Dx i s merely p o s i t i v e sub-
d e f i n i t e i f and only i f 
i . D < 0 and D ^ 0. 
i i . D has nonposit ive p r i n c i p a l minors. 
Proof. See [ 1 5 ] . 
Since the sum of a quasiconvex function and a convex function 
need not be quasiconvex, and our objec t ive i s to determine the quasi-
convexity of the quadratic function f of BLP 2, we need an extension of 
Theorem 3 .9 for the general case. This i s provided by the fol lowing 
theorem. 
t t 
Theorem 3 . 1 1 . If the quadratic function <j>(x) = c x + ^x Dx i s not con­
vex on E n , then <j> i s quasiconvex on i f and only i f the quadratic form 
' -
X 
t D c ' X 
c * 0 
i s quasiconvex on E 
Proof. See [ 1 5 ] . 
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We have v e r i f i e d that the function f of BLP 2 i s not concave on 
E n . To determine whether or not f i s quasiconvex on E^, we need to check 
merely p o s i t i v e subdefiniteness of the matrix 
Since no assumptions have been made on the signs of the matrix C 
or the vectors c and d in BLP 1 , the matrix D in general w i l l not s a t i s ­
fy condition ( i ) of Theorem 3 . 1 0 . Thus from Definit ion 3 . 8 and Theorem 
3 . 1 0 , D i s not merely pos i t i ve subdef in i te . A l s o , since f i s not con­
vex, from Theorem 3 . 6 , D i s not pos i t i ve semidef ini te . Hence from Defi­
n i t i on 3 . 8 , D i s not p o s i t i v e subdef in i te . Thus from Theorem 3 . 9 , the 
function f, and hence the function ^ of BLP 1 need not be quasiconvex or 
quasiconcave. Since an e x p l i c i t l y quasiconvex function i s quasiconvex, 
we conclude that $ i s not e x p l i c i t l y quasiconvex. 
Theorems 3 .3 and 3 .4 need to be explained f u r t h e r . A continuous 
function f quasiconcave on a polytope L w i l l a t t a i n i t s minimum a t a 
ver tex of L. But a continuous function f which a t t a i n s i t s minimum at 
an extreme point of L need not be quasiconcave. An a r b i t r a r y function 
may a t t a i n i t s minimum a t an extreme point of L because of the spec ia l 
s t ruc ture of L. The requirement for quasiconcavity i s the existence of 
the extreme point property for a l l poss ible polyhedral subsets of L. 
S i m i l a r l y , while e x p l i c i t quasiconvexity guarantees the f a c t that there 
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w i l l not e x i s t l oca l minima d i f f e r e n t from the global minimum, the 
reverse implication w i l l be t rue only i f t h i s property holds for a l l 
polyhedral subsets of L. Hence, we have not el iminated the p o s s i b i l i t y 
of the function <f> of BLP 1 a t ta in ing i t s minimum a t an extreme point of 
i t s constra int se t because of some spec ia l proper t i e s of the s e t . Simi­
l a r l y , i t i s s t i l l poss ible that every l o c a l minimum of <f> i s a g lobal 
minimum of <{> on the defining polyhedral s e t . We next show that the 
f i r s t statement i s , in f a c t , a true one, but not the second. 
Theorem 3 . 1 2 . The B i l i n e a r problem BLP 1 has an optimal so lut ion (x ,y ) 
such that x and y are extreme points of and Y^, r e s p e c t i v e l y . 
Proof. For an a r b i t r a r y y , consider the program 
Minimize <f>(x,y) = Minimize c^x + d^y + x^Cy 
X 6 X 0 • X 6 X 0 
Since th i s i s a l i n e a r program, i t has an extreme point so lut ion x with 
<J>(x,y) < <|>(x,y) for a l l x e X . Now .consider the program 
- t - t - t Minimize <f>(x,y) = Minimize c x + d y + x C y 
Again t h i s i s a l i n e a r program with an optimal extreme point so lut ion 
y with <|>(x,y) ^ <f>(x,y) f ° r a l l y € Y^. But we have shown t h a t 
<f>(xjy) ^ <Kx,y) for a l l x € X Q . Hence <j»(x,y) < <j>(x,y) f o r a l l x e X Q 
and y € Y Q , that i s , ( x ,y ) i s an optimal so lut ion with x an extreme 
point of X Q and y an extreme point of Y . 
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I t can be seen that the above theorem need not be true i f the 
problem BLP 1 has common constra ints involving both x and y v a r i a b l e s . 
Thus <j> w i l l not a t t a i n i t s minimum at an extreme point of a l l poss ible 
polyhedral subsets of the polytope on which i t i s defined. 
We now come to the question of l o c a l and global minimum. 
Definit ion 3 . 1 3 . A function f defined over a se t X has a local minimum 
at a point x i f f ( x ) ^ f ( x ) f o r a l l x e B ( x ) n X , where B (x) i s an 
e e 
e-neighborhood around x. 
Definit ion 3 . 1 4 . A function f defined over a s e t X has a global minimum 
at a point x i f f ( x ) < f (x ) f o r a l l x e X. 
Definit ion 3 . 1 5 . An edge of a convex polyhedron i s the l i n e segment 
joining two extreme points such that no point on the segment can be 
expressed as a convex combination of two other points in the polyhedron 
but not on the segment. In t h i s case the two extreme points are said to 
be adjacent to each other . 
Given an extreme point x of a convex polyhedron, we can w r i t e 
down a basic f eas ib l e so lut ion corresponding t o i t from the system of 
equations defining the polyhedron. I f x i s a nondegenerate v e r t e x , we 
can determine any one of i t s adjacent extreme points by a s ing le p ivot 
operation so as to make basic a v a r i a b l e that i s current ly nonbasic. In 
the degenerate case, more than one pivot operation may be required to 
generate some adjacent extreme points of x. We w i l l represent the se t 
of a l l adjacent extreme points of x in X by N(x). 
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Definit ion 3 . 1 6 . Let f be a function defined over a convex polyhedral 
set X. Then an extreme point x of X i s ca l l ed a local star minimum i f 
f (x ) ^ f (x ) for each x e N(x). 
Since we know the minimum of BLP 1 i s a t ta ined a t an extreme 
po int , i t would seem log i ca l to apply the i t e r a t i v e procedure suggested 
in the proof of Theorem 3 . 1 2 . Unfortunately, such a procedure can con­
verge to a l o c a l s t a r minimum which i s d i f f e r e n t from the global mini­
mum. Before we give an example to show t h i s , we need the fol lowing 
theorem. 
Theorem 3 . 1 7 . ( x , y ) i s an extreme point of Z = { ( x , y ) | x e X Q , y e Y Q } i f and 
only i f x i s an extreme point of X̂  and y i s an extreme point of Y^. 
Proof. Let ( x , y ) be an extreme point of Z. Suppose x i s not an extreme 
P . P 
point of X . Then x = A.x , 0 < A. < 1 , £ A. = 1 , where x , . . . , x ^ 
U i=l 1 _ _ 1 P i = l # * 
are extreme points of X . Then (x ,y ) = £ A . C x ^ y ) , 0 < A. < 1 , 
P _ 0 i= l 1 1 _ _ 
£ A. = 1 . But (x ,y ) e Z, i = l , . . . , p . Thus we have expressed ( x , y ) 
i = l 1 -
as a convex combination of other points ( x 1 , y ) e Z, which contradic ts 
the assumption that ( x , y ) i s an extreme point of Z. Hence x i s an 
extreme point of XQ . Likewise, y i s an extreme point of Y^. 
To prove the converse, l e t x and y be extreme points of X̂  and 
Y Q , r e s p e c t i v e l y . Suppose ( x , y ) i s not an extreme point of Z. Then 
(* ,y) = J Y i ( x 1 , y 1 ) =. J y ^ t l Y ^ 1 
i=l 
, where ( x 1 , y 1 ) are extreme 
i=l i= l 
r r 
points of Z, 0 < y. < 1 , £ y. = 1 . This implies that x = £ y.x1. 
1 i= l 1 i=l 1 
Since x i s an extreme po int , we must have some y^ = 1 , a contradict ion 
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since 0 < y. < 1 . Hence ( x , y ) i s an extreme point of Z. 
i 
Corol lary 3 . 1 8 . Each adjacent extreme point of ( x , y ) e Z i s e i t h e r of 
the form ( X j y 1 ) , y 1 € N(y) or of the form ( x 1 , y ) , x 1 € N(x). 
Proof. This fol lows from Theorem 3 . 1 7 and the discussion fol lowing 
Definit ion 3 . 1 5 of an adjacent extreme point . 
Suppose we now develop the fol lowing i t e r a t i v e procedure, a p r e ­
c i se statement of which w i l l be made l a t e r . Choosing an a r b i t r a r y point 
x"̂" e X Q , we solve the l i n e a r programming problem: Min ĉ x̂ " + d^y + 
x ^ C y , y e Y Q . Let the extreme point optimal so lut ion be at ta ined a t y \ 
Next we so lve the l i n e a r programming problem: Min c^x + d̂ ŷ " + 
t 1 . 2 x Cy , x € X Q . Suppose the optimal so lut ion i s a t x . Once again a 
l i n e a r problem in y i s solved and so on t i l l we obtain a p a i r of points 
( x ,y ) such that x i s the so lut ion with y f ixed at y and y i s the so lut ion 
with x f ixed at x. From Corol lary 3 . 1 8 , an adjacent extreme point to 
(x ,y ) in Z w i l l be e i t h e r ( x j y 1 ) , y 1 e N(y) or ( x ^ y ) , x 1 e N(x). We 
now show that (x ,y ) i s a l o c a l s t a r minimum. 
Lemma 3 . 1 9 . ( x , y ) i s a l o c a l s t a r minimum of BLP 1 i f and only i f x i s 
a so lut ion to 
- t t - t -P9: Minimize <J>(x,y) = c x + d y + x Cy 
Subject to x € XQ 
and y i s a so lut ion to 
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P10: Minimize <j>(x,y) = c x + d y + x C y 
Subject to y e Y Q . 
Proof. Let x solve P9 and y so lve P10. Then we have <J>(x,y) < <J>(x,y) 
for each x e X^. In p a r t i c u l a r , <J>(x,y) <, ^ (x 1 ,y ) for each x 1 e N(x). 
S i m i l a r l y , <j>(x,y) < ^ ( X j y 1 ) for each y 1 e N(y). From Coro l lary 3 . 1 8 , 
each adjacent extreme point of ( x , y ) in Z = { (x ,y) |x€X^, y^Y^} i s of the 
form ( x . y 1 ) , y 1 e N(y) or ( x 1 , ^ ) , x 1 e N(x). Thus <J>(x,y) ^ ^ ( x , y ) , f o r 
each (x ,y ) e N(x,y) . Hence ( x , y ) i s a l o c a l s t a r minimum. 
Conversely, l e t ( x , y ) be a l o c a l s t a r minimum. Hence we have 
<J>(x,y) < ( ^ ( X j y 1 ) f or each y 1 e N(y), Let us consider problem P10. 
Suppose we apply the simplex method to P10 and have a basic f e a s i b l e 
so lut ion corresponding to the point y . Since <f>(x,y) < ^ ( X j y 1 ) f o r each 
y 1 £ N(y), the simplex method w i l l terminate and y i s a so lut ion t o P10. 
S i m i l a r l y , by considering problem P9, we can show that i f ( x , y ) i s a 
loca l s t a r minimum, then x solves P9. 
We w i l l provide other equivalent character iza t ions of a l o c a l 
s t a r minimum l a t e r in Theorem 3.27, and Corol lary 3 . 2 8 . We w i l l now show 
by an example that a l o c a l s t a r minimum need not be a g lobal minimum. 
We w i l l be using t h i s example to i l l u s t r a t e other features l a t e r on. 
Example Problem 1 
Min x}y1 + x 2 y 2 
Subject to x + 3x ^ 3° 
x 1 ( 6 , 0 ) y i 
Value of Objective Function Z at Extreme Points 
*1 *2 y-i y 2 Z *1 *2 y l y 2 Z 
2 16 0 10 160 27 1 0 10 10 
5 10 170 5 10 145 
10 5 100 10 5 275 
10 ' 0 20 10 0 270 
6 0 12 6 0 162 
27 16 0 10 160 6 8 0 10 80 
5 10 295 5 10 110 
10 5 350 10 5 100 
10 0 270 10 0 60 
6 0 162 6 0 36 
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Let x = ( 2 , 1 6 ) t , y = (6,0)*, x" = ( 2 7 , 1 ) * , y* = ( 0 , 1 0 ) * . 
_ _ 'k k 
Then ( x , y ) i s a l o c a l s t a r minimum whereas (x ,y ) i s the global minimum 
to the above problem. 
The existence of l o c a l s t a r minima d i f f e r e n t from the global 
minimum i s the e s s e n t i a l d i f f i c u l t y in the problem, and the reason why 
adjacent extreme point methods do not work. I t i s i n t u i t i v e l y c l e a r , 
however, that these methods w i l l play an important r o l e in locat ing the 
global minimum. 
To character ize c e r t a i n extreme points of BLP 1 , we need to 
transform the or ig in of the coordinate system to another extreme point 
of the f e a s i b l e s e t , and we now show how t h i s can be done. 
3 .3 Transfer of Origin and Resolution of Degeneracy 
To character ize c e r t a i n extreme points of BLP 1 , we need to 
transform the or ig in of the coordinate system to another extreme point 
of the f e a s i b l e s e t . Further , given an extreme point so lut ion with m 
basic v a r i a b l e s , in the absence of degeneracy, there w i l l be p r e c i s e l y m 
edges incident on the extreme point . I f the so lut ion were degenerate, 
there could conceivably be more than m edges. As we s h a l l see l a t e r on, 
i t i s important that we ident i fy p r e c i s e l y m edges incident on the 
extreme point under considerat ion. These can then correspond with the 
coordinate axes at t h i s point . For t h i s purpose, we w i l l use the pro­
cedure developed in [ 2 ] . 
Let (x ,u) be a basic so lut ion to the system 
Ex + u = e x > 0 , u > 0 
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which define the set X Q . By su i tab ly rearranging the basic and non-
basic v a r i a b l e s at ( x , u ) , we can wr i t e t h i s as 
E l l E 1 2 
E 2 1 E 2 2 
I 0 
0 I 
( 1 ) 
where ( x D , u _ ) are the basic v a r i a b l e s . This can be r e w r i t t e n as 
D D 
h i 0 
E 2 1 1 
E 1 2 1 
E 2 2 0 
( 2 ) 
Multiplying by the bas is i n v e r s e , namely 
, -1 
' 1 1 




E^E L 1 1 L 1 2 
E 2 2 " E 2 1 E 1 1 E 1 2 
1 1 
-E2iEii 
N E 1 1 S (3) 
We w i l l f i r s t show how to ident i fy p r e c i s e l y m edges incident on 
a degenerate ver tex x of XQ . Later on, we w i l l examine the form of the 
B i l i n e a r Problem r e s u l t i n g from a transformation of the or ig in to any 
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given vertex ( x , y ) , x € X Q , y e Y Q . 
From Equation (3) and wri t ing x^ = x^, we get 
XB = hi e " " E U E 1 2 X N * E U U N ( 4 ) 
Let J.. = { x . l x . i s nonbasic a t ( x , u ) } , J ~ = { u . | u . i s nonbasic at 1 i 1 l 2 l 1 l 
( x , u ) } and J = J u Let P = {(x*jU*)*|Ex+u=e, x£0,u>0}. P c R m X k l , 
t t t 
Let p = (x ,u ) . Then (4) and (5) can be w r i t t e n as: 
x = x + I I 3 ( - x . ) t I I V U , ) = x + I i : ( - p . ) (6) 
J € J X 3 k € J 2 K J € J 3 
C l e a r l y , a x given by (6) ' s a t i s f i e s the inequa l i ty Ex 5 e. However, i t 
may not s a t i s f y the nonnegativity r e s t r i c t i o n . By considering the 
s t ruc ture of the columns corresponding to e^, j e J , in the o r i g i n a l 
tableau, one can see that the columns e_. are l i n e a r l y independent. 
In the problem defined by Equation ( 1 ) there are m + v a r i a b l e s 
Equation ( 1 ) has k^ c o n s t r a i n t s . Hence k^ v a r i a b l e s are basic and m 
v a r i a b l e s are nonbasic. Hence the c a r d i n a l i t y of the set J i s m. We 
w i l l be in teres ted in the m h a l f l i n e s ( rays ) defined by 
^ = { x | x = x - i 3 Y , Aj>0}, j € J (7) 
Let us consider the polyhedron X^ derived from XQ by de le t ing each 
51 
constra int of X . f o r which the associated v a r i a b l e u. or x . i s bas ic but 0 1 3 
zero in the optimal so lut ion ( x , u ) . More p r e c i s e l y , l e t M and N be the 
index se t s associated with the cons tra ints Ex < e and x > 0 , r e s p e c t i v e l y , 
m 
i . e . , X Q ={xeR | £ e . . x . < e . , i eM,x .>0 , j eN} . Given the optimal basic 
J = 1 - - 1 1 1 1 0 3 - 0 
f eas ib l e so lut ion ( x , u ) , l e t M = {ieM|u. i s basic and u . = 0 } , N = 
M 1 0 
{jeNlx. i s basic and x . = 0 > . Then x' = {xeR | T e . . x . < e . , ieM-M : x . > 0 , 3 3 0 ^ 13 3 1 3 
3eN-N } . X Q C X q since X ^ was obtained by de let ing cons tra ints of X ^ . 
Theorem 3 . 2 0 . Let x be an extreme point: so lut ion to the problem: 
Min c^x, x e X Q . Let X Q be defined as above. Then x i s a ver t ex of xj 
and c^x = c^x i s a supporting hyperplane for X ^ . X ^ has m d i s t i n c t 
edges incident on x, and each h a l f l i n e ( 7 ) contains exact ly one such 
edge. 
Proof. See [ 2 ] . 
t _ 
The polyhedron X ^ has m d i s t i n c t edges incident on x and each 
edge i s a subset of a h a l f l i n e ( 7 ) . Instead of working with X ^ , we w i l l 
be working with the set X ^ so that even in the degenerate case we can 
uniquely ident i fy m edges incident on the v e r t e x x. Let us a l so con­
s ider the polyhedral cone C with ver tex at x and whose m extreme rays 
are given by ( 7 ) . By d e f i n i t i o n , any x e C i s given by x = x + 
y ( - i : ) 8 . , for some 8 . > 0 . Since each edge of X „ incident on x i s 
• T 3 3 0 0 3eJ 
contained in ( 7 ) , i t i s c l e a r that any element of X ^ i s contained in C. 
We thus have the following set inclusion r e l a t i o n s h i p s : X ^ c X ^ c C. 
We w i l l now examine the s t ruc ture of the B i l i n e a r Problem when 
the or ig in of the coordinate system i s t r a n s f e r r e d to any given ver tex 
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( x , y ) , x c X , y e Y . From Equation ( 3 ) , s ince x > 0 , u n > 0 we get 
L 1 1 E 1 2 
E 2 2 ~ E 2 1 E 1 1 E 1 2 
- 1 
XN E l l + 
- 1 
- E E , _ 21 1 1 
rt1 
2 r T T " 1 1 
6 - E 2 1 E l l e 
(8) 
x N . 0 , u N > 0. (9) 
The right-hand s ide of (8) i s nonnegative since i t represents the 
values of the basic v a r i a b l e s . Now (8) and (9) are of the same s t r u c ­
ture and dimension as the o r i g i n a l i n e q u a l i t i e s defining X^. Given 
spec i f i c values for x^ and u^ s a t i s f y i n g (8) and (9) by subs t i tu t ing 
these values in ( 3 ) , we can find the values of x and u which w i l l 
a a 
obviously be nonnegative. By renaming the v a r i a b l e s u^ and x^, we can, 
t h e r e f o r e , assume that the or ig in i s a f e a s i b l e point of X^. S i m i l a r l y , 
by defining v as the vector of s lack v a r i a b l e s , Y can be w r i t t e n as: 
F^F 1 1 12 
F -F F _ 1 F 22 21 1 1 12 
- 1 
F 
1 1 - 1 -F F 21 1 1 
F " V 11 
f 2 - F F - V 21 1 1 
( 1 0 ) 
Y N * O, v N * O ( I D 
We would now l i k e to determine the form of the objec t ive function 
<f> of BLP 1 r e s u l t i n g from the transformation described above. By a con­
forming p a r t i t i o n of c, d, and C, we can wr i t e <j> at x and y as: 
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<fr(x,y) = c^x B + c^x N + d^y B + d*y N + 
t 
C 1 1 C 1 2 y B 
>_ C C _ 2 1 22_ 
( 1 2 ) 
From (12) i f we e l i m i n a t e x_ w i t h t h e h e l p o f (3) and y w i t h t h e h e l p 
D D 
of a correspond ing e q u a t i o n i n terms o f y^ and v ^ , we g e t : 
• ( W V V = k + ( a l ) t u N + ( a ' ? ) t x N + ( b l ) t y N + ( b 2 ) t y N + 
1 t — — — 
5 1 1 5 ! 2 VN 
\ c c _ 2 1 2 2 _ I*. 
(13) 
where k = c^ET^e 1 + d^FT^f 1 + [ E ^ e 1 ] 1 ^ , , H F T ^ f 1 ] , a c o n s t a n t which i s 
D X X D X X X X X X X X 
the o b j e c t i v e f u n c t i o n v a l u e a t ( x , y ) , 
* 2 = c N - ( E I I E i 2 ) t c B + C C 2 i - ( E N E i 2 ) T C I I ] F N F L 
FAL = - ( F L I ) t ( v c i i E I I E L ) 
11 
dN " ( F U F 1 2 > t d B + C C 1 2 - C l l F L I F 1 2 ] T C E I I E L ] 
C E N ] T C I I F N 
'12 
'21 
T E U ; | t | : C U R L I F X 2 - C 1 2 ] 
- c c 2 1 - C E i k 2 ] T C I I ] R U 
'22 C 2 2 " [ E U E 1 2 ] t c i 2 " C 2 1 C F U F 1 2 ]
 + ^ ^ S l ^ U ^ 1 
Once aga in we can see t h a t t h e form o f cj> i s e x a c t l y t h e same 
54 
as the form of <J> of BLP 1 . We can thus transform the o r i g i n of the 
system of coordinates of BLP 1 to any of i t s extreme points and maintain 
a l l i t s e s s e n t i a l c h a r a c t e r i s t i c s . We w i l l omit the constant k from the 
statement of the function <J> since i t does not a f f e c t the optimization 
problem and w r i t e the B i l i n e a r Problem in the following form: 
t t t BLP 3: Minimize <J>(x,y) = c x + d y + x C y 
Subject to x £ XQ = {x|Ex£e, x>0}, (e>0) 
y c YQ = {y|Fy<f, y>0}, (f>0) 
Without loss of genera l i ty we w i l l assume as before that X̂  and 
YQ are bounded. 
We observe that t h i s form i s exactly- the same as BLP 1 except 
that the parameters e and f are nonnegative, s ince the right-hand side 
of (8) i s nonnegative. 
3 .4 Character izat ion of Extreme Points 
In t h i s research , we w i l l be developing two algorithms f o r f ind­
ing the global minimum of BLP 1 . An i n i t i a l step in both procedures 
w i l l be to locate an extreme point of X̂  that has cer ta in spec ia l prop­
e r t i e s . The fol lowing charac ter i za t ion of the extreme points w i l l be 
useful in that context. Even though some theorems are not e x p l i c i t l y 
used, they are s tated f o r the sake of completeness. 
Theorem 3 . 2 1 . The or ig in ( 0 , 0 ) of BLP 3 i s a global minimum i f f o r each 
x e X and y e Y , c t x > 0, d ^ > 0 and xtCy > 0. 
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Proof. For each x e X Q , y e YQ we have 
t t t <f>(x,y) = c x + d y + x C y 
> 0 from hypothesis 
= $ ( 0 , 0 ) 
Hence ( 0 , 0 ) i s a global minimum of BLP 3. 
Corol lary 3 . 2 2 . The or ig in ( 0 , 0 ) i s a g lobal minimum of BLP 3 i f c > 0 , 
d > 0 and C > 0. 
Proof. Follows from Theorem 3 . 2 1 since x > 0 and y > 0 f o r x e XQ and 
y e V 
Theorem 3 . 2 3 . The or ig in ( 0 , 0 ) of BLP 3 i s a l o c a l minimum i f and only 
i f f o r each x e X^, y e 
t t l . c x > 0 and d y > 0 and 
i i . i f x t Cy < 0 , then e i t h e r c t x > 0 or d^y > 0. 
Proof. Suppose conditions ( i ) and ( i i ) hold. Let x e X^, y € Y • be 
such that x t Cy < 0 , c t x > 0 , d*y > 0. Let = m i n { c t x / - x t C y , 1 } . 
Clear ly 0 < e 1 < 1 . Hence for 0 < e < , (ex) e X Q , (ey) e Y , and 
/v / \ - £ / \ 2 / N t * 
<(>(EX ,ey) = ec x t ed y + e x Cy 
> e(c t x+ex t Cy) 
C X 
> 0 since 0 < e ^ 
= <J>(0 ,0) 
-x Cy 
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t t t S i m i l a r l y , one can show that x Cy < 0 , c x > 0 , d y > 0 imply 
that <j)(ex,ey) > <j>(0,0). Hence ( 0 , 0 ) i s a l o c a l minimum. 
Conversely, l e t ( 0 , 0 ) be a l o c a l minimum. If c^x < 0 f o r some 
x e Xg, then for small enough e > 0 , ex i s in an e-neighborhood of 0. 
Now, <j>(ex,0) = e c t x < 0 = t j ) ( 0 , 0 ) . This contradic ts the f a c t that ( 0 , 0 ) 
t t i s a l o c a l minimum. Hence c x £ 0 and l ikewise (d y) ^ 0. 
Now suppose x^Cy < 0 , c t x = 0 and d^y = 0 f o r some x e XQ and 
y € Y Q . For small enough e > 0 , (ex ,ey) i s in an e-neighborhood of 
t t 2 t 
( 0 , 0 ) . <j»(ex,ey) = e c x + e d y + e x C y < 0 = <j>(0,0) which contradic ts 
the fac t that ( 0 , 0 ) i s a l o c a l minimum. Hence x^Cy < 0 implies e i t h e r 
c^x > 0 or d^y > 0. 
Corol lary 3 . 2 4 . Let ( 0 , 0 ) be a nondegenerate ver tex of BLP 3. Then i t 
i s a l o c a l minimum i f and only i f 
i . c > 0 and d > 0 and 
i i . e i t h e r c. > 0 or d. > 0 whenever c . . < 0. 
Proof. We w i l l show that conditions ( i ) and ( i i ) of Theorem 3.23 and 
Corol lary 3 .24 are equivalent when ( 0 , 0 ) i s a nondegenerate v e r t e x . 
i . c ^ 0 and d > 0 implies that c^x > 0 and d^y > 0 since x > 0 
and y > 0 for each x e X̂  and y e Y^. Conversely, since 0 i s a nonde-
k t generate ver tex of X^, there e x i s t s a point x = ( 0 , 0 , . . . , X k , 0 , . . . , 0 ) 
t k 
such that x^ > 0, k = l , . . . , m . Then c x £ 0 implies c^ > 0 , 
k = l , . . . , m . Hence c > 0. S i m i l a r l y d £ 0. 
i i . Let c. > 0 or d. > 0 whenever c . . < 0. Suppose that for some 
1 3 13 
x € X Q , y e Y Q , we have x Cy < 0. Since x Cy < 0 , there must e x i s t some 
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c „ < 0, x^ > 0 , > 0. From hypothesis , < 0 implies e i t h e r 
c. > 0 or d. > 0. Hence e i t h e r e x . > 0 or d .y . > 0. From condition 
i 3 i i r : 
( i ) , c > 0 and d £ 0. Since x e X Q , y e Y Q , x > 0 and y > 0. Now 
c^x > e x . and d^y £ d . y . . Hence e i t h e r c^x > 0 or d*~y > 0. 
i i 
Conversely, suppose x^Cy < 0 implies e i t h e r c^x > 0 or 
d^y > 0, Let some c . . < 0 . I f c . = d . = 0 , then, s ince ( 0 , 0 ) i s non-
1 3 1 3 
degenerate, there e x i s t x £ X Q , y € YQ with x = ( 0 , . . . , x ^ , . . . , 0 ) and 
y = ( 0 , . . . , y . , . . . , 0 ) such that >L > 0 and y.. > 0. But j^Cy < 0 and 
c x = d y = 0 contradict ing our hypothesis . 
Coro l lary 3 . 2 5 . ( 0 , 0 ) i s a l o c a l minimum of BLP 3 i f 
i . c > 0 and d > 0. 
i i . e i t h e r c. > 0 or d. > 0 whenever c . . < 0. 
1 : 1 : 
Proof. Let x £ X Q , y e Y Q . This implies x £ 0 , y > 0. Then we can 
show that conditions ( i ) and ( i i ) of t h i s Coro l lary imply conditions ( i ) 
and ( i i ) of Theorem 3 . 2 3 . The proof i s exact ly the same as for 
Corol lary 3 . 2 4 . 
Konno [26] has proved Corol lary 3 . 2 2 , 3 .24 and 3 . 2 5 . Later in 
t h i s chapter , we w i l l give an algorithm for finding an i n i t i a l point of 
BLP 1 which, besides being a l o c a l s t a r minimum and a l o c a l minimum, 
a l so possesses some spec ia l p r o p e r t i e s . We w i l l show that the point i s 
a l o c a l minimum by using Theorem 3 . 2 1 and 3 . 2 3 . Coro l lary 3 .22 and 
3 .25 are not adequate f o r t h i s purpose in the case of degeneracy. The 
i n i t i a l point i s used as a s t a r t i n g point f o r the algorithms of Chapter 
IV and V. We w i l l now character ize the propert i e s of a l o c a l s t a r 
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minimum and a strong l o c a l s t a r minimum, which i s defined below. 
Definit ion 3 . 2 6 . A strong local star minimum i s a l o c a l s t a r minimum 
which i s a l so a l o c a l minimum. 
Suppose ( x , y ) i s a l o c a l s t a r minimum of BLP 1 . Let us transform 
the or ig in of the coordinate system to (x ,y ) and obtain a problem of the 
form BLP 3 , with ( 0 , 0 ) as a l o c a l s t a r minimum of BLP 3 . 
Theorem 3 . 2 7 . The or ig in ( x , y ) = ( 0 , 0 ) i s a l o c a l s t a r minimum of 
BLP 3 i f and only i f c t x > 0 and d^y > 0 f o r each x e X̂  and y e Y^.. 
Proof. Suppose ( 0 , 0 ) i s a l oca l s t a r minimum. From Lemma 3 . 1 9 , x = 0 
i s a so lut ion to the problem: 
Min cj>(x,0) = c t x , x e XQ 
Hence c^x > 0 for each x e X^. Likewise, d^y £ 0 for each y € Y^. 
To prove the converse, suppose c t x > 0 and d^y > 0 f o r each 
x e XQ and y e Y Q . Suppose ( 0 , 0 ) i s not a l o c a l s t a r minimum. Con­
s ider the problems: 
P13: Min <f>(0,y) = d * y 
y 6 Y o. 
Then, from Lemma 3 . 1 9 , e i t h e r 0 i s not a so lut ion to P12 or 0 i s not a 
so lut ion to P13. In the former case, i f x i s a so lu t ion , then c x < 
cj>(0,0) = 0 , which contradic ts the hypothesis that c^x > 0 f o r each 
P12: Min <fr(x,0) = c x 
x 6 X 
59 
x e Xg. There i s a s imi lar contradict ion i f y = 0 i s not a so lut ion to 
P13. 
Corol lary 3 . 2 8 . Let ( 0 , 0 ) be a nondegenerate v e r t e x of BLP 3. Then i t 
i s a l o c a l s t a r minimum i f and only i f c > 0 and d > 0. 
Proof. Since the or ig in i s a nondegenerate ver tex of X^, there e x i s t 
k t extreme points x = ( 0 , 0 , . . . ,x, , 0 , . . . , 0 ) , k = l , . . . , m with x, > 0. 
K K 
t k 
From Theorem 3 . 2 7 , c x > 0 and hence c^ > 0 for k = l , . . . , m . Likewise 
d > 0. 
The converse fol lows from Theorem 3 .27 by observing that x £ 0 
and y > 0 for each x e X^, y e Y^. 
Corol lary 3 . 2 9 . The or ig in ( 0 , 0 ) i s a l o c a l s t a r minimum of BLP 3 i f 
c > 0 and d > 0. 
Proof. Follows from Theorem 3 .27 by observing t h a t x > 0 and y > 0 f o r 
each x e X Q , y € Y Q . 
Theorem 3 . 3 0 . Let ( 0 , 0 ) be a l o c a l minimum of BLP 3. Then i t i s a 
l oca l s t a r minimum, and hence a strong l o c a l s t a r minimum, of BLP 3. 
Proof. Suppose ( 0 , 0 ) i s not a l o c a l s t a r minimum. Then e i t h e r there 
e x i s t s an adjacent extreme point x^ to the or ig in or an adjacent extreme 
point y^ to the or ig in such that e i t h e r <f>(x ,̂0) < 0 ( 0 , 0 ) = 0 or 
4>(0,y^) < 0 ( 0 , 0 ) = 0. Let us consider the former case. The proof for 
the l a t t e r i s s i m i l a r . ()>(x^,0) = c^x^ < 0. For small enough e .> 0 , the 
point (ex^,0) i s in an e-neighborhood of ( 0 , 0 ) . Now 
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<j>(ex ,0) = ec x F < 0 = <j>(0,0). This contradicts the fac t that ( 0 , 0 ) i s 
a l oca l minimum. 
We have been i m p l i c i t l y assuming that a l o c a l s t a r minimum need 
not be a l o c a l minimum. That t h i s i s indeed true i s shown by the f o l ­
lowing example. 
Example Problem 2 
Minimize <J>(x,y) ~ x 2 + y l + X 2 y l " X l y 2 + X 2 y 2 
Subject to ( x x , x 2 ) e X Q , ( y J , y 2 ) e Y . 
( 0 , 0 ) ( 3 , 0 ) ( 0 , 0 ) ( 3 , 0 ) 
The or ig in i s a l o c a l s t a r minimum, with cf>(0,0) = 0. Let us 
consider the point x = ( 0 . 1 , 0 ) 1 " , y = ( 0 , 0 . 1 ) 1 " . <f>(x,y) = - 0 . 0 1 < 0 = 
<j>(0,0). Hence i t i s not a l o c a l minimum. The point x = ( 3 , 0 ) * , y = 
( 1 , 5 ) i s a strong l o c a l s t a r minimum. 
For the purposes of our cutt ing plane algorithm, we need a point 
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that possesses cer ta in spec ia l p r o p e r t i e s . We w i l l show why these 
propert ies are required in the next chapter. We have ca l l ed such a 
point a pseudo-global minimum. We w i l l f i r s t s t a t e these p r o p e r t i e s , 
then show that a pseudo-global minimum i s a strong l o c a l s t a r minimum 
and give an algorithm f o r finding a pseudo-global minimum. 
Definit ion 3 . 3 1 . Let ( 0 , 0 ) be a l o c a l s t a r minimum of BLP 3 . Suppose 
each extreme point y 1 of f o r which d^y 1 = 0 s a t i s f i e s : 0 ( x , y 1 ) > 
0 ( 0 , 0 ) f o r each x e X Q . Then ( 0 , 0 ) i s ca l l ed a pseudo-global minimum. 
1 2 k 
Let y ,y , . . . , y be extreme points of Y^ s a t i s f y i n g the property 
d^y 1 = 0 and 0 ( x , y 1 ) > 0 ( 0 , 0 ) f o r i = l , . . . , k . We can see that f o r each 
1 2 k 
x e XQ and y e conv[0,y ,y , . . . , y ] ( 0 , 0 ) i s the global minimum, where 
1 2 k 1 2 k conv[0,y ,y , . . . , y ] i s the convex hu l l of the points 0 ,y ,y , . . . , y . 
This i s the reason why we have ca l l ed such a point a pseudo-global min­
imum. We w i l l show t h a t ' a pseudo-global minimum i s a strong l o c a l s t a r 
minimum, and hence a l oca l minimum. 
Theorem 3 . 3 2 . Let ( 0 , 0 ) be a pseudo-global minimum. Then ( 0 , 0 ) i s a 
strong l o c a l s t a r minimum. 
Proof. Since ( 0 , 0 ) i s a l o c a l s t a r minimum, from Theorem 3 . 2 7 , 
c^x > 0 and d^y > 0 for each x e XQ and y e Y Q . From Theorem 3 . 2 3 , we 
only need to show that i f x Cy < 0 f o r some x e X Q , y e Y^, then 
t" t* ~ * *t A c x " > 0 o r d y > 0 . Consider a x e X Q , y e YQ s a t i s f y i n g x Cy < 0. 
t~ t* 
Now d y £ 0. I f d y > 0 , the theorem stands proved. Hence we w i l l 
consider the case when d y = 0. 
s 
/\ * ri 1 * 
Since y e Y , i t can be expressed as y = I X.y , -A. > 0 , 
i= l 1 1 
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£ A. = 1 , where y 1 , i = l , . . . , s are extreme points of Y^. Hence, 
i=l 
s "t * v ~t i A t r x C y = I A . x C y < 0 implies that for some 1 = r , x Cy < 0. A l so , 
i=l 1 
s 
t A r t i t i d y = i A . d y = 0 implies d y = 0 , i = l , . . . , s , since A. > 0 and 
t i 1 = 1 t r d y > 0 from Theorem 3 . 2 7 . In p a r t i c u l a r , d y = 0 . Since ( 0 , 0 ) i s a 
t r r t t r t r pseudo-global minimum and d y = 0 , < j ) ( x , y ) = c x + d y + x Cy > 
*> t r 
<J)(0,0) for each x e XQ. Letting x = x and noting tha t d y = 0 , we get 
t *• t r • " • t r c x > -x Cy > 0 since we have shown thatt x Cy < 0. Hence ( 0 , 0 ) i s a 
l o c a l minimum and consequently a strong loca l s t a r minimum. 
In the next sec t ion , we s t a t e an algorithm f o r finding a pseudo-
global minimum. 
3 .5 Determination of Pseudo-Global Minimum 
The following algorithm w i l l be used to determine the pseudo-
global minimum (x ,y ) that .w i l l form the s t a r t i n g point f o r the global 
optimal algorithms of Section 4 .5 and 5 . 5 . For the e-optimal algorithm 
(Section 4 .8 ) the l o c a l s t a r minimum (x ,y ) obtained a t the end of step 
(2) i s adequate. However, since step (3) could improve the ob jec t ive 
function with comparatively l e s s computations, i t i s included in the 
e-optimal algorithm a l s o . 
Algorithm A 
1 . I f XQ i s empty, terminate . Otherwise find a f e a s i b l e extreme 
point x̂ " of X Q . This can be done, f o r example, with the help of a 
Phase I procedure. 
2. Solve the l i n e a r program P14 to get an extreme point y"*". 
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P14: Minimize c t x 1 + + ( x 1 ) t C y 
Subject to Fy £ f, y > 0 
2 
Solve the l i n e a r program P15 to get an extreme point x 
P15: Minimize c^x + d̂ y"*" + x̂ Cy"*" 
Subject to Ex < e, x > 0 
Al ternate between P14 and P15, each time using the new extreme 
point generated t i l l the procedure converges to the extreme points x 
and y . 
3. I f y i s the unique optimal so lut ion corresponding to x = x, 
then terminate , ( x , y ) i s the pseudo-global minimum. Otherwise generate 
the a l t e r n a t i v e optimal so lut ions y \ y ^ , . • . ,y^, that i s c^x + d^y 1 + 
x^Cy1 = c^x + d^y t x^Cy f o r i = l , . . . , k . Solve problem P15 f o r each 
i . i t r t r of y = y and l e t the corresponding so lut ions be x . Let c x + d y + 
( x r ) t C y r = min{c tx+d ty+x tCy f o r (x ,y ) = (x ,y ) and (x ,y ) = ( x 1 j y 1 ) , 
i = l , . . . , J c } . 
I f x r = x, terminate and ( x , y ) i s a pseudo-global minimum. 
Otherwise, go to step (2) with x = x . 
Finiteness of the algorithm i s assured because the number of ex­
treme points i s f i n i t e , the objec t ive function value has a f i n i t e mini­
mum, and each sequence of steps from (2) through (3) y i e l d s a s t r i c t 
decrease in the value of the objec t ive function. 
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The algorithm terminates a t a point ( x , y ) obtained a t step (2) 
and, from Lemma 3 . 1 9 , th i s point i s a l o c a l s t a r minimum. Consider the 
problem BLP 3 obtained by t r a n s f e r r i n g the or ig in to ( x , y ) . From step 
(3) i f c t x + d ^ 1 + x ^ y 1 = c*x + d^y + x^Cy, s ince x = y = 0, we get 
d ^ 1 = 0. Also from step ( 3 ) , (^(x^ 1 ) > ( K x ^ y 1 ) * <f>'(0,0) f o r each 
x e X Q , and each y 1 such that d^y 1 = 0 , s ince x 1 was obtained by so lv ing 
the problem: Minimize ^ ( X j y 1 ) , x e X . Hence ( x , y ) by Definit ion 3 . 3 1 
i s a pseudo-global minimum. 
3.6 Determination of a Good Feasible Solut ion 
Though the point x determined above w i l l s u f f i c e f o r the pur­
poses of our algorithms, i t i s f e l t that a b e t t e r s t a r t i n g so lut ion 
w i l l tend to reduce the t o t a l amount of computations that w i l l have t o 
be done in order t o find the global minimum. Thus, any reasonable ex tra 
e f f o r t expended at th i s 'stage w i l l , perhaps, be worth whi le . In some 
p r a c t i c a l cases , we may be in teres ted in obtaining a reasonably good 
so lut ion without regard to global opt imal i ty . With the help of the 
bounds on the objec t ive function value of BLP 1 that we w i l l generate 
in Chapter VI, we may even be able to determine how good a so lut ion we 
a c t u a l l y have. We now indicate some ways of obtaining such a so lut ion 
f o r these two purposes. 
Having determined the point ( x , y ) as above, once again we t r a n s ­
form the or ig in to (x ,y ) and obtain a problem of the form BLP 3 with the 
addi t iona l property that c > 0 and d > 0. Let us define the se t 
T = { ( i , j ) | c ^ j < 0 , i = l , . . . , m ; j = l , . . . , n } . I f T i s an empty s e t , then the 
or ig in i s a global minimum, so l e t T i- 4>. Let 
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<f>..(x.,y.) = e x . + d .y . + e . x . y . f o r a l l ( i , j ) € T. We would now l i k e 
TiD i , J D 1 1 ID i D 
to examine the extreme points adjacent to the o r i g i n of the x and y 
v a r i a b l e s . These are of the form 
x 1 = ( 0 , 0 , . . . , x i , . . . , 0 ) 
where x. i s given by 
1 
and 
with y_. given by 
x. = min {—k-, e. . >0 for a l l k} l e, . k i ki 
y D = ( 0 , 0 , . . . , y . . , . . . , 0 ) 
y . = min {-—, f. . >0 f o r a l l k} 
y i • F K J ' K J 
where e, , e, . , f , f are the e n t r i e s in the f i n a l simplex tableau in 
K K L K K J 
the x and y v a r i a b l e s . 
In p a r t i c u l a r , we now evaluate the e f f e c t of making p a i r s of 
changes by moving simultaneously to x 1 and y-1 with ( i , j ) e T. This can 
be done by simply evaluat ing <J>^(x^,y..) f o r a l l ( i , j ) e T with x^ and y^ 
defined by the expressions given above. I f min{<f>^_.(x^,y_.), ( i , j ) e T } > 0 
no improvement occurs by making such a movement. Otherwise, we w i l l 
r s 
have found a new extreme point (x ,y ) with a s t r i c t decrease in the 
value of the objec t ive function as compared with ( x , y ) . In t h i s case we 
can go back to step ( 1 ) of our algorithm with x = x . I f no improvement 
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occurs, s ince we already have a v a i l a b l e the extreme points x 1 and y 3 
adjacent to the o r i g i n , we can so lve a s e r i e s of l i n e a r programs over 
YQ with x f ixed in turn a t each x 1 and over X ^ with y f ixed in turn a t 
each y 3 . I f any of these problems y i e l d a s t r i c t decrease in objec t ive 
function va lue , once again we go to step ( 1 ) of our algorithm. I f no t , 
we can terminate the search f o r a so lut ion at t h i s s tage. These steps 
are now summarized below. 
Algorithm B 
1 . Determine the pseudo-global minimum ( x , y ) . Transform the 
or ig in to ( x , y ) . Determine the extreme points adjacent t o the new o r i ­
gin as fo l lows: 
x 1 = ( 0 , 0 , . . . , x . , . . . , 0 ) , x. = min(-—, e k i > 0 f o r a l l k} 
k i 
i f k y J = ( 0 , 0 , . . . , y . , . . . , 0 ) , y . = min{^—, f >0 f o r a l l k} 
3 3 f k j * 3 
Define T = { ( i , j ) | c. . <0, i = l , . . . , m ; j = l , . . . , n } and <|>..(x.,y.) = 
e x . + d .y . + c . x . y . t k for a l l ( i , j ) e T, with x. and y . defined as 
l I Y3 13 1 3 1 3 
above. 
2. I f T = (J), terminate s ince the g lobal minimum has been found. 
r s 
I f ^ i j ^ i s Y j ) - k f o r a 1 1 g° t o o therwise , l e t (x ,y ) be an 
extreme point such that <b. .(x ,y ) < k. Go to ( 1 ) with i n i t i a l so lut ion 
r 
X = X . 
3. With x fixed at each of x 1 so lve the fol lowing problem: 
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Minimize ^ C x ^ y ) , 
Subject to y e YQ 
I f the optimal value of the objec t ive function i s l e s s than the 
i *f i 
best a v a i l a b l e for some i , go to (1 ) with y = y , where y i s the 
optimal so lut ion to the i t h problem. Otherwise terminate; ( x , y ) i s a 
good f e a s i b l e so lu t ion . 
3 .7 Summary 
In t h i s chapter, we have shown that the optimal so lut ion to the 
B i l i n e a r Programming problem w i l l be at ta ined a t an extreme po int , but 
there may e x i s t l o c a l s t a r minima d i f f e r e n t from the global minimum. 
We have then shown how to find a pseudo-global minimum, which i s used as 
a s t a r t i n g point for the two algorithms that we w i l l be developing l a t e r 
on. F i n a l l y , we have shown how to obtain a good f eas ib l e so lu t ion . 
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CHAPTER IV 
CUTTING PLANE ALGORITHM 
4 . 1 Introduction 
In t h i s chapter, we w i l l be developing a cutt ing plane algorithm 
for solving the B i l i n e a r problem. Cutting plane algorithms have been 
used in integer and nonlinear programming. Gomory [20] f i r s t showed 
how to solve an integer l i n e a r program by t r e a t i n g the problem as a 
l i n e a r programming problem and adding a s e r i e s of cuts t i l l an integer 
so lut ion i s obtained. Since that time, a v a r i e t y of cutt ing plane 
algorithms have been developed with d i f f e r e n t objec t ives in mind. Ease 
of generation of the cutt ing plane was one such o b j e c t i v e , which led to 
an inequal i ty of the type £ x. £ 1 , where J i s the se t of nonbasic 
j£j 3 
v a r i a b l e s . Round of f problems on computers led to the development of 
dual a l l - i n t e g e r cuts in which each tableau i s a l l in teger . The d e s i r ­
a b i l i t y of having a f eas ib l e integer so lut ion throughout the cut gener­
at ion phase motivated the development of primal a l l - i n t e g e r cutt ing 
plane algorithms. F i n a l l y , a number of algorithms (see , f o r example, 
[ 3 0 , 6 , 2 ] were developed with the objec t ive of cutt ing of f as much of the 
f eas ib l e noninteger region as poss ib le . In f a c t , the objec t ive behind 
most of the cutt ing plane algorithms that have been recent ly published 
seems to be to generate deeper cuts . Computational experience (see 
[19 ] ) indicates that cutt ing plane algorithms are not , in general , an 
e f f e c t i v e so lut ion procedure f o r r e a l i s t i c integer programming problems. 
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A number of very e f f i c i e n t algorithms have been developed for so lv ing 
integer programs with spec ia l s t r u c t u r e s . In such cases , cutt ing plane 
algorithms do very poorly because they do not depend on the problem 
s t r u c t u r e . Moreover, they tend to destroy the problem s t r u c t u r e . How­
e v e r , f or general problems, these methods may s t i l l be competitive be­
cause of t h e i r r e l a t i v e s i m p l i c i t y . However, no extensive comparisons 
have been made f o r such problems. Thus, generation of deep cuts i s a 
worthwhile research e f f o r t for solving more e f f i c i e n t l y in teger program­
ming problems of a general nature . 
In nonl inear convex programming, cutt ing plane algorithms have 
been used to extend the power of l i n e a r programming to the more general 
c lass of problems. In the concave-cutting plane algorithm [ 4 8 ] , a 
problem of the form: Maximize f ( x ) , subject to g^(x) > 0 , i = l , . . . , m , 
where f and ĝ  are concave i s transformed to a problem of the form: 
Maximize q^y, subject to h(y) >. 0 with a l i n e a r objec t ive function and 
one cons tra int involving a concave function. The f e a s i b l e set of t h i s 
problem i s assumed to be a subset of (J = {y|Ay£b} with A and b known. 
If the optimal so lut ion of the problem: Maximize q^y, subject to 
Ay < b s a t i s f i e s the constra int h(y) £ 0 , the o r i g i n a l problem i s 
solved. Otherwise a constra int i s added to the l i n e a r programming 
problem which cuts off the current so lut ion but no f e a s i b l e so lut ion to 
h(y) > 0. 
I t i s a l so shown in [48] that generalized l i n e a r programming as 
applied to a problem with a nonlinear objec t ive function and cons tra in t s 
(see [28]) i s nothing but a cutt ing plane approach. Other appl icat ions 
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of cutt ing plane methods to nonlinear programming are discussed in [ 4 8 ] , 
In the general area of nonconvex programming, the strengths and 
weaknesses of d i f f e r e n t approaches have not been f irmly es tab l i shed . 
Only problems with spec ia l s t ruc tures have been solved and very few 
computational r e s u l t s have been published. There are thus no guidel ines 
to fol low. We have decided on a cutt ing plane approach to the B i l i n e a r 
problem since that indicates promise of y i e ld ing a b e t t e r c a p a b i l i t y f o r 
solving r e a l i s t i c problems. We w i l l generate deep cuts so as to exhaust 
the f e a s i b l e region as quickly as poss ib le . Moreover, we w i l l maintain 
the spec ia l s t ruc ture of the problem. Unlike the cutt ing plane a lgo­
rithms of integer and convex programming, i t i s usual ly very hard to 
prove mathematically convergence of such, algorithms in the nonconvex 
case. Severa l of the current procedures a v a i l a b l e f o r solving noncon­
vex quadratic programs are e i t h e r proven nonconvergent or do not have 
any proof at a l l . Only two algorithms prove that they w i l l converge 
f i n i t e l y to an e-optimal so lu t ion , which i s a point a t which the objec­
t i v e function value i s no more than e<greater than the t rue global 
minimum. We w i l l develop two algorithms and w i l l prove i n f i n i t e con­
vergence of our global optimum algorithm and a l so develop a f i n i t e l y 
convergent e-optimal so lut ion procedure. We w i l l show that our cuts are 
deeper than those generated by Konno [ 2 6 ] , hence convergence can be 
expected to be f a s t e r . 
The basis of the cutt ing plane to be developed in t h i s chapter 
i s the theory of polaroids as developed by Burdet [ 7 ] , Polaroids have 
been used by Balas [2 ] as a t o t a l l y new approach for generating a 
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cutt ing plane for an integer programming problem. As indicated e a r l i e r , 
they have been used in [4] and [3 ] f o r solving convex and nonconvex 
quadratic programming problems. 
4 .2 Generalized Polar Sets 
The polar se t A of a se t A c R n has been defined in the l i t e r a ­
ture ( see , for example [21] ) as 
A" = {xeR n |<x,y><l for a l l yeA}. 
This has been generalized in [7 ] to define what i s ca l l ed the general ­
ized polar of a s e t . 
Let A c Rm. Given a function f: RnxRm->E1, and a s c a l a r k, the 
generalized polar of A i s defined as 
A°(k) = {xeR n |f(x,y)<;k for a l l yeA}. 
The general izat ion consis ts in associat ing a numerical function with the 
se t A and in changing the right-hand side of the inequa l i ty from 1 to an 
a r b i t r a r y number. The objec t ive behind doing t h i s i s t o construct po lar 
s e t s with respect to the objec t ive function of a nonconvex optimization 
problem using as the s c a l a r k the current global optimum of the problem 
and to f ind the in ter sec t ion of the po lar with as large a subset of the 
f eas ib l e region as i s computationally t r a c t a b l e . The optimum over t h i s 
subset would then be known. I f the e n t i r e f e a s i b l e region can be broken 
up into a f i n i t e number of such subsets , the problem w i l l have been 
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solved. We f i r s t present some de f in i t ions and propert i e s of generalized 
polars as applied to B i l inear Programming problems. 
We r e s t a t e our problem BLP 1 as: 
t t t Minimize <J>(x,y) = c x + d y + x Cy 
Subject to x e XQ = (x€Rm|Ex<e, x>0} 
y € YQ = {y€R n |Fy<f, y>0> 
where X^ and are bounded. 
Definit ion 4 . 1 . The generalized polar of YQ f o r a given s c a l a r k i s 
defined as 
Y°(k) = {x|c tx+d ty+x tCy>k for a l l yeY Q } 
The generalized polar Y°(k) has some very useful p r o p e r t i e s . These 
propert ies are defined by the following lemmas. 
Lemma 4 . 2 . Y°(k) i s a polyhedral s e t , and hence a convex s e t . 
Proof. Let V = { y ^ y 1 i s an extreme point of Y Q } . Since YQ i s a 
bounded polytope, V i s a f i n i t e set and any y e Y ^ can be expressed as 
t t i 
a convex combination of the elements of V. Let Y ( k ) = {x |c x+d y + 
x t Cy 1 ^k for each y 1 e V } . For any given y r e V , { x | c t x+d t y r +x t Cy r ^k} 
i s a closed halfspace. Thus Y ( k ) i s a polyhedral s e t , being the in ter ­
sect ion of a f i n i t e number of closed hal f spaces . We w i l l show that 
Y(k) = Y°(k) . Let x e Y(k). Then c^x + d ^ 1 + x t C y 1 > k f o r a l l 
y 1 e V. For X. > 0 and Y X. = 1 we have l L l 




^ + <T J X . y 1 + x r C ^ y 1 > 
y 1 eV y 1 eV 
c^x + d^y + x t Cy > k for a l l y e Y, 
Hence x e Y°(k) . 
Conversely, i f x e Y^(k), then 
c t x + d^y + x^Cy > k for a l l y e Y^, 
and hence in p a r t i c u l a r for a l l the extreme points of YQ 
Hence c^x + d^y 1 + x^Cy1 £ k for a l l y 1 e V. 
Hence x e Y(k) so that Y(k) = Y°(k) . 
Lemma 4 . 3 . Y°(k) contains no point x e such that c t x + d ^ + 
x^Cy < k for some y e Y^. 
This fol lows d i r e c t l y from the de f in i t i on of Y^(k). 
Lemma 4 . 4 . ( x , y ) so lves BLP 1 i f and only i f XQ c Y°(k) for k = 
c^x + d^y + x^Cy, where x e X̂  and y e Y . 
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Proof. Let (x ,y ) be optimal to BLP 1 , and l e t x e X Q . Then c x + 
t t t - t - - t - " 0 d y + x C y > c x + d y + x C y = k for a l l y e Y^. Hence x e Y (k) so 
that XQ c Y°(k) . 
Conversely, i f XQ c Y° (k ) , then by d e f i n i t i o n of Y ° ( k ) , there i s 
t t t 
no point x e XQ such that c x + d y + x C y < k f o r some y e Y Q . Hence 
(x ,y ) i s optimal. 
4 .3 Generation of Polar Cuts 
We now come to the question of generating a cutt ing plane to 
el iminate part of the f e a s i b l e region. In order to maintain the sep­
arable s t r u c t u r e of the B i l i n e a r problem, the cut w i l l be defined in 
terms of e i t h e r x and u or y and v. In case one of the se t s X̂  or Y^ 
has a spec ia l s t r u c t u r e , f o r example a t ransporta t ion s t r u c t u r e as in a 
t r a n s p o r t a t i o n - l o c a t i o n problem, we would l i k e to preserve that s t r u c ­
ture and hence generate cutt ing planes with respect to the other se t 
only. Our descr ipt ion w i l l be f o r generating a cut in the v a r i a b l e s x 
and u. 
Figure 2. Example of Valid Polar Cut 
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The basic ideas of the method are as fo l lows . Let ( x , y ) be 
a pseudo-global minimum (see Figure 2 ) . Let us consider the polyhedral 
cone C with ver tex at x and whose m extreme rays are given by: 
0 - {x|x=x-e"'x., X.^O}, j e J , where the vec tors e^ are obtained as 
1 1 
described in Section 3 . 3 . Suppose Q c Rm i s any closed convex se t tha t 
has the property that <J>(x,y) > <J>(x,y) ^ k f o r each x e Q and y e Y Q . 
Since ( x , y ) i s a pseudo-global and hence a l o c a l s t a r minimum, <j>(x,y) ^ 
<j>(x,y) f o r each y e Y^. Hence x e Q. Let us consider the se t C n Q. 
Since <J>(x,y) * <j>(x,y) for each x e C n Q and y e Y , the global minimum 
over C n Q i s known. In general , i t may not be very easy to define the 
set C n Q, but a spec ia l subset of i t i s e a s i e r to construct a lgebra­
i c a l l y . Suppose we can find m points x ^ , . . . , x m (x 1 ^x) which are the 
i n t e r s e c t i o n of the m rays with the boundary of Q. Let H be the 
unique hyperplane passing through the po in t s . I f H i s the closed ha l f -
space containing x, then C n H c C n Q. I f the se t Q i s s u i t a b l y de­
fined finding the points x^",.. . , x m i s not too d i f f i c u l t . 
Thus the global minimum over C< n H i s known, so that H+ w i l l be 
a v a l i d cutt ing p lane , where H+ i s the closed halfspace not containing 
x. I f X c c n H , the B i l i n e a r problem i s so lved , otherwise a new 
0 
pseudo-global minimum i s found, and the procedure i s repeated u n t i l XQ 
i s exhausted. I t i s i n t u i t i v e l y c l e a r that the l a r g e r the s e t Q, the 
deeper w i l l be the cut generated, and that i s where po lar se t s become 
usefu l . 
For the r e s t of the chapter , whenever we r e f e r to the se t X^, 
we mean the f e a s i b l e se t a f t e r the i n e q u a l i t i e s ( c u t s ) , i f any, are 
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added. Note that these cuts would s t i l l maintain the form of BLP 3 
since X̂  w i l l s t i l l be a bounded polytope. A l l the propert i e s 
developed in Chapter III w i l l hold for t h i s X^. 
Let (x ,y ) be a pseudo-global minimum of BLP 1 and l e t p* = 
(x^u*). Suppose the current best value of the objec t ive function 
<J)(x,y) of BLP 1 i s k, which may or may not be equal to <j>(x,y). 
Definit ion 4 . 5 . Given m p o s i t i v e s c a l a r s X . , X „ , . . . , X , then the i n -1 ' 2 ' m 
equal i ty : £ p . /X.>l IS A VALID CUTTING PLANE with respect to p* = 
j e J 3 3 
( x V ) i f I p . /X.<l but I p . /X.>l f o r a l l p e P = { ( x V S * |Ex+u=e, 
j e J 3 3 t j £ j t 1 \ x>0, u>0}, such that c x + d y + x C y <k for some y e Y Q . 
A v a l i d cutt ing plane i s one which cuts o f f the pseudo-global 
minimum but does not cut of f any f e a s i b l e point that may have an objec­
t i v e function value smaller than k f o r some y e Y^. The following 
theorem spec i f i e s the propert i e s that the se t Q must have and how to 
define a v a l i d cutt ing plane for the B i l i n e a r problem. 
Suppose x i s an extreme point of X̂  s a t i s f y i n g the conditions 
s tated in Theorem 4 .6 below. The p a r t i c u l a r extreme point x tha t we 
w i l l be using for our algorithm i s such that ( x , y ) i s a pseudo-global 
minimum of BLP 1 . Let the m rays of X^ incident on x be £3 = {x|x= 
x - e 3 X j , Xj^O}, j e J where the e 3 are obtained from Equation (6) of 
Chapter I I I . Suppose Q i s any closed convex s e t . If a ray £3 i s 
ENTIRELY contained in Q, we w i l l wr i t e c Q. I f only part of the ray 
i i i s in Q, we w i l l w r i t e £ T Q. The r e l a t i v e i n t e r i o r of a ray C w i l l 
be denoted by r . i . ( £ 3 ) . 
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Theorem 4 . 6 . Let x be an extreme point of X^. Let Q be a closed con­
vex se t such that 
( i ) x e Q. 
( i i ) Q n r . i . I <J» for each j € J . 
( i i i ) Q n {xeXQ |c tx+d ty+x tCy<k for some yeY Q } = <f>. 
Let A. be defined by: 
X. = max[X.|x-e 3 X.eQ] i f 5 3 T Q 
: J : 
= «> i f £3 c Q for a l l X. > 0 . 
Then the inequal i ty : J p . /X.>l i s a v a l i d cutt ing plane. 
j e J 3 3 
PROOF. Since Q n r . i . ( £ 3 ) I- <J>, there e x i s t s a point x = (x-e 3X_.) e Q 
with X. > 0 for each j e J . Hence X. > 0 , i . e . , 0 £ 1/X. < «> for each 
j e J . Since the value of the nonbasic v a r i a b l e s at (x ,u) i s zero 
( i . e . , p = 0 , j e J ) , we have \ p . /X .< l . From Definit ion 4 . 5 , a l l 
j e J ^ 3 
r t that remains to show i s that 2, P-A>.>1 for each p e P such that c x + 
j e J 3 3 
t t 
d y + x Cy < k for some y e Y^. 
Let S = {x=x- I e 3 p £ p /X <;i, p.>0, j e J } . 
j e J . J j e J J J J 
Consider the h a l f l i n e s £ 3, j e J which are the m rays emanating from the 
extreme point x of S. S i s a subset of the cone with ver tex x and with 
generators £3. Hence any point x e S can be expressed as a convex 
combination of points (x-e 3X_.) on ray £ 3, X_. > 0 , j e J . 
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= I y . ( x - i 3 A ) , y > 0 , I y . = 1 
j e J J J J j e J J 
= x - Y e-'y .X . 
Letting p. = y . X . , we have p. > 0, s ince y. £ 0 and X. > 0. Also 
3 3 3 1 1 1 
£ p . / X . = £ y . X . / X . ^ l for x e S. For points on the rays £ 3, 
j e J : ] j e J ] : ] 
y. = 1 , j e J . Hence X./X.<1 or X. < X. , j € J . But 0 £ X. < X. im-
3 3 3 3 3 3 3 
p l i e s (x-e^X^.) € Q from the d e f i n i t i o n of X... Hence we have expressed 
x e S as a convex combination of points in Q. Since Q i s convex, t h i s 
implies that x e Q, tha t i s S c Q. 
Now l e t S, = (xeX^ I c*x+d*y+xtCy<:k for some yeYn}. From condition 1 0' 0 
( i i i ) , Q n S 1 = f Since S c Q, we have S n S^ = <J>, i . e . corresponding 
to each x e S.., Y p . /X .> l . Hence Y p . / X . ^ l i s a v a l i d cut. 
In e f f e c t , t h i s theorem w i l l enable us to locate the global mini­
mum of <J>(x,y) over a subset of and over the e n t i r e region Y^. By 
adding on the inequal i ty corresponding to the v a l i d cut to X^, a new 
smaller f e a s i b l e polytope for the x - v a r i a b l e s i s defined. By repeat ing 
t h i s procedure enough number of t imes, we w i l l attempt to p a r t i t i o n XQ 
into a number of reg ions , the global minimum over each being known. Let 
us now see how t h i s can be done. 
Consider the problem BLP 1 . Suppose we have obtained a pseudo-
global minimum ( x , y ) as indicated in Chapter I I I . Let the current best 
value of <J>(x,y) be k, which may or may not be at ta ined at ( x , y ) . We 
would now l i k e to show that a v a l i d cut can be generated with the po lar 
se t Y^(k) playing the r o l e of Q r e f e r r e d to in Theorem 4 . 6 . We r e c a l l 
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the de f in i t i on of Y°(k): 
Y°(k) = {x|<j)(x,y)=c tx+d ty+x tCy>k f o r each yeY Q } 
Lemma 4 . 7 . Y^(k) i s a closed convex set having the p r o p e r t i e s : 
( i ) x e Y°(k) . 
( i i ) Y°(k) n r . i . t t ; - 1 ) t <j> for each j e J . 
( i i i ) Y°(k) n {xeX 0 | <J)(x,y)<k f o r some yeY Q } = <j> 
Proof. From Lemma 4 . 2 , we see that Y^(k) i s a convex polyhedral s e t . 
Hence i t i s a closed convex s e t . We now v e r i f y that Y^(k) does in 
fact possess the three proper t i e s spec i f i ed . 
( i ) Since ( x , y ) i s a pseudo-global minimum and hence a l o c a l 
s t a r minimum, we have <j>(x,y) £ <Kx,y) 2: k for each y € Y^. Hence 
x e Y°(k) . 
( i i ) Let us transform the or ig in to ( x , y ) and obtain a problem 
of the form BLP 3. Now ( 0 , 0 ) i s a pseudo-global minimum and hence a 
l o c a l s t a r minimum of BLP 3. Hence from Lemma 3 . 1 9 , x = 0 i s an optimal 
so lut ion to the problem: 
Minimize 4>(x,0) = c^x + R 
Subject to x c XQ 
where R i s the objec t ive function value a t ( x , y ) . Consider the set X ^ 
i 
obtained from X ^ by delet ing c e r t a i n s p e c i f i c c o n s t r a i n t s . X ^ c x . 
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From Theorem 3 . 2 0 , the or ig in x = 0 i s a ver tex of X ^ and <|>(x,0) = 
<j>(0,0) i s a supporting hyperplane for X ^ . Hence $ ( x , 0 ) ^ <}>(0,0) f o r 
each x e XQ that i s , c^x + R > R or c^x £ 0 f o r each x e X ^ . Also from 
Theorem 3 . 2 7 , d ^ > 0 for each y e Y Q . 
Let V be the se t of extreme points of Y^. Consider any x e X ^ , 
y 1 e V . For 0 < e < 1 , ( e x ) e X ^ . Now ^ ( e X j y 1 ) = ec^x + d ^ 1 + ex^Cy 1 + 
R . We have shown that c^x > 0 , d^y £ 0 f o r each x e X ^ , y e Y Q . I f 
d^y1 > 0 , then there e x i s t s a small enough e > 0 such that ^ ( e x j y 1 ) > 
$ ( 0 , 0 ) > k for each x e X ^ . 
Now suppose d ^ 1 = 0 - Then $ ( 0 , 3 ^ ) = d ^ 1 + R = R = $ ( 0 , 0 ) . 
Since ( 0 , 0 ) i s a pseudo-global minimum and d^y 1 = 0 , from Definit ion 
3 . 3 1 , $ ( x , y 1 ) * $ ( 0 , 0 ) f or each x e X Q . Since $ ( 0 , 0 ) = $ ( 0 , y 1 ) , 
$ ( x » y 1 ) - $ ( 0 , y 1 ) f ° r each x c X ^ . Consider the problem: 
Minimize $ ( x , y 1 ) 
Subject t o x e X ^ 0 
An optimal so lut ion i s x = 0 . From Theorem 3 . 2 0 , the or ig in x = 0 
i i i 
i s a ver tex of X ^ and < K x , y ) = $ ( 0 , y ) i s a supporting hyperplane f o r 
X Q . Hence $ ( x , y 1 ) > $ ( 0 , y 1 ) = $ ( 0 , 0 ) f or each x e X ^ . Now i f x € X ^ , 
then ex e X ^ f or 0 < e < 1 . Also $ ( 0 , 0 ) ^ k by hypothesis . Hence 
$ ( e x , y 1 ) £ k for each x e X ^ , 0 £ e £ 1 . 
We have thus proved that for each y 1 € V and each x e X ^ , 
$ ( e x , y 1 ) > k for small enough e > 0 . From Lemma 4 . 2 , we know that 
Y°(k) = Y(k) = {x ^ ( x . y 1 ) ^ for each y ^ V } . Hence ex e Y°(k) for small 
8 1 
enough e > 0 . From Theorem 3 . 2 0 , has p r e c i s e l y m edges incident on 
the ver tex 0 , and each ray contains one such edge. By picking x on 
each edge, x i- 0 , (ex) e r . i . ( £ 3 ) for small enough e > 0 and for each 
j e J . Hence Y°(k) n r . i . ( £ 3 ) t $ for each j e J . 
( i i i ) This i s s a t i s f i e d since from Lemma 4 . 3 , Y°(k) contains no 
point x e XQ such that 0 (x ,y ) < k for some y e Y^. Hence the lemma i s 
proved. 
We can set an upper bound on the z determined in the proof of 
part ( i i ) . Let us consider the fol lowing l i n e a r program: 
P 1 6 : Minimize x^Cy 1 
Subject to* x e XQ 
for y 1 c V. Let L^ be the minimum value corresponding to extreme point 
y 1 . Since X ^ i s a bounded polytope, each L^ i s f i n i t e i f C i s . Since 
YQ i s a polytope, i t has a f i n i t e number of extreme po ints . Suppose 
problem P 1 6 i s solved f o r each extreme point y"*" e V such that d^y 1 = 0 . 
Le t L = Min{L ,L , . . . , L } . I f L > 0 , then cKex .y 1 ) > 0 ( 0 , 0 ) > k f o r a l l 
t r t r e 5: 0 . I f L < 0 , an upper bound on e i s d y /-L > 0 , where d y = 
Min{d t y 1 I d ^ 1 ^ , y X € V } . 
In the proof of par t ( i i ) , e s s e n t i a l l y what we have shown i s that 
i f (KOjy 1 ) > k for some y 1 e V, then the or ig in of X ^ i s an i n t e r i o r 
point of the closed halfspace defined by: 0 ( y 1 ) + = {x| 0 (x ,y 1 )5 :k} . I f 
^(Ojy 1 ) = k, then the rays incident on the or ig in are e n t i r e l y con­
tained in the closed halfspace 0 ( y 1 ) + . In both cases , we can find a 
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point on each ray close enough to the or ig in and contained in Y ( k ) , 
thus implying that Y°(k) n r . i . ( £ 3 ) i- <j>. 
In order to define the cutt ing p lane , a l l that remains to be 
done i s to specify values f o r X.. as speci f ied in Theorem 4 . 6 . By d e f i ­
n i t i o n , 
X. = Max {Min c t (x -e : i X . ) + d t y + ( x - e : X . ) tCy>k} 
3 X>0 y£YQ 3 3 
This amounts to solving m parametric l i n e a r programming problems 
over Y Q . Let us now look at one way of solving a problem of t h i s kind. 
4 .4 Solut ion of the Parametric Problem 
From the de f in i t i on of X_. as given in Theorem 4 . 6 , the range for 
each X. i s (0 ,°°] . Let iK X .) = Min { c t ( x - e 3 X . )+dty+(x-e2 X. ) t C y } . 
3 3 yeY 0 3 
Theorem 4 . 8 . \p( X.. ) i s a concave function of X_.. 
Proof. See [ 2 3 ] . 
Since ijKX.) i s a concave funct ion, i t i s unimodal. We w i l l con-
duct a search over a f i n i t e range for X_. using the ideas of the Bisec t ­
ing or Bolzano Search. At each s tage , we w i l l be able to e l iminate ha l f 
of the current i n t e r v a l from considerat ion. This i s more e f f i c i e n t than 
the method of Golden Sect ion , in which the new i n t e r v a l i s 0 .62 times 
the old i n t e r v a l . For some X.. = X.., i f $(X^) - k £ e, for some given 
permissible p o s i t i v e to lerance l e v e l e , we terminate the search. 
I f $(X.) > k for a l l X. > 0 , then from the statement of Theorem 
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4 .6 we know that A_. = °°. For implementation on a computer, we need to 
define a large number which Â  w i l l be set equal to instead of 0 0 . We 
w i l l come back to some c r i t e r i a f o r choosing t h i s number a f t e r we p r e ­
sent an algorithm for solving the parametric problem. The algorithm i s 
as fo l lows: 
1 . Define a large number L >> 0 and a permissible e r r o r e > 0. 
2. Solve the following l i n e a r program P17 with X_. = L: 
P17: Minimize c^x-e^A. ) + dV + ( x - e : X. ) t Cy = iMX.) 
Subject to y e Y Q . 
I f i|>(L) ^ k, terminate with X\ = L, otherwise go to 3. 
3 . Define Xu = L, X = 0, XD = L/2. 
n L K 
4. Solve P17 with'X. = X 0 . I f 0 £ (X 0 ) - k < e, then terminate 
2 K K 
with X. = X . Otherwise go to 5. 
5. I f <KXR) > k, se t XL = X R , Xp = (X L+X R)/2 and go to 4; 
otherwise go to 6. 
6. I f ^(XR) < k, se t XH = X R , A = (A L +A R )/2 and go to 4 . 
Having defined L, we have defined an i n t e r v a l of uncertainty for X\ as 
(0,L) over which a binary search i s conducted. Step 2 t e s t s whether or 
not Aj > L. The r a t i o n a l e behind the stopping r u l e in step 4 i s the 
fac t that the exact point a t which each ray i n t e r s e c t s the polar se t i s 
r e a l l y not needed. A point within the polar and close enough to the 
boundary would s u f f i c e . £ measures the permissible deviat ion from the 
boundary. Since the algorithm terminates in step 4 , the point found i s 
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within e of the boundary of Y ( k ) . In steps 5 and 6 the new i n t e r v a l of 
uncertainty i s determined, which i s 1 /2 the previous i n t e r v a l . The 
algorithm w i l l converge in a t most (n+l) i t e r a t i o n s , where n i s the smal­
l e s t p o s i t i v e integer for which L / 2 n <; e. We can now see that we would 
l i k e to make L as large as poss ible so as to generate a deep cut , but 
t h i s may have the e f f e c t of requir ing a large number of i t e r a t i o n s 
before the parametric problem i s so lved. There are comparable i n t e r e s t s 
in choosing a value for e. So f a r as solving the s e r i e s of problems 
P17 i s concerned, we can always s t a r t with the previous s o l u t i o n , which 
obviously remains f e a s i b l e to the next problem in the sequence, and work 
towards the optimal so lu t ion . Hopefully, i t w i l l be close to the o p t i ­
mal so lu t ion . The algorithm i s very easy to implement on a computer and 
f a i r l y e f f i c i e n t . 
4 .5 Statement of Cutting Plane Algorithm 
We now s t a t e our Cutting Plane Algorithm for solving problem 
BLP 1 . 
1 . At stage i , i f i s empty, terminate; otherwise f ind a 
pseudo-global minimum ( x 1 , y 1 ) by the algorithm of Section 3 . 5 . Let 
z = d ) ( x 1 , y 1 ) . Set k. = min{z,k. where k. . i s the best value of the 
l l - l l - l 
object ive function $ at stage ( i - 1 ) . 
2. For each j e J 1 so lve the fol lowing parametric problem by the 
method of Section 4.4. . 
Max [Min c t ( x 1 - e 3 X . ) + d t y + ( x 1 - e 3 A . ) t C y > k . } = A. 
A.>0 yeYA 3 3 1 3 1 0 
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where e 3 , j = l , . . . , m are obtained as shown in Section 3 . 3 . 
3. Define X ^ + 1 = n {p| Y p . / X . > l } . Go to 1 . 
0 0 ^ ' ^ 1 * 3 3 
We w i l l f i r s t compare our algorithms with some r e l a t e d algorithms 
We w i l l then prove i n f i n i t e convergence of our algorithm, and use i t to 
show f i n i t e convergence to an e-optimal so lu t ion . 
4 .6 Comparison With Other Cutting Plane Algorithms 
We would now l i k e to compare the s trength of the cuts generated 
by our algorithm with that proposed by Konno [26] f o r solv ing the b i ­
l i n e a r problem. Konno f i r s t f inds a l o c a l s t a r minimum ( x , y ) . His cut 
i s of the form Y d . p . > a where the d. are p o s i t i v e constants which 
are se lected and a i s a parameter which i s defined to s a t i s f y c e r t a i n 
condit ions. Let the current global minimum of <j>(x,y) be k. Let C be 
the cone defined with ver tex a t x and with extreme rays corresponding to 
the edges incident on x. 'Let C be bounded by the hyperplane £ ^Lp.. -
a. Konno considers the problem: 
j e J 3 3 
Max [Min{<f>(x,y) |x=x- £ i 3 p , p 2>.0, £ d.p.<a, yeY }>k] 
a>0 j e J 3 J j e J J 3 
He shows that for any f ixed y e Y Q , the minimum of <J> w i l l be e i t h e r a t 
pj = 0 for a l l j e J , or there w i l l be p r e c i s e l y one p.. non-zero, and 
defined by p = a/d . Hence, we are looking for that value of a, say 
a 
— —r r 
a^, such that 0 (x -e ^-^y) ^ k f o r a l l y e Y Q . But t h i s implies tha t 
o r 
( x - i r e Y°(k) . Now, X = max{X | ( x - i r X )eY°(k)} . Hence a /d < X a r r 1 r r r r r - ' a ' 0 
Konno ca lcu la te s a . / d . f o r each j e J such that ( x - e 3 -r-3-) e Y (k) and 
D 1 dj 
then s e l e c t s a such that a /d . <, a . / d . for a l l i £ J . Then h is cut i s 
3 3 3 
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of the form Y d .p . > a. But since a . / d . £ X. , a /d . <, X. f o r a l l j e J , 
> T 3 3 3 3 3 3 3 
tha t i s , d j / a > 1/X... This means that the cuts generated from Y (k) are 
stronger than those generated by Konno's method. 
There i s a revea l ing geometric i n t e r p r e t a t i o n to t h i s . Konno 
predetermines the coe f f i c i en t s d.. of the cutt ing plane so as t o s impli fy 
computational work. But t h i s has the e f f e c t of f ix ing the slope of the 
hyperplane. The hyperplane i s now t r a n s l a t e d p a r a l l e l t o i t s e l f t i l l 
such time as one point on i t touches the boundary of Y^(k). The po lar 
cut allows the addi t ional f l e x i b i l i t y of a l t e r i n g the slope of the cut ­
t ing plane so as to cut of f more of the f e a s i b l e region. 
We w i l l now i l l u s t r a t e by means of a numerical example how our 
cut and that due to Konno are generated. I t w i l l a l s o i l l u s t r a t e how 
the po lar cuts are stronger than Konno's. .We w i l l use Example Problem 
I of Section 3 . 2 . Let us f i r s t generate the po lar cut . The pseudo-
global minimum i s x = ( 2 , 1 6 ) and y = ( 6 , 0 ) with k = 1 2 . The x-tableau 
corresponding to t h i s point i s 
* ! _ * 2 - "-I- i±2- u - 3 - -
1 0 0 - 1 / 2 0 - 1 / 2 2 
0 1 0 0 0 1 16 
0 0 1 - 1 / 2 0 5/2 20 
0 0 0 1 / 2 1 1 / 2 25. 
A cut of the form u„/X + u,/X £ 1 i s desired 
2 u 4 u 2 4 
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A = Max <̂  
u. A >0 
U 2 
Min 
( y l y 2 ) £ Y 0 
C
N
 - 1 / 2 ' 
- A 
U 2 16 0 





Max { Min (2+^A )y +16y >12} 
* u 2 > 0 ( y i y 2 ) E Y O " 2 
The so lut ion i s A = 0 0 . 
U 2 
Au = Max 4 
4 A >0 u 
•4 
Min 
( y l y 2 ) e Y 0 
' 2 - 1 / 2 ' 
- A 
U 4 1& 1 
t 
y i > 1 2 ^ 
y 2 
or 
Max { Min . [(2+%A )y +(16-A ) y 9 ] ^ 12} 
A
u
 > 0 ( ^ 2 ) £ Y 0 
The so lut ion i s A = 1 4 . 8 . 
u 
4 
The desired cut i s > 1 4 . 8 or x^ ^ 1 . 2 . Konno's cut i s of the form 
^ 2 U 2 + ^4 U 4 ~ a " ^ e s e 3 - e c ' t ^ 2 = ^4 = ^ according to the r u l e s spec i f ied 
by Konno. a i s the so lut ion to the problem: 
U 2 
t 
: 2^ a 
o 
' - 1 / 2 " y-. 
Max < Min JL 
a u >0 
2 





Max <t Min 
( y i y 2 ) c Y 0 
2 + Y l + 1 6 y 2 > 12 f 
The so lut ion i s a = 0 0 . 





y - . 
Max < Min *+ j . 
au >0 
4 






Min 2 + 
V 
y t ( 1 6 - a / 3 ) y > 12 
- L U ^ £ 
The so lut ion i s a = 4 4 . 4 . 
U 4 
/oo 44..41 44 .4 
M i n \3 ' — f = — 
Hence a = 4 4 . 4 . 
The desired cut i s 3u 2 + 3u^ 2: 44 .4 or 
x > 9 . 4 . 
Both these cuts are i l l u s t r a t e d in the diagram shown below. 
Konno Cut 
Figure 3 . Example of Polar Set Y (k) 
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The polar set Y tk) for t h i s example i s shown in Figure 3 with 
k = 1 2 . Y°(k) i s the se t of a l l x e R 2 s a t i s f y i n g 
1 0 x 2 > 12 
10x1 > 12 
6x > 12 
5*1 + 1 0 x 2 > 12 
10*1 + 5 x 2 > 12 
We have shown in Section 3 .2 that the B i l i n e a r Problem can be 
formulated as a general nonconvex quadratic programming problem 
(Problem BLP 2 ) . In Chapter I , we have reviewed a number of algorithms 
f o r solving such a problem. Any of these algorithms can be used to 
so lve the B i l i n e a r Problem. However, they do not take advantage of the 
spec ia l s t ruc ture of the B i l i n e a r Problem and w i l l not maintain i t s 
separable s t r u c t u r e . We cannot make a d i r e c t comparison s ince computa­
t i o n a l r e s u l t s are not a v a i l a b l e f o r the general a lgorithms. 
Konno [26] has spec ia l i zed R i t t e r ' s [38] algorithm f o r solving a 
general nonconvex quadratic programming problem to handle the B i l i n e a r 
Problem and take advantage of i t s spec ia l s t r u c t u r e . Balas and Burdet 
[4] used polar se t s to develop a cutt ing plane algorithm for maximizing 
a convex quadratic function subject to l i n e a r c o n s t r a i n t s . They show 
that t h e i r cuts are deeper than those of R i t t e r and Tui [46] f o r a s imi­
l a r problem. We have spec ia l ized t h e i r ideas to solve the B i l i n e a r 
Problem and u t i l i z e i t s spec ia l p r o p e r t i e s . We have shown that our cuts 
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are deeper than those of Konno. Balas [3 ] has shown how to so lve a non-
convex quadratic problem using general ized po lars based on complementary 
slackness condit ions. But t h i s a l so does not consider the spec ia l prop­
e r t i e s of the problem. 
In Chapter I I , we have shown that a convex quadratic maximum 
problem can be transformed into a b i l i n e a r problem, and hence our 
algorithm can be applied to so lve such a problem. We have compared our 
algorithm with that of Moreno [33] f o r the convex problem. Our 
algorithm i s 2 to 5 times f a s t e r . 
4 . 7 Convergence of the Cutting Plane Algorithm 
We w i l l prove i n f i n i t e convergence of our cutt ing plane 
algorithm with the help of the Cutting-Plane Convergence Theorem deve l ­
oped by Zangwill [ 4 8 ] . This theorem s p e c i f i e s a se t of s u f f i c i e n t con­
d i t ions f o r convergence of a cutt ing-plane algorithm. We w i l l f i r s t 
explain these conditions and then we w i l l show how our algorithm s a t i s ­
f i e s these condit ions. 
Given a set z 1 c R m , a cutt ing plane algorithm determines a ha l f -
space H1. Then the successor se t z 1 + ^ = z"*" n H"*". The objec t ive of the 
algorithm i s to ca l cu la te a point s a t i s f y i n g c e r t a i n p r o p e r t i e s , at 
which stage the algorithm w i l l terminate . Using z 1 and a spec ia l map T, 
the se t Viz1) i s defined. A t e s t point w 1 e r ( z 1 ) i s ca lcu la ted . We 
then v e r i f y whether or not w 1 possesses the desired proper t i e s by apply­
ing a cer ta in t e s t , ca l l ed a so lut ion t e s t , to i t . I f i t passes the 
t e s t , the procedure terminates . I f no t , we employ a second map A and 
define the se t A(w 1 ) . Using t h i s map A, we locate a point v 1 e A(w 1 ) . 
9 2 
Suppose we have functions a and b defined as fo l lows: a : R R and 
b : R n Rm. The point v 1 e R n and the functions a and b define the 
halfspace HTCV 1 ) = { x | a ( v 1 ) + b ( v 1 ) t x S 0 } . The halfspace HTCV 1 ) has the 
property that w 1 £ H T C V 1 ) . The algorithm w i l l generate the poss ibly 
i n f i n i t e sequence of s e t s { z 1 } and points {w 1 } and { v 1 } . The converg­
ence Theorem 4 . 9 guarantees that the sequence {w 1 } w i l l converge to a 
point w, where w passes the so lut ion t e s t , i f a set of conditions are 
s a t i s f i e d . We w i l l s t a t e and prove a s l i g h t l y modified vers ion of Zang-
w i l l ' s Convergence Theorem, which w i l l be appl icable to our problem. 
Instead of using a point to se t map A, we w i l l consider A to be a func­
t i o n , so that v 1 = ACw 1). 
Theorem 4 . 9 . Let a cutt ing-plane algorithm generate a sequence of s e t s 
{ z 1 } and a corresponding sequence of points {w 1 } and { v 1 } . Suppose 
1 . A l l points {w^}are on a compact s e t . 
2 . For any z 1 , w 1 e rCz 1 ) implies w 1 e z 1 . 
3. The function ACw1) i s continuous a t each w 1 that does not 
pass the so lut ion t e s t . Also , the functions a and b are continuous. 
4 . I f w 1 does not pass the so lut ion t e s t , then f o r v 1 - ACw 1), 
w 1 { H ^ v 1 ) = { x | a ( v 1 ) + b ( v 1 ) t x > 0 } and z 1 n H ^ v 1 ) + <f>. 
Then i f the algorithm s a t i s f i e s these four condit ions , the sequence {w 1 } 
converges to w, where w passes the so lut ion t e s t . 
Proof, We w i l l only consider the case f o r which an i n f i n i t e sequence 
{ z 1 } i s generated, s ince , i f the sequence i s f i n i t e , some w 1 w i l l have 
passed the so lut ion t e s t . 
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From condition ( 4 ) , we observe that a l l z e x i s t and are not 
n u l l . Since, from condition ( 1 ) , a l l w 1 are in a compact s e t , there 
must e x i s t a sequence {w 1 } converging to a point w. Since the function 
A i s continuous a t each w 1 that does not pass the so lut ion t e s t (condi­
t ion ( 3 ) ) , there must e x i s t a sequence of points v \ v ^ , . . . , v 1 = A(w^), 
converging to v , with v = A(w). From condition we know that 
i+1 i+1 0 . i+1 i „ „+ / i N , i+1 „+, i N T .. w c z Since z = z n H^(v ) , hence w e H^(v ) . In genera l , 
w3 e H ^ v 1 ) f o r a l l j > i + 1 , that i s a ( v 1 ) + b ( v 1 ) t w : ] > 0 for a l l 
j £ i + 1 . In p a r t i c u l a r , f or the l i m i t point w, a ( v 1 ) + b ( v 1 ) t w >. 0. 
From condition (3) a and b are continuous functions of v 1 and we have 
shown that a ( v 1 ) + b ( v 1 ) t w > 0. Hence, f o r the l i m i t point v , a (v) + 
b (v ) t w ^ 0 , tha t i s , w e H + (v) . Suppose w does not pass the so lut ion 
t e s t , then f o r v = A(w) we have, from condition (4) that w 4 H + (v ) . But 
we have shown that w e H + (v ) , a contradic t ion . Hence w must pass the 
so lut ion t e s t . 
We w i l l now r e l a t e our cutt ing plane algorithm to the conditions 
spec i f ied in Theorem 4 . 9 . We r e c a l l . t h a t the cut adjoined to the se t 
v i —i i XQ a t stage i i s of the form 2, P - / A . ^ 1 , where p i s a n^ vector con-
j e J 3 3 
s i s t i n g of the x v a r i a b l e s and the s lack v a r i a b l e s u. We w i l l r e w r i t e 
t h i s in vector notat ion as ( g 1 ) ^ ^ 1 , where ĝ  = 1/X^. 
For s i m p l i c i t y , l e t us suppose that the cutt ing plane was defined 
with the or ig in t r a n s f e r r e d to the current pseudo-global minimum ( x 1 , y 1 ) . 
Then i s the point of in t er sec t ion of the cutt ing plane with the jt/z 
- i 
coordinate a x i s . We had determined A. as fo l lows . I f k was the current 
3 
best value of the objec t ive function <f>(x,y), we had set 
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k = min{k,<J>(x ,y )} and defined the polar Y (k) = {x| <()(x,y)>k, f o r each 
y e Y . } . Then X2! was the in ter sec t ion of the i t h coordinate ax is with 
J 0 3 J 
the boundary of Y°(k) and hence s a t i s f i e d the inequal i ty 
\ . = Max{ Â" c. A +̂d y+A^c y>k f o r each yeY ) 
3 , 3 l 3 3 3 0 
A .>0 
3 
where c? i s the jt?z row of the matrix C. 
We w i l l now define the maps A and T, the functions a and b and 
the sequences { z 1 } , {w 1 } and { v 1 } f o r our cutt ing plane algorithm. We 
generate a sequence of se t s { z 1 } where z*" = ( X Q X Y Q ) C R M X N , X Q c R M , 
YQ C R n . Given z 1 , then z 1 ^ = z 1 n HT , where HT i s a closed halfspace 
and w i l l be defined below. The map T i s defined on the set z 1 as : 
R C Z 1 ) = { ( x 1 , y 1 ) | ( x 1 , ^ 1 ) i s a pseudo-global•minimum of Z 1 } . The 
sequence of points { w 1 } , w 1 e T C Z 1 ) cons t i tu tes the pseudo-global minimum 
mxn n 1 + 1 
a c t u a l l y located a t each stage . The function A : R -*• R generates 
the sequence { v 1 } with Atw 1) = V 1 . I f the cutt ing plane generated at 
the ith stage i s C G 1 ) ^ ^ 1 9 then v 1 = • ( g 1 , - ! ) * defines the map A. 
i^+l ^ + 1 n 1 
We define the fol lowing funct ions: a : R R , b : R -> R , 
with a ( v 1 ) = - 1 , B C V 1 ) = g 1 . Then the halfspace HTCV 1 ) = { p | a ( v 1 ) + 
b ( v 1 ) t p > 0 } . The algorithm terminates when the fol lowing Solut ion Test 
i s passed: Z 1 n HTCV 1 ) = <J>. 
We w i l l now v e r i f y that the four conditions s tated in Theorem 4 .9 
above are s a t i s f i e d . 
1 . A l l points w 1 are in the compact se t ( X Q X Y Q ) » where X ^ and 
YQ are compact by assumption. 
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2. For any z 1 , w 1 = ( x ^ y 1 ) e TCz1) implies ( x ^ y 1 ) e z 1 , s ince 
( x 1 , y 1 ) i s a pseudo-global minimum of z 1 . 
3 . We want to show that the function A(w) i s continuous for any 
w that does not pass the so lut ion t e s t . To show cont inui ty of A, we 
1 2 
need to show that i f there i s a sequence of points w ,w , . . . converging 
1 2 
to w, then there i s a corresponding sequence of points v ,v con­
verging to v , where A(w) = v . But each point v 1 corresponds to a hyper­
plane which i s defined by X 1 = ( X ^ , . . . , X ^ ) . Each X̂  i s the point of 
in ter sec t ion of the cutt ing plane with the jth coordinate a x i s . I f X i s 
the vector corresponding to v , we w i l l have shown that A(wO i s continu­
ous i f we snow that as w 1 -»• w, X 1 -»• X. As we have shown above. X1. i s a 
3 
point on the boundary of Y^(k^) = {x| <J>(x,y)>k^, for each y€Y Q } where 
k_̂  = min{<J)(w ) , k } k being the current best so lut ion obtained thus f a r . 
Hence X̂" solves problem P18 given below. 
P18: Max{X^|cX^+d ty+^c :'ySk. for each yeY 0 } 3 3 3 1 1 0 
where c J i s the jth row of C. Likewise, X.. so lves problem P19 
P19: Max{X . I c.X.+d ty+X.c : iy>k for each yeY.} 
3 3 3 3 0 
We observe that X̂" and X̂  are the unique s c a l a r s solving P18 and P19, 
r e s p e c t i v e l y . As k^ -*• k, we see that problem P18 becomes the same as 
problem P19 whose so lut ion i s X^. Hence, as w 1 w and consequently 
k. -*• k, X1. •+ X. for each j = l , . . . , n . Hence, as w 1 -*• w, Â  -»• A. which 
1 3 3 3 3 
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i s the required r e s u l t . 
We have defined M v 1 ) = g 1 and aCv 1 ) = - 1 , where v 1 = ( g 1 , - ! ) * 
which are obviously continuous funct ions . 
4. I f z 1 n HTCV 1 ) i- (j), w 1 does not pass the so lut ion t e s t . 
Since the cutt ing plane was defined with the or ig in t r a n s f e r r e d to w 1 , 
we have w 1 = 0. Hence, a ( v 1 ) + b(v^)*'p = aCv 1 ) = - 1 < 0. Hence 
w 1 k H^Cv1) = { p | a ( v i ) + b ( v i ) t p > 0 } . 
We have thus shown that a l l the four conditions of Theorem 4.9 
are s a t i s f i e d . Hence our cutt ing plane algorithm w i l l converge to the 
global minimum. 
4 .8 F in i te Algorithm f o r an e-Optimal Solution 
We have shown above tha t the algorithm converges to an optimal 
so lut ion a t l e a s t i n f i n i t e l y . We w i l l show below how a near-optimal 
so lut ion can be obtained in a f i n i t e number of s t eps . Moreover, in t h i s 
case , i t w i l l be adequate to work with a l o c a l s t a r minimum at each 
stage r a t h e r than a pseudo-global minimum. Hence, step 3 of Algorithm 
A in Chapter III ( f or f inding a pseudo-global minimum) can be de leted . 
Definit ion 4 . 1 0 . ( x , y ) i s an e-optimal solution to BLP 1 i f , given an 
e > 0 , x e X Q , y e Y Q , then <j>(x,y) - <J>(*>y) + e f o r a l l x € XQ and 
y * V 
The s tra tegy used in gett ing an e-optimal so lut ion to BLP 1 i s to 
p a r t i t i o n XQ in to a f i n i t e number of regions such that within each 
region we know the e-optimal so lut ion f o r a l l y e Y^. For t h i s purpose 
we w i l l use the po lar set Y°(k-e) a t each stage r a t h e r than Y^(k). We 
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w i l l show t h a t a v a l i d cut can be generated from a l o c a l s t a r minimum 
(x ,y ) by using Y^(k-e) , where k i s the current best value of <f>(x,y), 
which may or may not be at ta ined a t ( x , y ) . Here, by a v a l i d cut we mean 
t h a t the cut de le tes the point ( x , y ) , but not any f e a s i b l e point ( x , y ) 
such that <f>(x,y) < k - e, f or some y e Y . Lemma 4 . 1 1 below i s a modi­
f ied vers ion of Lemma 4 . 7 and. gives the proper t i e s of: 
Y°(k-e) = {x|<f>(x,y)>k-e for each yeY } 
Lemma 4 . 1 1 . Let ( x , y ) be a l o c a l s t a r minimum of BLP 1 . For a given 
e > 0 , Y ^ ( k - e ) i s a closed convex se t having the p r o p e r t i e s : 
( i ) x e Y ° : ( k - e ) . 
( i i ) Y ° ( k - e ) n r . i . U 3 ) t <f> for each j e J . 
( i i i ) Y ° ( k - e ) n {x€XQ 10(x,y)<k-e for some y € Y } = <f)« 
Proof. From Lemma 4 . 2 , Y ^ ( k - e ) i s c l e a r l y a closed convex s e t . Also 
<f>(x,y) ^ 4>(x,y) > k > k - e for each y e YQ s ince (x ,y ) i s a l o c a l s t a r 
minimum. Hence x e i n t Y ° ( k - e ) . Hence ( i ) and ( i i ) hold. Part ( i i i ) 
i s s a t i s f i e d from the d e f i n i t i o n of Y ^ ( k - e ) . 
Thus Q = Y ° ( k - e ) s a t i s f i e s the hypothesis of Theorem 4 .6 (with k 
replaced by k-e) and \ p . /X . £ 1 i s a v a l i d cutt ing plane in the sense 
j e J 1 1 
tha t i t does not cut o f f any f e a s i b l e point x with <f>(x,y) < k - e f o r 
some y e Y . Hence k i s the global e-minimum value over the XQ region 
already explored (including the region cut o f f by the cutt ing plane) and 
a l l the YQ region. 
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Note that only the l o c a l s t a r minimum property of ( x , y ) has been 
invoked. In Lemma 4 . 7 , we needed (x ,y ) to be a pseudo-global minimum 
only to prove part ( i i ) of the lemma. 
We can now summarize the e-optimal algorithm as fo l lows: 
Step 1. At stage i , i f i s empty, terminate . Otherwise f ind the 
l o c a l s t a r minimum ( x 1 , ^ 1 ) using Steps 1 and 2 of Algorithm A (Section 
3 . 5 ) . Let Z = ( j K x S y 1 ) . Set k = min{z,k. ..} - e, where k. . i s the 
l - l ' l - l 
best value of the objec t ive function <J> at stage i - 1 . 
Steps 2 and 3. As in Steps 2 and 3 of the cutt ing plane algorithm of 
Section 4 . 5 . 
We w i l l now show that the algorithm i s f i n i t e . At stage i , sup­
pose the l o c a l s t a r minimum i s ( x , y ) and l e t k^ given at Step 1 of the 
algorithm correspond to ( x , y ) , which may or may not be the same as ( x , y ) . 
Then (x ,y ) i s the e-optimal so lut ion over a l l y e YQ and over X Q a lready 
explored, i . e . , for a l l x in X Q , but not in X ^ + \ Note tha t k^ i s de­
creased a t each stage a t l e a s t by a f ixed e > 0. Hence, i f we show that 
f o r the global optimum (x ,y ) of BLP 1 , x i s cut o f f from a cut obtained 
from Y^(R) f o r some k, then the algorithm i s f i n i t e . 
Now consider BLP 3 with (x ,y ) as the l o c a l s t a r minimum. I f 
(x ,y ) e x J + J " i s the global minimum, then x i s in the cone with v e r t e x x 
and £ 3, j e J , as the generators . Then x can be expressed as a convex 
combination of points y? , j e J , on these generators . 
Let a. = min <J>(x3,y) and K = min a . . Then Y°(i<) w i l l cut the rays 
y * Y 0 
99 
a t points ( 0 , . . . , X . , . . . , 0 ) > x 3 . Hence £ p . / A . > 1 obtained from 
o - = 3 j e J 3 3 
Y (E) w i l l cut o f f x. This shows that the e-optimal algorithm i s 
f i n i t e . 
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CHAPTER V 
ALGORITHM BASED ON INDUCTIVE CONSTRUCTION OF POLYTOPES 
5 . 1 Introduction 
In t h i s chapter, we w i l l be solv ing problem BLP 1 by constructing 
a sequence of polytopes . We r e s t a t e problem BLP 1 : 
BLP 1 Minimize <f>(x,y) = c^x + d*y + x^Cy 
Subject to x € X Q = {x|Ex£e, x>0} 
y e YQ = {y|Fy<f, y>0} 
where X Q and Y Q are bounded polytopes . 
The basic ideas of the method f o r locat ing the global minimum of 
4>(x,y) to be developed in t h i s chapter are as fo l lows . Let P be a po ly-
in ^ tope in R such t h a t there i s at l e a s t one extreme point x of X ^ which 
i s a l so an extreme point of P. Suppose we know the equations of the 
hyperplanes which are (m-1) dimensional faces of P. Suppose a l so that 
we know the global minimum of <j> over P f o r a l l y e Y ^ i s x. I f c p, 
then c l e a r l y we have found the global minimum of <j> over X Q and Y ^ . I f 
not , we w i l l f ind an extreme point x of X Q which i s not in P, and de­
f ine the (m-1) dimensional faces of a new and enlarged polytope p' which 
k k » contains P and x . We w i l l now find min <J>(y,x )• P i s defined such 
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that we now have the global minimum of <f» over P 1 and known. Af ter a 
f i n i t e number of s t eps , the polytope P w i l l have been "enlarged" s u f f i ­
c i e n t l y such that the condition XQ c p holds , a t which point the proce­
dure terminates . 
5.2 Preliminary Propert ies 
Definit ion 5 . 1 . Let P be a convex subset of Rm. A set F, F c p i s a 
face of P i f e i t h e r F = <f>, or F = P, or i f there e x i s t s a supporting 
hyperplane H of P such that F ='P n H. <f> and P are ca l l ed the improper 
faces of P. A l l other faces are ca l l ed proper f aces . Note that a face 
i s a convex s e t . 
Definit ion 5 . 2 . A maximal proper face of P , that i s , a proper face of the 
highest poss ible dimension, i s ca l l ed a facet of P. Thus i f P i s an 
m-dimensional polytope, a facet of P i s (m-1)-dimensional. 
Def init ion 5 . 3 . Given a set A, the affine hull of A i s the se t a f f 
k . k 
[A] = { x | x = \ X.x , \ A. = 1 , x 1 eA, i = l , . . . , k } for a r b i t r a r y f i n i t e 
i=l 1 i=l 1 
k. 
Definit ion 5 . 4 . Given a s e t A, the convex hull of A i s the set 
k k 
conv[A] = { x | x = \ X.x , X.>0, \ X. = 1 , x eA, i = l , . . . , k } for arbi-
i=l 1 1 i=l 1 
t r a r y f i n i t e k. 
Definit ion 5 . 5 . Let P be an m-dimensional polytope, H a hyperplane such 
that H n int (P) = <t>, and l e t v e Rm. v i s said to be beneath H (with 
respect to P) provided v belongs to the open halfspace determined by H 
which contains i n t ( P ) . I f F i s a facet of P, v i s beneath F i f v i s 
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beneath a f f [ F ] . 
Definit ion 5 . 6 . With respect to Definit ion 5 . 5 , i f v i s in the open 
halfspace determined by H which does not contain i n t ( P ) , then v i s said 
to be beyond H. S i m i l a r l y , v i s beyond. F i f v i s beyond a f f [ F ] , 
The concepts of beneath and beyond w i l l be used very heav i ly in 
the inductive construct ion of the faces of the polytope p' from P. 
Lemma 5 . 7 . Let P and p' be two polytopes , P c p ' . Let F ' be a face of 
P ! . Then F = F ' n P i s a face of P. 
Proof. See [ 2 1 ] , 
Suppose we are given m l i n e a r l y independent points in Rm: 
1 2 m 
x ,x , . . . , x . We can uniquely define a hyperplane (manifold) H passing 
through the m po in t s . Let H be represented by the equation p^x = 1 . 
The hyperplane H defines two halfspaces H+ and H , where 
H+ = { x | p t x > l } and 
H" = { x l p ^ l } 
Since any x £ Rm can be expressed as a l i n e a r combination of the 
m independent points x \ . . . , x m , we have f o r any x e H +, 1 < p^x = 
m ^ m m 
£ X.p x = \ X. , that i s , \ X. > 1 . Likewise, f o r x e H , we 
i=l m i=l i= l m 
have £ X. £ 1 . Of course f o r x e H, we have £ X. = 1 . 
i=l 1 i=l 1 
As in the notat ion H and H , we w i l l denote the two closed 
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halfspaces defined by a f f [ F ] of a face t by a f f [ F ] and a f f [ F ] . 
Lemma 5 . 8 . Let P c Rm be a polytope, F = c o n v [ x \ . . . , x m ] a face t of P, 
a f f [ F ] = {xeR m |p t x=l} and P c a f f [ F ] " = {xeR m | p t x< l } . Let v e Rm , 
m . m 
v = £ X.x . v i s beyond a f f [ F ] i f and only i f £ X. > 1 . v i s be-
i=l m i=l 
neath a f f [ F ] i f and only i f £ X. < 1 . 
i=l 1 
Proof. Let v be beyond a f f [ F ] . Then v e i n t ( a f f [ F ] + ) . Hence 1 < p t v = 
m t 
Conversely, l e t \ X. > 1 . Then p v = 
i=l 1 












p X . x = 





X. > 1 . 
l 
Hence 
P c a f f [ F ] " , v i s   ] , i s beyond a f f [ F ] . The proof of the other p a r t i s iden­
t i c a l . We note tha t i f P c a f f [ F ] + , and v ' i s beyond a f f [ F ] , then 
m m 
I X. < 1 . I f v i s beneath a f f [ F ] , then J X. > 1 . 
i=l 1 i=l 1 
Now suppose that the or ig in 0 e int(H ) . Let us consider two 
1 2 - 1 -2 points z ,z e int(H ) . Let z and z be the projec t ions of z and z , 
r e s p e c t i v e l y on H. 
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i m i 2 m i t t 
Let z = £ a .x and z = £ 3^x . Let p x = a n c ^ p x = y 2 ^ e t n e 
i=l i=l t ^ x 
equations of the hyperplanes p a r a l l e l to p x = 1 and passing through z 
2 1 "1 1 2 *2 
and z , r e s p e c t i v e l y . Then || z - z || = ( Y ^ - l ) / | | p j | and ||z -z || = ( Y 2 _ 1 ) / | | P II • 
1 2 If the Euclidean distance of z from H i s grea ter than that of z , then 
t 1 v t i t 2 r 0 t i c . t i , Tl ^2 ' ^ence P z = 1 P A - X > p z = I 3 . p x . Since p x = 1 , 
i=l 1 i=l 1 
m m 
i = l , . . . , m , £ a . > £ 3-. We w i l l be using t h i s property in the f o l -
i=l 1 i=l 
lowing way. 
Suppose we have a polytope X Q <= Rm and the or ig in i s a v e r t e x of 
m 
X Q . For x e X Q , we have x = £ A.x where {x , i = l , . . . , m } are l i n e a r l y 
i=l 
independent points in R . We can w r i t e t h i s as x = BA, where B = 
[ x \ x 2 , . . . , x m ] and A* = (A^jA^,. . . ,A ) . Hence A = B "''x. Let H be the 
1 2 m 
hyperplane passing through the points x ,x , . . . , x . Suppose we want to 
f ind the extreme point of X Q which i s f u r t h e s t from H. We can do t h i s 
by so lv ing problem P20: 
P20: Maximize e^B "*"x 
Subject to x e X Q 
where e i s a vector of ones. Since P20 i s a l i n e a r program, i t s optimal 
so lut ion w i l l be a t an extreme point of X Q . We observe tha t the objec-
t m 
t i v e function of P20 i s simply e A = £ A. . Let w be the maximum ob-
i=l 1 
j e c t i v e function value of P20. I f w < 1, we can conclude tha t there 
does not e x i s t any point of X Q on or beyond H. 
We now address ourse lves to the question of how to determine a l l 
the face t s of the polytope P 1 assuming that a l l the face t s of a polytope 
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P are known, where P = conv[x , . . . , x m ] and p' = conv[x , . . . , x m , x m ] , 
m l̂ 
x i P. The reason why we would be in teres ted in t h i s i s as fo l l ows . 
Let 0 = {0 , . . . , 0 } represent the se t of a l l face t s of P. Suppose we 
J. s 
know the global minimum of <J>(x,y) for a l l x e P, y e , which i s 
a t ta ined a t ( x , y ) , where x i s an extreme point of P and of and y i s 
an extreme point of Y Q . I f XQ c p then the problem BLP 1 i s solved 
(see Figure 4 ) . 
Figure 4. Example Where Figure 5. Example Where X i P 
XQ c P 
I f no t , as in Figure 5 , we w i l l find an extreme point v of X Q , v i P, 
P w i l l be su i tab ly enlarged to P* and v e P*. 
To determine whether or not XQ c p, we w i l l so lve Problem P20 f o r 
each 0̂  e 0. I f a point v beyond a f f [ 0 ^ ] i s found, XQ P and P i s en­
larged . I f v e a f f [ 0 ^ ] . , we w i l l check a l l a l t e r n a t i v e so lut ions to 
Problem P20. I f a l l so lut ions y i e l d points in P ( f o r each 0^) , then 
X Q C p, I f not , we have a point v | P, and P i s again enlarged. We w i l l 
show l a t e r tha t the procedure w i l l lead to an optimum so lut ion in a 
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f i n i t e number of s t eps . 
5 .3 Construction of the New Polytope P1 
We w i l l now show how a new polytope p' ^ P can be defined given 
a l l the face t s of a polytope P i f we loca te an extreme point x of XQ 
k ' 
on or beyond one of the face t s of P, x ' i P. We w i l l define P by de­
f ining a l l i t s f a c e t s . For t h i s purpose, we need the fol lowing theorems. 
Theorem 5 . 9 . Each m-dimensional polytope P i s the in t er sec t i on of a 
f i n i t e family of closed hal f spaces; the smallest such family consis ts of 
those closed halfspaces containing P whose boundaries are the a f f i n e 
h u l l s of the facets of P. 
Proof. See [ 2 1 ] . 
Theorem 5 . 1 0 . If F i s a face of the polytope P, and i f i s a face of 
the polytope F^, then i s a face of P. 
Proof. See [ 2 1 ] . 
Theorem 5 . 1 1 . I f P i s an m-dimensional polytope, each (m-2)-dimensional 
face F of P i s contained in p r e c i s e l y two face t s F^ and of P and 
F = F 1 n F 2 . 
Proof. See [ 2 1 ] . 
Theorem 5 . 1 2 . Let P and P* be two m-dimensional polytopes in Rm , and 
l e t v be a ver t ex of p ' , v 4 P, such that p' = conv[{v}uP]. Then 
i . A face F of P i s a face of P' i f and only i f there e x i s t s 
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a facet F ' of P such that F c F ' and v i s beneath F ' . 
i i . I f F i s a face of P, then F f = conv[{v}uF] i s a face of P' 
i f and only i f e i t h e r (a) v e a f f [ F ] or (b) among the face t s of P con­
taining F there i s a t l e a s t one such that v i s beneath i t and a t l e a s t 
one such t h a t v i s beyond i t . 
Moreover, each face of P 1 i s of one and only one of those types . 
Proof. See [ 2 1 ] . 
Theorem 5 . 1 3 . Let P and p' be two m-dimensional polytopes in Rm , l e t v 
be a ver tex of P ' , v ^ P, such that P 1 = conv[{v}uP]. Then 
i . A facet F of P i s a face t of P 1 i f and only i f v i s beneath 
a f f [ F ] . 
i i . Let F be a facet of P. Then F- = conv[{v}uF] i s a face t of 
P f i f and only i f v e a f f [ F ] . 
i i i . Let F be a (m-2)-dimensional face of P. Let F^ and F^ be 
the two face t s of P containing F. Then F1 = conv[{v}uF] i s a face t of 
P f i f and only i f v i s beneath a f f [F^] (or a f f [ F 2 ] ) and beyond a f f [ F 2 ] 
(or a f f [ F 1 ] ) . 
i v . Each face t of p' i s e i t h e r a facet of P or i s of the form 
F f = conv[{v}uF], where F i s a face of P. 
Proof. 
i . Let F be a face t of P and l e t v be beneath F. Then from p a r t 
( i ) of Theorem 5 . 1 2 , F i s a face of P ' . But F i s (m-1)-dimensional 
since i t i s a face t of P. Hence i t i s a face t of P ' . 
Conversely, l e t F be a face t of both P and P f . Then from par t 
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( i ) of Theorem 5 . 1 2 there e x i s t s a face t F of P such that F i s con­
tained in F and v i s beneath F. But F and F being face t s of P? and 
F c F implies F = F. Hence v i s beneath F. 
i i . Let F be a face t of P and v £ a f f [ F ] . From p a r t ( i i ) (a) 
of Theorem 5 . 1 2 , F? = conv[{v}uF] i s a face of P ? . But F i s (m-1) -
' . » . 
dimensional, hence F i s (m-1)-dimensional and hence F i s a facet of 
p \ 
Conversely, l e t F be a facet of P and l e t F ' = conv[{v}uF] be a 
facet of P*. Hence both F and F ' are (m-1)-dimensional. Hence 
v e a f f [ F ] , 
i i i . Let F be a (m-2)-dimensional face of P, and l e t v be be­
neath F and beyond F^. From part ( i i ) (b) of Theorem 5 . 1 2 , F ' = 
conv[{v}uF] i s a face of P*. Now v <t a f f C F ^ and v <t a f f [ F 2 ] so that 
v 4 a f f [ F 1 ] n a f f [ F 2 ] . From Theorem 5 . 1 1 , F = F 1 n F 2 , and hence 
a f f [ F ] = affCFj^] n a f f [ F 2 ] . Hence v 4 a f f [ F ] . Hence F ' i s (m-D-
dimensional. 
Conversely, l e t F be a (m-2)-dimensional face of P and F ' be a 
facet of P*. Since F ' i s (m-1)-dimensional, v 4 a f f [ F ] . Also from 
Theorem 5 . 1 1 , there are p r e c i s e l y 2 facets F^ and F 2 of P such that 
F^ n F 2 = F. Hence from part ( i i ) (b) of Theorem 5 . 1 2 , v i s beneath 
F 1 (or F 2 ) and beyond F 2 (or F ^ . 
i v . From Theorem 5 . 1 2 , each facet of p' i s e i t h e r a face of P 
or i s of the form conv[{v}uF], where F i s a face of P. In the former 
case, F i s a face t of P. In the l a t t e r case , F i s (m-1)-dimensional and 
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v e a f f [ F ] , or F i s (m-2)-dimensional and v 4 a f f [ F ] . 
We w i l l now i l l u s t r a t e each one of these cases . In Figure 6 
F^ i s a facet of P . Since v i s beneath a f f [ F ^ ] , F^ i s a facet of P ' . 
In Figure 7 , v e a f f E F ^ , and. hence conv[{v}uF 1 ] i s a face t of P F . In 
Figure 6 , F i s a (2-2)=0-dimensional face of P . There are p r e c i s e l y 
two facets F̂^ and which contain F, v i s beneath affEF^^] and beyond 
a f f [ F 0 ] . Hence conv[Fu{v}] i s a face t of P ' . 
a f f [ F 1 ] v 
N ^ 1 
\ c o n v [{v}uF] 
Figure 6. Examples of 
Facets of P 1 
Figure 7. Examples of 
Facets of P 1 
Theorem 5 . 1 3 w i l l enable us to define a sequence of polytopes 
P , , P o s . . . such that P. . => P. => . . . . Polytope P. w i l l have at l e a s t one 1 ' 2 ' l+ l i J r i 
extreme point which i s a l so an extreme point of X^. Consider the extreme 
k 
points of This w i l l have p r e c i s e l y one extreme point x not con-
tained in P^, with x an extreme point of X^. At each stage we w i l l 
maintain a l i s t of a l l the face t s of the current polytope P^. When we 
k 
find an extreme point x of X̂  not contained in P^, we w i l l generate 
a l l the facets of P^+j_ with the help of Theorem 5 . 1 3 . For any polytope 
P . , we w i l l record i t s i t h facet 6 . . = convEx 1 ' 1 ' - 1 , x 2 ' 1 ' - 1 , . . . .x™' 1'- 1 ] . i ' 13 
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We w i l l r e f e r to these points as elements of a f a c e t . We w i l l now 
discuss in some d e t a i l how the facets of are generated, given 
I P but an extreme point of X^. 
Suppose we know a l l the face t s of a polytope P^. Let these be 
6. . ,8 . . . . . . .9 . . I f a f f [8 . . ] = { x e R m | p t x = l } , we w i l l define each face t 
i l ' i 2 ' m i j 
8.. such that P. <= a f f [9 . . ]~ = {xeRmIp^x^l}. Let x^ be an extreme point 
of Xq, x 4 P^. From Theorem 5.13, we see tha t in order to construct 
]<• 
a l l the face t s of P. .. = conv[P.u{x } ] , we need to s o r t the face t s of P. 
l+ l 1 1 
into three c lasses as fo l lows: 
a. This w i l l consist of a l l face t s 8. of P. such that x i s 
l e 1 
beneath aff[8. ] . From Theorem 5.13, part ( i ) , 8. w i l l be a facet of l e r l e 
P . . . I f 8. = c o n v [ x - L , 1 , e , . . . , x n ' 1 , e ] and x K = Y X . x 3 ' 1 ' 6 , then from 1+1 l e ' ' . , 3 
n 3=1 
Lemma 5.8, 0. w i l l be in t h i s c lass i f Y X. < 1. 
b . This w i l l cons is t of a l l those face t s 8. of P. such t h a t 
im 1 
k k x e aff[8. ] . From Theorem 5.13, par t ( i i ) , conv[8. u{x }] w i l l be a im im n facet of P . , , , 8. w i l l be in t h i 1+1 im 
-1 = 1 
]^ 
c. This w i l l consist of a l l those face t s 8. of P. such t h a t x 
iq 1 
is class if £ X. = 1. 
i=l 3 
i s beyond aff[8. ] . From Lemma 5.8, 9. w i l l be in t h i s c la s s i f J iq iq n u 
£ X. > 1. In order to use Theorem 5.13, part ( i i i ) , we w i l l i d e n t i f y 
j=l 1 
a l l (m-2)-dimensional faces F of P. such that there e x i s t s a face t 8 
le 
of P. in c la s s (a) which contains F and a facet 8. of P. in c lass (c) 1 iq 1 
which contains F. We can do t h i s by determining whether or not 8̂ ^ and 
8. have (m-1) elements in common. I f they do, l e t these elements be iq 
x \ . . . , x m \ Then convCx3",... ,xm ^] i s a (m-2) dimensional face of P^ 
which s a t i s f i e s the hypotheses of Theorem 5.13, par t ( i i i ) . Hence 
I l l 
c o n v E x 1 , . . . , x m ^ j X ^ ] i s a facet of 
From Theorem 5 . 1 3 , part ( i v ) , the face t s generated in t h i s manner 
w i l l be a l l the face t s of P. . . 
l+l 
We w i l l now show how convergence can be improved by considering 
as large a polytope as poss ib le . We w i l l a l so discuss how the f i r s t 
polytope can be defined. 
5. M- Improving Convergence 
Since our procedure i s to get a sequence of polytopes P^ <= p^ c 
. . . P and our stopping r u l e i s to have Xn <= p , i t i s obvious that con-n r r 5 O n ' 
vergence w i l l be acce lerated i f as l arge a polytope as poss ib le i s 
generated a t each s tage . We w i l l do t h i s by the use of po lar s e t s 
Y^(k) introduced in Chapter IV at every s tage . 
We w i l l now show how the f i r s t polytope i s defined. Let ( x , y ) be 
the f i r s t pseudo-global minimum obtained as shown in Chapter I I I . Let 
us transform the or ig in of the coordinate system to ( x , y ) , so that the 
problem i s of the form BLP 3. Let us r e s t a t e the set X : 
XQ = {xeRm|Ex<e, x>0} 
We note that e > 0 , and a t the. or ig in the slack v a r i a b l e s u are b a s i c . 
Let k be the objec t ive function value at: ( x , y ) . We r e c a l l the d e f i n i t i o n 
of the po lar set Y°(k): 
Y°(k) = {x€R m | 0 (x ,y )>k for each yeYQ} 
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We w i l l consider the se t X Q which i s obtained from X Q by removing those 
cons tra ints for which the current right-hand side term (e^) i s zero . 
Thus, X Q C X Q . From Theorem 3 . 2 0 , the or ig in i s a ver tex of X Q and 
there are m rays incident on i t , the jt/z ray being S : = {xeR m |x .=0, 
i ^ j , Xj^O} . We w i l l f ind the in t er sec t ion of these m rays with Y^(k). 
In order to do so , we w i l l so lve the fol lowing parametric problem: 
Max {Min c.x.+d^y+x.(c 3 )y>k f o r each yeY } 
x.>0 3 3 3 
3 
where c 3 i s the jth row of C. Suppose the points of i n t e r s e c t i o n of the 
m rays £3 are x 3 , j = l , . . . , m , where x? = ( 0 , . . . ,0 ,x_. , 0 , . . . , 0 ) . Then 
the i n i t i a l polytope = c o n v C x 1 , . . . , x m , 0 ] . The face t s of P^ are 
r - l -m-, , r - l - j - 1 ~ - j + 1 -m-, . n convLx , . . . , x J and convLx , . . . , x J , 0 , x J , . . . , x J , j = l , . . . , m . 
Certain facets of P^ are the f a c e t s of a l l subsequent polytopes . 
This Consider the hyperplane H_. = a f f r
- l - j - 1 A - j+1 -m-, conv[x , . . . , x 9 0 , x J , . . . , x ] 
hyperplane can a l so be represented by the equation x.. = 0 , that i s , i t 
i s one of the hyperplanes defining the-system of coordinates . Thus each 
x e X Q i s beneath a f f c o n v [ x \ . . . , x j ~ \ o , x 3 + \ . . . , x m ] l f o r j = l , . . . , m . 
In p a r t i c u l a r every extreme point of X Q i s beneath a f f 
_ - j+1 -m-, 0 , x J , . . . , x ] 
r - l - j - 1 conv[x , . . . , x J 
Thus we know that c o n v [ x \ . . . , x 3 \ o , x 3 \ . . . , x m ] w i l l 
be a facet of each polytope of the sequence. Moreover, s ince there does 
not ex i s t any extreme point of X Q beyond a f f | c o n v [ x ^ , . . . , x 3 ^ , 0 , x 3 + 3 ~ , 
. . . , x J , we w i l l never use these face t s to f ind an extreme point of X Q 
which i s not contained in the current polytope P^. We, t h e r e f o r e , use 
A 
the spec ia l notation H.. f or these hyperplanes. 
1 1 3 
We w i l l next discuss how to enlarge a given polytope P^. Let 
us r e c a l l that P_̂  i s expressed as the convex h u l l of the points 
0 , x \ , . . , x ^ . Suppose each x 3 has the property that <|>(x3,y) > f o r 
a l l y e Y Q , where k^ i s the current global minimum, i . e . , each 
x 3 € Y°(k^). Suppose we locate an extreme point x r of X ^ , x r 4 P^« 
r { 0 ^ —r r I f x e int(Y ( k . ) J , the point x where the ray Xx ,X > 0 i n t e r s e c t s 
0 r the boundary of Y (k^) i s used in defining I f x i s o n "the 
boundary of Y°(k^) the polytope i s not enlarged. I f x r 4 Y°(k^) , then 
4>(x r ,y r ) = < k^ for some y r € Y Q . Consider the po lar Y ° ( ^ + ^ ) = 
{x|<J>(x,y)£k. . for a l l y e Y - } . Since k. . < k. by d e f i n i t i o n of the 1 J l+ l J 0 l+l I J 
polar se t s Y°(k) , we have Y°(k^) c Y ^ ( k ^ + 1 ) . Suppose we find the i n t e r ­
sect ion of each ray emanating from the o r i g i n and passing through the 
points x \ . . . , x ^ . x 3 was the point of i n t e r s e c t i o n of the jt/z ray with 
the polar Y°(k^) and since Y°(k^) c Y ° ( k ^ + 1 ) , the point of i n t e r s e c t i o n 
x J with the polar Y (k. .. ) w i l l be such that x J £ x . We have defined a 
l+l 
l a r g e r polytope such that the minimum of <J> over t h i s polytope for a l l 
y e YQ i s and t h i s occurs a t an extreme point of X Q . Such an en­
largement of the polytope w i l l lead to a quicker attainment of the suf­
f i c i e n t condition for termination that i s X Q C p^, for some polytope P n 
in the sequence. This i s i l l u s t r a t e d in Figure 8 . 
/ / 
Figure 8 . Enlargement of A Polytope 
5 .5 Algorithm f o r Inductive Construction of Polytopes 
In t h i s sec t ion , we w i l l s t a t e a "schema" for constructing the 
sequence of polytopes . 
For ease of presentat ion , we w i l l define the fol lowing problems 
w h i c h n e e d t o b e s o l v e d a t d i f f e r e n t s t a g e s o f t h e a l g o r i t h m : 
I . LP1: Max {Min Ac^x+d'V+Ax^Cy^k} 
A>0 yeY 0 
with x f ixed . 
I I . LP2: Max z = eB'^x 
Subject to x e X Q 
- h - j 2 - j m 
with B_. = [x ,x , . . . , x ] , a given matrix and e = [ 1 , ! , . . . , ! ] 
1 1 5 
I I I . LP3: Min z(y) = c^x + d*y + y^Cy 
y 6 Yo 
with x f ixed . 
(0) Find the pseudo-global minimum ( x , y ) by Algorithm A of Sec­
t ion 3 . 5 . Let kg = c^x + d^y + x^Cy. 
(1 ) Transform the or ig in of the coordinate system to ( x , y ) as 
shown in Section 3 . 3 . 
(2) Find the points x \ . . . , x m along the m rays = {xeRm|x^= 
0, i ^ j , Xj^O} incident on 0 where the rays £3 i n t e r s e c t Y^(kg) by s o l v ­
ing LP1. Define S Q = O Q ) , where 0 Q = a f f 
a f f j^Conv[x 1,x 2,... , x 3 1 , 0 , x 3 + 1 , . . . , x m ] 
. . . ,x ] . 
C o n v E x 1 , . . . , x m ] H. = 
for j = l , . . . , m ; PQ = C o n v [ 0 , x \ 
(3) At the ith s tage , i f S^ = <j>, terminate . Otherwise remove an 
element 6 . = a f f -
3 1 - : 2 - 3 m~ Conv[x ,x , . . . , x ] from S^. Solve problem LP2 with 
B. formed by the m elements of 0 . . Let x q e X n be a so lut ion of LP2. 
(4) If the optimal value of LP2 i s z < 1 , go to ( 3 ) . I f z = 1 , 
f ind a l l a l t e r n a t i v e optimal so lut ions to LP2. I f there e x i s t s a new 
solut ion ( i . e . , a point not in P^) x^ go to ( 5 ) . Otherwise go to ( 3 ) . 
q 
I f z > 1 , then the so lut ion x found in step (3) i s an extreme point not 
contained in P^, go to ( 5 ) . 
(5) Solve LP3 with x = x . I f the optimal value z(y) i s < 
k^, se t x q = x q , and go to ( 6 ) , If z(y) = k^, go to ( 7 ) . Otherwise s e t 
k j , + 1 = kj, and find the point x^ along the ray Xx^, X > 1 , by solving 
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A Q — Q — Q — . LP1 with x = x and k = k. , . Set x = Xx , where X i s the so lut ion to l+ l 
LP1. Go to ( 7 ) . 
(6) Let Y ° ( k i + 1 ) = { x | < K x , y ) £ k i + 1 f o r each y e Y Q } . For each 
extreme point x 3 of P^, f ind the i n t e r s e c t i o n of the ray Xx 3 , X > 1 , 
with Y by solving LP1 with x = x J and k = Redefine x J 
corresponding to the optimal value X of LP1: x 3 = Xx 3 . S^ and P^ are 
defined with respect to these new points x 3 . Go to ( 7 ) . 
(7) For each 0.. £ S^ (including the one j u s t removed) express 
_q -q j j 
x as a l i n e a r combination of the elements of 0. : x = B.X J or X =. 
j i j 1 : - l - q - 1 - 2 - m i B_. x , with Bj = [x ,x , . . . , x ] . Find eX J , where e = [ 1 , 1 , . . . , 1 ] . 
(8) Class i fy each 0_. £ S^ (including the one j u s t removed) and 
H^,H2»...,Hm in to three mutually exc lus ive subsets: 
a. L = {0 .£S. |eX : i<l} u {HL , . . . ,H } . 
1 j I 1 1 ' ' m 
b. L 2 = { 9 j e S i | e X 3 > l } . 
c. L. = (0.£S. |eX : '=l}. 
d j l 
(9) Find a l l p a i r s of elements 0. and 0, with 0. £ L, and 
H k 3 1 
0^ e L 2 which have (m-1) elements in common: 
j . k. — i — i x = x , i = l , . . . , ( m - l ) . Define: 
L^ = {(0_. ,0^) 19^£L^,0.^£L2,0j and 0^ have (m-1) common elements}. 
L c = { 0 0 =aff 
5 e 1 e 
L c = {0 I0 =aff 
6 m1 m 
conv[9.0 0, , x q ] j " " k ' " J _ | ' v j ' k 
conv[9 n , x^] 
, ( 0 , , 0 u ) e L ) i } . 
) e L j . 
n 3 
Then 
S . ^ , = Ln u L c u L_. P. , = c o n v [ P . u { x q } ] . l+ l 1 5 6 l+ l l 
Go to ( 3 ) . 
Finiteness of the procedure i s e a s i l y e s tab l i shed . Each time 
1 1 7 
steps (3) through (9) are t r a v e r s e d , one of two things happens: 
( i ) an extreme point of X Q not contained in (and hence not contained 
in any of the polytopes generated e a r l i e r ) i s located , ( i i ) an element 
from the f i n i t e s e t i s removed. Since both can happen only a f i n i t e 
number of t imes, the algorithm i s f i n i t e . 
5 .6 Comparison With Other Algorithms 
Several d i f f e r e n t vers ions of t h i s algorithm have been proposed 
in the l i t e r a t u r e . One of the e a r l i e s t was by Tui [ 4 6 ] . The problem 
considered in [46] i s of the form: 
where D i s a polyhedron arid f i s concave on D. Concavity of f ensures 
that a f i n i t e minimum, i f i t e x i s t s , w i l l be obtained a t an extreme 
point of D. But there e x i s t l o c a l s t a r minima d i f f e r e n t from the global 
—v 
minimum. In Tui f s procedure, the extreme point x found at any stage i s 
—v 
expressed as a l i n e a r combination of the elements of 6 . : x = 
- j l - j m : a, x + . . . + a x . For each a. i 0 a new se t of hyperplanes i s de-1 m I 
f ined as fo l lows: 
Minimize f ( x ) 
Subject to x e D c R n , 
H. = a f f [ x 
i , . . . ,x 
Each such hyperplane i s added on to the l i s t S . . Tui conjectured t h a t 
t h i s procedure w i l l end in a f i n i t e number of s t e p s . An example 
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demonstrating that t h i s does not , indeed, happen i s given in [ 5 0 ] . The 
—v 
e s s e n t i a l problem i s tha t the extreme point x that i s located may be a 
point of the current polytope P^. Thus a number of hyperplanes are 
generated which had already been examined, and t h i s leads to cyc l ing , 
the same extreme points and hyperplanes being generated again and again. 
Tui does not explain why he s e l e c t s nonzero ou to generate new 
hyperplanes. I t seems to be from the fol lowing considerat ion. Suppose 
the polytope P i s as shown below. 
Let x be the extreme point found a t the ith s tage . Now x = 
- 3 -2 
a x + Ox . At t h i s s tage , Tui would have generated only one hyperplane 
O 
a f f [ x 2 , x V ] . C lear ly a f f [ x ^ , x V ] i s not a des i rab le hyperplane to gen-
-2 
e r a t e , s ince a point x already contained in P can be the next point 
located , which can lead to cycl ing . Unfortunately , simply se lec t ing 
nonzero ou i s not s u f f i c i e n t to prevent cyc l ing . 
I t w i l l be i n s t r u c t i v e to view Tui's algorithm as being one 
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- 1 - 4 
involving generation of a sequence of cones. I f x and x are the 
points found along the rays of X Q incident on 0 , then the i n i t i a l cone 
f - l _4 . i s generated by {Ax ,Ax ,A>0). The hyperplane corresponding to t h i s 
- 1 - 4 
cone i s a f f [ x ,x ] . Suppose the point found beyond t h i s hyperplane i s 
-3 - 1 - 3 
x . There are now two cones whose generators are {Ax ,Ax } and 
- 3 -4 
{Ax , Ax } such that the union of these two cones i s equal to the o r i g i n a l 
- 1 -3 - 3 -4 cone. The corresponding hyperplanes are a f f [ x ,x ] and a f f [ x ,x ] . For 
convergence, i t i s necessary t h a t each point found must be in the cone 
corresponding to the hyperplane, t h a t i s each must be nonnegative. 
. —r 
This need not happen in Tui's algorithm. In the f igure above, i f x i s 
- 2 3 — r found beyond a f f [ x ,x 1, we can see tha t x i s not an element of the 
— 2 — 3 - 3 - r cone {Ax ,Ax ,A£0}. The hyperplane a f f [ x ,x ] could conceivably gen-
-2 
era te the point x which i s a lready in P. 
One modification suggested i s t o define new hyperplanes for each 
- r -2 - 3 a. > 0 instead of each a. ^ 0, Suppose we express x = a 0 x + a .x . 1 1 A O 
Then > 0 but < 0 . According to t h i s r u l e , the only hyperplane 
generated a t th i s stage i s a f f [ x r , x 2 ] and not a f f [ x r , x 3 ] , which w i l l 
-2 
c l e a r l y lead to cyc l ing , x being beyond i t . However, even t h i s modi­
f i c a t i o n i s not successful because, with re ference to the above example, 
-3 
while we know that x w i l l not reoccur a t t h i s s tage , we cannot a s s e r t 
tha t any other extreme point of the current polytope w i l l a l so not occur. 
In other words, our knowledge of which points can and cannot reoccur i s 
r e s t r i c t e d to the points we are c u r r e n t l y working with; we cannot make 
any statements about extreme points two stages or more away. We w i l l 
show t h i s by an example l a t e r . 
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The reason why cycl ing occurs i s that the new extreme point x 
found a t some stage may not be an element of the cone under considera­
t i o n , i . e . some a i s negat ive . In t r y i n g to f ind the point f u r t h e s t from 
aff^conv[x2,x^JJ, we located the point x r but x r i s not in the cone 
-2 - 3 
formed by the rays {Ax , Ax } . Unfortunately, imposing the condition 
v 
that we f ind a point x as an element of the cone under consideration 
makes the problem a l o t more d i f f i c u l t to s o l v e . 
Zwart [49] adds addi t ional cons tra in t s to ensure that the new 
point found i s in the desired cone. The e f f e c t of adding new cons tra in t s 
i s that the new point found need not be an extreme point of X Q . One can 
then prove convergence to an e-optimal so lut ion only . An a l t e r n a t i v e 
approach may be to require tha t the new point be. both an extreme point 
of X Q and in the desired cone. This i s an "extreme point mathematical 
programming problem," for which so lut ion procedures are a v a i l a b l e , see 
for example, [ 2 5 ] . While t h i s guarantees f i n i t e convergence, i t i s not 
c l ear whether t h i s w i l l be an e f f e c t i v e so lut ion procedure computation­
a l l y . Let us now look at two a l t e r n a t i v e s that have been proposed to 
Tui's procedure. 
The e s s e n t i a l ideas of Tui's procedure were used by Shachtman 
[39] in the context of a problem in decision theory . In the proof of 
convergence, i t i s asserted tha t a "new" extreme point not in the cur­
rent polytope i s located a t each s t ep . I f tha t i s so , s ince the number 
of extreme points i s f i n i t e , the algorithm w i l l end in a f i n i t e number 
of s t eps . However, i t appears tha t new extreme points are not always 
obtained [M-0]. In wr i t ing a computer program for the algorithm, 
1 2 1 
s u f f i c i e n t bookkeeping was done to ensure that "old" hyperplanes were 
not added on to the set S^, that i s , a l i s t was maintained of a l l hyper­
planes generated a t a l l s tages , and i f a hyperplane i s generated f o r the 
second time, problem LP^ i s not to be solved corresponding to t h i s 
hyperplane [4-0]. 
A t h i r d procedure f o r induct ive ly constructing a polytope i s 
given in [ 1 8 ] . We introduced t h i s method in Chapter I . The optimiza­
t ion problem to be solved i s : 
Maximize {'c^x+f^ul (x,u)£R} 
where 
R = {(x ,u) | (x ,u)eP, f ^ f V f o r a l l (x ,u' )£P} , and 
P = {(x,u) |Ex<e, F^d-K^XjCxjU^O} . 
Though the objec t ive function i s l i n e a r , the s e t R may be a nonconvex 
s e t . To get around the d i f f i c u l t y , Gallo and Ulkucu work only i m p l i c i t l y 
with the s e t R, the r e a l se t of i n t e r e s t being X Q . The polytope i s con­
s tructed using the extreme points of X Q . T O s t a r t o f f , a spec ia l ex­
treme point x ° of X Q i s found and the corresponding point u^, with 
t^u0 < ^ u f o r a l l u such that F t u > d + c t x ° , u > 0. The point ( x ° , u ° ) 
s a t i s f i e s the condition tha t c t x 3 + b^v? > c ^ x 0 + b^u 0 f o r a l l x 3 € N ( x ° ) 
and (x , u 3 ) e R. Then over the polytope defined by conv[x^ , 
{x- l£N(x°)}], the maximum of the objec t ive function i s known. Each 
extreme point x 3 i s projected along the ray x° + X(x^-yP), X > 0 , to the 
point x 3 such that c ^ x 3 + f^u? i s not greater than the current g lobal 
maximum. This i s obtained by solving a parametric problem in u. 
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These projec t ions cause the polytope to be enlarged, exact ly as in Tui's 
method. I f X Q i s a subset of t h i s polytope, then the global maximum has 
been found. This question i s answered by finding an extreme point of 
X Q fur thes t from a f f conv[ {x 3 } ] . I f x V i s the new point found, then 
v . - i 
x i s expressed as a l i n e a r combination of the x , and addi t ional hyper­
planes are generated by replac ing x 3 with x v i f i t s c o e f f i c i e n t in the 
l i n e a r expression i s positive. When no more hyperplanes remain, the 
algorithm terminates . Computationally, the method i s no d i f f e r e n t from 
d i r e c t l y applying Tui's method to the o r i g i n a l problem without taking 
the dual of the problem in y . 
Gallo and Ulkucu [ 1 8 ] "prove" convergence by as ser t ing that no 
hyperplanes can be repeated i f new hyperplanes are generated correspond­
ing to the r u l e p o s i t i v e coe f f i c i en t s only . We have applied t h e i r r u l e 
to the fol lowing example from Zwart [ 5 0 ] , and the conclusion i s that 
hyperplanes can be repeated, so that t h e i r algorithm can c y c l e . 
Minimize f( x) 2 = ^ 
2 
" X 2 
- ( x 3 - l ) 2 . 
Subject to - x 2 0 ( 1 ) 
X l + x 2 - X 3 
< 0 
" X l + X 2 " X 3 
< 0 
1 2 x 1 + 5 x 2 + 1 2 x 3 22 .8 
1 2 x 1 + 1 2 x 2 + 7 X 3 1 7 . 1 
-6x^ + x 2 + X 3 
< 1 . 9 
Let X Q = { ( x 1 , x 2 , x 3 ) | ( x 1 , x 2 , x 3 ) s a t i s f i e s ( 1 ) } . 
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A l o c a l optimum occurs a t the ver tex x = ( 0 , 0 , 0 ) with f ( x ) = - 1 . 
1 2 3 Adjacent v e r t i c e s are x = ( 0 . 9 , 0 , 0 . 9 ) , x = ( 0 , 0 . 9 , 0 . 9 ) and x = 
( - 0 . 2 7 , 0 , 0 . 2 7 ) . A search along each ray y i e l d s the projected points 
- 1 -2 - 3 
x = ( 1 , 0 , 1 ) , x = ( 0 , 1 , 1 ) and x = ( - 1 , 0 , 1 ) . The f i r s t problem to be 
solved i s 
Maximize [ 1 , 1 , 1 ] 1 0 ~ r - i 
~ x i ~ 
0 1 0 X 2 
1 1 i 
Subject to ( x 1 , x 2 , x 3 ) e X . 
4 - 4 The so lut ion i s x = ( 0 , 0 , 1 . 9 ) and the projected point x = ( 0 , 0 , 2 ) 
- 4 - 1 -2 -3 Expressing x as a l i n e a r combination of x ,x ,x we get 
0 1 1 0 0 1 - 1 
0 = 0 + •1 + 0 
2 1 1 1 
Since and are p o s i t i v e the set of hyperplanes that e x i s t a t t h i s 
stage are the fol lowing: 
{af f 
_4 _2 - 3 
conv[x ,x ,x ] « T r - 1 "2 a f f conv[x ,x ,x J 
The ca lcu la t ions are summarized in the fol lowing t a b l e . 
Table 1 . Counter-Example to Algorithm of Gallo and Ulkucu 
Stage 
Hyperplane Defined Through New Point 
-e 
X 
-e - i - j -k 
x = a . x +a . X J + O L x 





a . a . a. 
l ] k 
1 ( 1 , 0 , 1 ) ( 0 , 1 , 1 ) ( - 1 , 0 , 1 ) ( 0 , 0 , 2 ) 1 0 1 
2 
2 
( 0 , 0 , 2 ) 
( 1 , 0 , 1 ) 
( 0 , 1 , 1 ) 
( 0 , 1 , 1 ) 
( - 1 , 0 , 1 ) 
( 0 , 0 , 2 ) 
( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
.572 .66 - . 0 5 5 






( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
( 0 , 0 , 2 ) 
( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
( 1 , 0 , 1 ) 
( 1 , 0 , 1 ) 
( 0 , 1 , 1 ) 
( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
( 0 , 1 , 1 ) 
( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
( 0 , 1 , 1 ) 
( - 1 , 0 , 1 ) 
( - 1 , 0 , 1 ) 
( 0 , 0 , 2 ) 
( 0 , 0 , 2 ) 
( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
None 
None 
( - 1 , 0 , 1 ) 
None 
None 
- 1 8 . 1 8 2 12 10 .409 
4 
4 
( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
( . 0 5 5 , . 6 6 , 1 . 7 5 ) 
( - 1 , 0 , 1 ) 
(0 ,1 ,1 ) 
( 0 , 0 , 2 ) 
( - 1 , 0 , 1 ) 
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We can see that the f i r s t hyperplane generated a t the fourth stage 
i s the same as the second hyperplane generated a t the t h i r d s tage , 
and the second hyperplane generated a t the fourth stage i s the same as 
the f i r s t hyperplane of the t h i r d s tage . Hence we conclude tha t hyper­
planes can be repeated. I t i s t rue tha t the example considered does not 
have a b i l i n e a r objec t ive funct ion, but we observe tha t the nature of 
the objec t ive function plays no r o l e in the induct ive construction of 
the polytopes . A l l that we need in order to apply the method i s the 
property tha t the optimal so lut ion wil l , be a t an extreme po int . We have 
pointed t h i s out to the authors , but have rece ived no response. 
As noted above, the basic d i f f i c u l t y in the algorithms discussed 
above i s cyc l ing . This i s e s s e n t i a l l y because new extreme points (or 
equiva lent ly new hyperplanes) are not always obtained. This bas ic d i f ­
f i c u l t y can be overcome by having a l l the face t s of the polytope under 
considerat ion, as i s done in our algorithm. The points added are always 
new ( i . e . not in the polytope under considerat ion) and hence we expand 
the polytope as the method proceeds. . We have given the method of f ind­
ing a l l the face t s of the new expanded polytope. 
5 .7 Computational Considerations 
I t i s recognized t h a t the algorithm developed in t h i s chapter 
w i l l r equ ire a considerable amount of computer memory and the a b i l i t y to 
process l i s t s for r e a l i s t i c problems. A l i s t corresponding to the s e t 
w i l l have to be stored defining the current s e t of f ace t s 6.. and which 
points are included in each f a c e t . The face t s H.. corresponding to the 
coordinate hyperplanes have a l so to be s tored . Af ter the face t s have 
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been c l a s s i f i e d in to the se t s L^, L^, and L^, the se t s L^, and Lg 
have to be determined by l i s t processing to f ind out appropriate p a i r s 
of face t s with (m-1) elements in common. As f a r as computational burden 
goes, problem LP 1 i s a parametric l i n e a r programming problem, a so lu ­
t ion procedure f o r which has a lready been discussed in Section 4 . 4 . 
Problem LP3 i s a s tra ight forward l i n e a r programming problem. I t i s f e l t 
that a good s t a r t i n g so lut ion w i l l be he lpfu l in reducing the amount of 
computations that w i l l have to be done. 
The main d i f f i c u l t y would come in problem LP2, where we need the 
inverse of a matrix before the problem can be solved. The number of 
inverses that w i l l need to be evaluated before the procedure terminates 
depends on when the se t S^ becomes empty. One way of reducing the num­
ber of inverses to be ca lculated i s to s tore an appropriate se t of 
i n v e r s e s , which can be used to generate a much l a r g e r set of i n v e r s e s . 
We can see that a number of inverses correspond to matrices which d i f f e r 
from a given matrix in p r e c i s e l y one column. This happens when an ex­
treme point x v replaces a number of .extreme points of some 6_. t o gen­
era te a number of f a c e t s . Knowing the inverse corresponding to 6.., one 
can r e a d i l y generate the inverses corresponding to the new face t s gen­
erated . Obviously, there i s a t r a d e - o f f between memory requirements and 
the computational burden. 
Apart from the cutt ing plane and extreme point ranking algori thms, 
the performance of t h i s algorithm can be compared with another f i n i t e 
but brute force approach to so lv ing the b i l i n e a r problem: tha t of gen­
erat ing a l l the v e r t i c e s of one of the polytopes , say X n , and so lv ing a 
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l i n e a r program over f o r each ver tex of X Q . There e x i s t algorithms 
for finding a l l v e r t i c e s of convex polyhedral s e t s , see f o r example 
[ 5 , 9 ] , but i t has not been establ i shed conclus ive ly how e f f e c t i v e they 
are computationally. 
5 .8 Application 
Apart from the f a c t that the algorithm that we have proposed above 
i s one f i n i t e way of so lv ing the b i l i n e a r problem, there i s one poss ib le 
appl icat ion known to us where the optimization problem i s defined over 
a polytope P, where P i s not defined in terms of i n e q u a l i t i e s but as the 
convex h u l l of a f i n i t e se t of points [ 3 9 ] . In t h i s case , our algorithm 
can be r e a d i l y applied. 
The spec i f i c appl icat ion tha t has been described in [39] i s as 
fo l lows . Consider a dec i s ion-analys i s model described by a decision 
t r e e . Each path through 'the t r e e describes a poss ib le stragegy S 3 , 
j = l , . . . , n , and has been assigned a c e r t a i n u t i l i t y value given a par ­
t i c u l a r s t a t e of nature 0., i = l , . . . , m , i . e . l e t v . . = V(S-H0.) denote 
l ' 9 9 9 x j 1 i 
the u t i l i t y value for s tra tegy S 3 when 0̂  i s the t rue s t a t e of na ture . 
The vector V3 = (v-j_j »• • • » v m j represents m poss ib le values f o r s e l e c t ­
ing s tra tegy S 3 , the vector of j o i n t condit ional va lues . I f S = 
{V 3 , j = l , . . . , n } represents the s e t of values f o r a l l s t r a t e g i e s , then 
conv[S] i s the se t of a l l mixed s t r a t e g i e s . The o b j e c t i v e i s to maxi-
m 
mize the expected u t i l i t y EU = ][ p .u . over the polytope conv[S] , where 
t i=i 1 1 
p = [ p ^ , . . . , p m ] i s a p r i o r d i s t r i b u t i o n . 
Since S i s a f i n i t e s e t , one way of maximizing EU i s to evaluate 
the expected u t i l i t y f o r each s t r a t e g y given the vector p of p r i o r 
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d i s t r i b u t i o n . Often the vector p i s not known d e t e r m i n i s t i c a l l y , so 
that i t w i l l be he lpful to be able to do a s e n s i t i v i t y a n a l y s i s over a 
range of values for p. In order to do so , i t would be useful to define 
conv[S] in terms of i t s f a c e t s . The method suggested in [39 ] f o r doing 
t h i s i s p r e c i s e l y Tui's procedure. We have seen t h a t Tui's algorithm 
does not converge. Our method f o r induct ive ly construct ing a polytope 
can be used. 
Let the se t of f a c e t s of the current polytope be 6 ^ , . . . , 6 ^ . 
For each f a c e t 6_., we w i l l express the points v^ remaining in the l i s t 
5 . = {v^} a t the ith stage as a l i n e a r combination of the elements of i & m . m 
6. : v^ = 7 A . x 1 . I f J A. < 1 , then v^ i s removed from S. and 
i=l i=l m r . r v* i v r . P . . , = P . . I f f o r some v , with v = ) a .x ) a. > 1 , then v i s r e -l+ l l ' . \ l L l 9 1=1 
moved from S. and P. n = conv[P.u{v } ] and a l l the face t s of P. , are i l+ l i l+ l 
constructed as shown before . This w i l l c l e a r l y be a f i n i t e procedure. 
5 .9 Summairy 
In t h i s chapter , we have developed an algorithm f o r induct ive ly 
constructing a polytope , and indicated some areas where the method has a 
d i r e c t a p p l i c a t i o n , in addit ion to being a too l for solv ing BLP 1 . We 
have shown that the algorithms proposed in the l i t e r a t u r e f o r doing the 
same may f a i l to converge, while ours i s a f i n i t e l y convergent algorithm. 
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CHAPTER VI 
DEVELOPMENT OF A LOWER BOUND 
6 . 1 Introduction 
In t h i s chapter we w i l l develop two d i f f e r e n t methods f o r com­
puting a lower bound for the minimum value of the ob jec t ive function of 
BLP 1 . In both cases , the bound can be computed without extensive com­
putat ions . The objec t ive behind computing a lower bound i s to terminate 
the algorithms in case a f e a s i b l e so lut ion i s found a t which the objec­
t i v e function value i s as c lose to the bound as des ired , o r , in case the 
cutt ing plane algorithm i s used, the lower bound on the remaining f e a s i ­
ble region i s not l e s s than the current minimum. 
6 .2 Motivation f o r Computation of Bounds 
An e s s e n t i a l ingredient of the cutt ing plane algorithm presented 
in t h i s research was to approximate the f e a s i b l e polytope by the cone 
formed by the rays incident on an extreme po int . Prel iminary computa­
t i o n a l experience reported in [ 5 1 ] ind icates that in general as the 
dimension of the problem increases , the approximation of the f e a s i b l e 
set by the cone becomes poor. A consequence of t h i s i s tha t a large 
number of i t e r a t i o n s may be required for cut t ing plane algorithms be­
cause the cuts generated are not very deep. An i n t e r e s t i n g conjecture 
i s made in [33] and confirmed in [49] on the bas is of some computational 
r e s u l t s . I t i s hypothesized t h a t the global minimum to a nonconvex 
130 
minimization problem i s usual ly obtained in the e a r l y stages of the 
implementation of the algorithm, but s ince there i s no mechanism for 
recognizing t h i s , most of the computational e f f o r t i s expended in v e r i ­
fying that there does not e x i s t a b e t t e r so lu t ion . I f a r e l a t i v e l y 
accurate lower bound on the objec t ive function value were e a s i l y obta in­
a b l e , one could terminate the algorithms whenever a f e a s i b l e so lut ion 
close enough to the bound was obtained. Hopefully, a good so lut ion 
would be obtained in the e a r l y stages of the a lgori thms, s p e c i a l l y i f 
Algorithm B discussed in Chapter III i s used to get an i n i t i a l f e a s i b l e 
so lu t ion . In such cases , one could terminate r a t h e r quick ly , depending 
on the l e v e l of accuracy des ired . We can thus see that obtaining a good 
lower bound can make the algorithms prac t i cab le even f o r l a r g e problems. 
The proper t i e s that the bound must possess a r e f i r s t , i t should be 
c lose to the t rue global minimum, and secondly, i t should be easy to 
compute. I t seems l o g i c a l to expect that there w i l l be a t r a d e - o f f 
between these proper t i e s in the sense t h a t a bound which i s e a s i e r to 
compute w i l l be f u r t h e r away from the t r u e minimum. The big problem i s 
that i t i s usual ly very hard to say p r e c i s e l y how f a r away the bound i s 
from the t rue minimum. Let us now see how a bound f o r the b i l i n e a r 
problem can be computed. 
6 .3 Development of F i r s t Lower Bound 
The basic ideas of t h i s method are an extension of those p r e ­
sented in [ 1 0 ] , Let us r e s t a t e the problem 
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BLP 1 : Minimize <j>(x,y) = c t x + d^y + x t Cy 
Subject to x e XQ = {x|Ex<e, x^O} 
7 € YQ = {y|Fy<f, y>0}. 
Let c 1 be the ith row of the matrix C. Let u^ be the optimal value of 
the objec t ive function of the fol lowing l i n e a r programming problem: 
Minimize ( c 1 ) y 
Subject to y € YQ 
Thus u^ < c x y for a l l y e Y Q , i = l , . . . , m . Since x > 0, we have . 
x t u < x t Cy f o r a l l y e Y Q , where u1" = t u ^ , . . . , u ] . Thus, c t x + d^y + 
x t u £ c t x + d*y + x tCy for a l l y e Y Q . We.now see t h a t the v a r i a b l e s x 
and y have been separated. We now define the fol lowing problems: 
L 3 : Minimize ( c t + u t ) x , x e X 3 
L^ : Minimize d^y 9 y e Y^ 
where X3 c X Q . We w i l l discuss below how X3 can be spec i f i ed . Let z 3 
and z^ be , r e s p e c t i v e l y , the minimum value of the ob jec t ive function of 
L3 and L~. Now zj + z~ <> c t x + u^x + d^y ^ c^x + x t Cy + d*~y f o r a l l 1 2 1 2 J J 
x € X 3 and y e Y Q . 
One way of implementing t h i s bound i s to s e t X^ = X^, t h a t i s , to 
evaluate z^ + z^ before any cutt ing planes have been added, and use t h i s 
as a f ixed lower bound. A l t e r n a t i v e l y , the s e t X 3 i s obtained from X3 ^ 
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by adding a cutt ing plane a t the ^th s tage . Since X 3 c x3 \ z 3 1 < z 3 . 
Hence z 3 1 + z 2 ^ z 3 + z 2 - Thus a t each stage we have an improved 
lower bound on the remaining f e a s i b l e region of X Q . I f the current 
global minimum i s l e s s than the lower bound on the remaining f e a s i b l e 
region, the algorithm terminates . 
The proximity of the bound to the true global minimum depends on 
the r e l a t i v e magnitudes of the l i n e a r and the b i l i n e a r terms. I f the 
elements of C are much smaller than the elements of c and d i t would be 
reasonable to expect the bound to be a f a i r l y good approximation. In 
other cases , i t would probably depend on the form of the matrix C. For 
the numerical example presented in Chapter IV, the lower bound, computed 
as indicated above, turns out to be 1 0 , which i s p r e c i s e l y equal to the 
t rue global minimum. The pseudo-global minimum i s 1 2 . 
6 .4 Development of Second Lower Bound 
Let x e X Q be a v e r t e x such that ( x , y ) i s a pseudo-global minimum 
obtained according to Algorithm A of Chapter I I I . Let J be the se t of 
nonbasic v a r i a b l e s a t x. Let P = {(x^u^|Ex+u=e, x£0, u^O}. Suppose 
the cutt ing plane introduced according to the cutt ing plane algorithm of 
Chapter IV i s J p . /X . > 1 , where p e P. We w i l l f i r s t show how to de-
j e J 3 3 
f ine the hyperplane H, = {x |x = x - £ e 3 p . » £ p . /X . = b} such that 
j £ j 3 j e J 3 3 
X 0 c H b ' 
The hyperplane Ĥ  i s the t r a n s l a t e of the cutt ing plane H = 
{x |x = x - £ e 3 p . , £ p . /X . = 1 } . Let p be defined such t h a t x e H . 
j e J 3 j e J 3 3 
Let S n = {x |x = x - £ e 3 p . , p .^0 , j e J } , which by reference to Section 
j e J 3 3 
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3 . 3 , i s the se t obtained from XQ by delet ing the nonnegativity r e s t r i c ­
t ions on the basic v a r i a b l e s a t the ver tex x and hence XQ C S ^ . NOW 
H~ n i s a polyhedron with v e r t i c e s x and x - e "^_., j £ J , whenever 
X. < °°, and whose extreme d irec t ions are - e 3 , j e J , whenever X. = 0 0 
(see proof of Theorem 4 . 6 ) . Also , along any extreme d i r e c t i o n of 
H" n S 1 , Min <|>(x-e3A,y) ^ 0 (x ,y ) for a l l X > 0 and y e Y .• H~ n S 1 i s 
a l so a polyhedron with v e r t i c e s x and x - e3X_.b, j e J whenever X_. < 0 0 
and with extreme d irec t ions the same as those of H n S^. Hence i f we 
enumerate Min <j>(x,y) for a l l extreme points of Ĥ  n S^, we w i l l get . 
y € Y 0 
Min <|>(x,y) over x e H, n S n . But X » i s contained in both H, and S n . 
v b l O b l 
y € Y o 
Hence we get a lower bound for Min 4>(x,y) for a l l x £ X Q , y £ Y Q . 
To summarize, l e t x 3 = x - e 3 X.b for j e J n = { j l J £ J , X. < «>}. 
] 1 j 
Let Z and 7? be the minimal value of the ob jec t ive function for the f o l -
- * i 
lowing l i n e a r program f o r x = x and x = x , j e J ^ : 
Minimize (j)(x,y) 
Subject to y £ YQ 
Let Z = min {Z ,Z J , j e J } . Then Z i s a lower bound for Min (j)(x,y) f o r 
a l l x £ X Q , y £ Y Q . 
To i l l u s t r a t e , consider Example Problem I discussed in Section 
3 . 2 . The cut introduced at x = ( 2 , 1 6 ) was ^ 1 . 2 as shown in the 
f igure below. 
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X l 
Then Hb = { ( x ^ X g ) | x 2 = l } . The ray S 1 i s from ( 2 , 1 6 ) to ( 6 , 8 ) and ray 
2 2 2 £ i s from ( 2 , 1 6 ) to ( 2 7 , 1 6 ) . £ does not i n t e r s e c t ( that i s , £ i s 
1 ~1 an extreme d irec t ion) and £ i n t e r s e c t s a t x = ( 9 . 5 , 1 ) . The minimum 
of the l i n e a r program 
Minimize x .y , + x .̂y_ 1J1 2J 2 
Subject to ( y L , y 2 ) e YQ 
i s 10 for (x ,x 2> = ( 9 . 5 , 1 ) and 12 for ( x j L , x 2 ) = ( 2 , 1 6 ) . Hence the 
lower bound for <f>(x,y) i s min{12,10} = 1 0 . 
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CHAPTER VII 
CONCLUSIONS, COMPUTATIONAL RESULTS 
AND RECOMMENDATIONS 
7 . 1 Conclusions 
In t h i s research , we have developed two cut t ing plane algorithms 
and one polytope generation algorithm for so lv ing BLP 1 . The f i r s t cut ­
t ing plane algorithm i s i n f i n i t e l y convergent, and the second converges 
f i n i t e l y to an e-optimal so lu t ion . I f e = 0 and a pseudo-global minimum 
instead of a l o c a l s t a r minimum i s found at each s tage , the two cutt ing 
plane algorithms become i d e n t i c a l . Furthermore, i f e > 0 i s small 
enough, the algorithm i s l i k e l y to y i e l d a global minimum in a f i n i t e 
number of steps and using only a l o c a l s t a r minimum. We w i l l now d i s ­
cuss some of the algorithms proposed in the l i t e r a t u r e and compare with 
our algorithms. 
Konno [26] has developed a cutt ing plane algorithm for so lv ing 
BLP 1 . We have proved that our cuts dominate those due to Konno. In 
Chapter I I , we have shown that a concave quadratic problem can be t r a n s ­
formed into a b i l i n e a r problem. Preliminary computational r e s u l t s have 
shown that our algorithm i s two to f i v e times f a s t e r than Moreno's [ 3 3 ] . 
We have proved i n f i n i t e convergence of our cut t ing plane 
algorithm to a global optimum. In order to do so , we used the l o c a l 
minimum property of the pseudo-global minimum to s a t i s f y condit ion (4) 
of the Convergence Theorem 4 . 9 , and cont inuity of the function A. 
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TABLE 2. ALGORITHMS FOR NONCONVEX LINEARLY CONSTRAINED PROBLEMS 
CONCAVE NON-CONVEX 
QUAD­ QUAD­ STARTING 
ALGORITHM RATIC GENERAL RATIC BLP CONVERGENCE COMPUTATIONS INVOLVED SOLUTION USED 
I HEURISTIC SEARCH 
1. MUELLER [34] X NEED NOT CONVERGE. CALCULATE GRADIENT. 
ONE DIMENSIONAL SEARCH. 
ARBITRARY POINT 
I I EXTREME POINT RANKING 
2. CABOT £ FRANCIS [10] X FINITELY CONVERGENT 
(SEE DISCUSSION BELOW). 
RANK EXTREME POINTS OF 
L.P. 
OPTIMAL SOLU­
TION TO L.P. 
3. TANA [45] X FINITELY CONVERGENT 
(SEE DISCUSSION BELOW). 
RANK EXTREME POINTS OF 
L.P. 
OPTIMAL SOLU­
TION TO L.P. 
I I I CUTTING PLANE 
4. CANDLER £ TOWNSLEY [11] X NO PROOF AVAILABLE. SEARCH THROUGH EXTREME 
POINTS. 
LOCAL MINIMUM 
5. TUI I [46] X NO PROOF AVAILABLE. PARAMETRIC L.P. LOCAL STAR MIN5'1 
6. MORENO [33] X NO PROOF AVAILABLE 
(SEE DISCUSSION BELOW). 
GENERATE ALL ADJACENT EX­
TREME POINTS. SOLVE LPS. 
LOCAL STAR MIN* 
7. BURDET £ BALAS [4] X INFINITELY CONVERGENT 
BUT NO PROOF GIVEN 
(SEE DISCUSSION). 
PARAMETRIC L.P. LOCAL STAR MIN* 
8. RITTER [38] X NEED NOT CONVERGE 
(SEE [50]). 
ENUMERATE ALL SOLUTIONS 




9. KONNO [26] X FINITE CONVERGENCE TO 
E-OPTIMAL SOLUTION 
(SEE DISCUSSION). 
L.P. PARAMETRIC L.P, LOCAL STAR 






11. VAISH I X INFINITE CONVERGENCE 
TO GLOBAL MINIMUM; 
FINITE CONVERGENCE TO 
E-OPTIMAL SOLUTION. 
L.P. £ PARAMETRIC L.P.; 
GENERATION OF ALTERNATIVE 
OPTIMAL SOLUTIONS. 
PSEUDO-GLOBAL, 
LOCAL STAR IF 
E-OPTIMAL SOLU­
TION REQUIRED. 
IV POLYTOPE GENERATION 
12. TUI I I [46] X NEED NOT CONVERGE 
(SEE [50]). 




13. ZWART [49] X FINITE CONVERGENCE TO 
E-OPTIMAL SOLUTION. 




14. GALLO £ ULKIICU [18] X NEED NOT CONVERGE (SEE 
DISCUSSION BELOW). 
L.P. £ PARAMETRIC L.P. 
MATRIX INVERSION. 
A POINT HAVING 
SOME SPECIAL 
PROPERTY. 




16. VAISH I I X FINITE CONVERGENCE 
TO GLOBAL MIN. 
L.P. AND PARAMETRIC L.P., 
MATRIX INVERSION. 
PSEUDO-GLOBAL 
*IN THESE CASES, A LOCAL STAR IS ALSO A LOCAL MINIMUM. 
DEALS ONLY WITH THE PROBLEM OF GENERATING THE FACETS OF THE CONVEX HULL OF A GIVEN FINITE SET OF POINTS. 
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We have a l so proved f i n i t e convergence of our algorithm to an e-optimal 
so lu t ion . For t h i s purpose, we required tha t the i n i t i a l so lut ion be a 
l o c a l s t a r minimum, since i t i s always an i n t e r i o r point of the po lar 
set Y^(k-e) . Thus condition (4) of Theorem 4 .9 w i l l always be s a t i s f i e d . 
In order to define a cutt ing plane in Rm , we need m po in t s . I f 
the pseudo-global minimum x i s non-degenerate, there are exac t ly m 
adjacent extreme points to x. We can i d e n t i f y m rays incident on x, 
find m points of in t er sec t ion of these rays with the polar se t and 
uniquely define a v a l i d cutt ing plane. I f x i s degenerate, there can be 
more than m adjacent extreme po int s . In t h i s case , i t i s not c l e a r which 
points are to be used to define the cutt ing plane. We have resolved t h i s 
1 i 
problem by using the set X Q obtained from X Q . X Q has p r e c i s e l y m rays 
incident on the pseudo-global minimum, and we have shown how to uniquely 
define a v a l i d cutt ing plane using these r a y s . 
We w i l l now examine the question of convergence and re so lu t ion 
of degeneracy of the algorithms proposed in the l i t e r a t u r e for BLP 1 and 
r e l a t e d problems (see Table 2 ) . Extreme point ranking methods are 
f i n i t e l y convergent and there i s no problem with degeneracy. However, 
ranking a l l extreme points i s computationally not very e f f i c i e n t for 
r e a l i s t i c problems. 
For cutt ing plane algorithms, we have seen in Theorems 4 . 6 and 
4 .9 t h a t having a l o c a l minimum i s important s ince , otherwise., the cur­
rent point may not be cut o f f . The algorithms l i s t e d in Table 2 
dealing with general concave functions s t a r t with a l o c a l s t a r minimum. 
In t h i s case , such a point i s in fac t a l o c a l minimum [ 3 3 ] . 
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Among the cutt ing plane algorithms, there i s one due to Tui. He 
does not prove convergence of h i s cutt ing plane algorithm. Moreover, he 
s t a t e s t h a t perturbat ion techniques can take care of degeneracy. But 
Moreno [33] has shown that t h i s i s not t r u e . Hence i t seems unl ike ly 
that convergence can be proved for Tui's algorithm. Moreno generates 
a l l adjacent extreme points of a degenerate v e r t e x , p r o j e c t s them along 
the corresponding rays joining them to the l o c a l s t a r minimum and finds 
the best hyperplane by l i n e a r programming. However, generating a l l 
adjacent extreme points may not be very easy to implement for highly 
degenerate v e r t i c e s . Moreno does not address himself to the question of 
convergence a t a l l . His major objec t ive was "the development of an 
' e f f i c i e n t ' algorithm" since a f i n i t e algorithm—searching a l l l o c a l 
s t a r minima—already e x i s t s . 
Burdet and Balas a s s e r t that proving f i n i t e convergence to a 
global minimum may not be easy. They have reso lved degeneracy by i d e n t i ­
fying m rays incident on a l o c a l s t a r minimum by removing c o n s t r a i n t s . 
For these reasons, i t i s l i k e l y that t h e i r cutt ing plane algorithm i s 
i n f i n i t e l y convergent. 
R i t t e r ' s algorithm i s not even i n f i n i t e l y convergent as shown 
in [ 5 0 ] , However, Konno adopts R i t t e r ' s algorithm for a B i l inear Prob­
lem and proves f i n i t e convergence to an e-optimal so lu t ion . Even though 
we do not agree with his convergence^ "proof" i t would appear that h i s 
conclusion i s t r u e . His i n i t i a l point i s a l o c a l s t a r minimum which 
t 
need not be a l o c a l minimum. Suppose his cut i s given by g x > a. He 
• - 4>Q 
shows that a ^ where d>- i s the current global minimum, $ i s 
K 0 P 
P 
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the pth l o c a l s t a r minimum, and K̂  i s a constant determined a t the pth 
stage. I f 0Q = then a could be zero , which means that no part of 
the f e a s i b l e region i s cut of f . This happens because of the absence of 
the l o c a l minimum property . Thus Konno always sets <j)̂  - <J>Q = e > 0 f o r 
some pre-determined e. Moreover, K i s a function of the elements of 
P 
the current basis i n v e r s e , B \ I f K -> °°, a 0. Konno a s s e r t s that 
P 
Kp °° i f some elements of B ^ tend to i n f i n i t y . This can only happen 
i f a s e r i e s of p a r a l l e l cuts are generated. To get around t h i s , h is 
algorithm w i l l generate a cut passing through the adjacent extreme 
points to the current l o c a l s t a r minimum. However, i f the l o c a l s t a r 
minimum i s an extreme point which was created by adding cutt ing p lanes , 
one cannot a s s e r t tha t i t s adjacent extreme points can be no c lo ser than 
a pre - spec i f i ed dis tance . Thus i t i s not c l e a r how K^ i s bounded. 
The second algorithm that we have developed i s a polytope genera­
t ion procedure. This algorithm converges to a global minimum in a 
f i n i t e number of s teps . This i s because we generate a l l the facets of 
the current polytope. Thus no extreme, point i s ever repeated. Table 
2 l i s t s t h i s type of algorithms proposed in the l i t e r a t u r e . Tui's 
polytope generation procedure need not converge as shown by Zwart [ 5 0 ] . 
The reason i s t h a t points a lready contained in the current polytope can 
be found once again, which leads to cyc l ing . Zwart [4-9] showed that a 
s u f f i c i e n t condition to prevent cycl ing i s to f ind points in a spec i f ied 
cone. He added ex tra r e s t r i c t i o n s which enabled him to do so. However, 
the algorithm converges to an e-optimal so lu t ion . Gallo and Ulkucu's 
algorithm need not converge, as we have shown by an example in Chapter V. 
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Once again, the d i f f i c u l t y i s tha t extreme points a lready contained in 
the current polytope are located again. The modification suggested by 
them i s not s u f f i c i e n t to prevent t h i s . Shachtman [39] d i r e c t l y adopted 
Tui's polytope generation algorithm, which, of course, need not converge. 
While programming, s u f f i c i e n t record keeping was done to prevent cyc l ing . 
Thus, inso far as polytope generation procedures are concerned, ours i s 
the only algorithm which converges f i n i t e l y to a global optimum. From 
the statement of the algorithm we see that the computations involved in 
our procedure compare favorably with what i s required in s i m i l a r 
algorithms. 
7.2 Computational Results 
The Appendix l i s t s the computer program f o r the e-optimal 
algorithm of Section 4 . 8 . The program can handle problems whose X Q 
(or Y Q ) s e t i s defined by'a matrix of s ize 50x75 including a l l cuts 
added. The code was tes ted on randomly generated data. Table 4 l i s t s 
the computational r e s u l t s . Table 3 l i s t s the computational r e s u l t s , 
again from randomly generated data , obtained by s e t t i n g e equal to zero 
and gives the global optimum. There are no published r e s u l t s to compare 
with for a b i l i n e a r problem. 
We have a l so tes ted our code on three problems provided by 
Moreno. The r e s u l t s are shown in Table 5. In one case our computation 
time i s 1 / 5 that of Moreno, assuming that the Univac 1108 i s twice as 
f a s t as the CDC 6400. In the other two cases the so lut ion provided by 
Moreno i s not f e a s i b l e to the problems s ta ted . Our program yie lded an 
optimal f e a s i b l e so lu t ion . 
1 4 1 
Table 3. Global Optimal Results 
Problem Size Computational 
Time* 
(Seconds) X Q - M a t r i x Y Q - M a t r i x 
4x2 4x2 .36 
7x4 5x8 .92 
6x9 4x8 1 . 1 
6x8 8x5 1 . 2 
4x7 7x9 1 . 2 
4x7 6*9 1 . 3 
3x5 8*15 1 . 6 
6x9 6*9 1 . 8 
10x12 5*8 2 .0 
10x15 10*15 3 .3 
A l l times in seconds on Univac 1108 
exclusive of input/output t ime. 
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Table 4 . e-Optimal Computational Results 
Problem Size Computational 
Time" 
(Seconds) X Q -Matrix Y Q -Matrix 
4x2 4x2 .36 
7x4 5x8 .92 
6x9 4x8 1 . 1 
6x8 8x5 1 . 2 
4x7 7x9 1 . 2 
4x7 6x9 1 . 3 
6x8 6x8 1 . 4 
3x5 8X15 1 . 6 
10x12 5x8 2 .0 
10x15' 10X15 3 .3 
A l l times in seconds on Univac 1108 
exclus ive of input/output t ime. 
143 




(on CDC 6400r[33] 
Vaish 
(on Univac 1108) 
5><5T 3.2 Seconds .249 Seconds 
10*10T 4.8 Seconds 2.859 Seconds 
10*10 5.0 Seconds .417 Seconds 
For a concave problem defined over a polyhedral 
s e t , the equivalent b i l i n e a r problem has two 
matrices defining the constra int s e t , each of the 
same s ize as the s ingle matrix of the concave 
problem. 
t 
Moreno's so lut ion [33] to the problem does not 
s a t i s f y the c o n s t r a i n t s . 
u 
According to Auerbach Handbook, Univac 1108 i s 
about twice as f a s t as the CDC 6400. 
1 4 4 
7.3 Recommendations 
The Bi l inear Problem has the spec ia l property that i t reduces to 
a l i n e a r programming problem for a f ixed y (or x ) . For a l i n e a r 
programming problem defined over a polytope an optimum so lut ion i s 
a t ta ined a t a ver tex and a l o c a l minimum i s a global minimum. We have 
seen in Chapter III t h a t these two proper t i e s hold for a more general 
c lass of funct ions . Quasi-concavity ensures extreme point optimum, and 
s t r i c t quasi-convexity ensures t h a t a l o c a l minimum i s a global minimum. 
Thus the cutt ing plane algorithm can be extended to so lve problems whose 
objec t ive function has these propert i e s f o r a f ixed y (or x ) . One such 
example i s the Fractional Bilinear Problem 
Minimize 
4> 2(x,y) 
Subject to x € XQ 
For a f ixed x (or y ) t h i s i s a f r a c t i o n a l programming problem. There 
e x i s t e f f i c i e n t computational procedures f o r so lv ing a f r a c t i o n a l 
programming problem [ 2 8 ] . Hence the power of l i n e a r programming methods 
can be extended to t h i s c lass of problems. 
I t i s we l l known that an absolute value problem of the form 
n n 
Min 7 C • I X - I s s u b j e c t . t o ] a . . x . < b . , i = l , . . . , m can be t r a n s -
• 1 3 3 • i J-3 3 1 
3=1 J J 3=1 J J 
formed into a l i n e a r programming problem i f c.. > 0. Let us now consider 
the Bilinear Absolute Value Problem 
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n 
Minimize T c . l x . y . l 
-j=i ^ y'y 
(c .>0, j = l , . . . , n ) 
n 
Subject to £ 
3=1 
a. . x . < b . , 
13 3 1 
m 
n 
i = 1 , . . . , m. 
We observe that for a f ixed x^, j = l „ . . . , n (or y.. , j = l , . . . , n ) , t h i s 
problem reduces to an absolute value problem, which can be solved by 
l i n e a r programming. One can i n v e s t i g a t e the nature of the i n i t i a l 
point with respect to which a cutt ing plane i s to be defined and con­




This appendix l i s t s the computer code f o r the e-optimal so lut ion 
(see Section 4 . 8 ) . The comment "Test A l t e r n a t i v e Optimal Solut ions" 
of the code i s not part of the algorithm developed in Section 4 . 8 . I t 
i s incorporated since i t may prove to be an easy method of get t ing a 
b e t t e r l o c a l s t a r optimum. This part of the code f inds only the 
a l t e r n a t i v e optimum so lut ions adjacent to y ( f o r a f ixed x ) , where 
(x ,y ) i s a l o c a l s t a r optimum. 
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C THIS PROGRAM SOLVES A PROBLEM CF THE FORM 
C MINIMIZE CX • OY + XQY 
C S U B J E C T TO FX . L E . U f X . GE. 0 , FY . L E . V » Y . G E . 0 
C BY THE CUTTING PLANE ALGORITHM 
C INPUT DATA I S AS FOLLOWS 
C THE F I ^ S T CARD CONTAINS THE NUMBER OF PROBLEMS TO 8£ 
C SOLVED ( 1 5 1 , THE TOLERANCE LEVEL EPSILON ( F 1 3 . C ) , 
C ANO THE LARGE NUM3ER FOR SOLVING THE PARAMETRIC 
C PROBLEM < F 1 0 . 0 ) 
C THE F I R S T 1 2 COLUMNS OF THE NEXT CARO CONTAIN THE NUMBER 
C OF c o w s AND COLUMNS IN E , ANO THE NUMTER OF ROWS ANO 
C COLUMNS IN F ( 1 . 1 3 1 
C THE NEXT SET OF CARDS CONTAIN THE ELEMENTS OF THE 
C MATRICES E , F AMD 0 ARRANGED ACCORDING TO ROWS 
C ANO TN THE FORMAT 5 F 1 0 . 3 
C THE OATA FOR EACH PROBLEM TO 3E SOLVED I S ENTERED 
C AS AHOVE 
QINENSION E X ( 5 0 , 7 5 ) , E Y C 5 0 . 7 5 ) , E R X ( 5 0 ) , E R Y ( 5 0 ) , C O X ( 7 5 ) . C O Y ( 7 5 ) 
2 C O X Y ( 7 5 , 7 5 ) , X ( 7 5 ) , 9 ( 5 0 , 5 0 ) , S U ( 5 0 ) , T E M ( 7 5 ) , Y Y ( 7 5 ) 
3 E X 1 ( 5 0 , 7 = ) , E Y 1 ( 5 0 , 7 5 ) , C U R M I N ( 7 5 ) , 0 9 A R ( 7 5 ) , A U A R { 6 0 ) , T E M 2 < 6 0 > 
4 I N D I C ( 1 3 0 ) , I f ( 5 0 ) , T E M 3 « 1 1 C ) , B X ( 5 0 , 5 0 ) , I N D I C 1 3 0 > , I B d ( 5 0 ) 
5 A T ( 5 0 ) , C T ( 7 5 ) , E Y 2 ( 7 5 , 7 5 ) 
COMMON B , I B i I N D I C , C T , A T 
I N S T = 0 
READ ( 5 , 9 6 V i ) K U M , E P S , S L 
9 9 2 3 CONTINUE 
ZMIN = Q9999.0 
READ ( 5 , 6 2 1 ) MX,NX,MY,NY 
9 6 < . i FORMAT ( I 5 . 2 F 1 0 . 0 ) 
OO 3 7 1 1 = 1 , M X 
3 7 1 REAO ( 5 , 6 2 2 ) ( E X ( I , J J , J - i , N X ) 
DO 3 7 2 1 = 1 ,NY 
3 7 2 READ ( 5 , 5 2 2 ) ( E Y ( I , J ) , J = l , N Y) 
DO 3 7 3 1 = 1 , N X 
3 7 3 READ ( 5 , 6 2 2 ) ( C O X Y ( T , J ) , J = l , N Y ) 
REAO ( 5 , r > 2 2 ) (E " X ( J ) , J = 1 , M X) 
READ ( 5 , - - » 2 2 ) < E R Y ( J ) , J = 1 , M Y > 
PEAU ( 5 , 6 2 2 ) ( C O X ( J ) , J = 1 , N X ) 
R E A 0 ( 5 , 6 2 2 ) (COY ( J ) , J = i , N Y ) 
6 2 2 FORMAT ( 5 F 1 0 . 0 ) 
6 2 1 FORMAT U I 3 ) 
MSTAP = MX 
MSTAR1 = M3TAR • 1 
KKK = 0 
MY1 = MY • 1 
LY = 3 
DO 9 2 0 I = 1 , M Y 
I F ( E R Y ( I ) . G E . 0 . C ) GO TO 9 2 0 
LY = LY f 1 
9 2 0 CONTINUE 
LZ = LY f NY 
LK - LY «• NY + MY 
L Z i = L 1 * 1 
WRITE ( 6 , 8 9 1 ) • 
e9l FORMAT ( 1 H 1 , 5 X , ' O B J E C T I V E FUNCTION VALUE AT LOCAL STAR MIN ' , / / > 
82<» MX1 - M X H 
K1K = 0 
DO fl<.2 1 = 1 , M X 
I F ( E A X ( I ) . G E . 0 . C ) GO TO 8<*2 
148 
K 1 K = K I K • 1 
8 4 2 C O N T I N U E 
K'4< = K I K • MX 
K 2 K = K 1 K «• M X + N X 
K < * K I = K U K + 1 
C F I N D I N I T I A L S O L U T I O N T O X - S E T 
0 0 6 0 5 I = L . M X 
6 0 5 E X ( M X I , I ) = 0 . 
N X 1 = N X • — 
DO 6 2 5 I = L , M X I 
0 0 6 2 5 J = 1 , K * . K 1 
6 2 5 E X 1 ( I , J > = E X ( I , J ) 
C A L L L L N P ( C X L , M X , N X L , E R X , X , S U 9 Z T I S ) 
C T E R K I N A T £ I F N O F E A S I B L E S O L U T I O N 
I F ( R S . C O . - L . O R . I S . E O . L ) G O T O 6 9 1 
C F I X X A NO S O L V E A N L ° I N Y 
6 1 1 0 0 6 0 3 K = 1 , N Y 
T E M ( K ) = 0 . 
0 0 6 C 3 I = 1 , N X 
6 0 3 T E " M K > = T E M ( K ) + X < I ) * C 3 X Y ( I » < J 
0 0 63<* I = 1 , N Y 
6G<* E Y ( M T D = C O Y ( I ) * T E M ( I ) 
MY1 = N Y 
0 0 6 2 6 1 = 1 » MY1 
0 0 6 2 6 J = I , L Z L 
6 2 6 E Y K I . J ) = E Y ( I , J ) 
C A L L L I N P ( E Y 1 , " Y , N Y 1 , E R Y , Y Y , S U . Z Y , I S Y ) 
I F L I S Y . T O . - L . O R . I S Y . E L . L ) G O T O 6 9 1 
C F I X / A N D S O L V E A N L P I N X 
0 0 6 0 6 K = 1 , M X 
T E ^ M = 0 . 
0 0 6 0 6 I = 1 , N Y 
6 C 6 T E V ( K ) = T £ M ( K ) + Y Y ( I I » C 0 X Y ( < , I I 
0 0 6 0 S I = t , N X 
6 0 3 E X ( M X L . I ) = C O X ( I ) + T E ' H I I 
N X 1 = N X 
0 0 6 2 7 1 = 1 , M X 1 
0 0 6 2 7 J = 1 . K < . K 1 
6 2 7 E X 1 ( I , J ) = E X ( 1 1 J ) 
C A L L L I N P ( E X L , M X , N X L T E R X , T £ M F S U T Z T I S I 
C I F N O C H A N G E I N X , A L O C A L S T A R I S 0 3 T A I N E D 
O I F F = 0 . 
0 0 6 0 1 I = I , N ' X 
6 0 9 O I F F = O I F F + A 3 S ( X ( I ) - T E M ( 1 ) 1 
I F ( D I F F . L E . C . 0 0 0 0 5 ) G C T O 6 1 2 
0 0 6 1 0 I = L . N X 
6 1 0 X ( T ) - T E M < I ) 
G O T O 6 1 1 
6 1 2 C O N T I N U E 
0 0 5 3 1 K = 1 , N Y 
T E M < K ) = 0 . 
0 0 5 3 1 J - L . N X 
5 3 1 T E M ( K ) = T £ M ( K > + X 1 1 ) * C O X Y ( I , K ) 
0 0 5 3 2 1 = 1 , N Y 
5 3 2 E Y ( M Y 1 F I ) = C O Y ( I ) + T E M ( I ) 
N Y 1 = N Y 
0 0 53<* 1 = 1 , MY1 
0 0 5 3 8 J = 1 , L Z 1 
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5 3 8 £ Y 1 ( I , J ) = E Y ( I , J ) 
CALL LINP ( E Y 1 , M Y , N Y 1 , E R Y , Y Y , S U , Z Y , I S Y ) 
I F C Z K i r i . G T . ZY) ZMIN=ZY 
n o s~m i = i , n y 
5 3 * C U R K I N ( I ) s Y Y ( I ) • 
DO 5 3 6 I = 1 , N Y 
DO 5 3 6 J = 1 , N Y 
5 3 6 E Y 2 ( I , J ) = 0 . 
K ? = 0 
C TEST ALTERNATIVE OPTIMAL SOLUTIONS 
0 0 5 0 0 K J s i , L K 
I F ( I N O I C ( K J ) . M E . O ) GO TO 5 0 0 
I F ( K J . G T . LZ) GO TO 5 0 3 
I F ( A ? S ( C T ( K J ) ) . G E . 0 . 0 0 5 ) GO TO 5 0 0 
KP = KP * 1 
IX = K J 
DO 5 0 1 I = 1 , M Y 
A T ( I ) = 0 . 0 
0 0 5 0 1 J = 1 , M Y 
5 0 1 AT ( I » = flT(I) • 3 ( I , J ) • E Y K J , I X ) 
A T ( M Y 1 ) = 0 . 
GO TO 5 0 2 
5 C 3 I F ( A S 3 ( . - 3 ( M Y 1 , K J ) ) . G E . 0 . 0 3 5 ) GO TO 5 0 0 
KP = KP+1 
IX = K J 
DO 5 0 4 J = 1 , M Y 1 
5 0 4 A T ( J ) = B ( J , I X ) 
5 0 2 CONTINUE 
KS =0 
0 0 5 0 5 1 = 1 , M Y 
I F ( A T ( T ) . L E . 0 . G 0 5 ) GO TO 5 0 5 
I F ( K S . N E . O ) GO TO 5 0 6 
IR = I 
BM = ' 3 ( I , M Y 1 ) / A T ( D 
KS = 1 
GO TO 5 0 5 
5 C 6 BZ = -3 ( I , M Y 1 ) / A T ( I I 
I F ( 3 Z - 3 M ) 5 0 7 , 5 0 * , 5 0 5 
5 C 7 KZZ-=0 
3M=8Z 
1 9 = 1 
GO TO 5 C 5 
5 C 8 KZZ =<ZZ+1 
5 C 5 CONTINUE 
I I I X = 1 3 ( I R ) 
I N O I S ( I I I X ) =C 
I N 0 I C ( K J ) = 1 
1 3 ( I R ) = < J 
0 0 5 1 0 J = 1 , P Y 
I F ( J . E O . I R ) GC TO 5 1 0 
TEMu ( J > - P ( J , M Y 1 ) f ( A T ( J ) * 3 ( I R , M Y 1 ) ) / A T ( I R ) 
5 1 0 CONTI'JU c 
TEMH( I R ) = 3 ( I R , ^ Y 1 ) / A T ( I R ) 
0 0 5 1 2 J ' 1 , M Y 
I F ( I M J ) . G T . N Y ) GO TO 5 1 2 
J K L = I 3 ( J ) 
E Y 2 ( K ° , JKL)=TEM<+( J ) 
5 1 2 CONTINUE 
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5C0 CONTINUE 
IF < KP.EQ.G1 GO T O 548 
00 520 KJ = l,!<o 
00 521 K=1,NX 
TEM(K)=P. 
00 521 1 = 1#NY 
5 21 TEMCK)=T£M(K)+EY2(<J,I)*C0XY<K, II 
00 523 1=1.NX 
523 EX(MXlfIl=COXCII*TEM(I»" 
NX1=NX 
00 524 1=1,MX1 
00 52'. J=1,K4K1 
524 EXKI,J)=£X ( I ,J> 
CALL LINPCEXl, MX,NX1,ERX,TEM,5U,Z,IS) 
IF (Z.GT .ZMIN) GO TO 520 
ZMIN=Z 
D O 525 1=1,NX 
525 X( I » = TEM(I) 
GO TO 611 
520 CONTINUE 
543 CONTINUE 
DO 541 K=1,NX 
TEMCa-O. 
00 54L 1 = 1,MY 
541 TEM(K) = TEM(K)+ CURMIN(I)*C0XY(K,I) 
00 542 1 = 1,NX 
542 EX(MX1,I)=C0X(I)+T£M<I) 
NX1=MX 
00 513 I=1,MX1 
DO 5 53 J=1,K4K1 
5 33 EXKI , J ) = E X ( I ,J> 
CALL LINP (EX1 ,MX,N ,X1,ERX,T£M ,SU ,Z , IS> 
W K I T E (6 ,624) Z 
624 FORMAT (15X, ^12 .6 ) 
C THE GLOBAL MN IS IN ZMIN 
IF ( Z . L E . 7MIN) Z'lN = 7. 
I F ( Z . G T . 7 1 I N ) GO T O 327 
C THE C U S Y E N T MIN POI-'IT I S C U K M I N 
00 823 J=1,NX 
823 CURMIMU) = X(J) 
827 C0NS1 = 0.0 
ZMIN = Z M I N - E ^ S 
00 80S KL = 1,N'X 
C FIND C*X^AP 
808 C0SJS1 ~ C0N51 *• COX(<L)*X(KL > 
C FIND XPA>*COXY ANC AOO TO COY 
00 810 K1=1,NY 
TEM(KI) = O.C 
00 811 KII = 1 , N X 
811 TEM<KI> = TEMKI) > X(KII)*COXY(KII,KI) 
810 OBAR(KI) = CCY(KI)•TIH(KI) 
D O 834 K3 =1,K2K 
8.34 TEM 3 (K3 ) = G . O 
C GENERATE A H AR 
00 371 LL =1,K2K 
INOKLD = INOIC(LL) 
871 I33(LL) = I8(LD 
00 85C L1=1,MX1 
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00 859 L2=1,KX1 
850 9X(L1,L2I= fl(Ll,L2) 
P0 801 I'"* = 1,K2K 
IF <IP.L£.K4K> GO TO 805 
C TEST IF COL IS 0? ARTIFICIAL VARIABLE 
IF (ERX(IP-K4K).LT.0,0> GO TO 801 
C TEST FOR BASIC VARIABLE 
805 IF(INOICIP).EQ.ll GO TO 801 
00 802 J=1,NX 
802 49AR(J> = 0.0 
IF <IP.LE.NX) A3AR(IP>= 1.0 
C FIND UFOATED COLUMN A(IP) 
IF aF.GT.K4K) GO TO 851 
00 803 J = itMX T£M<J) =0.0 
00 803 K= 1,MX 
003 TEM{J) = TEM(J)+ 8X<J,K)»EX1<K,IP) 
GO TO 852 
851 CONTINUE 
C UPOATEO COL OF SLACK VARIABLE IS IN 3 INVERSE 
DO 853 K = 1,MX 
853 TEM(K) = BX(K,IP-K4K> 
852 CONTINUE 
00 804 JI = 1,MX 
JKL = IOBtJI) 
IF(JKL.GT.NX) GO TO 80<4 
ABAR(JKL) = -TEM(JI) 
8C4 CONTINUE 
C FIND -C*«A8AR 
CONS 2 =0.0 
00 803 J = 1,NX 
809 CONS2 = CONS2 + COX (J) *A*3AR< J) 
C FINO -A3AP*-C0XY 
00 812 I=1,NY 
TEM(I)=0.0 
00 812 J=ltNX 
812 TEM (I) = TEM<IH- ABAR(J>*COXY IJ,I> 
C SOLVE PARAMETRIC PROBLEM 
MIL =SL 
S M A t_ = 0.0 
?L AM = HIL 
K2 = 0 
817 CONTINUE 
00 fil<+ J=1,NY 
814 E Y < M YI # J ) = C3ARCJ) • RLAM*TEM(J) 
CO 815 KI = 1.MY1 
PO 815 J = ltLZl 
815 EY1(KI,J) = EY(KI,J) 
NY1 = NY 
CALL LINPCEYl.MY.NYl ,1 5 Y , YY, TEM2 , Z Y, ISY) 
ZIN = 7Y-CONSl-GLAM*CONS2 
IF(K2.EQ.l) GO TO 818 
C IS PARAMETRIC MIN BEY ON0 LAMOA = SL 
IF (ZIN.GE.ZMN) GO TO 821 
RLAM = 0.5*(hILfSMAL) 
K2 = 1 
GO TO 817 
815 OIFF sZIK -ZMIN 
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C I S PARA MET 3 I C MIN WITHIN E D S OF CURRENT G L 0 3 A L MIN 
I F C O I F F . G E . C . 0 . A N 9 . O I F F . L E . E P S ) GO TO 8 2 1 
C REOUCE INTERVAL 0 ^ UNCERTAINTY BY 1 / 2 
I F t D I F F ) 3 1 6 , 3 1 9 , 9 1 9 
8 1 6 HIL = RL AM 
GO TO 8 2 0 
8 1 1 SMAL = RL AM 
8 2 0 RLAM = C . 5 » (SMAL + HIL) 
GO TO 8 1 7 
8 2 1 CONTINUE 
C COEFF OF COL I P IN CUT 
T E M 3 ( I P ) = 1 . 0 / R l A M 
8 0 1 CONTINUE 
C STORE COEFF OF REAL VARIABLES IN LAST ROW 
0 0 8 7 6 J = 1 , N X 
8 7 6 E X < M X 1 , J ) = - T E M 3 C J ) 
E R X ( M X l ) = - 1 . 0 
C CONVERT COEFFS OF SLACKS TO REAL V A R I A B L E S 
DO 8 7 2 1 = 1 , M X 
IF < E P X ( i n 8 7 3 , 8 7 4 , 8 7 4 
8 7 3 CO 8 7 5 J = 1 , N X 
E X < M X 1 , J > = E X ( M X l , J ) - T E 1 3 ( N X + i ) * c X l ( I t J > 
8 7 5 CONTINUE 
E R X U 1 X 1 ) = EF.X ( M X l ) - T E P 3 ( N X f 1 ) * A 8 S (ERX( I ) ) 
GO TO 8 7 2 
8 7 4 0 0 8 7 7 J = 1 , N X 
E X ( M X l t J ) = EX(MX1 , J ) + T E H 3 < K 4 K f l ) * E X l ( I , J ) 
8 7 7 CONTINUE 
E R X ( M X l ) = E R X ( M X l ) * TEM3<K4K + 1 ) • A 3 S ( E R X < T ) ) 
8 7 2 CONTINUE 
0 0 8 7 3 1 = 1 , K 2 K 
8 7 3 T E M 3 ( I ) = 0 . 0 
MX s MX + 1 
KKK = KKK • 1 
GO TO 3 2 4 
C FIND EXTREME POINTS OF ORIGINAL SET 
6 9 1 0 0 9 3 1 I = 1 , N Y 
T E M ( I ) = 0 . 0 
0 0 9 3 1 J = 1 , N X 
9 3 1 T E M ( I ) = T E M ( I ) • CURMIN ( J ) * C O X Y ( J , I ) 
0 0 9 o 2 1 = 1 , N Y 
9 3 2 E Y ( M Y 1 , I ) = C O Y ( I ) « - T E M ( I ) 
KY = NY 
CALL L l N P ( E Y t M Y , K Y t E R Y , Y Y , S U , Z Y , I 3 Y ) 
0 0 9 3 3 J = 1 , N X 
T E M ( J ) = 0 . 0 
0 0 9 3 3 1 = 1 , N Y 
9 3 3 T E M ( J ) = T E M ( J ) • Y Y ( I ) * C 0 X Y ( J , I J 
0 0 9 5 5 J = M S T A F 1 . M X 1 
E R X ( J > = 0 . 0 
0 0 9 3 5 1 = 1 , NX 
9 3 5 E X < J , I ) = 0 . 0 
DO 9 3 4 I = 1 , N X 
9 3 4 E X ( M S T A R 1 , I ) = COX ( I ) • TEM U ) . 
LO =NX 
CALL L I N P < E X , M 5 T A k , L 0 , £ R X , X , 3 U , Z , I 3 I 
WRITE < 6 , 8 9 2 ) 
8 9 2 FORMAT <1H , / / / , 5 X N U M B E R OF CUTS GENERATEO ' , / / ) 
WRITE ( 6 , 3 9 * ) KKK 
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89<* F O ^ A T < 1 0 X , I < + ) 
W R I T E ( 6 , » 9 3 ) 7MIN 
8 9 5 FORMAT ( 1 H , / / / , 5 X G L O B A L MINIMUM ' , F 1 2 . e ) 
W R I T E ( 6 , 3 9 6 ) 
8 9 5 FORMAT ( 1 H , / / / , 5 X , * G L 0 3 A L M I N I M I Z I N G P O I N T ' » / / ) 
W R I T E ( 6 , 3 9 7 ) 
8 9 7 FORMAT ( E X , ' X V A R I A B L E S ' , / / ) 
W R I T £ ( 6 , 8 9 8 ) ( X ( I ) , 1 = 1 , N X ) 
8 9 8 FORMAT ( 5 X , 8 F 1 2 . 6 ) 
W R I T E ( 6 , 8 9 9 ) 
8 9 9 FORMAT ( 1 H , / / , 5 X , » Y V A R I A B L E S ' , , / / ) 
W R I T E ( 6 , 3 9 8 ) ( Y Y ( I ) , 1 = 1 , N Y ) 
992<* I N S T = I N S T T - 1 
I F ( I N S T . L T . N U M ) GO TO 9 9 2 3 
END 
S U P R O U T I N E L I M P C A , M , N , 0 , X , 3 U I Z » 1 3 1 
C T H I S S U B R O U T I N E S O L V E S A L P OF T H E FORM 
C 
C MAX C X 
C S T ' A X L E O 
C X G E 0 
C WHERE D MAY PE G E OR L E O 
C T H E L A S T ROW OF A C O N T A I N S T H E E L E M E N T S C 
C T H E R E V I S E O S I M P L E X METHCO WITH A R T I F I C I A L V A R I A B L E S I S U S E D 
O I M E N S I O N A ( 5 0 , 7 5 ) , 3 ( 5 0 , P Q ) , C T ( 7 5 ) , A T ( 5 0 ) , I 3 ( 5 0 ) , 
2 I N O L C ( 1 8 0 ) , O ( E 0 ) , X ( 7 5 ) , Y ( 1 7 0 ) , S U ( 5 0 ) , C O S T ( 1 1 0 ) 
COMMON B , I 3 , I N D I C , C T , A T 
M1=M*1 
B I G M = - 2 0 0 0 
Z E = 0 . 0 
NN=N 
OO 1 3 7 5 1 = 1 , N . 
X ( I ) = 0 . 0 
1 3 7 5 C O S T ( I ) = A ( M 1 , T ) 
C I F ANY P H S I S N E G A T I V E , T H A T ROW I S M U L T I P L I E D 6 Y - 1 , A S U R P L U S 
C V A R I A B L E I S AOOEO I N THAT POW ANO - B I G M * T H E ROW I S ADDED TO T H E 
C L A S T ROW ? C O S T I N G OUT T H E A R T I F I C I A L V A R I A B L E S * 
OO 2 0 J 1 = 1 , M 
I F ( O D ) . G E . O ) GO TO 200 
N = N * 1 
A ( I , N ) = 1 . 
OO 190 J = 1 , N 
I F ( A C S ( A ( I , J ) ) . L E . 0 . 0 0 0 0 0 5 ) GO TO 190 
A ( I , J I = - A ( I , J ) 
A ( M L , J ) = A ( M 1 , J ) - R I G M * A ( I , J ) 
190 C O N T I N U E 
Z E = Z E - B I G M * 0 ( I ) 
200 C O N T I N U E 
C I N I T I A L I Z E 
NT = N •*• M 
OO 1 3 7 3 I = 1 , N T 
Y ( I ) = 0 . 0 
1 3 7 3 I N O I C ( I ) = 0 
OO 1 3 9 1 I = 1,M1 
A T ( I ) = 0 . 0 
S U ( I ) = 0 . 0 
9 ( M 1 , 1 ) = 0 , 0 
1 3 9 1 1 3 ( 1 ) = 0 
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N1=N+1 
C T H E A R R A Y I N O I C I S +1 FOP. A B A S I C V A R I A B L E » -1 F O R A B A S I C . 
C A R T I F I C I A L V A R I A 3 L E . AND 0 F O R A NON B A S I C V A R I A B L E 
OO 8 5 1 = 1 . M 
K K = N * I 
I F ( 0 ( D ) 1 2 7 . 1 2 3 . 1 2 3 
1 2 7 I N 0 I C ( K K ) = - 1 
GO TO 210 
1 2 3 I N 0 I C ( K K ) = 1 
C C O L ML OF A C O N T A I N S T H E R H S WITH A L L E L E M E N T S . G E . O 
2 1 0 A ( I , N 1 ) = A B S ( 0 ( D ) 
C T H E A R R A Y I B C O N T A I N S T H E I N O E X OF T H E B A S I C V A R I A B L E F O R E A C H ROW 
85 I G U ) = K K 
C T H E I N I T I A L B A S I S B AND 8 I N V E R S E I S T H E I D E N T I T Y M A T R I X OF S L A C K 
C AND A R T I F I C I A L V A R I A 9 L E S 
00 5 9 I = 1 . M 
DO 5 9 J = 1 » M 
I F ( I . N E . J ) GO TO 70 
8 ( I V J ) = 1 . 
GO TO 5 9 
70 > 2 ( I . J ) = 0 . 
5 9 C O N T I N U E 
C T H E ' C O L ML OF B C O N T A I N S T H E R H S ANO B ( M 1 , M 1 ) C O N T A I N S C B J . F U N . 
DO 7 1 1= 1»M 
71 9 ( I , M L ) = A C I F N L ) 
5 C U . M 1 ) = Z E 
C T H E R E L C O S T F A C T O R S A R E I N T H £ A R R A Y C T 
00 7 2 I = I » N 
72 C T ( I ) = A ( M 1 , I ) 
GO TO 7 3 
22 C O N T I N U E 
C COMPUTE R E L C O S T F A C T O R S 
0 0 10 J = 1 » N 
C T ( J ) = A ( M 1 , J ) 
no 10 K = 1 , M 
10 C T ( J ) = C T ( J ) + B ( M L , K ) » A < K . J ) 
C R E L COST F A C T O R S FO R* 3 A S I C V A R I A B L E S A R E 0 
00 1 3 0 J = 1 , N 
1 3 0 I F ( I N O I C F J ) . E Q . L . O R . I N O I C ( J ) . E Q . - L ) C T ( J ) = 0 . 
7 3 C O N T I N U E 
C F I N O * A X OF P E L C O S T F A C T O R S I N CM W I T H I N D E X I N I X - N E W B A S I C C O L 
C M = C T ( 1 I 
I X = 1 
0 0 1 1 J = 2 , N 
I F ( C T ( J ) . L E . C M ) GO TO 11 
C M = C T ( J ) 
TX = J 
11 C O N T I N U E 
C F I N O MAX OF CM ANO R E L C O S T F A C T O R S F O R N 0 M 3 A S I C S L A C K S 
0 0 1 2 J = 1 , M 
I F ( B ( M 1 . J ) . L E . C M ) GO TO 1 2 
C ^ R B ( M L . J ) 
I X = N + J 
1 2 C O N T I N U E 
C S T O P P I N G R U L E 
I F ( C M . L E . . 0 5 ) GO TO 1000 
I F C I X . G T . N 1 GO TO 1 3 
C T H E A R ^ A Y AT 1 5 T H E U P D A T E D E N T E R I N G B A S I C COL 
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DO 1*. 1 = 1 , M 
AT C I ) = 0 . 
OO 1H J = 1 , M 
It . A T ( I ) = A T ( I ) + P ( I , J ) * A ( J , I X ) 
AT(M1)=CM 
GO TG 8 7 
1 3 IG = IX 
HO 8-3 J = 1 , M 1 
8 8 ATI J ) = 0 U , I X - N ) 
8 7 CONTINUE 
K = 0 
OO 1 5 1 = 1 , M 
I F ( A T ( I ) . L E . O . C 0 5 ) GO TO 1 5 
I F ( K . N E . 0 ) GO TO 1 7 
I R = I 
8 M = B ( I , M 1 ) / A T ( I ) 
K = l 
GO TO 1 5 
1 7 3 Z = G ( I , M 1 ) / A T ( I ) 
I F ( B Z - B M ) 9 0 , 9 1 , 1 5 
9 0 KZ=0 
BM = BZ 
I R = I 
GO TO 1 5 
9 1 K Z = K Z H 
GO TO 1 5 
1 5 CONTINUE 
C TEST FOR UNROUNCEO SOLUTION 
I F ( K . £ Q • 0 ) GO TO 1 0 0 1 
C 1 3 ( 1 ? ) I S THE LEAVING B A S I C VARIABLE 
I I I X = I A 3 S ( I 3 ( T R ) ) 
I N D I C ( I I I X ) = 0 
I I T X = I A 3 S ( I X ) 
I N O I C ( I I I X ) = l 
1 3 ( I P ) = IX 
C COMPUTE NEW B INVERSE 
DO 2 0 1 = 1 , M l 
I F ( I . £ Q . I R ) GO TO 2 0 
XY = A T < I ) / A T ( I R ) 
? 0 1 9 J = 1 , M 1 
1 9 3 ( 1 , J ) = 3 ( I , J ) - X Y * B ( I R , J ) 
2 0 CONTINUE 
DO 2 1 1 = 1 , M l 
2 1 B ( I R , D = B ( I R , I ) / A T ( I R ) * 
GO TO 2 2 
C I S A R T I F I C I A L VARIABLE B A S I C 
1 0 0 0 DO ^ 3 1 I = N,KK 
I F ( I N D I C ( I ) . E Q . - D GO TO 1 0 1 7 
« t 0 i CONTINUE 
GO TO 1 0 0 6 
1 0 1 7 DO 1 C 1 3 J = 1 , M 
I F ( I 3 ( J ) . E C . I ) GO TO 1 0 i « » 
1 0 1 3 CONTINUE 
C I S B A S I C A R T I F I C I A L VARIABLE V.O 
1 C 1 A I F < a ( J - M D . L F . J . 0 0 5 ) GO TO 1 0 0 6 
C I S = - 1 FOR I N F E A S I t J I L l T Y , 1 FOR UN30U NOEDNESS, 0 OTHERWISE 
I S = - 1 
7 = 0 . 0 
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GO TO 5000 
1001 IS = 1 
Z = 5 0 0000.0 
GO TO 5000 
1006 CONTINUE 
OO 48 1=1,M 
JKL = IB <II 
48 Y(JKL) = 3<I, Ml) 
C THE VECTOR X CONTAINS THE REAL VARIABLES 
OO 49 1=1,NN 
49 X(I) = Y(I) 
JJ=N+1 
JKJ=NNH 
C THE VECTOR SU CONTAINS SLACK/SURPLUS VARIABLES 
DO 61 1 = 1, M 
IF (0(D) 62,63,63 
62 SU<I> = Y(JKJ) 
JKJ=JKJ+1 
JJ=JJ+1 
GO TO 61 
63 SU( II =Y(JJ) 
JJ=JJ+1 
61 CONTINUE 
IS = 0 
Z =0.0 
OO 57 I = 1,NN 
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