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We theoretically study a single-electron spin-valley qubit in an electrostatically defined quantum
dot in a transition metal dichalcogenide monolayer, focusing on the example of MoS2. Coupling
of the qubit basis states for coherent control is challenging, as it requires a simultaneous flip of
spin and valley. Here, we show that a tilted magnetic field together with a short-range impurity,
such as a vacancy, a substitutional defect, or an adatom, can give rise to a coupling between the
qubit basis states. This mechanism renders the in-plane g-factor nonzero, and allows to control the
qubit with an in-plane ac electric field, akin to electrically driven spin resonance. We evaluate the
dependence of the in-plane g-factor and the electrically induced qubit Rabi frequency on the type
and position of the impurity. We reveal highly unconventional features of the coupling mechanism,
arising from symmetry-forbidden intervalley scattering, in the case when the impurity is located at
a S site. Our results provide design guidelines for electrically controllable qubits in two-dimensional
semiconductors.
PACS numbers: 76.20.+q, 73.63.Kv, 71.70.Ej, 73.
I. INTRODUCTION
The electron spin in confined semiconductor quantum
dots1,2 (QDs) represents an ideal qubit system for en-
coding information at the quantum level, and a promis-
ing building block for quantum information processing.
All-electric manipulation of electron spins in QDs is en-
abled by spin-orbit interaction in two-dimensional elec-
tron systems as well as in nanowires.3–8 The electronic
valley degree of freedom,9 relevant, e.g., in silicon,10,11
carbon nanostructures, and transition metal dichalco-
genides (TMDCs), has also been proposed for quantum
information processing purposes. This degree of freedom
could be utilized as a qubit on its own,12–14 or together
with the electron spin, forming a combined spin-valley
qubit.14–18
The rise of two-dimensional (2D) materials and van
der Waals heterostructures19,20 promoted 2D semicon-
ducting TMDCs as alternative platforms for electronics,
spintronics,21,22 and valleytronics23 applications, open-
ing up new opportunities in nanoelectronics and opto-
electronics with two-dimensional crystals.24 An appeal-
ing feature of TMDCs is the strong spin-orbit interaction,
which is characteristic of both the valence and conduction
bands,25,26 and arises due to the presence of the heavy
transition-metal atoms of the material. In particular, the
broken inversion symmetry of monolayer (ML) TMDCs
gives rise to a strong spin-valley locking, whereby the
Bloch states close to the valleys have an out-of-plane
spin polarization.27 Furthermore, the possibility of elec-
trostatically defining QDs in TMDCs such as MoS2, WS2
and WSe2
28–33 offers new opportunities for spin-based
quantum information processing.34–39 On the one hand,
the nuclear-spin-free environment,37,38 achievable via iso-
topic purification, is expected to prolong the qubit life-
time compared to III-V materials such as GaAs – in fact,
this strategy has already proven to boost decoherence
times in diamond and silicon.40 On the other hand, the
spin-orbit interaction present in TMDCs offers the pos-
sibility of efficient spin control via electric fields, which
has potential advantages over magnetic control.
In this work, we consider a single electron confined in
a QD, which is electrostatically defined in the conduction
band of a ML TMDC (see Fig. 1). The two lowest-energy
states in this setup form a spin-valley qubit: the strong
spin-orbit interaction and the broken inversion symmetry
lock the spin to the valley degree of freedom, and thereby
the qubit basis states are characterized by opposite spin
in opposite valleys, |K ↑〉 and |K ′ ↓〉, in analogy with the
spin-valley (or ’Kramers’) qubit in carbon nanotubes.18
An interesting feature of the spin-valley qubit is that it
is difficult to induce a coupling between the basis states,
since that requires a simultaneous flip of the spin and
the valley. On the one hand, this is an advantage, since
it results in a suppressed qubit relaxation, which might
imply a prolonged qubit lifetime. On the other hand,
this makes it difficult to control the qubit with resonant
excitation.
Here, we show that a short-range impurity (e.g., va-
cancy, substitutional atom, adatom) in a ML-TMDC
QD (see Fig. 1) can couple the basis states of the spin-
valley qubit, and thereby allow for resonant qubit con-
trol via an ac electric field, in the spirit of electrically
driven spin resonance. The two main target quantities
we calculate are (1) the in-plane g-factor gxx, which
is made finite by the presence of a short-range impu-
rity, and (2) the Rabi frequency ΩR characterizing the
speed of the electrically induced dynamics of the spin-
valley qubit. We calculate how these two quantites de-
pend on the system parameters, in particular their de-
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FIG. 1. Electric control of a spin-valley qubit in
a MoS2 quantum dot. A circularly symmetric quantum
dot holds a single electron, described by an envelope function
Φ(x, y) with confinement length `. A short-range impurity is
located in the dot, and a tilted magnetic field B is applied.
Electric control of the spin-valley qubit is realized with the
in-plane ac electric field of amplitude Eac and frequency ω.
Control relies on the combination of the electric excitation,
the impurity, and the in-plane component of B, see Eq. (30).
pendence gxx(x0, y0) and ΩR(x0, y0) on the relative po-
sition of the impurity and the QD centre. Based on
recent results36,41,42 on symmetry-forbidden intervalley
scattering in ML-TMDCs, we reveal that the spatial pat-
terns gxx(x0, y0) and ΩRabi(x0, y0) depend drastically on
the type of the impurity (Fig. 3): qualitatively different
spatial patterns are obtained for a defect located at a
transition-metal site (Mo-type impurity, e.g., a Mo va-
cancy in MoS2), and for one located at a chalcogen site
(S-type impurity, e.g., an S vacancy in MoS2). We dis-
cuss the role of symmetry-forbidden intervalley scatter-
ing for adatoms as well (see Table I). We also highlight
the fact that the impurity-induced coupling between the
spin-valley qubit states increases as the spin-orbit split-
ting decreases. Therefore, we expect that the associated
effects are most easily observable in the ML-TMDC with
the smallest conduction-band spin-orbit splitting, that is,
in MoS2.
The rest of the paper is organized as follows. In Sec. II
we introduce the setup and the ingredients of our model:
the envelope function approximation, the spin-orbit and
Zeeman interactions, the impurity matrix elements, and
the electrical drive. In Sec. III we describe intervalley
scattering between the electronic states, and the impor-
tant differences between the Mo-type and S-type impu-
rities. In Sec. IV we introduce the spin-valley qubit. In
Sec. V we derive the in-plane g-factor of the spin-valley
qubit and in Sec. VI we describe electrically driven Rabi
oscillations of the qubit. In Sec. VII we quantify our
generic results in the special case of MoS2, and conclude
in Sec. VIII.
II. SETUP AND MODEL
The setup we consider is shown in Fig. 1. The material
hosting the spin-valley qubit is a ML-TMDC, e.g., MoS2,
lying in the x-y plane. We consider an electrostatically
defined QD, where a single electron is confined with a
parabolic, cylindrically symmetric potential
Vconf(x, y) = 1
2
m∗ω20
[
(x− x0)2 + (y − y0)2
]
, (1)
which is centered at the position (x0, y0). Here, m
∗ is
the effective mass of the electron, and ω0 is the angular
frequency of the confinement. The typical length scale
of the confinement is the oscillator length, defined as
` =
√
~/(m∗ω0). In principle, the QD can be formed
either in the conduction band or in the valence band –
throughout the paper we use a terminology correspond-
ing to the conduction band. Here and henceforth, cal-
ligraphic font (e.g., Vconf) is used to denote real-space
Hamiltonians.
In the absence of spin-orbit interaction, magnetic
fields, and impurites, the real-space single-electron
Hamiltonian of this system reads HQD = K+Vcr +Vconf,
where the first two terms are the kinetic energy and the
crystal potential, respectively. The confinement potential
Vconf varies slowly in space (` a, where a is the lattice
constant), therefore we can build the description of the
electronic states upon the envelope-function Hamiltonian
HEF = − ~
2
2m∗
(
∂2
∂x2
+
∂2
∂y2
)
+ Vconf(x, y). (2)
The eigenfunctions of HEF have the form Φnm(x, y) =
φn(x−x0)φm(y− y0), where φn is the nth 1D harmonic-
oscillator eigenstate, and the corresponding energy eigen-
value is (n+m+ 1)~ω0.
Having the envelope functions Φnm at hand, we can
express the corresponding real-space wave functions as
|nmvs〉 =
∑
k
cnmk |Ψ(1)c,vK+k〉χs. (3)
Here, the spin [valley] degree of freedom is incorporated
via the spin quantum number s ∈ (↑, ↓) [valley index
v ∈ (K,K ′) ≡ (+1,−1)] , cnmk is the Fourier transform
of the envelope function Φnm(x, y), and χs is the spin
wave function. Furthermore, |Ψ(1)c,k〉 is the conduction-
band Bloch function at the k point of the Brillouin zone,
approximated up to first order in k · p theory (see details
in Appendices A and C). Note that cnmk is a well local-
ized function around k = 0, so, e.g., the state |nmKs〉
dominantly contains those Bloch functions whose wave
vectors are within a small ∼ 1/` radius of the valley K.
The normalization condition is
∑
k |ck|2 = 1. In what fol-
lows, we will exploit time reversal symmetry to enforce
Ψ
(1)
c,K′(r) =
[
Ψ
(1)
c,K(r)
]∗
.
Beside the Hamiltonian HQD, which incorporates the
kinetic energy, crystal potential and confinement poten-
tial discussed above, we now add to our model the spin-
orbit interaction, the magnetic field, the electric field,
3and the impurity. To formulate this complete Hamilto-
nian, we use the basis defined in Eq. (3). In this basis,
the real-space Hamiltonian HQD is represented as
HQD = ~ω0
(
a†xax + a
†
yay + 1
)
, (4)
with the creation operators defined via
a†x =
∑
nmvs
√
n+ 1 |(n+ 1)mvs〉 〈nmvs| , (5)
a†y =
∑
nmvs
√
m+ 1 |n(m+ 1)vs〉 〈nmvs| . (6)
Even if the magnetic field is zero, the fourfold degener-
ate orbital states are split due to the intrinsic spin-orbit
interaction, that plays a significant role in ML-TMDC.
Typically, spin-orbit splitting ∆SO is expected to exceed
(or at least be comparable with) the orbital level spacing
~ω0 in a QD.35 We describe the spin-orbit splitting using
the Hamiltonian
HSO = −∆SO
2
τ3sz, (7)
where τ3 is the third Pauli matrix in valley space, de-
fined as τ3 =
∑
nmv v |nmv〉 〈nmv|, and sx,sy and sz are
spin Pauli matrices. As a result of the spin-orbit interac-
tion, the fourfold degeneracy of the orbital ground state
is split to two Kramers doublets by an energy ∆SO, in a
way that the ground-state Kramers doublet is labelled
with valley and spin indices as |00K ↑〉 and |00K ′ ↓〉.
The electron can occupy some superposition within the
two-dimensional subspace of the lower-energy Kramers
doublet, i.e., the electron represents a Kramers qubit or
spin-valley qubit.
The external magnetic field B =
(B⊥ cosϕB , B⊥ sinϕB , Bz) is represented by the
following Hamiltonian
HB =
1
2
µBgsB · s+ 1
2
µBgvBzτ3 (8)
where the terms describe the spin and valley Zeeman
splitting. Furthermore, gs ≈ 2 is the spin g-factor,
gv is the material dependent valley g-factor, and µB is
the Bohr-magneton. In the presence of Bz, the spin-
valley qubit basis states (i.e., the lower-energy Kramers
doublet |00K ↑〉 and |00K ′ ↓〉) are split by the energy
(gv+gs)µBBz, so the corresponding out-of-plane g-factor
gzz = gv+gs is finite and also material dependent. On the
other hand, in an in-plane magnetic field, the spin-valley
qubit remains degenerate, that is, the in-plane g-factor
(gxx = gyy) in a clean ML-TMDC QD is zero. The sim-
ple explanation behind this is that the Kramers-doublet
have different spin and valley quantum numbers, and the
in-plane B-field does not couple the different valleys.
Note that in Eq. (8), we neglect orbital effects of the
magnetic field beyond the valley Zeeman effect, as those
would not contribute to our results within the third-order
perturbative description we will apply below. Note, how-
ever, that the omitted orbital effects might be important
in slightly different settings, e.g., when the spin-valley
physics of excited QD orbitals is described.
The impurity is modelled as a spin-independent scat-
tering centre, described by an electrostatic potential
Uimp(r). We choose our reference frame such that the
impurity is located at the origin; therefore, the relative
position of the impurity and the QD centre is represented
by the QD centre location r0 = (x0, y0) defined above.
Because of the short-range character, the impurity cou-
ples different orbitals and valley effectively, hence it is
expressed in our basis of Eq. (3) as a dense matrix:
Himp =
∑
nmv
∑
n′m′v′
∑
s
∆˜nmn
′m′
vv′ |nmvs〉 〈n′m′v′s| , (9)
where we introduced the QD impurity matrix elements
∆˜nmn
′m′
vv′ = 〈nmvs|Uimp|n′m′v′s〉 . (10)
In what follows, we will denote the absolute value and the
complex phase of the intervalley impurity matrix element
as ∆nmn
′m′
KK′ > 0 and ϕ
nmn′m′
KK′ ∈ (−pi, pi].
Finally, to control the spin-valley qubit, we apply
an oscillating electric field along the x axis with am-
plitude Eac and driving angular frequency ω, which
is represented by the real-space Hamiltonian HE =
|e|xEac cos(ωt). In our model, we take this into account
via
HE = |e| `√
2
(ax + a
†
x)Eac cos(ωt), (11)
where e is the electron charge. This completes our model
Hamiltonian H = HQD +HSO +HB +Himp +HE .
III. INTERVALLEY SCATTERING
Our goal is to describe the impurity-induced effects (in-
plane g-factor and electrically driven qubit Rabi oscilla-
tions) using our QD model introduced above. To proceed
toward this goal, we need to relate the impurity-induced
matrix elements ∆˜nmn
′m′
vv′ to the microscopic character
of the impurity. As we reveal below, Mo-type impuri-
ties and S-type impurities imply qualitatively different
intervalley matrix elements, due to symmetry-forbidden
intervalley scattering.36,41,42
Combining Eqs. (10) and (3), we express the interval-
ley QD impurity matrix elements with the bulk Bloch
functions Ψ
(1)
k as follows:
∆˜nmn
′m′
KK′ =
∑
k,k′
(cnmk )
∗
cn
′m′
k′ MKK′(k,k
′), (12)
where we introduced the bulk intervalley impurity matrix
elements
MKK′(k,k
′) = 〈Ψ(1)K+k|Uimp|Ψ(1)K′+k′〉 . (13)
These bulk matrix elements and their dependence of the
symmetry of the impurity have been characterized, and
4also quantified for Mo and S vacancies in MoS2, using
density functional theory.41,42 Note that it is experimen-
tally established that such defects are dominant in ML-
TMDC samples.43–46 The key findings of the symmetry
analysis in Refs. 41 and 42, and their consequences for
our problem, are as follows.
(i) Mo-type impurity. If the impurity is located at a
transition-metal site, e.g., a Mo vacancy in MoS2, then
the bulk intervalley scattering impurity matrix element
connecting the K and K ′ points is finite in general,
MKK′(0,0) 6= 0. In this case, since the Fourier transform
cnmk of the envelope function is localized around k = 0,
we obtain a finite result if we use the approximation
MKK′(k,k
′) ≈ MKK′(0,0) when evaluating Eq. (12),
and this will provide a good approximation. This ap-
proximation results in a intervalley QD impurity matrix
element
∆˜nmn
′m′
KK′ = AΦ
∗
nm(0, 0)Φn′m′(0, 0)MKK′(0), (14)
where A is the sample area. Based on the numerical
results of Ref. 41, for a Mo vacancy in MoS2 we estimate
MKK′(0,0) = 145 eVA˚
2
/A.
(ii) S-type impurity. If the impurity is located at a
chalcogen site, e.g., an S vacancy in MoS2, then the bulk
intervalley impurity matrix element, evaluated exactly
between K and K ′, vanishes: MKK′(0,0) = 0. (Note
that in the MoS2 valence band, MKK′(0,0) is zero for
both Mo and S vacancy.) Numerical results in Ref. 41
also reveal that MKK′(k,0) is nonzero, and its abso-
lute value scales linearly with k around k = 0, that is,
|MKK′(k,0)| ∝ k. Using symmetry arguments, we gen-
eralize this result in Appendix B, where we show that
the bulk intervalley matrix element can be described for
short wave vectors as
MKK′(k,k
′) ≈ v · (k − k′), (15)
where v = γ(1,−i)/A and γ > 0. Based on the numerical
results of Ref. 41, for an S vacancy in MoS2 we estimate
γ = 15 eVA˚
3
. The approximation (15) is then used for
evaluating the intervalley QD impurity matrix element
in Eq. (12), yielding
∆˜nmn
′m′
KK′ =
∑
k,k′
(cnmk )
∗
cn
′m′
k′ v · (k − k′) . (16)
Due to the simple form of the harmonic-oscillator en-
velope functions, the intervalley QD impurity matrix el-
ements (14) and (16) can be evaluated analytically. Note
that here and henceforth we consider the case of a single
impurity in the QD. It is straightforward to generalize
our results to an impurity ensemble and provide a sta-
tistical description, see, e.g., corresponding work in the
context of carbon nanotubes.15,47,48
Symmetry-forbidden intervalley scattering, character-
istic of S vacancies as described above, can also appear
for other short-range impurities. A summary of our find-
ings is shown in Table I. Naturally, for substitutional
TABLE I. Symmetry-forbidden intervalley scattering by
short-range impurities in MoS2-type materials. ‘Forbidden’
means that the bulk intervalley impurity matrix element van-
ishes, MKK′(0,0) = 0 (see Eq. (13)).
impurity type direct intervalley scattering
Mo vacancy allowed
S vacancy forbidden
Mo-type substitutional allowed
S-type substitutional forbidden
atop-Mo adatom allowed
atop-S adatom forbidden
hollow-site adatom forbidden
bridge adatom allowed
atoms replacing Mo [S] in the lattice, we expect to find
a nonzero [zero] direct intervalley impurity matrix ele-
ment, as discussed in (i) [(ii)] above, as long as the sub-
stitutional atom does not change the corresponding sym-
metries. Furthermore, we extend the symmetry analysis
discussed in this section and in Appendix B for the case of
adatoms. The four typical high-symmetry locations for
adatoms are hollow-site (adatom on the out-of-plane axis
piercing the center of a Mo-S hexagon), bridge (adatom in
the plane of the S-Mo-S bonds in a given unit cell), atop-
Mo (adatom on the out-of-plane axis piercing a Mo atom)
and atop-S (adatom on the out-of-plane axis piercing a S
atom). In case of an atop-Mo [atop-S] adatom, interval-
ley scattering is allowed [forbidden], see (i) [(ii)]. For a
bridge adatom, we find that even though it does preserve
a symmetry, namely the S-Mo-S plane within the unit cell
remains a mirror plane, this does not give a restriction on
the intervalley matrix element. For a hollow-site adatom
however, the three-fold rotational symmetry around the
axis, together with the symmetry of the conduction-band
wave function, implies that direct intervalley scattering
is symmetry-forbidden, as in case (ii) above.
IV. SPIN-VALLEY QUBIT
We now have all the elements to characterize a spin-
valley qubit in a ML-TMDC quantum dot. We consider
the perturbative case, when the basis states of the spin-
valley qubit are energetically well separated from the
other states, i.e., the coupling matrix elements between
the qubit and the other states are much smaller than
their energy difference:
∆SO, ~ω0 

gsµBBx
gvµBBz
∆nmn
′m′
KK′
|e|Eac`.
(17)
Therefore we treat H0 = HQD + HSO as the un-
perturbed Hamiltonian and H1 = HB + Himp + HE
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FIG. 2. In-plane g-factor and electrically induced
Rabi oscillations of a spin-valley qubit. Blue horizontal
lines show the energy spectrum of the unperturbed quantum
dot, set by orbital level spacing ~ω0 and spin-orbit splitting
∆SO. Lowermost two blue lines are basis states of the spin-
valley qubit. Gray arrows are perturbation matrix elements
(impurity, in-plane magnetic field, ac electric field) that in-
duce second-order static (a) or third-order dynamic (b) mix-
ing of the qubit basis states. This mixing leads to a finite
in-plane g-factor (a) and electrically driven Rabi oscillations
(b) of the qubit.
as the perturbation. The two lowest-energy eigenstate
of the unperturbed Hamiltonian H0 are |00K ↑〉 and
|00K ′ ↓〉; we call these the unperturbed spin-valley qubit
basis states. Below, we consider the undriven case HE =
0 to derive the in-plane g-factor, and the driven case
with finite HE to describe the electrically induced qubit
Rabi oscillations. In both cases, we apply Schrieffer-
Wolff perturbation theory49,50 to derive a 2× 2 effective
Hamiltonian for the spin-valley qubit. In both cases, the
perturbed qubit basis state associated to |00K ↑〉 and
|00K ′ ↓〉 will be denoted by |⇑〉 and |⇓〉, respectively.
V. IN-PLANE g-FACTOR
In a clean dot, the in-plane magnetic field does not
couple the basis states of the spin-valley qubit, so the
in-plane g-factor gxx is zero. However, the impurity-
induced intervalley matrix element combined with a finite
in-plane magnetic field does couple the qubit basis states
via intermediate states at higher energies, see Fig. 2a.
Therefore, in the presence of impurities, a finite in-plane
g-factor is expected for the spin-valley qubit.
To evaluate the in-plane g-factor, we use second-order
Schrieffer-Wolff perturbation theory.49 From that, we ob-
tain the effective qubit Hamiltonian
Hq = H
(1)
q +H
(2)
q , (18)
where
H(1)q =
1
2
µB(gs + gv)Bzσz (19)
H(2)q = −
µBgsB⊥∆0000KK′
∆SO
σ(ϕ0000KK′ + ϕB), (20)
σ(ϕ) = σx cosϕ−σy sinϕ, and σx, σy, σz are Pauli matri-
ces acting on the perturbed qubit basis states |⇑〉 and |⇓〉.
The second-order term H
(2)
q in Eq. (20) is interpreted as
a Zeeman interaction of the qubit with the in-plane mag-
netic field B⊥, which is turned on by the presence of the
impurity. Fig. 2a illustrates one term in the perturbative
sum that generates H
(2)
q , i.e., one path contributing to
this interaction: the lowest two blue lines represent the
unperturbed qubit basis states, other blue lines repre-
sent other eigenstates of the unperturbed Hamiltonian,
whereas the gray arrows represent perturbation matrix
elements connecting those states.
From Eq. (18), we see that the presence of the impurity
does not affect the out-of-plane g-factor gzz, at least in
this order of perturbation theory. Furthermore, the in-
plane g-factor is expressed as
gxx = 2gs
∆0000KK′
∆SO
. (21)
Note that this is essentially the same result as obtained
by Flensberg and Marcus18 for carbon nanotubes, see
their Eq. (5).
In the rest of this section, we consider impurities that
preserve the threefold rotational symmetry of the lattice,
either with a rotation axis containing an Mo atom (e.g.,
a Mo vacancy), or with a rotation axis containing an S
atom (e.g., an S vacancy). We show that the dependence
of the in-plane g-factor gxx on the location r0 of the
QD center with respect to the vacancy is qualitatively
different for the Mo and S types.
The in-plane g-factor is governed by the intervalley
impurity matrix element ∆0000KK′ . For a Mo-type impurity,
Eq. (14) implies that this matrix element inherits the
spatial dependence of the squared wave function at the
impurity position:
∆0000KK′ =
A
`2pi
e−
r20
`2MKK′(0,0). (22)
Due to Eq. (21), gxx inherits the same Gaussian spatial
dependence:
gMoxx = g
Mo
xx,maxe
− r
2
0
`2 , (23)
with
gMoxx,max =
2gsAMKK′(0,0)
`2pi∆SO
. (24)
To evaluate ∆0000KK′ for the case of an S-type impurity,
we use Eq. (16), and there we need the Fourier compo-
nents of the ground-state QD orbital:
c00k =
2
√
pi`√
A
e−
`2|k|2
2 e−ir0·k. (25)
(Recall that our reference frame is chosen such that the
impurity is located at the origin and the QD center is
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FIG. 3. (Color online) Dependence of in-plane g-factor
and electrically driven qubit Rabi frequency on impu-
rity type and position. Upper row: in-plane g-factor for
a Mo-type (a) and a S-type (b) impurity, as functions of the
relative position of the impurity and the quantum-dot center.
Bottom row: electrically driven qubit Rabi frequency for a
Mo-type (c) and a S-type (d) impurity, for a driving electric
field along the x axis. Color-code units for (a), (b), (c), (d)
are defined in Eqs. (24), (28), (32), and (35), respectively.
displaced to r0.) Then, the intervalley matrix element
for the S-type impurity reads
∆0000KK′ =
2
pi
γ
`4
r0e
− r
2
0
`2 , (26)
which implies via Eq. (21) that
gSxx = g
S
xx,max
√
2e
r0
`
e−
r20
`2 , (27)
with
gSxx,max =
2
√
2
pi
√
e
gsγ
`3∆SO
. (28)
Clearly, the dependencies of gMoxx and g
S
xx on r0 are
qualitatively different, which is illustrated in Fig. 3a and
b. Both plots show circular symmetry: the results de-
pend only on the length of r0 but not on its direction,
see Eq. (22) and (26). In case of the Mo-type impurity,
Fig. 3a, the in-plane g-factor decreases monotonically as
r0 is increased, following the Gaussian probability density
of the envelope function at the position of the impurity.
However, the in-plane g factor due to an S-type impu-
rity, Fig. 3b, is different, it is zero if the impurity is at
the QD center, and reaches its maximal value gSxx,max if
the impurity is at a distance r0 = `/
√
2 from the QD
center.
These results imply that in principle, the in-plane g-
factor in a MoS2 QD with a short-range impurity can
be tuned electrically, by reshaping or replacing the QD
as the voltages on the confinement gates are changed.
For example, in the presence of an S-type impurity,
the impurity-induced intervalley coupling, and thereby
the corresponding decoherence processes, could be sup-
pressed by electrostatically tuning the QD to (x0, y0) =
0, i.e., without spatially separating the impurity and the
electron. Also, the dependence of the in-plane g fac-
tor on the impurity position is qualitatively different for
Mo-type and S-type impurities. This implies that ex-
periments, where, e.g., magneto-transport spectroscopy
maps the g factor as a function of QD shape and loca-
tion, could reveal information about the type, number,
and position of the impurities in the QD.
VI. ELECTRICALLY DRIVEN QUBIT RABI
OSCILLATIONS
Here we show that the spin-valley qubit defined in the
MoS2 QD can be coherently controlled by an ac electric
field, if a tilted magnetic field is applied, and at least
one short-range impurity is present in the dot. In this
case, the ac electric field induces qubit Rabi oscillations,
when the qubit evolves coherently and cyclically between
the two basis states |⇑〉 and |⇓〉, if the driving frequency
ω is chosen to be resonant with the qubit’s Larmor fre-
quency ωq. Our goal is to calculate the Rabi frequency
characterizing these oscillations.
Similarly to the preceding section, here we also map
our Hamiltonian H = H0 + H1, acting in an infinite-
dimensional Hilbert space, to a two-dimensional effective
qubit Hamiltonian. Note that in this case, H1 is time
dependent due to the presence of the ac electric field
in HE(t). We use time-dependent Schrieffer-Wolff per-
turbation theory,50 treating H1 as the perturbation, to
obtain the qubit Hamiltonian. We find that the leading-
order time-dependent term in the effective qubit Hamil-
tonian appears in the 3rd order of perturbation theory,
and reads
H(3)q (t) = ~ΩR cos(ωt)σ(ϕ0010KK′ + ϕB), (29)
where
~ΩR =
√
2
(|e|Eac`)(gsµBB⊥)∆0010KK′
∆SO~ω0
. (30)
This coupling appears due to the interplay of the in-plane
magnetic field, the ac electric field and the impurity.
Fig. 2b illustrates one of the three-step paths via vir-
tual intermediate states that contribute to this coupling.
Note that the fact that the only intervalley impurity ma-
trix element appearing in Eq. (29) is ∆0010KK′ is due to the
choice that the driving electric field is along the x direc-
tion and that the confinement potential is parabolic.
We consider the magnetic-field hierarchy Bz 
B⊥
∆0000
KK′
∆SO
, for which the qubit Larmor frequency is dom-
inated by the out-of-plane component of the magnetic
7field. In this case, the qubit Larmor frequency is given
by ωq ≈ µB(gs + gv)Bz. We want to describe the elec-
trically induced dynamics of this qubit with the initial
state being |⇓〉. Upon resonant or almost-resonant driv-
ing, ω ≈ ωq, and assuming that the driving is weak, the
dynamics remains in the two-dimensional space of the
spin-valley qubit, and the qubit will show simple Rabi os-
cillations, characterized by the Rabi frequency ΩR given
by Eq. (30).
From Eqs. (30), the Rabi frequency is proportional to
the impurity matrix element ∆0010KK′ , which can be calcu-
lated for a Mo-type impurity using Eq. (14). We find
that the dependence of the Rabi frequency as a function
of the impurity position is given by
ΩMoR = Ω
Mo
R,max
√
e
2
|x0|
`
e−
r20
`2 , (31)
where the maximal value of the Rabi frequency is
ΩMoR,max =
√
2
e
|e|EacgsµBB⊥
pi`∆SO~2ω0
AMKK′(0,0). (32)
The dependence of the Rabi frequency Eq. (31) on the
impurity position is shown in Fig. 3c. The key features
are: (i) The Rabi frequency is maximized when the po-
sition of the impurity is r0 = (± √`2 , 0). (ii) The Rabi
frequency decreases when the impurity is moved outside
from the QD. (iii) The Rabi frequency is exactly zero if
the impurity is placed in the QD center, or on the line
x0 = 0.
Feature (iii) can be explained as follows. The exter-
nal ac electric field along the x axis induces a spatial
oscillation of the electron in the x direction, therefore
the relative position of the impurity and the QD also os-
cillates with a small  ` amplitude. Since, as seen in
Fig. 3a, the in-plane g factor gxx depends on the relative
position according to the spatial oscillation of the wave
function leads to a temporal oscillation of gxx, driving
a Rabi oscillation between spin-valley qubit basis states.
However, in the vicinity of the line x0 = 0, gxx depends
on x0 quadratically, therefore the ac electric field does
not generate a time-dependent gxx in first order, and
therefore the Rabi frequency is zero.
If the impurity in the QD is S-type, then the Rabi
frequency is expressed from Eqs. (30), (16), (25), and
c10k =
8
√
pii`2√
A
kxe
− `2|k|22 e−ir0·k. (33)
as
ΩSR = Ω
S
R,max|1− 2x0(x0 + iy0)/`2|e−
r20
`2 , (34)
where
ΩSR,max =
2|e|EacgsµBB⊥
pi`2∆SO~2ω0
γ, (35)
The spatial dependence of the Rabi frequency is plotted
in Fig. 3d; the main features are as follows. (i) the Rabi
frequency reaches its maximal value if the impurity is in
the centre of the QD. (ii) There is no coherent transition
if the impurity is placed at the position r0 = (± √`2 , 0).
(iii) The Rabi frequency has a local maximum if the
monovacancy is at the position r0 = (±
√
3
2`, 0). We
note that the simple explanation of the previous para-
graph, applied for the Mo-type impurity and based on
the adiabatic modulation of the in-plane g-factor, does
not explain features (i) and (iii) in the case of an S-type
impurity. We anticipate that in this case, the relation be-
tween the g-factor and the qubit dynamics can be char-
acterized by a combination of the ‘Zeeman-modulation’
and ‘iso-Zeeman-modulation’ mechanisms.51
VII. QUANTIFYING THE RESULTS FOR MOS2
In this work, the in-plane g-factor and the electrically
driven Rabi oscillations are described in the perturbative
regime, see Eq. (17), where the spin-orbit splitting ∆SO is
a large energy scale. In this regime, the coupling between
the spin-valley qubit basis states decreases as the spin-
orbit splitting is increased. Among the semiconductor
ML-TMD materials, MoS2 has the smallest spin-orbit
splitting.35 Therefore, this seems to be the material best
suited to observe the effects predicted here. Here we
quantify the in-plane g-factor and Rabi frequency for a
single-electron spin-valley qubit in a ML MoS2 QD.
We consider a QD with orbital level spacing ~ω0 ≈ 0.5
meV. Using m∗ ≈ 0.5 me, the oscillator length is ` ≈
17.5 nm. According to numerical studies of ML MoS2,
the spin-orbit gap is ∆SO = 3 meV and the valley g factor
is gv ≈ 4.35 We assume a magnetic field with in-plane
component B⊥ = 1 T, and a driving electric field with
amplitude Eac = 10 kV/m. The latter value implies that
the amplitude of the electrons spatial oscillations is 6 nm,
smaller than the oscillator length `, so the perturbative
treatment described above is justified.
If the Mo-type impurity is a Mo vacancy, and it is
placed at the QD center, then Eq. (22) combined with
the numerical estimate41 MKK′(0,0) = 145 eVA˚
2
/A
gives ∆0000KK′ = 1.5 meV for the intervalley impurity ma-
trix element. This value is larger than the orbital level
spacing, in disagreement with the assumption Eq. (17).
Therefore, our results (23) and (31) for the g-factor and
Rabi frequency can be applied for a Mo vacancy in MoS2
only if the distance of the vacancy from the QD centre is
larger than 32 nm; in this case the orbital level spacing
exceeds the impurity matrix element, and hence a per-
turbative treatment of the latter is valid. Of course, our
results (23) and (31) can also be applied for other Mo-
type defects in MoS2 or in other ML-TMDC materials,
if the corresponding impurity matrix elements are below
the orbital level spacing.
If the S-type impurity is a S vacancy, then the maximal
value of intervalley impurity matrix element according
to Eq. (26) is 0.8 µeV, complying with the perturbative
8hierarcy of Eq. (17). Then, the value of the maximal in-
plane g factor Eq. (28) is gSxx,max = 10
−3, and the maxi-
mal Rabi-frequency from Eq. (35) is ΩSR,max = 37 MHz.
Note that in this example, also the intravalley QD impu-
rity matrix element is smaller then the orbital level spac-
ing, and therefore using the harmonic-oscillator envelope
functions as the orbital basis is a reasonable approxima-
tion. (Based on the numerical results of Ref. 41, we es-
timate MKK(0,0) = 15 eVA˚
2
/A, implying ∆0000KK = 150
µeV for the parameter set considered here.)
VIII. CONCLUSIONS
In this work, we have proposed and analysed a way
to coherently control a single-electron spin-valley qubit,
that is defined in a QD in a ML-TMDC material, e.g.,
MoS2. Qubit control is performed in a fashion similar to
electrically driven spin resonance: a resonant ac electric
field drives Rabi oscillations with the help of an in-plane
magnetic field and a short-range impurity; the former
flips the spin and the latter flips the valley. For the case
of a S-type impurity in the QD, we estimated that electri-
cally driven qubit Rabi frequencies of the order of 10-100
MHz can be achieved. We also revealed and discussed
the unconventional dependence of the in-plane g factor
and the electrically driven Rabi frequency on the impu-
rity position, which arises for S-type impurities due to
symmetry-forbidden intervalley scattering. Our results
provide design guidelines for efficient electric control of
spin-valley qubits in monolayer MoS2, which are promis-
ing building blocks for quantum information processing
experiments, expected to show boosted coherence times,
especially in isotopically purified samples.
IX. ACKNOWLEDGMENTS
We acknowledge useful discussions with G. Burkard,
R. Frisenda, K. Kaasbjerg, J. Peto˝, and L. Tapaszto´.
GSz and AP acknowledge the financial support of the
National Research, Development and Innovation Of-
fice of Hungary via the National Quantum Technolo-
gies Program NKP-2017-00001 and the OTKA Grants
105149, 108676 and 124723. LC acknowledges fund-
ing from the European Union’s Seventh Framework Pro-
gramme (FP7/2007-2013) through the ERC Advanced
Grant NOVGRAPHENE (GA No. 290846) and the
Comunidad de Madrid through the grant MAD2D-CM,
S2013/MIT-3007. AP is supported by the U´NKP-17-4-
III New National Excellence Program of the Ministry of
Human Capacities of Hungary.
Appendix A: Notation and preliminaries: k · p
perturbation theory
Here, we review the elements of k · p theory that are
relevant for the description of conduction-band electrons
in the ML-TMDC materials studied here. These consid-
erations are required to describe intervalley scattering by
S-type impurities, e.g., an S vacancy in MoS2.
The single-electron Hamiltonian of the perfect crystal
is
Hcr =
p2x + p
2
y + p
2
z
2me
+ Vcr(r, z), (A1)
where the crystal potential is denoted by Vcr(r, z) with
r = (x, y). The eigenstates of Hcr are Bloch states:
Ψα,k(r, z) =
1√
A
eikruα,k(r, z), (A2)
where α is the band index, A is the sample area, and the
lattice-periodic u functions are normalized as∫ ∞
−∞
dz
∫
sample
d2r|uα,k(r, z)|2 = A. (A3)
The corresponding eigenvalues (i.e., the band structure)
are denoted as α,k.
Our quantum dot holds a single conduction electron
in a spatially slowly varying confinement potential. In
this setup, the electronic wave function can be described
via Bloch states from the vicinity of the conduction-band
edge, that is, from the vicinity of the K and K ′ points of
the Brillouin zone. For crystal momenta around, e.g., K,
we can use first-order perturbation theory to express the
conduction-band (α = c) Bloch states Ψc,K+k with the
band-edge Bloch states Ψα,K – this procedure is called
k · p perturbation theory. In this theory, the so-called
Kohn-Luttinger basis functions are used to form a matrix
representation of the Hamiltonian:
φα,K+k(r, z) = e
ikrΨα,K(r, z)
=
1√
A
eiKreikruαK(r, z). (A4)
In the Kohn-Luttinger basis, the crystal Hamiltonian
reads
(Hcr)α,K+k,α′,K+k′ = αδαα′δkk′ + δkk′k · P αα′ ,(A5)
where α = α,K , the fully diagonal kinetic energy term
~2k2/(2me) was omitted, and
P αα′ =
1
A
~
me
〈uαK |p|uα′K〉 (1− δα,α′). (A6)
with p = (px, py).
The next step in k · p theory is to reduce the multi-
band problem defined by the crystal Hamiltonian Hcr to
the conduction band. For this, second-order Schrieffer-
Wolff perturbation theory49 can be applied, where the
fully diagonal first term of Eq. (A5) is the unperturbed
9Hamiltonian, and the second (k · p) term of Eq. (A5)
forms the perturbation. The Schrieffer-Wolff transforma-
tion has the form H˜cr = e−SHcreS , where the expression
for the anti-Hermitian first-order transformation matrix
is49
ScK+k,αK+k′ ≈ −δkk′ k · P cα
c − α , (A7)
and the resulting effective conduction-band Hamiltonian
reads (
H˜cr
)
cK+k,cK+k′
= k
~2
2m∗
k δk,k′ (A8)
Here, we introduced the inverse effective mass tensor via
1
m∗
=
2
~2
∑
α 6=c
P cα ◦ P αc
c − α . (A9)
where ◦ is the dyadic product. Note that since a threefold
rotation around an out-of-plane axis is a symmetry of the
lattice, the effective mass is isotropic, i.e., this tensor is
diagonal.
The effective conduction-band Hamiltonian matrix H˜cr
is diagonal, so its eigenvectors c(k) can be labelled by the
wave vector k, and have the trivial structure c
(k)
k′ = δk,k′ .
The corresponding eigenvalue is ~k2/(2m∗). To obtain
the corresponding Bloch state Ψc,K+k(r, z), we have to
invert the Schrieffer-Wolff transformation,
Ψc,K+k =
∑
αk′
[∑
k′′
(
eS
)
α,K+k′,cK+k′′ c
(k)
k′′
]
φα,K+k′ .
(A10)
Making a linear expansion of the exponential, and us-
ing the the first-order result (A7) for the transformation
matrix, we obtain the perturbative first-order approxi-
mation Ψ
(1)
c,K+k for the Bloch state Ψc,K+k as
Ψ
(1)
c,K+k = φc,K+k +
∑
α 6=c
k · P αc
c − α φα,K+k (A11)
= eikr
Ψc,K +∑
α 6=c
k · P αc
c − α Ψα,K
 ,(A12)
where the arguments r, z are suppressed. This result is
used in this work to evaluate the linear-in-momentum
component of the intervalley matrix elements of a short-
range impurity. Note that this treatment, i.e., taking into
account the k · p-induced hybridisation of the conduction
band with remote bands, is required only for S-type im-
purities, where a linear-in-k expansion of the intervalley
matrix element is needed to obtain a nonzero result.
Appendix B: S-type impurity: symmetry constraints
of the bulk intervalley matrix element
For an S-type impurity, the symmetries of the
conduction-band-edge Bloch function and the atomic
structure pose the constraint (15) on the linear-in-k con-
tribution of the bulk intervalley impurity matrix element
MKK′(k,k
′), defined in Eq. (13). Here we derive this
constraint, with the specification that the Bloch states
in the definition (13) are given by the k · p result (A12).
The generic expression for the linear-in-k bulk inter-
valley impurity matrix element, without any symmetry
restrictions, is
MKK′(k,k
′) = z0 + zxkx + zyky + z′xk
′
x + z
′
yk
′
y,(B1)
where the 5 coefficients are complex numbers. It is natu-
ral to expect that the rotational symmetry (C3) provides
a relation between MKK′(C3k, C3k
′) and MKK′(k,k′),
and that time-reversal symmetry provides a relation be-
tween MKK′(−k′,−k) and MKK′(k,k′). We derive
these relations here, transform them to relations between
the 5 z coefficients, and thereby simplify the general ex-
pression in Eq. (B1).
To exploit the rotational symmetry C3, we start from
MKK′(C3k, C3k
′) = 〈Ψ(1)c,K+C3k|Uimp|Ψ
(1)
c,K′+C3k′〉 .(B2)
On the one hand, from Eq. (A12), we know
Ψ
(1)
c,K+C3k
= ei(C3k)r
Ψc,K +∑
α6=c
(C3k) · P αc
cK − αK Ψα,K
 ,
(B3)
and that this is a non-degenerate Bloch state with en-
ergy eigenvalue c,K+k. On the other hand, we know
36,41
how the band-edge Bloch states transform under rotation
around an S site: C3Ψα,K = ω
nαΨα,K with ω = e
i2pi/3
and nα ∈ {−1, 0, 1}, and nc = 1 in particular. Combin-
ing these with Eq. (A12), we find
C3Ψ
(1)
c,K+k = e
i(C3k)r
ωΨc,K +∑
α6=c
k · P αc
cK − αK ω
nαΨα,K
 .
(B4)
Importantly, this is also a Bloch state with energy
c,K+k. Since the Bloch states (B3) and (B4) have the
same energy and momentum, they must be identical, up
to a complex phase factor. This requirement implies
Ψ
(1)
c,K+C3k
= ω−1C3Ψ
(1)
c,K+k. (B5)
We describe the K ′-valley Bloch states as time-
reversed K-valley Bloch states, Ψα,K′ = Ψ
∗
α,K , yielding
C3Ψα,K′ = ω
−nαΨα,K′ , and
Ψ
(1)
c,K′+C3k′ = ωC3Ψ
(1)
c,K′+k′ . (B6)
Combining Eqs. (B5) and (B6) in Eq. (B2), and exploit-
ing the rotational symmetry C3UimpC−13 = Uimp of the
impurity potential, results in
MKK′(C3k, C3k
′) = ω−1MKK′(k,k′). (B7)
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To exploit time reversal symmetry T , which is the com-
plex conjugation in our case, fulfilling T = T−1, we start
from
MKK′(−k′,−k) = 〈Ψ(1)c,K−k′ |Uimp|Ψ(1)c,K′−k〉 . (B8)
Again, we describe the K ′-valley Bloch states as time-
reversed K-valley Bloch states: Ψ
(1)
c,K′−k =
[
Ψ
(1)
c,K+k
]∗
.
Using this together with the time-reversal symmetry
TUimpT−1 = Uimp of the impurity potential, i.e., that
the latter is real-valued, we find
MKK′(−k′,−k) = MKK′(k,k′). (B9)
The symmetry-based equations (B7) and (B8) must
hold for any values of the wave-vector components kx,
ky, k
′
x, k
′
y. Therefore, these equations form a set of 10
complex linear equations for the 5 complex unknown z
coefficients. We solve this linear set, and apply the re-
sulting relations in Eq. (B1), yielding
MKK′(k,k
′) = (kx − iky − k′x + ik′y)zx. (B10)
Clearly, zx inherits a global complex phase factor from
the band-edge Bloch state Ψc,K , and hence with appro-
priate choice of global complex phase for Ψc,K we can
make zx positive. Hence, we have proven that the form
of the bulk intervalley impurity matrix elements follow
Eq. (15), with the identification zx = γ/A.
Note that the key difference between the Mo-type
and S-type impurities is the transformation factor nc.
I.e., both types of impurities preserve the C3 rotation
around the impurity site as a symmetry of the struc-
ture. However, the rotation around the Mo-type impu-
rity transforms41 the conduction-band-edge state Ψ
(1)
c,K
as C3Ψ
(1)
c,K = Ψ
(1)
c,K , that is, with nc = 0, implying that
MKK′(0,0) is finite in general for a Mo-type impurity,
and therefore can be used to approximate the intervalley
impurity matrix elements between the QD wave func-
tions.
Appendix C: Quantum-dot wave functions from the
envelope-function approximation
We have described the wave function of the electron in
our QD via Eq. (3), i.e., as a wave packet, formed by the
conduction-band Bloch states Ψ
(1)
c,k expressed from k · p
theory. Here we summarize how Eq. (3) is obtained from
the envelope-function approximation (EFA).
The Hamiltonian H = Hcr+Vconf of the electron in the
QD is the sum of the crystal Hamiltonian Hcr and the
QD confinement potential Vconf. The EFA is an exten-
sion of k · p theory: it also relies on the Kohn-Luttinger
matrix representation of the Hamiltonian, which is now
given by Eq. (A5) plus (Vconf)αk,α′k′ . Exploiting the
spatially slowly varying nature of Vconf and the orthog-
onality of the uαK functions of different bands, the in-
terband matrix elements are neglected, (Vconf)αk,α′k′ =
δαα′ (Vconf)(α)kk′ . Furthermore, intervalley matrix elements
of Vconf are neglected. This approximation is justified
by the numerical results of Ref. 36, which imply that in
our example, the order of magnitude of the confinement-
induced intervalley matrix element does exceed 1 neV,
it remains well below the impurity-induced intervalley
matrix element of a single S vacancy (∼ 1µeV, see our
Section VII).
Similarly to k · p theory, the next step in the EFA is
to reduce the multi-band problem of H to the conduc-
tion band via the Schrieffer-Wolff transformation, treat-
ing the confinement potential as part of the perturba-
tion. Importantly, since the interband matrix elements
of the confinement potential are neglected, the interband
perturbation remains the same as in the absence of the
confinement potential, which implies that the Schrieffer-
Wolff transformation matrix S has exactly the same form
as in k · p theory, i.e., Eq. (A7). The transformation re-
sults in the following effective conduction-band Hamilto-
nian (cf. Eq. (A8)):
H˜cK+k,cK+k′ = ~
2k2
2m∗
δk,k′ + (Vconf)(c)K+k,K+k′ .(C1)
Recall that the effective mass tensor is isotropic; this fact
was used in Eqs. (1) and (2).
Solutions (c, E) of the matrix Schro¨dinger equation∑
k′
H˜cK+k,cK+k′ck′ = Eck (C2)
are usually derived by Fourier transforming this equation
to a real-space envelope-function Schro¨dinger equation,
yielding Eq. (2), finding the solution (Φ, E) of the latter,
and Fourier transforming the envelope function Φ(x, y)
to momentum space, yielding the coefficients ck.
To express the real-space wave function ψ(r, z) corre-
sponding to the eigenvector c of the transformed Hamil-
tonian H˜, we have to invert the Schrieffer-Wolff transfor-
mation [cf. Eq. (A10)]:
ψ =
∑
α,k
[∑
k′
(
eS
)
α,K+k,cK+k′ ck′
]
φα,K+k. (C3)
Using a linear expansion of the Schrieffer-Wolff transfor-
mation matrix in the perturbation, we obtain
ψ =
∑
k
ckΨ
(1)
c,K+k, (C4)
which is then utilized in the main text as Eq. (3). In
words, Eq. (C4) expresses the fact that each electronic
real-space energy eigenfunction of the QD is a packet of
Bloch waves from the vicinity of the K point, and the
coefficients ck of this wave packet can be obtained from
the envelope-function Schro¨dinger equation.
Appendix D: The complete third-order qubit
Hamiltonian
In the main text, we have presented the effective spin-
valley qubit Hamiltonian that is required to describe the
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in-plane g factor and the electrically driven Rabi oscilla-
tions. For completeness, here we present the third-order
effective Hamiltonian, including the third-order time-
independent term that was not discussed in the main
text.
Recall that performing a second-order (time-
independent) Schrieffer-Wolff transformation yields
Hq = H
(1)
q +H
(2)
q as shown by Eqs. (18), (19), and (20).
Performing a third-order time-dependent Schrieffer-Wolff
transformation50 we find
Hq = H
(1)
q +H
(2)
q +H
(3)
q +H
(3)
q (t), (D1)
where the first- and second-order terms are the same as
above, the time-dependent third-order term is given in
Eq. (29), and the time-independent third-order term is
H(3)q =
1
4
µ3Bg
3
s
B2⊥Bz
∆2SO
σz − gvµBBz
∑
nm
(
∆00nmKK′
)2
(∆SO + (n+m)~ω0)2
σz
+ 2
gsµBB⊥
∆SO~ω0
∑
nm
(nm) 6=(00)
1
n+m
[
∆00nmKK′ ∆
00nm
KK
]
σ(ϕ00nmKK′ + ϕB). (D2)
As in the main text, σx, σy, σz are Pauli matrices acting
on the perturbed states |⇑〉 and |⇓〉, see Sec. IV. The
three subsequent terms describe the nonlinear Zeeman
effect, and a higher-order correction of the out-of-plane
and in-plane g-factors, respectively.
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