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Abstract
The measurement of the rate of fuel injection using a constant 
volume, fluid filled chamber and measuring the pressure change as a 
function of time due to the injected fluid (the so called “Zeuch” 
method) is an industry standard due to its simple theoretical 
underpinnings. Such a measurement device is useful to determine key 
timing and quantity parameters for injection system improvements to 
meet the evolving requirements of emissions, power and economy. 
This study aims to further the understanding of the nature of 
cavitation which could occur in the near nozzle region under these 
specific conditions of liquid into liquid injection using high pressure 
diesel injectors for heavy duty engines. The motivation for this work 
is to better understand the temporal signature of the pressure signals 
that arise in a typical injection cycle.
A preliminary CFD study was performed, using OpenFOAM, with a 
transient (Large Eddy Simulation -LES), multiphase solver using the 
homogenous equilibrium model for the compressibility of the liquid/
vapour. The nozzle body was modelled for simplicity without the 
nozzle needle using a nozzle hole of 200μm diameter and the body 
pressurised to values typical for common rail engines. Temperature 
effects were neglected and the wall condition assumed to be 
adiabatic. The chamber initial static pressure was varied between 10 
and 50 bar to reflect typical testing conditions.
Results indicate that vapour formation could occur in areas 10-30mm 
distant from the nozzle itself. The cavitation was initiated around 100 
μs after the jet had started for low ΔP cases and followed the 
development period required for the formation of vortices associated 
with the vortex roll up of this jet. These vortices had localised sites, 
in their core region, below the vapour pressure and were convected 
downstream of their initial formation location. It was also found that 
vapour formation could occur at chamber static pressures up to 50 bar 
(the highest tested) due to cavitation in the shear layer and this vortex 
effect. The pressure signal received at the chamber would therefore 
be more difficult to interpret with additional error components.
Introduction
Fuel injectors are under constant scrutiny as one of the prime factors 
in governing the overall efficiency and emissions output from heavy 
duty diesel engines. Manufacturers of fuel systems are therefore 
pursuing increasingly challenging targets for the accurate 
quantification of the instantaneous mass flow rate and total fuel 
quantity delivered. The characteristics of the fuel delivered such as 
the time rate of change of mass flow for a given pressure differential 
(i.e. rail pressure) are as important as the total quantity delivered for a 
given “shot”. The rate of change of fuel mass flow is an important 
consideration to engine developers as it allows more complex 
combustion strategies that can be tailored for a given engine 
configuration and application [1, 2]. This ‘rate shaping’ is a useful 
tool in order to gain the incremental improvements of combustion 
that are needed to meet the latest emissions targets [3].
Rate shaping can take several forms, two of the most common for 
heavy duty applications being the ‘digital’ and ‘stepped’ profiles. 
Digital rate shaping is when the delay between injection logic and 
hydraulic actuation is small enough that that it becomes insignificant 
in comparison to the time scales for cylinder events such as 
combustion. In this way, many small injections can be delivered over 
a single combustion cycle to deliver precise totalized quantities of 
fuel that are discrete in the time domain but lead to a steady (and 
typically lower peak temperature) rate of heat release curves. Rate 
shaping can also take the form of ‘stepped’ rate curves where the 
initial rate of mass flow from the injector reaches a plateau briefly 
and then rapidly increases to a second, much higher steady delivery 
period [4]. This type of injection control can be useful, for example, 
by minimizing the penetration during the initial phase of injection 
and then developing a secondary plume which penetrates the first.
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One device for characterization of the injection profile was initially 
proposed by Zeuch [5] and consists of a constant volume chamber 
with a pressure sensor and an electronically controllable drain valve 
[6]. The chamber is initially filled with fuel and, as the injection cycle 
begins, the chamber pressure increases proportionally to the amount 
of delivered fuel and the fuel's bulk compressibility (i.e. a “Hookean” 
response, as described by Zeuch [5]) and given by equations 1 and 2 
which approximates the chamber as a lumped parameter system.
(1)
(2)
It can be seen from the preceding equations that the rate of change of 
pressure is directly related to the instantaneous value of mass flow 
rate. The bulk compressibility, K, of the fuel is one of the governing 
thermodynamic parameters for this type of measurement technique 
and therefore must be known, as a function of temperature and 
pressure for measurement or modelling [7]. Several commercial 
devices utilizing this principal are available: Figure 1 shows one such 
device, the ‘HDA’ which was developed by Moehwald [8].
Figure 1. Example of Zeuch pressure chamber for measurement of injection 
characteristics. 1 - Injector under test, 2 - Chamber filled with test fuel, 3 - 
Pressure sensor, 4 - Cooling jacket to maintain constant temperature, 5 - 
Electronically operated drain valve. Diagram from Moehwald Gmbh [8].
It can be seen from the preceding section that the overall rise in 
chamber pressure ( ) is the key measurement for this type of 
system. The chamber is not, however necessarily well represented by 
a lumped parameter system: in practice the injection event is 
accompanied by a set of transient compression and expansion waves 
in the receiving chamber similar to those which accompany the water 
hammer phenomenon. These pressure waves will radiate, initially, 
from each of the nozzle holes outwards until meeting chamber walls 
(or other obstruction), at which point the waves will be reflected 
according to the acoustic properties of the chamber. This leads 
rapidly to a complex domain of overlapping and interacting waves 
resonating within the chamber.
To evaluate the near nozzle field in a Zeuch type device, a CFD study 
was carried out aiming to investigate the development in time of the 
radiating and reflecting pressure waves as these are generated during 
the injection process. An integral part of this evaluation is the 
inclusion of any cavitation present since this phenomenon will also 
affect the measured pressure wave signal. A better understanding of 
the interaction of these pressure waves may allow improved signal 
processing, geometric optimisation and improved accuracy in future 
devices.
It should be emphasized that this study is focused on the field 
external to the nozzle within the chamber and is not deeply concerned 
with the cavitation phenomenon, or the detailed flow conditions, 
either within the injector or within the nozzle itself. The reader is 
directed to the extensive body of literature concerned with modelling 
of diesel injection nozzles such as [9, 10, 11, 12]. However, as will be 
explained further, the pressure waves which also arise within the 
nozzle and injector are relevant and so have been included in the 
study.
Any vapour phase (from cavitation processes) present in the domain 
may have a significant impact on the analysis of the pressure signals 
both due to the difference between the acoustic speed of sound in 
fluid compared to that of the vapour [13] and also the subsequent 
change in mixture bulk compressibility. Any pressure waves 
travelling through an area with cavitation present (assuming that the 
bubble lifetime is sufficiently long) will also experience partial 
reflection from the bubble interface according to the difference in 
acoustic impedance between the fluid and its vapour. Cavitation 
bubble collapse can also generate high pressure waves, this 
phenomenon being well known as the primary mechanism of the 
undesirable erosion effects usually associated with cavitation such as 
found in ships propellers, pumps etc. In this instance however, the 
generation of extraneous pressure waves (i.e. those not directly 
related to the injection of fluid from the injector to the chamber) will 
add multiple noise components to any measured signal.
Method
For the current CFD study the open source software OpenFOAM has 
been used. For the solution of the governing equations the transient 
multiphase compressible solver cavitatingFoam was selected which 
uses the homogenous equilibrium approach for phase mixture 
dispersion. The selection of a transient solver can be justified since 
the timescales for injection processes are small and it is inherently a 
transient event with total time < 1ms. CavitatingFoam was originally 
developed by Karrholm [12] and has been successfully validated by 
Salvador et al [10, 11] up to pressures of 110MPa.
The solver uses a linear barotropic compressibility model and the 
compressibility, ψ, is related to the acoustic function by the speed of 
sound, c
(3)
The solver uses the following barotropic equation of state:
(4)
and applies the following restrictions on the density and vapor 




Combining the above the state equation reads:
(8)
The model used for ψ due to the mixture fraction has the linear form 
that follows:
(9)
The solver includes the viscous effects of the fuel and models the 
total viscosity as a linear combination of the phase state viscosities in 
a similar way:
(10)
Equation (8) can then be solved in an iterative PISO loop for pressure 
in combination with the momentum equation:
(11)
The physical constants used for viscosity, density and saturation 
pressure, psat are given in Table 1 below.
Table 1. Thermodynamic properties
The simulation was configured to use an LES approach for 
turbulence. For the LES modeling, a k-equation eddy-viscosity model 
[14], [15] was chosen using the Bussinesq function of the form
(12)
Where B is the turbulent energy generation term,
(13)
Of which the Smagorinsky model is a subset where the energy 
balance between the dissipation term from 12 equals the generation 
term 13. Salvador et al [16] used the Smagorinsky approach but 
others have rejected it for highly constrained problems.
It is generally accepted that the applicability of LES to planar 
simulation is limited since it is attempting to capture the 3D effects of 
vorticity and turbulent kinetic energy structures. Important turbulence 
mechanisms such as vortex stretching are not found in 2D flows. 
Several authors however have shown that 2D LES can be used 
effectively in problems such as disturbance of a reed [17] or 2D flow 
with vortex shedding around a bluff body such as that by Bouris et al 
[18], Murakami et al [19] and Shao et al [20]. Bouris noted that 
fineness of mesh was of particular concern in the 2D plane (even for 
3D problems) and in the near wall area. Bouris also found that the 
turbulent kinetic energy was captured more accurately with LES than 
with the other available methods. In contrast to this, Murakami found 
that the 2D LES performed poorly in the same situation when 
compared against 3D LES. Shao also found that the vortex shedding 
was asymmetrical in the 2D LES case but not in the 3D case although 
this may be attributed to the use of a different solver mechanism and 
geometry (Shao used a circular rather than cuboid body). In this study 
it was thought that without the input of turbulent kinetic energy, the 
formation of cavitation zones would be underrepresented, particularly 
in the areas external to the nozzle region in the fluid chamber. A 
RANS simulation would have introduced an unwanted averaging 
function that would have again underrepresented the cavitation 
present.
The chamber was assumed to be adiabatic with isothermal fuel 
injected. This is a simplifying assumption made in this work to 
reduce the overall model complexity. Although commercial devices, 
such as that shown in Figure 1 typically have cooling jackets to 
maintain constant temperature in the chamber. The fuel which is 
injected is at higher temperature (due to the compression work 
performed by the pump). This is potentially important because of the 
rapid variation of the vapour pressure of the fuel with temperature. 
However, at least at this stage of knowledge, it was considered a 
second order effect because the representation of the mixing along 
with heat transfer though the walls to maintain a time and spatially 
averaged constant temperature but would add to the overall 
complexity and computational time.
Validation of Solver Selection
In order to validate the choice of solver, several test cases were run 
and compared against the work of Mauger et al [21] (hereafter 
referred to simply as ‘Mauger’). The Mauger experiment utilized a 
shadowgraph like optical setup with a narrow channel sandwiched 
between glass plates. The dimension of the channel was ∼ 400 μm 
wide, 1.5mm long and 2mm deep (with a shallow taper of 0.4°) to 
give a quasi-2D visual flow field. These dimensions were chosen to 
resemble a simplified injector geometry. This particular work was 
chosen due to the use of ISO 4113 as the test fuel (i.e. equations of 
state and experimentally determined fluid properties are available, see 
[22] and [23]) and the fact that their results include visualization of 
instantaneous pressure waves, turbulence and cavitation, all of which 
are expected to be present in the current study [13]. The simulation 
for the validation cases was run for the Mauger test cases with a 
pressure drop across the channel of ΔP = 26.8 bar, ΔP = 31.4 bar and 
ΔP = 35 bar. These were chosen as they represent cavitation 
inception, developed bubble detachment and fully developed 
cavitation in the experimental setup. The model was setup using a 2D 
planar geometry with a 10 × 20 mm volume on each side of the 
channel with no inlet radius. The mesh is consisted of 1.6M 
hexahedral cells with a maximum aspect ratio of 2.5, see Figure 2. 
This meant that the cell across the ‘nozzle’ region was approximately 
20 × 20 μm which is not expected to be accurate in the near wall 
region. The benefit of this mesh however was low computational cost 
for a qualitative comparison.
Figure 2. Mauger validation geometry showing mesh quality in the nozzle 
region.
Although the Mauger data is from a steady flow experiment, the 
simulation was run up to 1200μs and this achieves a quasi-steady 
output for the jet. In order to have adequate boundaries, the top faces 
of the volume on each side of the nozzle were used as the inlet and 
outlet conditions, see Figure 3. The inlet and outlet were set to a fixed 
pressure with the velocity able to fluctuate in order to achieve the 
required pressure differential. This means that the mass flux across 
the inlet and outlet could also be different and given the possibility of 
turbulent structures across the patch, the velocity boundary was 
allowed to allow flow in both directions (it should be noted that the 
flow into the domain from the outlet was negligible and only to allow 
mathematical convergence for the mass continuity equation).
Figure 3. Mauger validation geometry with flow from left to right across the 
central ‘nozzle’.
The comparison with the Mauger results showed good qualitative 
agreement with the cavitation seen in the nozzle section. Figure 4 
shows the visualizations at selected pressure differentials from 
Mauger with areas of high vapor fraction as dark areas and Figure 5 
shows the corresponding simulation results. At the highest pressure 
drop the simulations at ΔP = 35 bar under predict the cavitation.
Figure 4. Cavitation inception (d), development (g) and full detachment (i) 
using an instantaneous shadowgraph like technique. Pressure waves from 
collapsing cavitation bubbles are also visualized (d) as on Fig.9 from Mauger 
[21]
There may also be an effect from nominally small geometric 
differences between the nozzle inlet profile; in the calculations the 
model has 90° inlet while the Mauger test has a visibly larger angle 
with an inlet radius estimated to be up to 10μm.
An analysis of the velocity profile across the nozzle was performed at 
a distance of .05mm from the nozzle inlet, as depicted in Figure 6. 
This shows good agreement with the Mauger reported velocity 
information (calculated from their reported mass flow measurements) 
and is also consistent with the Bernoulli estimated velocity (which 
may be considered to be the theoretical maximum) calculated to be 
92.7 ms−1 using equation (14).
(14)
A maximum value of 88.1 ms−1 was found for this profile which is ∼ 
95% of the Bernoulli value. This data correlates well with similar 
findings from Winklhofer et al [24] who found peak velocities all 
within the range 90 - 95% of the Bernoulli estimate.
Figure 5. Snapshots of vapour fraction evolution, up to 150μs post simulation 
start for Mauger comparison tests at ΔP = 26.8 bar, ΔP = 31.4 bar and ΔP = 35 
bar.
Figure 6. Snapshot of vapour fraction and velocity curves at a distance of 
0.05mm from the inlet and time 160 μs for the Mauger comparison test at ΔP 
= 35 bar.
Simulation of Zeuch Device
A planar injector simulation of a Zeuch instrument was developed 
using a simplified model geometry. In this instance the injector was 
modeled as 2 symmetrical channels of 200 μm width and ∼ 1mm 
length, without taper or radius. The measurement chamber (similar to 
that from Figure 1) was modeled as a square of 20mm × 20mm to 
give sufficient volume such that significant compression of the fuel in 
the chamber did not occur during an injection period. Test cases were 
run at injection pressures of 1000 bar and 2000 bar with chamber 
initial static pressures of 10, 50 and 100 bar to represent typical 
operating conditions for a Zeuch type device. The whole domain was 
meshed with ∼ 5M hexahedral cells with attention paid to the nozzle 
regions such that the cell size in the areas of expected highest 
gradient within the nozzle were a maximum of ∼ 18 × 6μm. This 
mesh is still considered to be quite coarse particularly in the near wall 
regions in order to keep computational costs to a minimum. However, 
further mesh refinement was tested with max cell size reduced to ∼ 11 
× 2.5μm without significant change in results. Appendix 1 shows 
comparative results at timesteps 10, 50 and 100 for pressure and 
velocity distribution. Figure 7 shows the general layout of the 
geometry with an inset of the mesh around the nozzle.
Figure 7. Planar injector and chamber volume with inset of mesh around 
nozzle region.
The boundary conditions for this model consisted of the no slip 
condition for velocity at the wall and a fixed pressure value was 
imposed at the inlet to the injector. The pressure inside the injector 
region was preset to the rail pressure and the chamber pressure was 
set to its static value. At time 0, a virtual interface between these two 
regions was removed and fluid was allowed to move from inside the 
high pressure injector into the nozzle and then into the chamber.
As fluid was allowed to enter the nozzle, the local pressure dropped, 
causing a low pressure wave to propagate upwards through the 
injector until it was reflected from the injector inlet boundary. This 
means that the actual conditions at the entry to the nozzle for pressure 
varied as a function of the length of the injector Li and the speed of 
sound within the injector region (which was higher than the in-
chamber speed of sound by 70% due to its higher pressure). Figure 8 
shows 3 snapshots of the injector body at times of 5, 15 and 25 μs 
where the presence of rarefaction waves moving upwards (due to the 
start of injection) can be seen.
Figure 8. Rarefaction wave propagation upwards inside injector body due to 
the start of injection with an injection pressure of 200 MPa.
The second feature to note is that the pressure conditions inside the 
nozzle followed a similar pattern to that of the injector body, as 
shown in the snapshots of Figure 9. The initial compression wave 
entering from the injector side of the nozzle at time 0 was reflected 
by conditions in the plane of the nozzle exit in a cyclic manner with 
pressure waves oscillating along the length of the nozzle as each was 
re-reflected from the nozzle entry.
Figure 9. Snapshots of pressure at the initial stages of the injection. Oscillating 
pressure waves are evident within the nozzle.
This observation, combined with the time varying local pressure at 
the nozzle due to the previously mentioned pressure waves in the 
injector body (Figure 8), meant that the resulting flow was modulated 
at a frequency related to both the length of the nozzle Ln and the 
injector length Li. These two features were combined to give a 
pulsing pressure at the nozzle exit to the chamber.
Another observation of this particular model to be highlighted is that, 
due to the viscous coupling with phase composition, as the pressure 
dropped below partial vapour pressure and hence vapour cavities are 
formed, the viscosity at this shear interface was significantly reduced 
which also reduces the losses and hence allows higher velocities due 
to the reduced friction [25].
High velocities from the nozzle exit cause a strong shear layer and 
correspondingly vortex rollup to occur. This is a similar effect to that 
found by Didden [26] who observed a jet being formed by piston 
expulsion of water through a nozzle. Further evidence of similarity to 
classical vortex ring production is seen when L/D ratio for the 
Mauger channel is 3.6 is considered; which is below the critical limit 
of 4 as found by Gharib et al [27]. Winklhofer et al [28] also 
observed the formation of cavitation in this shear layer using diesel 
fuel and a similar nozzle like channel geometry. Figure 10 shows the 
ΔP = 35 bar Mauger case and the process described above as the 
vorticity from the boundary layer is ejected into chamber.
Figure 10. Snapshots depicting formation of vortices and cavitation in the core 
as the jet is exiting the nozzle (flow from left to right with an imposed grid for 
reference), ΔP = 35 bar. Top left: Pressure contour, Top right: Vapour fraction, 
Bottom left: Velocity contour (x component), Bottom right: Streamlines and 
velocity vectors coloured by velocity (x component)
The vortices have a lifetime which is measured in the tens of 
microseconds, it takes ∼ 50 μs to start the vortex motion due to the 
inertia of the fluid and boundary layer ejection. The acceleration of 
the rotational motion of the vortex is dependent on the velocity of the 
jet but typically it requires a further 40-50μs to reach a point where 
significant vapor formation occurs in the core region. The top left and 
top right sections of Figure 10 demonstrate this at time = 90 μs. This 
phenomenon was observed in both the Mauger as well as the planar 
injection calculations (it may have been present the Mauger 
experiment but not visible due to the plates or limited viewing 
aperture). The formation of vortices in the planar injector was much 
faster however due to the higher velocities present.
The rotation and translational motion of vortices in the measurement 
chamber persist for timespans greater than the creation time due to 
the absence of walls. Thus the main vortices' are free to convect as 
the jet tip penetrates further into the chamber. As the main jet 
momentum varies however (due to the aforementioned oscillating 
pressure differential), secondary vortices can be formed from the 
interaction effects at the jet base and these mix with the slowly 
decaying main vortices as seen in Figure 11. This is similar to the 
vortex ‘slip-through’ which was observed in several experiments, 
most notably by the work of Yamada and Matsui [29].
Figure 11. Creation of secondary vortices and their interaction, streamlines are 
coloured by velocity magnitude with grid for reference, ΔP = 35 bar case.
As time progresses, the pulsating nature of the nozzle exit pressure 
and the decaying vortices create a pattern of high and low pressure 
regions with the fuel jet ‘moving’ between these areas. Moving in this 
sense means that the vertical components of velocity are oscillating 
spatially. The vortex structures are losing energy (vorticity) the 
further they convect from the nozzle exit which is the region of 
highest vorticity. This means the associated vapour pockets are more 
prone to collapse as the local pressure within the core zones rise and 
are subjected to further local pressure variation (for example from the 
initial injection compression wave being reflected from the chamber 
wall). Figure 12 shows the Mauger ΔP = 35 bar case at times 305, 
306 and 307 μs after start of injection. A vapour pocket is identified 
in the figure which disappears between the recorded data timesteps 
and is replaced by a localized high pressure spot. This is interpreted 
as the vapour pocket collapsing and generating a strong compression 
wave as the surrounding fluid rushes into what was the vapour region. 
This apparent collapse of the vapour pockets can be seen in both the 
Mauger validation set as well as the planar injection test cases. 
Pressure waves generated from the collapse of a vapour pockets then 
expand radially and then impact on other nearby areas of vapour. This 
can set up a chain reaction whereby the first pocket to collapse causes 
a pressure wave which causes another nearby pocket to collapse and 
so on in a cascading effect. From the point of view of a Zeuch device, 
these pressure waves would be seen as high frequency noise on the 
recorded pressure time history and would require filtering or further 
analysis to remove since they are an artefact of cavitation processes 
rather than being a feature associated with the rate of injection of 
fuel.
Figure 12. Magnification of an area approximately 1mm2 from within the 
measurement chamber with a grid added for reference, Mauger test ΔP = 
35bar. Images on the left are vapour fraction and those on the right are 
pressure contours. Top: vapour pocket (305 μs), Middle: vapour pocket no 
longer visible but strong pressure wave seen (306 μs), Bottom: Nearby vapour 
pockets disappear, as pressure wave expands radially (307 μs).
Summary/Conclusions
A two phase OpenFOAM study was carried out that shows cavitation 
could be expected downstream of a submerged diesel injector nozzle 
due to the flow structures induced by the injected jet. The interaction 
of pressure waves from several frequencies such as Li and Ln can 
influence the formation and destruction of vortices and vapour 
cavities. The vapour cavities so formed can have a detrimental effect 
on the measurement of chamber pressure (and hence rate of injected 
mass) due to the change in bulk compressibility, acoustic speed of 
sound and secondary pressure wave generation (when vapour pockets 
collapse). 
• Cavitation is possible in the shear layer and from the formation 
of vortices. 
• When the vortex rotation is strong enough, localized low 
pressure regions at the core can drop below the partial vapour 
pressure. 
• The model is capable of showing pressure waves from 
collapsing vapour pockets. 
• Complex pressure wave interaction from cavitation collapse 
would add a source of noise to a real measurement device. 
• The evolution of vortex structures influences the creation and 
lifetime of vapour cavities. 
• Vapour cavities would have an erroneous effect on the 
assumptions of bulk compressibility and acoustic speed of 
sound.
Future work should consolidate these findings by extending the 
analysis to a 3D wedge geometry over a refined grid and the use of 
sub grid modelling approaches such as Smagorinsky etc. to determine 
what influence the turbulent kinetic energy assumptions have on the 
vortices.
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Definitions/AbbreviationS
c - Speed of sound (ms-1)
ρ - Density (kg/m3)
Li - Length of injector body (mm)
K - Bulk compressibility
ψ - Compressibility factor
P - Chamber pressure (Pa)
μ - Viscosity (c/st)
psat - Saturation pressure (Pa)
V - Volume of measurement chamber
VB - Bernoulli Velocity
γ - Vapour fraction
Pi - Inlet Pressure
Po - Outlet Pressure
u - Velocity
Ln - Length of nozzle (mm)
m - Mass
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