Abstract. The Pierre Auger Observatory aims to discover the nature and origins of the we update the status of this work and describe some of the successes and difficulties encountered 31 over the last few years of use. We explain the machinery used to manage user contributions, 32 to organize the abundance of configuration files, to facilitate multi-format file handling, and 33 to provide access to event and time-dependent detector information residing in various data 34 sources. We also describe the testing procedures used to help maintain stability of the code in 35 the face of a large number of contributions. Foundation classes will also be discussed, including a 36 novel geometry package which allows manipulation of abstract geometrical objects independent 37 of coordinate system choice. 
Introduction

39
The offline software framework of the Pierre Auger Observatory [1] provides an infrastructure can be used only when the sky is moonless and dark, and thus has roughly a 15% duty cycle.
Second, an array of detectors on the ground is used to sample particle densities and arrival 
59
The requirements of this project place demands on the analysis software not unlike those run will be long, it is essential that the software be extensible to accommodate future upgrades to 67 the observatory instrumentation (see for example [3, 4] ), and the software needs to be adaptable 68 to the requirements of the proposed northern site. The offline framework must also handle a 69 number of formats in order to deal with data from a variety of instruments, as well as the output 70 of air shower simulation codes. Additionally, it is essential that all physics code be "exposed" 71 in the sense that any collaboration member must be able to replace existing algorithms with his 72 or her own in a straightforward manner. This is meant to encourage independent analysis and 73 ease comparison of results. Finally, while the underlying framework itself may exploit the full 74 power of C++ and object-oriented design, the portions of the code directly used by physicists 75 should not assume a particularly detailed knowledge of these topics.
76
A prototype of the offline framework was first reported at CHEP04. Since that time, the 77 software has gone into production and has been used to generate physics results for about 78 the past two and a half years. Below we outline the design and describe current state of the 79 framework, and comment on some areas of ongoing development. A more detailed description 80 of the offline software design, including some example applications, is available in [6] ; this note 81 provides an update of the work presented there. 
Overview
83
The offline framework comprises three main parts: a collection of processing modules which can 84 be assembled and sequenced through instructions contained in an XML file or in a Python script, physics and mathematical manipulation, and abstract manipulation of geometrical objects, as 91 described in more detail below. Provenance is afforded through the configuration mechanism, which can concatenate all 123 configuration data accessed during a run and write it in an XML log file and into the event file. This log file includes a preamble with a format identical to that of a bootstrap file, with <sequenceFile> <loop numTimes="unbounded"> <module> SimulatedShowerReader </module> <loop numTimes="10" pushToStack="yes"> <module> EventGenerator </module> <module> TankSimulator </module> <module> TriggerSimulator </module> <module> EventExporter </module> </loop> </loop> </sequenceFile> Figure 2 . Simplified example in which an XML file sets a sequence of modules to conduct a simulation of the surface array. <loop> and <module> tags are interpreted by the run controller, which invokes the modules in the proper sequence. In this example, simulated showers are read from a file, and each shower is thrown onto the array in 10 random position by an EventGenerator. Subsequent modules simulate the response of the surface detectors and trigger, and export the simulated data to file. The pushToStack="yes" attribute instructs the Run Controller to store the event when entering the loop, and restore it to that state when returning back to the beginning of the loop. Note that XML naturally accommodates common sequencing requirements such as nested loops.
XPath addresses specifying the locations of all the configuration data in the file. Thus a log file 126 can subsequently be read as though it were a bootstrap file in order to reproduce a run with an 127 identical configuration.
128
The configuration logging mechanism may also be used to record the versions of modules The configuration machinery is also able to verify configuration file contents against a set 140 of default files by employing MD5 digests [13] . The default configuration files are prepared 
Data Access
148
The offline framework includes two parallel hierarchies for accessing data: the detector 149 description for retrieving conditions data, including detector geometry, calibration constants, 150 and atmospheric conditions, and an event data model for reading and writing information that 151 changes per event.
Detector Description
153
The detector description provides a unified interface from which module authors can retrieve sometimes happens that access to detector data in some other format is required, perhaps as 160 a stop-gap measure. The manager mechanism allows one to quickly provide simple interfaces 161 in such cases, keeping the complexity of accessing multiple formats hidden from the user. The 162 structure of the detector description machinery is illustrated in Fig. 3 .
163
Note that it is possible to implement more than one manager for a particular sort of data.
164
In this way, one manager can override or augment data from another manager. For example, override some data by writing them in an XML file which is interpreted by the special manager.
167
Alternatively, a user may add a manager to append hypothetical detector components to existing 
188
The event is instrumented with a protocol allowing modules to discover its constituents at 189 any point in processing. This protocol provides the means for a given module to determine 190 whether the input data required to carry out the desired processing is available. at any stage in the processing, and reloaded to continue processing from that point onward.
197
Various file formats are handled using the file interface mechanism, including raw event and we encountered streaming our objects using ROOT. As mentioned in section 9, however, the 203 approach does impose an undesirable maintenance burden on developers. Figure 4 . Event input/output. The section labeled "Event Interface" portrays a portion of the transient event. Data are transferred between this transient event and persistent objects through a common file interface. Different file implementations are able to read and/or write in different formats, including those used by the data acquisition systems (DAS formats), formats used by other simulation packages, as well as a "native" format (ROOTEventFile) which accommodates all raw data, reconstructed quantities, and Monte Carlo truth.
204
Utilities
205
The offline framework is complemented by a collection of utilities, including an XML parser,
206
an error logger, various mathematics and physics services including a geometry package, testing 207 utilities and a set of foundation classes to represent objects such as signal traces, tabulated 208 functions and particles. In this section, we describe the geometry package in more detail. Consequently there is no naturally preferred coordinate system for the observatory; indeed each detector component has its own natural system, as do components of the event such as the air integrating tests with the build and distribution system. We have adopted the CppUnit [24] testing framework as an aid in implementing unit tests. In addition to such low-level tests, a 263 set of higher-level acceptance tests has been developed which is used to verify that complete framework public interfaces will be exposed via Python, allowing users to prepare rapid 296 prototypes of analysis and visualization tasks. Python-based module sequencing will also be 297 supported, allowing more intricate run control than is currently afforded through our XML-298 based sequencing system for cases when this may be desired.
299
The user module system described in section 3 is being upgraded to support dynamical loading 300 of modules. This will allow for easier use of modules with the interactive visualization system 301 mentioned above, and support easier module distribution and shorter development cycles.
302
We are in the process of grid-enabling the offline software. The results of a first Auger offline 303 software data processing grid challenge were recently reported [30] . 
Conclusions
308
We have implemented a software framework for analysis of data gathered by the Pierre Auger 
