Abstract-It is shown that two theorems regarding the existence of generalized linear processing orthogonal designs (GLPODs) by Tarokh, Jafarkhani, and Calderbank (in "Space-time block codes from orthogonal designs," IEEE Trans. Inform. Theory, vol. 45, pp. 1456-1467, July 1999) are valid under more general conditions than for which they have been stated and proved.
I. INTRODUCTION
A generalized linear processing complex orthogonal design (GLPCOD) [1] , [2] in k complex indeterminates x 1 ; x 2 ; . . . ; x k of size n and rate R = k=p; p n is a p 2 n matrix E, such that
• The condition given by (2), which we will henceforth refer as equalweights condition has been introduced in [2] as a correction to [1] .
If k = n = p, then E is called a linear processing complex orthogonal design (LPCOD). Furthermore, when the entries are only from f6x1; 6x2; . . . ; 6x k g, their conjugates and multiples of j j j , where j j j = p 01 1 1, then E is called a complex orthogonal design (COD). When the entries of E are real variables and real linear combinations of these variables, it is called a generalized linear processing real orthogonal designs (GLPROD). A GLPROD satisfying k = n = p is called a linear processing real orthogonal design (LPROD) and, in addition, if the entries are only from f6x 1 ; 6x 2 ; . . . ; 6x k g, then it is called a real orthogonal designs (ROD).
The existence of orthogonal designs (ODs) is of fundamental importance in the theory of space-time block codes [1] . In this regard, the paper [1] and Theorems 4.1.1 and 5.5.1 with GLPROD and GLPCOD, respectively. The proof is given only for Theorem 3.4.1 and the remaining three theorems are stated with the remark that the proofs are similar to that of Theorem 3.4.1.
In this correspondence, we show that in case of square GLPCODs of square size, i.e., n = p, Theorems 3.4.1 and 5.4.1 of [1] are valid without the equal-weights condition in the definition of GLPCODs. Notice that the number of variables k need not be equal to n = p.
II. THEOREM 3.4.1 OF [1] REVISITED
We begin by analyzing the proof of Theorem 3.4.1 given in [1] , which is for real orthogonal designs, without assuming the equal-weights condition. 
The proof given in [1] is as follows.
Let E = x 1 A 1 + 111 + x n A n be a linear processing orthogonal design and let 
Then the matrices Ui satisfy the following properties:
After this step, the proof is completed in [1] stating that L = x 1 U 1 + x2U2 + 11 1+xnUn is a linear processing orthogonal design satisfying (3). Substituting from (7) (11) If the equal-weights condition is included in the definition of GLPCOD then clearly (11) is satisfied and the proof is complete. However, even without the equal-weights condition, (9) is valid as shown in the following section. To be specific, in the following section it is shown that for square designs the set of Di's in (4) 
It is important to observe that Di is a diagonal and full-rank matrix for all i. Define Bi = Ai D 01=2 
