The algebraic Riccati equation studied in this paper is related to the suboptimal state feedback H oo control problem. It is parameterized by the H oo norm bound ' Y we want to achieve. The objective of this paper is to study the behaviour of the solution to the Riccati equation as a function of 'Y. It turns out that a stabilizing solution exists for all but finitely many values of'Y larger than some a priori determined boundary 'Y-. On the other hand for values smaller than 'Y-there does not exist a stabilizing solution. The finite number of exception points turn out to be switching points where eigenvalues of the stabilizing solution can switch from negative to positive with increasing 'Y. After the final switching point the solution will be positive semi-definite. We obtain the following interpretation: the Riccati equation has a stabilizing solution with k negative eigenvalues if and only if there exist a static feedback such that the closed loop transfer matrix has no more than k unstable poles and an L oo norm strictly less than 'Y.
Introduction
The algebraic Riccati equation has a long history. The algebraic Riccati equation with a sign-definite quadratic term has played an important role in control theory. It was used in linear quadratic control, Kalman filtering and the combination of the latter two: the Linear Quadratic Gaussian or H 2 control problem (see e.g. [2, 1, 12, 20, 6] . The specific properties of this Riccati equation have also been studied extensively (see e.g. [17] ). But also a more general form of the algebraic Riccati equation has appeared in the literature. In this case, the quadratic term is not necessarily sign-definite. This more general Riccati equation first appeared in the game theory literature (see e.g. [4, 13, 14] ). More recently, it turned out to play an important role in Hoocontrol theory (see e.g. [8, 16, 19] ). In the ·The research of dr. A.A. Stoorvogel has been made possible by a fellowship of the Royal Netherlands Academy of Sciences and Arts.
latter case the Riccati equation is parameterized by a parameter,. It turns out that there exists a state feedback which makes the H oo norm strictly less than, if and only if there exists a positive semi-definite, stabilizing solution to the algebraic Riccati equation. An iterative search then determines the minimal achievable H oo norm, say,•. In the process of determining ,. one also checks for existence of stabilizing solutions for values of, smaller than , •. It turned out that either the solution does not exist or is indefinite. The objective of this paper is to study the behaviour and existence of stabilizing solutions of the algebraic Riccati equation also for values of, smaller than , •. This is not a purely theoretical exercise. This study might help to find more efficient ways to perform the before-mentioned ,-iteration. We also derive a bounded real lemma for transfer matrices which are unstable. In general this Riccati equation plays such an important role in current day controller design that it is important to study its properties. On the other hand we also obtain a very nice interpretation which is valid for all but finitely many,: the Riccati equation has a stabilizing solution with k negative eigenvalues if and only if there exist a static feedback such that the closed loop transfer matrix has no more than k unstable poles and an L oo norm strictly less than,.
Problem formulation
This paper studies the following Riccati equation:
In this paper we only study stabilizing solutions of this equation, Le. solutions for which the following matrix is asymptotically stable:
One of the main reasons for studying this Riccati equation is related to the H 00 control problem. Consider the following system:
The following theorem stems from e.g. [16, 8, 19] 
The bounded real lemma
In our derivation of theorem 2.2, the bounded real lemma will play a role. But this is a different version then the classical result (see e.g. [3, 20] 
such that the following matrix is stable:
The proof is completed by noting via some algebraic manipulations that Z satisfies the above equations if and only if P := Z -"'{2y satisfies the conditions of theorem 3.1.
•
Relation of H oo control problems to J-spectral factorization
In this section we will show the relation between the existence of suitable H00 control problems and J-spectral factorization. This section is strongly based on the paper [11] . We basically study how the results change if we allow unstable closed loop poles. In this section we study the classical one and two block problems and relate the existence of a controller with at most i unstable poles to the existence of a J-spectral factorization with a specific additional feature.
In the next section we relate J spectral factorization to lliccati equations based on a theorem of [5, 11] . Finally, in the section thereafter, we use our results for the two-block problem to prove our theorem 2.2.
The Nehari problem
Let R E L oo be given with 
(ii) There exists Q E H~such that IIR +Qlloo < "'{.
(iii) There exists W E gH oo where W n is invertible with Will E H~satisfying:
The equivalence of (i) and (ii) has been shown in [10] . 
This implies part (ii). Because W has full rank on the imaginary axis, (4.2) implies that G"" JG evaluated on the imaginary axis has the same inertia as J. According to (4.6) this requires that R'2 R 2 -"121 < 0 which in turn implies the existence of the required N.
The two-block problem
• Remark: From the above proof we see that "I should not be such that RIN-I has a Hankel singular value equal to 1. It is easy to check that the Hankel singular values of RIN-l are decreasing functions of "I. Hence the number of exception points is no more than the McMillan degree of RIN-l .
J-spectral factorization
In this section we would like to show the relation between the existence of a J -spectral factorization and the existence of a solution to the algebraic lliccati equation. Also, since the factorization is not unique, we show that the number of unstable poles of the inverse of the (1, 1)-block ofthe J -spectral factor is independent of the specific choice for the J -spectral factor. This is needed because that number played an important role in the previous section. We have: 
)-IC, B(I +D)-I, -C(I +D)-I, (I +D)-I]
Since H has norm less than 1 we can apply theorem 3.1. In other words there exists a matrix Q of the algebraic lliccati equation (3.1). Then, after some algebraic manipulations we get: • The above is for SISO systems a direct consequence of the classical theorem by Rouche (see [18] ). The above allows us to derive the following theorem establishing that the number of unstable zeros of the (1,1) block of a J-spectral factorization is independent of the specific factorization chosen. where:
Cw .-
Therefore we find the following realization for Will: [10] tells us that the number of negative eigenvalues of P is equal to the number of unstable eigenvalues of Aw. In other words, the number of unstable poles of Wi"/ is equal to the number of negative eigenvalues of P. Because of theorem 5.3 it is sufficient to prove the result for one particular J-spectral factorization and hence the proof is complete.
-BI(D T D)-1/2, (D T D)-I(DTC + BiP), (D T D)-1/2] where Aw := A -BI(D T D)-I(DTC +
Youla parameterization
The Youla parameterization is an often used tool in modern control theory (see e.g. [9, 21, 7] ). However, since we allow for a fixed number of unstable poles, we need to extend this theory. First of all, we need to define the unstable closed loop poles of the closed loop system. Suppose we have the following interconnection:
The closed loop transfer matrix from v to z is equal to
Our standing assumption in this paper is that G is stabilizable and detectable. Then we define the unstable closed loop poles as the unstable poles of T( G, K) and the number of unstable poles as the McMillan degree of the unstable part of T( G, K).
We obtain left and right coprime factorizations over H 00 of K and G:
Then it is easy to show that a right coprime factorization of T( G, K) is given by:
Therefore the number of unstable poles of the closed loop system is equal to the number of unstable zeros of
We can now derive the following theorem: where 
It is easy to check that the algebraic Riccati equation for P can be rewritten as:
Moreover is asymptotically stable. It is then a direct consequence of theorem 3.1 that this feedback satisfies the conditions of part (i) of theorem 2.2.
Existence of a stabilizing solution to the Riccati equation
In this section we will determine "'1-which is uniquely defined by the fact that for all but finitely many "'I larger than In conclusion, the minimal achievable L oo norm is equal to the L oo norm of T:;t l whose realization is given by (8.1).
Conclusion
In this paper we established a very general result regarding the existence of stabilizing solutions to the algebraic Riccati equation. The stabilizing solution exists for all but finitely many 1 larger than 1-' Moreover, the stabilizing solution does not exists for 1 smaller than 1-' Moreover, we related the number of negative eigenvalues ofthe stabilizing solution to the number of unstable poles needed to achieve the required L oo performance. Using the techniques ofthis paper one can also derive conditions for the measurement feedback L oo control problem where we look for dynamic controllers which yield no more than i unstable closed loop poles and achieve an a priori given bound on the L oo norm of the closed loop.
However, this seems to be mainly of theoretical interest.
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