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Abstract
Transposable Elements (TEs) are DNA se-
quences that can change their location within
the genome. Accurate classification of TEs
is an important step towards understanding
their effects on genes and their role in genome
evolution. Usually, TEs classification is per-
formed using homology-based tools, compar-
ing a sequence with a database with many
sequences belonging to previously known TE
classes. This is a limited strategy, since it ig-
nores the sequences’ biochemical properties,
and also the hierarchical relationships that
may exist between the different TE classes.
Based on the existing proposals to establish
a hierarchical TE taxonomy, we propose a
preliminary study of TE classification meth-
ods using Machine Learning (ML). The ML
methods will then be compared with exist-
ing literature methods, and evaluated using
measures specifically designed for hierarchi-
cal classification problems.
Appearing in Proceedings of Benelearn 2016. Copyright
2016 by the author(s)/owner(s).
1. Introduction
Transposable Elements (TEs) are DNA sequences
that can move and duplicate within genomes, au-
tonomously or with assistance of other elements. Ac-
curate TEs classification enables research into their
biology and shed light on the evolutionary processes
that shape genomes (Wheeler et al., 2013).
TEs in eukaryotes can be classified according to
whether reverse transcription is needed for their trans-
position (Class I or retrotransposons) or not (Class
II or DNA transposons). Although a consensus for
a universal TE classification has not been reached
yet (Pie´gu et al., 2015), there are some attempts to es-
tablish a hierarchical taxonomy of TEs. The hierarchi-
cal system proposed by (Wicker et al., 2007) is among
the most accepted (Figure 1). It includes the levels of
class, subclass, order, superfamily, family and subfam-
ily. Class I is composed of five orders: LTR retrotrans-
posons, DIRS-like elements, Penelope-like elements
(PLEs), long interspersed nuclear elements (LINEs)
and short interspersed nuclear elements (SINEs).
A widely used method for TE classification is Repeat-
Masker (Smit et al., 2010). This tool is used to
find and mask repeats in query sequences according
to their similarity with sequences from a given anno-
tated library. TEClass (Abrusn et al., 2009) classifies
sequences with a hierarchy of binary classifiers based
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Figure 1. TE hierarchy as introduced by (Wicker et al.,
2007).
on machine learning support vector machines, using
oligomer frequencies as features. Recently, Pastec
(Hoede et al., 2014) was proposed. It also uses several
features of TEs to classify TE sequences: structural
features (TE length, presence of a LTR or TIR, pres-
ence of simple sequence repeats, etc.), sequence sim-
ilarities to known TEs, and conserved functional do-
mains found in HMM profile databases. Importantly,
none of the existing classification systems is able to
provide classifications at the superfamily level, and
also none of them consider the hierarchical relation-
ships between classes.
Since TE classes can be hierarchically structured, we
will investigate TE classification as a ML hierarchical
classification problem (HC) Silla2010, trying to take
the hierarchical class relationships into consideration,
and working with the entire Wicker07:jrnl taxonomy,
which has yet not been done in the literature. HC
is a very challenging problem in ML, since hundreds
or even thousands of classes are involved, and the
prediction task becomes more difficult as we traverse
the hierarchy towards the more specific leaf classes.
Thus, one of our contributions is to construct new TE
datasets for the ML community.
2. Methods
To construct the ML datasets, we downloaded TE se-
quences from two public databases, Repbase (Jurka
et al., 2005) and PSGB Plant database (Nussbaumer
et al., 2013). Based on previous works (Costa et al.,
2007; Costa et al., 2008), we wanted to check if pro-
tein profile signatures could be used as good features
for TE classification. As not all TE sequences are
translated to amino acid sequences, we used the In-
terproscan tool (Jones et al., 2014) to find all open
reading frames (ORFs) associated to each DNA se-
quences. Having these ORFs, we could then use the
ps-scan tool (de Castro, 2006) to match them against
the PROSITE (Sigrist et al., 2002) collection of sig-
natures, which represent sequence patterns. The pres-
ence/absence of these signatures was them used as fea-
tures for ML algorithms. At total, we collected 430
features (PROSITE signatures). The use of PROSITE
signatures as features was already performed for pro-
tein function prediction (Costa et al., 2008), but never
in the context of TEs classification. Figure 2 shows
the pipeline proposed for the construction of our TE
dataset.
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Figure 2. Pipeline for the TE dataset construction.
As a preliminary study, we evaluated the performance
of Decision Tree induction algorithms considering only
the leaf nodes of Wicker’s hierarchy. We used the
Quintan’s Decision Tree induction algorithm (Quin-
lan, 1993) implemented in RWeka (Hornik et al., 2009),
and considered the following TE categories in the ex-
periments: Copia, Gypsy, tRNA, 7SL, 5S, Tc1-M
(Mariner), hAT and Mutator.
3. Results and Final Considerations
Table 1 shows the error matrix generated by the De-
cision Tree after a 10-fold cross-validation experiment.
As can be observed, we could get better results in the
more frequent classes of the dataset, obtaining an ac-
curacy of 79.68%. These are specific classes located
at the leaf nodes of the hierarchy (Gypsy and Tc1-M),
which may be an indicative that the features we are us-
ing (PROSITE signatures) may be very discriminative
in some cases. Also, these classes are located at the
superfamily level, where none of the existing methods
had provided classification.
We consider that the poor results in some classes come
from the class unbalance and also the hierarchy itself.
This preliminary dataset we constructed has very few
positive instances for some classes, for example Copia
and 5S, and many positive instances for other classes,
for example Gypsy, all located in a same hierarchical
level. Also, hierarchical methods could discriminate
classes in a top-down fashion, which is advantageous,
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Table 1. Decision Tree Error Matrix
Gypsy Tc1-M tRNA hAt Copia Mutator 7SL 5S Total
Gypsy 16089 459 34 162 0 0 3 0 16747
Tc1-M 221 1810 69 238 0 1 3 0 2342
tRNA 29 145 160 84 0 0 37 0 455
hAt 287 941 112 669 0 4 23 0 2036
Copia 1553 0 0 0 0 0 0 0 1553
Mutator 111 113 26 45 0 21 4 0 320
7SL 2 5 47 2 0 0 39 0 95
5S 0 16 4 6 0 0 3 0 29
Total 18292 3489 452 1206 0 26 112 0 23577
considering that we could build specialized classifiers
for each class.
We plan to add more ML algorithms to our experi-
ments, and to propose classifiers that take hierarchical
relationships while inducing the model. These clas-
sifiers could take advantage of the fact that classes
closer to the root have more positive instances than
more deeper classes, which could improve the results.
We also plan to investigate other types of attributes,
which can be more discriminative.
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