We present a new analysis that infers polymorphic type dependencies in logic programs. The analysis infers more precise information than previous type dependency inference analyses. The improvement in precision is achieved by making use of set union as a type constructor and non-deterministic type definitions.
Introduction
In logic programming, types have been used in compile-time optimization, program transformation and error detection. A type inference analysis derives type information from the text of the program. Many type inference analyses have been proposed for logic programs. Most of those proposed analyses disregard dependencies between types of terms bound to different variables, which causes loss of precision. To the best of our knowledge, only analyses in (2; 6; 7; 14; 16) capture polymorphic type dependencies.
The analysis in (2) infers a set of abstract atoms p(τ1, . . . , τn) where p is a predicate symbol and each τi is a poly-type -a type expression that may contain type parameters. Each abstract atom describes a set of atoms in the success set of the program. Let () be the list type constructor. Then, abstract atom p(β, (β)) with β being a type parameter describes p(t1, t2) iff there is a type R such that t1 is of type R and t2 is of type (R). For instance, the abstract atom describes p(1, [2, 3] ) where the term 1 is of type int and the term [2, 3] of type (int). The analysis in (6) is similar to that in (2) except that its inferred abstract atoms describe the whole success set of the program while the result of (2) describes only well-typed atoms in the success set. As an improvement on (6) , an associative, commutative and idempotent operator ⊕ is introduced in (7) to form the type of a term from those of its subterms. Type inference analyses in (2; 6; 7) capture type dependency via type parameters as in the abstract atom p(β, (β)). Hill and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. PPD P'08, J uly [15] [16] [17] 2008 Spoto (14) provide a method that enriches an abstract domain with dependency information. The enriched domain contains elements like (x ∈ β) → (y ∈ (β)) meaning that if x is of type β then y is of type (β) for any type β. This kind of type dependencies are more explicit than those in (2; 6; 7). The above mentioned analyses are goal-independent in the sense that they do not require a type description of initial goals as an analysis input. A goal-dependent analysis is performed for a given type description of initial goals. Given a type description of initial goals, the goal-dependent analysis in (16) infers a type description for each program point. Type descriptions are parameterized by type parameters that can be instantiated after analysis, i.e., it infers the dependency of the type description at each program point on that of initial goals.
Two factors compromise precision of the analyses in (2; 6; 7; 14; 16). Firstly, they only allow deterministic type definitions in that a function symbol cannot occur in more than one definition for the same type constructor. A type then denotes a term language recognized by a deterministic top-down tree automaton (8) and hence it is called deterministic. This causes loss of precision because of the limited power of deterministic types. The same restriction also prevents many natural typings. For instance, these two type rules float + (int, float) and float + (float, float) violate the restriction. Secondly, the join operation on types in these analyses incurs a loss of precision. The denotation of the join of two types can be larger than the set union of their denotations. For instance, the join of (int) and (float) is (number). Let be a type constructor that is interpreted as set union. Then (number) is a super-type of ( (int), (float)) since the list [1, 0.5] belongs to the former but not the latter. This paper presents a new analysis that infers polymorphic type dependencies. Following (2; 6; 7; 14; 16), the analysis is performed with a priori type definitions which determine possible types and their meanings. Types are formed from a fixed alphabet of type constructors. In contrast, a type analysis that infers both type definitions and types such as (5) has the freedom of generating new type constructors as needed. The main contribution of the work is the use of set union as a type constructor and non-deterministic type definitions. The set union as a type constructor allows us to compute precisely the join of two types. Non-deterministic type definitions enable us to use types to denote more sets of terms. They together make the new analysis more precise than those in (2; 6; 7; 14; 16) .
The remainder of the paper is organized as follows. Section 2 recalls basic concepts in logic programming (15) and abstract interpretation (9) that are used in the rest of the paper, and reformulates the S-semantics (3) in terms of renaming, unification and projection operations on substitutions. The S-semantics will be used as the concrete semantics for the new analysis. Section 3 presents type definitions and the meanings of types. In section 4, we present abstract substitutions and renaming, unification and projection opera-tions on abstract substitutions. Each abstract substitution describes a set of substitutions and each operation on abstract substitutions simulates an operation on substitutions. Section 5 presents the abstract semantics for the new analysis and illustrates it via examples. Section 6 concludes. Proofs are placed in an appendix.
Preliminaries
We assume a set of function symbols Σ, a set of predicate symbols Π and an infinite set of variables V. Let V ⊆ V. We use Term(Σ, V ) to denote the set of terms that are constructed from the function symbols in Σ and the variables in V . Let V(o) be the set of variables in a syntactic object o. The set of subsets of a set S is denoted by ℘(S) and the set of finite subsets of S by ℘ f (S). A lower case letter topped with an arrow denotes a sequence of different variables. An atom is of the form p( x) with p ∈ Π and x a sequence of different variables with a suitable dimension. When there is no ambiguity, V( x) will be written as x.
Abstract Interpretation
A semantics of a program is defined as the least fixpoint of a monotonic function on a complete lattice. There are two semantics in abstract interpretation: concrete and abstract semantics. Let lfp be the least fixpoint operator. The concrete semantics is lfp C where C is a monotone function on the concrete domain C, C while the abstract semantics is lfp A where A is a monotone function on the abstract domain A, A . The two domains are related via a Galois connection (α, γ) which is a pair of monotone functions α :
The function α is called an abstraction function and γ a concretization function. A sufficient condition for lfpA to be a safe abstraction of lfp
according to propositions 24 and 25 in (10) . A complete meetmorphism γ : A → C induces a Galois connection (α, γ) with
Equivalence on substitutions
The set of all idempotent substitutions is denoted Subst . A renaming substitution is a bijection from V to V. Two computed answer substitutions θ and σ for a goal G are equivalent iff there is a renaming substitution δ such that θ(x) = δ(σ(x)) for all x ∈ V(G) (15) . This notion of equivalence is formalized by the following relation ∼U that was introduced in (1). Let U ∈ ℘ f (V) and θ, σ ∈ Subst . We write θ ≤U σ iff there is a substitution δ such that
and hence θ ≤ {x,y} σ. The relation ≤U is a pre-order. Let ∼U be the equivalence relation induced by ≤U . Then, θ ∼U σ iff there is a renaming substitution ρ such that θ(x) = ρ(σ(x)) for all x ∈ U . Note that ∼U is weaker than the usual equivalence relation in which θ and ρ • σ must agree on all variables in V.
Let [θ]U denote the equivalence class of θ with respect to ∼U and Subst U the quotient set of Subst with respect to ∼U . A substitution θ is a canonical representative of an equivalence class 
Operations on substitutions
An equational constraint is a finite set (conjunction) of equations of the form t1 = t2 with ti for i = 1, 2 being terms. Define mgu(E) as the ∼ V(E) equivalence class of most general unifiers for E if E is unifiable. Otherwise, mgu(E) = .
One operation performed during program execution is to conjoin constraints represented by substitutions. The unification operation :
The operator πX hides variables in X. A third operation is renaming defined as follows. If
transforms an equational constraint on x to one on y.
S-Semantics
The S-semantics is a bottom-up and fixpoint definition of the set of computed answers of a program (3). The computed answer for a predicate p( x) is a set of ( ∼ x -equivalence classes of) substitutions. Given a computed answer for p( x), one can obtain a computed answer for p( y) via renaming. Thus, we reserve a set of special variables Λ = {λ1, · · · , λn} where n is the maximum arity of the predicates in Π and define the meaning of a predicate p of arity m as the set of computed answers for p(λ1, · · · , λm). We further denote the sequence of arguments in p(λ1, · · · , λm) as Λ(p).
An interpretation is a set of pairs p, η where p is a predicate and η is an element of Subst Λ(p) . The domain of interpretations is
Interpretations are ordered by set inclusion ⊆ and Int, ⊆ is a complete lattice.
For the purpose of calculating computed answers, we can assume that a clause have the form p( x) ← E, A1, · · · , An where n ≥ 0, E is an equational constraint and each Ai an atom. This is a direct consequence of the computational rule independence result (15) . We may further assume that the equational constraint E is unifiable for otherwise the clause is useless. The S-semantics of a program P is lfp SP where SP : Int → Int is defined
The computed answers for an atom p( x0) are computed from the computed answers for the bodies of its defining clauses. Consider a clause p( x0) ← B. If σ is a computed answer for B then π V(B)\ x 0 (σ) is a computed answer for p( x0). The computed answer for B is computed by conjoining those for the atoms in B and the most general unifier of the equational constraint in B through .
Type System
A type denotes a set of terms that is closed under instantiation (4). A type is represented by a ground term constructed from type constructors in Cons ∪ { , 1, 0}. Thus, a type is a term in RT = Term(Cons ∪{ , 1, 0}, ∅). It is assumed that (Cons∪{ , 1, 0})∩ Σ = ∅.
We assume an infinite set of type parameters Para. Types are defined by type rules (11) . A type rule is a formula of the form c(β1, · · · , βm) f (τ1, · · · , τn) where c ∈ Cons, f ∈ Σ and β1, · · · , βm are different type parameters, and each τj is either
A type parameter may appear in τi and τj for different 1 ≤ i, j ≤ n. Every type parameter in the righthand side of a type rule must occur in its lefthand side. This restriction has been adopted in all type definition formalisms. Overloading of function symbols is permitted as a function symbol can appear in the righthand sides of multiple type rules. We assume that each function symbol in Σ occurs in at least one type rule. A poly-type is a term in Term(Cons ∪ { , 1, 0}, Para) denoted Poly. Let Para(o) be the set of type parameters occurring in a syntactic object o.
This set of type rules defines natural numbers, even numbers, odd numbers, and lists.
A type substitution κ is a mapping from Para to Poly with a finite domain dom(κ) = {β | κ(β) = β}. The application of κ to a syntactic object o is to replace each occurrence of β in o with κ(β).
The join κ1 κ2 of type substitutions κ1 and κ2 is defined
i.e., κ maps each type parameter in its domain to a type. Let T1 and T2 be poly-types. Let match(T1, T2) = κ if there is a type substitution κ such that
Given a set of type rules Δ, the meaning of a type is defined as follows.
[ 
Abstract substitutions
During analysis, substitutions are described by abstract substitutions formed of type conditions x ∈ T with x ∈ V and T ∈ Poly, and connectives ∧ and ⇐. 
DEFINITION 4.1. A type dependency is a formula of the form
(x0 ∈ T0) ⇐ (x1 ∈ T1) ∧ · · · ∧ (xm ∈ Tm) such that • Para(Tj) ⊆ Para(T0) for all 1 ≤ j ≤ m; • Tj contains no occurrence of for all 1 ≤ j ≤ m and • Para(Ti) ∩ Para(Tj) = ∅ for all 1 ≤ i, j ≤ m such that i = j.
A type dependency is normalized if
An abstract substitution is a set of normalized type dependencies. An abstract substitution describes a set of substitutions. For instance, the abstract substitution y ∈ (nat ) ⇐ x ∈ (nat) describes all those substitutions θ such that if θ(x) is a list of natural numbers then θ(y) is a list of natural numbers. This is formalized by the following satisfiability relation |=.
Δ where x ∈ V and R ∈ RT.
•
Note that each type valuation in the definition of satisfiability of a type dependency instantiates each poly-type in the type dependency into a type. We write φ1 φ2 iff θ |= φ1 implies θ |= φ2 for every substitution θ and φ1 ≈ φ2 iff φ1 φ2 and φ2 φ1. We say that φ1 and φ2 are equivalent if φ1 ≈ φ2. It follows that renaming of type parameters in a type dependency results in an equivalent type dependency. That is, {c} ≈ {c[β /β]} where β is a type parameter that does not occur in c and c[β /β] is obtained from replacing each occurrence of β in c with β . Let [φ]≈ denote the equivalence class of ≈ that contains φ.
Let U be a set of variables. An abstract substitution φ on U is such that all variables in φ are contained in U . Let TDCU be the set of ≈-equivalence classes of abstract substitutions on U .
There are type dependencies that do not contain useful information in that they are satisfied by all substitutions. Such type dependencies are called tautologies. Formally, a type dependency c is a tautology iff θ |= c for any substitution θ. Let c be (xs ∈ (β1 β2) ⇐ xs ∈ (β1)). Let θ be an arbitrary substitution and R1 and R2 be arbitrary types. If θ |= (xs ∈ (R1)) then θ |= (xs ∈ (R1 R2) ⇐ xs ∈ (R1)) by the definition of |=. Otherwise, θ |= (xs ∈ (R1 R1)) and hence θ |= (xs
Therefore, θ |= c for any substitution θ and hence c is a tautology. Removal of tautologies from an abstract substitution results in an equivalent abstract substitution.
Operations on abstract substitutions
During analysis, operations on substitutions are simulated by operations on abstract substitutions. We first define the operations on abstract substitutions and then present the correctness of these operations.
Abstract Unification
The unification operation is simulated by an abstract unification operation : TDCU × TDCV → TDCU∪V defined as φ1 φ2 = φ1 ∪ φ2.
Abstract Projection
The concrete projection operation πX is simulated by an abstract operation π X which is defined in terms of an unfolding operation which is in turn defined in terms of a normalization operation. The normalization operation takes a type dependency whose body contains at most two type conditions for each variable and normalizes it. The unfolding operation unfolds a normalized type dependency with another to obtain a new normalized type dependency. The normalization operation is defined
O t h e r w i s e .
The operation fold(x ∈ T1, y ∈ T ⇐ μ) adds x ∈ T1 to μ if x does not occur in μ. Otherwise, μ contains x ∈ T2 for some T2. If there is κ = such that either κ = match(T1, T2) or κ = match(T2, T1) then κ is applied to T and x is constrained by T2 in the former case and by T1 in the latter case. Otherwise,
Unfolding Let c1 = (y ∈ T ⇐ μ1 ∧ (x ∈ T1) ∧ μ2) and c2 = ((x ∈ T2) ⇐ ν) be normalized type dependencies such that they do not share any type parameter. Assume that y does not occur in ν. If there is a type substitution κ such that κ1(T1) = T2, the unfolding of c1 with c2 is defined as unf (c1, c2) = norm(y ∈ κ1(T ) ⇐ μ1 ∧ ν ∧ μ2). If there is a type substitution κ2 such that κ2(T2) = T1, then the unfolding of c1 with c2 is defined as unf (c1, c2) = norm(y ∈ T ⇐ μ1 ∧ κ2(ν) ∧ μ2). Otherwise, the unfolding of c1 with c2 is defined as (y ∈ 1) which is a tautology. Note that κi for i = 1, 2 are not applied to μ1 or μ2 since they do not share any type parameter with T1, κ1 is not applied to ν since it does not bind any type parameter in T2, κ2 is not applied to T since it does not bind any type parameter in T1. If c1 and c2 share type parameters, then unfolding of c1 with c2 is defined as the unfolding of c1 and c 2 where c 2 ≈ c2 such that c1 and c2 do not share type parameters. The unfolding operation is formally defined as follows.
Note that unf (c1, c2) is normalized since both c1 and c2 are. If κ1 = and κ2 = then T1 and T2 are renaming variants and the last two cases of the above definition yield the same result.
The type condition (zs1 ∈ (β2)) occurs in the body of c1 and the type condition (zs1 ∈ (β nat )) in the head of c 2 . Then κ1 = match( (β2), (β nat )) = {β2 → (β nat )} and hence 
where π x : TDCU → TDC U \{x} for a single variable x is defined
Unfolding is applied by π x to propagate type dependency information before it eliminates the variable x.
and φ x 2 = {c2, (x ∈ 1)}. We calculate unf (c1, c2) = (xs ∈ (β) ⇐ ys ∈ (β)) and unf (c1, (x ∈ 1)) = (xs ∈ (1)) and unf (c3, (x ∈ 1)) = (zs ∈ (1 β2 β3) ⇐ xs ∈ (β2) ∧ ys ∈ (β3)) which is equivalent to (zs ∈ (1) ⇐ xs ∈ (β1) ∧ ys ∈ (β2)). We continue to compute
which is equivalent to (zs ∈ (β1 β2) ⇐ xs ∈ (β1) ∧ ys ∈ (β2)). Note also that type dependency (zs ∈ (β1 β2) ⇐ xs ∈ (β1) ∧ ys ∈ (β2)) implies type dependency (zs ∈ (1) ⇐ xs ∈ (β1) ∧ ys ∈ (β2)). Therefore,
Abstract Renaming
The renaming operation R x → y (·) is simulated by an abstract re-
The following theorem states that the abstract unification, projection and renaming operations simulate correctly corresponding concrete operations.
Abstract Semantics
The following append program and type definitions are used for illustration throughout the section. 
The clauses in the program will be referred to as C1 and C2.
Abstraction of Equational Constraints
A key step in analysis is to abstract an equational constraint to a set of type dependencies. The abstraction of an equational constraint is derived from type rules. Let τ1, · · · τn be a sequence of polytypes. We use ren(τ1, · · · τn) to denote a sequences of renaming type substitutions κ1, · · · , κn such that dom(κi) = Para(τi) and Para(κi(τi)) ∩ Para(κj(τj )) = ∅ for all 1 ≤ i, j ≤ n such that i = j. The poly-types are renamed apart from each other by the renaming type substitutions. The abstraction function αΔ to be defined approximates polymorphic type dependencies among variables in equations. After unification, the two sides of an equation are instantiated into the same term and therefore have the same type. In the simpler case y = x, both x and y have the same type after unification but there is no constraint on the type. This fact is expressed by the abstract substitution {(y ∈ β ⇐ x ∈ β), (x ∈ β ⇐ y ∈ β)}. 
Type propagation from x1, . . . , xn to y is more complicated. For instance, if h is of type int and t of type ( (int)) then the type of [h|t] is (int (int)). Thus, after unification l = [h|t] succeeds, l is of type (int (int)). Without set union as a type constructor, the type of l would have to be approximated by (1) that does not capture information on the type of elements in the list. Type propagation from x1, · · · , xn to y is described by the following singleton set.
. The abstraction of an equational constraint is defined αΔ(E) = e∈E {αΔ(e)} where the abstraction of an equation is defined
and Δ f /n is the set of all the type rules in Δ that are of the form τ f (τ1, · · · , τn).
For a clause C of the form p( x0) ← E, p1( x1), · · · , pn( xn), let χC be αΔ(E).
EXAMPLE 5.5. We have that χC1 = αΔ(xs = [ ], ys = zs) = {(xs ∈ (0)), (ys ∈ β ⇐ zs ∈ β), (zs ∈ β ⇐ ys ∈ β)} and
Abstract Interpretations
The proposed analysis infers a set of success patterns that are pairs consisting of a predicate p and an abstract substitution φ ∈ TDC Λ(p) . We say a success pattern p, φ is subsumed by another p, ψ iff φ ≤ ψ. Two different sets of success patterns may contain the same information. For instance { p, {λ1 ∈ (1)} } contains the same information as
Note that Int , ⊆ is a complete lattice and an abstract interpretation can be represented by the collection of its success patterns that are not subsumed by other success patterns in it. In the sequel, we will omit the operator ↓ and simply write ↓ I as I since both I and ↓ I describe the same set of computed answers. A connection between Int and Int is characterized by γ : Int → Int defined as γ(I ) = { p, η | p ∈ Π and p, φ ∈ I and η |= φ} LEMMA 5.6. The function γ is a complete meet-morphism.
Abstract Semantics
The abstract semantic of a program P is lfp S P where S P : Int → Int is defined
Note that αΔ(E) can be computed before the least fixpoint computation. The abstract domain Int is infinite, which may lead to non-termination of analysis. Termination can be achieved by limiting the depth of poly-types in an abstract substitution as is done in (14) .
THEOREM 5.7. The abstract semantics approximates the concrete semantics correctly, i.e., (lfp SP ) ⊆ γ(lfp S P ).
Analysis of Append
We now illustrate the analysis with the append program. The least fixpoint computation generates a series of iterates I 0 , · · · , I i , I i+1 until I i = I i+1 . The initial iterate is I 0 = {} that describes the empty set of computed answers. Each later iterate I i+1 is computed as S P (I i ). Let λ = (λ1, λ2, λ3), v = (xs,ys,zs) and v = (xs1,ys,zs1).
) is calculated as follows. During the computation, tautologies are removed from an abstract substitution and so is a type dependency that is implied by another in the same abstract substitution. Let
Calculating I 3 It can be shown that I 3 = I 2 . The success patterns for a/3 state that when a(xs, ys, zs) succeeds, (1) xs is an empty list and ys and zs are of the same type; or (2) xs is a list (c1), both xs and ys are lists of elements of type β if zs is (c2 and c3), zs is a list of elements of type β1 β2 if xs is a list of elements of type β1 and ys is a list of elements of type β2 (c4), and zs is a list if ys is (c5). Let c 4 = (zs ∈ (β) ⇐ xs ∈ (β) ∧ ys ∈ (β)) and φ 2 = {c2, c3, c 4 } where c1, c2 are the same as in φ2. The analysis result for the append program in (14) is { a, φ1 ∨ φ 2 } which is equivalent to { a, φ1 , a, φ 2 }. The result from the new analysis is more precise than that in (14) since φ2 is more precise than φ 2 as follows. Firstly, c1 and c5 are missing from φ 2 . Secondly, if c = (λ1 ∈ (int)) and c = (λ1 ∈ ( (int))) then (zs ∈ (int (int))) is implied by {c , c , c4} but not {c , c , c 4 }. Hence, c4 is more precise than c 4 .
Analysis of Quicksort
The quicksort program has three user-defined predicates. One of them is the append predicate a/3 in the previous section. The two others are as follows. Builtin Predicates The quicksort program uses two builtin predicates </2 and >=/2. Builtin predicates are handled by precomputing success patterns for each builtin predicate and collecting them in the initial iterate I 0 . For instance, I 0 = { <, {(λ1 ∈ number ), (λ2 ∈ number )} , >=, {(λ1 ∈ number ), (λ2 ∈ number )} } for the quicksort program where the builtin type number denotes the set of numbers and will be abbreviated as n. Note that success patterns for builtin predicates are independent of the program to be analyzed and can be pre-calculated and incorporated into an implementation of the analysis.
Analysis result The analysis is done by first computing the success patterns for a/3 and pt/4 and then those for sort/2. The details of the computation are omitted. The set of success patterns of the quicksort program is
where φ1 and φ2 are the same as in section 5.4 and 
Note that there is now only one success pattern for pt/4 since the success pattern computed from clause C3' is pt, {λ1 ∈ n, λ2 ∈ (0), λ3 ∈ (0), λ4 ∈ (0)} which is subsumed by pt, φ4 . The inferred success pattern for sort/2 now agrees with the expected one. Type dependencies λ1 ∈ (β) ⇐ λ2 ∈ (β) and λ2 ∈ (β) ⇐ λ1 ∈ (β) in φ6 capture information that is not expressed by the two other type dependencies in φ6. For example, they inform that if sort/2 succeeds with its first argument being a list of integers then its second argument is also a list of integers, and vice versa.
Summary
We have presented a new type dependency inference analysis for logic programs. The analysis infers polymorphic type dependencies from the program and a set of type rules which define types. The use of set union as a type constructor and non-deterministic type definitions enables the analysis to infer more precise type dependencies than other analyses.
The most related work is (14) . The success patterns inferred by (14) are similar to those inferred by the new analysis. An abstract substitution is expressed in (14) as a logic program whose clauses corresponds to type dependencies in the new analysis. The new analysis infers more precise type dependencies than (14) for the following two reasons. Firstly, the new analysis uses set union as a type constructor which is missing from (14) . Lack of set union as a type constructor implies that the join operation on types incurs a loss of precision. Secondly, type definitions are non-deterministic in the new analysis while they are deterministic in (14) . Consequently, the type language in the new type analysis is more powerful and allows more types to be defined than in (14) . The above two characteristics also distinguish the new analysis from those in (2; 6; 7). For instance, the inferred type for the concrete atom p( [1, [1] ]) is p( (1)) according to (2; 6). The abstract atom p( (1)) is less precise than the success pattern p, λ1 ∈ (int (int)) inferred by the new analysis. The type constructor ⊕ in (7) does not denote set union. For example, the term [1, [1] ] has type (int) ⊕ ( (int)) according to (7) while it has type (int (int)) in the new analysis. Furthermore, type dependencies are not expressed explicitly in clausal form in (2; 6; 7). Instead, they are captured by type parameters. We contend that an explicit representation of type dependencies in both (14) and the new analysis provides better insight into the behavior of the program for development activities such as debugging.
The type analysis in (16) is a goal-dependent analysis and captures type dependencies between the input and the output states through type parameters. It suffers the same limitation as (2; 6; 7). The set union as a type constructor and non-deterministic type definitions have been employed in a goal-dependent analysis (17) . The analysis, however, does not trace type dependencies. Type inference analysis can also be performed without given type definitions. An example of such an analysis is (12) that approximates the success set of the program by a unary regular logic program (18) . The analysis infers both type definitions and types and is incorporated into the Ciao System (13) . Type inference analyses that infer type definitions do not trace type dependencies. A notable exception is (5) that captures type dependencies via type parameters. The analysis infers parametric type definitions and type signatures for the predicates in the program so that the program is well typed. The inferred type signatures approximates the set of well typed calls instead of the success set.
A. Proofs

A.1 Proposition 4.4
Let c1 = (y ∈ T ⇐ μ1 ∧ (x ∈ T1) ∧ μ2) and c2 = (x ∈ T2 ⇐ ν) be normalized type dependencies. For any substitution η ∈ Subst ∼, if η |= c1 and η |= c2 then η |= unf (c1, c2). PROOF: Without loss of generality, we assume Para(c1)∩Para(c2) = ∅. Let κ1 = match(T1, T2) and κ2 = match(T2, T1). There are three cases to consider: case (i) y ∈ V(ν) or κi = for i = 1, 2; case (ii) y ∈ V(ν) and κ1 = ; and case (iii) y ∈ V(ν) and κ1 = and κ2 = . In the case (i), unf (c1, c2) = (y ∈ 1) is a tautology and hence the lemma holds. Now consider the case (ii). Let κ be an arbitrary type valuation such that dom(κ) ⊇ V(unf (c1, c2) ). Then dom(κ) ⊇ V(ci) \ {x} for i = 1, 2. Assume that η |= κ(μ1 ∧ ν ∧ μ2). Since η |= c2 and η |= κ(ν), we have that η |= (x ∈ κ(T2)) and hence η |= (x ∈ κ • κ1(T1)). Since c1 is normalized, dom(κ1) ∩ Para(μj ) = ∅ for j = 1, 2. Thus, η |= κ • κ1(μj ) for j = 1, 2 since η |= κ(μj ) for j = 1, 2. The case where x ∩ y = ∅ is reduced into the above case by applying (a) and (b) .
