We study simple yet efficient algorithms for scheduling a set T of n independent monotonic moldable tasks on m identical processors; the objective is to: (i) minimize the makespan, or (ii) maximize the sum of values of tasks completed by a deadline. The workload of a monotonic task is non-decreasing with the number of assigned processors and this problem arises in multiprocessor systems from large scale parallel computations.
Introduction
We consider the classic problem of scheduling a set of n independent monotonic moldable tasks on m identical processors. A moldable task T j may be allocated any number of processors; however, once specified before its execution, this number cannot change during its execution. The workload of a monotonic task increases with the number of processors assigned to execute it while its execution time decreases. More formally, each task T j has a workload D i,p and an execution time t i,p when allocated p processors, where t i,p = D i,p p , and we have that D i,p−1 < D i,p and t i,p−1 > t i,p . In this paper, we are to optimize two scheduling objectives: (i) minimizing the makespan, i.e., the maximum task completion time, and (ii) maximizing the social welfare, i.e., the sum of values of tasks completed by a deadline d when each task has a weight or value, where partial execution of the workload of a task by the deadline yields no value. For each task to be completed, a schedule specifies the time interval within which this task is executed and the numbers of processors allocated to it within this interval.
The above problem is motivated by the optimal scheduling of multiprocessor systems designed for large scale parallel computations. Here, the monotonicity of a task is used to characterize the inefficiency introduced by the extra communication and synchronization overhead among processors when parallelizing tasks. In this paper, we also check the recent progress on estimating the speedup when multiple processors are used for executing a task and we found that, in many real applications, when a small set of δ processors is allocated to a task, the speedup of processing workload can be linearly proportional to the number of processors being utilized [11, 12, 13, 14, 15] . This phenomenon is to be proved to be very useful for designing simpler yet more efficient algorithms than the existing algorithms, which will be illustrated by setting δ = 5. Hence, in this paper, we will consider two settings: (i) the speedup is monotonic in the general case, and (ii) the speedup is linear when a task is utilizing no more than δ processors while it is monotonic when utilizing more than δ processors. The ideas used to address the case where δ = 5 can serve as a guide to designing algorithms for other values of δ in the related applications.
Results
In this paper, we study simple algorithms for scheduling monotonic moldable tasks and found that efficient scheduling algorithm can be obtained by (i) simply allocating the minimum number γ( j, d) of processors that are needed to complete a task T j by some time d, i.e., the makepan of a schedule for T , and (ii) packing the tasks into processors in a simple way. So far, most of the existing works require additional complex procedures such as dynamic programming to select the number of processors allocated to each task for the first scheduling objective and the second objective is considered for the first time in this paper. In particular, we propose a scheduling algorithm who achieves a processor utilization of β with a time complexity of O(n). Here, β equals 
) (e.g., in large computing clusters [20] , m k and k m → 0). In many real applications, when a parallel task is executed on a small set of δ processors, the speedup is linearly proportional to the number of processors being utilized; we consider the typical case where δ = 5 and propose an algorithm who can achieve a utilization of β = m . Based on the above schedule, the main results of this paper are summarized as follows: 1. we propose an β · (1 + )-approximation algorithm with a complexity of O(n log n ) to minimize the makespan.
2. we propose a generic greedy algorithm to maximize the sum of values of tasks completed by a deadline, and, by analyzing it, give an β-approximation algorithm with a complexity of O(n).
Here, the algorithm proposed in the typical setting not only is simpler but also has a better performance than the existing algorithms [6, 7, 8, 17 ] when m k.
Related Work
Related work (i). The problem of scheduling monotonic moldable tasks has been extensively studied in the last decades for the objective of minimizing the makespan [2, 6, 7, 8, 9, 10] . It has been shown in [1] that this problem is strongly NP-hard even when m ≥ 5.
Recall that γ(i, d) denote the minimal number of processors needed to execute a task T i in time at most d and t i,γ(i,d) denotes the execution time when T i is allocated γ(i, d) processors. The following inequality is the common basis for designing the scheduling procedures in [6, 7, 8] .
The inequality is in fact derived from the property that the workload of a monotonic task increases with the number of processors assigned to it. Most previous works are based on a two-phase approach [2] ; the first phase selects the number of processors assigned to each task and the second phase goes to solve the resulting non-moldable scheduling problem. The first line of works [6, 7, 8] are the most relevant to this paper; all their algorithms need to solve a knapsack problem via dynamic programming to classify the tasks into two disjoint subsets T 1 and T 2 , producing a time complexity of O(m), where the tasks respectively in T 1 and T 2 are allocated γ(i, d) and γ(i, d/2) processors, and then the total workload of the tasks is no more than C · d. The allocation to tasks may not lead to a feasible schedule since the total number of processors allocated to T 2 may be more than m. Based on Inequality (1), they further take several reductions of the number of processors assigned to the tasks so as to get a feasible schedule (i.e., packing the tasks into the processors), where the reductions guarantee that the total workload of tasks is always no more than Cd. Here, the best result is an ( 3 2 + )-approximation algorithm in [8] with a total time complexity of O(mn log( n )). The second line of works is to select an allotment (the number of processors allotted to each task) and solve the resulting the problem of scheduling rigid tasks, each of which is assigned a fixed number of processors and has a fixed execution time. In particular, Turek et al. proposed a selection scheme for the allotment problem such that any λ-approximation algorithm of complexity O( f (m, n)) for the rigid scheduling problem can be adapted into a λ-approximation algorithm of complexity O(mn f (m, n)) for the moldable scheduling problem [2] . Ludwig et al. [3, 4] further improve the time complexity to O n log 2 m + f (m, n) , and the strip packing algorithm in [5] is applied to obtain a polynomial time 2-approximation algorithm.
The third line of work [10] formulates the original problem as a linear programming problem and propose an (1 + )-approximation algorithm with a time complexity of O(n) given a fixed number of processors. However, independent of , the actual complexity is very high and exponential in the number of processors; this makes their algorithm of little practical interest. Like [6, 7, 8] , this paper is interested in efficient, low complexity heuristics with a good performance guarantee. We will show that there are much simpler algorithms than the one in [6, 7, 8] without solving that knapsack problem by simply allocating each task γ(i, d) processors and simply assigning them one by one onto m processors.
Related work (ii).
We now discuss the related works on scheduling other types of tasks with the objective of maximizing the sum of values of tasks completed by a deadline [16, 17, 18, 19, 20, 21] . The scheduling objective, together with the task type (e.g., monotonicity), decides the key parameters that can indicate the performance guarantee of a scheduling algorithm, and further defines the specific goals with which we can design an algorithm.
For example, in [16] , the execution process of a task contains multiple stages, each of which require the execution of several independent tasks. Each of these independent tasks can be executed on at most one processor at any time and a stage can begin its execution only if all its previous stages has been finished. The selection algorithm in [16] to maximize the social welfare (by selecting a subset of tasks) is an application of the existing principles in knapsack problem. In [17] , rigid tasks are considered each of which requires a fixed number of processors to execute it. Jansen et al. [17] applies the theory in knapsack problem and linear programming to propose an ( 1 2 + )-approximation algorithm. In [20, 21] , work-preserving tasks with multiple deadlines are considered; Jain et al. [20] propose a greedy algorithm with an approximation ratio of m−k m · s−1 s and Wu et al. [21] further give the optimal greedy algorithm with an approximation ratio of s−1 s , where s is a parameter specific to the set of tasks. For work-preserving tasks, their workload does not change with the number of processors assigned to a task while the monotonicity of the tasks complicates the problem of this paper, causing the value obtained from processing a unit of workload of a task to vary with the number of used processors. Hence, the types of tasks (e.g., monotonic, moldable, preemptive) indeed also decide the way that we can schedule a set of tasks, and further affect the perspective from which we can take the algorithmic analysis to derive the performance guarantee. Hence, their techniques for designing and analyzing scheduling procedures cannot be applied to our problem directly.
Model and Problem Description
We consider the problem of parallel task scheduling with the objective of maximizing the social welfare. There are m identical processors and a set of tasks T = {T 1 , T 2 , · · · , T n }. Each task T i is specified by several characteristics: (1) value or weight v i , (2) workload D i,p i and (3) execution time t i,p i when allocated p i processors. The tasks we consider in this paper are monotonic and moldable. Monotonic tasks capture the inefficiency (e.g., coordination and communication overhead among processors) introduced by the parallelization of a task, i.e., if more processors are assigned to a monotonic task T j , its execution time decreases but the total workload (i.e., resource used) increases. Formally, a monotonic task T j satisfies (i) t j,p > t j,p+1 and (ii) D j,p < D j,p+1 , where D j,p = p · t j,p . For moldable tasks, a task T j may be assigned any number of processors; however, once specified (before the task's execution), this number cannot change during its execution. The following definition measures the relation of t j,p to p.
Definition 1 (Canonical Number of processors). Given a real number h, we define for each task T j its canonical number of processors γ( j, h) as the minimal number of processors needed to execute task T j in time at most h. If T j cannot be executed in time less than h on m processors, we set by convention γ( j, h) = +∞.
Given Definition 1, D j,γ(i,h) is also the minimal workload needed to execute T j in time less than h. In this paper, we will consider the following two objectives: (i) minimizing the makespan, i.e., the maximum task completion time, and (ii) maximizing the social welfare, i.e., the sum of values of tasks completed by a deadline d, where partial execution of a task by the deadline yields no value.
Scheduling for Utilization
In this section, we propose simple scheduling procedures through which good utilization can be achieved. We assume that there is a deadline d and all the tasks T will be considered one by one for scheduling and they are so many that only a subset of tasks can be fully allocated. These procedures do not need to solve a knapsack problem using dynamic programming as done in [6, 7, 8] or to use a selection procedure as done in [2, 4, 3] 
Division of Jobs
We first study how to classify the tasks so that we can pack as many tasks as possible into the processors where every task T i to be scheduled is roughly allocated the canonical number p i = γ(i, d) of processors. Lemma 1. The execution time of a monotonic task on its canonical number γ( j, d) of processors:
Proof. By the definition of canonical number of processors, we have
Hence, the lemma holds. According to Lemma 1, we classify the tasks in terms of the execution time t i,γ(i,d) when a task is allocated γ(i, d) processors and the value of γ(i, d):
Scheduling Algorithm: UnitAlgo
According to Lemma 1, we further classify the tasks in terms of the execution time t i,γ(i,d) when a task is allocated γ(i, d) processors and the value of γ(i, d):
The first scheduling algorithm proposed in this paper is UnitAlgo, presented as Algorithm 1, where each task T i is allocated p i = γ(i, d) processors. UnitAlgo is also illustrated in Fig 1. Let k denote the maximum of γ( j, d) of all the tasks in T , i.e., max T j ∈T {γ( j, d)}. 2 allocate one processor to each task in Q 2 , with every two tasks together assigned onto the same processor. If |Q 2 | is odd, assign the only remaining task onto a processor.
3 allocate one processor to each task in Q 3 : try to find a processor that has been allocated to the tasks in Q 2 whose resource utilization in [0, d] is less than 2/3; if such a processor does not exist, just find an idle processor. Subsequently, treat the tasks in Q 1 one by one and assign each task being considered to this processor until there is no enough room before d to put the task. Then, repeat the above process of choosing a new processor and assigning tasks on it many times until there is no tasks in Q 1 left to be assigned. 

+
To propose an algorithm that achieves a higher resource utilization r than UnitAlgo, we make the following assumption: Assumption 1. When a task T j is allocated no more than δ processors, the speedup is linear, that is, D j,1 = · · · = D j,δ and t j,1 = · · · = δ · t j,δ .
The realism of Assumption 1 is supported by the experiments in many applications [14, 13, 12, 15, 11] . The assumption implies that when a task is allocated no more than δ processors, its workload does not change with the number of processors being utilized. In this paper, we illustrate the power of this assumption in a typical case where δ = 5. We further divide the set of tasks in R 1 , R 2 , R 3 , and R 4 according to their execution time: • A 4 = T j ∈ R 2 |t j,γ( j,d) < (1 − k+3 m ). Proof. When there is no enough processors to be allocated to a task, there are at most k − 1 processors idle. After finishing the operations in lines 3-5 of UnitAlgo + , the worst case is that there is a task T i in A 2 and two tasks T i in A 3 left, the utilization of the 10 processors used for processing these 3 tasks is 5·( Extension to an arbitrary δ: Now, given an arbitrary δ, we discuss how to design a schedule so as to achieve a higher utilization under Assumption 1. In the algorithm UnitAlgo + , we take a relatively small value of δ = 5 for Assumption 1 and, in some highly parallelizable applications such as large-scale matrix completion and parallel high performance SVP calculation [12, 11] , δ can be set to be a larger value such as 12 and 16. Both the design processes of UnitAlgo and UnitAlgo + are guided by some common principles. As illustrated in Fig. 1 and Fig. 2 , for each type of tasks T j ∈ Q i and A i , the upper bound of their execution time decides how many µ tasks can be executed sequentially on the same processors within the time interval [0, d]; the number µ of tasks of some type that can be sequentially executed and the lower bound of their execution time together decide the utilization of these processors. For example, for the algorithm UnitAlgo + , to design a schedule with an utilization of around β (β = Algorithm 3: OptiMakespan
// the lower and upper bounds of the optimal makespan 2 while 
Optimizing Objectives
In this section, we optimize two specific scheduling objectives: (i) minimizing the makespan, and (ii) maximizing the total value of tasks completed by a deadline.
Makespan
Suppose that the tasks to be scheduled is so many that only a subset of tasks can be fully processed on m machines. Given any deadline d, assume that there is a scheduling algorithm, referred to as UnitX here, that achieves a worst-case processor utilization of r with a time complexity of O(n). * denote the optimal makespan given m processors and p * j denote the number of processors allocated to a task T j in an optimal schedule. As done in [8, 13] , using the binary search proposed in Algorithm 3, we can finally find certain L and U such that (i) is a lower bound of the total workload that need to be processed by an optimal schedule, T j ∈T D j,p * j ≤ m · d * , and
On the other hand, when UnitX is applied to Algorithm 3, we get a schedule with a makespan of U r that is at most 1+ r times the optimal makespan d * . The binary search in Algorithm 3 has a time complexity of O(log( n )) while the time complexity of UnitX is O(n). Together with Lemma 2 and Lemma 3, the theorem will follow.
Scheduling to Maximize the Total Value
In this subsection, we first give a generic algorithm that will define the way that the tasks are accepted to be scheduled. Then we retrospectively analyze this algorithm and define the parameters that will decide the performance of this algorithm. The main ideas of this subsection is also illustrated in Fig 3. Analysis of a Generic Greedy Algorithm. For a monotonic task T j , its marginal value be the maximal marginal value of T j (By Definition 1, D j,γ( j,d) is the minimal workload for T j ) since monotonic task T j will be allocated at least γ( j, d) processors by the definition of canonical number of processors. We first propose a generic greedy algorithm called GenGreedyAlgo, where a certain scheduling algorithm is used which is not specified for now and we refer to it as GS.
Algorithm 4: GenGreedyAlgo
Input : n tasks Output : a feasible allocation of resources to tasks
if a feasible schedule of S i is output by GS then GenGreedyAlgo, presented in Algorithm 4, finds the maximal i such that GS can output a feasible schedule of S i (i.e., the i tasks with the highest maximal marginal value). To bound the optimal social welfare, we define parameter λ ∈ (0, 1) such that p j ≤ γ( j, λd) for all tasks T j ∈ S i (i.e., such that no task allocated by GenGreedyAlgo gets more than γ( j, λd) processors). This definition implies that the marginal value of a task T j selected to be executed is at least and α = min 1≤ j≤i α j . Denoting finally by r the resource utilization achieved by GenGreedyAlgo, we have the following bound: 
α , this lemma holds. Theorem 4.2 demonstrates the main challenge in designing the algorithm GS for monotonic tasks: increasing resource utilization without decreasing efficiency of the tasks (i.e., marginal value). Indeed, increasing resource utilization may not be beneficial if it decreases the marginal value too much. For instance, even without parallelism constraint, the trivial algorithm that assigns m processors to each task achieves resource utilization 1 but may not bad in terms of social welfare. In the following, we consider the case where α = 1.
When UnitAlgo is used or UnitAlgo + is used under Assumption 1, α = 1. GenGreedyAlgo has a time complexity of O(n). The following two propositions follow from Theorem 4.2, Lemma 2 and Lemma 3: 
Conclusion
We study simple algorithms for scheduling a set T of n monotonic moldable tasks for two objectives: (i) minimizing the makespan, and (ii) maximizing the total value of tasks completed by a deadline. We found that efficient scheduling algorithm can be obtained by (i) simply allocating the minimum number γ( j, d) of processors to each task completed by some time d, i.e., the makepan of a schedule for T , and (ii) packing the tasks into processors in a simple way; most of the existing works use an additional complex procedure to select the number of processors allocated to each task for the first scheduling objective, and the second objective is considered for the first time. In particular, we propose an β · (1 + )-approximation algorithm for the first objective with a time complexity of O(n log( n )), and propose an β-approximation algorithm for the second objective with a time complexity of O(n), where k = max In many application, when a small set of δ processors is allocated to a task, the speedup is linear. This phenomenon is very useful for designing more efficient algorithm. We illustrate this by a typical case where δ = 5, and, in this setting, β = 3 4 · (1 − k+3 m ) in the above algorithms for the two scheduling objectives. When a larger δ can be set in the real application, a better algorithm can be obtained with the similar ideas used in this paper. We note that allocating the minimum processors to every task has an advantage that the minimum power is consumed in practice since the minimum workload is processed by processors, although we don't consider the cost of power consumption in this paper.
