ABSTRACT The use of the Web has increased the creation of digital information in an accelerated way and about multiple subjects. Text classification is widely used to filter emails, classify Web pages, and organize results retrieved by Web browsers. In this paper, we propose to raise the problem of automatic classification of scientific texts as an optimization problem, which will allow obtaining groups from a data set. The use of evolutionary algorithms to solve classification problems has been a recurrent approach. However, there are a few approaches in which classification problems are solved, where the data attributes to be classified are text-type. In this way, it is proposed to use the association for computing machinery taxonomy to obtain the similarity between documents, where each document consists of a set of keywords. According to the results obtained, the algorithm is competitive, which indicates that the proposal of a knowledge-based genetic algorithm is a viable approach to solve the classification problem.
I. INTRODUCTION
The Web use has strengthened the creation of digital information in an accelerated way and about multiple topics. The classification of text is widely used to filter e-mails, classify web pages and organize the results recovered by the web browsers [1] . In the process of recovering information, which includes work-tasks of representation, organization, storage and access to the information, it is desired to have associations of documents by keywords at all times. In this way, classifying documents in an automatic way would allow us to find information in a more efficient way.
The classification task 1 is a grouping procedure which allows us to group a set of data according to a selected criterion. Generally the objects or data of the same group share similar characteristics with one another, while the objects of different groups will have less similarity among them. For example, in an organization the documents can be classified by a functional criterion, that is to say, grouping the documents by activities inside of the company, or through a criterion of hierarchical order, where the managers have access to different documents that employees have access to.
The goal in the task of classification is to locate the document of an appropriate class. For this, the classification systems mainly include three stages: feature extraction, feature selection and classification [2] . Having a large number of features makes the classification process to be computationally expensive and that the classes not being well defined. The feature selection focuses on reducing the dimensionality, many approaches concentrate on considering only one subset of features extracted from text. Generally, for the selection of characteristics we have techniques based in the collection of documents (information profit, frequency of words, among others) and techniques based in typifying each class [3] .
To solve the problem of text classification automatically different approaches have been proposed, among which the supervised [4] - [6] and not supervised algorithms [7] - [9] stand out. The supervised algorithms employ techniques such as Bayesian classifier [4] , [5] and k-nearest neighbors [6] . As for the latter, the not supervised approaches use the hierarchical and partitioning grouping algorithms [8] , such as K-means [9] and K-medoids [10] . Furthermore, to deal with the ambiguity of text in the sense of the words, it has been incorporated the use of WordNet 2 [11] - [13] , as a base for the knowledge to associate phrases and words to the documents.
In both approaches, a sensible piece of information is the number of classes (or groups). For this reason, to solve the classification problem it has been proposed treating it as an optimization problem. There exist a wide variety of classic methods for solving optimization problems. Nonetheless, some classic algorithms tend to stay blocked up in optimal locals or require a great amount of evaluations of the objective function. On the other hand, there exist stochastic optimization techniques, such as the simulated annealing, ant colony optimization, tabu search, evolutionary algorithms, among others, which have been used to efficiently solve optimization problems. In this context, techniques based in soft computing have been proposed for the grouping of texts, such as the ant colony optimization [14] , particle swarm optimization [7] , [15] and genetic algorithms [1] , [2] .
In this project it is proposed to set the problem of automatic classification of scientific texts as an optimization problem, which allows us to obtain (calculate) the groups from a dataset. The texts correspond to scientific articles associated to the Computing area and the ACM 3 (Association for Computing Machinery) taxonomy has been selected, which has been developed by experts in the area to distinguish each document with it keywords set. With the algorithm proposed, it will be found a grouping of the scientific documents with a base on its keywords and using the taxonomy of the ACM the similarity among documents will be measured. This grouping will improve the organization of the documents and will make the process of information recovery easier for the set of documents belonging to an investigation group.
The document is organized in the following way. In Section 2 a brief description of the related papers is presented. In Section 3 some basic concepts are introduced for the proper understanding of this project. In Section 4, the details for the proposed algorithm are presented. Then, in Section 5 the results are shown. Finally, the conclusions and future work are described in Section 6.
II. RELATED WORKS
The topic of text classification has been widely studied with different techniques. In the following section we will describe some work related to the classification task as a problem of optimization and evolutionary techniques for its solution have been used. Furthermore, some work that is supported on the bases for knowledge to improve the representation of the documents is presented.
In [14] a classification of the web pages is proposed where the feature selection process uses the approach of optimization through ant colony to obtain the best features. Once we have the best features the classification process is done using decision trees. Cui et al. [15] propose a hybrid algorithm for the grouping of texts. They use the optimization technique through particle swarm and K -means. In [7] an algorithm that combines the approach of genetic algorithms with particle swarm optimization is presented with the objective of improving the diversity and convergence of the algorithm of the desired solution. Other approaches like [1] , [2] propose genetic algorithms in the process of text grouping. In the case of [2] they combine a genetic algorithm with the technique for the representation of documents, called latent semantics analysis, for improving the selection and transformation of characteristics. On the other hand, in [1] it is proposed to use the genetic algorithm as a classifier, where given a big amount of training documents, rules are generated for classification with a high rate of flexibility that allows to correctly classify a new document.
An important aspect to consider is the representation of the texts, because problems associated to the processing of natural language such as ambiguity and synonymy can be avoided by integrating a set of concepts to the representation. In [11] and [13] it is proposed to extend the representation of words from the document with synsets, 4 concepts and sub concepts starting from WordNet. Its experiments show an improvement in the grouping process using K -means. In [12] it is proposed to use WordNet to decrease the dimension of the characteristics of the texts and then use a representation called lexical chains that even allow to deal with the problem of ambiguity.
III. BACKGROUND
in such a way that the similarity between documents in the C k group to be maximum according to the criterion of grouping.
The grouping problem is one of the most important tasks in data mining. Grouping consists in the act of partitioning a set of not-labelled data inside of groups of similar objects. Each group, called ''cluster'', consists of objects that are similar among them and different to the objects of other groups at the same time.
B. DAVIES-BOULDIN INDEX
A cluster validity index refers to statistic mathematical functions used to evaluate the results of clustering algorithm in a quantitative way. Generally a cluster validity index is useful for two purposes. First, this can be used to determine the number of groups, and second, to determine which is the best partition. In this paper the Davies-Bouldin (DB) index is used. This measure is in function of the dispersion inside the cluster (the more compacted the better) and the distance among clusters (the farther the clusters are among them, the best). To obtain the DB index, it is necessary to define the dispersion inside the cluster (DDC) and the distance among the clusters (DEC). Next, each one them will be defined: 
where X is a document belonging to C i , m i is the centroid of the i (the centroid m i contains TC keywords), D(X, m i ) is the distance between the centroid and X (see Equation 5 ). On the other hand, q, t ≥ 1, are whole numbers that can be selected independently. N i is the size of the i cluster. Additionally, it is necessary to find the biggest proportion (R i,q ) among the i cluster and the rest:
Finally, the DB index of a cluster will be defined as the addition of the maximum radius:
It is necessary to notice that the smaller the DB(K ) is, the better the grouping will be.
IV. METHODOLOGY A. ACM TAXONOMY
The extraction of the taxonomy of the Association for Computing Machinery (ACM) was done automatically. The aforesaid taxonomy can be represented in the form of a tree, that is to say that to obtain the distances between terms, an algorithm to find the minimum distances in a graph can be applied. For such objective the Floyd-Warshall [16] algorithm was used, which requires representing the tree as a graph, and such graph was represented as an adjacency matrix, in order to later apply the algorithm. Once applied the Floyd-Warshall algorithm, in the matrix there will be minimum distances left between each couple of terms, and these distances will be used to obtain the distances between documents. As an example, in Figure 1 it can be observed that the distance between Hardware and Hardware test, will be 1. While the distance between Hardware test and Hardware validation will be 2. That is to say, the distance between father and son, will be one. On the other hand, the distance between brothers will be 2.
B. REPRESENTATION OF DOCUMENTS
Each scientific document will be represented as a set of keywords, so that the distance between each pair of documents will be defined as the average of the distances between each couple of keywords:
where Ni is the number of keywords in the document i, and Nj is the number of keywords in the j document, K k is the k keyword and K l is the keyword l. Finally, to obtain the similarity between documents, the following formula is used:
C. EVOLUTIONARY ALGORITHM
The EA used to solve the classification problem as an optimization problem is the Genetic Algorithm (GA). The GA was initially proposed by John H. Holland in his book Adaptation in Natural and Artificial Systems [17] . HollandâĂŹs main interest was to study the natural adaptation with the purpose to apply it to machine learning. Holland was convinced that the recombination of a group of genes known as mating (matching) was a critical part in evolution. The GA was developed under the concepts of crossover and mutation. A pseudocode of the simple genetic algorithm is shown in algorithm 1. Apply recombination to parents 6: Apply mutation to each offspring individual 7: Evaluate the new descending individuals 8: Select the most apt individuals to advance to the next generation (replacement) 9: until Termination criteria is fulfilled
In the subsequent sections each of the GA components proposed to solve the classification problem are presented.
1) CHROMOSOME REPRESENTATION (INDIVIDUAL)
To represent the clustering problem as an individual from the genetic algorithm an entire representation was used in the following way. In the first phase it was necessary to assign to each word of the ACM taxonomy a whole number (index). In this way, so that each term (keyword) a unique identifier will be held.
Once the identifier for each word is obtained, two parameters will be necessary, the first of them is K , which refers to the number of groups that it is desired to obtain with the genetic algorithm. On the other hand, the second parameter will be TC, which refers to the size of the centroid of each group.
Once defined these two parameters, the size of the chromosome can be obtained, which will be represented by a set of whole numbers of the size K * TC. Each whole number will make a reference to a keyword from the ACM taxonomy. In this way, the first TC positions from the set, will make reference to the first cluster, the next TC positions will make reference to the second cluster, and so on. Thus, only one individual will contain the K centroids belonging to only one grouping.
2) FITNESS FUNCTION
Once the problem is represented it is necessary to be able to evaluate an individual. For this purpose the Davies-Bouldin index will be used, which allows to verify how good a grouping is. Therefore, the grouping problem will be defined as the minimization of the DB index, and that the aptitude function will consist precisely in the DB(K ) value.
3) VARIATION OPERATORS (CROSSOVER AND MUTATION)
Given that the representation used for this problem is the whole representation, there exist in the literature a diversity of methods for crossover and mutation already proposed [18] . For this work the one point crossover proposed by John [17] will be used, crossover of n points and uniform crossover. On the other hand, for the mutation only one type of mutation was tested, in this case it was the random mutation. This type of mutation consists in that for every gene there is a p m probability of choosing a new random value inside the set of permissible values. In this case it will be a new index corresponding to a new word from the ACM taxonomy.
4) PARENTS SELECTION
The selection of the parents that should be matched will be done through tournament. The selection through tournament is an operator that has de property of not requiring any global knowledge of the population, nor any quantifiable measure of quality. This type of selection is fast and easy to implement and apply. The application of the tournament selection chooses λ members of a population of mu individuals. The pseudocode to apply the selection through tournament is shown in the Algorithm 2.
Algorithm 2 Pseudocode for the Selection Through Tournament
1: /*Assuming that it is required to select λ individuals from a population of µ*/ 2: actual_member = 1 3: while (actual_member ≤ λ) do 4: Selecting k individuals from the population randomly 5: Comparing the individuals and selecting the best from them (we will name this individuals as i) 6: selecte[actual_member] = i 7: actual_member = actual_member + 1 8: end while For this work, binary tournament was used, and the number of individuals to select are the size of the population, that is to say λ = µ.
5) SURVIVOR SELECTION
The selection mechanism of survivors, also known as replacement, is the responsible for reducing the memory used during the evolutionary process, that is to say, reducing the size of µ parents and λ children to only µ individuals that will form the parents of the next generation.
For this work the selection µ + λ was used. This type of selection refers to the case where the set of parents and children are mixed and hierarchized according to their aptitude, in this way, the best µ individuals are kept as parents for the next generation.
V. RESULTS
In this section the experiments and results obtained are shown to evaluate the efficiency of the proposed algorithm.
A. EXPERIMENT IN TEST DATA 1) TEST CASES GENERATOR
In order to evaluate the performance of a proposed algorithm, a test cases generator was created. Given that the ACM taxonomy has 11 main categories, an algorithm able to create a maximum of 11 different groups was created (one for each category). Thus, for each category a set of representative words was chosen, taking mainly the words that are found as leaves in a tree from the taxonomy. For this reason, if it is desired to create a set of tests with m clusters, m categories were chosen randomly, and for each one of them n documents were created, for which for each k keywords belonging to the chosen category were selected. Such procedure can be seen in algorithm 3.
2) EXPERIMENTAL DESIGN
With the purpose of evaluating the results of the clustering algorithm in an internal way, the Precision measure (A) is used. To measure the Precision of the resulting clusters Equation 7 will be used, which determines the total amount of VOLUME 6, 2018 correctly assigned elements in each cluster [19] .
Where k is the final number of clusters, n is the number of instances of the dataset, c i is the number of correctly classified instances in the i cluster and in its corresponding class. Furthermore, the error (E) is calculated which is defined by Equation 8 .
In order to measure the efficiency of the proposed algorithm three sets of different data were created with 3, 4 and 5 groups, for each class in each dataset 50 documents were created, that is to say, the dataset with 3 classes will contain 150 documents, the dataset with 4 classes 200 documents and the dataset with 5 classes 250 documents. In the proposed algorithm three different versions of the GA were evaluated, GA-1 (one point crossover), GA-2 (two points crossover) and GA-3 (Uniform crossover). The parameters used for the algorithms are observed in Table 1 . The percentage of crossover (% c ) used was 0.8 and the percentage of mutation (% m ) 1/n, where n is the size of the chromosome. Each algorithm was executed 31 times, and the E error was measured. The results obtained for the dataset with 3 clusters can be seen in Figure 2 . As it can be observed, the best result for the three clusters was achieved by the GA with uniform crossover. The second place was for the algorithm with two points crossover and the worst results were achieved by the algorithm that uses the one point crossover. Nonetheless, in the three versions of the algorithm it can be observed that the error is very small, the maximum error obtained is approximately 0.23.
On the other hand, the evaluation with four clusters can be observed in Figure 3 . In such Figure a similar behavior can be observed, the algorithm with the best performance was again for the genetic algorithm with uniform crossover. On the contrary, it can also be observed that the errors were less than 0.3. Generally, it can be mentioned that for four groups the results obtained are acceptables.
Finally, in Figure 4 the results obtained with five clusters are shown. It can be observed that once more the algorithm with better behavior was the GA with uniform crossover. Additionally, it can be validated that even though the growth in number of clusters the behavior of the algorithm keeps itself stable, with errors less to 0.3.
In order to evaluate the results of the grouping in an external way, seen as a series of decisions, the precision, exhaustiveness and measure-F were calculated, such measures have been widely used for the evaluation of the task of text grouping [1] , [20] , [21] . The precision (P) (see Equation 9) is calculated as the fraction of documents correctly placed in the same group; the Exhaustiveness (R) (see Equation 10) is the fraction of real documents that are identified; and finally the F measurement (F1), calculated by Equation 11, is a harmonic median between P and R. To calculate P, R and F1 the following data is defined:
• True Positives (TP) are those documents that were located by the algorithm in the same cluster that indicates the class that was known beforehand.
• False Positives (FP) make reference to those documents that were located by the algorithm in the cluster i and that actually belonged to another cluster.
• False Negatives (FN) are those elements of the cluster i that were located in a different cluster that was indicated in its label.
• True Negatives (TN) is the amount of documents that were located correctly outside the cluster i, that is to say, those unaffiliated documents to the cluster in matter and that indeed did not correspond to this one. Tables 2, 3, 4 show the results of the measures P, R and F1 calculated for the testing documents with 3, 4 and 5 clusters, respectively. It can be observed that the genetic algorithm with uniform crossover (GA-3) reaches the highest values of F1 in all cases, this value being higher to 94%.
B. REAL DATA TESTS
In order to evaluate the results of the clustering in real data, 4 groups of scientific articles of different areas were created. The categories selected were Hardware, Networks, Software and its engineering and Applied Computing. For each category 20 different articles were selected. The keywords associated to each article do not shovel among them. The algorithm that was evaluated was the GA-3, which is the one that got the best results in the tests with fictitious data. Table 5 corresponds to the matrix of confusion that shows the results of the classifier GA-3. The distribution of the elements related to the real classes and the forecasted classes can be observed. For the Hardware class, its 20 elements were correctly classified. In the Networks class 15 elements were correctly classified and from the remaining 5, 3 were classified in the Software and its engineering class and 2 in the Applied computing class. On the other hand, for the Software and its engineering class, 16 elements were correctly classified and from the remaining 4, 1 was assigned to the Hardware category, 1 to the Networks category and 2 to the Applied computing category. Finally, for the Applied computing class, 17 were correctly classified, 2 were located in the Networks category and 1 was assigned to the Software and it engineering category. In Table 6 the results of P, R and F1 for each class are shown. An average of 85% in precision was achieved.
VI. CONCLUSIONS
The use of evolutionary algorithms to solve classification problems has been a recurrent approach. Nonetheless, there are scarce approaches in which problems of classification are solved where the attributes of the data to classify are of text kind. In this sense, the use of the ACM taxonomy was proposed in order to obtain thy similarity among documents, where each document is formed by a set of keywords. Additionally, a genetic algorithm that improves the index of validity of a cluster was proposed, which also makes use of the measure of similarity already proposed between documents. Furthermore, a methodology to obtain the distance between the words in the ACM taxonomy was designed. Such methodology makes use of the Floyd-Warshall algorithm, which is typically used to obtain the minimum distance between two nodes in a graph. On the contrary, the grouping problem of scientific documents was proposed as a problem of optimization of one objective, for which it was designed a genetic algorithm in order to solve the before mentioned problem of optimization. Moreover, a test cases generator was designed, with the objective of having instances to carry out an experimental study.
On the other hand, for the proposed algorithm three functions of crossover were implemented, obtaining three versions of the same algorithm. They were compared in three sets of different data. According to the results obtained it can be concluded that the algorithm with the best performance was the one that used the uniform crossover. Nevertheless, it was also able to be observed that in general all the versions achieve to solve the clustering problem in a very close way to the best.
Furthermore, the results obtained from the F1 measure given by the clustering algorithm with fictitious data and with real data are competitive, which indicates that the proposal of a genetic algorithm for the clustering of documents based in knowledge (taxonomy) is viable for a later process of information recovery.
Finally, as future work it is expected to evaluate the efficiency of the algorithm in a set with a higher amount of real scientific articles. Additionally, it is expected to propose another measure of similarity between scientific documents that does not make use of the ACM taxonomy so in this way we do the text grouping of document sets of any domain and not being restricted to the taxonomy. 
