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Abstract. We generalize the result of Wirsing on Gauss transformation to
the generalized tranformation Tp(x) = {
p
x
} for any positive integer p. We give
an estimate for the generalized Gauss-Kuzmin-Wirsing constant.
1. Introduction and Results
Let p be a positive integer. Consider the following generalized Gauss transfor-
mation on I = [0, 1]:
T (x) = Tp(x) =


0, x = 0,
{ p
x
}, x 6= 0,
where {x} is the fractional part of x. T1 is just the regular Gauss transformation.
It is intriguing to see how the whole theory changes from 1 to p. From [5] we know
that for every p, Tp has a unique absolutely continuous ergodic invariant measure
dµp(x) =
1
ln(p+ 1)− ln p ·
1
p+ x
dω,
where ω is the Lebesuge measure on I. Equivalently, the density function
ηp(x) =
1
ln(p+ 1)− ln p ·
1
p+ x
is the unique continuous eigenfunction, corresponding to the eigenvalue 1, of the
following generalized Gauss-Kuzmin-Wirsing operator
(Gpf)(x) =
∑
Tp(y)=x
f(y)
|T ′p(y)|
=
∞∑
k=p
p
(k + x)2
f(
p
k + x
).
We denote
ϕp,n(x) = ω(T
−n
p ([0, x])).
and
Φp(x) = µp([0, x]) =
ln(p+ x)− ln p
ln(p+ 1)− ln p .
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Then
lim
n→∞
ϕp,n(x) = Φp(x).
In 1812, Gauss proposed the problem to compute
∆n(x) = ϕ1,n(x)− Φ1(x).
In 1928, Kuzmin [3] showed that
∆n(x) = O(q
√
n)
as n→∞ for some q ∈ (0, 1). In 1929 Le´vy [4] obtained
∆n(x) = O(q
n)
for q = 3.5− 2√2 < 0.7. In 1974 Wirsing [7] established the estimate:
(1) ∆n(x) = (−λ)nΘ(x) +O(x(1 − x)τn),
where λ = 0.303663 · · · is the Gauss-Kuzmin-Wirsing constant, 0 < τ < λ and
Θ(x) ∈ C2(I) with Θ(0) = Θ(1) = 0.
In [6] we have generalized Le´vy’s result to Tp:
Theorem 1.1. For every positive integer p and every x ∈ I,
∆p,n(x) = ϕp,n(x) − Φp(x) = O(Qnp )
with
Qp = 2p
2ζ(3, p)− pζ(2, p) < 1
2p
+
3
8p2
,
where
ζ(2, p) =
∞∑
k=p
1
k2
, ζ(3, p) =
∞∑
k=p
1
k3
are the Hurwitz zeta functions.
In this paper we would like to generalize Wirsing’s result for better estimates of
∆p,n. Following Wirsing’s approach (also referring to [2]) we know that (1) can be
generalized with the constant λ = λp for every p. Moreover, we have a quite good
estimate for λp. It turns out that the asymptotic behavior of λp, as p→∞, is not
so far from that of Qp:
Theorem 1.2. For every positive integer p and every x ∈ I,
∆p,n(x) = (−λp)nΘ(x) +O(x(1 − x)τnp ),
where Θ = Θp ∈ C2[0, 1] with Θ(0) = Θ(1) = 0, λp, τp are contants such that
0 < τp < λp.
The costant λp satisfies the estimate:
vp < λp < wp,
where
vp =
p
2(p2 + 23p+
1
9 )
, wp =
p
2(p2 + 23p− 29 )
,
which yields
λp =
1
2p
− 1
3p2
+O(
1
p3
).
We actually show a slightly stronger result:
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Theorem 1.3. For every positive integer p, there is a function Ψp ∈ C2(I) with
Ψp(0) = Ψp(1) = 0, ψp = ((p+ x)Ψ
′
p)
′ and a positive bounded linear functional Lp
on C(I) such that the following holds:
For every f0 ∈ C1(I) such that
∫
I
f0dω = 1 and the measure dν = f0dω on I,
for every n and every x ∈ I,
|ν(T−np ([0, x])− Φp(x)− (−λp)nLp(g′0)Ψp(x)|
≤τnp (ln(p+ 1)− ln p)2(
p+ 1
2
)‖ψp‖osc( g
′
0
ψp
)Φp(x)(1 − Φp(x)),
where λp, τp are the constants in Theorem 1.2, g0 = (p+x)f0, ‖·‖ is the supremum
norm on C(I), and
osc(f) = sup f − inf f
is the oscillation of f on I.
For convenience and accuracy of estimates, from now on we will assume that
p ≥ 2. Known results [7][2] has justified that the above theorems hold for p = 1.
2. The Operators
We fix p ≥ 2. Let
ϕ0(x) = ν([0, x]) =
∫ x
0
f0dx,
where f0 and ν are as in Theorem 1.3. Note
ϕn+1(x) =ν(T
−(n+1)([0, x])) = ν(T−n(T−1([0, x])))
=ν(T−n(
∞⋃
k=p
[
p
k + x
,
p
k
])) =
∞∑
k=p
(ϕn(
p
k
)− ϕn( p
k + x
)).
This recursive formula implies that ϕn ∈ C2(I) for all n and hence
ϕ′n+1(x) =
∞∑
k=p
p
(k + x)2
ϕ′n(
p
k + x
) = (Gpϕ
′
n)(x).
Let
gn(x) = (p+ x)ϕ
′
n(x)
(Note that g0 = (p+ x)ϕ
′
0 = (p+ x)f0 as in Theorem 1.3). Then
gn+1(x) = (U gn)(x),
where
(U g)(x) =
∞∑
k=p
g(
p
k + x
)hk(x)
and
hk(x) =
p+ x
(k + x)(k + 1 + x)
=
k + 1− p
k + 1 + x
− k − p
k + x
.
For g ∈ C1(I),
(U g)(x) = g(0) +
∞∑
k=p
k + 1− p
k + 1 + x
(g(
p
k + x
)− g( p
k + 1 + x
)),
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Hence we have
(U g)′(x) = −
∞∑
k=p
(
k + 1− p
(k + 1 + x)2
(g(
p
k + x
)− g( p
k + 1 + x
))
+
p
(k + x)2
g′(
p
k + x
)hk(x)) = −V g′,
where
V f(x) =
∞∑
k=p
(
k + 1− p
(k + 1 + x)2
∫ p
k+x
p
k+1+x
f(y)dy +
phk(x)
(k + x)2
f(
p
k + x
)).
Then
(U ng)′ = (−1)nV ng′
for all g ∈ C1(I) and all n. We will then concentrate on the operator V . As the
crucial part of this paper, we find a auxiliary function to estimate the eigenvalue
of V :
Theorem 2.1. There is ξ ∈ C(I) and ξ > 0 such that
(2) vpξ ≤ V ξ ≤ wpξ.
Remark. For p ≥ 2, we may explicitly choose
ξ(x) =
1
(p+ 13 + x)
2
.
Linearity and positiveness of V leads to the following estimate:
Corollary 2.2. Given h ∈ C(I) and h > 0. Denote
β1 = min
x∈I
ξ(x)
h(x)
, β2 = max
x∈I
ξ(x)
h(x)
.
Then for every n,
β1
β2
vnph ≤ V nh ≤
β2
β1
wnph.
The estimate (2) implies that V has an eigenvalue λ = λp, which is the largest
one in absolute value, between vp and wp:
Theorem 2.3. Assume that there is ξ ∈ C(I) and ξ > 0 such that
vpξ ≤ V ξ ≤ wpξ.
Then V has an eigenvalue λ = λp ∈ [vp, wp] with a positive eigenfunction ψ = ψp
and ψ ≥ ξ. Moreover, for every f ∈ C(I),
V
nf = λnL (f)ψ + τnosc(
f
ψ
)κnψ,
where L : C(I) → R is a positive bounded linear functional with ‖L ‖ ≤ 1
m(ξ)
, τ
is a constant with 0 < τ < λ and κn : I → R is a function with |κn| ≤ 1.
Theorem 2.3 is a consequence of the following theorem of Wirsing:
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Theorem 2.4 (cf. [7] [2, Theorem 2.2.4]). Let W : C(I) → C(I) be a positive
bounded linear operator and F : C(I)→ R a positive bounded linear functional such
that W ≥ F . Assume that there is θ ∈ C(I) and two constants v, w, 0 < v ≤ w,
such that
m(θ) = inf
x∈I
θ(x) > 0,
v ≤ W θ(x)
θ(x)
≤ w
for all x ∈ I and
(3) F (θ) > (1− v
w
)‖W θ‖.
Then W has an eigenvalue λ ∈ [v, w] with a positive eigenfunction θ˜ such that
θ˜ ≥ θ ≥ m(θ) > 0,
0 < w
F (θ)
‖W θ‖ − (w − v) ≤
F θ˜
‖θ˜‖ ≤ λ,
and for every f ∈ C(I) and every n we have
W f = λnL (f)θ˜ + (λ− F θ˜‖θ˜‖ )
nosc(
f
θ˜
)κnθ˜,
where L : C(I)→ R is a positive bounded linear functional with ‖L ‖ ≤ 1
m(θ)
and
κn : I → R is a function with |κn| ≤ 1.
3. Proof of Theorem 2.1
Fix p ≥ 2. Let H be a bounded continuous function on R+ such that
lim
x→∞
H(x)
x
= 0.
We look for g on (0, 1] such that U g = H . Assume that
U g(x) =
∞∑
k=p
p+ x
(k + x)(k + 1 + x)
g(
p
k + x
) = H(x)
for all x ∈ R+. Then
H(x)
p+ x
− H(1 + x)
p+ 1+ x
=
1
(p+ x)(p+ 1 + x)
g(
p
p+ x
), x ∈ R+.
Hence
g(y) = (
p
y
+ 1)H(
p
y
− p)− p
y
H(
p
y
− p+ 1), y ∈ (0, 1].
It is easy to check that such g indeed satisfies U g = H .
For a ∈ I, define
Ha(x) =
1
p+ a+ x
.
Then
ga(x) = (
p
x
+ 1)Ha(
p
x
− p)− p
x
Ha(
p
x
− p+ 1) = p+ x
p+ ax
− p
p+ (1 + a)x
6 PENG SUN
satisfies U ga(x) = Ha(x) for all x ∈ I. Let
ξa(x) = g
′
a(x) =
p(1− a)
(p+ ax)2
+
p(1 + a)
(p+ (1 + a)x)2
> 0.
Then
V ξa(x) = −(U ga)′(x) = 1
(p+ a+ x)2
.
We would like to choose a such that
ξa
V ξa
(0) =
ξa
V ξa
(1).
So we must have
2
p
(p+ a)2 = (
p(1− a)
(p+ a)2
+
p(1 + a)
(p+ 1 + a)2
)(p+ 1 + a)2,
which yields
(4) 2(p+ a)4 − (2p3 + p2)(p+ a)− p2(p+ 1) = 0.
Denote the left-hand side of (4) by ρ(a). As
ρ′(a) = 8(p+ a)3 − (2p3 + p2) > 0
for a ≥ 0, ρ(a) = 0 has a unique positive real root
a = α = αp.
We note that
ρ(a) = (6a− 2)p3 + (12a2 − a− 1)p2 + 8a3p+ 2a4.
Hence for p ≥ 2,
ρ(0.32) = −0.08p3 − 0.0912p2 + 0.262144p+ 0.02097152 < 0
and
ρ(
1
3
) =
8p
27
+
2
81
> 0.
So α ∈ (0.32, 1
3
). We also have
lim
p→∞
αp =
1
3
.
For a ∈ [α, 1
3
],
ξa
V ξa
attains its maximum
M(a) =
2
p
(p+ a)2 ≤ 1
vp
.
at x = 0, and has a minimum (see Lemma 6.1)
m(a) =
1
p
((1− a)p2 + a2(1 + a)+(5)
3(p− pa− a2)(pa+ a+ a2)((1 − a)γ + (1 + a)γ−1))
at
x = x0 =
(γ − 1)p
1 + a− aγ ∈ I
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with
γ = γa =
p+ (1 + a)x0
p+ ax0
= 3
√
(1 + a)(pa+ a+ a2)
(1− a)(p− pa− a2) <
p+ 1 + a
p+ a
.
Note that
γ3α = 1 +
3α2 + (3p+ 1)α− p
(1 − α)(p− pα− α2) ≥ 1.
We have
α ≥
√
9p2 + 18p+ 1− (3p+ 1)
6
=
2p√
9p2 + 18p+ 1 + (3p+ 1)
>
p
3p+ 2
.
For a ∈ [α, 1
3
] and p ≥ 2,
γ ≤ γ 1
3
= 3
√
1 +
1
2
3p− 19
< 1 +
1
2p
< 1 + a.
Then
(1 − a)γ + (1 + a)γ−1 ≥ 2 + 1− a
2p
− 1 + a
2p+ 1
> 2− a
p
,
as the left-hand side is decreasing in γ for 1 < γ < 1 + a. So
(6) m(a) >
1
p
(
(1 − a)p2 + a2(1 + a) + 3(p− pa− a2)(pa+ a+ a2)(2− a
p
)
)
Therefore
m(
1
3
) >
2
p
(p2 +
2
3
p− 11
54
+
2
81p
) >
1
wp
.
In conclusion, we have
m(
1
3
) ≤
ξ 1
3
V ξ 1
3
≤M(1
3
).
For convenience, we choose
(7) ξ = V ξ 1
3
=
1
(p+ 13 + x)
2
.
Then
vpξ ≤ V ξ ≤ wp.
4. The Eigenvalue
In this section we apply Theorem 2.4 to show Theorem 2.3, i.e. V has an
eigenvalue in [vp, wp].
Fix p ≥ 2. To apply Theorem 2.4, put W = V , v = vp, w = wp and θ = ξ as in
(7). We just need to identify a linear functional F . For every f ∈ C(I) and f ≥ 0,
V f(x) ≥
∞∑
k=p
k + 1− p
(k + 1 + x)2
∫ p
k+x
p
k+1+x
f(y)dy =
∫ 1
0
k(x, ⌊p
y
− x⌋)f(y)dy,
where
k(x, 0) = 0, x ∈ I,
k(x, t) =
t+ 1− p
(t+ 1 + x)2
,
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and ⌊x⌋ denotes the largest integer no more than x. Note that for fixed x ∈ I, for
t ≥ 0, k(x, t) is (with t) increasing for t−x ≤ 2p−1 and decreasing for t−x ≥ 2p−1.
For 0 < y ≤ p2p+1 , we have ⌊ py − x⌋ − x ≥ 2p− 1. Hence
k(x, ⌊p
y
− x⌋) ≥
p
y
− x+ 1− p
( p
y
+ 1)2
≥ py(1− y)
(p+ y)2
For p2p+1 < y ≤ 12 , we have 2p− 1 ≤ ⌊ py − x⌋ ≤ 2p. Hence
k(x, ⌊p
y
− x⌋) ≥min{k(x, 2p− 1), k(x, 2p)}
=min{ p
(2p+ x)2
,
p+ 1
(2p+ 1 + x)2
}
≥ p
(2p+ 1)2
.
For 12 < y ≤ pp+1 , we have ⌊ py − x⌋ − x ≤ 2p− 1. Hence
k(x, ⌊p
y
− x⌋) ≥
p
y
− x− p
( p
y
)2
≥ y(p− (p+ 1)y)
p2
.
We define for all f ,
F (f) =
∫ p
2p+1
0
py(1− y)
(p+ y)2
f(y)dy +
∫ 1
2
p
2p+1
p
(2p+ 1)2
f(y)dy
+
∫ p
p+1
1
2
y(p− (p+ 1)y)
p2
f(y)dy.
Then F is positive and F (f) ≤ V f for all positive f . We have
F (ξ) =
∫ p
2p+1
0
py(1− y)
(p+ y)2
dy
(p+ 13 + y)
2
+
∫ 1
2
p
2p+1
p
(2p+ 1)2
dy
(p+ 13 + y)
2
+
∫ p
p+1
1
2
y(p− (p+ 1)y)
p2
dy
(p+ 13 + y)
2
≥
p(1− p2p+1 )
(p+ p2p+1 )
2(p+ 13 +
1
2 )
2
∫ p
2p+1
0
ydy +
p(12 − p2p+1 )
(2p+ 1)2(p+ 13 +
1
2 )
2
+
1
2
p2(p+ 13 +
1
2 )
2
∫ p
p+1
1
2
(p− (p+ 1)y)dy
=
1
16(p+ 56 )
2
(
p
(p+ 1)(p+ 12 )
+
2p
(p+ 12 )
3
+
(p− 1)2
p2(p+ 1)
)
>
1
16(p+ 56 )
2
(
p− 12
(p+ 12 )
2
+
2− 1
p
(p+ 12 )
2
+
p2 − 2p+ 1
p(p+ 12 )
2
)
=
p− 14
8(p+ 56 )
2(p+ 12 )
2
.
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For p ≥ 2,
wpF (ξ)
‖V ξ‖ ≥
F (ξ)
‖ξ‖ = (p+
1
3
)2F (ξ) =
(p+ 13 )
2
(p+ 56 )
2
· p−
1
4
8(p+ 12 )
2
>
p2(p− 14 )
8(p+ 12 )
4
=
p2(p− 14 )
8(p2 + 23p+
1
9 )(p
2 + 23p− 29 )
· (p+
1
3 )
4
(p+ 12 )
4
· p
2 + 23p− 29
(p+ 13 )
2
≥(wp − vp) · 3
4
p(p− 1
4
)(
14
15
)4(
46
49
)
>(wp − vp)p
2
(p− 1
4
) > wp − vp.
Thus (3) holds for θ = ξ. Hence Theorem 2.3 follows from Theorem 2.4 with ψ = θ˜
and
(8) τ = λ− Fψ‖ψ‖ ≤ λ− (
wpF (ξ)
‖V ξ‖ − (wp − vp)).
Remark. From (8) we have
τ <λ− (wp − vp)(
p(p− 14 )
2
− 1)
=λ− p
2(p2 + 23p− 29 )
·
1
3 (p
2 − 14p− 2)
2(p+ 13 )
2
<λ− 9
198
wp ≤ 189
198
λ.(9)
5. Proof of the Theorem 1.3
Fix p. Let ψ = ψp be as in Theorem 2.3, i.e. the eigenfunction of V correspond-
ing to λ = λp. Let
ψ˜(x) =
∫ x
0
ψp(t)dt, x ∈ I
and
Ψp(x) =
∫ x
0
ψ˜(t)−U ∞ψ˜
p+ t
dt, x ∈ I.
Then
((p+ x)Ψ′p(x))
′ = ψp(x)
and Ψp(0) = Ψp(1) = 0.
Let Lp = L as in Theorem 2.3 and g0 = (p+ x)f0. For n ∈ N and y ∈ I we set
Dn(y) =ν(T
−n
p ([0, p(e
y(ln(p+1)−ln p) − 1)]))− y
− (−λp)nLp(g′0)Ψp(p(ey(ln(p+1)−ln p) − 1)),
so that
Dn(Φp(x)) = ϕn(x)− Φp(x)− (−λp)nLp(g′0)Ψp(x), x ∈ I.
Then
1
(ln(p+ 1)− ln p)2 ·
D′′n(Φp(x))
p+ x
=(U ng0)
′(x)− (−λp)nLp(g′0)((p + x)Ψ′p(x))′
=(−1)nV ng′0(x) − (−λp)nLp(g′0)ψp(x).
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By Theorem 2.3,
|D′′n(Φp(x))| ≤ τnp (ln(p+ 1)− ln p)2(p+ 1)‖ψp‖osc(
g′0
ψp
).
Note that Dn(0) = Dn(1) = 0. We can apply the interpolation formula (see Lemma
6.2): for every y ∈ I there is ty ∈ I such that
(10) Dn(y) = −y(1− y)
2
D′′n(ty).
So for every n and every x ∈ I,
|Dn(Φp(x))| ≤ τnp (ln(p+ 1)− ln p)2(
p+ 1
2
)‖ψp‖osc( g
′
0
ψp
)Φp(x)(1 − Φp(x)).
Theorem 1.3 holds.
6. Complementary Lemmas and Final Remarks
We first show the computation of m(a) in (5) and the interpolation formula (10).
Lemma 6.1. (5) holds.
Proof. Denote
A = p− pa− a2, B = pa+ a+ a2.
Then
p+ a+ x0
p+ ax0
=
p+ a+ (γ−1)p1+a−aγ
p+ a (γ−1)p1+a−aγ
=
Aγ +B
p
,
p+ a+ x0
p+ (a+ 1)x0
=
1
γ
p+ a+ x0
p+ ax0
=
A+Bγ−1
p
.
Note
(1− a)Aγ2 = (1 + a)Bγ−1.
Hence
m(a) =
ξa
V ξa
(x0)
=p(p+ a+ x0)
2(
1− a
(p+ ax0)2
+
1 + a
(p+ (1 + a)x0)2
)
=
1
p
((1− a)(Aγ +B)2 + (1 + a)(A+Bγ−1)2)
=
1
p
((1− a)A2γ2 + 2(1− a)ABγ + (1− a)B2
+ (1 + a)A2 + 2(1 + a)ABγ−1 + (1 + a)B2γ−2)
=
1
p
((1 + a)A2 + (1− a)B2 + 3(1 + a)ABγ−1 + 3(1− a)ABγ)
=
1
p
((1− a)p2 + a2(1 + a)+
3(p− pa− a2)(pa+ a+ a2)((1 − a)γ + (1 + a)γ−1))

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Lemma 6.2. Let f ∈ C2(I) such that f(0) = f(1) = 0. Then for every y ∈ I,
there is ty ∈ I such that
(11) f(y) = −y(1− y)
2
f ′(ty).
Proof. (11) holds obviously for y = 0 and y = 1. Fix y ∈ (0, 1). Let g(t) =
y(1 − y)f(t) − t(1 − t)f(y). Then g(0) = g(y) = g(1) = 0. There must be ty ∈ I
such that g′′(ty) = 0, which just implies (11). 
Analogous to Wirsing’s approach, Theorem 2.3 has a corollary that can be used
to compute λp to any accuracy:
Corollary 6.3. For any f ∈ C1(I) with f ′ > 0 and for every n ∈ N,
(U nf)(1)− (U nf)(0)
(U n−1f)(1)− (U n−1f)(0) = −λp +O((
τp
λp
)n)
(By (9), for p ≥ 2 we have τp
λp
<
189
198
.)
Proof. By Theorem 2.3,
(U nf)′ = V nf ′ = λnpL (f
′)ψ + τnp osc(
f ′
ψ
)κnψ.
Take the integrals on I. The result follows. 
Moreover, from Theorem 2.3 we know that 1 and−λp are the first two eigenvalues
of U (and also Gp). Let us denote the n-th eigenvalue of Gp by Λp(n). A remarkable
result by G. Alkauskas [1] shows that
(12) (−1)n−1Λ1(n) = φ2n + C · φ
2n
√
n
+ d(n) · φ
2n
n
,
where φ =
√
5−1
2 , C is a known constant and d is a bounded function. According
to [1], behind (12) is the spectrum of operator
H1f(x) =
1
(1 + x)2
f(
1
1 + x
),
which is {(−1)n−1φ2n : n ∈ N}. It is natural to consider
Hpf(x) =
p
(p+ x)2
f(
p
p+ x
).
We conjecture that
Conjecture. For every positive integer p,
lim
n→∞
Λp(n)
(−1)n−1p−nφ2np
= 1,
where φp =
√
p2 + 4p− p
2
is the positive root of the equation
x =
p
p+ x
.
Acknowledgments
The author is supported by NSFC No. 11571387.
12 PENG SUN
References
[1] G. Alkauskas, Transfer operator for the Gauss’ continued fraction map. I. Structure of the
eigenvalues and trace formulas, preprint, 2014.
[2] M. Iosifescu, C. Kraaikamp, Metrical Theory of Continued Fractions, Kluwer Academic Pub-
lisher, Dordrecht, 2002.
[3] R. O. Kuzmin, On a problem of Gauss, Dokl. Akad. Nauk SSSR Ser. A (1928), 375–380.
[4] P. Le´vy, Sur les lois de probabilite´ dont de´pendent les quotients complets et incomplets dune
fraction continue, Bull. Soc. Math. France 57 (1929), 178–194.
[5] P. Sun, Invariant measures for generalized Gauss transformations, preprint, 2017.
[6] P. Sun, A Generalization of Gauss-Kuzmin-Le´vy Theorem, preprint, 2017
[7] E. Wirsing, On the Theorem of Gauss-Kuzmin-Le´vy and a Frobenius-Type Theorem for
Function Spaces. Acta Arith. 24 (1974), 507–528.
E-mail address: sunpeng@cufe.edu.cn
