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Lyhenteet 
USB 
USB on lyhenne sanoista Universal Serial Bus. Se on sarjamuotoinen väylä, jonka 
kautta laitteet voivat kommunikoida keskenään. Yleensä toisena laitteena on PC. USB-
kaapelissa kulkee myös sähköä datan ohella, joten suurin osa USB-laitteista ei tarvitse 
erillistä virtalähdettä. 
TCP/IP 
Transmission Control Protocol/Internet protocol. TCP/IP:llä tarkoitetaan TCP-
kommunikointia Ethernet-verkon ylitse useamman laitteen välillä. 
UDP/IP 
User Datagram Protocol/Internet protocol. UDP/IP:llä tarkoitetaan UDP-kommunikointia 
Ethernet-verkon ylitse useamman laitteen välillä. Ei tarjoa vikatilanteiden hallintaa. 
Firewire 
Se on sarjamuotoinen väylä, jonka kautta laitteet voivat kommunikoida keskenään. 
Yleensä toisena laitteena on PC. 6-pinnin Firewire-kaapelissa kulkee myös sähköä 
laitteelle datan ohella, 4-pinnin kaapelissa ei kulje sähköä laitteelle. Firewire soveltuu 
erityisesti skannereiden, kameroiden, videokameroiden ja kovalevyjen liittämiseen. 
CCD kenno (Charge-coupled device): 
CCD-kenno koostuu pienestä, valoherkästä piikennostosta. Kennosto muodostuu 
pienistä pikseleistä, joita nykyajan kameroissa on parhaimmillaan jopa miljoonia. Fotoni 
aiheuttaa piissä valosähköisen reaktion, jossa vapautuu elektroni. Elektronit ovat 
varauksellisia hiukkasia ja ne varautuvat valon vaikutuksesta. Varaus/jännite-
muuntimella varaus muutetaan analogiseksi signaaliksi, jonka avulla kuva 
muodostetaan. 
 
   
 
 
FPS 
Kuvataajuus (frames per second) tarkoittaa näytölle sekunnissa piirrettyjen kuvien 
määrää. Yleissääntönä voidaan pitää, että mitä korkeampi kuvataajuus, sitä 
juohevammalta liike näyttää. 
SDRAM 
Synchronous Dynamic Random Access Memory on luku- ja kirjoitusmuistin tyyppi, 
jossa jokainen bitti tallennetaan erilliseen kondensaattoriin. Koska kondensaattorin 
varaus ajan myötä häviää, muisti vaatii säännöllistä virkistämistä. Lisäksi muistisolun 
lukeminen purkaa kondensaattorin, joten jokaisen lukuoperaation jälkeen data pitää 
tallentaa takaisin muistisoluun. 
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1 Johdanto 
Insinöörityön tarkoituksena on tehdä Metropolia-ammattikorkeakoulun 
automaatiolaboratorioon konenäkösovellus, jolla tehdään erilaisia harjoituksia ja joiden 
tavoitteena on täydentää jo aikaisemmin tehtyjä harjoituksia. Laitteisto on sijoitettu 
automaatiolaboratorioon ja sitä on tarkoitus käyttää laboratorioharjoituksissa. Asioita 
käsitellään myös teoriatunneilla ja tietokoneharjoituksissa. 
Laboratorioharjoitukset antavat mahdollisuuden kokeilla tunneilla opittuja asioita 
käytännössä. Jokaiselle harjoitukselle on aikaa neljän oppitunnin verran, lisäksi 
harjoituksesta tehdään työselostus. Tässä ajassa oppilaan tulisi saada ohjeiden avulla 
kuva käytettävästä ohjelmasta, järjestelmän mahdollisuuksista sekä antaa tuntumaa 
laitteiston käyttöön. Ajan vähyyden vuoksi ohjeiden pitää olla selkeät ja melko 
yksityiskohtaiset. Harjoitustöiden aikana oppilaille ei ehdi kertyä rutiinia 
käyttöjärjestelmistä. Toisaalta harjoitustyön täytyy antaa jonkin verran haastetta 
mielenkiinnon ylläpitämiseksi. 
Konenäköjärjestelmät ovat kehittyneet nopeasti, ja niiden tuomat mahdollisuudet 
varsinkin tarkastuksessa ja tunnistuksessa ovat monesti ylivoimaiset ihmiseen 
verrattuna. Nopeus ja tarkkuus kasvavat yleisen tietotekniikan kehityksen mukana. 
Nykyaikaisten laitteiden hahmon- ja asennontunnistus on huomattavasti nopeampaa 
kuin ihmisvoimin tapahtuva tarkastus tai lajittelu. Samasta kuvasta kyetään tekemään 
useita tarkastuksia ja määrittelyjä suuremmilla ratanopeuksilla kuin aikaisemmin. 
Laitteistojen hinnat ovat laskeneet huomattavasti. 
Käyttöliittymät ovat kehittyneet suhteellisen helppokäyttöisiksi, ja nykyaikaisten 
tietokoneiden ja prosessoreiden tehot mahdollistavat selkeät ja käyttäjäystävälliset 
toiminnot. Kameran oikealla sijoittelulla ja optiikalla päästään helposti millin sadasosien 
mittaustarkkuuteen kuvista.  
Konenäössä hyvässä kuvassa näkyvät vain halutut yksityiskohdat ja muodot. Kaikki 
muu informaatio kuvassa on tarpeetonta ja hidastaa laskentaa, mikä taas pidentää 
kuvankäsittelyaikaa. Yksityiskohtien erottamiseen taustasta käytetään erilaisia 
menetelmiä, ja kuva näyttää monesti todella surkealta tavallisen valokuvaajan silmään. 
Ero johtuu tarvittavan tiedon määrästä. 
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Laiteinvestointien vaaditut takaisin maksuajat teollisuudessa ovat lyhyitä ja 
laaduntuotto paranee oleellisesti. Konenäkö on väsymätön tarkastaja, joka tekee 
opetetut tehtävät tunnollisesti. 
Valaistuksen toteutuksella on keskeinen merkitys konenäkösovelluksissa. 
Valaistuksella luodaan kuvaukselle olosuhteet, joissa kamerajärjestelmä toimii.   
Työssä on tarkoitus kertoa laitteista, asetusten määrittelystä, aiheeseen liittyvästä 
ohjelmasta sekä laitteen ohjelmoinnista. 
2 Konenäön teoriaa ja perusteita 
Konenäkö 
Konenäkö on koneellinen aisti, joka matkii ihmisen näköaistia. Tyypillisesti konenäkö 
koostuu seuraavista osista: kameralla otetaan kohteesta kuvia halutulla 
kuvanottotaajuudella (monta kuvaa/sekunnissa). Hyvän ja tasaisen kuvanlaadun 
edellytyksenä pidetään muuttumattomana pysyviä valaistusolosuhteita. Esim. suoraa 
auringonvaloa ei saa päästä kuvattavaan kohteeseen. Tietokoneen muistiin 
tallennetaan ja digitoidaan talteen otetut kuvat. Muistissa olevat kuvat analysoidaan 
ennalta ohjelmoitujen ohjeiden mukaisesti, ja ohjauskomennot annetaan tuotantolinjan 
koneille ja laitteille saatujen tulosten perusteella. 
Värikonenäkö on vallannut varsin hitaasti jalansijaa. Käytössä olevista 
konenäköjärjestelmistä vain 10 % hyödyntää väri-informaatiota. Värinäön 
hyödyntäminen on selvästi kasvussa. Värinäöllä mitataan tarkasti tutkittavan kohteen 
väriä. Harmaasävykuvista saatava informaatio riittää kuitenkin monissa sovelluksissa, 
kuten liikenopeuden tai paikan määrittämisessä.  
Konenäössä käytettävät kamerat ovat kehittyneet paljon viime vuosien aikana. 
Konenäön kameroiden kuvatarkkuus (resoluutio) on usein digitaalisten valokuvaus- ja 
videokameroiden tapaan miljoonien kuvapisteiden luokkaa. Kuvan digitointi on 
välttämätöntä, koska konenäössä tulkitaan kuvaa tietokoneen avulla. Mitä enemmän 
kuvapisteitä kuvasta saadaan, sitä pienempiä yksityiskohtia siitä voidaan erottaa ja sitä 
tarkempia mittauksia kuvasta voidaan tehdä. Tehokkaan ohjauselektroniikan ansiosta 
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myös kuvanottotaajuus on noussut standardin videosignaalin taajuudesta 
moninkertaisiksi, jopa tuhansiin kuviin sekunnissa. Hyvällä erotuskyvyllä ja suurilla 
kuvataajuuksilla varustetuilla kameroilla voidaan tarkasti kuvata nopeasti liikkuvia 
kappaleita ja analysoida niiden ominaisuuksia. (Soini 2007, 1.) 
Konenäköjärjestelmät 
Konenäköjärjestelmät suorittavat esimerkiksi sarjanumeroiden lukemista, kappaleiden 
laskentaa liukuhihnalta sekä pintavikojen etsimistä eli hyvin tarkoin ohjelmoituja 
tehtäviä. Konenäköjärjestelmillä ei ole ihmisen oppimiskykyä tai älyä, silti niitä pidetään 
hyvin käyttökelpoisina useisiin eri tehtäviin. Niitä käytetään tehtävissä, joissa optisen 
tarkastuksen tulee olla pitkäkestoista, tarkkaa, nopeaa ja toistettavaa. Sillä voidaan 
myös korvata ihmiselle rasittavia rutiinitehtäviä tai suorittaa sellaisia tehtäviä, joita 
ihmisen näkökyky ei pysty havaitsemaan. (Savolainen 2013) 
 
Kuva 1.  Konenäköjärjestelmän osat. 
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Tyypillinen konenäköjärjestelmä, joka kuvaa kuljettimella kulkevia kappaleita, voi 
koostua seuraavista osista: 
 valokenno 
 harmaasävy-kamera 
 valaisin 
 liitäntäkortti kameralle, ”framegrabber” 
 tietokone 
 digitaaliset liitännät koko prosessin ohjausjärjestelmään. 
Kappaleen kulkiessa kameran ohi valokenno laukaisee kameran. Kuva saadaan 
mittausta varten optimaaliseksi korostamalla tarkkailtavia kohtia kuvasta erilaisten 
valaistusjärjestelyiden avulla. 
Jotta kuvia voidaan käsitellä, ne siirretään digitaalisessa muodossa tietokoneelle 
liityntäkortin kautta. Kuvan tulkitsemisessa on yleensä useita vaiheita. Kuvasta voidaan 
aluksi suodattaa pois kohinaa tai yksinkertaistaa kuvaa muuttamalla harmaasävykuva 
vain mustaa ja valkoista sisältäväksi kuvaksi. Yksinkertaistetusta kuvasta voidaan 
tämän jälkeen laskea, mitata tai tunnistaa kappaleita tai sen osia. Tietokoneohjelma 
luokittelee mittaustulosten perusteella kappaleen joko hyväksytyksi kappaleeksi tai 
hylätyksi. Tieto välitetään kameraa seuraaville laitteille tuotantolinjalla, jotka voivat 
esimerkiksi poistaa huonot kappaleet liukuhihnalta. 
Älykamerat, joissa on sisäänrakennettu tietokone, ovat yleistyneet.  Erillistä 
tietokonetta ei täten aina tarvita. Älykameran käyttö tekee erillisien tietokoneen ja 
liitäntäkortin käytön tarpeettomaksi, jolloin systeemistä tulee edullisempi ja varmempi. 
FireWire ja USB -väylien yleistymisen myötä älykamerat ovat tulleet osaksi 
konenäköjärjestelmiä. Em. väyliin liitettävät kamerat ovat helppokäyttöisempiä kuin 
aiemmat oman liitäntäkortin vaatineet. (Savolainen 2010) 
Älykamerat 
Viimeisin kehityssuunta on ns. älykamerat. Valaistus, kuvanottokamera ja 
kuvankäsittelyn tietokone ovat kaikki sisäänrakennettu yhteen laitteeseen. 
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Älykameroiden käyttö älykkäinä tunnistimina on lisääntynyt merkittävästi niiden 
alentuneiden hintojen ansiosta.  
Konenäössä kameroita käytetään muuallakin kuin vain näkyvän valon 
aallonpituusalueella. Konenäössä käytetään myös infrapunakameroita. Ne mittaavat 
lämpötilaeroja ja niitä voidaan käyttää esim. eksyneiden etsimiseen lentokuvauksissa. 
Autoissa infrapunakameraa käytetään kuljettajan pimeässä havainnoinnin apuna. 
(Soini 2007, 2.) 
3 Konenäön sovelluksia 
Konenäöllä on runsaasti eri sovelluksia erityisesti teollisuudessa. Yleisin konenäön 
sovellus on laadunvalvonta. Laadunvalvonnassa tarkkaillaan ja vertaillaan tehtäviä 
tuotteita laadullisesti hyväksyttyihin tuotteisiin. Tuotteet lajitellaan tämän jälkeen 
haluttuihin laatuluokkiin.  
Koko tuotantolinjan laadunhallintaa on kehitetty edelleen niin, että tuotteiden laatu 
saadaan pysymään halutulla tasolla linjan eri vaiheissa. 
Esim. leipomotehtaalla käytetään värikonenäköä mittamaan paistouunista tulevien 
tuotteiden paistoväriä ja antaa palautetta uunin säätöjärjestelmälle. Uunin lämpötilaa 
täten pystytään säätämään saman tien. (Soini 2007, 2.) 
Konenäköjärjestelmien sovellusalueet ovat yleisesti erilaisten prosessien 
automatisointia. Konenäköä käytetään ihmisten sijaan prosessin vaikeissa, 
yksitoikkoisissa tai vaarallisissa vaiheissa. Konenäön avulla voidaan hallinta esim. 
Postin lähetysten pakkausmerkintöjä. Pakkausmerkintöjen perusteella lähetykset 
ohjataan oikeaan paikkaan. 
Konenäköjärjestelmää voidaan käyttää lajittelemaan kierrätettäviä materiaaleja kuten 
lasia. Materiaalit voidaan lajitella oikean värin mukaan tai tunnistaa onko pulloihin 
jäänyt roskia. Lisäksi konenäön avulla voidaan määrittää tuotteen koordinaatit, josta 
manipulaattori osaa poimia kappale pakkaamista varten. Kokoonpanotehtävissä 
kappaleen koordinaatteja ja mittoja käytetään hyväksi uusien osien liittämiseen 
osakokonaisuuteen.  
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Liikkuvien laitteiden kuten lastausrobotin ohjaamiseen voidaan myös käyttää 
konenäköä. Konenäön avulla ympäristöstä seurataan jotain jatkuvaa muotoa kuten 
määrätyn väristä viivaa. Konenäöltä saatavaa informaatiota sulautetaan muihin 
anturitietoihin tarkan ohjauksen mahdollistamiseksi. (Savolainen 2009a) 
Robottinäkö 
Robottinäkö on kolmiulotteiseen näkemiseen perustuva konenäköjärjestelmä. Sitä 
käytetään robotin näköaistina robotin liikkeitä ohjaamaan, mutta sitä käytetään myös 
erilaisissa mittaussovelluksissa esim. hiontarobotin ohjaukseen. 
Pullon muodon mittaus pullonpalautusautomaatissa on toinen kolmiulotteista mittausta 
vaativa sovellus. 
Kamera kuvaa pullon muodon ja vertaa sitä muistissa oleviin pullomuotoihin. Jos 
muoto on yhdenmukainen kirjastoon tallennetun muodon kanssa, näytetään siitä tuleva 
palautussumma näytössä sekä kaikkien palautettujen pullojen yhteissumma. Palauttaja 
kuittaa viimeisen pullon tulleen palautetuksi. Koripalautuksessa tarkistetaan onko kori 
täynnä kuvaamalla kori yläpuolelta. Seuraavaksi laskentaan, tunnistetaan pullot ja 
korista saatava pantti näytetään näytöllä. Tölkkien palautuksessa kamera lukee tölkin 
kyljessä olevan viivakoodin ja ohjelmassa olevien määritelmien perusteella päättelee 
maksetaanko tölkistä panttia. (Soini 2007, 3.) 
4 Valaistuksen merkitys 
Kuvan muodostuksessa tärkeä merkitys on valaistuksella. Valaistus pyritään pitämään 
muuttumattomana kuvankäsittelyn helpottamiseksi. Riippuen sovelluskohteesta 
erilaisia valaistustekniikoita sovelletaan. Hyvän valaistuksen avulla kuvasta täytyy tulla 
mahdollisimman yksinkertainen, mutta silti sisältää riittävä määrä informaatiota 
ohjelman suorituksen kannalta. (Savolainen 2009b) 
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Valaistusmenetelmiä 
Suora valo 
Suunnatut valovoimaiset lamput tuottavat kirkkaan valon ja terävät varjot. Ne eivät 
tuota tasaista valaistusta kohdepinnalle. (Savolainen 2009b) 
Epäsuora valo 
Epäsuora valo heijastetaan yleensä toisen pinnan kautta kohdepinnalle. Tämä tuottaa 
tasaisen valon koko pinnalle ja vähentää varjoja. (Savolainen 2009b) 
Taustavalo 
Taustavalo heijastetaan siten kameraa kohti, siten että valaistava kappale on kameran 
ja valolähteen välissä. Tällä tavalla saadaan kappaleen ulkoreunat hyvin esille esim. 
mittausta varten. (Savolainen 2009b) 
Salamavalo, Stroboskooppi 
Valaisemalla kohde pienen ajanhetken ajaksi (sekunnin murto-osa) voidaan kohteen 
liike pysäyttää ja estää muuten sumeaksi muodostuva kuva. (Savolainen 2009b) 
5 Nykyiset kamerajärjestelmät ja harjoitukset 
Koulun laboratoriossa on konenäkölaitteistoa, joilla voidaan tehdä erilaisia harjoituksia. 
Laitteet ovat eri-ikäisiä, ja niissä näkee konenäön kehityksen. Kamerajärjestelmät ovat 
säännöllisessä käytössä ja pääasiassa käyttökuntoisia. Seuraavana on esittely laitteilla 
tehtävistä harjoituksista ja niiden tuomasta informaatiosta omilla konenäön osa-
alueillaan. 
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5.1 DVT 542C värikamerajärjestemä värientunnistuksessa 
Johdanto 
Tässä laboratoriotyössä tutustuttiin värikameran käyttöön kohteiden luokittelussa ja 
vikojen etsinnässä. Työssä tehtiin sovellus, jolla erotettiin erivärisiä palikoita mm. värin 
perusteella eri luokkiin ja tarkasteltiin niissä olevia ’virheitä’. 
Laitteisto 
Laboratoriotyössä käytettävään laitteistoon kuului DVT 542C -digitaalinen värikamera, 
jossa integroitu LED-valaisin ja ethernet -liityntä. CCD-elementin resoluutio 640 x 480 
pikseliä ja CCD-elementin koko oli 3,6 x 2,4 mm. Väriarvot (Red, Green, Blue) saatiin 8 
bittisenä lukuarvona 
Kamera oli liitetty PC:hen, jossa oli Intellect -ohjelmisto. Kamera on liitetty Festo FMS -
työstöasemaan. Suunnitteluun voidaan käyttää mitä tahansa samaan ethernet-
verkkoon liitettyä PC:tä, johon on asennettu Intellect-ohjelmisto. 
Tehtävät 
Palikan paikan määrittäminen. 
Sidottiin palikan paikka ’Translation’-softsensoreilla (esim. Line Fit). Tehdään näin 
esim. vasen reuna ja sidotaan siihen yläreuna. Tähän voidaan puolestaan sitoa 
Rotational softsensor (Position Along Arc). Valittiin sille Pass ehdoksi sellaiset arvot, 
että palikan yhden kolon tulee olla indeksipöydän reiän kohdalla. Testattiin, että laaditut 
softsensorit toimivat halutulla tavalla. 
Vikojen havaitseminen. 
Tehtiin ’Pixel Counting’ – värisensorin avulla punaisen värin määritys. Tarkistettiin 
Manager-välilehdeltä, mitkä ovat eri värikomponenttien arvot. Virittettiin värin 
havaitsemista siten, että softsensor tunnistaa koko tasaisen punaisen alueen. Kokeiltiin 
eri säätömahdollisuuksien vaikutusta havaittavaan alueeseen. Testattiin, miten 
punaisen palikan pohjassa oleva keltainen täplä ja mustat pisteet havaitaan. 
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Mittaustyökalujen käyttö. 
Mittauksessa voitiin käyttää minkä tahansa väristä palikkaa oikein päin asetettuna. 
Mitattiin palikan keskipisteen etäisyys kuvan vasemmassa alakulmassa näkyvästä 
ruuvista. Palikan halkaisija oli 39,6 mm. Tehtiin skaalaus siten, että saatiin 
softsensorilta todellinen etäisyys. Mitattiin keltaisten alueiden koot suurimmalle ja 
pienimmälle hyväksyttävälle tuotteelle sekä hylättävälle tuotteelle. Asetettiin 
softsensorille hyväksymisrajat keltaisten pikseleiden määrän mukaan. Testauksen 
avulla oli löydettävä poikkeava tuote, jossa keltaisen alueen koko poikkeaa selvästi 
muista. Testattiin, että laadittu softsensori toimi halutulla tavalla. Otettiin muistiin 
keltaisten alueiden pikselimäärät eri tuotteilla. 
5.2 Omron F150-S1A harmaasävykamera, konenäköjärjestelmä F210-C15 ja 
käsikonsoli F160-KP 
Laitteisto 
Kamerapäänä käytettiin Omronin F150-S1A harmaasävykameraa. Kamerassa on 1/3 
tuuman CCD-kenno ja resoluutio on 659*494 pikseliä. Suljinajat valittavissa 1/100 -
1/10000 sekunnin välillä. Konenäköohjaimena käytettiin Omron F210-C15 
konenäköohjainta. Ohjaimen maksimi mittaustarkkuus on 512*484 pikseliä. 
Ohjaimessa oli yksi muistikorttipaikka, RS-232c/422A -sarjaporttiliitäntä ja 13 tulo- ja 22 
lähtöliitäntää. 
Työssä käytettiin myös F160-KP käsikonsolia. Konsolin avulla tehtiin valinnat näytöstä. 
F1-F9 näppäimet on mahdollista ohjelmoida pikanäppäimiksi. Trig on kuvan otto, Esc 
peruuttaa, Enter hyväksyntä painamalla. Shift oli kapulan päässä. Näyttö opasti 
valinnoissa oikean näppäimen löytämisessä. Funktionäppäimille oli ohjelmoitu 
seuraavat toiminnot: F1 =kuvankaappaus ja F3 = kuvan pysäytys. 
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Kuva 2. Omron F150-S1A harmaasävykamera. 
 
 
Kuva 3. Omron F210-C15 konenäköohjain.      
 
Kuva 4. Käsikonsoli F160-KP. 
Tehtävät 
Pullon pinnankorkeuden mittaus 
Asetettiin puolitäysi pullo kehikon sisälle ja kohdistettiin kamera niin, että nähtiin 
kuvassa pullon nestepinta ja pohja. Muokattiin valaistusta siten, että molemmat 
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näkyvät mahdollisimman hyvin. Kameran telineessä oli vipu, jota löysäämällä voitiin 
siirtää kameraa sopivaan kohtaan. Suoritettiin tarkennus ja aukon säätö uudelleen. 
Pintavirheen etsintä laminaatista 
Tässä harjoituksessa tehtiin aluksi kuvausolosuhteet (valaistus) sellaiseksi, että 
pintavirheet saatiin näkyviin kuvasta. Aseteltiin harmaatasorajat ja suodatukset 
kohdilleen, otettiin kuva ja tallennettiin muistiin. Päävalikossa SET-tilassa säädettiin 
valotusajat ja suodatukset camera settings valikoista. Tämän jälkeen seuraavalle riville 
valittiin measurement, josta valittiin toiminto defect. Seuraavana tehtiin regionissa 
tarkastusalueen määrittely (defect region-new-Box-Or). Määriteltiin alueen koko ja 
END:llä pois. Määriteltiin raja-arvot Judgement conditions valikosta. Säädettiin 
hyväksymisalueen defect arvo sellaiseksi, että pintavirheet löytyvät tarkastusalueelta. 
Siirryttiin ESC:ä painelemalla Monitor-tilaan ja otettiin kuvia virheistä ja normaalista 
laminaatista (Trig). 
Laserjuovan avulla tehtävä liittimen leveyden mittaus 
Tämä harjoitus tehtiin uuteen Sceneen ja laitettiin virta päälle laservalolle. Asetettiin 
liitin kuvaan ja painettiin trig. Asetettiin valaistus, kameran asetukset ja suodatukset 
siten, että saatiin laserviiva mahdollisimman hyvin näkyviin. Viivan piti ”katketa” liittimen 
korkeuden kohdalla. Seuraavaksi siirryttiin SET -tilaan. Tarkistettiin Filtering kohdasta 
suodatus ja säädettiin myös BGS-levels -asetukset siten, että viiva ja kappaleiden 
mitattavat reunat erottuvat selvästi. 
Seuraavalle riville tuli paikan kompensointi. Edge pos.comp region 0: lle. Seuraavaksi 
tehtiin reunanhaku Edge Position_1 region 0:lle. Tehtiin samat määrittelyt myös region 
1:lle. Lisättiin calculation-lauseke, reunojen etäisyyden laskemiseksi region 0 
edgeposition – region 1 edgeposition, (manuaali 2-29). Kerrottiin erotus 
korjauskertoimella ja lisättiin Judgement- conditions asetukset. Asetettiin raja-arvot 
sellaisiksi, että vain matalat liittimet hyväksytään (manuaali 2-45). 
Testaus: 
Otettiin kuvia eri kappaleista ja tarkistettiin, että laite tunnistaa kapeat ja leveät liittimet. 
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5.3 Cognex In-sight 1000C -värikamerajärjestelmä 
Johdanto 
Tässä laboratoriotyössä tutustuttiin värikameran käyttöön kohteiden luokittelussa. 
Työssä tehtiin sovellus, jolla erotetaan Duplo-palikoita värin ja koon perusteella eri 
luokkiin. 
Laitteisto  
Työssä käytettiin Cognex In-sight 1000C -värikamerajärjestelmää ja Insight2-
ohjelmistoa. Ohjelmiston käyttöliittymänä on exceliä muistuttava puoleksi läpinäkyvä 
taulukko, jonka soluihin toiminnot syötettiin kaavoina (formula). Kamerassa oli 100 
Mbit/s ethernet-liityntä.   
Kameran CCD-elementti oli 640 x 480 pikseliä ja CCD-elementin koko on 4,8 x 3,6 
mm. kuvan ulkoista triggausta varten oli 24V digitaalitulo. Työssä käytettiin erivärisiä ja 
erikokoisia Duplo-palikoita. 
Tehtävät 
Aluksi kappaleista otettiin kuvia, joissa kappaleet ovat eri paikassa ja asennossa. Kuvat 
tallennettiin pc:lle. Tämän jälkeen tehtiin kiinnekohdan määritys. Sen jälkeen 
määriteltiin alue, josta kappaletta etsittiin. Seuraavaksi tehtiin ohjeiden mukaan 
asennon tunnistusmäärittelyt. Lopputuloksena ohjelma tunnistaa kuvista kappaleet, 
jotka ovat eri paikoissa ja asennoissa. 
Toisessa osiossa tehtiin määrittelyt eriväristen kappaleiden tunnistamiseksi. 
Kiinnekohdaksi asetettiin edellisessä vaiheessa tehty kiinnekohta, sen jälkeen 
määriteltiin alue, josta värihistogrammi eli värien jakauma laskettiin. Alueen piti olla 
kappaleen päällä, mielellään keskellä. Tuloksena on taulukko, jossa näkyi kaikkien 
värien määrä alueella. 
Kolmannessa osiossa tehtiin laadun valvontanäyttö, jossa määriteltiin ehtolauseella 
alue, jolla kappaleen väriarvo tulisi olla. Jos kappaleen väriarvo oli väärällä alueella, 
kappale katsottiin virheelliseksi. 
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Seuraavassa osiossa tehtiin käyttöliittymä, joka kertoi online-tilassa, minkä värinen ja 
kokoinen kappale kameran alla oli. Liittymä testattiin viemällä erilaisia palikoita 
kameran näkökenttään. 
Viimeisessä osiossa tehtiin kappaleiden pituuden mittaus. Pituus saatiin pikseleinä ja 
tämän tiedon avulla voitiin jaotella kappaleet isoihin ja pieniin. 
5.4 Imputer-kamerajärjestelmä 
Johdanto 
Tässä laboratoriotyössä tutustuttiin harmaasävykameran avulla erilaisiin 
kuvankäsittelyfunktioihin ja pyrittiin arvioimaan niiden käyttömahdollisuuksia 
kuvankäsittelytehtävissä. Työssä käytettiin Imputer-kamerajärjestelmää ja IDS-
ohjelmistoa. IDS (Imputer Development System) on VLSI Vision Ltd:n kuvankaappaus 
ja -käsittelyohjelmisto. Ohjelmisto on tarkoitettu kuvankäsittelyfunktioiden käytön 
suunnitteluun ja testaukseen ennen kuin valmis sovellus ajetaan kameran 
prosessorille. 
Laitteisto 
Konenäköjärjestelmässä on Imputer-matriisikamera ja PC, johon kamera kytkeytyy 
sarjaliitynnän kautta, halogeenivalaisin sekä tarkkailumonitori. Kameran resoluutio on 
256x256 pikseliä ja se sisältää DSP-prosessorin, joka lähettää kuvadatan sarjaliitynnän 
kautta PC:lle. Kuvat ovat *.img-muodossa, mutta ne voidaan tallettaa myös *.bmp-
muodossa. *.img-kuvia voidaan käsitellä erilaisilla kuvankäsittelyfunktioilla, jotka 
käynnistetään kuvanoton jälkeen päämenusta ‘Library’ ja ‘Run Function’. 
Tehtävät 
Harjoitus aloitettiin ottamalla kuvat, joita käytettiin myöhemmässä vaiheessa 
kuvankäsittelyn pohjana. Kuvat siirrettiin pc:lle ja nimettiin tunnistuksen 
helpottamiseksi. Varsinainen kuvan käsittely alkoi vasta tämän jälkeen. Aluksi tutkittiin 
kontrastin vaikutusta kuvan informaation näkyvyyteen. Alkuperäinen kuva ja 
kontrastikuva tallennettiin pohjaksi kuvankäsittely operaatioille. 
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Perusoperaatiot 
Ensin tehtiin Threshold-operaatio alkuperäiselle ja kontrastikorjatulle kuvalle. 
Threshold-operaatiossa asetettiin tietty harmaasävyarvo kynnykseksi, jota tummemmat 
pikselit näkyivät mustina ja vaaleammat valkoisina. Sen jälkeen tehtiin Histogram- 
operaatio alkuperäiselle ja kontrastikorjatulle kuvalle. Tässä operaatiossa saatiin esiin 
harmaasävyjen jakauma kuvissa. 
Seuraavaksi tehtiin Sobel filter 3*3- operaatio alkuperäiselle ja kontrastikorjatulle 
kuvalle. Tämä toiminta terävöitti kappaleen reunoja. Sen jälkeen kynnystettiin kuva niin, 
että jäljelle jäi vain valkoiset reunapikselit. Näin saadut kuvat olivat hyviä geometristen 
piirteiden laskentaan. 
Aritmeettiset ja loogiset operaatiot 
Vertailtiin kuvia, jossa kohteita on liikutettu ajamalla Absdiff, Difference ja Sum 
vertailufunktiot alkuperäiselle kuvalle ja siirretyn kohteen kuville. Absdiff funktio laski 
absoluuttisen erotuksen harmaasävykuvista. Difference funktio laski erotuksen 
harmaasävykuvista. Sum funktio laski yhteen kahden kuvan informaation ja tallensi 
niiden summana syntyvän kuvan. 
Morfologiset operaatiot 
Seuraavaksi kokeiltiin morfologisten operaatioiden vaikutusta. Kynnystetyt kuvat ovat 
binäärikuvia, joissa palikat näkyvät mustina, mutta ne on muutettava valkoisiksi, koska 
morfologiset operaatiot olettavat että irrotettu kohde on valkoinen ja tausta musta. 
Lisäksi kuvat piti muuttaa ns. ebn- eli expanded binary -muotoon, joka tapahtuu ‘bn2gs’ 
– funktiolla. 
5.5 Yhteenveto nykyisten harjoitusten aiheista 
DVT-542C- värikamera harjoituksessa keskityttiin laaduntarkastukseen ja mittaukseen. 
Harjoituksessa mitattiin eri värien määrää kappaleessa ja määritettiin toleranssit. 
Ohjelmistona käytettiin Pc:ssä toimivaa Framework ohjelmaa. 
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Omron F150-S1A harmaasävykamera harjoituksessa tutustuttiin valaistuksen 
merkitykseen ja Omronin graafiseen käyttöliittymään. Ohjaus tapahtui käsikonsolilla 
monitorin valikoista. 
Cognex laitteistolla tutustuttiin värien tunnistukseen. Ohjelmistona oli käytössä 
Insight2- kuvankäsittely- ja konfigurointiohjelmisto. 
Imputer-konenäköjärjestelmällä käytiin läpi perusoperaatioita, joita kuvan käsittelyssä 
tehdään kuvan informaation selkeyttämiseksi. Ohjelmistona käytettiin IDS- ohjelmistoa, 
joka oli kamerajärjestelmätoimittajan oma ohjelmisto. Tämä laitteisto on jäänyt pois 
käytöstä yhteensopivuusongelmien takia. 
Harjoituksissa tutustuttiin erilaisiin konenäköjärjestelmiin, joissa kaikissa on erilainen 
käyttöliittymä. Käyttöliittymät eivät ole kovin helppokäyttöisiä laitteistoon 
perehtymättömälle. Kameratyypit ovat kaikki näkyvänvalon alueella toimivia. Ne ovat 
hyvä poikkileikkaus eri aikakausien järjestelmistä. 
6 Uusi laitteisto ja sen ominaisuudet 
Laitteistona työssä käytettiin Sick IVC-2DM1122 kameraa, Schott Fostec Ace 
valonlähdettä sekä Kaiser RS1 kamerajalustaa.  Kameran ohjelmoimiseen käytettiin 
IVC studio ohjelmaa.  
Kaiser RS1 kamerajalustassa on heijastamaton mattaharmaa runkolevy, johon on 
printattu ruudukko. Jalat, joiden korkeutta voidaan säätää sekä vesivaaka pilarin 
kannassa.  Leveä ja erittäin värähtelyä vastustava mustaksi anodisoitu alumiiniputki, 
jossa senttimetri ja tuuma mittaskaalat. 
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Kuva 5. Kaiser RS1 jalusta. 
 
 
Kuva 6. Schott Fostec Ace valonlähde. 
 
Schott Fostec Ace valonlähde käyttää 150 watin halogeenilamppua. Valon intensiteetti 
tasoa voidaan säädellä.  Valonlähteessä oli käytettävissä kaksi erityyppistä modulamp 
yksikköä. Ensimmäisessä yksikössä oli kaksi spot-valaisinta, toisessa oli 
rengasvalaisin. 
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IVC-2DM1122 kamera 
IVC-2D on konenäkökamera, jossa yhdistyy kuvan hankinta ja analysointi yhteen 
kameraan. Kamera suorittaa erilaisia mittauksia parantaakseen laadunvalvontaa, 
tuotannon valvontaa ja tuottavuutta. IVC-2D on muokattavissa oleva kamera, jota 
voidaan ohjelmoida suorittamaan monia eri sovelluksia. 
 
Kuva 7. IVC-2DM1122 kamera. 
IVC-2D:ssä on 640x480 pikselin harmaasävy sensori, joka kykenee 30 fps 
kuvanopeuteen. Kuvankäsittely operaatiot ajetaan Ghz prosessorilla, joka yhdessä 
laajan SDRAM muistin ja pysyvän flash-muistin avulla. 
Kamera kommunikoi 10/100 Mb nopean Ethernetin avulla käyttäen TCP/IP ja UDB/IP 
protokollia. Se on kytketty paikalliseen verkkoon tai pc:hen standardi verkkokytkimen 
avulla. Kamerassa on myös RS485 sarjaportti.  
Kamera sisältää tehokkaan mikroprosessorin, joka on räätälöity kuvan analysointiin. 
Prosessori suoriutuu monesta eri käskystä tai työkalusta, joita käytetään esim. 
ottamaan kuvia, löytämään reunoja kuvasta tai asettamaan yhdestä kameran ulostulo 
signaalia. 
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Kamerassa on myös työmuisti, mikä sisältää seuraavaa: 
 Aktiivinen ohjelma, mikä on sarja komentoja joita käytetään analysoimaan 
kuvia. 
 Aktiivinen taulukko, mitä käytetään lukemaan ja tallettamaan arvoja joita 
on käytetty analyysin aikana. 
 Useita kuvapankkeja, mistä jokainen sisältää kuvan joita kamera on 
ottanut ja prosessoinut. 
 Datalohkoja, joita jotkut työkalut käyttävät varastoimaan tai lukemaan 
lisätietoa. Esim. jotkut hahmontunnistus työkalut (opetus) luovat ja 
tallentavat tietoa datalohkoon, jota voidaan myöhemmin käyttää toisella 
työkalulla (tunnistus). 
Tämän lisäksi kamerassa on flash-muisti, jota käytetään lisämuistina. Flash-muisti 
sisältää seuraavaa: 
 Ohjelma lohko, joita käytetään varastoimaan ohjelmia ja taulukoita joita 
voidaan ladata kameran työmuistiin. Ohjelma lohko sisältää aina yhden 
ohjelman ja yhden taulukon. 
 Tallennetut kuvat, joita voidaan käyttää esim. pohjana kun opetetaan 
kameraa tunnistamaan hahmoja. 
 Tallennettu tietolohko, joka sisältää esim. hahmontunnistus tietoa, jota 
tunnistustyökalu käyttää, jotta hahmoa ei tarvitse opettaa ennen ohjelman 
ajamista. 
 
IVC Studio 
IVC Studio on tietokoneohjelmisto, jolla konfiguroidaan kameraa ja tehdään 
sovellusohjelmia. IVC studio on graafinen ohjelmointiympäristö, missä vaaditut 
kuvankäsittelytyökalut valitaan klikkaamalla ikonista ja säädetään parametrit joko hiiren 
avulla tai syöttämällä arvot parametrikenttään. IVC studio on suunniteltu 
ammattilaiskäyttöön. Ohjelman ohjauslähdöt on npn/pnp tyyppisiä (B-tyyppi) ja 
tulosignaalit vaihtelevat 10-28V välillä. 
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IVC Studiota käytetään kehittämään ohjelmia, joita kamera käyttää tehdessään 
”tarkastuksia”- toisin sanoen analysoimaan kuvia.  
Kun käyttäjä tekee ohjelmia IVC Studiolla, työskentelee hän "tuotetta". Tuote sisältää 
listan käytetyistä laitteista, kopiot kaikista ohjelmista ja taulukoista, joita laitteet käyttää. 
Ohjelma suoritetaan aina laitteella - ei koskaan tietokoneella. Tietokonetta käytetään 
pääasiassa tekemään ja muokkaamaan ohjelmia laitteelle ja näyttämään laitteelta 
saatavia tuloksia. 
7 Kappaleen koordinaattien haku IVC studiolla 
Esimerkkiohjelmassa selvitettiin kappaleen koordinaatit jalustalla. Ohjelma etsii 
kappaleen vasemman-, oikean-, ylä- sekä alareunan jalustalla ja näyttää tulokset ajo-
ikkunassa. Ohjelmaa voidaan käyttää esim. manipulaattoreiden ohjaukseen kappaleen 
poimimiseksi pakkaamista varten. Kappaleen koordinaatteja ja dimensioita käytetään 
myös kokoonpanotehtävissä, jossa uusia komponentteja liitetään kappaleeseen näiden 
tietojen mukaan. 
Alkuvalmistelut 
Käynnistetään IVC Studio desktopilta. Ennen kuin aletaan tehdä ohjelmaa, tarvitaan 
luoda uusi tuote, taulukko ja ohjelma. Tehdään uusi tuote (product). Seuraavaksi 
tehdään uusi ohjelma (new program) klikkaamalla hiiren oikealla puunäkymässä 
sijaitevassa Programs kansiosta. Sitten vielä tehdään uusi taulukko (new table). 
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Kuva 8. Uuden ohjelman tekeminen. 
 
Kuva 9. Uuden taulukon tekeminen. 
Uuden taulukon tekemisen jälkeen klikataan programs välilehteä. Linkitetään taulukko 
ohjelmaan painamalla Yes molempiin (Kuva 9 ja 10) kysymyksiin.   
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Kuva 10. Taulukon ja ohjelman linkitys. 
 
Kuva 11. Taulukon ja ohjelman linkitys 2. 
Seuraavaksi valitaan listasta oikea taulukko (Kuva 12). 
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Kuva 12. Taulukon valitseminen. 
Kuvasta 13 nähdään ohjelman alkutila. 
 
Kuva 13. Ohjelman alkutila. 
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Kuva 14. Yleiskuva IVC studiosta. 
7.1 Ohjelman tekeminen 
Ohjelma on lista komentoja tai työkaluja (tools), joita kamera suorittaa rivi riviltä 
analysoidakseen kuvia ja tehdäkseen niistä johtopäätöksiä. Suurimmalla osalla 
työkaluista on useita eri syöttöparametreja, joita voidaan asettaa, esim. kameran 
valotusaikaa. Apuna ohjelmalla on taulukko (table), josta voi lukea arvoja ja tallettaa 
saatuja tuloksia. 
Kun kirjoitat ohjelmaa, pääikkuna sisältää muutamia lisäosia.  
 Työkalurivi – sisältää työkaluja, joita laite voi käyttää. 
 Ohjelman askeleet – näyttää ohjelmassa käytetyt työkalut ja parametrit 
jokaiselle työkalulle. 
 Taulukko – näyttää sisällön laitteen taulukosta. 
 Kuvapankit – näyttävät pienoiskuvat kuvista, jotka tällä hetkellä ovat 
laitteen muistissa. 
 Kuvan esikatselu – esittää ohjelma-askeleen tulokset. 
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Työkalurivi todellisuudessa sisältää useita työkalurivejä, joissa työkalut on ryhmitelty 
omiin luokkiin. 
7.2 Ohjelma askelien lisääminen  
Aloitetaan lisäämällä ensimmäinen ohjelma-askel ohjelmaan, joka ottaa kuvan 
kameralla.  
Työkalurivi näkyy ikkunan yläosassa, joka sisältää useita työkaluja, joita voidaan 
käyttää laitteen kanssa. Työkalurivin alapuolella on välilehtirivi. Välilehtirivillä työkalut 
ovat jaoteltu omiin luokkiin.  
Osa työkaluista käyttää kuvan esikatseluikkunaa visualisoimaan työkalulta saatavia 
tuloksia. Kuvan esikatseluikkunaa voidaan myös käyttää asettamaan tiettyjen 
työkalujen parametreja, kuten kiinnostuksen kohteen määrittäminen. 
 
Kuva 15. Työkalu- ja välilehtirivit. 
Klikataan työkalurivillä grab työkalua image välilehdeltä. Näin ensimmäinen ohjelma-
askel on lisätty ohjelmaan. Työkalun Destination bank /value kohtaan laitetaan sen 
kuvapankin numero, johon kuva halutaan tallentaa. Tämän jälkeen lisätään ROI 
rectange (Region Of Interest) työkalu, jolla määritetään kuvasta kiinnostuksen kohde. 
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Kuva 16. Kiinnostuksen kohteen määritteleminen kuvasta. 
ROI rectange työkalun x- ja y-koordinaatit sekä alueen koko voidaan määrittää 
kahdella eri tavalla. Alueen koko määritellään joko kuvasta tai syöttämällä arvot 
työkalun kohtiin 03-06. 
 
Kuva 17. ROI Rectangle. 
Seuraavassa kohdassa etsitään kohteen sivureunat. Lisätään kaksi reunantunnistus 
työkalua eli Find row edge. Ensimmäinen etsii vasemman reunan ja toinen oikean 
reunan. Kohtaan 01=Source Bank määritetään otetun kuvan oikea kuvapankki. 
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02=Row kohdassa määritetään rivi, jota ohjelma alkaa skannaamaan. Kohdassa 
03=Analysis direction määritetään skannaako ohjelma vasemmalta oikealle vai oikealta 
vasemmalle. Harmaa-alue arvot asetetaan 04=Gray low ja 05=Gray high 
parametreissa. Kaikki pikselit ROI alueen sisällä, jotka ovat määritettyjen harmaa-
alueiden sisällä pitää olla väriltään siniset. 06=ROI definition step kohdassa 
määritetään edellisessä askeleessa luodun ROI rectange alueen askelnumero. ROI 
definition step kohdassa arvo on oletusarvoisesti 0, joten ohjelman toimimisen kannalta 
arvo pitää muuttaa. 
 
Kuva 18. Vasemman ja oikean reunan etsiminen. 
Kohteen pystyreunat etsitään seuraavaksi. Lisätään uusi ROI rectangle ja kaksi find 
column edge työkalua. Ensimmäinen find column edge työkalu etsii yläreunan ja toinen 
alareunan.  Kohtaan 01=Source Bank määritetään otetun kuvan oikea kuvapankki. 
02=Column kohdassa määritetään sarake, jota ohjelma alkaa skannaamaan. 
Kohdassa 03=Analysis direction määritetään skannaako ohjelma ylhäältä alas vai 
alhaalta ylös. Harmaa-alue arvot asetetaan 04=Gray low ja 05=Gray high 
parametreissa. Kaikki pikselit ROI alueen sisällä, jotka ovat määritettyjen harmaa-
alueiden sisällä pitää olla väriltään siniset. 06=ROI definition step kohdassa 
määritetään jälleen edellisessä askeleessa luodun ROI rectange alueen askel numero.  
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Kuva 19. Alareunan etsintä. 
 
Kuva 20. Ylä- ja alareunojentunnistus. 
Arvojen kirjoittaminen taulukkoon tapahtuu Write to table työkalun avulla. Value 
kohtaan syötetään halutun askeleen mukainen arvo ja table index kohtaan syötetään 
halutun taulukon numero (Kuva 21). 
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Kuva 21. Koordinaattien syöttäminen taulukkoon. 
 
Tulokset näytetään Display työkalulla. Display työkalua käytetään näyttämään 
kuvapankki ja kymmenen muuttujan arvoa erillisessä ajoikkunassa, kun ohjelma on 
käynnissä. Joka kerta, kun työkalu suoritetaan, uusi rivi lisätään taulukkoon 
ajoikkunassa näyttäen myös edelliset arvot. Taulukko voi näyttää noin 150 edellistä 
arvoa. Muuttujat (Variable) valitaan taulukkonäytöstä (Kuva 21) haluttuihin 
muuttujapaikkoihin. Tämä tapahtuu seuraavasti. Valitaan taulukkonäytöstä haluttu 
taulukko klikkaamalla index numeroa halutun taulukon kohdalta. Tämän jälkeen tupla 
klikataan display työkalussa halutun muuttujan Table sarakken kohdalta. Jos haluttuja 
muuttujia on enemmän kuin yksi, loput muuttujat täytyy lisätä yksitellen edellä 
mainitulla tavalla. 
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Kuva 22. Tuloksien näyttäminen. 
 
Kuva 23. Taulukko näyttö. 
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Kuva 24. IVC studion ajoikkuna. 
 
Lisäksi vielä lisätään Goto työkalu. Tämä työkalu hyppää valittuun askeleeseen 
ohjelmassa ja jatkaa ohjelman suorittamista eli tässä tapauksessa ohjelman alusta. 
 
 
Kuva 25. Uuden syklin aloittaminen. 
Lopuksi laadittiin työohjeet laboratoriotöitä varten (LIITE 1).  
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8 Loppuyhteenveto 
Päättötyön tavoitteena oli saada uusia konenäkösovelluksia laboratorioharjoituksiin 
sekä oppia nykyaikaisen konenäköjärjestelmän toimintaa, sen antamia mahdollisuuksia 
ja vastaavasti konenäön asettamia vaatimuksia ja käyttörajoituksia. 
IVC studion käyttäminen oli helppoa, mutta hieman puutteelliset ohjeet ja sekava 
ryhmittely käyttöohjekirjassa hidasti ohjelman tekemistä. Pdf-muotoinen käyttöohjekirja 
oli muuten helppo ja nopea käyttää. Ohjelmassa oli vain yksi malliesimerkkiohjelma, 
mutta hyvä malliohjelma selvensi hieman sekavia ohjeita ohjekirjassa. 
Esimerkkiohjelmassa tehty kappaleen koordinaattien etsiminen ei aluksi onnistunut. 
Ongelmaksi osoittautui jalustassa oleva printattu ruudukko. Ohjelma ei erottanut 
ruudukon viivoja kappaleen reunasta ja täten ohjelma antoi virheellisiä arvoja. Ongelma 
ratkaistiin peittämällä ruudukko. Toisena ongelmana oli oikeanlaisen valaistuksen 
asettaminen järjestelmään. Jalustassa oli hieman rajallinen määrä paikkoja, johon 
valon pystyi asentamaan. Käytössä oli kaksi spot-valaisinta sekä rengasvalaisin. Spot- 
valaisimia käyttäessä kuvattavan kohteen ympärille syntyi helposti varjoja, jotka 
vaikeuttivat reunojen etsintää. Rengasvalaisinta en tässä harjoituksessa pystynyt 
käyttämään, koska sitä ei pystynyt kiinnittämään jalustaan. 
Konenäkölaboratorioharjoitusten muodostama kokonaisuus on kohtalaisen kattava 
näkyvänvalon alueella. Laitteistojen monimuotoisuus ja merkkien kirjo antavat hyvän 
kokonaiskuvan markkinoilla olevista konenäköjärjestelmistä ja niiden mahdollisuuksista 
laaduntuotossa ja toiminnan tehostamisessa. 
Laboratorioharjoituskertojen määrän vuoksi ei ole mahdollista syventää koneiden 
mahdollisuuksiin tutustumista. Koneiden ominaisuuksista ja mahdollisuuksista jäi paljon 
näiden harjoitusten ulkopuoluelle. Syvällisempi tutustuminen vaatisi harjoituskertojen 
lisäämistä. 
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1. Johdanto 
 
Tässä laboratoriotyössä käytetään Sick IVC-2D kamerajärjestelmää sekä IVC Studio - 
ohjelmistoa kappaleen pituuden ja koordinaattien määrittämiseen. 
 
2. Laitteisto 
 
Laboratoriotyössä käytettävään laitteistoon kuuluu: 
 IVC-2D:ssä on harmaasävy sensori. 
- 30 fps kuvanopeus. 
- CCD-elementti 640 x 480 pikseliä. 
- Ethernet-liityntä 100 Mbit/s. 
 
 PC, jossa IVC-Studio kuvankäsittely- ja ohjelmointi ohjelma. 
 Schott fostec ace valonlähde. 
 Kaiser RS1 kamera jalusta. 
 
3. Alkuvalmistelut 
 
Käynnistetään IVC Studio desktopilta ja laitetaan kappale jalustalle kameran 
kuvattavaksi. 
Ennen kuin aletaan tehdä ohjelmaa, tarvitaan luoda uusi tuote, taulukko ja ohjelma. 
Tehdään uusi tuote (product). Seuraavaksi tehdään uusi ohjelma (new program) 
klikkaamalla hiiren oikealla puunäkymässä sijaitevassa Programs kansiosta. Sitten 
vielä tehdään uusi taulukko (new table). 
 
Kuva 1. Uuden ohjelman tekeminen. 
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Kuva 4. Uuden taulukon tekeminen. 
 
Uuden taulukon tekemisen jälkeen klikataan programs välilehteä. Linkitetään taulukko 
ohjelmaan painamalla Yes molempiin kysymyksiin. 
 
Kuva 5. Taulukon ja ohjelman linkitys. 
 
Kuva 6. Taulukon ja ohjelman linkitys 2. 
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Seuraavaksi valitaan listasta oikea taulukko (Kuva 7). 
 
Kuva 7. Taulukon valitseminen. 
 
 
Kuva 8. Yleiskuva IVC studiosta. 
 
4. Tehtävät 
 
1. Pituuden mittaaminen 
Aloitetaan lisäämällä ensimmäinen ohjelma-askel ohjelmaan, joka ottaa kuvan 
kameralla.  
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Ikkunan yläosassa näkyy työkalurivi, joka sisältää useita työkaluja, joita voidaan 
käyttää laitteen kanssa. Työkalurivin alapuolella on välilehtirivi. Välilehtirivillä työkalut 
ovat jaoteltu omiin luokkiin. 
 
Kuva 9.  Työkalu- ja välilehtirivit 
Klikataan työkalurivillä grab työkalua image välilehdeltä. Näin ensimmäinen ohjelma-
askel on lisätty ohjelmaan. Työkalun Destination bank /value kohtaan laitetaan sen 
kuvapankin numero, johon kuva halutaan tallentaa.  
 
Kuva 10.  Grab työkalu 
Seuraavaksi painetaan F6 näppäintä, jolloin esiin tulee erillinen ajo-ikkuna. Ajo-
ikkunassa klikataan Run painiketta ja kuva kappaleesta tallentuu kameran muistiin. 
Tämän jälkeen suljetaan ajo-ikkuna Close painikkeella. Kuvapankki- ja esikatseluriville 
on nyt tallennettu juuri otettu kuva, jonka avulla seuraavaksi lisättävien työkalujen 
parametrit on helpompi asettaa. 
Tämän jälkeen lisätään ROI rectange(Region Of Interest) työkalu, jolla määritetään 
kuvasta kiinnostuksen kohde. 
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Kuva 11.  Kiinnostuksen kohteen määritteleminen kuvasta ja vasemman reunan haku. 
ROI rectange työkalun x- ja y-koordinaatit sekä alueen koko voidaan määrittää 
kahdella eri tavalla. Alueen koko määritellään joko kuvasta tai syöttämällä arvot 
työkalun kohtiin 03-06. 
Lisätään kaksi reunantunnistus työkalua eli Find row edge. Ensimmäinen etsii 
vasemman reunan ja toinen oikean reunan. Kohtaan 01=Source Bank määritetään 
otetun kuvan oikea kuvapankki. 02=Row kohdassa määritetään rivi, jota ohjelma alkaa 
skannaamaan (Rivi täytyy olla ROI rectangle alueen sisällä). Kohdassa 03=Analysis 
direction määritetään skannaako ohjelma vasemmalta oikealle vai oikealta 
vasemmalle. Harmaa-alue arvot asetetaan 04=Gray low ja 05=Gray high 
parametreissa. Kaikki pikselit ROI alueen sisällä, jotka ovat määritettyjen harmaa-
alueiden sisällä pitää olla väriltään siniset. 06=ROI definition step kohdassa 
määritetään edellisessä askeleessa luodun ROI rectange alueen askel numero. ROI 
definition step kohdassa arvo on oletusarvoisesti 0, joten ohjelman toimimisen kannalta 
arvo pitää muuttaa. 
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Kuva 12.  Vasemman ja oikean reunan etsiminen. 
Arvojen kirjoittaminen  
Arvojen kirjoittaminen taulukkoon tapahtuu Write to table työkalun avulla. Value 
kohtaan syötetään halutun askeleen mukainen arvo ja table index kohtaan syötetään 
halutun taulukon numero (Kuva 13).  
 
Kuva 13.  Leveyden mittaus. 
Tulokset näytetään Display työkalulla. Display työkalua käytetään näyttämään 
kuvapankki ja kymmenen muuttujan arvoa erillisessä ajoikkunassa, kun ohjelma on 
käynnissä. Joka kerta, kun työkalu suoritetaan, uusi rivi lisätään taulukkoon 
ajoikkunassa näyttäen myös edelliset arvot. Taulukko voi näyttää noin 150 edellistä 
arvoa. Muuttujat (Variable) valitaan taulukkonäytöstä (Kuva 14) haluttuihin 
muuttujapaikkoihin. Tämä tapahtuu seuraavasti. Valitaan taulukkonäytöstä haluttu 
taulukko klikkaamalla index numeroa halutun taulukon kohdalta. Tämän jälkeen tupla 
klikataan display työkalussa halutun muuttujan Table sarakken kohdalta. 
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Kuva 14.  Display työkalu. 
 
2. Kappaleen koordinaattien hakeminen jalustalta 
Tee edellisen tehtävän ohjeita apuna käyttäen ohjelma, joka etsii kappaleen 
koordinaatit jalustalta. Ohjelmassa etsitään vasen-, oikea-, ylä- sekä alareuna ja 
näytetään tulokset display työkalulla. 
 
3. Laadi raportti ja vastaa seuraaviin kysymyksiin 
Olivatko harjoituksen ohjeet tarpeeksi tai liian yksityiskohtaiset, puuttuiko jotain tietoa? 
Kerro missä koordinaatiston haku sovellusta voidaan käyttää? 
   
 
