Let A be a semisimple, n-dimensional, commutative algebra over a field B.
Matteson-Solomon coefficients of the codeword a. Other applications to coding, to groups, and to field extensions are discussed as well.
I. STATEMENTS OF MAIN RESULTS AND APPLICATIONS
Values of characters of finite groups, Galois conjugates of an element of a Galois extension of a field, eigenvalues of some generalized circulant matrices, and the Matteson-Solomon coefficients of a codeword of a cyclic code are all examples of eigenvalues of elements of semisimple finite-dimensional, commutative algebras. The purpose of this paper is to exhibit elementary properties of such algebras and to apply these properties in various situations. This will yield both new and known results. The point we are trying to make is that all these results are, in fact, consequences of general properties of regular representations of certain algebras.
We start with a description of the basic properties of our algebras, and then discuss the applications.
DEFINITIONS AND NOTATION.
Let A be a finite-dimensional commutative algebra with an identity 1 over a field F. For each a E A let T, be the linear transformation T, : A + A defined by T,(u) = au for all ZL E A. Then the mapping a --) T, is the regular representation of A. Let B = {bl, b2, . . . , b,} be a basis of A. For every a E A define the nxn matrix M(a; f3) = (mij(a; B)), where th e mij(a; B) are the elements of F defined by the equalities abi = Cy= 1 mij(a; B)bj. In fact, (M(a; 23))" is the representing matrix of T, with respect to the basis B. It is not hard to see that the algebras A and M(A; f3) = {M(a; B) 1 a E A} are isomorphic over F. Next, let f(z) = tug + (ulz + cu2x2 + . . . + cx,xr E lF [x] , and let a E A; then f(a) is defined to be the element ~0 .l+ ala + a2a2 +. . . + a,.ar E A. For u E A, let lF [u] be the subalgebra of A generated by u, that is, the algebra spanned over P by the powers of u. Evidently, P[u] = {f(u) 1 f(x) E F[z]}.
For each a E A we denote by m,(x) the minimal polynomial of T, over IF, and by p,(x) the characteristic polynomial of T,. As the mapping a -+ T, is linear and multiplicative, we see that m,(x) is the unique manic polynomial of minimal degree with m,(a) = 0. An element a E A is called separable if the irreducible factors of m,(x) over P do not have multiple roots in the splitting field of m,(x) over IF. We say that A is separable if every element of A is separable over IF.
If IF is a perfect field, then the irreducible factors of every polynomial in IF [x] do not have multiple roots. Thus, every finite-dimensional, commutative algebra with 1 over a perfect field is separable.
In this article we are interested in semisimple, finite-dimensional, commutative algebras (SFCA for short) over a field IF. Such an algebra always contains 1 (see [ll, p. 91 
(b) Let v E A. Then A = P[v] if and only if all the roots ofpV(x) in its splitting field over IF are distinct.

REMARKS. (a) We shall need the fact that if A is a separable SFCA over IF, then
A is a direct sum of finite extensions of IF. This is a simple special case of Wedderburn's theorem. Besides this mildly nonelementary result, we use only basic linear algebra to prove the properties of the SFCAs we need. We shall not use the known fact that each of the finite extensions of IF which are the direct summands of A, has a primitive element over IF. In fact, the primitive-element theorem will become a consequence of Theorem 1. (c) Theorem 1.1 states that if p,,(x) has no repeated roots then a E lF [v] for all a E A. Given c,d E A, this statement will be generalized by providing a necessary and sufficient condition [in terms of the "root pattern" of pc(z) and pd(z)] f or c to belong to F [d] . This will be done by describing the subalgebras of a separable SFCA A in term of certain partitions of the set {1,2,3,. . . , n}, where n is the dimension of A over IF. We shall need the following notation.
Let n be a positive integer, and let cy = ((~1 Let P = {Pi,&,... ,P.} and G! = {Qi,Q2,...,Qr} be two partitions of {1,2,3,. . . , n}. If for each i, 1 5 i < s, there exists a j, 1 I j I T, such that P, C Qj, then we say that P is a refinement of GJ and write P 5 Q. Clearly, P 5 Q means that each Qj is the union of some of the Pi.
Let A be a separable SFCA of dimension n over a field IF, and select a basis B of A. It is known (see Lemma 2.1) that there exists a finite extension K of IF and an n x n matrix X over K such that X-'M(a; f3)X is diagonal for all a E A. Such an X will be called a diagonalizing matrix of A with respect to the basis B. Fix such a matrix X; and for every a E A write X-lM(a; B)X = diag(a(l), u(2), . . . , a(n)), where the a(i) are the eigenvalues of 7, in lK with the ordering prescribed by X. Here, diag(si, ~2,. . . , sm) is the diagonal matrix whose diagonal entries are si, ~2, . . . , s,.
We now define the type of a E A, denoted by 7(a), as the type of (a(l), a(2), . . . , u(n)). That is, I(a) = l(a(l),a(2), . . . , u(n)). Finally, let P be any partition of { 1,2,3, . . . , n}. Set IF(P) = {a E A ) P 5 I(a)}.
We shall prove (see Lemma 2.5) that P(P) is a subalgebra of A. The fact that the definitions of IF(P) and 7(a) depend on the choice of B and X is not reflected in the notation. The reason is that in most cases B and X will be fixed.
With this notation we shall prove: THEOREM 1.2. Let A be a separable, semisimple, n-dimensional, commutative algebra over an infinite field IF, and let C be a subalgebra of A. Let B be a basis of A, and let X be a diagonalizing matrix of A with respect B. Let 7 be the type defined by B and X. Then: 
(a) There exists u E C such that C = P[u] = F(ir(u)). In particular, ev-
EXAMPLE.
Let A = Q( fi, a).
Then A is a separable SFCA of dimension 4 over the rationals Q. We pick a basis t3 = {bl, b2, b3, ba} with
Since blbi = b, for all i, we get M( b, ; l3) = diag( 1, 1, 1,l). Next, b2bl = bz, bzbz = 2bl, bzb3 = bq, bzb4 = 2b3. This implies One can see that X diagonalizes each M(bi; B). In fact, we have
It follows that 7(h) = {{1,2,3,4)),
The fact that the rows of X are the diagonals of the matrices X-'M(b,; B)X, i = 1,2,3,4, is no coincidence (see Theorem 2.3).
We turn now to the correspondence between subalgebras and certain partitions of {1,2,3,4}. The last correspondence follows from Theorem 1.1, and independently from the equality
from which we obtain
Jz-fi,&+&).
REMARKS.
(a) Theorem 1.2 states that the "eigenvalue pattern" of an element u E
A determines the subalgebra P [u] . For instance, in the above example we have a E Q(A) if and only if X-'M(a; B)X has the form diag(y, y, z, z). If c E Q(d), then X-lM(c; B)X is never of the form diag(y, y, z, z), z # z. This means that if c E Q(fi, fi) and T, has three distinct eigenvalues, then all four eigenvalues of T, are distinct.
(b) By Theorems 1.1 and 1.2, we know that if P is a partition of {1,2,. . ,n} then F(P) = F[ v ] f or some v E A. It is not true, however, that P = I[v] for some v E A. For instance, in the above example, there is no v E Q(Jz, ~6) such that {{1,2}, {3}, (4)) = T(v).
We now turn to applications.
Separable Field Extensions.
Most of the applications we present for separable field extensions are illustrated by the above example. We sum up the consequences in the following theorem, all whose parts either are well known or can be proved using Galois theory. We, however, shall make a point in proving the theorem using elementary properties of regular representations of SFCAs.
In particular, Galois theory will not be used in the proofs of parts (a)-(c).
In (d) and (e) (where IK is assumed to be a Galois extension of F), the only Galois-theoretical fact we use is that IL e Gal(~,~)(x -g(a)) is in %d. The proof can be found in Section III. We remark that part (e) (which is well known) will be obtained here as a corollary of a general result on SFCAs.
Our proof uses neither the Dedekind independence theorem nor extensions of automorphisms that are used, for example, in the proof of (e) in [9, p. 2931 .
Ordinary Characters, Bmuer Characters, and Conjugacy Classes of Fi-nite Groups. We use standard notation of character theory (see [8] ). Let G be a finite group. There are four natural SFCAs associated with G that will be described below.
Denote by Ci = {l},Cs,.. . , ck the conjugacy classes of G, and by Irr(G) the set of all irreducible ordinary characters of G. Set Irr(G) = {xl = lG,XZr... , Xk}. The value of a class function f of G on the conjugacy class C is denoted by f(C).
Let X = (Xi(Cj)) be the character table matrix of G. Denote by Z(Irr(G)) the set of generalized characters of G [namely, all the linear combinations of elements of Irr(G) with integer coefficients], and by Q(Irr(G)) the set of all linear combinations of elements of Irr(G) with rational coefficients.
Next, if f is a class function on G, we denote by Qf the smallest subfield of the complex number field Cc, which contains the field of rationals Q and the numbers
. * , f (Ck). We say that f is realized in the field U&. The smallest subfield of Cc which contains the set U{U& (x E Irr(G)} is denoted by &. 
1
X/c(l) .
Next, let I(C), the type of the conjugacy class C, be defined by
The smallest subfield of Cc containing Q and the numbers xi(C)/xi(l), is denoted by QC and is referred to as the field in which C is realized. Applying our results on SFCAs to Z(QG), we shall obtain in Section IV: 
REMARK.
The matrices M(O;Irr(G)) for a character 0 of G, M(rl; Ibr(G)) f or a Brauer character 77 of G, and M(C;B) (where f3 is the set of all class sums of G) for a conjugacy class C of G have nonnegative integer entries. Hence, much more can be deduced about them using the theory of nonnegative matrices. This has been done separately for characters, for Brauer characters, and for conjugacy classes in [2, 51. A unified approach to SFCAs with basis 23 in which M(a; a) are matrices with nonnegative entries is the subject of a forthcoming paper.
Generalized Circular& . Our matrix-theoretical notation here is the standard one, taken mainly from [6] . Let IF be an arbitrary field, and let f(x) E P[x] be a polynomial with no repeated roots in its splitting field over IF. Denote the companion matrix of f(x) over lF by Cf (see [6, [Mz] . We shall see that f( z )-circulants enjoy many properties of the circulants.
We shall also comment on block construction of f(z)-circulants. We point out that properties of circulants and many of their generalizations follow directly from results on the algebra IF [Cf] . It is known that every f(x)-code C is generated (as an ideal) by a unique idempotent polynomial e(x) [modulo f(x)]. It follows that C = lF[xe(x)], which mean that each codeword is a polynomial in xc(x) with coefficients in P. We give a necessary and sufficient condition, in term of the MattesonSolomon coefficients, for a code word a(x) to satisfy C = F[a(x)]. Other observations on generalized cyclic codes are made in Section VI.
II. REGULAR REPRESENTATIONS OF SEMISIMPLE ALGEBRAS
We start with several preliminary facts. 
M(a;@ = (~~(a$)), M(b;B) = (mij(b;13)), M(ab; 23) = (mij(ab; 23)).
Then
mkj(a;B)
It follows that
mij(ab; I3) = 5 mik(b; a)
. mkj(a; a). Consider the following system of n2 linear equations with the k unknowns x1,22,. . . ,xk:
This is a homogeneous system over IF, as well as over lK. Let C be the coefficient matrix of the system. Then C is an n2 x k matrix over F (and over K). By (2.1) the system has a nontrivial solution in K. Thus the rank of C is less than k. But since C is a matrix over IF, its rank over IF equals its rank over lK. It follows that Cx = 0 has a nontrivial solution x = (cl,cz,. 
Proof Let Ei be the matrix whose (i,i)th entry is 1 and all other entries are zero. Then EiEj = 6ij Ei. Set F, = XEiX-'.
We know that X is a matrix over some extension field IK of F, and that e(i) E lK for all a E A and i = 1,2,. . ,7x. Set 3 = {Fi,Fs,. . . ,I?,}, and let L be the vector space spanned over K by 3. As FiFj = 6ijFi, it follows that L is a commutative K-algebra. Since the Ei are linearly independent over lK, so are the Fi. The matrix X and the members of X-lM(C; a)X are matrices over some extension field lK of F.
Clearly, the following four statements are equivalent: (i) C is a basis of A; (ii) C is a linearly independent set over IF; (iii) M(C; B) is a linearly independent set over F [see Lemma 2.1(b)]; (iv) X-'M(C; f3)X is a linearly independent set over lK (Lemma 2.2 is used here). Since the matrices in X-lM(C; L3)X are diagonal, we find that (iv) holds if and only if the vectors {(ci(l),ci(2), . . ,ci(n))} 5 K", i = 1,2,. . ,n, are linearly independent over K. Now the corollary follows. W NOTATION. Let n be a positive integer, and let P = {Pi, P2, . . . , P,.} be a partition of {1,2,3,. . . , n}. The size of P, denoted by JPl, is the number r. If r = n, we call the partition P trivial. Each of the Pi will be called a part of P. Clearly, if & is a refinement of P then IQ] 2 ]P].
The following is a preliminary lemma needed for the proof of Theorems 1.1 and 1.2. 
, n}, then P(P) is a subalgebm of A. Moreover, if a E P(P) is invertible in A, then a-l E IF(P).
Proof.
Let w E A. We set XVIM(w;B)X = diag(w(l),w(2), . . . , w(n)), and write a = {bl, bz, . . . , b,}. -w.
Since this is true for all {a, p} G P, we conclude that P is contained in one of the parts of the partition 7(c -d) as well as in one of the parts of ~(cG?). As P is an arbitrary part of P, this means that P 5 7(c -d) and P 5 '7(d), which yields that {c -&cd} & P(P). Moreover, if c is invertible, then P is contained in one of the parts of the partition ir(c-l); so that P 5 I(c-l), which implies c-l E F(P). This proves that F(P) is a subring of A, containing all inverses of its invertible elements.
To prove that F(P) is subalgebra we take X E IF and show that Xc E P(P). Clearly X-lM(Xc; B)X = XX-'M(c; B)X = diag (Xc(l), XC(~), . . . , Xc(n)).
Again for {cu,~} c P we get (Xc)(o) = (Xc)(p), so P is contained in one of the parts of I. Thus P 5 I(Xc) and consequently Xc E IF(P). Note that the proof of (e) is the same as the one given in field theory (e.g. last ten lines of [9, p. 2901) . L t e M be the degree of m,(z). Then M(a;B) has exactly m distinct eigenvalues, each of algebraic multiplicity Ic. Let P be an arbitrary part of 7(a).
By definition, {i, j} c P if and only if a(i) = a(j). Since for every i there are exactly Ic indices j (including i itself) with a(i) = a(j), we find that the size of P is k. Proof. Let 23 be a fixed basis of A, and let X be a diagonalizing matrix of A with respect to 23. Let n be the dimension of A over F. Suppose first that pa(z) has no repeated roots in its splitting field over F. By our assumption, the minimal polynomial of M(a; a) equals the characteristic polynomial of M(a;B). As a belongs to the subalgebra IF(ir(a)), we get A = P[a] 2 P(l(a)).
This contradicts Lemma 2.5(b). We conclude that pa(z) has no repeated roots.
??
REMARKS.
(a) The assumptions that A is separable and semisimple are used only in one of the parts of the above proof. In fact, the first part of the proof shows that if A is any finite-dimensional, commutative algebra over F, and a E A is such that pa(z) has no repeated roots in its splitting field over IF, then A = lF[a].
(b) In the first part of the proof of Corollary 2.6, we manage to obtain scalars (_yi, ~2, . . . , a, such that c = EYE i oiai. The existence of such cyi in the splitting field of p,(z) over F follows easily, since the coefficient matrix of the system c(j) = Cl= 1 xia(j)' is a Vandermonde.
What we have shown is that the (~4 are in fact in IF.
Proof of Theorem 1.1.
Part (b) of the theorem coincides with Corollary 2.6, so let us prove part (a). We prove it by induction on the dimension n of A over F. If n = 1 then A = F. 1 = E'[l], so take n > 1. Fix a basis B of A and a diagonalizing matrix X of A with respect to !3. Let S be an arbitrary proper subalgebra of A. Clearly S is separable, and by induction we get S = IF[a] for some a E A. As a belongs to the subalgebra lF(l(a)), we obtain S = P[a] C E'(';r(a)). If 7(a) is trivial, then p,(x) has no repeated roots in its splitting field over IF, and by Corollary 2.6 we have A = F[a], contradicting the choice of S as a proper subalgebra. Thus 7(a) is not trivial.
We now use Lemma 2.5(b) to conclude that P(l(a)) is a proper separable subalgebra of A. By induction we get lF(l(a)) = IF [b] for some b E A,
and consequently S = P[u] C F[b] = lF(l(a)). Lemma 2.5(d) now implies that S = F[u] = F[b] = IF(ir(u)). It follows that every proper subalgebra
of A is of the form P(P) for some partition P of {1,2,. . . , n}. Since the number of the partitions of {1,2,. . . , n} is finite, we conclude that the number of subalgebras of A is finite. Now the theorem follows from Lemma 2.5(e).
Proof of Theorem 1.2. (a):
Let C be a subalgebra of A. As C satisfies the assumptions of Theorem 1.1, we get C = P[u] for some u E C. 
REMARK.
Let A be a separable, semisimple, finite-dimensional, commutative algebra over a field F. Assume that every subalgebra of A has the form P[u] for some u E A. Then evidently, the proof and conclusions of Theorem 1.2 hold even if F is finite. ??
The following definition and two propositions are needed for the applications discussed in the proceeding sections. for all f(z) E E'[z], which proves (b). Now, (b) implies that T, is diagonalizable for every a E A, so that m,(x) has no repeated roots in its splitting field. It follows that A is separable, which concludes the proof of part (a).
Part (c) follow from the fact that M(f(u);Z3) = f(M) for all f(x) E %I.
??
It is interesting to note that the equality Y-lMY = diag tions. Indeed, as M has only simple eigenvalues, we know that M is diagonalizable. Let X be a matrix satisfying X-'MX = diag ((~1, (~2, . . . , a,).
As above, X is a diagonalizing matrix for A with respect to 13. Set bi = uiel; then
Now apply Theorem 2.3 to obtain the desired equality.
III. SEPARABLE FIELD EXTENSIONS
Proof of Theorem 1.3. We begin by noting that the field R in our theorem (and, in fact, any subfield of R containing IF) is a separable, semisimple, n-dimensional, commutative algebra over IF. Further, if P is a partition of { 1,2, . . . , n} then by Lemma 2.5 we know that IF(P) is a subfield of K. We also note that lF Let u E K be a primitive element; that is, I16 = P(u). By Corollary 2.6, p,(x) has no repeated roots in its splitting field K over IF. So pU(z) = m,(z).
By Galois theory, f(x) = l-jr= 1 (FE -oi(u)) E P[rc] and f(u) = 0. It follows that m,(z) = f(x). So the ci(u) are the eigenvalues of T,.
Fix a basis a of K over F, and choose a diagonalizing matrix (which exists by Lemma 2.1), such that X-IM(u; f3)X = diag(ai(u), Q(U), . . , a,(u)).
For every a E lK set X-'M(a;L?)X = diag (u(l),u(Z),...,u(n)).
As R = IF(u), we can write a = g(u) for
. , an(a)).
It follows that u(i) = oi(u) f or all a E K. This proves part (d). Part (e) now follows from (d) and Corollary 2.4.
IV. ORDINARY CHARACTERS, MODULAR CHARACTERS, AND CONJUGACY CLASSES OF FINITE GROUPS
NOTATION. Let G be a finite group, and let p be a prime number. In addition to the notation introduced in Section I we use the following notation for various sets associated with G:
The set of all conjugacy classes of G.
The set of pregular elements of G (a p-regular element is an element whose order is relatively prime to p).
Con,(G):
The set of all conjugscy classes of pregular elements. These classes are called the p-regular classes of G.
Cf(G) :
The set of all complex class functions of G, that is, all complex functions f such that f(g) = f(z-'gz)
for all 2 and g in G.
Cf,(G):
The set of all complex-values functions f on ,&,(G) such that f(g) = f(zc-'gz) for all 2 in G and g E L,(G).
If f E Cf(G) and C E Con(G) [or if f E Cf,(G) and C E Con,(G)], we denote by f(C) the value of f on each element of C.
Recall that Irr(G) is a basis of Cf(G), and that both Ibr(G) and Ipi are bases of Cf,(G).
Evidently, both Cf(G) and Cf,(G) are SFCAs over Cc. We note that the functions in Ipi vanish outside L,(G). Throughout this section we view the elements of Ipi as functions on &(G).
Further recall that (61, Gz, . . . , ck}, the set of class sums, is a basis of Z(@G), the center of the group algebra over C. Clearly Z((CG) is a SFCA over @. Parts (a)-(c) of the following proposition were proved in [2, 41, where we used different arguments for each of the three algebras involved. Here we show that all three parts are special cases of Proposition 2.8. Then:
is a diagonalizing mutti of Cf(G) with respect to Irr(G), and
is a diagonalizing matrix of Z((CG) with respect to B = {(?'I, 62,. . . ,6'k}, and
(c) The s x s matriz Z(G) = (cpi(Kj)) is a diagonalizing matrix of Cf,(G) with respect to Ibr(G), and
is a diugonalizing matti of Cf,(G) with respect to Ipi( and
Proof. For each i = 1,2,. . . , k, define ei E Cf(G) by ei(Cj) = 6ij. Then E = {ei,es, . . . , ek} is a set of orthogonal idempotents of Cf(G). Note that for every f E Cf(G) and i = 1,2,. . . , k we have fei = f (Ci)ei. So according to Proposition 2.8 we get f(i) = f (Ci), where f(i) is the eigenvalue of Tf corresponding to the eigenvector ei. Now part (a) follows from Proposition 2.8(d).
For each i = 1,2,. . ,S define ei E Cf,(G) by ei(Kj) = Sij. Then I = {el,es,... , e,} is a set of orthogonal idempotents of Cf,(G). ,C,+}. By Proposition 4.1 the character table matrix X(G) = (Xi(Cj)) is a diagonalizing matrix of the separable, semisimple, finite-dimensional, commutative Q-algebra Q(Irr(G)) with respect to the basis Irr(G). Further,
for all f E Q(Irr(G)).
Hence the type of f corresponding to Irr(G) and X(G) is the type of and so QD c Qc.
We conclude this section by stating without proof an analog of Theorem 1. and IK(Ipi(G)) are separable SFCAs over R.
Let f E Con,(G). We denote by Q/ the smallest subfield of Cc containing Q and the numbers f(Kl), f(Kz), . . . , f(K,).
We say in this case that f is realized in Qf . The smallest subfield of @ containing U { Qf 1 f E Ibr(G)} is denoted by &G.
Similarly, the smallest subfield of @ containing U {Qf 1 f E Ipi( is denoted by (f&G. Finally, the type of f E Con,(G), denoted by 7(f) , is defined by l(f) = 7(f(K1), I,. . . , f(K)). 
Then:
(a) A is a separable, semisimple, n-dimensional, commutative algebra over P, and the matrix We denote images in A by bars; that is, if u(x) E P[x] then e(x) = u(x) + (f(x)). If a E A, then there exists a unique polynomial e(x) E F [x] of degree less than n such that a = u(x). Let Ff(z)[xl = (4~) la(x) E @I, degree u(x) < n}}. In particular:
(i) The eigenvalues of the linear transformation T,(,) are the coeficients of the MS polynomial of a(x).
(
ii) The mapping u(x) -+ A(t) is an algebra isomorphism from IKfcz) [x] to
(%)["I7 *I.
Proof
Let u = x+(f (x)
). Then A g P[u] and B g K [u] . In both cases pU(x) = f(x). Now part (a) follows from Proposition 2.9(a). The main part of (b) may be seen to follow from Proposition 2.9(b). Here, however, we give a direct proof. Fix an i, and set q(x) = f(x)/(x -cq). Then q(x) E B. Clearly, Q(X)(X -cryi) = 0 [modulo f(x)], so that xwi(~) = aiwi(x) in B. This implies that a(z)vi(~) = a(oi)q(x) for all u(x) E B. Thus q(x) is an eigenvector of T,(,) belonging to the eigenvalue a(cui) for all i = 1,2.. . , n and all a(x) E A. Since cr( # q for i # j, we find that f3' = {Q(X)]i = 1,2,. . . , n} is a basis of B, with respect to which each a(x) E B is represented by the matrix diag(a(ai),a(az),
. . . ,a(a,)). and that C is generated (as an ideal) by g(x); i.e., C = (g(x)).
The polynomials g(x) and h(x) = f(x)lg( x are called the generator polynomial of C and the check ) polynomial of C, respectively.
As in coding theory (and with the same proof), it can be shown that C has a unique idempotent generator e(x) (see [lo, p. 2171). Clearly C = lF[xe(x)].
REMARK.
The generator and check polynomials of an f(x)-code give rise to analogs of the so-called generator matrix and parity-check matrix for C (see [lo, pp. 190-191, 194-1951) . In the example displayed earlier in this section,, the generating matrices of the two codes are identical, while the parity-check matrices are, of course, distinct. Proof. As C is a subalgebra of P[z] fcZ), part (a) follows from Theorem 6.1 and the fact that {g(z), xg(x), . . . , P-lg(x)}, is a basis of C. To show (b), consider C = (g(z)) as an algebra over K. Let p = & for some i, and set Then V(X) is a nonzero element of C. As in the proof of Theorem 6.1, it follows that C(X)V(X) = c(~)w(z) for all c(x) E C. The rest of the proof of (b) is similar to that of Theorem 6.1. Finally, (c) is a consequence of (b) and Theorem 1.1. H
Let C be an f (x)-code with a generator polynomial g(x)
and a check polynomial h(z). As f (cc) has no repeated roots, we have 
