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1 Einleitung
1.1 Motivation und Überblick
Motiviert durch ein offenes Problem im Rahmen der Entwicklung von Fahrzeugge-
trieben liegt der Schwerpunkt der vorliegenden Arbeit auf Methoden zur Lösung
nichtlinearer Optimierungsprobleme mit der Anforderung, jedes globale Optimum
garantiert zu finden und mit einer im Voraus festgesetzten Genauigkeit zu approxi-
mieren.
Eng verbunden mit dieser deterministischen Optimierung ist die Berechnung von
Schranken für den Wertebereich einer Funktion über einem gegebenen Hyperquader.
Verschiedene Ansätze, z. B. auf Basis der Intervallarithmetik, werden im ersten Teil
der Arbeit vorgestellt. Im Besonderen werden Methoden zur Schrankengenerierung
für multivariate ganz- und gebrochenrationale Polynome mit Hilfe der Darstellung
in der Basis der Bernsteinpolynome weiterentwickelt, da Vertreter dieser Funkti-
onsfamilie bei der Berechnung von Gangübersetzungen von Fahrzeuggetrieben von
praktischer Bedeutung sind.
Im zweiten Teil der Arbeit werden schrittweise die Bausteine eines deterministi-
schen Optimierungsverfahrens unter Verwendung der berechneten Wertebereichs-
schranken beschrieben und Besonderheiten für die Optimierung polynomialer Aufga-
ben näher untersucht. Darüber hinaus werden Details zur Implementierung dargelegt
und die entwickelten Algorithmen auf bekannte Testfunktionen angewendet.
Die Analyse und Bearbeitung einer Aufgabenstellung aus dem Entwicklungs-
prozess für Fahrzeuggetriebe bildet den dritten Teil der Arbeit. Das betrachtete
Optimierungsproblem ist ein Teil der Suche nach energieeffizienten Getrieben mit
einer optimalen Struktur. In der Nichtlinearität der Zielfunktion, der Anforderung
nach vollständiger Identifikation aller globalen Lösungen und im geringen Zeitbudget
für die Suche liegt die Herausforderung bei der Lösung des Problems.
Eine geeignete mathematische Modellierung für die Topologie einer Getriebestruk-
tur in Verbindung mit der durch den Autor erarbeiteten funktionalen Beschreibung
der Abhängigkeit zwischen Übersetzungsstufen und Getriebeübersetzungen erlaubt
erstmals eine theoretische Untersuchung des Problems. Darauf aufbauend gelingt
die Lösung der gestellten Optimierungsaufgabe durch die Anwendung der in den
ersten beiden Teilen der Arbeit entwickelten Strategien. Eine Auswertung und ein
Vergleich der Lösungen mit derzeit eingesetzten Optimierungsverfahren schließen
die Untersuchungen ab.
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1 Einleitung
1.2 Inhaltsübersicht
In den folgenden Abschnitten werden die drei zentralen Themen der vorliegenden
Arbeit vorgestellt und die jeweiligen Schwerpunkte hervorgehoben. Wie eingangs
erwähnt, bildete ein offenes Problem aus der Entwicklung von Fahrzeuggetrieben
den Ausgangspunkt für diese Dissertation. Im Laufe der Untersuchung der damit
verbundenen Fragen wurden Methoden aus verschiedenen Gebieten der Mathematik
zusammengetragen, erweitert und angepasst, so dass letztendlich eine umfassende
Lösung des Ausgangsproblems möglich wurde. Die eingesetzten Verfahren werden
zunächst losgelöst von der praktischen Anwendung präsentiert, um einen Einsatz
für ähnliche Aufgaben zu erleichtern. Die Übertragung auf das praktische Problem
erfolgt anschließend in Kapitel 5, das von einer Einschätzung zum Potenzial der
entwickelten Methoden für weitere Anwendungen durch die Zusammenfassung in
Kapitel 6 abgerundet wird.
Einschließung des Wertebereichs von Funktionen
Die Ermittlung einer exakten Beschreibung der Bildmenge einer Funktion über einem
Hyperquader ist – in Abhängigkeit von der zugrunde liegenden Funktionsfamilie –
eine schwer lösbare Aufgabe, die in der Regel mit einem enormen rechentechnischen
Aufwand für die Lösung verbunden ist. Einen Ausweg bietet die Eingrenzung bzw.
Einschließung der Bildmenge durch ein Intervall oder für Funktionen mehrerer
Veränderlicher durch eine entsprechende Verallgemeinerung in Form eines Hyperqua-
ders. Diese Einschließung des Wertebereichs einer Funktion mit einem Hyperquader
erlaubt sofort Rückschlüsse auf bestimmte Eigenschaften wie das Vorliegen einer
Nullstelle oder die Ableitung von Schranken für die extremalen Werte der Funktion.
Im Kapitel 2 wird das Gebiet der Intervallarithmetik vorgestellt, das die Rechnung
mit Intervallen zum Inhalt hat. Die zugehörigen Methoden ermöglichen durch die
sogenannte natürliche Intervalleinschließung die Berechnung einer Einschließung
des Wertebereichs einer Funktion mit geringem rechentechnischen Aufwand. Diese
Schranken sind meist nicht exakt, sondern überschätzen den tatsächlichen Bereich.
Daher werden Verfahren vorgestellt, die eine Verbesserung der Schätzungsgüte ver-
sprechen, aber das wichtigste Merkmal einer Einschließung bewahren: Die Garantie,
dass die Bildmenge der Funktion in den bestimmten Schranken enthalten ist.
Die Intervallarithmetik fungiert darüber hinaus als Bindeglied zwischen verschiede-
nen Verfahren zur Berechnung von Einschließungen und erlaubt so die Kombination
von Einschließungen verschiedener Funktionsfamilien. Die wichtige Familie der mul-
tivariaten Polynome wird in Kapitel 3 vorgestellt und Methoden zur effizienten
Bestimmung einer Wertebereichseinschließung erarbeitet. Darüber hinaus wird be-
schrieben, wie die berechneten Schranken iterativ verbessert werden können und
auf welche Weise eine Erweiterung auf multivariate gebrochenrationale Polynome
vorgenommen werden kann.
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Optimierung mit garantiert globalen Lösungen
Das folgende Zitat von Eldon Hansen (siehe [Han04], S. 237) beschreibt treffend die
besonderen Eigenschaften der globalen Suche nach Optima mit Methoden aus dem
Bereich der Intervallarithmetik, wobei unter dem Symbol [x] die zulässige Menge
einer Optimierungsaufgabe verstanden werden soll:
“For noninterval methods, it can sometimes be diffcult to find one
solution, quite difficult to find all solutions, and generally impossible
to know whether all solutions have been found. In contrast, it is a
straightforward problem to find all solutions in [x] using interval methods;
and it is trivially easy to computationally determine that all solutions in
[x] have been found.”
Die Voraussetzungen an die Zielfunktion und die zugrunde liegenden Konzepte
dieser Familie von Optimierungsverfahren, die Hansen anspricht, werden in Kapitel
4 vorgestellt. Die Anwendung auf Testfunktionen zeigt die großen Vorteile, die er
beschreibt. Aber auch die Nachteile werden erwähnt, die ein Optimierungsverfahren
mit sich bringt, das alle Lösungen zu einer Optimierungsaufgabe findet und darüber
hinaus die Vollständigkeit der Lösungsmenge rechnerisch garantiert.
Energieeffiziente Fahrzeuggetriebe
Eine Anwendung finden die erarbeiteten Strategien zur Optimierung mit garantiert
globalen Lösungen im Rahmen der Entwicklung neuer Fahrzeuggetriebe. Die Not-
wendigkeit des Einsatzes von Optimierungsverfahren in diesem Bereich entspringt
dem Wunsch nach einer Senkung des Kraftstoffverbrauchs bei gleichzeitiger Beibe-
haltung der gegenwärtig verfügbaren Dimension an Leistung und Komfort moderner
Fahrzeuge. Dieses Ziel treibt Fahrzeughersteller zu einer umfangreichen Suche nach
Einsparpotenzialen im Antriebsstrang ihrer Fahrzeuge an.
Im Kapitel 5 wird daher ein Problem aus der Entwicklung von Fahrzeuggetrieben
bearbeitet, dessen Lösung die Energieeffizienz des Fahrzeugs direkt beeinflusst. Durch
die Anpassung getriebeinterner Übersetzungsverhältnisse sollen die Übersetzungen
der Vor- und Rückwärtsgänge möglichst nah an ideale Vorgabewerte angenähert
werden, um ein optimales Verhältnis von niedrigem Kraftstoffverbrauch und Fahrspaß
zu erhalten.
Nach umfangreicher Recherche und dem Kenntnisstand des Autors werden die auf-
tretenden Optimierungsprobleme mit dieser Arbeit zum ersten Mal näher untersucht
sowie Eigenschaften der damit verbundenen Funktionen und Nebenbedingungen
erarbeitet. Von großem Interesse ist dabei die Frage, ob die zurzeit bekannte Berech-
nung von Wellendrehzahlen eines Fahrzeuggetriebes von einer impliziten Vorschrift
in eine explizite Beschreibung umgewandelt werden kann. Diese Transformation
stellt die Voraussetzung für die Ersetzung der derzeitig verwendeten stochastischen
Verfahren zur Optimierung von Übersetzungsverhältnissen von Getriebestrukturen
dar, deren Ergebnisse den Anspruch nach der vollständigen Ermittlung der globalen
Lösungen nicht erfüllen.
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2 Intervallarithmetik
Das Gebiet der Intervallarithmetik beschäftigt sich mit Konzepten zur Verallgemei-
nerung von Rechenregeln für reelle Zahlen auf reelle Intervalle. Es wird angenommen,
dass der Wert einer reellen Größe x garantiert innerhalb eines bekannten Intervalls
[x | x] liegt. Um Berechnungen mit der Größe x durchzuführen, ohne ihren tatsächli-
chen Wert exakt zu kennen, definiert die Intervallarithmetik Regeln für das Rechnen
mit diesen Intervallen. Generell existiert für jede Operation der reellen Arithmetik
eine entsprechende Verallgemeinerung bzw. Erweiterung auf intervallarithmetische
Operationen (siehe [Bau87], S. 8). Diese Regeln sind in der Literatur auch unter den
Stichworten Intervallmathematik, Intervallanalyse oder Range Numbers bekannt. Im
Verbund mit der Erweiterung von Operationen reeller Zahlen werden auch Vektoren
und Matrizen mit Intervalleinträgen definiert. Weiterhin erfolgt eine Adaption be-
kannter Algorithmen, wie beispielsweise des Newtonverfahrens an das veränderte
Verständnis von Variablen. Die Anwendungsgebiete der Intervallarithmetik sind
vielfältig. Beispielsweise wird sie für die Abschätzung des Bereichs möglicher Werte
einer abhängigen Zielgröße eingesetzt. Durch Schranken für den Bereich der Ergeb-
nisse können schnell grundlegende Eigenschaften der Zielgröße bzw. einer zugrunde
liegenden Funktion erkannt werden.
Die Verknüpfung einer Variablen mit einem Intervall der möglichen Werte ist eine
sehr alte Technik. Archimedes bestimmte schon im dritten Jahrhundert vor Christus
Schranken für die Kreiszahl Pi (vgl. [Hea81]) und damit eine Abschätzung des
Wertes einer reellen Größe. Das Konzept der Eingrenzung von Variablenwerten mit
besonderen Eigenschaften findet heute in vielen modernen Teilgebieten der Mathema-
tik Anwendung: Es sollen exemplarisch die Berücksichtigung von Rundungsfehlern
der Gleitkommaarithmetik mit begrenzter Genauigkeit und die Behandlung von
während der Produktion von Bauteilen auftretenden Fertigungstoleranzen genannt
werden. Im Bereich der Numerischen Mathematik wurde die Intervallarithmetik im
Standardwerk „Intervallanalyse“ ([Moo69]) von Moore eingeführt und erstmals für
rechnergestützte Simulationen eingesetzt. Die Verwendung der Intervallarithmetik
im Sinne von Fehlerschranken für technische Anwendungen ist beispielsweise in
[Bau87] dargelegt.
In den folgenden Abschnitten werden die Regeln der Intervallarithmetik beginnend
mit den Grundrechenoperationen vorgestellt und anschließend für weitere analytische
Funktionen erklärt. Zusätzlich wird auf die Genauigkeit der mit Intervallarithmetik
erzeugten Ergebnisse und Schwierigkeiten bei der Berechnung eingegangen. Den
Abschluss bilden die Erläuterung der Intervall-Newtonmethode sowie Darlegungen
zur praktischen Anwendung der Intervallarithmetik.
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2.1 Intervallvariablen
2.1.1 Definition und Rechenregeln
Definition 2.1 (Intervallvariable): Eine (reellwertige) Intervallvariable [x] ∈ I(R)
steht für eine zusammenhängende Teilmenge der reellen Zahlen. Dabei wird von
einem abgeschlossenen Intervall mit den Grenzen x und x, x ≤ x, ausgegangen:
[x] = [x |x] = {x ∈ R : x ≤ x ≤ x, x, x ∈ R}.
Die Menge aller reellwertigen Intervallvariablen [x |x] wird mit I(R) bezeichnet.
Die Notation von Intervallvariablen wird in der Literatur nicht einheitlich ge-
handhabt. Diese werden zur Identifikation sowohl in Großbuchstaben ([Bau87])
geschrieben, mit einem zusätzlichen Index i ([Han04]) oder mit eckigen Klammern
([Jau01]) versehen. In dieser Arbeit wird die letztgenannte Notation für Intervall-
variablen verwendet. Auch die Bezeichnung ist meist nicht eindeutig: Die Begriffe
Intervallvariable und Intervall werden als Synonyme angesehen.
Bei Betrachtung eines Punktintervalls, bzw. einer degenerierten Intervallvariablen
mit identischer unterer und oberer Grenze (x = x), wird kurz x anstelle von [x |x]
geschrieben. Mit diesem Verständnis kann die Rechnung mit einer reellen Größe x als
ein Sonderfall der Berechnungen mit den Regeln der Intervallarithmetik interpretiert
werden.
Die nichtnegative reelle Zahl
w([x]) = x− x
heißt Durchmesser (auch Breite oder Diameter) der Intervallvariablen [x]. Der
Mittelpunkt m([x]) eines Intervalls [x] kann mit Hilfe der Beziehung
m([x]) = 12 (x+ x)
bestimmt werden.
Gleichheit und Ordnungsrelation
Zwei Intervallvariablen [x], [y] ∈ I(R) werden als gleich bezeichnet, [x] = [y], falls
sie die gleiche Punktmenge beschreiben. Diese Aussage korreliert mit der Gleichheit
der unteren und oberen Grenzen der betreffenden Intervallvariablen:
x = y und x = y.
Auf der Menge der Intervallvariablen I(R) wird die Ordnungsrelation < eingeführt
(vgl. [Moo09], S. 10f.). Für zwei Intervallvariablen [x], [y] ∈ I(R) gilt:
[x] < [y], falls x < y.
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Diese Ordnungsrelation für Intervallvariablen ist transitiv, d. h. für [x], [y], [z] ∈ I(R)
folgt aus [x] < [y] und [y] < [z] die Gültigkeit von [x] < [z]. Sie ist eine partielle
Ordnung: Nicht jedes Paar von Intervallvariablen lässt sich also vergleichen. Für die
Intervalle [5 | 10] und [3 | 6] lässt sich keine Ordnung festlegen, während [3 | 6] < [7 | 8]
gilt.
Rechenregeln für Intervallvariablen
Die Rechnung mit Intervallen beruht auf der Erkenntnis aus der Mengenlehre,
dass Summe, Differenz, Produkt und Quotient von zwei Intervallen die Menge der
Summen, Differenzen, Produkte oder Quotienten von allen Paaren der jeweils in den
beiden Intervallen enthaltenen reellen Zahlen sind (vgl. [Moo69], S. 18).
Für die zweistelligen Operationen Addition, Subtraktion, Multiplikation und
Division gilt für Intervallvariablen [x] und [y] aus I(R):
[x]  [y] = {x  y, x ∈ [x], y ∈ [y]} ,
 ∈ {+,− , · , :}.
Das Ergebnis dieser Grundoperationen ist eine Teilmenge der reellen Zahlen. Wird
für die Division vorausgesetzt, dass die 0 nicht zum Intervall des Divisors gehört,
dann sind die resultierenden Mengen aufgrund der Stetigkeit der Operationen selbst
wieder Intervalle. In Abschnitt 2.1.3 wird auf eine Erweiterung der Intervallvariablen
eingegangen, die auch die Division durch 0 gestattet. Die Grenzen der Intervalle
nach dem Ausführen der beschriebenen zweistelligen Operationen ergeben sich aus
Monotoniebetrachtungen:
[x |x] + [y | y] = [x+ y |x+ y],
[x |x] − [y | y] = [x− y |x− y],
[x |x] · [y | y] = [min{x y, x y, x y, x y} | max{x y, x y, x y, x y}],
[x |x] : [y | y] = [x |x] · [1 : y | 1 : y], 0 /∈ [y].
(2.1)
Die Kommutativität und die Assoziativität der Operationen Addition und Multipli-
kation übertragen sich direkt aus den Gesetzen für die Rechnung mit reellen Zahlen.
Weiterhin gilt die Inklusionsisotonie (Teilmengeneigenschaft) für Operationen mit
Intervallvariablen (für die Division wird die Teilung durch 0 ausgeschlossen):
[x] ⊆ [x′], [y] ⊆ [y′]⇒ [x]  [y] ⊆ [x′]  [y′],  ∈ {+,− , · , :}. (2.2)
Es sind jedoch nicht alle algebraischen Gesetze aus der Rechnung mit reellen
Zahlen auch für Intervallvariablen gültig ([Bau87], S. 9ff.): Das Distributivgesetz
gilt im Allgemeinen nicht, wie das folgende Beispiel demonstriert.
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Beispiel 2.1: Ausgehend von den Intervallvariablen [x] = [−1 | 2], [y] = [−1 | 1] und
[z] = [0 | 2], soll der Ausdruck [x] ([y] + [z]) zusammengefasst werden. Wird dazu
zunächst das Ergebnis der Addition bestimmt, ergibt sich
[−1 | 2] ([−1 | 1] + [0 | 2]) = [−1 | 2] [−1 | 3] = [−3 | 6].
Nach dem Ausmultiplizieren des Ausgangsterms und der anschließenden Addition
der beiden Summanden resultiert das Intervall
[−1 | 2] ([−1 | 1] + [0 | 2]) = [−1 | 2] [−1 | 1] + [−1 | 2] [0 | 2]
= [−2 | 2] + [−2 | 4] = [−4 | 6].
Die beiden Ansätze für die Berechnung führen zu unterschiedlichen Ergebnissen:
Durch das Auflösen der Klammer im zweiten Fall ergibt sich ein Lösungsintervall
mit einem größeren Durchmesser.
Anstelle des Distributivgesetzes für die Rechnung mit reellen Zahlen tritt die
schwächere Subdistributivität für Intervallvariablen [x], [y], [z] ∈ I(R):
[x] ([y] + [z]) ⊆ [x] [y] + [x] [z].
Die Menge der reellwertigen Intervallvariablen I(R) bildet unter den beschriebenen
Regeln für Addition und Multiplikation einen abelschen Monoiden. Eine ausführliche
Analyse der Eigenschaften kann in [Daw11], S. 15ff. nachgelesen werden.
2.1.2 Abhängigkeitsprobleme
Bei der Betrachtung von Beispiel 2.1 wird deutlich, dass bei der Kombination
mehrerer Operationen mit Intervallvariablen die Darstellung der Rechenvorschrift
eine Rolle spielt. Tritt eine Intervallvariable mehrmals in einem Ausdruck auf,
wird jedes Vorkommnis als unabhängig betrachtet und somit das Ergebnisintervall
aufgeweitet. Solch ein Abhängigkeitsproblem (siehe [Han04], S. 18) kann bereits
beobachtet werden, wenn eine Intervallvariable von sich selbst subtrahiert wird.
Beispiel 2.2: Die Intervallvariable [x] ∈ I(R) soll von sich selbst abgezogen werden.
Die Rechnung mit den in Abschnitt 2.1.1 definierten Operationen ergibt
[x]− [x] = [x |x]− [x |x] = [x− x |x− x] = [−w([x]) |w([x])],
während aus der Darstellung als Subtraktion von Mengen und der direkte Beachtung
der Abhängigkeit zwischen beiden Intervallvariablen das Ergebnis
[x]− [x] = {x− x′, x = x′ ∈ [x |x]} = {x− x, x ∈ [x |x]} = [0 | 0] = 0
resultiert. Die Rechnung per Intervallarithmetik führt für die Subtraktion zumindest
für x 6= x nicht zum gewünschten Ergebnis [0 | 0], da die Abhängigkeit zwischen
Minuend und Subtrahend nicht ins Ergebnis einfließt.
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Die Aufweitung der Ergebnisse von Intervallberechnungen durch häufiges Auftre-
ten der gleichen Intervallvariablen stellt eine große Schwäche der Intervallarithmetik
dar, da für die Anwendung möglichst enge Schranken gesucht werden. Fließt jede
Intervallvariable maximal ein Mal in eine Berechnung ein, dann umschließt die
Lösung der Intervallberechnung die Lösungsmenge ([Moo09], S. 48). Ist die Menge
der Lösungen ein Intervall, dann stimmen das Ergebnis der Mengenbeschreibung
und die Lösung durch Anwendung der Intervallarithmetik exakt überein. Vor die-
sem Hintergrund wird bei der Anwendung der Intervallarithmetik stets versucht,
Ausdrücke so umzustellen, dass das Auftreten jeder Intervallvariablen reduziert wird.
Im obigen Beispiel führt bereits das Ausklammern der Intervallvariablen [x] in der
Subtraktion zur exakten Lösung der Rechnung. Weitere Ansätze zur Verminderung
von Abhängigkeiten in Intervallberechnungen werden in Abschnitt 2.3.1 vorgestellt.
2.1.3 Erweiterte Intervallarithmetik
In der sogenannten klassischen Intervallarithmetik wird die Division durch ein
Intervall, das den Wert 0 enthält, ausgeschlossen. Die Regeln der erweiterten Intervall-
arithmetik (siehe [Kah68], [Han68]) lassen diese Division zu. Folglich wird der Bereich
einer Intervallvariablen auf die erweiterten reellen Zahlen R∞ = R ∪ {+∞,−∞}
vergrößert. In der Literatur ist es üblich, Intervalle, die die Symbole +∞ oder −∞
enthalten, weiterhin mit eckigen Klammern zu umschließen, auch wenn es sich um
halboffene oder offene Intervalle handelt. Um auf die Verwendung der erweiterten
Intervallarithmetik hinzuweisen, wird die Menge der Intervalle mit Grenzen aus R∞
entsprechend mit I(R∞) bezeichnet.
Die Grenzen einer Intervallvariablen sind dann für [x] ∈ I(R∞) wie folgt definiert:
x = sup {y ∈ R∞ ∀x ∈ [x], y ≤ x},
x = inf {y ∈ R∞ ∀x ∈ [x], x ≤ y}.
Die Rechenoperationen für Intervallvariablen (Abschnitt 2.1.1) werden erweitert,
um auf das Auftreten von (halb-) offenen Intervallen zu reagieren. Diese Regeln
können beispielsweise in [Ler01] nachgelesen werden. Exemplarisch sollen hier die
Tabelle der Regeln für die Addition zwei erweiterter reeller Zahlen (Tabelle 2.1), die
Division mit einem Intervall, das die 0 enthält, sowie einige Beispiele übernommen
werden.
a+ b b = −∞ b ∈ R b = +∞
a = −∞ −∞ −∞ R∞
a ∈ R −∞ a+ b +∞
a = +∞ R∞ +∞ +∞
Tab. 2.1: Regeln der erweiterten Intervallarithmetik für die Addition von zwei
erweiterten rellen Zahlen a, b ∈ R∞
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Betrachtet wird ein nicht degeneriertes Intervall mit Nulldurchgang 0 ∈ [x] =
[x |x] 6= [0 | 0]. Bei der Division resultieren als Ergebnis ein oder zwei halboffene
Intervalle:
1
[x |x] =

[1
x
| +∞
]
, wenn x = 0,[
−∞| 1
x
]
∪
[1
x
| +∞
]
, wenn x < 0 < x,[
−∞| 1
x
]
, wenn x = 0.
(2.3)
Beispiel 2.3:
[2 |∞] + [3 |∞] = [5 |∞]
[2 |∞] − [3 |∞] = R∞
[2 |∞] · [−3 | 3] = R∞
[1 | 1] : [−2 | 2] = [−∞|−0,5] ∪ [0,5 |∞]
Durch die Erweiterung der klassischen Intervallarithmetik sind Rechnungen mit
Intervallen mit Ausnahme der Division mit dem Punktintervall [0 | 0] definiert. Von
dieser Anpassung können Anwender bei der Implementierung von Algorithmen aus
dem Bereich der Intervallarithmetik profitieren: Spezialfälle müssen im Vergleich zur
ersten Herangehensweise nicht gesondert aufgespürt werden. Auf Besonderheiten
beim Einsatz von Intervallarithmetik in Softwareanwendungen wird in Abschnitt
2.2.3 näher eingegangen.
2.1.4 Intervallvektoren und -matrizen
Definition 2.2 (Intervallvektor): Ein Intervallvektor [x] (siehe [Bau87], S. 21f.) ist
– im Sinne der erweiterten Intervallarithmetik – eine zusammenhängende Teilmenge
des RM∞ , die als das kartesische Produkt von M Intervallen dargestellt werden kann:
[x] = [x1]× [x2]× . . . [xM ], [xi] ∈ I(R∞), [xi] = [xi |xi], i = 1,2, . . . ,M.
Die Menge aller Intervallvektoren des RM∞ wird mit I(RM∞) bezeichnet. Die Intervall-
grenzen werden zu den Vektoren
x = (x1,x2, . . . ,xM)τ ∈ RM∞ ,
x = (x1,x2, . . . ,xM)τ ∈ RM∞ .
zusammengefasst.
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Intervallvektoren des I(RM) mit rein reellen Einträgen können analog definiert
werden. Die Rechenregeln für Intervallvektoren ergeben sich direkt aus den im
Abschnitt 2.1.1 vorgestellten Regeln für Intervallvariablen. Der Durchmesser eines
Intervallvektors [x] ∈ I(RM∞) wird als Maximum über die Durchmesser der Elemente
des Vektors definiert:
w([x]) = max {w([x1]),w([x2]), . . . ,w([xM ])}.
Sind alle Elemente des Intervallvektors beschränkt, wird der Vektor der Mittelpunkte
über die Vorschrift
m([x]) = (m([x1]),m([x2]), . . . ,m([xM ]))τ
bestimmt.
Die durch einen Intervallvektor [x] ∈ I(RM ) beschriebene Menge entspricht einem
M -dimensionalen Hyperquader bzw. Hyperrechteck, dessen Seiten achsenparallel
verlaufen. Diese Menge wird in der Literatur (siehe [Jau01], S. 23) auch als Box
bezeichnet, in dieser Arbeit wird die AbkürzungM -Quader verwendet. In Abbildung
2.1 ist exemplarisch ein Intervallvektor aus der Ebene (M = 2) zu sehen.
[x]
x1 x1
x2
x2
x1
x2
Abb. 2.1: Darstellung eines zweidimensionalen Intervallvektors [x] = [x1 |x1] ×
[x2 |x2]
Definition 2.3 (Intervallmatrix): Eine Intervallmatrix [X] mit z Zeilen und s
Spalten, [X] = ([xi,j ])i=1,2,...,z, j=1,2,...,s, ist eine Matrix, deren Elemente Intervallvaria-
blen sind. Die Menge aller Intervallmatrizen mit reellen Intervalleinträgen wird mit
I(Rz,s) bezeichnet. Werden die Elemente der Matrix aus dem Bereich der erweiterten
reellen Zahlen gewählt, wird die Menge als I(Rz,s∞ ) notiert. In den Matrizen X und
X werden die unteren bzw. oberen Grenzen für jedes Element der Intervallmatrix
[X] zusammengefasst.
Sind alle Elemente der Intervallmatrix [X] beschränkt, kann die Matrix der
Mittelpunkte elementweise berechnet werden:
m([X]) = (m([xi,j]))i=1,2,...,z, j=1,2,...,s.
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Die Rechenvorschriften für Intervallvektoren und Intervallmatrizen übertragen
sich aus den Operationen für Vektoren und Matrizen mit reellen Einträgen. Für die
Intervallvariablen gelten die im Abschnitt 2.1.1 aufgelisteten Regeln. Im Folgenden
werden die Rechnung mit Intervallvektoren und -matrizen mit Hilfe eines Beispiels
aus [Jau01], S. 26f. exemplarisch vorgeführt und Unterschiede zur mengenmäßigen
Betrachtung von Operationen hervorgehoben.
Beispiel 2.4: Ausgehend von einer reellwertigen Matrix A ∈ R2,2 und einem
Intervallvektor [x] ∈ I(R2) wird das Produkt [y] = A [x] bestimmt, wobei gilt
A =
 1 1
0 1
 , [x] =
 [−1 | 0]
[1 | 2]
 .
Das Ergebnis ist der folgende Intervallvektor:
[y] = A [x] =
 [−1 | 0] + [1 | 2]
[1 | 2]
 =
 [0 | 2]
[1 | 2]
 .
Die Matrix A bewirkt eine Scherung des Intervallvektors [x] in Richtung der x1-Achse.
Die Berechnung von A [x] erzeugt einen Intervallvektor, der die Ergebnismenge der
Scherung beinhaltet. Wird die gleiche Operation mengenmäßig betrachtet, d. h.
B = {Ax, x ∈ [x]},
ergibt sich nur eine Teilmenge des Intervallvektors [y]. Der Intervallvektor [x] und
die beiden Ergebnismengen sind in Abbildung 2.2 dargestellt.
−1 0 1 2
0
1
2
3
[x]
x1
x2
−1 0 1 2
0
1
2
3
[y]
B
x1
x2
Abb. 2.2: Ergebnismenge der Scherung des Intervallvektors [x] (rot) per Intervall-
arithmetik (grün) und durch mengenmäßige Betrachtungen (rot schraffiert)
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2.2 Einschließung des Wertebereichs einer Funktion
Definition 2.4 (Intervalleinschließung einer Funktion): Ausgehend von einer ste-
tigen Funktion f : Df ⊆ RM 7→ R mit Definitionsbereich Df ⊆ RM , heißt eine
Abbildung [f ] : I(RM) 7→ I(R) eine (Intervall-) Einschließung, Umschließung bzw.
Außenabschätzung der Funktion f , falls gilt:
f([x]) ⊆ [f ]([x]) ∀ [x] ∈ I(RM).
Eine Funktion [f ], die einem Intervallvektor einer Intervallvariablen zuordnet, wird
allgemein Intervallfunktion oder Intervallerweiterung genannt. Der Ausdruck f([x])
beschreibt die Bildmenge aller Punkte im Intervall [x], die im Definitionsbereich der
Funktion f liegen:
f([x]) = {f(y) : y ∈ [x] ∩ Df} ⊆ R.
Mit dem Ausdruck [f ]([x]) sind gleichzeitig mehrere Bedeutungen verbunden. Zum
einen stellt dieser eine Intervallfunktion, also die Abbildung eines Intervalls auf ein
Intervall dar und zum anderen den numerischen Wert des Ergebnisintervalls. Dieses
zweifache Verständnis kann nur aufrecht erhalten werden, wenn die zugehörigen
Berechnungen mit einer exakten Arithmetik ausgeführt werden (vgl. [Han04], S. 26).
Auf die Nutzung einer Arithmetik mit endlicher Genauigkeit wird in Abschnitt 2.2.3
eingegangen.
Definition 2.5 (Inklusionsisotonie): Eine Intervallfunktion [f ] heißt inklusions-
isoton (auch inklusionsmonoton) für Intervalle [x], [y] ⊆ Df , falls gilt:
[x] ⊆ [y]⇒ [f ]([x]) ⊆ [f ]([y]).
Satz 2.1 (Fundamentaltheorem der Intervallarithmetik ([Moo09], S. 47)): Ist ei-
ne Intervallerweiterung [f ] der Funktion f inklusionsisoton, dann stellt sie eine
Intervalleinschließung der Funktion f dar.
Eine zentrale Aufgabe der Intervallarithmetik besteht darin, mit Hilfe inklusions-
isotoner Intervallerweiterungen geeignete Intervalleinschließungen für Funktionen
zu finden, um damit den Wertebereich der Ausgangsfunktion f einzugrenzen (siehe
[Ale00]). Diese Schranken sind nicht eindeutig: Die Intervallfunktion [f ]([x]) = R ist
für beliebige [x] ∈ I(RM) – unabhängig von einer konkreten Funktion – stets eine
gültige Einschließung für den Wertebereich, meist jedoch eine sehr unscharfe. Die
wichtigste Eigenschaft der Wertebereichsgrenzen aus Intervalleinschließungen ist die
Garantie, dass der Wertebereich f([x]) sicher in der Abschätzung enthalten ist.
In Abschnitt 2.2.1 wird auf Intervalleinschließungen für elementare Funktionen
eingegangen. Im Folgenden werden einige, für die Arbeit wichtige Begriffe vorgestellt,
die beispielsweise auch in [Jau01], S. 27ff. und [Han04], S. 24ff. nachgelesen werden
können.
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Definition 2.6 (Dicke und dünne Funktionen): Eine Intervallfunktion [f ] heißt
dünn, wenn f([x]) = f(x) für ein Punktintervall x = [x |x] gilt. Ist diese Eigenschaft
nicht erfüllt, heißt die Intervallfunktion dick.
Eine dicke Intervallfunktion enthält Intervallvariablen wie beispielsweise die Funk-
tion [f ](x) = 2x − [2 | 4]. Somit ist das Ergebnis der Intervallfunktion auch bei
Auswertung für ein Punktintervall x = [x |x] im Allgemeinen ein Intervall mit einem
positiven Durchmesser.
Definition 2.7 (Minimale Intervalleinschließungen): Eine Intervalleinschließung
[f ] heißt minimal, wenn sie für beliebige [x] das kleinste Intervall liefert, das den
Wertebereich der Funktion f umschließt:
[f ∗]([x]) =
[
inf
x∈[x]∩Df
f(x) | sup
x∈[x]∩Df
f(x)
]
.
Die Einschließung [f ∗]([x]) ist für beliebige Intervalle [x] innerhalb des Definitions-
bereichs eindeutig, da es ein eindeutiges Intervall gibt, das die Bildmenge von f([x])
umschließt. Um zu kennzeichnen, dass es sich um die minimale Intervalleinschließung
handelt, wird der Funktionsname mit einem Stern versehen.
Definition 2.8 (Konvergenzerhaltende Intervallfunktion): Eine Intervallfunktion [f ]
heißt konvergenzerhaltend, falls für eine Folge von Intervallvektoren [x(k)], k = 1,2, . . .,
gilt:
lim
k→∞
w([x(k)]) = 0 ⇒ lim
k→∞
w([f ]([x(k)])) = 0.
Ist eine Folge von Intervallvektoren konvergenzerhaltend, dann ist die betrachtete
Intervallfunktion notwendigerweise dünn.
Definition 2.9 (Schätzungsunschärfe einer Intervalleinschließung): Angelehnt an
die Definition einer konvergenzerhaltenden Intervallfunktion wird mit dem Quotien-
ten
∆[f ]([x]) =
w([f ]([x]))
w([f ∗]([x]))
der Durchmesser der Intervalleinschließung durch die Intervallfunktion [f ] mit dem
Durchmesser der minimalen Intervalleinschließung [f ∗]([x]) ins Verhältnis gesetzt.
Es wird vorausgesetzt, dass der Durchmesser der minimalen Intervalleinschließung
positiv ist. Die Größe ∆[f ]([x]) wird Schätzungsunschärfe einer Intervalleinschließung
genannt.
Aus der Minimalität von [f ∗] folgt w([f ]([x])) ≥ w([f ∗]([x])) und mit Hilfe
der Nichtnegativität der Durchmesserfunktion kann ∆[f ]([x]) ≥ 1 geschlussfolgert
werden. Eine Intervallabschätzung ist also um so besser, je näher sie an einem
Schätzungsunschärfewert von 1 liegt. Umgekehrt folgt aufgrund der Eindeutigkeit
der minimalen Intervalleinschließung aus ∆[f ]([x]) = 1 auch [f ] = [f ∗].
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Einhüllungseffekt
In Abschnitt 2.1.2 wurde darauf eingegangen, dass durch das mehrfache Auftreten
einer Variablen in einer Intervallberechnung die Intervallgrenzen aufgeweitet werden
können und somit die Schätzungsunschärfe einer Intervallumschließung leidet. Bei
der Betrachtung von Intervalleinschließungen von Funktionen wird ein weiterer
Grund dafür deutlich, dass sich die Bildmenge einer Funktion zu einem Intervallvek-
tor [x] und eine zugehörige Intervalleinschließung stark unterscheiden können. Die
Bildmenge f([x]) kann eine beliebige Gestalt annehmen; sie muss nicht notwendiger-
weise konvex oder zusammenhängend sein. Eine Umschließung von f([x]) mit einem
Intervallvektor [f ]([x]) gibt folglich im Allgemeinen nicht die Gestalt der Bildmenge
wieder.
Dieser Effekt wird als Einhüllungseffekt oder Wrappingeffekt bezeichnet (siehe
[Bau87], S. 165) und ist – neben dem Abhängigkeitsproblem – ein weiterer Grund
für eine hohe Schätzungsunschärfe bei Wertebereichseinschließungen mit Methoden
der Intervallarithmetik. Das folgende Beispiel verdeutlicht verschiedene Intervallein-
schließungen für eine Funktion mit nicht zusammenhängender Bildmenge.
Beispiel 2.5: Die bikriterielle Funktion f : [0 | 1]× [0 | 1] 7→ R2 mit
f(x,y) =
 f1
f2
 =
 0,5x+ y√
(x− 0,5)2 − 0,23 + y2

wird über dem Intervallvektor [x] = [0 | 1]× [0 | 1] betrachtet. Die Analyse der Bild-
menge der Funktionen erfolgte getrennt für die Funktionen f1 und f2 durch Zerlegung
des Intervallvektors [x] (siehe Abschnitt 2.3.4). In Abbildung 2.3 sind Definitionsbe-
reich und Bildmenge der Funktion f dargestellt. Die minimale Intervalleinschließung
[f∗]([x]) umschreibt einen wesentlich größeren Bereich als das eigentliche Bild des
Intervallvektors [x] durch die Funktion f .
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0,5
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1,5
[x]
x1
x2
[f∗]([x])
[f ]([x])
f([x])
−0,5 0 0,5 1 1,5 2−0,5
0
0,5
1
1,5
f1
f2
Abb. 2.3: Darstellung des Definitionsbereichs [x] (rot) und der Bildmenge f([x])
(grün) der Funktion f
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2.2.1 Intervalleinschließung elementarer Funktionen
Für elementare Funktionen wie sin(x), cos(x), ex,
√
x usw. werden in der Literatur
Intervalleinschließungen angegeben, die meist sogar die Eigenschaft der Minimalität
aufweisen. Diese Besonderheit resultiert häufig aus der Stetigkeit und dem stückweise
monotonen Verlauf elementarer Funktionen ([Han04], S. 139).
Im Folgenden sollen beispielhaft die minimalen Intervalleinschließungen für Potenz-
funktionen und die Sinusfunktion erläutert werden. Weitere Intervalleinschließungen
für elementare Funktion lassen sich anhand der Beispiele leicht ableiten.
Satz 2.2 (Intervalleinschließung für Potenzfunktionen): Gegeben ist die Potenz-
funktion f(x) = xn mit nichtnegativem Exponenten n. Die minimale Intervallein-
schließung [f ∗]([x]) für eine Intervallvariable [x] = [x |x] kann über die Vorschrift
[f ∗]([x]) =

[1 | 1], wenn n = 0,
[xn |xn], wenn (n ungerade) ∨ (x ≥ 0 ∧ n gerade),
[xn |xn], wenn x ≤ 0 ∧ n gerade,
[0 | max(xn,xn)], wenn (x < 0 < x) ∧ n gerade,
bestimmt werden (siehe [Han04], S. 18). Wird der Exponent n = 0 gewählt, so
darf die Intervallvariable [x] den Wert 0 nicht enthalten, um den nicht definierten
Ausdruck 00 auszuschließen.
Satz 2.3 (Intervalleinschließung für die Sinusfunktion): Die minimale Intervallein-
schließung [y] = [y | y] = [f ∗]([x]), zur Funktion f(x) = sin(x) über einem Intervall
[x], kann unter Zuhilfenahme der folgenden zwei Fallunterscheidungen ermittelt
werden (siehe [Jau01], S. 22):
y =
−1, wenn ∃ k ∈ Z mit (2kpi − 0,5pi) ∈ [x],min{sin(x), sin(x)} sonst,
y =
1, wenn ∃ k ∈ Z mit (2kpi + 0,5pi) ∈ [x],max{sin(x), sin(x)} sonst.
2.2.2 Natürliche Intervalleinschließungen
Wie bereits die Definition einer minimalen Intervalleinschließung suggeriert, kann
der Wertebereich einer Funktion durch das Lösen der Optimierungsprobleme
inf
x∈Df
f(x) und sup
x∈Df
f(x)
bestimmt werden. Eine exakte und nachweislich richtige Identifikation der Grenzen
der Einschließung kann – je nach Art der Funktion f – jedoch sehr aufwendig
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sein. Vor diesem Hintergrund ist es sinnvoll, eine nicht-minimale Einschließung zu
verwenden, die sich ohne großen Aufwand generieren lässt und die garantiert den
Wertebereich der Funktion enthält.
Die Verallgemeinerung der Rechenregeln auf Intervallvariablen (siehe Abschnitt
2.1.1) verkörpert eine Alternative zur Lösung der oben beschriebenen Optimie-
rungsprobleme: Werden in einer Funktionsdarstellung alle Operationen durch ihr
intervallarithmetisches Äquivalent ersetzt, kann eine Intervalleinschließung berechnet
werden, die der Bedingung in Definition 2.4 genügt. Dabei wird jedoch unterstellt,
dass jede der Operationen ohne Rundungsfehler ausgeführt werden kann. Bei einer
Umsetzung auf einem Rechner ist dies nicht gegeben: Ein Ausweg wird im Abschnitt
2.2.3 näher erläutert.
Satz 2.4 (Natürliche Intervalleinschließung ([Han04], S. 27)): Setzt sich eine Funk-
tion f : Df ⊆ RM 7→ R aus einer endlichen Komposition der Operationen +, − , · , :
und elementarer Funktionen wie beispielsweise sin(x), cos(x), exp(x),
√
x (siehe
Abschnitt 2.2.1) zusammen, dann ergibt sich eine inklusionsisotone Intervallfunktion
[f ] : I(RM) 7→ I(R), indem jede reellwertige Variable xi durch eine Intervallvariable
[xi] und jede Operation durch ihr intervallarithmetisches Äquivalent ersetzt wird. Die
entstehende Intervallfunktion heißt natürliche Intervalleinschließung der Funktion
f . Gehören ausschließlich stetige Operatoren und elementare Funktionen zu f , dann
ist [f ] konvergenzerhaltend.
Die Regeln der Intervallarithematik erlauben folglich die Kombination mehrerer
Funktionsteile: Aus Einschließungen von elementaren Funktionen können Intervall-
einschließungen für die gesamte Funktion berechnet werden, die – unter minimalen
Voraussetzungen – die wichtigen Eigenschaften der Inklusionsisotonie und der Kon-
vergenzerhaltung erfüllen. Die erhaltenen Intervalleinschließungen sind aufgrund
von Abhängigkeitsproblemen (Abschnitt 2.1.2) und wegen des Einhüllungseffektes
(Abschnitt 2.2) meist nicht minimal, sondern stellen ungenaue Schranken für den
Wertebereich einer Funktion dar. Darüber hinaus sind sie abhängig von der Darstel-
lung der Funktion. Tritt jede Intervallvariable [xi] maximal einmal auf, dann ist [f ]
minimal. In Abschnitt 2.3 werden Ansätze zur Verbesserung der Schätzungsunschärfe
von Intervalleinschließungen erläutert.
2.2.3 Darstellung von reellen Zahlen mit endlicher Genauigkeit
Von einigen Spezialgeräten abgesehen, werden reelle Zahlen im Rechner als Gleit-
kommazahlen abgespeichert. Für jede Zahl steht ein fester Speicherbereich (z. B. 32
oder 64 bit) zur Verfügung, in dem – vereinfacht ausgedrückt – eine Ziffernfolge
fester Länge abgelegt und das Komma an geeigneter Stelle eingefügt werden kann.
Somit ist zum einen der Bereich der darstellbaren Zahlen aufgrund der Begrenzung
des Speicherplatzes beschränkt. Es gibt – abhängig von der Größe des Speicher-
bereichs – eine kleinste und eine größte darstellbare Zahl. Zum anderen ist die
Anzahl der berücksichtigten Nachkommastellen begrenzt: Der Computer arbeitet
nur auf einer Teilmenge der rationalen Zahlen. Auf Basis dieser Einschränkungen
können Berechnungen auf Computern im Allgemeinen nicht exakt ausgeführt werden:
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Bei jeder Rechenoperation können Fehler, beispielsweise durch Abschneiden von
Nachkommastellen, entstehen.
Die Großteil moderner Rechner folgt im Umgang mit Gleitkommazahlen dem
IEEE-754 -Standard. Für die Rundung sind fünf Modi vorgesehen, von denen meist
zwei Varianten des Modus Round to nearest eingesetzt werden (siehe [Han04], S. 38).
Gleitkommaoperationen werden zunächst im Prozessor mit einer höheren Genauigkeit
ausgeführt und die Ergebnisse anschließend auf die am nächsten liegende darstellbare
Zahl gerundet.
Um die Eigenschaft der Intervallarithmetik zu bewahren, den Wertebereich einer
Funktion zu umschließen, muss das Verfahren des outward rounding gewählt werden.
Dabei werden die Grenzen eines Intervalls [x |x] bei Berechnungen stets so auf die
nächste darstellbare Zahl gerundet, dass das Ergebnis garantiert im resultierenden
Intervall enthalten ist. Dieses Vorgehen reduziert die Verarbeitungsgeschwindigkeit
beim Umgang mit Intervallvariablen, es berücksichtigt auf der anderen Seite aber
Rundungsfehler (siehe [Pat02], S. 631f.).
Werden in dieser Arbeit, wie beispielsweise in Abschnitt 2.2.1, minimale Intervall-
einschließungen angegeben, wird dabei stets eine rundungsfehlerfreie Arithmetik für
die Berechnung unterstellt. Diese kann jedoch mit heutigen Rechnern kaum realisiert
werden, so dass Anwender der Intervallarithmetik dafür Sorge tragen müssen, dass
trotz Rundungsfehlern die grundlegenden Voraussetzungen des Fundamentaltheorems
der Intervallarithmetik (Satz 2.1) gewahrt bleiben.
2.3 Reduzierung der Schätzungsunschärfe von
Intervalleinschließungen
Wie bereits in den vorangegangenen Abschnitten erläutert wurde, können durch
die natürliche Intervalleinschließung von Funktionen (siehe Abschnitt 2.2.2) Schran-
ken für den Wertebereich einer Funktion abgeleitet werden, die jedoch meist sehr
unscharfe Abschätzungen liefern. Daher wurden Ansätze entwickelt, die unter er-
höhtem Aufwand für die Berechnung in der Lage sind, die Schätzungsunschärfe
der Wertebereichsschranken zu verringern. Einige Methoden werden im Folgenden,
basierend auf [Jau01], S. 33ff., [Daw11], S. 53ff. und [Han04], S. 123ff., vorgestellt.
2.3.1 Einfluss der Funktionsdarstellung
Im Rahmen der Anmerkungen zu Abhängigkeitsproblemen in Abschnitt 2.1.2 wurde
deutlich, dass das häufige Auftreten einer Intervallvariablen in einem Formelausdruck
die Schätzungsunschärfe von Intervalleinschließungen negativ beeinträchtigt. Durch
geeignete Umformung eines Funktionsausdruckes (z. B. durch Ausklammern von
Termen) kann der Grad der Abhängigkeit reduziert werden. Wie in [Moo06] an
einem umfangreichen Beispiel demonstriert wird, bedarf es für diese Formelma-
nipulation eines hohen manuellen Aufwandes. Es wird betont, dass derzeit kein
Computerprogramm existiert, das die Darstellung automatisiert optimieren kann.
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Das folgende Beispiel veranschaulicht zunächst exemplarisch anhand einer Funk-
tion den großen Einfluss der Formeldarstellung auf die Schätzungsunschärfe der
Intervalleinschließung. Verschiedene Strategien zur Erzeugung engerer Intervallein-
schließungen werden im Verlauf des Kapitels anhand des Beispiels nachvollzogen.
Beispiel 2.6: Es soll die Funktion f(x) = sin(x) + x2 − x betrachtet werden. Sie
besitzt ein globales Minimum im Punkt (0 | 0) und verläuft links und rechts der
Minimumstelle monoton, wie aus der Betrachtung der ersten Ableitung der Funktion
geschlussfolgert werden kann. Es werden drei verschiedene Darstellungen der Funk-
tion und die korrespondierenden natürlichen Intervalleinschließungen betrachtet:
[f1]([x]) = sin(x) + x · x− x
[f2]([x]) = sin(x) + x2 − x
[f3]([x]) = sin(x) + (x− 0,5)2 − 0,25.
Ferner werden Schranken für den Wertebereich auf Grundlage der Intervallvariablen
[x1] = [−pi |pi] sowie [x2] = [−0,0600 | 0,0400] untersucht. Diese beiden Intervalle
sollen die Verwendung der natürlichen Intervalleinschließung auf Intervalle un-
terschiedlicher Durchmesser widerspiegeln. Dazu wird mit [x1] ein Intervall mit
größerem Durchmesser und mit [x2] eines mit kleinerem Durchmesser gewählt. Der
Funktionsgraph von f ist für die Intervalle [x1] und [x2] in Abbildung 2.4 dargestellt.
Auftretende Dezimalzahlen im folgenden Beispiel werden auf vier Nachkommas-
tellen gerundet. Die Bewertung der verschiedenen Intervalleinschließungen wird mit
Hilfe der in Definition 2.9 eingeführten Schätzungsunschärfe vorgenommen:
[f ∗]([−pi | pi]) = [0,0000 | 13,0112]
[f1]([−pi |pi]) = sin([−pi |pi]) + [−pi |pi] · [−pi |pi]− [−pi |pi]
= [−14,0112 | 14,0112]
∆[f1]([−pi |pi]) = 2,1537
[f2]([−pi |pi]) = sin([−pi |pi]) + [−pi |pi]2 − [−pi | pi]
= [−4,1416 | 14,0112]
∆[f2]([−pi | pi]) = 1,3952
[f3]([−pi | pi]) = sin([−pi |pi]) + ([−pi |pi]− 0,5)2 − 0,25
= [−1,2500 | 14,0112]
∆[f3]([−pi | pi]) = 1,1729.
Die Auswertung der natürlichen Intervalleinschließungen erfolgte nach den Regeln,
die in den Abschnitten 2.1.1 und 2.2.1 vorgestellt wurden. Zu Vergleichszwecken
wurde auch die minimale Intervalleinschließung [f ∗] angegeben. Diese wurde aus
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Abb. 2.4: Funktionsgraph der Funktion f , dargestellt über dem Intervall [−pi |pi]
(linke Seite) und [−0,06 | 0,04] (rechte Seite)
Monotoniebetrachtungen der Funktion f gewonnen. Für alle drei Darstellungsvari-
anten der Intervalleinschließungen zu f ist die obere Schranke für den Wertebereich
deutlich besser als die untere. Erwartungsgemäß nimmt der Durchmesser der In-
tervalleinschließungen von [f1] bis [f3] entsprechend der reduzierten Anzahl des
Auftretens der Variablen x in der Funktion ab.
Auch für das Intervall [x2] mit geringerem Durchmesser ergibt sich die gleiche
Tendenz bezüglich des Durchmessers der Intervalleinschließungen des Wertebereichs,
wenngleich der Wert Schätzungsunschärfe hier um ein Vielfaches höher liegt:
[f ∗]([−0,06 | 0,04])= [ 0,0000 | 0,0036],
[f1]([−0,06 | 0,04]) = [−0,1024 | 0,1036], ∆[f1]([−0,06 | 0,04])= 57,2222,
[f2]([−0,06 | 0,04]) = [−0,1000 | 0,1036], ∆[f2]([−0,06 | 0,04])= 56,5556,
[f3]([−0,06 | 0,04]) = [−0,0984 | 0,1036], ∆[f3]([−0,06 | 0,04])= 56,1111.
2.3.2 Zentrierte Darstellungsformen
In Definition 2.4 wurde für die Funktion f nur die Stetigkeit im Definitionsbereich
gefordert. Da im Folgenden partielle Ableitungen benutzt werden, wird voraus-
gesetzt, dass die Funktion hinreichend oft stetig differenzierbar ist. Der Gradi-
ent ∇f bezeichne den Vektor der ersten partiellen Ableitungen der Funktion f :
∇f(x) = (fx1(x),fx2(x), . . . ,fxM (x))τ . Auch für den Wertebereich des Gradienten
können mit Hilfe der Regeln der Intervallarithmetik Intervalleinschließungen [∇f ]([x])
gefunden werden, von denen im Folgenden Gebrauch gemacht wird.
Satz 2.5 (Zentrierte Intervalleinschließung): Die stetige Funktion f : Df ⊆ RM 7→ R
(vgl. Definition 2.4) besitze stetige erste partielle Ableitungen. Eine Intervallfunktion
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[fc]([x]) = f(m) + [∇f ]([x])τ ([x]−m) (2.4)
mit [x] ⊆ Df heißt zentrierte Intervalleinschließung (zentrierte Form, centred in-
clusion function) mit dem Entwicklungspunkt m ∈ RM und wird mit dem Index c
gekennzeichnet.
Die Intervallfunktion [fc] erfüllt die Bedingungen einer Intervalleinschließung
(Definition 2.4) und kann daher als Intervalleinschließung des Wertebereichs der
Funktion f herangezogen werden.
Für den Vektor m wird meist der Vektor der Mittelpunkte der Intervallvariablen
[x], m = m([x]), genutzt. Die Aussage des Satzes lässt sich aus dem Mittelwertsatz
der Differenzialrechnung
∀x ∈ [x] ∃ ξ ∈ [x] : f(x) = f(m) +∇f(ξ)τ (x−m) (2.5)
herleiten: Der Anstieg der Tangente an einer geeigneten Zwischenstelle ξ ∈ [x]
stimmt mit dem Anstieg der Sekante durch (x | f(x)) und (m | f(m)) überein. Um
die Aussage des Satzes in eine Intervallfunktion zu überführen, kann im ersten
Schritt dank der Beziehung
∇f(ξ) ∈ ∇f([x]) ⊆ [∇f ]([x]) ∀ ξ ∈ [x]
die Ersetzung der Zwischenstelle ξ durch die Intervallvariable [x], also durch das
Intervall aller möglichen Werte für ξ, erfolgen. Damit ist die zentrierte Intervallein-
schließung eine affine Funktion bezüglich der Variablen x. Der Anstieg der Funktion
f innerhalb des betrachteten Intervalls kann mit Hilfe der Intervallarithmetik einge-
grenzt werden, so dass als eine Verallgemeinerung einer Tangente ein Kegel entsteht,
in dem der Funktionsgraph liegt (siehe [Jau01], S. 33). Diese Interpretation der
zentrierten Form wird in Beispiel 2.7 verdeutlicht. Je mehr der Durchmesser der
Intervallvariablen [x] abnimmt, desto besser nähert sich der Kegel dem Wertebereich
der Ausgangsfunktion an:
w([fc]([x]))
w([f ∗]([x])) → 1 für w([x])→ 0. (2.6)
Die Schranken für den Wertebereich konvergieren gegen die echten Wertebereichs-
schranken. Diese Eigenschaft kann damit begründet werden, dass die Unsicherheit
in der Abschätzung des Gradienten in Formel (2.4) liegt und diese mit fallendem
Intervalldurchmesser nicht zunimmt. Durch Multiplikation mit dem Term ([x]−m)
wird bei kleiner werdendem Intervalldurchmesser der Einfluss des Gradienten immer
weiter reduziert.
Die abschließende Konstruktion einer Intervallerweiterung der Funktion f wird
umgesetzt, indem der Vektor x in Beziehung (2.5) ebenfalls durch die Intervallva-
riable [x] substituiert wird. Auf diese Weise entsteht aus der Funktion f(x) die
Intervalleinschließung [fc]([x]).
21
2 Intervallarithmetik
Beispiel 2.7: Basierend auf der Funktion f aus Beispiel 2.6 wird die zentrierte In-
tervalleinschließung verwendet, um den Wertebereich der Funktion für die gegebenen
Intervalle [x1] und [x2] zu umschließen. Die Mittelpunkte der beiden Intervalle sind
mit m1 = m([x1]) = 0,0 bzw. m2 = m([x2]) = −0,01 gegeben. Aus der zentrierten
Intervalleinschließung
[fc]([x]) = f(m) + [f ′]([x]) ([x]−m)
= (sin(m) +m2 −m) + (cos([x]) + 2[x]− 1) ([x]−m)
entstehen folgende Schranken für den Wertebereich der Funktion f mit den entspre-
chenden Bewertungen der Schätzungsunschärfe:
[fc]([−pi |pi]) = [−26,0224 | 26,0224],
∆[fc]([−pi |pi]) = 4,0000,
[fc]([−0,06 | 0,04]) = [−0,0060 | 0,0062],
∆[fc]([−0,06 | 0,04]) = 3,3889.
Im Vergleich zur natürlichen Intervalleinschließung aus Beispiel 2.6 ist die Schät-
zungsunschärfe der Wertebereichsschranken für das breitere Intervall [x1] schlechter,
aber für das schmalere Intervall [x2] deutlich verbessert. In Abbildung 2.5 ist die
zentrierte Intervalleinschließung für die Intervalle [x1] und [x2] sowie die Eingrenzung
des Graphen durch zwei Kegel dargestellt.
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Abb. 2.5: Funktionsgraph der Funktion f und Visualisierung der zentrierten Intervall-
einschließung, dargestellt über dem Intervall [−pi |pi] (linke Seite) und [−0,06 | 0,04]
(rechte Seite)
Gemischte zentrierte Intervalleinschließungen
Die zentrierte Intervalleinschließung einer Funktion mit mehreren Veränderlichen
(M > 1) lässt bei der Anwendung meist Intervallabschätzungen mit schlechter Schät-
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zungsunschärfe entstehen. Dies ist auf die Abhängigkeit des Gradienten von allen
auftretenden Intervallvariablen zurückzuführen. Die gemischte zentrierte Interval-
leinschließung, vgl. [Jau01], S. 34f., ermöglicht eine zentrierte Intervalleinschließung
mit einer verminderten Abhängigkeit des Gradienten von Intervallvariablen und
damit im Allgemeinen Wertebereichsschranken kleinerer Schätzungsunschärfe.
Die Herleitung beruht auf der mehrmaligen Anwendung der zentrierten Intervall-
einschließung bezüglich einer Variablen. Dazu erfolgt zunächst eine mengenmäßige
Betrachtung der Entwicklung der Funktion f um den Entwicklungspunkt mM
bezüglich der Variablen xM , während die anderen Veränderlichen als konstant
angesehen werden:
f(x1,x2, . . . ,xM) ∈ f(x1,x2, . . . ,xM−1,mM) +
fxM (x1,x2, . . . ,xM−1,[xM ]) ([xM ]−mM).
(2.7)
Ausgehend vom ersten Summanden dieser Beziehung, wird nun eine Entwicklung
nach xM−1 um den Entwicklungspunkt mM−1 dieser Intervallvariablen durchgeführt,
bei der alle Variablen mit Index ungleich M − 1 konstant bleiben:
f(x1,x2, . . . ,xM−1,mM) ∈ f(x1,x2, . . . ,xM−2,mM−1,mM) +
fxM−1(x1,x2, . . . ,[xM−1],[xM ]) ([xM−1]−mM−1).
Dieses Vorgehen wird induktiv fortgesetzt, bis bezüglich jeder vorhandenen Varia-
blen eine zentrierte Intervalleinschließung bestimmt wurde. Nun werden die Terme –
ausgehend von Formel (2.7) – ineinander eingesetzt. Es ergibt sich zusammengefasst
folgende Beziehung für die gemischte zentrierte Intervalleinschließung, die mit dem
Index g gekennzeichnet wird:
[fg]([x]) = f(m)+
M∑
i=1
[fxi ]([x1],[x2], . . . ,[xi],mi+1,mi+2, . . . ,mM) ([xi]−mi). (2.8)
Der Unterschied zur zuvor erläuterten zentrierten Intervalleinschließung besteht
in der Einschließung des Gradienten: Bei der gemischten zentrierten Form werden
einige Argumente des Gradienten durch Punktintervalle anstelle allgemeiner Inter-
vallvariablen ersetzt. Durch den reduzierten Anteil an Intervallargumenten werden
im Allgemeinen engere Einschließungen des Wertebereichs erzeugt. Als Folge dieser
geänderten Darstellung entsteht eine Abhängigkeit der Intervalleinschließung von
der Reihenfolge der Benennung der Variablen.
In der gemischten zentrierten Form in Formel (2.8) hängt die Einschließung des
Gradienten unter anderem von der Intervallvariablen [x1] und vom Entwicklungs-
punkt mM ab, die Intervallvariable [xM ] spielt keine Rolle. Ein anderes Ergebnis
kann sich nach einem Tausch der Variablen x1 und xM ergeben. Die Intervallein-
schließung des Gradienten berechnet sich nun auf Basis der Intervallvariablen [xM ]
sowie des Entwicklungspunktes m1, unabhängig vom Intervall [x1].
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2.3.3 Intervalleinschließung durch Taylorentwicklungen
Die zentrierte Intervalleinschließung macht Gebrauch von den ersten partiellen
Ableitungen einer Funktion. Die Schätzungsunschärfe der Schranken für deren
Wertebereich kann gesenkt werden, indem auch partielle Ableitungen höheren Grades
genutzt werden. Diese Möglichkeit wird im Folgenden getrennt für Funktionen einer
und mehrerer Veränderlicher erläutert.
Satz 2.6 (Intervalleinschließung nach Taylor für Funktionen einer Veränderlichen):
Für eine stetige Funktion f : Df ⊆ R 7→ R, die mindestens (d + 1)-mal stetig
differenzierbar ist, genügt jede Intervalleinschließung nach Taylor vom Grad d > 1
über dem Intervall [x] um den Entwicklungspunkt m ∈ (x |x) den Bedingungen
einer Intervalleinschließung nach Definition 2.4 und schließt somit den Wertebereich
der Funktion f über einem Intervall [x] ein:
[fT,d]([x]) =
d∑
i=0
f (i)(m) ([x]−m)i
i! + [Rd](x,m,[x]).
Die Intervalleinschließung nach Taylor ist mit dem Index T und dem Grad der
Entwicklung d versehen. Die Intervallfunktion [Rd] wird als Restglied in der Form
von Lagrange bezeichnet:
[Rd](x,m,[x]) =
f (d+1)([x]) ([x]−m)d+1
(d+ 1)! .
Die Herleitung der Intervalleinschließung [fT,d] baut auf einer Taylorreihe auf
und ähnelt den Schritten zur Erläuterung der zentrierten Intervalleinschließung
aus Satz 2.5. Die zentrierte Intervalleinschließung ergibt sich als Spezialfall der
Intervalleinschließung nach Taylor für eine Entwicklung vom Grad d = 0.
Ausgehend von einer abgebrochenen eindimensionalen Taylorreihe der Funktion f
vom Grad d
∃ ξ(x) ∈ (min(x,m) | max(x,m)) : f(x) =
d∑
i=0
(x−m)i
i! f
(i)(m) +Rd(x,m,ξ(x))
und einem Restglied Rd mit einer Zwischenstelle ξ(x), die zwischen dem Entwick-
lungspunkt m und der Variablen x liegt, werden schrittweise Veränderliche durch
Intervallvariablen ersetzt, um eine Intervalleinschließung zu erzeugen. Durch die Be-
trachtung eines festen Intervalles [x] kann aus x ∈ [x] undm ∈ (x |x) geschlussfolgert
werden, dass auch alle Zwischenstellen in diesem Intervall liegen: [ξ]([x]) = [x].
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Beispiel 2.8: Im folgenden Beispiel soll die Intervalleinschließung nach Taylor auf
die in Beispiel 2.6 vorgestellte Funktion
[fT,1]([x]) = f(m) + f ′(m) ([x]−m) + [f ′′]([x]) ([x]−m)2
= (sin(m) +m2 −m) + (cos(m) + 2m− 1) ([x]−m) +
(− sin([x]) + 2) ([x]−m)2
angewandt werden.
Die Taylorreihe wird nach dem zweiten Summanden abgebrochen, so dass das
entsprechende Restglied R1 eine Intervalleinschließung der zweiten Ableitung der
Funktion f enthält. Im Vergleich zur zentrierten Intervalleinschließung wird der
Wertebereich der Funktion anstelle eines Kegels durch zwei Parabeln beschränkt.
Diese Eigenschaft ist in Abbildung 2.6 visualisiert. Für das Intervall [x2] ist in
der Darstellung eine sehr gute Einschließung durch die Parabeln erkennbar. Der
Scheitelpunkt der unteren Parabel stimmt jedoch nicht mit der unteren Abschätzung
des Wertebereichs überein. Eine Lücke entsteht durch ein Abhängigkeitsproblem
(vgl. Abschnitt 2.1.2) in der Intervalleinschließung nach Taylor, die als eine Intervall-
funktion den Einschränkungen der Rechnung mit den Regeln der Intervallarithmetik
unterliegt.
Die folgenden Abschätzungen für den Wertebereich der Funktion f und die
entsprechende Bewertung der Schätzungsunschärfe wurden ermittelt:
[fT,1]([−pi |pi]) = [0,0000 | 14,8044], ∆[fT,1]([−pi | pi]) = 1,1378
[fT,1]([−0,06 | 0,04]) = [−0,0009 | 0,0037], ∆[fT,1]([−0,06 | 0,04]) = 1,2778.
Im Vergleich zur natürlichen Intervalleinschließung (Beispiel 2.6) und zur zentrierten
Intervalleinschließung (Beispiel 2.7) ist eine eindeutige Verbesserung der Schätzungs-
unschärfe der Schranken erkennbar, die für das Intervall geringeren Durchmessers
[x2] am größten ausfällt.
Intervalleinschließung nach Taylor für Funktionen mehrerer Veränderlicher
Für die folgenden Ausführungen wird eine Funktion f : Df ⊆ RM 7→ R zugrun-
de gelegt, die mindestens (d + 1)-mal partiell stetig differenzierbar ist. Die Idee
der Herleitung der Intervalleinschließung nach Taylor wird für den Grad d = 2
demonstriert.
Für die beiden Vektoren m, x ∈ RM und skalare Werte α, α′ wird eine Taylorent-
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Abb. 2.6: Funktionsgraph der Funktion f und Visualisierung der Intervalleinschlie-
ßung nach Taylor, dargestellt über dem Intervall [−pi |pi] (linke Seite) und [−0,06 | 0,04]
(rechte Seite)
wicklung bezüglich α um α′ für f(m+ α (x−m)) bestimmt:
f(m+ α (x−m)) = f(m+ α′ (x−m)) +
∇f(m+ α′ (x−m))τ (m+ α (x−m)− (m+ α′ (x−m))) +
1
2 (m+ α (x−m)− (m+ α′ (x−m)))τ
H(m+ ξ (x−m)) (m+ α (x−m)− (m+ α′ (x−m))).
Im Anschluß wird der Skalar α auf 1 und α′ auf 0 gesetzt. Die Funktion ξ =
ξ(m + α (x −m)) steht für eine geeignet gewählte Zwischenstelle mit Werten im
Intervall [0 | 1]. Der Gradient der Funktion f wird mit ∇f(x) bezeichnet und die
Matrix der zweiten partiellen Ableitungen, die Hessematrix, mit H(x) notiert. Durch
die Ersetzung der Skalare α und α′ ergibt sich:
f(x) = f(m) +∇f(m)τ (x−m) + 12 (x−m)
τ H(m+ ξ (x−m)) (x−m).
Für einen Intervallvektor [x], der sowohl m als auch x enthält, ist gesichert, dass
auch alle Punkte auf der Verbindungsgeraden m+ ξ (x−m) ebenfalls im Intervall
[x] liegen. Damit ergibt sich die Intervalleinschließung nach Taylor für mehrere
Veränderliche:
[fT,1]([x]) = f(m) +∇f(m)τ ([x]−m) + ([x]−m)τ [H]([x]) ([x]−m).
Die Intervalleinschließung der Hessematrix [H]([x]) ist aufgrund der Eigenschaften
der Intervallarithmetik im Allgemeinen keine symmetrische Matrix. In [Jau01], S.
35 wird deshalb vorgeschlagen, [H]([x]) = ([hi,j]([x]))i,j=1,2,...,M folgendermaßen zu
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berechnen:
[hi,j]([x]) =

[fxi,xi ]([x]), wenn i = j,
2 [fxi,xj ]([x]), wenn j < i,
0, sonst.
Bei diesem Ansatz wird eine untere Dreiecksmatrix bestimmt. Durch die verminderte
Anzahl an Intervallfunktionen im Vergleich zu einer voll besetzten Matrix wird
zusätzlich Abhängigkeitsproblemen (siehe Abschnitt 2.1.2) entgegengewirkt.
Eine gemischte Intervalleinschließung nach Taylor kann in Entsprechung zu
gemischten zentrierten Intervalleinschließungen konstruiert werden, um Abhängig-
keitsprobleme zu reduzieren (siehe [Han04], S. 127f.).
2.3.4 Intervallzerlegung
Eine weitere Alternative zur Verringerung der Schätzungsunschärfe von Intervallein-
schließungen besteht in der Zerlegung des betrachteten Intervalls [x] in T > 1 Teile
und die Bestimmung von separaten Schranken für jedes entstehende Teilintervall.
Die Voraussetzung für dieses Vorgehen ist, dass die Vereinigung der Teilintervalle
[x(i)], i = 1,2, . . . ,T dem Ausgangsintervall [x] entspricht:
[x] =
T⋃
i=1
[x(i)] mit [x(i)] ⊂ [x], i = 1,2, . . . ,T.
Die Teilintervalle werden dabei meist so gewählt, dass deren paarweise Schnittmenge
keine inneren Punkte besitzt. Eine Kombination der Intervallzerlegung mit zentrier-
ten Intervalleinschließungen oder Intervalleinschließungen nach Taylor sowie die
Übertragung auf Intervallvektoren ist möglich (vgl. [Han04], S. 32f.).
Durch die Untersuchung von Teilintervallen geringeren Durchmessers wird die
Beeinträchtigung der Schätzungsunschärfe der Wertebereichsschranken durch Ab-
hängigkeitsprobleme reduziert, so dass für Schranken aus der Vereinigung der Inter-
valleinschließungen der Teilintervalle gilt:
T⋃
i=1
[f ]([x(i)]) ⊆ [fZ ]([x]) ⊆ [f ]([x]).
Die Intervallvariable mit kleinstem Durchmesser, die die Vereinigung der Interval-
leinschließungen enthält, wird mit [fZ ] notiert. Im Extremfall kann eine Gleichheit
der Intervalleinschließungen mit und ohne Zerlegung eintreten. Dank der Inklusions-
isotonie der Berechnungen nach den Regeln der Intervallarithmetik (siehe Abschnitt
2.2), ist jedoch stets die Einhaltung der Teilmengeneigenschaft gewahrt. Durch
eine feinere Zerlegung wird also die Schätzungsunschärfe der Intervalleinschließung
niemals verschlechtert, aber natürlich der Berechnungsaufwand gesteigert.
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Beispiel 2.9: Für die in Beispiel 2.6 vorgestellte Funktion f soll anhand der
Darstellungsvariante [f3]([x]) = sin(x) + (x− 0,5)2 − 0,25 eine Intervallzerlegung in
zwei Teile am Mittelpunkt vorgenommen werden:
[x1] = [−pi | pi] = [x(1)1 ] ∪ [x(2)1 ] = [−pi | 0] ∪ [0 | pi],
[x2] = [−0,06 | 0,04] = [x(1)2 ] ∪ [x(2)2 ] = [−0,06 |−0,1] ∪ [−0,1 | 0,04].
Die folgende Aufstellung gibt die entstehenden Intervalleinschließungen jeweils für
Teil- und Gesamtintervalle wieder:
[f3]([x(1)1 ]) = [−1,0000 | 13,0112], [f3]([x(2)1 ]) = [−0,2500 | 7,7280],
[fZ3 ]([x1]) = [−1,0000 | 13,0112], ∆[fZ3 ]([−pi |pi]) = 1,0769,
[f3]([x(1)2 ]) = [0,0499 | 0,0536], [f3]([x(2)2 ]) = [−0,0484 | 0,0500],
[fZ3 ]([x2]) = [−0,0484 | 0,0536], ∆[fZ3 ]([−0,06 | 0,04]) = 28,3333.
Der Vergleich mit den Ergebnissen in Beispiel 2.6 ohne Intervallzerlegung zeigt für
die Intervalle [x1] und [x2] in etwa eine Halbierung der Schätzungsunschärfe.
2.3.5 Zusammenfassung
Den Abschluss soll die Frage nach der Existenz von Regeln für die geeignete Auswahl
eines Typs von Intervalleinschließung bilden. Eine Anleitung, die mathematisch
beweisbar ist, gibt es derzeit nicht: [Han04], S. 128 weist darauf hin, dass die Wahl
der Art der Intervalleinschließung ein ungelöstes Problem in der Intervallarithmetik
darstellt.
Es gibt jedoch einige empirisch gewonnenen Leitlinien, die besagen, dass sich
die berechnungsseitig aufwendigere Intervalleinschließung nach Taylor mit höherem
Entwicklungsgrad lohnt, wenn die betrachteten Intervallvektoren einen kleinen
Durchmesser haben. In [Jau01], S. 86 wird diese Einschließung des Wertebereichs
treffend als eine Linearisierung beschrieben, bei der Nichtlinearität in Unsicherheit
umgewandelt wird. Ist der betrachtete Bereich klein, besteht die Erwartung, dass die
Nichtlinearität der Funktion eine kleinere Rolle spielt und somit ein Taylormodell
die Funktion gut widerspiegelt. Für eine grobe Einschließung des Wertebereichs über
einem großen Bereich sollte zumindest eine zentrierte Darstellung gewählt werden
und der Bereich eventuell in Teile zerlegt werden. In [Moo09], S. 40 wird darauf
hingewiesen, dass auch das Ausnutzen von Monotonieeigenschaften einer Funktion
zur Ableitung genauerer Einschließungen des Wertebereichs beitragen kann.
2.4 Intervall-Newtonverfahren
Für eine Vielzahl bekannter numerischer Algorithmen existieren Erweiterungen
für die Rechnung mit Intervallvariablen, wie beispielsweise für das Lösen linearer
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Gleichungssysteme durch das Gauß-Seidel-Verfahren (siehe [Han04], S. 89ff.). Die
Verwendung von Intervallarithmetik im Rahmen der Optimierung wird in Kapitel 4
dieser Arbeit thematisiert. Für die Suche nach Nullstellen einer Funktion wird im
Folgenden eine Intervallversion des Newtonverfahrens vorgestellt (vgl. [Bau87], S.
133ff. und [Jau01], S. 86ff.).
2.4.1 Funktionen einer Veränderlichen
Zu einer stetig differenzierbaren Funktion f : Df ⊆ R 7→ R sind die Nullstellen
x(∗,1), x(∗,2), . . . , x(∗,K) mit x(∗,k) ∈ [x] ⊆ Df und f(x(∗,k)) = 0, k = 1,2, . . . ,K
innerhalb des Intervalls [x] zu einer gegebenen Genauigkeitsschranke ε gesucht.
Zunächst wird angenommen, dass im Intervall [x] genau eine Nullstelle x∗ = x∗,1
existiert. Ausgehend vom Mittelwertsatz der Differenzialrechnung (siehe Beziehung
(2.5)) lässt sich für den Entwicklungspunkt m = x∗ und x ∈ Df formulieren:
f(x) = f(x∗) + f ′(ξ) (x− x∗).
Die Zwischenstelle ξ stellt einen geeigneten Punkt zwischen x und x∗ dar. Aus der
Beziehung f(x∗) = 0 ergibt sich
x∗ = x− f(x)
f ′(ξ) .
Das Intervall [x] enthalte sowohl x als auch ξ, so dass folgt: f ′(ξ) ∈ [f ′]([x]) ∀ξ ∈ [x].
Unter der Annahme 0 6= [f ′]([x]) bestimmt der Newton-Operator bzw. Newton-
Kontraktor der Intervallarithmetik Nf (x,[x]) ein endliches Intervall
Nf (x,[x]) = x− f(x)[f ′]([x]) . (2.9)
Da die Nullstelle x∗ sowohl in [x] als auch in Nf(x,[x]) liegt, wird im Folgenden
der Schnitt der beiden Intervalle betrachtet, der den Durchmesser von [x] konstant
belässt oder reduziert. Iterativ wird der Newton-Kontraktor für das aktuell be-
trachtete Intervall berechnet und dieses weiter eingeschränkt. Für x wird meist die
Intervallmitte m([x]) gewählt, so dass die folgende Iterationsvorschrift abgeleitet
werden kann, die eine Folge von Intervallen [x] = [x(1)] ⊇ [x(2)] ⊇ . . . erzeugt:
xn = m([x(n)]),
Nf (xn,[x(n)]) = xn − f(xn)[f ′]([x(n)]) ,
[x(n+1)] = [x(n)] ∩Nf (xn,[x(n)]).
(2.10)
Aufgrund der Inklusionsisotonie der Intervalloperationen gilt für alle Iterationsschrit-
te 0 6= [f ′]([x(n)]). Der Abbruch der Iteration kann erfolgen, wenn der Durchmesser
des Intervalls unter die Genauigkeitsschranke ε fällt.
Befinden sich eine oder mehrere Nullstellen in der Intervalleinschließung der
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ersten Ableitung der Funktion f , existieren möglicherweise mehrere Nullstellen im
betrachteten Intervall [x] und es gilt 0 ∈ f ′([x]). Unter Zuhilfenahme der Regeln
der erweiterten Intervallarithmetik (siehe Abschnitt 2.1.3) können alle Nullstellen
mit einer Genauigkeit von ε bestimmt werden oder es wird bewiesen, dass keine
Nullstelle existiert.
Es sei eine Intervalleinschließung der ersten Ableitung bekannt: [x′ |x′] = [f ′]([x]).
Voraussetzung für die folgenden Schritte ist die schwache Bedingung [0 | 0] 6= [x′ |x′].
Gilt 0 /∈ [x′ |x′] für das aktuell untersuchte Intervall, kann der Newton-Operator
aus Beziehung (2.9) verwendet werden. Im anderen Fall kann die Division nach
Beziehung (2.3) wie folgt durchgeführt werden:
1
[x′ |x′] =

[ 1
x′
| +∞
]
, wenn x′ = 0,[
−∞| 1
x′
]
∪
[ 1
x′
| +∞
]
, wenn x′ < 0 < x′,[
−∞| 1
x′
]
, wenn x′ = 0.
Der Schnitt des Newton-Operators mit dem endlichen Intervall [x] ergibt ein oder
mehrere endliche Intervalle, in denen jeweils getrennt nach Nullstellen gesucht
werden muss, oder die leere Menge, die die Nichtexistenz von Nullstellen anzeigt. Die
Iterationsvorschrift aus Punkt (2.10) kann mit dem angepassten Newton-Operator
genutzt werden. Ein Beispiel für die Anwendung des Verfahrens wird in Beispiel
2.10 näher erläutert.
Zusammenfassend sollen drei Eigenschaften des beschriebenen Newtonverfahrens
für eine über dem Intervall [x] stetig differenzierbare Funktion f festgehalten werden
(vgl. [Kah05], S. 55):
− Für jede Nullstelle x(∗,1), x(∗,2), . . . , x(∗,K) mit x∗,k ∈ [x] gilt auch x∗,k ∈
Nf (m([x]),[x]), k = 1,2, . . . ,K. Durch die Anwendung des Newton-Kontraktors
geht folglich keine Nullstelle verloren.
− Gilt Nf (m([x]),[x]) = ∅, so existiert keine Nullstelle in [x].
− Ist [x] ein Intervall mit endlichen Grenzen und Nf (m([x]),[x]) ⊂ [x] ist erfüllt,
dann existiert genau eine Nullstelle x∗ ∈ Nf (m([x]),[x]).
Die bemerkenswerte dritte Eigenschaft entspricht dem in Beziehung (2.10) darge-
stellten Fall mit der Bedingung 0 6= [f ′]([x]). Enthält die Einschließung der ersten
Ableitung den Wert 0, kann noch nicht endgültig entschieden werden, ob und wieviele
Nullstellen sich im zugrunde liegenden Intervall [x] befinden.
In [Han04], S. 170f. wird eine Modifikation des Newtonverfahrens hergeleitet,
die auch die Rundungsfehler bei der Berechnung des Funktionswertes f(x) berück-
sichtigt. Weiterhin werden in [Han04], S. 183ff. und [Moo09], S. 106f. Resultate
zum Konvergenzverhalten des Verfahrens vorgestellt, die aufgrund des Umfangs
nicht in diese Arbeit übernommen werden sollen: Zusammenfassend kann jedoch
festgehalten werden, dass für den Fall 0 /∈ [f ′]([x]) eine asymptotisch quadratische
Konvergenzrate garantiert wird.
30
Intervall-Newtonverfahren
Beispiel 2.10: Am Beispiel der Funktion f(x) = x exp (x)− 0,9+ sin(5x) wird die
Ermittlung von Nullstellen innerhalb des Intervalls [−2 | 2] mit Hilfe des Intervall-
Newtonverfahrens demonstriert. Die Funktion f ist in Abbildung 2.7 dargestellt.
Sie besitzt im untersuchten Bereich Extremstellen, so dass eine Zerlegung des
Ausgangsintervalls nötig ist.
Der erste Iterationsschritt des Newtonverfahrens auf dem Intervall [x] = [−2 | 2]
mit dem Entwicklungspunkt m([x]) = 0 erzeugt mit Hilfe der Regeln der erweiterten
Intervallarithmetik den Newton-Operator
Nf (0,[−2 | 2]) = 0− f(0)[f ′]([−2 | 2])
= −0,9000[−19,6428 | 27,1672] = [−∞|−0,0458] ∪ [0,0331 |∞],
aus dessen Schnitt mit dem Ausgangsintervall die Teilintervalle
[−2 | 2] ∩Nf (0,[−2 | 2]) = [−2 | 2] ∩ ([−∞|−0,0458] ∪ [0,0331 |∞])
= [−2,0000 |−0,0458] ∪ [0,0331 | 2,0000]
resultieren. Die linke Grafik der Abbildung 2.7 verdeutlicht das Vorgehen. Ausgehend
vom Einschluss des Funktionsgraphen durch einen Kegel (grau hinterlegt), werden
die Schnittpunkte mit der y-Achse berechnet und das Intervall [x]\Nf(x,[x]) =
(−0,0458 | 0,0331) kann von der weiteren Suche ausgeschlossen werden. Auf der
rechten Seite der Darstellung ist die schrittweise Zerlegung des Ausgangsintervalls
und die Eingrenzung der Nullstelle visualisiert. Nach Abbruch der Iteration wurde
nachgewiesen, dass genau eine Nullstelle existiert und diese mit einer Genauigkeit
von vier Nachkommastellen bei 0,1589 liegt.
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Abb. 2.7: Visualisierung der Intervalleinschließung und des Funktionsgraphs der
Funktion f (linke Seite), Darstellung der Iterationen des Intervall-Newtonverfahrens
(rechte Seite)
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2.4.2 Funktionen mehrerer Veränderlicher
Die Erweiterung des Intervall-Newtonverfahrens auf Funktionen mehrerer Verän-
derlicher geht von einer Funktion f : Df ⊆ RM 7→ RM aus, die mindestens einmal
stetig differenzierbar ist. Gesucht sind alle Punkte x(∗,1),x(∗,2), . . . ,x(∗,K) aus ei-
nem durch den Intervallvektor [x] beschriebenen M -Quader (x(∗,k) ∈ [x]), für die
f(x(∗,k)) = 0, k = 1,2, . . . ,K, gilt.
Basierend auf einer Taylorentwicklung der Funktion f um den Entwicklungspunkt
m, der zusammen mit einem weiteren Punkt ξ innerhalb des betrachteten Intervalls
[x] liegt (siehe [Jau01], S. 86f.), kann die Beziehung
0 = f(x) = f(m) + J(ξ) (x−m)
abgeleitet werden. Als Entwicklungspunkt wird meist der Vektor der Mittelpunkte
m = m([x]) benutzt, J(ξ) bezeichne die Jacobimatrix der Funktion f im Punkt ξ.
Der Newton-Kontraktor Nf (x,[x]) entspricht einer Intervalleinschließung der Lösung
des Gleichungssystems
0 = f(m) + [J]([x]) (x−m), x ∈ [x] (2.11)
für einen bekannten Entwicklungspunkt m. Die Intervallmatrix [J]([x]) steht für
eine Intervallerweiterung der Jacobimatrix. Die Lösung des Gleichungssystems
(2.11) kann beispielsweise mit Hilfe einer Anpassung des Gauß-Seidel-Verfahrens für
Gleichungssysteme mit Intervallvariablen umgesetzt werden (siehe [Han04], S. 89ff.).
Aufbauend auf dem Newton-Kontraktor für Funktionen mehrerer Veränderlicher
Nf(x,[x]) wird – analog zum Vorgehen im eindimensionalen Fall (siehe Beziehung
(2.10)) – eine Iteration zur Einschließung der Nullstellen x(∗,k) definiert:
[x(n+1)] = [x(n)] ∩Nf (x(n),[x(n)]).
Die Folge der Intervallvektoren [x(n)] umschließt alle Nullstellen und nicht notwen-
digerweise nur einen einzigen Punkt. Um jede der isolierten Lösungen getrennt
voneinander einzuschließen, ist es im Allgemeinen nötig, die betrachteten M -Quader
zu zerlegen (vgl. [Cap02]). Die Art der Zerlegung des Quaders ergibt sich jedoch
nicht direkt aus der Iterationsvorschrift wie im Fall der Intervall-Newtonsuche einer
Veränderlichen. Einige Strategien für die Teilung von M -Quadern werden in Kapitel
4 vorgestellt.
2.4.3 Zusammenfassung und Erweiterungen des Intervall-
Newtonverfahrens
Das Intervall-Newtonverfahren wird – genauso wie das Newtonverfahren für reellwer-
tige Funktionen – zur Suche nach Nullstellen eingesetzt. Zur Initialisierung der Suche
muss im ersten Fall ein Intervall und im zweiten Fall ein Startpunkt vorgegeben wer-
den. Während das Newtonverfahren für reellwertige Funktionen im Konvergenzfall
genau eine Nullstelle identifiziert, findet das Intervall-Newtonverfahren garantiert
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alle diskreten Nullstellen im betrachteten Intervall bzw. schließt sie ein (vgl. [Han04],
S. 168). Existiert keine Nullstelle, wird diese Tatsache nachgewiesen. Die Strategie
liefert also deutlich mehr Information und bietet mehr Sicherheit als die intervallfreie
Variante des Newtonverfahrens. Ein Nachteil ist der höhere Berechnungsaufwand
und die nötige Beachtung der Rundungsproblematik bei der Ausführung auf einem
Rechner (vgl. Abschnitt 2.2.3).
Die positiven Eigenschaften des Intervall-Newtonverfahrens sind in der Praxis in
Verbindung mit robusten Algorithmen von großer Wichtigkeit und begründen den
breiten Einsatz von Intervallarithmetik (siehe Abschnitt 2.5.1). Schwierigkeiten bei
der Verwendung des Intervall-Newtonverfahrens treten bei Funktionen mit einer
sehr großen Zahl an Variablen auf ([Han04], S. 237). Die Lösung der zugehörigen
Gleichungssysteme (vgl. Beziehung (2.11)) bereitet dann Probleme. Weiterhin ist
das Vorgehen bei der Zerlegung des Suchraums nicht klar, so dass für Funktionen
mehrerer Veränderlicher das Intervall-Newtonverfahren meist in Verbindung mit
anderen Verfahren zur Nullstellensuche eingesetzt wird. Diese Phänomene werden
bei der Betrachtung von Optimierungsverfahren mit garantiert globalen Lösungen
in Kapitel 4 angesprochen.
Als Erweiterung des Intervall-Newtonverfahrens wird in der Literatur beispielsweise
die Ersetzung der ersten Ableitung durch Anstiege aufgeführt (z. B. [Han04], S.
190ff.). Eine Anpassung für Funktionen der Form f : Df ⊆ RM 7→ RQ wird in
[Jau01], S. 87f. erläutert. Es existieren verwandte Methoden, wie das Verfahren
von Krawczyk (siehe [Moo09], S. 116ff. und [Bau87], S. 124ff.), das zur Lösung des
Gleichungssystems des Newton-Kontraktors eine Fixpunktiteration einsetzt.
2.5 Zusammenfassung
Zum einen ist die Intervallarithmetik ein Teilgebiet der Mathematik mit vielfältigen
Anwendungen in der Praxis, wie der folgende Abschnitt demonstriert. Zum anderen
stellt sie ein aktives Forschungsfeld dar und der Einsatzbereich dieser Methodik
wird ständig erweitert. Das große Interesse ist zunächst damit zu erklären, dass
die Intervallarithmetik im Gegensatz zu den meisten Methoden aus dem Bereich
der Algorithmen zur Bestimmung von Punkten mit bestimmten Eigenschaften (wie
beispielsweise Nullstellen oder Optima) eine Garantie für das sichere Finden aller
Lösungen unter einer vorgegebenen Genauigkeit bietet. Es muss ergänzt werden,
dass durch die enorm gestiegene Leistungsfähigkeit von Rechnern in Verbindung mit
einem großen Speichervermögen die breite Nutzung der aufwendigen Verfahren der
Intervallarithmetik überhaupt erst möglich geworden ist.
Dass die Grenzen des rechnergestützten Einsatzes der Intervallarithmetik noch
lange nicht erreicht sind, ist in [Moo06] und [Neu09] nachzulesen. An übersichtlichen
Beispielen wird gezeigt, dass sich nahezu perfekte Einschließungen des Wertebereichs
von Funktionen durch kleine Manipulationen der Funktionsdarstellungen ohne großen
Rechenaufwand realisieren lassen. Ein algorithmischer Ansatz oder eine Software,
die diese Aufgabe beherrscht, existieren derzeit allerdings nicht.
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2.5.1 Einsatzgebiete der Intervallarithmetik
Zunächst sollen einige Einsatzmöglichkeiten der Intervallarithmetik im mathemati-
schen Bereich erwähnt werden. In [Ale00] wird dazu aufgeführt, dass das Einschließen
des Wertebereichs einer Funktion eine wichtige Aufgabe der Intervallarithmetik dar-
stellt. Die erhaltenen Schranken werden zur Lokalisierung globaler Optima, zum
Nachweis der Nichtexistenz einer Nullstelle oder zur Bestimmung von Eigenschaften
von Ableitungen, z. B. der möglichen Definitheit einer Matrix, eingesetzt. Es kommt
hinzu, dass die meisten Daten aus der Praxis entweder nicht mit absoluter Sicherheit
gemessen bzw. ermittelt wurden und ein Rauschen enthalten (vgl. [Daw11], S. 1f.).
Wie die Resultate von rechnergestützten Simulationen, werden alle Daten aber häufig
als exakt betrachtet, so dass später ein kritisches Hinterfragen der aus den Daten
gewonnenen Aussagen unterbleibt. Die Intervallarithmetik bezieht Unsicherheit in
die Rechnung ein und erzeugt verlässliche Schranken für Ergebnisse. Zurecht wird in
[Daw11], S. 1 die Intervallarithmetik als „A Weapon Against Uncertainty“ bezeichnet.
In [Hug00], S. 9f. wird der Einsatz der Intervallarithmetik aus der Sicht von Rechnun-
gen mit Messfehlern auf die Aufbereitung und Verwendung digitaler Geländemodelle
erläutert und der – im Vergleich zu anderen Möglichkeiten zur Berücksichtigung von
Unsicherheiten – intuitive Zugang zur Problematik von Toleranzen gelobt.
In [Moo09], S. 161ff. werden Einsatzgebiete aus der Technik aufgelistet: neben der
Schätzung von Modellparametern, dem Lösen nichtlinearer Gleichungssysteme bei
Steuerung von Robotern wird vom Einsatz der Intervallarithmetik im Bereich der
technischen Chemie berichtet. Darüber hinaus werden Methoden der Intervallarith-
metik in der Strukturmechanik zur Lösung von Differenzialgleichungen verwendet.
Zuletzt soll die Eingrenzung von physikalischen Konstanten und der automatisier-
te Beweis von mathematischen Aussagen (z. B. hinsichtlich Packungsproblemen)
genannt werden.
Außer den positiven Eigenschaften der Intervallarithmetik sind natürlich auch
Nachteile bekannt, die den Einsatzbereich der zugehörigen Methoden verkleinern.
In diesem Zusammenhang werden (vgl. [Hug00], S. 10) die häufig sehr groben Ab-
schätzungen und die sehr konservative Art, Unsicherheiten zu bewerten, genannt,
die der unvollständigen Einbeziehung von Korrelationen zwischen Variablen ge-
schuldet ist. Zusätzlich ergeben sich bei Berechnungen keine Informationen über
die Verteilungsfunktion in einem Intervall. Es werden ausschließlich Schranken für
die minimalen und maximalen Werte berechnet, so dass eine Gleichverteilung im
Intervall angenommen werden muss.
2.5.2 Software
Für den praktischen Anwendungsfall empfiehlt sich der Einsatz verfügbarer Software
für Intervallarithmetik wie z. B. INTerval LABoratory1 für das Programmpaket
Matlab sowie die boost Interval Arithmetic Library2 (siehe Anhang A.2.2) für die
1 http://www.ti3.tu-harburg.de/ rump/intlab/
2 http://www.boost.org/doc/libs/1_44_0/libs/numeric/interval/doc/interval.htm
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Programmiersprache C++. Diese Softwarebausteine realisieren die Rechnung mit
Intervallen auf Basis der Regeln der klassischen und erweiterten Intervallarithmetik,
bestimmen Intervalleinschließungen elementarer Funktionen und ermöglichen die
Umsetzung von Algorithmen, wie z. B. des Intervall-Newtonverfahrens. Darüber
hinaus werden bei Intervall-wertigen Rechnungen auch Modi zur Beachtung von
rechnerinternen Rundungsfehlern unterstützt (vgl. Abschnitt 2.2.3). Eine Übersicht
zu weiteren verfügbaren Softwarepaketen findet sich in [Ale00].
Die Berechnung von Wertebereichseinschließungen für zusammengesetzte Funktio-
nen kann ebenfalls mit den vorgestellten Softwarepaketen verwirklicht werden. Für
die Ermittlung von Einschließungen von Ableitungen soll in diesem Zusammenhang
die automatische Differenziation (siehe [Han04], S. 134ff.) und das symbolische
Differenzieren von Funktionen mit Hilfe eines Algebrasystem erwähnt werden.
2.5.3 Implementierungen durch den Autor der Arbeit
Im Rahmen dieser Arbeit entstand eine Bibliothek von Algorithmen aus dem Bereich
der Intervallarithmetik in der Sprache C++. Für die elementaren Berechnungen
wurde das eben erwähnte Paket boost Interval Arithmetic Library (siehe Anhang
A.2.2) eingesetzt.
Die entwickelte Bibliothek unterstützt den dynamischen Aufbau von zusammen-
gesetzten Funktionen. Die üblichen elementaren Funktionen (Potenz-, Exponential-,
Sinus-, Kosinus-, Wurzel- und Betragsfunktion) werden bereitgestellt und lassen
sich in Summen, Produkten, Quotienten und Kompositionen verknüpfen. Eine
Erweiterung der Funktionsbausteine ist leicht möglich.
Für zusammengesetzte Funktionen wird die automatisierte Berechnung von Funk-
tions- und Ableitungswerten für eine und mehrere Veränderliche ermöglicht. Darüber
hinaus erfolgt die Einschließung des Wertebereichs der Funktionen sowie deren
Ableitungen. Dieses Merkmal kann für die Erzeugung von Einschließungen kleinerer
Schätzungsunschärfe (zentrierte Darstellungsformen, Taylorentwicklung) eingesetzt
werden, die ebenfalls als Softwarebausteine entwickelt wurden. Schließlich wurde
das Intervall-Newtonverfahren zur Bestimmung aller Nullstellen einer Funktion
unter einer gegebenen Genauigkeit implementiert. Die in diesem Kapitel präsen-
tierten Beispiele wurden ohne Ausnahme mit Hilfe der durch den Autor erstellten
Software generiert. Zusätzlich bilden die realisierten Methoden die Grundlage für
weitergehende Untersuchungen in den folgenden Kapiteln.
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Wertebereichs multivariater Polynome
Im Folgenden wird ein Polynom p : RM 7→ R in der Darstellung
p(x) =
S∑
s=1
as
M∏
m=1
xbs,mm ,
xm ∈ [xm |xm],m = 1,2, . . . ,M,
(3.1)
betrachtet. Das Polynom setzt sich aus S Summanden zusammen und es treten
M Variablen auf. Gilt M > 1, so wird p(x) als multivariates Polynom und im Fall
einer oder keiner Variablen als univariates Polynom bezeichnet. Jeder Summand von
p(x) heißt Monom. Die Koeffizienten as sind beliebige reelle Zahlen, die Exponenten
bs,m werden aus N0 gewählt. Die Zahl α = maxs,m bs,m heißt der (Polynom-) oder
(Maximal-) Grad von p(x). Bei multivariaten Polynomen wird der Polynomgrad zum
Teil auch pro Variable angegeben: α ∈ NM0 , αm = maxs bs,m, m = 1,2, . . . ,M . Für
univariate Polynome stimmen die beiden Aussagen für den Polynomgrad überein,
im multivariaten Fall wird aus dem Kontext klar, welche Beschreibung gemeint ist.
Als Definitionsbereich des Polynoms wird das M -dimensionale Hyperrechteck bzw.
der M -dimensionale Hyperquader (im Folgenden kurz M-Quader)
[x] = [x1 |x1]× [x2 |x2]× . . .× [xM |xM ]
gewählt.
Zur Bestimmung der Grenzen der minimalen Intervalleinschließung [p∗]([x]) des
Wertebereichs von p(x) über dem M -Quader [x] ist im Allgemeinen die Lösung der
nichtlinearen Optimierungsprobleme
min
x∈[x]
p(x) bzw. max
x∈[x]
p(x) (3.2)
nötig, deren Lösungen mit p∗min und p∗max bezeichnet werden. Insbesondere bei sehr
hohem Polynomgrad von p(x) ergeben sich Optimierungsaufgaben, deren Lösung
sehr aufwendig ist. Grund ist die mit dem Polynomgrad zunehmende Anzahl an
lokalen Extremstellen durch die starke Oszillation des Polynoms. Daher ist es sinnvoll,
eine näherungsweise Ermittlung des Wertebereichs in Betracht zu ziehen. Anstelle
der Ausgangsprobleme (3.2) wird eine Relaxation der ursprünglichen Aufgabe gelöst,
die eine Einschließung [pmin | pmax] für den Wertebereich liefert. Der Vorteil dieses
Ansatzes liegt in der meist geringeren Komplexität der Berechnung. Nachteile ergeben
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sich durch die möglicherweise sehr unscharfen Abschätzungen, für die nur
[p∗]([x]) = [p∗min | p∗max] ⊆ [pmin | pmax]
bekannt ist. Die errechneten Einschließungen des Wertebereichs können eingesetzt
werden, um beispielsweise Nullstellen oder Optima eines multivariaten Polynoms
über eine Intervallzerlegung zu bestimmen. Durch die Abschätzung des Wertebereichs
über einem Teil des Definitionsbereichs kann schnell entschieden werden, ob der
Bereich Punkte mit der gesuchten Eigenschaft überhaupt enthalten kann. Ist das der
Fall, werden anschließend lokale Suchverfahren zur Verfeinerung der approximativen
Einschränkung eingesetzt.
Im Folgenden wird zunächst eine sehr grobe Umsetzung der Einschließungs-
berechnung des Wertebereichs dargelegt. Anschließend soll die Bestimmung und
Verfeinerung von Einschließungen höherer Genauigkeit auf Basis der Familie der
Bernsteinpolynome erläutert werden. Der verbleibende Teil des Kapitels beschäftigt
sich mit der Erweiterung der Methodik auf multivariate gebrochenrationale Poly-
nome. Weitere Methoden zur Berechnung von Einschließungen des Wertebereichs
multivariater Polynome werden in der Zusammenfassung 3.11 angesprochen.
3.1 Grobe Einschließung des Wertebereichs
In diesem Abschnitt wird ein Polynom p(x) betrachtet, welches über dem M -
dimensionalen Einheitswürfel [0 | 1]M definiert ist. Dies stellt keine Einschränkung
dar, da jedes Polynom über einem beliebigen M -Quader durch eine entsprechende
Transformation auf den gewünschten Definitionsbereich gebracht werden kann.
Eine intuitive Möglichkeit zur Abschätzung des Wertebereichs des Polynoms
p(x) liegt darin, jeden Summanden bzw. jedes Monom getrennt zu betrachten. Es
entsteht die Einschließung [p(G)](x) = [p(G)min | p(G)max]. Im Gegensatz zu den Grenzen
der minimalen Intervalleinschließung des Wertebereichs p∗min und p∗max signalisiert
der Zusatz (G), dass es sich bei den angegebenen Werten um eine grobe Näherung
handelt. Hierzu wird die Unabhängigkeit der auftretenden Summanden unterstellt.
Diese ist im Allgemeinen nicht gegeben, sobald eine Variable in mehr als einem
Summanden auftritt. Sie erlaubt jedoch die Angabe einfacher Grenzen für jede der
Variablen: Die minimalen und maximalen Ausprägungen 0 und 1. Für eine obere
Schranke p(G)max ergibt sich für den Summanden s des Polynoms p(x), ausgehend von
der in Beziehung (3.1) beschriebenen Form:
as
M∏
m=1
xbs,mm ≤ p(G)max =

as, wenn (bs,1,bs,2, . . . ,bs,M) = 0,
as, wenn (bs,1,bs,2, . . . ,bs,M) 6= 0 ∧ as ≥ 0,
0, wenn (bs,1,bs,2, . . . ,bs,M) 6= 0 ∧ as < 0,
(3.3)
mit den Exponenten bs,1,bs,2, . . . ,bs,M . Sind diese Exponenten alle gleich null, dann
ist für den Koeffizienten as keine Abschätzung nötig. Anderenfalls wird der größte
denkbare Beitrag des Summanden zum Funktionswert für einen positiven Koeffizien-
ten as angenommen. Das heißt, alle im Summand vertretenen Variablen nehmen den
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Wert 1 an. Im Fall eines negativen Koeffizienten as wird das Monom durch den Wert
0 abgeschätzt. Zur Bestimmung einer unteren Schranke p(G)min für die Funktionswerte
des Polynoms p(x) dient die folgende Beziehung:
as
M∏
m=1
xbs,mm ≥ p(G)min =

as, wenn (bs,1,bs,2, . . . ,bs,M) = 0,
0, wenn (bs,1,bs,2, . . . ,bs,M) 6= 0 ∧ as ≥ 0,
as, wenn (bs,1,bs,2, . . . ,bs,M) 6= 0 ∧ as < 0.
(3.4)
Dieser Ansatz zur Bestimmung einer Einschließung des Wertebereichs des Polynoms
entspricht der natürlichen Intervalleinschließung (siehe Abschnitt 2.2.2). Für die
Funktionsfamilie der Polynome kann die Berechnung der natürlichen Intervallein-
schließung auf die Beziehungen (3.3) und (3.4) reduziert werden.
Eine leichte Verbesserung der Einschließung für univariate Polynome ist durch
die Anwendung des Hornerschemas möglich: Durch das Ausklammern von Termen
können Abhängigkeitsprobleme reduziert werden. Bei der Untersuchung multivariater
Polynome hilft dies nur in seltenen Fällen weiter, da der Anteil mehrfach auftretender
Terme durch die gestiegene Anzahl an Variablen stark zurückgeht.
Beispiel 3.1: Die Methodik soll auf einige Beispiele angewandt werden, an denen
auch im Verlauf des Kapitels weitere Strategien demonstriert werden. Die Polynome
p1 bis p3 sind in Abbildung 3.1 dargestellt. Alle auftretenden Koeffizienten wurden
auf vier Stellen nach dem Komma gerundet.
Polynom p1(x):
Das folgende kubische Polynom wurde aus [Gar03] entnommen:
p˜1(x) = (x− 10−3)(x+ 0,5 · 10−3)(x− 0,25 · 10−3), x ∈ [−1 | 1].
Nach Ausmultiplizieren und Normierung auf das Intervall [0 | 1] ergibt sich die
Darstellung
p1(x) = −1,0007 + 6,0030x− 12,0030x2 + 8x3, x ∈ [0 | 1].
Polynom p2(x):
p2(x) = 1000,0000x6 − 2950,0000x5 + 3347,5000x4 − 1844,1250x3+
512,8750x2 − 67,2588x+ 3,1350, x ∈ [0 | 1]
Das Polynom p2 vom Grad 6 besitzt im Definitionsbereich x ∈ [0 | 1] insgesamt die
folgenden sechs Nullstellen: x(1)0 = 0,1;x
(2)
0 = 0,25;x
(3)
0 = 0,3;x
(4)
0 = 0,55;x
(5)
0 =
0,8;x(6)0 = 0,95. Daraus resultiert im Vergleich zum ersten Beispiel ein höherer Grad
an Oszillation des Polynoms.
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Polynom p3(x,y):
Als drittes Beispiel wird das bivariate Polynom p3(x,y) mit Polynomgrad 13 für die
Variable x und Grad 5 für die Variable y untersucht:
p3(x,y) = 0,9228 y5 − 1,6492x5 y3 + 0,5437x7 y2 − 0,4505x8 + 0,3x8 y3+
1,7141x12 y − 0,8567x13 y4, x, y ∈ [0 | 1].
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Abb. 3.1: Darstellung der univariaten Polynome p1(x) und p2(x) sowie des bivariaten
Polynoms p3(x,y)
Tabelle 3.1 zeigt die Ergebnisse der Einschließung des Wertebereichs der Polynome
p1 bis p3 nach der beschriebenen Methode [p(G)]. Zusätzlich werden die exakten Be-
reichsgrenzen der minimalen Einschließung, angenähert auf vier Nachkommastellen,
aufgelistet. Diese Angabe wurde durch ein deterministisches Verfahren ermittelt, das
in Kapitel 4 vorgestellt wird. In der letzten Spalte der Tabelle ist die Schätzungsun-
schärfe ∆[p(G)] der Einschließung (siehe Definition (2.9)) durch die grobe Näherung
aufgeführt.
Polynom [p∗](x) [p(G)](x) ∆[p(G)]
p1(x) [−1,0007 | 0,9992] [−13,0037 | 13,0022] 13,0036
p2(x) [−0,5501 | 3,1350] [−4858,2488 | 4863,5100] 2638,1262
p3(x,y) [−0,4505 | 0,9228] [−2,9564 | 3,4806] 4,6872
Tab. 3.1: Vergleich von Einschließungen des Wertebereichs am Beispiel der Polynome
p1 bis p3
Die berechneten Einschließungen für den Wertebereich der Polynome weichen sehr
stark von den wirklichen Werten ab. Es ist zu beobachten, dass die betragsmäßige
Höhe der Polynomkoeffizienten einen sehr großen Einfluss auf die Schätzungsunschär-
fe der Approximation des Wertebereichs hat. Dies ist besonders deutlich an Beispiel
2 zu sehen: Die Funktionswerte des Polynoms p2 liegen über dem Einheitsintervall im
Bereich von [−0,5501 | 3,1350], während die Koeffizienten des Polynoms wesentlich
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höhere Werte besitzen. Diese betragsmäßig hohen Werte der Polynomkoeffizienten
führen zu Einschließungen, die sehr stark von der minimalen Einschließung des
Wertebereichs abweichen.
Im Folgenden soll eine Methodik vorgestellt werden, die die Berechnung von
Einschließungen für den Wertebereich uni- und multivariater Polynome mit Hilfe von
Bernsteinpolynomen ermöglicht. Dieser Ansatz verspricht Einschließungen mit einer
im Vergleich zur natürlichen Intervalleinschließung verbesserten Schätzungsunschärfe
(siehe [Gar05]) und bietet die Möglichkeit, diese iterativ weiter zu verkleinern.
3.2 Multiindizes
Die Notation orientiert sich im Weiteren an [Gar03]. Ein Multiindex ist ein Vektor
ω = (ω1,ω2, . . . ,ωM )τ mit Einträgen ωm aus N0. Er wird für die verkürzte Darstellung
von multivariaten Polynomen genutzt. Die Zahlen 0, 1 usw. werden im Folgenden mit
Multiindizes (0,0, . . . ,0)τ , (1,1, . . . ,1)τ usw. identifiziert. Vergleiche von Multiindizes
sowie die Operationen Addition, Subtraktion, Multiplikation und Division erfolgen
jeweils elementweise. Für ein Element x ∈ RM wird die Potenz mit einem Multiindex
als
xω =
M∏
m=1
xωmm
erklärt. Eine verallgemeinerte Summenschreibweise mit den Multiindizes α ∈ NM0
und ω ∈ NM0 wird als
α∑
ω=0
=
α1∑
ω1=0
α2∑
ω2=0
. . .
αM∑
ωM=0
definiert. Das Polynom p(x) mit den Polynomgraden α = (α1,α2, . . . ,αM )τ lässt sich
in dieser Notation verkürzt als
p(x) =
α∑
ω=0
aω xω,
aω ∈ R für 0 ≤ ω ≤ α
beschreiben. Die Schreibweise 0 ≤ ω ≤ α drückt aus, dass der Multiindex ω
elementweise alle Werte zwischen 0 und αm, m = 1,2, . . . ,M , durchläuft.
Ein Binomialkoeffizient der erwähnten Multiindizes α und ω berechnet sich aus
dem Produkt der elementweisen Binomialkoeffizienten:(
α
ω
)
=
M∏
m=1
(
αm
ωm
)
.
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3.3 Multivariate Bernsteinpolynome
Sergei Natanowitsch Bernstein entwickelte im Jahr 1911 die Bernsteinpolynome, um
den Satz von Weierstraß konstruktiv zu beweisen. Diese Familie von Polynomen
spielt eine große Rolle in der Approximationstheorie und auch in modernen An-
wendung wie Computer Aided Design (CAD). Für eine umfassende Einführung zu
Bernsteinpolynomen sei auf [Sau02] und [Ber98] verwiesen.
Die univariaten Polynome Bν,β : R 7→ R mit
Bν,β(x) =
(
β
ν
)
xν (1− x)β−ν , ν = 0,1, . . . ,β,
heißen Bernsteinpolynome vom Grad β ∈ N0. Häufig werden diese Polynome über
einem Intervall mit den endlichen Grenzen [x |x] erklärt, wodurch sich die spezielle
Form
B
[x |x]
ν,β (x) =
1
(x− x)β
(
β
ν
)
(x− x)ν (x− x)β−ν , ν = 0,1, . . . ,β, (3.5)
ergibt.
Beispiel 3.2: Abbildung 3.2 stellt die univariaten Bernsteinpolynome vom Grad 4
über dem Intervall [0 | 1] dar.
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Abb. 3.2: Univariate Bernsteinpolynome vom Grad 4
Die Verallgemeinerung der Bernsteinpolynome auf Funktionen mehrerer Veränder-
licher, die multivariaten Bernsteinpolynome B[x |x]ν,β : RM 7→ R, lassen sich mit Hilfe
von Multiindizes ν, β ∈ NM0 verkürzt darstellen:
B[x |x]ν,β (x) =
1
(x− x)β
(
β
ν
)
(x− x)ν (x− x)β−ν , 0 ≤ ν ≤ β. (3.6)
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Der Definitionsbereich ist nun ein M -Quader, dessen Grenzen durch die Vektoren
x,x ∈ RM beschrieben werden. Für den univariaten Fall stimmt die Darstellung
(3.6) über Multiindizes mit der Beschreibung in (3.5) überein. Die Anzahl der
Bernsteinpolynome mit Grad β kann durch die Formel
Nβ =
M∏
m=1
(1 + βm)
ermittelt werden.
Beispiel 3.3: Werden die bivariaten Bernsteinpolynome (M = 2) über [0 | 1]2 mit
den Graden β = (1,2)τ betrachtet, ergeben sich die in Abbildung 3.3 dargestellten
sechs Polynome.
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Abb. 3.3: Bivariate Bernsteinpolynome vom Grad β = (1,2)τ im Intervall [0 | 1]2
3.4 Eigenschaften der Bernsteinpolynome
Aus der Literatur sind viele Aussagen zur Familie der Bernsteinpolynome bekannt
(vgl. [Sau02], [Ber98]). Im Folgenden werden einige für die Arbeit wichtige Details
vorgestellt. Dabei wird davon ausgegangen, dass die beschriebenen Polynome über
dem M -dimensionalen Einheitswürfel [0 | 1]M definiert sind. In der Notation fällt
durch diese Vereinfachung die Angabe des Definitionsbereichs weg: Für multivariate
Bernsteinpolynome über [0 | 1]M wird kurz Bν,β anstelle B[0 |1]ν,β geschrieben.
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3.4.1 Bernsteinpolynome als Basis
Die Bernsteinpolynome vom Grad β bilden eine Basis im Raum Πβ der Polynome
mit Grad kleiner oder gleich β. Jedes beliebige Polynom
p(x) =
α∑
ω=0
aω xω (3.7)
mit den Koeffizienten aω kann daher als Linearkombination von Bernsteinpolynomen
dargestellt werden, wenn deren Polynomgrad größer oder gleich dem eigenen Grad
ist: β ≥ α. Es kann zunächst davon ausgegangen werden, dass β = α gilt. Die
Koordinaten
bν,β =
ν∑
ω=0
(
ν
ω
)
(
β
ω
) aω, 0 ≤ ν ≤ β,
des Polynoms p(x) in der Basis der Bernsteinpolynome heißen Bernsteinkoeffizienten
und können direkt aus den Koeffizienten aω des Polynoms in der Darstellung (3.7)
berechnet werden. Sie erlauben die folgende Darstellung:
p(x) =
β∑
ν=0
bν,β Bν,β(x).
3.4.2 Zerlegung der Eins und Nichtnegativität
Weiterhin ist bekannt, dass die Bernsteinpolynome vom Grad β eine Zerlegung der
Eins darstellen:
β∑
ν=0
Bν,β(x) =
β∑
ν=0
(
β
ν
)
xν (1− x)β−ν = 1.
Ferner nimmt jedes Bernsteinpolynom über seinem Definitionsbereich keine negativen
Werte an:
0 ≤ Bν,β(x), x ∈ [0 | 1]M , 0 ≤ ν ≤ β.
3.4.3 Einschließung des Wertebereichs durch Bernsteinkoeffizienten
Durch den folgenden Satz wird eine weitere Eigenschaft der Bernsteinpolynome
erläutert. Sie können eingesetzt werden, um den Wertebereich eines multivariaten
Polynoms durch ein Intervall einzuschließen.
Satz 3.1 (Einschließung des Wertebereichs durch Bernsteinkoeffizienten ([Zet98])):
Gegeben sei ein Polynom p(x) mit Polynomgrad α, definiert über dem Einheitswürfel
[0 | 1]M , in der Darstellung (3.7) sowie die zugehörigen Bernsteinkoeffizienten bν,β
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zu Bernsteinpolynomen mit einem Polynomgrad β ≥ α. Dann gilt die folgende
Abschätzung:
min
0≤ν≤β
bν,β ≤ p∗min ≤ p∗max ≤ max0≤ν≤β bν,β.
Die Werte p∗min und p∗max mit [p∗min | p∗max] = [p∗]([0 | 1]M ) bezeichnen die Grenzen der
minimalen Intervalleinschließung des Wertebereichs von p(x) über dem Einheitswür-
fel.
Beweis. Wegen der Nichtnegativität von Bernsteinpolynomen und der Tatsache,
dass diese Polynome eine Zerlegung der Eins darstellen, ist der Wertebereich der
Bernsteinpolynome auf das Intervall [0 | 1] beschränkt.
Für das Polynom p(x) und einen größten Bernsteinkoeffizienten bmax = max0≤ν≤β bν,β
gilt:
p(x) =
β∑
ν=0
bν,β Bν,β(x) ≤ bmax
β∑
ν=0
Bν,β(x) ≤ bmax.
Durch diese Abschätzung wurde eine obere Schranke für die Funktionswerte des
Polynoms p(x) über dem gesamten Definitionsbereich gefunden. Es ergibt sich analog,
dass das Minimum über alle Bernsteinkoeffizienten eine untere Schranke für den
Wertebereich des Polynoms bildet.
Die Einschließung des Wertebereichs eines Polynoms auf Basis der Bernsteinkoef-
fizienten werden mit [p(B)] = [p(B)min | p(B)max] bezeichnet. Der Zusatz (B) kennzeichnet
die Verwendung der Bernsteinpolynome zur Bestimmung der Abschätzung:
p
(B)
min = min0≤ν≤β bν,β,
p(B)max = max0≤ν≤β bν,β.
Zusammenfassend resultiert für den Wertebereich von p(x):
p
(B)
min ≤ p∗min ≤ p∗max ≤ p(B)max. (3.8)
3.4.4 Convex hull property
Mit den vorangegangenen Aussagen ist es möglich, den Wertebereich eines beliebigen
reellwertigen Polynoms mit Hilfe der Bernsteinkoeffizienten einzugrenzen. Diese
Abschätzung wird durch die convex hull property noch weiter präzisiert: Für ein
beliebiges auf [0 | 1]M definiertes Polynom p(x) gilt (siehe [Gar08]):{(
x
p(x)
)
: x ∈ [0 | 1]M
}
⊆ conv
{(
ν
β
bν,β
)
: 0 ≤ ν ≤ β
}
. (3.9)
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Die aus den Bernsteinkoeffizienten generierten Punkte
C = {ci} =
{(
ν/β
bν,β
)
: 0 ≤ ν ≤ β
}
, i = 1,2, . . . ,Nβ,
werden in der Literatur als Kontrollpunkte bezeichnet (siehe [Smi09]). Der Graph
des Polynoms p(x) liegt vollständig innerhalb der konvexen Hülle der Menge der
Kontrollpunkte C.
Beispiel 3.4: Die convex hull property soll am Polynom p1 aus Beispiel 3.1 demons-
triert werden. In Abbildung 3.4 werden die Funktion sowie die einschließende konvexe
Hülle der Kontrollpunkte C für die Polynomgrade β = 3 und β = 10 dargestellt.
Durch die höhere Anzahl an Stützstellen liegt die umschließende konvexe Hülle in
der rechten Abbildung deutlich näher an der Funktion.
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Abb. 3.4: Einschließende konvexe Hülle um den Graphen des Polynoms p1(x) auf
Basis von Bernsteinpolynomen vom Grad 3 (linke Seite) und 10 (rechte Seite)
In Tabelle 3.2 sind die Koordinaten der Kontrollpunkte ( ν
β
| bν,β) für das Beispiel
aufgeführt. Aus diesen Werten resultiert eine Einschließung des Wertebereichs des
Polynoms p1, die in Tabelle 3.3 aufgelistet ist. Es ist ersichtlich, dass diese Ein-
schließung für das Polynom p1 aus Bernsteinkoeffizienten den exakten Grenzen des
Wertebereichs auf vier Nachkommastellen entspricht (vgl. Einschließungen in Tabelle
3.1). Zusätzlich sind die Einschließungen des Wertebereichs für die Polynome p2 und
p3, die verwendeten maximalen Polynomgrade β der Bernsteinpolynome sowie die
Schätzungsunschärfe der Einschließungen mit einer Genauigkeit von vier Nachkom-
mastellen angegeben. Im Vergleich zu den groben Abschätzungen des Wertebereichs
mit der in Abschnitt 3.1 erläuterten Methodik ergeben sich deutliche Verbesserungen:
Für die Polynome p1 und p3 sinkt die Schätzungsunschärfe mit der verwendeten
Genauigkeit auf den Wert 1,0, so dass die Minimalität der Einschließung festgestellt
werden kann. Die Schätzungsunschärfe der Einschließung des Wertebereichs des
Polynoms p2 konnte stark verbessert werden.
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ν ν/3 bν,3 ν/10 bν,10
0 0,0000 −1,0007 0,0000 −1,0007
1 0,3333 1,0003 0,1000 −0,4004
2 0,6667 −0,9998 0,2000 −0,0669
3 1,0000 0,9992 0,3000 0,0666
4 0,4000 0,0667
5 0,5000 0,0001
6 0,6000 −0,0666
7 0,7000 −0,0667
8 0,8000 0,0664
9 0,9000 0,3995
10 1,0000 0,9992
Tab. 3.2: Koordinaten der Kontrollpunkte ( νβ | bν,β) auf Basis von Bernsteinpolyno-
men vom Grad 3 und 10 für das Polynom p1
Polynom β [p∗](x) [p(B)](x) ∆[p(B)]
p1(x) 3 [−1,0007 | 0,9992] [−1,0007 | 0,9992] 1,0000
p2(x) 6 [−0,5501 | 3,1350] [−20,1257 | 17,7875] 10,2882
p3(x,y) (13,5)τ [−0,4505 | 0,9228] [−0,4505 | 0,9228] 1,0000
Tab. 3.3: Vergleich von Einschließungen des Wertebereichs am Beispiel der Polynome
p1 bis p3
3.5 Beschränkung des Wertebereichs multivariater Polynome
durch zwei begrenzende Hyperebenen
Entsprechend Satz 3.1 lässt sich der Wertebereich eines multivariaten Polynoms
durch das Minimum und Maximum der Bernsteinkoeffizienten einschließen. Über
diese Annäherung des Wertebereichs hinaus erlaubt die Darstellung eines Polynoms
als Bernsteinpolynom für jeden Punkt des Definitionsbereichs eine lokale Eingren-
zung des Zielfunktionswertes. Hierzu kann zum einen direkt die konvexe Hülle der
Kontrollpunkte bestimmt werden. Indem die untere und obere Begrenzung der
konvexen Hülle für jeden Punkt des Definitionsbereichs untersucht wird, ergibt sich
ein Bereich für die Lage des Funktionswertes an dieser Stelle. Nachteilig ist jedoch,
dass der Aufwand zur Bestimmung der konvexen Hülle mit der Anzahl der Variablen
des betrachteten Polynoms stark ansteigt und die Näherung – im Vergleich zur be-
schriebenen Abschätzung des Wertebereichs über dem gesamten Definitionsbereich –
nur stückweise gültig ist und somit nicht geschlossen vorliegt. Als Alternative werden
zwei Hyperebenen HL und HU als untere bzw. obere Grenze der Einschließung der
konvexen Hülle der Kontrollpunkte C genutzt. Für die Funktionswerte des Polynoms
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p(x) gilt dann:
HL(x) ≤ p(x) ≤ HU(x) ∀x ∈ [x]. (3.10)
Es existieren mehrere Methoden zur Ermittlung begrenzender Hyperebenen, die
sich bezüglich des Rechenaufwandes und der Schätzungsunschärfe der Einschlie-
ßungen unterscheiden. Im Folgenden wird eine Einschließung des Wertebereichs
durch Lösen eines Kleinste-Quadrate-Problems berechnet ([Gar08]). In [Gar03] wird
erläutert, wie die Ermittlung von Hyperebenen HL und HU durch Lösen eines li-
nearen Optimierungsproblems erfolgen kann. Weitere Methoden zielen darauf ab,
eine Facette der konvexen Hülle der Kontrollpunkte zu ermitteln, deren Fortset-
zung als Hyperebene eine möglichst eng anliegende Unter- bzw. Überschätzung der
Zielfunktionswerte liefert. Da der Aufwand im Vergleich zur vorgestellten Methode
deutlich höher liegt und in der Literatur veröffentlichte Untersuchungen eine höhere
Genauigkeit von Einschließungen auf Basis der Kleinste-Quadrate-Methode erkennen
lassen (siehe [Gar05]), wurden derartige Ansätze in der vorliegenden Arbeit nicht
verfolgt.
Zur Ermittlung der einschließenden Hyperebenen HL und HU werden zunächst
die Bernsteinkoeffizienten bν,β, 0 ≤ ν ≤ β vom Grad β ≥ α des Polynoms p(x)
mit Grad α berechnet, das über dem Einheitswürfel [0 | 1]M definiert sei. Die Bern-
steinkoeffizienten werden im Vektor b zusammengefasst und zur Berechnung einer
Regressionshyperebene durch die sich ergebenden Kontrollpunkte herangezogen.
Anschließend wird die reellwertige Matrix A ∈ RNβ ,M+1, A = (ai,j), nach folgender
Vorschrift gefüllt:
ai,j = νjβj ,
ai,M+1 = 1,
0 ≤ ν ≤ β, j = 1,2, . . . ,M.
Danach wird das Gleichungssystem AτA c = Aτ b mit dem Vektor der Unbekannten
c ∈ RM+1 gelöst. Aus den Elementen des Vektors c wird die Hyperebene
H(x) =
M∑
i=1
ci xi + cM+1, x = (x1,x2, . . . ,xM) ∈ RM , (3.11)
gebildet, der Abstand zu jedem Kontrollpunkt errechnet und von diesen Werten das
Minimum und Maximum bestimmt:
∆+ = max
0≤ν≤β
H( ν
β
)− bν,β,
∆− = min
0≤ν≤β
H( ν
β
)− bν,β.
48
Beschränkung des Wertebereichs multivariater Polynome durch zwei begrenzende Hyperebenen
Die gewünschte Einschließung des Wertebereichs für das Polynom p(x) ergibt sich
durch eine Verschiebung der Hyperebene H in Kontrollpunkte mit minimalem bzw.
maximalem Wert der Bernsteinkoeffizienten:
HL(x) = H(x)−∆+,
HU(x) = H(x)−∆−.
(3.12)
Beispiel 3.5: Die beschriebene Methodik wurde auf das Polynom p1 aus Beispiel
3.1 für eine Entwicklung in Bernsteinpolynome vom Grad drei und zehn angewandt.
Es ergeben sich folgende umschließende Hyperebenen für den Wertebereich (alle
Werte wurden auf vier Nachkommastellen gerundet):
β = 3: β = 10:
HL(x) = 1,2000x1 − 1,7997, HL(x) = 1,2000x1 − 1,0007,
HU(x) = 1,2000x1 + 0,6003, HU(x) = 1,2000x1 − 0,2007.
In Abbildung 3.5 sind die begrenzenden Hyperebenen in Rot und die Einschließung
des Wertebereichs mit Satz 3.1 in Blau eingezeichnet. Die Hyperebenen HU und
HL begrenzen – bedingt durch ihre Konstruktion – die konvexe Hülle der Kon-
trollpunkte. Mit zunehmendem Grad der Bernsteinpolynome steigt die Genauigkeit
der Eingrenzung des Kurvenverlaufs, was hier beispielhaft an der Entwicklung in
die Polynomgrade 3 und 10 sichtbar wird. Im folgenden Abschnitt wird erläutert,
wie die Erhöhung des Polynomgrades gezielt zur Verbesserung der Genauigkeit der
Wertebereichseinschließung genutzt werden kann.
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Abb. 3.5: Begrenzende Hyperebenen HL und HU (rot) des Polynoms p1(x) auf
Basis von Bernsteinpolynomen vom Grad 3 (links) und 10 (rechts), Abschätzung des
Wertebereichs (blau)
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3.6 Verringerung der Schätzungsunschärfe einer
Wertebereichseinschließung
Ist die Schätzungsunschärfe der Einschließung des Wertebereichs eines Polynoms auf
Basis der vorgestellten Methoden nicht ausreichend, kann die Näherung weiter ver-
feinert werden. Im Folgenden werden dazu drei Ansätze vorgestellt und anschließend
auf Beispiele angewendet.
3.6.1 Kombination bekannter Einschließungen
Im vorherigen Abschnitt wurden die Berechnung von zwei Arten zur Berechnung von
Einschließungen erläutert: Die Einschließung des Wertebereichs auf Basis des Mini-
mums und Maximums der Bernsteinkoeffizienten nach Satz 3.1 und die Einschließung
durch Hyperebenen als untere und obere Grenzen des Wertebereichs mit Hilfe der
Beziehung (3.10). Beide Beschreibungen sind als geschlossene Darstellung über dem
gesamten Definitionsbereich erklärt. Kann auf diese Eigenschaft verzichtet werden,
besteht ein gewisses Verbesserungspotenzial in der Kombination der beiden Typen.
Aus einer konstanten unteren Schranke bmin und einer nach unten begrenzenden
Hyperebene HL ergibt sich eine gemischte Begrenzung L∗(x):
L∗(x) = max({bmin, HL(x)}),
L∗(x) ≤ p(x),
x ∈ [0 | 1]M .
Eine analoge Beschreibung kann für die obere Schranke gefunden werden. Die Schät-
zungsunschärfe der erhaltenen Einschließung des Wertebereichs ist nicht schlechter
als die der besseren der beiden eingangs bekannten Einschließungen. Der Aufwand für
die Bestimmung ist minimal, die zu erwartende Verbesserung durch die Kombination
ist leider ebenfalls gering.
Beispiel 3.6: Abbildung 3.6 zeigt die kombinierten Einschließungen des Wertebe-
reichs des Polynoms p1 in Grau, aufbauend auf Beispiel 3.5.
3.6.2 Entwicklung eines Polynoms in Bernsteinpolynome höheren Grades
Bei der Transformation eines multivariaten Polynoms in Bernsteinpolynome kann
eine Basis vom Grad größer oder gleich dem Grad des Ausgangspolynoms gewählt
werden. Mit steigender Dimension des Polynomraumes nimmt auch die Anzahl an
Koordinaten in der Basis und folglich auch die Anzahl an Bernsteinkoeffizienten zu.
Damit kann der Graph des Polynoms genauer nachgebildet und die Schätzungsun-
schärfe der Einschließung verbessert werden.
Beispiel 3.7: Exemplarisch für das Polynom p2 aus Beispiel 3.1 wird in Abbildung
3.7 die konvexe Hülle der Kontrollpunkte und die Einschließung für den Wertebereich
50
Verringerung der Schätzungsunschärfe einer Wertebereichseinschließung
0 0,2 0,4 0,6 0,8 1
−2
−1
0
1
2
x
p1(x)
Abb. 3.6: Kombinierte Einschließung des Wertebereichs des Polynoms p1(x) (grau)
auf Basis von Bernsteinpolynomen vom Grad 3 und einer Wertebereichseinschließung
durch Hyperebenen (rot)
in Abhängigkeit vom Grad der verwendeten Basis der Bernsteinpolynome gezeigt.
Auf der linken Seite wird die konvexe Hülle der Kontrollpunkte für den Polynomgrad
6 (hellgrün) und zusätzlich für den Grad 20 (dunkelgrün) visualisiert. Auf der rechten
Seite ist die Einschließung des Wertebereichs für den Polynomgrad 20 noch einmal
vergrößert dargestellt. Die entstandenen Einschließungen des Wertebereichs und die
Schätzungsunschärfe sind in Tabelle 3.4 zusammengefasst.
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Abb. 3.7: Abschätzung des Wertebereichs des Polynoms p2 auf Basis von Bernstein-
polynomen vom Grad 6 und 20 (linke Seite), konvexe Hülle der Kontrollpunkte für
den zweiten Fall (rechte Seite)
Es ist zu erkennen, dass die obere Schranke für den Wertebereich bei der Ent-
wicklung in Bernsteinpolynome vom Grad 20 bereits exakt ist, während die untere
Schranke nicht scharf ist. Dies zeigt sich auch am Wert der Schätzungsunschärfe, der
auf unter 18 des Ausgangswertes sinkt, während sich der Aufwand für die Berechnung
der Bernsteinkoeffizienten in etwa verdreifacht hat.
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Polynom β [p∗](x) [p(B)](x) ∆[p(B)]
p2(x) 6 [−0,5501 | 3,1350] [−20,1257 | 17,7875] 10,2882
p2(x) 20 [−0,5501 | 3,1350] [−1,5091 | 3,1350] 1,2602
Tab. 3.4: Einschließungen des Wertebereichs für das Polynom p2 für die Entwicklung
in Bernsteinpolynome vom Grad 6 und 20
Eckeneigenschaft
Cargo und Shisha konnten in [Car66] zeigen, dass eine untere oder obere Schranke
für den Wertebereich eines multivariaten Polynoms genau dann exakt ist, wenn das
Minimum bzw. Maximum der Bernsteinkoeffizienten an den Ecken des Definitions-
bereichs angenommen wird. Diese sogenannte Eckeneigenschaft (vertex property)
erlaubt es, direkt aus den Bernsteinkoeffizienten zu erkennen, ob eine Wertebereichs-
einschließung eines Polynoms minimal ist.
Satz 3.2 (Eckeneigenschaft (vertex property) ([Car66])): Gegeben seien ein über
dem Einheitswürfel [0 | 1]M definiertes Polynom p(x) mit Polynomgrad α in der
Darstellung (3.7) sowie die zugehörigen Bernsteinkoeffizienten bν,β mit β ≥ α. Ist
bmin = min0≤ν≤β bν,β ein minimaler Bernsteinkoeffizient und ν∗ ein zugehöriger
Multiindex, dann ist die untere Schranke für den Wertebereich gemäß Satz 3.1 genau
dann exakt, wenn gilt:
ν∗ = (ν∗1 ,ν∗2 , . . . ,ν∗M), (ν∗i = 0) ∨ (ν∗i = βi) ∀ i = 1,2, . . . ,M. (3.13)
Eine entsprechende Aussage lässt sich auch für obere Schranken formulieren.
Beweis. Angenommen, Beziehung (3.13) gilt und c∗ = (ν
∗
1
β1
,
ν∗2
β2
, . . . ,
ν∗M
βM
) ist der zu ν∗
zugehörige Kontrollpunkt. Dann besitzt dieser nur die Einträge 0 und 1. Durch Ein-
setzen in das Polynom ergibt sich: p(c∗) = ∑βν=0 bν,β Bν,β(c∗) = bν∗,β. Das Minimum
wird angenommen und folglich ist die Abschätzung exakt.
Ist die Abschätzung aus Satz 3.1 exakt, dann ergibt sich für x ∈ [0 | 1]M \
{(x1,x2, . . . ,xM)τ , xi ∈ {0,1}, i = 1,2, . . . ,M} Folgendes: Entweder es gilt p(x) =∑β
ν=0 bν,β Bν,β(x) > bmin oder alle Bernsteinkoeffizienten haben den gleichen Wert
(bν,β = bmin, 0 ≤ ν ≤ β).
Die Eckeneigenschaft wird eingesetzt, um festzustellen, ab welchem Polynomgrad
der Bernsteinpolynome eine weitere Erhöhung des Grades keine Verbesserung der
Schätzungsunschärfe der Einschließung mehr bewirkt. In der Literatur (siehe [Nat03])
wird empfohlen, die Entwicklung in Bernsteinpolynome höheren Grades nur in
Maßen einzusetzen und stattdessen den Definitionsbereich des Polynoms schrittweise
zu zerlegen, um über einem Teilbereich Einschließungen des Wertebereichs mit
besserer Schätzungsunschärfe zu erhalten. Dieser Ansatz wird im folgenden Abschnitt
vorgestellt.
52
Verringerung der Schätzungsunschärfe einer Wertebereichseinschließung
3.6.3 Iterative Intervallzerlegung
Nicht in jedem Fall sind Einschließungen des Wertebereichs eines Polynoms in Form
einer Konstanten oder als Hyperebene ausreichend. Anstelle einer Abschätzung über
dem gesamten Definitionsbereich sind Einschließungen für Teilbereiche interessant,
die durch eine schrittweise Zerlegung gewonnen werden. Der Definitionsbereich wird
in Koordinatenrichtung m, also bezüglich der Variablen xm, an der Stelle λ ∈ (0 | 1)
zerlegt. Anschließend erfolgt – getrennt für den entstehenden linken und rechten Teil
– eine Transformation des Polynoms auf den Einheitswürfel, so dass die beschriebene
Methodik zur Bestimmung von Einschließungen des Wertebereichs erneut angewandt
werden kann. Diese wiederholte Transformation des Polynoms generiert bei der
praktischen Umsetzung Rundungsfehler und ist sehr aufwendig. Das Verfahren sweep
procedure bzw. der Sweep-Algorithmus (siehe [Zet98]) umgeht die Transformation
des Polynoms, indem die Zerlegung des Definitionsbereichs auf eine Umrechnung der
Bernsteinkoeffizienten übertragen wird. Diese Methodik wird im Folgenden erläutert.
Es sei der Definitionsbereich [x] = [x1 |x1] × [x2 |x2] × . . . × [xM |xM ] eines
Polynoms p(x) gegeben. Ohne Einschränkung entspreche dieser dem Einheitswürfel
[x] = [0 | 1]M . Es soll eine Teilung des Definitionsbereichs entlang der Variablen
xm, m ∈ {1,2, . . . ,M} an der Stelle λ ∈ (0 | 1) erfolgen. In Abbildung 3.8 ist
beispielhaft die Teilung des Definitionsbereichs von x1 an der Stelle λ = 0,65 einer
Funktion mit zwei Variablen visualisiert.
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Abb. 3.8: Teilung des Definitionsbereichs von x1 an der Stelle λ = 0,65 für eine
Funktion mit zwei Variablen (M = 2)
Aus den Bernsteinkoeffizienten bν,β, 0 ≤ ν ≤ β entstehen durch ein iteratives
Verfahren die Bernsteinkoeffizienten bν,β und bν,β, die die Koordinaten des Polynoms
p(x) in der Basis der Bernsteinpolynome auf den Teilbereichen [x]λ
m
= [x1 |x1] ×
. . .× [xm |λ]× . . .× [xM |xM ] bzw. [x]λm = [x1 |x1]× . . .× [λ |xm]× . . .× [xM |xM ]
darstellen. Im Verlauf der Ausführung des Sweep-Algorithmus (Algorithmus 1)
wird eine Folge von Bernsteinkoeffizienten b(i)ν,β mit dem Index i erzeugt, aus denen
dann die Bernsteinkoeffizienten des Polynoms für die linke und rechte Hälfte des
Definitionsbereichs gewonnen werden.
Nach der Teilung des Definitionsbereichs resultieren getrennte Einschließungen
des Wertebereichs für das Polynom über der linken und rechten Hälfte des Definiti-
onsbereichs. Da durch den Sweep-Algorithmus Konvexkombinationen der Bernstein-
koeffizienten mit Gewichten λ ∈ (0 | 1) gebildet (Algorithmus 1, Zeile 4) oder bereits
vorhandene Bernsteinkoeffizienten übernommen werden (Algorithmus 1, Zeilen 1,
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Algorithmus 1 : Sweep-Algorithmus
Eingabe:
– Bernsteinkoeffizienten bν,β zum Polynom p(x)
– Variable xm, m ∈ {1,2, . . . ,M}, deren Definitionsbereich an der
Stelle λ ∈ (0 | 1) geteilt werden soll
Ausgabe:
– Bernsteinkoeffizienten bν,β und bν,β für die beiden Teilbereiche
mit xm ∈ [xm |λ] bzw. xm ∈ [λ |xm]
// Initialisierung
1 b
(0)
ν,β = bν,β
// Schleife über maximalen Grad der Variablen xm
2 for i = 1 to βm do
// Schleife über alle Bernsteinkoeffizienten
3 foreach ν with 0 ≤ ν ≤ β do
4 b
(i)
ν,β =
 b
(i−1)
ν,β , νm < i
(1− λ) b(i−1)(ν1,...,νm−1,...,νM ),β + λ b
(i−1)
(ν1,...,νm,...,νM ),β, sonst
5 end
6 end
// Berechnung der Bernsteinkoeffizienten für die linke und rechte
Hälfte des geteilten Definitionsbereichs
7 b ν,β = b
(βm)
ν,β
8 for i = 0 to βm do
9 foreach ν with 0 ≤ ν ≤ β do
// Anpassung aller Kontrollpunkte mit maximalem Grad in
Komponente m
10 if νm = βm then
11 b(ν1,...,νm−i,...,νM ),β = b
(i)
(ν1,...,νm,...,νM ),β
12 end
13 end
14 end
15
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4, 7, 11), ergeben sich für den Wertebereich des Polynoms über dem geteilten De-
finitionsbereich gleichwertige oder engere Einschließungen als über dem gesamten
Definitionsbereich. Diese Eigenschaft wurde bereits in Definition 2.5 vorgestellt und
garantiert mit Hilfe von Satz 2.1, dass durch das beschriebene Vorgehen eine inklu-
sionsisotone Intervalleinschließung der Ausgangsfunktion f erzeugt wird. Darüber
hinaus kann gezeigt werden, dass es sich um eine konvergenzerhaltende Einschließung
handelt.
Satz 3.3 (Inklusionsisotonie von Wertebereichseinschließungen durch Bernsteinkoef-
fizienten ([Hon95])): Die Bestimmung von Einschließungen multivariater Polynome
durch die Transformation in die Basis der Bernsteinpolynome ist inklusionsisoton
(vgl. Definition 2.5).
Der direkte Beweis dieser Aussage ohne Einbeziehung des Sweep-Algorithmus
kann in [Hon95] nachgelesen werden. Die mögliche Verbesserung der Schätzungs-
unschärfe der Einschließungen kann wiederholt eingesetzt werden, um gezielt noch
engere Schranken zu generieren. Der Preis für die bessere Annäherung sind die
stetig kleiner werdenden Gültigkeitsbereiche der Einschließungen sowie der zuneh-
mende Rechenaufwand. Der folgende Satz sichert nun auch die Eigenschaft der
Konvergenzerhaltung der beschriebenen Einschließungen ab.
Satz 3.4 (Konvergenzerhaltung von Wertebereichseinschließungen durch Bernstein-
koeffizienten): Die Bestimmung von Einschließungen multivariater Polynome durch
die Transformation in die Basis der Bernsteinpolynome ist konvergenzerhaltend (vgl.
Definition 2.8).
Beweis. Die Eigenschaft der Konvergenzerhaltung sagt aus, dass bei einer asym-
ptotischen Verkleinerung des Definitionsbereichs auf den Durchmesser 0, auch der
Durchmesser der Einschließung der betrachteten Funktion gegen den Wert 0 strebt.
Die Zerlegung des Definitionsbereichs in Verbindung mit einer Berechnung von
Bernsteinkoeffzienten auf den Teilbereichen, z. B. mit Hilfe des Sweep-Algorithmus,
entspricht einer Anhebung des Polynomgrades β der zugrunde liegenden Bernstein-
polynome auf diesen Teilbereichen.
Die Folge der Bernsteinpolynome Bν,β(x) konvergiert nach dem Approximati-
onssatz von Weierstraß bezüglich ihres Polynomgrades β gleichmäßig gegen eine
beliebige stetige Funktion f , die auf dem Einheitsintervall [0 | 1] definiert ist. Dies
gilt insbesondere für multivariate Polynome.
Beispiel 3.8: Die Verbesserung der Schätzungsunschärfe der Einschließungen des
Wertebereichs durch Intervallzerlegung wird exemplarisch an Polynom p2 aus Bei-
spiel 3.1 für eine Entwicklung in Bernsteinpolynome vom Grad 6 verdeutlicht. In
Abbildung 3.9 wird der Definitionsbereich für die Variable x1 für λ = 0,4 geteilt. Auf
der linken Seite sind die entstehenden Kontrollpunkte für den originalen und geteilten
Definitionsbereich dargestellt. Die verbesserten Einschließungen des Wertebereichs
nach der Teilung sind rechts zu sehen.
Tabelle 3.5 zeigt die Einschließungen des Wertebereichs des Polynoms p2 nach
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Abb. 3.9: Polynom p2: Entwicklung in Bernsteinpolynome vom Grad 6 und Teilung
des Definitionsbereichs von x bei λ = 0,4 (links), verbesserte Einschließungen des
Wertebereichs nach der Teilung (rechts)
der Zerlegung des Definitionsbereichs. Die obere Schranke ist nun bereits exakt und
die Qualität der unteren Schranke hat sich im Vergleich zur Abschätzung über dem
gesamten Definitionsbereich deutlich verbessert, so dass die Schätzungsunschärfe
vom Wert 10,2882 vor der Intervallzerlegung (siehe Tabelle 3.3) auf 2,0679 fällt.
Polynom β [p∗](x) [p(B)](x) ∆[p(B)]
p2(x) 6 [−0,5501 | 3,1350] [−4,4854 | 3,1350] 2,0679
Tab. 3.5: Vergleich von Einschließungen des Wertebereichs für das Polynom p2
3.7 Intervalleinschließung der Ableitungen multivariater
Polynome
In Abschnitt 3.4 wurde vorgestellt, wie eine Transformation von Polynomen in
die Basis der Bernsteinpolynome genutzt werden kann, um Einschließungen des
Wertebereichs der Ausgangspolynome zu bestimmen. Neben dieser Abschätzung
der möglichen Funktionswerte können auch Einschließungen für die Werte der
Ableitungen angegeben werden.
Satz 3.5 (Differenziation von Bernsteinpolynomen ([Far88])): Ausgehend von einem
Polynom p(x) mit Maximalgrad α, p : [0 | 1]M 7→ R und den Bernsteinkoeffizienten
bν,β, 0 ≤ ν ≤ β in der Basis der Bernsteinpolynome vom Grad β ≥ α,
p(x) =
β∑
ν=0
bν,β Bν,β(x),
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gilt für die erste partielle Ableitung bezüglich der Variablen xm:
pm(x) =
∂ p
∂ xm
(x) = βm
β−m∑
ν=0
(bν+m,β − bν,β) Bν,β−m(x) (3.14)
mit den Multiindizes
β−m = (β1,β2, . . . ,βm−1,βm − 1,βm+1, . . . ,βM),
ν+m = (ν1,ν2, . . . ,νm−1,νm + 1,νm+1, . . . ,νM).
Die Bernsteinkoeffizienten der partiellen Ableitung eines Polynoms bezüglich der
Variablen xm werden im Folgenden mit bν,β−m bezeichnet. Der Zusatz
−
m verdeutlicht,
dass der Polynomgrad durch die Differenziation bezüglich der Variablen xm um eins
reduziert wurde.
Beweis. Ausgehend von der Definition der multivariaten Bernsteinpolynome (3.6)
ergeben sich die folgenden Beziehungen für Bernsteinpolynome verschiedener Grade
0 ≤ ν ≤ β−m der Variablen xm mit ν−m = (ν1,ν2, . . . ,νm−1,νm − 1,νm+1, . . . ,νM):
Bν−m,β−m(x) =
(
β−m
ν−m
)
(1− x)β−ν xν−m ,
Bν,β−m(x) =
(
β−m
ν
)
(1− x)β−ν−m xν .
Im Falle eines negativen Index für den aktuellen Grad (νm < 0) oder des Maximal-
grads (βm < 0) eines Bernsteinpolynoms bezüglich Dimension m wird das zugehörige
Polynom auf 0 gesetzt:
Bν,β(x) ≡ 0, falls ∃m ∈ {1,2, . . . ,M} mit νm < 0 oder βm < 0.
Analog gilt
Bν,β(x) ≡ 0 für ν > β.
Zunächst wird die Ableitung eines Bernsteinpolynoms bezüglich der Variablen xm
bestimmt:
∂ Bν,β
∂ xm
(x) =
(
β
ν
) [
−(βm − νm) (1− x)β−m−ν xν + ν (1− x)β−ν xν−m
]
= βm
(
Bν−m,β−m(x)− Bν,β−m(x)
)
.
Anschließend ergibt sich nach Einsetzen der Ableitung der Bernsteinpolynome in
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p(x) und Umordnen der Koeffizienten die Ableitung des Polynoms p(x):
pm(x) =
∂p
∂xm
(x)
=
β∑
ν=0
bν,β
∂ Bν,β
∂ xm
(x)
= βm
 β∑
ν=0
bν,βBν−m,β−m(x)−
β∑
ν=0
bν,βBν,β−m(x)

= βm
 β−m∑
ν=0
bν+m,βBν,β−m(x)−
β−m∑
ν=0
bν,βBν,β−m(x)

= βm
β−m∑
ν=0
(
bν+m,β − bν,β
)
Bν,β−m(x).
Die Ableitung eines Polynoms in der Basis der Bernsteinpolynome bezüglich einer
Variablen xm kann mit Satz 3.5 direkt aus den Bernsteinkoeffizienten des Polynoms
berechnet werden, ohne das Polynom in der Darstellung (3.1) explizit zu diffe-
renzieren. Die Bernsteinkoeffizienten der Ableitung ergeben sich aus der Differenz
aufeinander folgender Bernsteinkoeffizienten, wobei sich der Polynomgrad in Dimen-
sion m genau um eins reduziert. Da das Ergebnis wieder ein Bernsteinpolynom ist,
können alle Erkenntnisse zu Einschließungen des Wertebereichs aus diesem Kapitel
verwendet werden. Dementsprechend können für ein Polynom neben Einschließungen
der Funktionswerte auch Einschließungen für die Werte jeder Ableitung bestimmt
werden. Durch erneute Anwendung von Satz 3.5 auf die partielle Ableitung eines
Bernsteinpolynoms resultiert die zweite partielle Ableitung, die im folgenden Satz
bestimmt wird.
Satz 3.6 (Zweifache partielle Differenziation von Bernsteinpolynomen): Für ein
Polynom p(x), p : [0 | 1]M 7→ R mit Maximalgrad β und den Bernsteinkoeffizienten
bν,β, 0 ≤ ν ≤ β, in einer Basis der Bernsteinpolynome vom Grad β ≥ α, gilt für die
zweifache partielle Ableitung bezüglich der Variablen xm:
∂2 p
∂ x2m
(x) = βm (βm − 1)
β−−m∑
ν=0
(bν++m ,β − 2 bν+m,β + bν,β) Bν,β−−m (x), (3.15)
mit den Multiindizes
β−−m = (β1,β2, . . . ,βm−1,βm − 2,βm+1, . . . ,βM),
ν+m = (ν1,ν2, . . . ,νm−1,νm + 1,νm+1, . . . ,νM),
ν++m = (ν1,ν2, . . . ,νm−1,νm + 2,νm+1, . . . ,νM).
Die Bernsteinkoeffizienten der zweifachen partiellen Ableitung eines Polynoms be-
züglich der Variablen xm werden im Folgenden mit bν,β−−m bezeichnet.
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Beweis. Die zweiten partiellen Ableitungen ergeben sich direkt durch Anwendung
des Satzes 3.5 auf Formel (3.14).
Beispiel 3.9: In Abbildung 3.10 werden exemplarisch für das Polynom p1(x) aus
Beispiel 3.1 die Bernsteinkoeffizienten der zugehörigen ersten Ableitung
p′1(x) = 6,0030− 24,0060x+ 24,0000x2
für eine Entwicklung vom Grad 3 (linke Seite) bzw. vom Grad 10 (rechte Sei-
te) gezeigt. Die Bernsteinkoeffizienten wurden durch Anwendung des Satzes 3.5
aus den Bernsteinkoeffizienten des Polynoms p1(x) gewonnen. Die Grenzen der
Einschließungen werden zusammen mit der minimalen Einschließung, die aus der
Funktionsgleichung von p′1(x) geschlussfolgert werden kann, und den Werten der
Schätzungsunschärfe in Tabelle 3.6 gezeigt.
Bereits die Einschließung der ersten Ableitung durch Bernsteinkoeffizienten aus
einer Entwicklung mit β = 3 zeigt eine relativ gute Schätzungsunschärfe von rund 2,
die sich nach Anhebung des Entwicklungsgrades auf β = 10 auf 1,1111 verbessert.
Dieses Ergebnis ist bemerkenswert, da die Einschließung der Ableitungswerte ohne
Betrachtung der analytischen Ableitung erfolgt und bei vorhandenen Bernsteinkoef-
fizienten zum Polynom p1(x) sehr einfach gewonnen werden kann.
Polynom β [p′∗](x) [p′(B)](x) ∆[p′(B)]
p1(x) 3 [0,0000 | 6,0030] [−6,0000 | 6,0030] 1,9995
p1(x) 10 [0,0000 | 6,0030] [−0,6670 | 6,0030] 1,1111
Tab. 3.6: Vergleich von Einschließungen der ersten Ableitung des Polynoms p1
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Abb. 3.10: Darstellung des Funktionsgraphen des Polynoms p1 (schwarz), der
Ableitung (rot) und der Annäherung der Ableitung durch Bernsteinkoeffizienten
(links Grad 3, rechts Grad 10)
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3.8 Multivariate gebrochenrationale Polynome
Der Quotient zweier multivariater Polynome, bestehend aus einem Nennerpoly-
nom N(x) und einem Zählerpolynom Z(x), dargestellt in der in Definition (3.1)
vorgestellten Form, heißt multivariates gebrochenrationales Polynom:
q(x) = Z(x)
N(x) =
SZ∑
s=1
as
M∏
m=1
xcs,mm
SN∑
s=1
bs
M∏
m=1
xds,mm
,
xm ∈ [xm |xm], m = 1,2, . . . ,M.
(3.16)
Der Definitionsbereich des multivariaten gebrochenrationalen Polynoms q(x) ist der
M -Quader
[x] = [x1 |x1]× [x2 |x2]× . . .× [xM |xM ],
reduziert um die auftretenden Unstetigkeitsstellen, auf die im nächsten Abschnitt
genauer eingegangen wird. Der Zähler Z(x) besteht aus SZ Summanden, die sich aus
einem Koeffizienten as und Monomen mit den Exponenten cs,m zusammensetzen. Für
den Nenner N(x) werden die Koeffizienten mit bs und die Exponenten im Monom
mit ds,m angegeben. Es wird vorausgesetzt, dass der Nenner des gebrochenrationalen
Polynoms nicht identisch null ist. Darüber hinaus sind Zähler und Nenner des
Quotienten q(x) voneinander unabhängige Polynome mit Maximalgrad α.
Werden die Koeffizienten und Exponenten in Formel (3.16) zu Multiindizes zu-
sammengefasst, ergibt sich für das multivariate gebrochenrationale Polynom q(x)
die aus Abschnitt 3.2 bekannte Darstellung:
q(x) = Z(x)
N(x) =
α∑
ω=0
aω xω
α∑
ω=0
bω xω
. (3.17)
Nullstellen und Unstetigkeitsstellen
Ein Punkt x0 ∈ [x] heißt Nullstelle eines gebrochenrationalen Polynoms, falls gilt:
q(x0) = 0. Für eine Nullstelle gilt Z(x0) = 0, N(x0) 6= 0.
Ist ein Punkt xU ∈ [x] Nullstelle des Nennerpolynoms (N(xU) = 0), dann wird
dieser als Polstelle bzw. allgemein als Unstetigkeitsstelle bezeichnet. In diesem
Punkt ist das gebrochenrationale Polynom nicht definiert und es kann folglich
kein Funktionswert q(xU) bestimmt werden. Es wird darauf hingewiesen, dass bei
multivariaten gebrochenrationalen Polynomen Unstetigkeitsstellen nicht nur als
isolierte Punkte auftreten. Wie das folgende Beispiel anhand von Unstetigkeitsstellen
entlang einer Kreislinie deutlich macht, können alle Punkte auf einer Geraden, einem
Flächenstück usw. Unstetigkeitsstellen sein.
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Beispiel 3.10: Die in Abbildung 3.11 gezeigte Funktion q(x,y) = (x2 + y2 − 1)−1
aus [Fic79], S. 342, besitzt Unstetigkeitsstellen für alle Punkte auf einem Kreis
mit Mittelpunkt (0 | 0) und Radius 1. Dieser Kreis ist in der Abbildung in Rot
gekennzeichnet.
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Abb. 3.11: Darstellung des gebrochenrationalen Polynoms q(x,y) = (x2 + y2 − 1)−1
im Bereich [−2 | 2]2 (die Funktionswerte des Polynoms wurden in der Darstellung
begrenzt)
3.9 Intervalleinschließung des Wertebereichs
gebrochenrationaler Polynome
In diesem Abschnitt soll die Aussage des Satzes 3.1 auf Berechnungen von Einschlie-
ßungen des Wertebereichs multivariater gebrochenrationaler Polynome erweitert
werden. Anhand des Beispiels 3.10 wird klar, dass eine Abschätzung des Wertebe-
reichs nicht in jedem Fall möglich ist: Tritt innerhalb des Definitionsbereichs des
gebrochenrationalen Polynoms eine Unstetigkeitsstelle auf, muss davon ausgegangen
werden, dass Funktionswerte im Bereich (−∞| +∞) angenommen werden. (Je nach
Art der Funktion kann auch nur eine Grenze des Intervalls betragsmäßig unendlich
werden.)
Die erste Aussage dieses Abschnitts zur Berechnung von Einschließungen des Wer-
tebereichs multivariater gebrochenrationaler Polynome wurde aus den Regeln der
erweiterten Intervallarithmetik entwickelt. Um der Besonderheit der Unstetigkeits-
stellen Rechnung zu tragen, muss die Abschätzung für den Wertebereich zunächst
getrennt für Zähler und Nenner erfolgen.
Satz 3.7 (Schranken für den Wertebereich gebrochenrationaler Polynome): Gegeben
seien ein über dem Einheitswürfel [0 | 1]M definiertes multivariates gebrochenrationa-
les Polynom q(x) mit Maximalgrad α in der Darstellung (3.17) sowie die zugehörigen
Bernsteinkoeffizienten des Zähler- und Nennerpolynoms zν,β bzw. nν,β mit β ≥ α.
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Mit den Abkürzungen
zmin = min0≤ν≤β zν,β,
zmax = max0≤ν≤β zν,β,
nmin = min0≤ν≤β nν,β,
nmax = max0≤ν≤β nν,β
gelten folgende Aussagen:
a) Ist für die Bernsteinkoeffizienten des Nennerpolynoms nmax < 0 oder nmin > 0
erfüllt, dann existiert eine Einschließung für die exakten Grenzen des Werte-
bereichs von q(x) durch
[q∗]([0 | 1]M) ⊆
[
min
{
zmin
nmin
,
zmax
nmin
,
zmin
nmax
,
zmax
nmax
}
| max
{
zmin
nmin
,
zmax
nmin
,
zmin
nmax
,
zmax
nmax
}]
.
b) Besitzt der Nenner eine Nullstelle, ist nicht identisch 0 ([nmin |nmax] 6= [0 | 0])
und ist der Zähler frei von Nullstellen mit zmin > 0, so gilt:
[q∗]([0 | 1]M) ⊆

[
zmin
nmax
| +∞
]
, wenn nmin = 0,[
−∞| zmin
nmin
]
∪
[
zmin
nmax
| +∞
]
, wenn nmin < 0 < nmax,[
−∞| zmin
nmin
]
, wenn nmax = 0.
c) Besitzt der Nenner eine Nullstelle, ist aber nicht identisch 0 ([nmin |nmax] 6=
[0 | 0]) mit zmax < 0, so gilt:
[q∗]([0 | 1]M) ⊆

[
−∞| zmax
nmax
]
, wenn nmin = 0,[
−∞| zmax
nmax
]
∪
[
zmax
nmin
| +∞
]
, wenn nmin < 0 < nmax,[
zmax
nmin
| +∞
]
, wenn nmax = 0.
Die erhaltene Intervalleinschließung werde im Folgenden mit [q(I)] bezeichnet. Trifft
keiner der drei genannten Fälle ein, gilt [q(I)] = [−∞|∞].
Beweis. Nach Satz 3.1 existieren folgende Einschließungen für Zähler- und Nenner-
polynom von q(x) über dem Einheitswürfel [0 | 1]M :
[Z∗]([0,1]M) ⊆ [zmin | zmax],
[N∗]([0,1]M) ⊆ [nmin |nmax].
62
Intervalleinschließung des Wertebereichs gebrochenrationaler Polynome
Die Aussage a) des obigen Satzes kann direkt aus der Divisionsregel der Intervall-
arithmetik (siehe Abschnitt 2.1.1), angewandt auf die Einschließungen des Zählers
und Nenners, geschlussfolgert werden.
Die Aussage b) resultiert aus den Regeln der erweiterten Intervallarithmetik:
Dazu wird zunächst der Quotient (1/[nmin |nmax]) bestimmt. Da der Zähler nur
positive reelle Werte annimmt, werden nach der Multiplikation des eben berechneten
Quotienten mit [zmin | zmax] keine zusätzlichen uneigentlichen Grenzen erzeugt und
die aufgeführte Fallunterscheidung anhand der Intervallgrenzen des Nenners kann
abgeleitet werden.
Die Voraussetzung von Aussage c) garantiert negative Werte des Zählers. Analog
zu Aussage b) ergibt sich eine Einschließung in Form einer Fallunterscheidung anhand
der Intervallgrenzen des Nenners.
Eine weitere Möglichkeit zur Berechnung von Einschließungen multivariater ge-
brochenrationaler Polynome wird in [Gar12] diskutiert. Darin findet sich auch die
Aussage a) des Satzes 3.7. Erst kürzlich wurde in der Literatur ([Nar12]) ein Ansatz
veröffentlicht, der bei einem Nennerpolynom ohne Nullstelle eine Wertebereichs-
einschließung auf Basis von Quotienten der Bernsteinkoeffizienten des Zähler- und
Nennerpolynoms umsetzt. Der folgende Satz stellt somit ein Analogon zum Satz 3.1
für gebrochenrationale Polynome dar. Im Gegensatz zum eben bewiesenen Satz muss
allerdings eine Nullstelle des Nenners ausgeschlossen werden. Daher wird empfohlen,
zunächst die Bernsteinkoeffizienten getrennt für Zähler und Nenner zu berechnen
und dann in Abhängigkeit vom Auftreten einer Nullstelle Satz 3.7 oder Satz 3.8 für
die Berechnung einer Einschließung zu verwenden.
Satz 3.8 (Wertebereichsschranken für multivariate gebrochenrationale Polynome aus
Quotienten von Bernsteinkoeffizienten ([Nar12])): Für ein über dem Einheitswürfel
[0 | 1]M definiertes multivariates gebrochenrationales Polynom q(x) mit Maximalgrad
α in der Darstellung (3.17) und den zugehörigen Bernsteinkoeffizienten des Zähler-
und Nennerpolynoms zν,β bzw. nν,β (β ≥ α) gelte, dass alle Bernsteinkoeffizienten
nν,β das gleiche Vorzeichen besitzen und verschieden von 0 sind. Unter diesen
Voraussetzungen lässt sich eine Einschließung [q(B)] für den Wertebereich von q(x)
durch
[q∗]([0 | 1]M) ⊆
[
min
0≤ν≤β
zν,β
nν,β
| max
0≤ν≤β
zν,β
nν,β
]
= [q(B)]([0 | 1]M)
berechnen.
Beweis. Da alle Bernsteinkoeffizienten nν,β das gleiche Vorzeichen haben und un-
gleich 0 sind, besitzt das Nennerpolynom N(x) keine Nullstelle. Ohne Beschränkung
der Allgemeinheit wird der Fall eines Nennerpolynoms mit positiven Bernsteinkoeffi-
zienten betrachtet (nν,β > 0, 0 ≤ ν ≤ β) und das Maximum über alle Quotienten
von Bernsteinkoeffizienten mit K bezeichnet:
K = max
0≤ν≤β
zν,β
nν,β
.
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Die Bernsteinkoeffzienten sν,β des Polynoms S(x) = Z(x)−K N(x) ergeben sich
als
sν,β = zν,β −K nν,β, 0 ≤ ν ≤ β,
und können durch die Konstruktion von S(x) nicht positiv sein. Damit gilt mit
Hilfe von Satz 3.1: S(x) ≤ max0≤ν≤β sν,β ≤ 0 ∀ x ∈ [0 | 1]M . Daraus lässt sich
schlussfolgern
S(x)
N(x) = q(x)−K ≤ 0 ∀ x ∈ [0 | 1]
M
bzw.
q(x) ≤ K = max
0≤ν≤β
zν,β
nν,β
∀ x ∈ [0 | 1]M .
In [Nar12] wird erläutert, dass die Eckeneigenschaft (Satz 3.2) auch für die
Einschließung von multivariaten gebrochenrationalen Polynomen mit Hilfe des eben
gezeigten Satzes gültig ist. Die convex hull property (vgl. Beziehung (3.9)) lässt sich
dagegen nicht übertragen.
Beispiel 3.11: Die beschriebenen Methoden zur Erzeugung von Schranken für den
Wertebereich multivariater gebrochenrationaler Polynome sollen an zwei Beispielen
demonstriert werden. Für diesen Zweck wurden die beiden Polynome ausgewählt,
die in Abbildung 3.12 dargestellt sind.
Polynom q1(x):
Als erstes Beispiel dient das univariate gebrochenrationale Polynom q1(x) mit maxi-
malem Polynomgrad 6:
q1(x) =
531x6 − 1564x5 + 1737x4 − 908x3 + 229x2 − 25x
5x4 − 12x3 + 11x2 − 4x+ 1 , x ∈ [0 | 1].
Polynom q2(x,y):
Das bivariate Polynom q2 besitzt einen Maximalgrad von 4 bezüglich der Variablen
x und y:
q2(x,y) =
−25x2 y2 + 12x2 + 25 y2
9− 2 y4 − x3 y + 25x4 y4 , x, y ∈ [0 | 1]
Tabelle 3.7 zeigt für die beiden gebrochenrationalen Polynome q1 und q2 jeweils
die minimale Einschließung (diese wurde mit einem deterministischen Optimierungs-
verfahren (siehe Kapitel 4) ermittelt), die Einschließung [q(I)] durch Anwendung von
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Abb. 3.12: Darstellung der gebrochenrationalen Polynome q1(x) und q2(x,y)
Satz 3.7 sowie die Einschließung [q(B)] nach Satz 3.8. Für die Entwicklung in Bern-
steinpolynome wurden die Grade β = 15 für q1 bzw. β = (4,4)τ für q2 eingesetzt. Es
traten für beide Polynome keine Polstellen über dem Einheitswürfel auf. Zusätzlich
wird für beide Einschließungen die zugehörige Schätzungsunschärfe angegeben. Alle
Werte wurden mit einer Genauigkeit von vier Nachkommastellen berechnet.
Polynom β [q∗](x) [q(I)](x) ∆q(I) [q(B)](x) ∆q(B)
q1(x) 15 [−1,6254 | 0,0000] [−3,6230 | 1,4745] 3,1362 [−2,5420 | 0,9893] 2,1726
q2(x,y) (4,4) [0,000 | 3,5714] [0,000 | 3,7037] 1,0370 [0,000 | 3,5714] 1,0000
Tab. 3.7: Vergleich von Einschließungen des Wertebereichs am Beispiel der gebro-
chenrationalen Polynome q1(x) und q2(x,y)
Für das gebrochenrationale Polynom q2(x,y) erzeugen beide untersuchten Verfah-
ren Einschließungen mit einer sehr guten Schätzungsunschärfe. Am Beispiel des stark
oszillierenden univariaten gebrochenrationalen Polynoms q1(x) ist dagegen im Ver-
gleich zur Einschließung [q(I)] eine geringere Überschätzung der Einschließung [q(B)]
zu beobachten, die mit 2,1726 aber immer noch recht groß ist. Der Rechenaufwand
für beide betrachteten Einschließungsverfahren ist nahezu identisch.
3.10 Der Spezialfall multilinearer gebrochenrationaler
Polynome
Multivariate gebrochenrationale Polynome mit einem Maximalgrad α ≤ 1 hei-
ßen multilineare gebrochenrationale Polynome. Die allgemeine Darstellung eines
gebrochenrationalen Polynoms aus (3.16) kann dann so vereinfacht werden, dass
die Exponenten cs,m bzw. ds,m nur die Werte null oder eins annehmen. Für diese
Funktionsfamilie lassen sich spezielle Aussagen für die Schranken des Wertebereichs
treffen, die im Rahmen dieser Arbeit entwickelt wurden und im Folgenden vorgestellt
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werden (vgl. [Stö10], S. 53f.). Nach einem Lemma wird zunächst eine Aussage über
multilineare Polynome hergeleitet, die dann auf multilineare gebrochenrationale
Polynome übertragen wird.
Lemma 3.1: Eine quadratische, symmetrische Matrix A ∈ RM×M , deren Diagonal-
elemente gleich null sind und die zumindest einen von null verschiedenen Eintrag
besitzt, ist indefinit.
Kurz: A ∈ RM×M , A = Aτ , A = (ai,j)Mi,j=1, mit ai,i = 0, i = 1,2, . . . ,M und A 6= 0
⇒ A indefinit.
Beweis. Es wird der Satz von Sylvester (siehe [Gan86], S. 57) verwendet, der für
symmetrische Matrizen die Analyse der Definitheit über die Betrachtung von De-
terminanten der Hauptminoren (Hauptabschnittsdeterminanten) ermöglicht. Die
Hauptminoren der Größe eins entsprechen den Elementen der Hauptdiagonale der
Matrix A. Laut Voraussetzung sind diese alle gleich null und somit kann A weder
positiv definit noch negativ definit sein.
Um auch die Semidefinitheit der Matrix auszuschließen und die Indefinitheit
nachzuweisen, ist es erforderlich, alle Determinanten der Minoren der Hessematrix
zu analysieren (siehe [Swa73]). Aus der Betrachtung der Minoren der Dimension zwei,
deren Hauptdiagonalenelemente mit den Hauptdiagonalenelementen der Matrix A
übereinstimmen, resultiert die folgende Darstellung mit Indizes i, j = 1,2, . . . ,M
und j > i:
det
(
ai,i ai,j
aj,i aj,j
)
= det
(
0 ai,j
aj,i 0
)
= −a2i,j ≤ 0.
Da zumindest ein Element ai,j der Matrix verschieden von null ist, existiert ein
Minor, dessen Determinante negativ ist. Mit dem Satz von Sylvester folgt, dass die
Matrix nicht positiv oder negativ semidefinit sein kann. Demzufolge ist A indefinit.
Enthält die Matrix A nur Nulleinträge, dann ist sie sowohl positiv als auch negativ
semdefinit.
Satz 3.9 (Extremstellen multilinearer Polynome): Es sei ein multilineares Polynom
p(x) : RM 7→ R in Darstellung (3.1) gegeben.
Ist das Polynom p(x) nicht konstant, so besitzt es keine lokalen Extremstellen.
Ist das Polynom p(x) über einem M -Quader [x] = [x1 |x1] × [x2 |x2] × . . . ×
[xM |xM ] definiert, dann werden die minimalen und maximalen Funktionswerte in
den Eckpunkten der zulässigen Menge angenommen.
Beweis. Ist das betrachtete Polynom konstant (p(x) = c ∈ R), ist jeder Punkt eine
lokale Extremstelle und somit sind auch die Eckpunkte desM -Quaders Extremstellen.
Daher wird im Folgenden angenommen, dass das Polynom nicht konstant ist und
stationäre Punkte besitzt. Die nachfolgenden Betrachtungen der Hessematrix zeigen,
dass es sich bei den extremwertverdächtigen Punkten nicht um Minima oder Maxima
handeln kann und somit keine lokalen Extrema vorliegen.
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Es sei x0 ein stationärer Punkt der Funktion p(x):
∇p(x0) = (px1(x0),px2(x0), . . . ,pxn(x0))τ = 0.
Für die zweiten partiellen Ableitungen des Polynoms p im Punkt x0 bezüglich der
Variablen xm gilt:
∂2p(x0)
∂x2m
= pxm,xm(x0) = 0.
Damit sind alle Einträge auf der Hauptdiagonalen der Hessematrix des Polynoms p
im Punkt x0 gleich null. Ist zumindest ein Element der Hessematrix ungleich null,
kann Lemma 3.1 angewandt werden und es folgt die Indefinitheit der Hessematrix.
In diesem Fall ist x0 ein Sattelpunkt.
Ist die Hessematrix im Punkt x0 die Nullmatrix, so ist das Polynom p kon-
stant, denn laut Voraussetzung ist auch der Gradient im Punkt x0 gleich null und
alle höheren Ableitungen sind ebenfalls null. Somit können lokale Extremstellen
ausgeschlossen werden.
Für den zweiten Teil des Satzes gilt die Annahme, dass der Definitionsbereich
des Polynoms einem M -Quader entspricht. Durch den Satz von Weierstraß wird
garantiert, dass reellwertige stetige Funktionen über einer kompakten Menge ihre
Extremwerte annehmen. Nach dem Ausschluss des Inneren des M -Quaders anhand
der vorangegangenen Erkenntnisse muss die Suche auf dem Rand der zulässigen
Menge fortgesetzt werden. Dazu werden zwei Teilprobleme betrachtet: Eine beliebige
Variable xm wird auf den Wert der linken bzw. rechten Grenze (xm und xm) gesetzt.
Dadurch entstehen zwei Polynome p˜1 und p˜2 mit einer um eins reduzierten Anzahl
an Variablen. Die erzeugten Polynome sind entweder konstant oder erfüllen alle
Voraussetzungen des Satzes, so dass sie keine lokalen Extremstellen besitzen. Induktiv
wird die Ersetzung von Variablen durch die linke bzw. rechte Grenze fortgeführt,
bis die Teilprobleme konstanten Polynomen entsprechen. Es verbleiben die Ecken
der zulässigen Menge, unten denen sich schließlich die Ecken mit minimalem bzw.
maximalem Funktionswert befinden.
Satz 3.10 (Wertebereich gebrochenrationaler multilinearer Polynome): Es sei ein
gebrochenrationales multilineares Polynom q(x) = Z(x)
N(x) : R
M 7→ R in Darstellung
(3.16) gegeben.
Ist das gebrochenrationale Polynom q(x) nicht konstant, so besitzt es keine lokalen
Extremstellen.
Das gebrochenrationale Polynom q(x) sei über einem M -Quader [x] = [x1 |x1]×
[x2 |x2] × . . . × [xM |xM ] definiert und erfülle die Bedingung, dass die Wertebe-
reichsgrenzen des Nenners, minx∈[x]N(x) und maxx∈[x]N(x), ungleich null sind
und das gleiche Vorzeichen besitzen. Dann werden die minimalen und maximalen
Funktionswerte in den Eckpunkten der zulässigen Menge angenommen.
Beweis. Für die partielle Ableitung bezüglich der Variablen xm wird im Folgenden die
Notation qxm und für die zweifache partielle Ableitung die verkürzende Schreibweise
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qxm,xn genutzt. Auf gleiche Weise werden auch die partiellen Ableitungen der Zähler-
und Nennerfunktion beschrieben.
Für die partiellen Ableitungen des Polynoms q(x) mit Zxm,xm = Nxm,xm ≡ 0 ergibt
sich:
qxm =
ZxmN − ZNxm
N2
,
qxm,xn =
Zxm,xnN
2 − ZNxm,xnN − ZxmNxnN − ZxnNxmN + 2ZNxmNxn
N3
.
Insbesondere gilt für
qxm,xm =
−2Nxm(ZxmN − ZNxm)
N3
= −2Nxm
N
qxm . (3.18)
x0 sei ein stationärer Punkt der Funktion q(x):
∇q(x0) = (qx1(x0),qx2(x0), . . . ,qxn(x0))τ = 0.
Aus Gleichung (3.18) folgt, dass dann auch qxm,xm(x0) = 0 gilt. Die Elemente der
Hauptdiagonale der Hessematrix der Funktion q(x) in einem stationären Punkt
sind daher alle 0. Existiert mindestens ein von null verschiedenes Element der
Hessematrix, zeigt Lemma 3.1, dass H(x0) indefinit und damit der Punkt x0 keine
lokale Extremstelle der Funktion q ist. Daher sei also die Hessematrix gleich der
Nullmatrix. Da die höheren Ableitungen des gebrochenrationalen Polynoms q stets
aus Summen von Vielfachen niederer partieller Ableitungen bestehen, sind sie
ebenfalls null. Folglich ist das Polynom konstant. Da diese Eigenschaft in der
Voraussetzung ausgeschlossen wurde, ist der erste Teil der Aussage bewiesen.
Der zweite Teil der Aussage des Satzes entspricht dem Beweis des Satzes 3.9 zu
multilinearen Polynomen. Da es keine lokalen Extremstellen im Inneren des M -
Quaders gibt, müssen die Extrempunkte auf dem Rand des M -Quaders liegen. Nach
der Untersuchung aller Facetten desM -Quaders stellt sich heraus, dass die minimalen
und maximalen Funktionswerte nur in seinen Eckpunkten liegen können.
Für den Sonderfall multilinearer gebrochenrationaler Polynome lässt sich – sofern
keine Unstetigkeitsstellen auftreten – der Wertebereich über einem M -Quader also
sogar exakt bestimmen, indem alle Ecken der zulässigen Menge untersucht werden.
Für kleine Variablenanzahlen ist dieses Vorgehen gut umsetzbar. Steigt die Dimension
M des Urbildraumes jedoch an, nimmt die Anzahl an Ecken mit 2M ebenfalls stark
zu und der Aufwand zur Bestimmung des Wertebereichs vergrößert sich.
3.11 Zusammenfassung
In diesem Kapitel wurden Methoden zur Berechnung von Intervalleinschließungen des
Wertebereichs multivariater ganz- und gebrochenrationaler Polynome beschrieben.
Dies sind in erster Linie Verfahren, die unter Zuhilfenahme der Transformation von
Polynomen in die Basis der Bernsteinpolynome die gewünschten Ergebnisse entstehen
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lassen. Diese Methodik wurde ausgewählt, da sie einerseits Wertebereichseinschlie-
ßungen mit einer im Vergleich zu anderen Methoden kleineren Schätzungsunschärfe
erzeugt (siehe [Gar05]) und andererseits die Berechnung der gewünschten Einschlie-
ßungen mit einem relativ geringen Rechenaufwand möglich ist. Darüber hinaus
hebt sich das Verfahren dadurch von anderen ab, dass die bestimmten Schranken
iterativ weiter verbessert werden können, indem der Grad der betrachteten Basis
der Bernsteinpolynome erhöht wird. Schließlich kann mit Hilfe der Eckeneigenschaft
(Satz 3.2) sogar festgestellt werden, ob eine minimale Intervalleinschließung bestimmt
wurde.
Neben den vorgestellten Methoden existieren weitere Ansätze, die meist für
univariate Polynome formuliert werden und um den Hinweis auf die mögliche
Erweiterung auf multivariate Polynome ergänzt sind. Stellvertretend sollen hier
[Rok77], [Gar12] und [Ala85] genannt werden.
3.11.1 Anwendungen
Polynome stellen die in der Praxis vielleicht am häufigsten verwendete Familie
von Funktionen dar. Sie sind die Basis der Beschreibungen von Zusammenhän-
gen in Natur- und Wirtschaftswissenschaften, werden zur Interpolation komplexer
Abhängigkeiten genutzt und treten in Form der empirischen Beschreibung realer
Phänomene auf.
In vielen Fällen werden Polynome über einem Hyperquader definiert. Einschließun-
gen ihrer Funktions- und Ableitungswerte liefern Hinweise auf wichtige Eigenschaften
der Funktionen und können dabei – von vereinzelten Ausnahmen abgesehen – in
deutlich geringerer Zeit bestimmt werden als exakte Wertebereichsgrenzen.
Die Einsatzmöglichkeiten von Intervalleinschließungen für multivariate Polynome
sind vielfältig. Beispielhaft sollen die Bestimmung von Nullstellen einer Funktion
oder eines polynomialen Gleichungssystems (vgl. [Gar01]) und der Einsatz im Rah-
men der globalen Optimierung einer Funktion (siehe Kapitel 4) angeführt werden. In
Kapitel 5 wird eine Anwendung aus dem Entwicklungsprozess neuer Fahrzeuggetriebe
thematisiert. Davon abgesehen spielt die Wertebereichseinschließung von Polynomen
bei Anwendung der Taylorentwicklung (siehe Abschnitt 2.3.3) eine Rolle: Bei der
Approximation einer analytischen Funktion durch eine Potenzreihe in Gestalt der
Taylorformel besteht die Aufgabe, eine möglichst genaue Einschließung für die ent-
standene Beschreibung zu finden. Für diese Aufgabe kommt die Intervalleinschließung
durch Analyse von Bernsteinkoeffizienten zum Einsatz (vgl. [Nat03]).
3.11.2 Implementierungen durch den Autor der Arbeit
Die im Abschnitt 2.5.3 vorgestellte Bibliothek zu Algorithmen der Intervallarith-
metik wurde vom Autor um Methoden zur Berechnung von Einschließungen für
multivariate ganz- und gebrochenrationale Polynome erweitert. Die Familie der
ganz- und gebrochenrationalen Polynome gliedert sich als Funktionsbaustein in die
bestehende Struktur ein, so dass eine Verknüpfung mit anderen Funktionen möglich
ist. So werden Untersuchungen zu kombinierten Funktionen wie sin(x1 x2 − x1)
69
3 Intervalleinschließungen des Wertebereichs multivariater Polynome
möglich. Die in diesem Kapitel erläuterten Verfahren zur Bestimmung von Einschlie-
ßungen wurden vollständig umgesetzt, und sämtliche grafischen Darstellungen und
numerischen Resultate dieses Kapitels wurden damit erzeugt.
Insbesondere wurde für die Bestimmung der Bernsteinkoeffizienten eine ausgefeilte
Implementierung zur schnellen Ermittlung umgesetzt. Dabei flossen die Hinweise
zur effizienten Berechnung aus [Smi09] und [Garc02] in die Programmierung ein.
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4 Globale Optimierung durch Anwendung
von Branch-and-Bound-Strategien
4.1 Allgemeine Problemstellung
In diesem Kapitel wird die globale Minimierung einer stetigen reellwertigen Funktion
f : Df ⊆ RM 7→ R unter Nebenbedingungen verfolgt. Das zugrunde liegende
Optimierungsproblem wird mit der Abkürzung (GROP), stellvertretend für globales
restringiertes Optimierungsproblem, bezeichnet.
f(x)→ min
u. d. B. gr(x) ≤ 0, r = 1,2, . . . ,R
xm ≤ xm ≤ xm, m = 1,2, . . . ,M
x = (x1,x2, . . . ,xM)τ ∈ RM
(4.1)
Die Funktionen gr(x), r = 1,2, . . . ,R, stehen für Ungleichheitsnebenbedingungen,
die zusammen mit den Intervallrestriktionen der auftretenden Variablen die Menge
der zulässigen Punkte S bilden:
S =
{
x ∈ Df ⊆ RM mit
gr(x) ≤ 0, r = 1,2, . . . ,R,
xm ≤ xm ≤ xm, m = 1,2, . . . ,M
}
.
(4.2)
Ein Element von S soll zulässiger Punkt genannt werden. Mit xm und xm werden
die Intervallgrenzen der Variablen xm (m = 1,2, . . . ,M) bezeichnet, deren Zusam-
menfassung zu einem Intervallvektor [x](0) einen M -Quader aufspannt:
[x](0) = [x1 |x1]× [x2 |x2]× . . .× [xM |xM ]. (4.3)
Es wird im Folgenden vorausgesetzt, dass diese Intervallgrenzen für jede Variable
bekannt sind. Zusätzliche Nebenbedingungen gr(x) müssen jedoch nicht zwingend
vorgegeben werden.
Für die Funktionen f(x) und gr(x) wird zunächst nur die Stetigkeit gefordert. In
besonderen Fällen wird zusätzlich deren Differenzierbarkeit vorausgesetzt. Besteht
eine solche Anforderung an die Funktionen, wird darauf gesondert hingewiesen. Auf
die Maximierung der Funktion f wird im Folgenden nicht näher eingegangen, da
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diese Aufgabe durch die Minimierung der Funktion −f gelöst werden kann.
Die Funktion f kann mehrere lokale Minima besitzen. Eine Herausforderung
besteht darin, in der Menge der zulässigen Punkte S das Minimum mit dem kleinsten
Funktionswert f ∗ zu identifizieren:
f ∗ = inf{f(x), x ∈ S}.
Der Wert von f ∗ heißt globales Minimum bzw. globales Optimum. Als globale Opti-
mierung soll die Aufgabe bezeichnet werden, den Wert von f ∗ und die Menge
L = {x ∈ S, f(x) = f ∗}
der Punkte zu finden, in denen dieser globale Minimalwert angenommen wird. Die
als Lösungsmenge bezeichnete Menge L kann leer sein, aus einem oder mehreren
Punkten bestehen oder unter Umständen sogar unendlich viele Elemente enthalten.
Diese Elemente werden Optimalstellen genannt.
Die in diesem Kapitel beschriebenen Verfahren sind darauf ausgelegt, automa-
tisiert auf einem Rechner abzulaufen. Aufgrund der begrenzten Genauigkeit bei
der Darstellung und Berechnung reeller Zahlen mit dem Rechner können die glo-
balen Minima in der Regel nicht exakt ermittelt werden. Als Lösung der globalen
Optimierung ergibt sich eine Menge von Punkten Lε, die eine Approximation der
Lösungsmenge L bildet.
Die Menge Lε wird durch eine endliche Vereinigung von M -Quadern in Form von
Intervallvektoren [x](i) ⊆ [x](0) gebildet, deren Durchmesser unter einer vorgegebenen
Schranke von εx liegt:
Lε = {[x](i), i = 1,2, . . . ,|Lε|}, [x](i) ⊆ [x](0),
mit w([x](i)) < εx, i = 1,2, . . . ,|Lε|.
(4.4)
Die Elemente von Lε schließen die Punkte der Lösungsmenge L mit einem maximalen
Abstand von εx ein:
∀x∗ ∈ L ∃ [x](i) ∈ Lε mit x∗ ∈ [x](i). (4.5)
Der Wert von εx kann als Schranke für die Genauigkeit bzw. für die maximale
Abweichung der erhaltenen Lösung von der optimalen Lösung verstanden werden.
Daher wird auch von ε-exakter Optimierung gesprochen. In Abschnitt 4.2.1 wird
eine weitere Genauigkeitsschranke eingeführt und die Auswirkung dieser Größen auf
die Lösungsmenge eines Algorithmus zur globalen Optimierung diskutiert.
Die Schwierigkeit bei der Lösung des vorgestellten Optimierungsproblems besteht
darin sicherzustellen, dass die Bedingung (4.5) erfüllt und somit alle Elemente der
zulässigen Menge mit optimalem Zielfunktionswert durch die Menge Lε approximiert
werden. Gleichzeitig besteht die Anforderung, eine möglichst enge Einschließung
durch die M -Quader der Menge Lε zu finden, wie es Beziehung (4.4) beschreibt.
Im folgenden Abschnitt wird eine deterministische Methode vorgestellt, die diese
Aufgabe durch eine iterative Zerlegung des Ausgangsquaders [x](0) löst.
72
Allgemeine Problemstellung
4.1.1 Vorstellung und Einordnung der Methodik der
Branch-and-Bound-Suche
Die Grundidee von Branch-and-Bound wurde 1960 von A.H. Land und A.G. Doig
in [Lan60] als Methode zur Lösung diskreter Optimierungsprobleme veröffentlicht.
Diese Optimierungsstrategie wurde auf Optimierungsprobleme mit kontinuierlichen
Variablen übertragen (siehe z. B. [Moo66]). Die wesentlichen Bestandteile der Me-
thode sind in beiden Anwendungsfällen enthalten und werden im Folgenden kurz
vorgestellt:
Branching – die Verzweigung: Dieser Schritt steht für die Zerlegung eines Problems
in mehrere Teilprobleme mit dem Ziel, das komplexere Problem in einfacher
zu lösende Aufgaben zu teilen. Die iterative Zerlegung kann gut in einer
Baumstruktur abgebildet werden.
Bounding – die Beschränkung: Für jedes Teilproblem wird eine untere Schranke für
den minimalen Zielfunktionswert bestimmt. Diese Schranke wird meist über
eine Relaxation berechnet: Durch das Entfallen von Nebenbedingungen an das
Teilproblem ergibt sich ein leichter zu lösendes Ersatzproblem, dessen optimale
Lösung stets kleiner oder gleich der des Ausgangsproblems ist. Zusätzlich
wird eine beste obere Schranke des minimalen Zielfunktionswertes über alle
Teilprobleme gespeichert. Liegt die untere Schranke eines Teilproblems über
dieser oberen Schranke, kann das Teilproblem keine optimale Lösung enthalten.
Folglich muss es nicht weiter untersucht werden und kann von der weiteren
Suche ausgeschlossen werden.
Werden alle Teilprobleme maximal zerlegt, entspricht das Branch-and-Bound-Ver-
fahren bei Optimierungsproblemen mit ausschließlich diskreten Variablen der voll-
ständigen Enumeration. Von diesem Extremfall sollte der Ablauf möglichst weit
entfernt sein. Um die optimale Lösung schnell zu isolieren, wird angestrebt, eine
große Anzahl an Teilproblemen möglichst frühzeitig von der Suche auszuschließen.
Anwendung der Branch-and-Bound-Suche auf Optimierungsprobleme mit
kontinuierlichen Variablen
Im Fall der diskreten Optimierung kann der Verzweigungsschritt in der Branch-and-
Bound-Suche direkt über die einzelnen (diskreten) Werte der Variablen erfolgen. Bei
kontinuierlichen Variablen wird eine schrittweise Zerlegung der Definitionsbereiche
der Variablen durchgeführt. Auf diese Weise ist eine Branch-and-Bound-Suche
durch die iterative Zerlegung der zulässigen Menge S möglich. Die entstehenden
Teilprobleme werden analog zur Optimierung mit diskreten Variablen hinsichtlich
eines möglichen Ausschlusses von der weiteren Optimierung untersucht. Mit Hilfe
von Schranken für den minimalen Zielfunktionswert des Optimierungsproblems
wird entschieden, ob sich globale Minima im Teilbereich befinden können. Ist dies
nicht der Fall, muss der Teilbereich für die weitere Suche nach Optima nicht weiter
berücksichtigt werden. Neben dieser klassischen Methode zum gezielten Ausschluss
von Teilmengen der zulässigen Menge können auch zusätzliche Überprüfungen, wie
z. B. die Untersuchung von Nebenbedingungen, zum Aussortieren von Teilbereichen
führen.
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Die zulässige Menge wird reduziert, bis die Genauigkeitsschranke εx für alle ver-
bliebenen Teilbereiche erreicht wird. Die Elemente der Teilbereiche bilden schließlich
die Approximation Lε der Lösungsmenge L. Dieses Vorgehen kann auch auf Optimie-
rungsprobleme mit sowohl diskreten als auch nicht diskreten Variablen angewendet
werden.
In der Art der Zerlegung der zulässigen Menge liegt eine hohe Anzahl an Freiheits-
graden verborgen, die neben der Qualität der Schranken im Schritt des Beschränkens
die Konvergenz des Optimierungsprozesses beeinflusst (siehe [Ray10]). Ausgehend
von einem M -Quader, der alle zulässigen Punkte enthält, lassen sich folgende Frei-
heiten für die Teilung ableiten ([Ray10], [Nat03], [Zet98]):
Geometrie der Teilprobleme: Grundsätzlich kann der beschriebene M -Quader auf
beliebige Weise in Teile zerlegt werden. In der Literatur wird jedoch stets die
achsenparallele Zerlegung beschrieben. Dieses Vorgehen erzeugt Teilprobleme
aus Punktmengen, die selbst wieder Quader bilden.
Auswahl eines Teilproblems: Im Verlauf der Suche entstehen eine Vielzahl an Teilpro-
blemen, die weiter verzweigt werden müssen. Es existieren mehrere Ansätze zur
Bestimmung einer Reihenfolge für die weitere Bearbeitung der Teilprobleme.
Auswahl einer Variablen: In jedem Verzweigungsschritt kann eine beliebige Variable
ausgewählt werden, in deren zugehöriger Raumrichtung der M -Quader der
zulässigen Punkte geteilt wird. Eine gleichzeitige Zerlegung bezüglich mehrerer
Raumrichtungen ist denkbar, wird aber derzeit nicht eingesetzt.
Anzahl der erzeugten Teilprobleme: Ist eine Variable für die Zerlegung fixiert, kann
der zugehörige Definitionsbereich an einer oder mehreren Stellen geteilt werden.
Position der Teilung: Zusätzlich besteht ein Freiheitsgrad in der Position der Teilung.
4.1.2 Branch-and-Bound-Suche im Vergleich zu anderen
Optimierungsverfahren
In der folgenden Übersicht werden Eigenschaften aufgelistet, durch die sich die
Branch-and-Bound-Suche auszeichnet. Eine Diskussion der aufgeführten Punkte
anhand eines Algorithmus zur globalen Optimierung wird in Abschnitt 4.5.1 vorge-
nommen.
Globale Optimierung: Unter Einhaltung der vorgegebenen Genauigkeit εx sind nach
Abschluss der Branch-and-Bound-Suche die globalen Minima bekannt oder es
konnte durch das Verfahren nachgewiesen werden, dass keine Lösung existiert
(dies kann beispielsweise der Fall sein, wenn die zulässige Menge leer ist oder
der Zielfunktionswert durch Auftreten einer Polstelle (siehe Abschnitt 3.8)
beliebig klein werden kann).
Exakte Suche: Durch die Branch-and-Bound-Suche werden – im Rahmen der vorgege-
benen Genauigkeit – sämtliche globalen Optima gefunden. Selbst in Extremfäl-
len mit einer unendlichen Anzahl an Punkten mit optimalem Zielfunktionswert
werden die Lösungen approximiert.
Endliche Suche: Unter sehr geringen Anforderungen an die Suche, wie z. B. der
Berücksichtigung aller Variablen bei der Teilung des Definitionsbereichs, endet
74
Allgemeine Problemstellung
die Branch-and-Bound-Suche nach einer endlichen Anzahl an Zerlegungen von
M -Quadern.
Um die für Optimierungsverfahren seltene Garantie der Approximation aller
Lösungen zu gewährleisten, muss die Korrektheit jeder ausgeführten Berechnung
sichergestellt sein. Dazu gehört auch die in Abschnitt 2.2.3 erwähnte Beachtung
von Rundungsfehlern beim Einsatz eines Rechners, der reelle Zahlen nur mit einer
eingeschränkten Genauigkeit darstellen kann. Diese Akribie bei der Berechnung
erhöht den Rechenaufwand enorm, so dass einige Verfahren zwar die Grundkonzepte
der Branch-and-Bound-Optimierung benutzen, aber den Verlust von Lösungen infolge
von Rundungsfehlern akzeptieren (siehe Abschnitt 4.5.4)
Die genannten Anforderungen an sämtliche Berechnungsschritte zeigen die enge
Verwandschaft der Optimierung durch Branch-and-Bound-Strategien zum Gebiet der
Intervallarithmetik, das in Kapitel 2 vorgestellt wurde. Die erläuterten Methoden zur
Berechnung von Einschließungen des Wertebereichs einer Funktion bilden die Grund-
lage für das in den nächsten Abschnitten beschriebene Vorgehen zur Ermittlung
globaler Optima.
Der mit dem Abschnitt 4.2.1 schrittweise eingeführte globale Optimierungsalgo-
rithmus besitzt keine stochastischen Elemente und ist daher von deterministischer
Natur. Für jeden vollzogenen Schritt kann gezeigt werden, dass keine globale Lösung
verworfen wird. Nach Abschluss des Algorithmus wurde also sicher eine Einschließung
der globalen Lösung gefunden, die den Bedingungen (4.4) und (4.5) genügt. Diese
„Garantie“ beruht auf der Korrektheit jedes ausgeführten Schrittes, wie Hansen in
[Han04], S. 237 schreibt:
“The nature of interval methods is such that it appears that they must
always converge globally. However there is no proof yet. In practise they
fail only in taking too much computing time.”
Der Einsatzbereich von Branch-and-Bound-Methoden ist bezüglich der Größe der
zu lösenden Optimierungsprobleme beschränkt. Gründe dafür sind neben dem Fluch
der Dimensionalität und dem Clustereffekt auch die Beschränkungen von Rechen-
und Speicherkapazität. Mit Hilfe des Beispiels 4.1 soll verdeutlicht werden, dass
schon bei einer relativ geringen Anzahl an Variablen eines Optimierungsproblems in
Verbindung mit einer hohen Schranke für die Genauigkeit große Anforderungen an
den ausführenden Rechner entstehen.
Fluch der Dimensionalität: Dieser Begriff wurde von Richard Bellmann im Rahmen
der Lösung von Optimalsteuerungsproblemen (siehe [Bel59]) eingeführt. Bell-
mann umschreibt damit die immense Steigerung des Aufwandes für die Lösung
eines Optimierungsproblems bei einer Erhöhung der Anzahl der Variablen.
Übertragen auf die globale Optimierung durch Branch-and-Bound-Suche wird
darunter die exponentielle Zunahme an nötigen Teilungen zum Erreichen einer
bestimmten Genauigkeit der Lösung durch die wachsende Anzahl der Variablen
des Optimierungsproblems verstanden.
Cluster-Effekt: Unter diesem Phänomen wird der Anstieg an Teilungen von M -
Quadern verstanden, der nötig ist, um das globale Optimum mit einer be-
stimmten Genauigkeit einzuschließen. In der Startphase der Optimierung
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können üblicherweise schnell große Teile der zulässigen Menge identifiziert
werden, in denen kein Optimum zu finden ist. Ist die Zielfunktion in der Um-
gebung eines Optimums lokal konvex und besitzt geringe Anstiege, bedarf es
dann aber sehr vieler Zerlegungen der Quader, um die gewünschte Genauigkeit
bei der Approximation der Optima zu realisieren. Obwohl die Lösung also
nahezu gefunden wurde, akkumuliert sich eine hohe Anzahl an M -Quadern
um die Optimalstellen. Dies wird in der Literatur als Cluster-Effekt bezeichnet
([Du94]).
Beispiel 4.1: In diesem Beispiel soll die Anzahl zu untersuchender M -Quader in
Abhängigkeit von der Dimension des zugrunde liegenden Problems bestimmt werden,
die zum Erreichen einer gewünschten Genauigkeit der Approximation der Lösungen
eines Optimierungsproblems nötig ist. Es wird der kritische Fall untersucht, dass
während der Suche kein Teilquader ausgeschlossen werden kann und somit alle
Teilquader bis zum Erreichen der vorgegebenen Genauigkeit zerlegt werden.
Die Optimierung erfolgt auf dem Einheitswürfel [0 | 1]M , der alle zulässigen Punkte
enthalte (auf zusätzliche Nebenbedingungen gr(x) wird verzichtet). Tabelle 4.1
listet die Anzahl entstehender M -Quader einer Branch-and-Bound-Suche für das
beschriebene Szenario für Optimierungsprobleme mit einer, zwei, drei, fünf und zehn
Variablen auf:
Anzahl an Genauigkeitsschranke
Variablen εx = 10−2 εx = 10−4 εx = 10−8
1 7 14 27
2 49 196 729
3 343 2.744 19.683
5 16.807 537.824 14.348.907
10 282.475.249 ≈ 2,89 · 1011 ≈ 2,06 · 1014
Tab. 4.1: Anzahl M -Quader in Abhängigkeit von der Anzahl der Variablen und der
Toleranzgrenze εx eines Optimierungsproblems
Tabelle 4.1 verdeutlicht den maßgeblichen Einfluss der Anzahl der Variablen des
Optimierungsproblems auf den Aufwand der Branch-and-Bound-Suche. Die Anzahl
der Variablen geht als Exponent in die Berechnung der Anzahl T an M -Quadern
ein:
T =
⌈
− log εxlog 2
⌉M
.
Der Einsatz der Branch-and-Bound-Suche kann somit – in Abhängigkeit von der
Rechenleistung der eingesetzten Rechner – nur für Optimierungsprobleme mit einer
eher kleinen Anzahl an Variablen eingesetzt werden. Der Einsatzbereich ist darüber
hinaus sehr stark davon abhängig, ob es durch geeignete Methoden frühzeitig gelingt,
große Teilbereiche von der Suche auszuschließen und so die aufwendige iterative
Verzweigung auf ein Mindestmaß zu beschränken. Neben der Berechnungszeit steht
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dem Einsatz von Branch-and-Bound-Methoden für Probleme mit sehr vielen Verän-
derlichen und einer hohen zu erzielenden Genauigkeit noch ein weiteres Hindernis
im Weg: Für jedes Teilproblem müssen Daten zu Grenzen, Schranken usw. gespei-
chert werden. Mit der Anzahl der Teilprobleme wächst auch der Speicherbedarf der
Optimierung an. Mit Blick auf die in Tabelle 4.1 aufgelisteten Anzahlen möglicher
M -Quader ist es leicht nachzuvollziehen, dass der Arbeitsspeicher moderner Rechner
schon für Optimierungsprobleme überschaubarer Größe an seine Grenzen stößt.
4.2 Ein Algorithmus zur Lösung eines globalen restringierten
Optimierungsproblems
4.2.1 Übersicht zum Ablauf des Verfahrens
In diesem Abschnitt soll der grundlegende Ablauf einer Branch-and-Bound-Suche zur
Lösung eines (GROP) (vgl. (4.1)) erläutert werden. Dazu werden nach Festhalten
von Vereinbarungen zur Notation aller Größen die Prozessschritte des Algorithmus
dargelegt.
Notation
[x]() : Jede Verzweigung des vorstellten Optimierungsproblems (GROP) erzeugt
neue Probleme desselben Typs, da sich allein der zugrunde liegende Suchbereich
in Form des M -Quaders [x] ändert. Soll betont werden, dass es sich um den
M -Quader der Ursprungsaufgabe handelt, wird dieser als Ausgangsquader [x](0)
bezeichnet. WeitereM -Quader, die mit einem anderen Index, wie beispielsweise
[x]() gekennzeichnet sind, stehen für Quader die durch eine Zerlegung des
zugrunde liegenden Problems enstehen. Spielt der Ursprung eines M -Quaders
keine Rolle, entfällt der zusätzliche Index.
fbest : Die beste bekannte obere Schranke für das globale Minimum wird als fbest be-
zeichnet. Werden Nebenbedingungen gr(x) bei der Optimierung berücksichtigt,
muss sichergestellt werden, dass die obere Schranke durch einen Punkt der
zulässigen Menge realisiert wird. Da zu Beginn der Optimierung nicht immer
eine Schranke bekannt sein muss, wird fbest aus dem Bereich der erweiterten
reellen Zahlen gewählt und eingangs auf fbest =∞ gesetzt.
[f ]([x]) : Zur Bestimmung von Schranken für den Wertebereich der Funktion f
wird eine inklusionsisotone konvergenzerhaltende Intervalleinschließung (siehe
Definitionen 2.5 und 2.8) herangezogen. Die minimale Intervalleinschließung
des Wertebereichs wird mit [f ∗]([x]) bezeichnet.
[∇f ]([x]) : Eine Einschließung des Gradienten der Funktion f mittels eines Inter-
vallvektors wird mit [∇f ]([x]) angegeben.
[H]([x]) : Die Einschließungen der zweifachen partiellen Ableitungen fxi,xj der
Funktion f werden in der Intervallmatrix [H]([x]) zusammengefasst.
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εx, εf : Die Werte εx und εf geben an, ab welchem Durchmesser eines M -Quaders
bzw. einer Einschließung für die Zielfunktions- und Nebenbedingungswerte ein
Quader nicht weiter zerlegt wird.
Lactive : Die Liste Lactive enthält M -Quader, die möglicherweise eine globale Lösung
enthalten und weiter untersucht werden müssen. Sie wird als Liste der aktiven
M -Quader bezeichnet. Verschiedene Regeln zur Sortierung dieser Liste werden
in Abschnitt 4.2.6 vorgestellt.
Lsolution : Schließt ein M -Quader ein potenzielles globales Minimum ein und soll
aufgrund der gesetzten Genauigkeit nicht weiter zerlegt werden, wird er zur
Liste der Lösungen Lsolution hinzugefügt.
Ablauf des Algorithmus
Algorithmus 2 stellt die Schritte der Branch-and-Bound-Suche zur globalen Opti-
mierung – angelehnt an [Kea96] – schematisch dar. Eine detaillierte Beschreibung
der aufgeführten Operationen Löschen, Schrumpfen und Zerlegen eines M -Quaders
erfolgt in den nächsten Abschnitten, an die sich eine Zusammenfassung in Abschnitt
4.5 anschließt.
Die Ausführungen folgen weitgehend der Beschreibung in der Dissertation von Ratz
[Rat92]. Sie wurden um Aussagen zur Beachtung von Nebenbedingungen (Abschnitt
4.2.5), um Besonderheiten bei der Lösung polynomialer Optimierungsaufgaben
(Abschnitt 4.3) und um Ansätze zur Beschleunigung der Suche (Abschnitt 4.4)
ergänzt.
Abbruchkriterien
Die Iteration zur globalen Optimierung nach Algorithmus 2 wird abgebrochen, wenn
eine hinreichend enge Einschließung der globalen Minimalstellen gefunden wurde
(vgl. [Han04], S. 307f.). Dazu wird einerseits der Durchmesser aller M -Quader in
der Liste der aktiven Quader Lactive gegen den Wert der Genauigkeitsschranke εx
geprüft:
w([x]) < εx. (4.6)
Durch die Beschränkung des Durchmessers aller M -Quader der Lösung kann jedoch
noch keine Aussage über den Durchmesser der Einschließung des globalen Optimums
gemacht werden. Je nach Art der untersuchten Funktion kann diese Einschließung
auch bei Erfüllung von Beziehung (4.6) eine große Schätzungsunschärfe aufweisen.
Daher wird zusätzlich gefordert, dass auch der Durchmesser der Einschließung des
Wertebereichs der Zielfunktion f und der Nebenbedingungen gr, r = 1,2, . . . ,R, über
einem M -Quader durch eine Genauigkeitsschranke beschränkt sind:
w([f ]([x])) < εf ,
w([gr]([x)) < εf , r = 1,2, . . . ,R.
(4.7)
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Algorithmus 2 : Globale Optimierung durch Branch-and-Bound-Suche
Eingabe: Ausgangsquader [x](0)
Ausgabe: Rückgabe einer Liste von M -Quadern, die die globalen Lösungen
umschließen
// Initialisierung der Liste der aktiven M-Quader Lactive durch
einfügen von [x](0)
Lactive := {[x](0)}
while Lactive 6= ∅ do
a) Wähle einen M -Quader [x] aus Lactive.
b) Bearbeite [x] durch eine oder mehrere der folgenden Operationen:
− Lösche [x], wenn definitiv keine globale Lösung enthalten ist.
− Schrumpfe [x].
− Zerlege [x] in ein oder mehrere Teile.
c) Füge einen oder mehrere in Schritt b) aus [x] abgeleitete M -Quader
in Abhängigkeit der erreichten Genauigkeit in die Liste der aktiven
M -Quader Lactive oder in die Liste der Lösungen Lsolution ein.
end
// Liste Lsolution enthält sämtliche Lösungen oder ist leer, falls keine
Lösung existiert
return Lsolution
Eine Ausnahme stellt der Fall dar, dass der Wertebereich der Funktion f über einem
M -Quader auch nach Erfüllung der Bedingung (4.6) nicht nach unten beschränkt
werden kann. Der folgende Unterabschnitt befasst sich mit diesem Thema. Die Aus-
wirkungen der Kriterien (4.6) und (4.7) auf die Lösungsmenge werden im Abschnitt
4.5.1 näher beleuchtet.
Die beiden Genauigkeiten εx und εf werden vom Nutzer unabhängig voneinander
vorgegeben. Ihre Wirkungsweise ist jedoch ähnlich: Wird eine sehr kleine Schranke
für den Durchmesser der M -Quader angesetzt, sinken auch die Durchmesser der
Wertebereichseinschließungen und umgekehrt. Da reelle Zahlen im Rechner nur mit
einer eingeschränkten Genauigkeit dargestellt werden können, existiert eine Grenze
für die Werte von εx und εf , unter der Differenzen zwischen zwei reellen Zahlen
nicht mehr erkannt werden können.
Erkennen der Unbeschränktheit des globalen Optimums
Besitzt die Zielfunktion f über dem betrachteten Ausgangsquader [x](0) eine Un-
stetigkeitsstelle, so kann das globale Minimum unter Umständen einen beliebig
kleinen Wert annehmen. Dieses Phänomen muss durch den Algorithmus der globalen
Optimierung erkannt und die Suche daraufhin abgebrochen werden. Wie in Beispiel
3.10 exemplarisch dargestellt, können Unstetigkeitsstellen in Extremfällen nicht nur
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als diskrete Punkte auftreten, sondern es ist möglich, dass alle Punkte auf einer
Geraden bzw. einem Kreis eine Unstetigkeit erzeugen.
Vor diesem Hintergrund wird ein zusätzliches Abbruchkriterium in den Algorith-
mus der globalen Optimierung einbezogen. Ist Bedingung (4.6) für einen M -Quader
erfüllt, ein Ausschluss infolge der Verletzung einer Nebenbedingung nicht möglich
und kann keine untere Schranke für das globale Minimum bestimmt werden, so
erfolgt der Abbruch des Algorithmus. Es muss angenommen werden, dass – im
Rahmen der festgesetzten Genauigkeit εx – eine Unstetigkeitsstelle im betrachteten
M -Quader vorliegt und das Optimierungsproblem somit kein endliches Minimum
besitzt.
4.2.2 Anwendung einer oberen Schranke für das globale Minimum
In dieser ersten Untersuchung wird eine obere Schranke fbest für den Zielfunktionswert
des globalen Optimums eingesetzt, umM -Quader aus der Liste Lactive zu löschen. Dies
entspricht dem klassischen Schritt des Bounding in der Branch-and-Bound-Suche
(vgl. Abschnitt 4.1.1) und soll im Weiteren als Schrankentest bezeichnet werden.
Diese Untersuchung ist auch unter dem Namen Cut-off-Test (siehe [Ray10]) oder
Mittelpunktstest bekannt. Die letztgenannte Bezeichnung hat ihren Ursprung darin,
dass in älteren Algorithmen eine Funktionsauswertung am Mittelpunkt eines M -
Quaders zur Bestimmung einer oberen Schranke fbest herangezogen wurde ([Rat92],
S. 35). Algorithmus 3 stellt das Vorgehen zur Löschung von M -Quadern, die keine
globale Lösung enthalten können, dar.
Algorithmus 3 : Anwendung einer oberen Schranke für das globale Minimum
Funktion Lactive = Schrankentest(Lactive,fbest)
Eingabe: Liste der aktiven M -Quader Lactive, obere Schranke für das globale
Minimum fbest
Ausgabe: Liste Lactive
foreach [x] ∈ Lactive do
if [f ]([x]) > fbest then // Einschließung des Wertebereichs [f ]([x])
Entferne [x] aus Lactive
end
end
return Lactive
Voraussetzungen
Der Wert der oberen Schranke kann auf verschiedene Arten bestimmt werden. Zu
Beginn der Optimierung wird fbest =∞ gesetzt. Unter allen aktiven M -Quadern aus
der Liste Lactive wird derjenige ausgewählt, der die niedrigste obere Schranke besitzt
und darüber hinaus alle Restriktionen gr erfüllt. Zu diesem Zweck muss auch für die
Nebenbedingungen eine inklusionsisotone konvergenzerhaltende Einschließung des
Wertebereichs zur Verfügung stehen. Algorithmus 4 fasst das Vorgehen zusammen.
Er nutzt die Funktion Nebenbedingungstest aus Algorithmus 8, die in Abschnitt 4.2.5
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vorgestellt wird. Möglichkeiten zur Bestimmung einer verbesserten oberen Schranke
werden in Abschnitt 4.2.6 erläutert.
Algorithmus 4 : Bestimmung einer oberen Schranke für das globale Minimum
Funktion fbest = ObereSchranke(Lactive, fbest)
Eingabe: Liste der aktiven M -Quader Lactive, obere Schranke für das globale
Minimum fbest
Ausgabe: Obere Schranke für das globale Minimum fbest
foreach [x] ∈ Lactive do
// Untersuchung von Nebenbedingungen
(deleteBox, restrictionsFulfilled) = Nebenbedingungstest([x])
if restrictionsFulfilled then
// Alle Punkte in [x] erfüllen die Nebenbedingungen
[f | f ] = [f ]([x])
fbest = min(fbest, f)
end
end
return fbest
Korrektheit
Das Vorgehen nach Algorithmus 3 löscht keineM -Quader, die globale Optimalstellen
enthalten: EinM -Quader wird unter der Bedingung [f | f ] = [f ]([x]) > fbest entfernt.
Eine globale Minimalstelle x∗ ∈ [x] könnte nur dann gelöscht werden, wenn also
f(x∗) > [f ]([x]) gelten würde, was aufgrund der Definition eines globalen Minimums
und der Einschließung der Funktion f , f(x∗) ≤ f(x) ≤ f ∀x ∈ [x], nicht möglich
ist.
Pionieralgorithmen der globalen Optimierung
An dieser Stelle soll auf zwei Algorithmen zur globalen Optimierung durch Branch-
and-Bound hingewiesen werden, die die Vorgänger des in dieser Arbeit eingesetzten
Verfahrens darstellen. Der Ichida-Fujii-Algorithmus ([Ich79]) sowie derMoore-Skelboe-
Algorithmus ([Ske74]) enthielten bereits alle wesentlichen Elemente des in Algorith-
mus 2 beschriebenen Vorgehens. Als Kriterium zum Ausschluss von M -Quadern für
die weitere Suche wurde ausschließlich der vorgestellte Vergleich mit einer oberen
Schranke für den globalen Optimalwert nach Algorithmus 3 herangezogen, was
die Verwandtschaft zur diskreten Optimierung durch Branch-and-Bound-Methoden
unterstreicht. Weitere Kriterien, wie der im folgenden Abschnitt 4.2.3 beschriebene
Monotonietest wurden nicht eingesetzt.
Beispiel 4.2: Im Folgenden wird exemplarisch das Minimierungsproblemf1(x) = (−4x
2 + 1,6x+ 0,84) cos(5 x− 1)→ min ,
x ∈ [−2 | 2],
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betrachtet. Anhand der Funktion f1(x) werden in den folgenden Abschnitten Ver-
besserungen des Algorithmus zur globalen Optimierung demonstriert. Ein Vergleich
der Resultate erfolgt im Abschnitt 4.5.3.
Die in Algorithmus 2 vorgestellte globale Optimierungsstrategie in Verbindung mit
dem Schrankentest nach Algorithmus 3 wird mit einer Genauigkeit von εx = εf = 0,1
auf das Minimierungsproblem angewandt. Eine grafische Darstellung des Ablaufes
der Optimierung ist in Abbildung 4.1 zu sehen. Die linke obere Ecke stellt den
Ausgangspunkt der Suche dar: Durch die natürliche Intervalleinschließung der Funk-
tion f1 über dem Intervall [−2 | 2] ergibt sich eine Einschließung des Wertebereichs,
die den vertikalen Abmaßen des grün unterlegten Bereichs entspricht. Im weiteren
Verlauf ist die iterative Zerlegung des Ausgangsintervalls zu sehen. Es wurden jeweils
die Anzahl abgeschlossener Iterationen N sowie die beste bekannte obere Schranke
fbest als Zahlenwerte ergänzt und die obere Schranke durch eine rot gestrichelte
Linie gekennzeichnet. Das Optimierungsproblem besitzt zwei globale Minimalstellen
x(∗,1) = −1,1243 und x(∗,2) = 1,5244 mit einem Funktionswert von f ∗ = −5,6741
(angenähert auf vier Nachkommastellen), die in den Darstellungen jeweils mit einem
Stern gekennzeichnet sind.
In der Abbildung ist zu sehen, wie sich durch die schrittweise Zerlegung des
Ausgangsintervalls engere Einschließungen für den Wertebereich von f1 über den
Teilintervallen ergeben und als Folge die obere Schranke für das Minimum schrittweise
abgesinkt. Dies führt im Iterationsschritt N = 6 dazu, dass das Intervall [−2,0 |−1,5]
von der weiteren Suche ausgeschlossen wird. In den folgenden Iterationen konzentriert
sich die Suche schnell auf die beiden Minimalstellen. Nach 50 Iterationen ist der durch
aktive M -Quader beschriebene Bereich in der Darstellung kaum noch zu erkennen
und nach weiteren 11 Iterationsschritten erfolgt der Abbruch infolge des Erreichens
der gewünschten Genauigkeit. Im Laufe der Berechnungen wurden insgesamt 185
Einschließungen des Wertebereichs der Funktion f1(x) bestimmt.
Nach 61 Zerlegungen werden beide Minimalstellen durch insgesamt 31 Intervalle
eingeschlossen und eine obere Schranke von fbest = −5,6351 für das globale Optimum
ermittelt. Die hohe Anzahl an Lösungsintervallen ist mit der geringen Genauigkeits-
schranke für die Suche zu erklären: Alle Lösungsintervalle erfüllen jedoch die Bedin-
gungen (4.6) und (4.7) für den Abbruch der Suche. Der Durchmesser aller Einschlie-
ßungen der linken Minimalstelle beträgt w([x](1)) = 0,0586, und für die rechte Mini-
malstelle wird ein Durchmesser der Einschließungen von w([x](2)) = 0,0625 berechnet.
Unter Einbeziehung der besten oberen Schranke ergibt sich für beide Optimalstellen
ein Durchmesser der Einschließung von w([f ]([x](1)])) = w([f ]([x](2)])) = 0,0781.
Somit kann geschlussfolgert werden, dass beide globalen Optimalstellen erfolgreich
mit der gewünschten Genauigkeit gefunden werden konnten.
Neben der Anwendung einer oberen Schranke für den optimalen Zielfunktions-
wert existieren weitere Kriterien für den Ausschluss von M -Quadern, die in Form
des Monotonie- und des Nicht-Konvexitätstests in den folgenden zwei Abschnitten
vorgestellt werden.
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Abb. 4.1: Verlauf der globalen Optimierung der Funktion f1(x)
4.2.3 Untersuchung der Monotonie
Kann nachgewiesen werden, dass die Funktion f über einem M -Quader bezüglich
einer oder mehrerer Variablen streng monoton verläuft, liegt keine lokale Extremstelle
im Inneren des Quaders vor. In Abhängigkeit davon, ob der Rand des aktuellen
M -Quaders [x] mit dem Rand des Ausgangsquaders [x](0) übereinstimmt, können
die Grenzen des M -Quaders eingeschränkt oder der gesamte Quader gelöscht werden.
Der Monotonietest wird in Algorithmus 5 auf Seite 84 dargestellt (vgl. [Rat92], S.
43, [Han04], S. 290ff.). Er ermittelt, ob der aktuelle M -Quader gelöscht werden kann
(Variable deleteBox) oder ob gegebenenfalls dessen Grenzen eingeschränkt werden
können.
Voraussetzungen
Für die Anwendung des Monotonietests gelten zwei Bedingungen: Zum einen muss
sichergestellt sein, dass die Funktion f mindestens einmal stetig differenzierbar ist:
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Algorithmus 5 : Untersuchung der Funktion f auf strenge Monotonie über
einem M -Quader
Funktion ([x], deleteBox) = Monotonietest([x], [x](0))
Eingabe: M -Quader [x |x] = [x] und [x(0) |x(0)] = [x](0)
Ausgabe: Rückgabe des möglicherweise reduzierten M -Quaders [x] und der
Angabe deleteBox, ob der Quader gelöscht werden kann
// Benutzung einer Einschließung der partiellen Ableitungen der
Funktion f: [g |g] = [∇f ]([x])
deleteBox:=false
for m = 1 to M do
if g
m
> 0 then // streng monoton wachsende Funktion
if xm = x
(0)
m then
xm = x(0)m
else
deleteBox:=true
return [x], deleteBox
end
else if gm < 0 then // streng monoton fallende Funktion
if xm = x(0)m then
xm = x
(0)
m
else
deleteBox:=true
return [x], deleteBox
end
end
return [x], deleteBox
End
f ∈ C1([x](0)). Andererseits darf der Monotonietest nur für M -Quader angewandt
werden, die ausschließlich zulässige Punkte enthalten ([Kea96]). Im anderen Fall
besteht die Gefahr, globale Optimalstellen zu verlieren, da der Rand des aktuell
betrachteten Quaders [x] nicht mit dem Rand von S ∩ [x] übereinstimmt.
Korrektheit
Unter den genannten Voraussetzungen wird ein M -Quader nur dann gelöscht, wenn
bezüglich mindestens einer Variablen keine lokale Extremstelle im Inneren des
Quaders vorliegt (vgl. [Rat92], S. 44f.) und die Grenzen bezüglich dieser Variablen
nicht gleichzeitig mit den Grenzen des Ausgangsquaders [x](0) übereinstimmen.
Durch die Untersuchung einer Einschließung für die partiellen Ableitungen der
Funktion f kann nicht endgültig entschieden werden, ob eine Extremstelle im
zugrunde liegenden M -Quader existiert. Nur für den Fall, dass der Wert 0 nicht
in der Intervalleinschließung der partiellen Ableitungen enthalten ist, kann eine
Extremstelle definitiv ausgeschlossen werden.
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4.2.4 Test auf Nicht-Konvexität
Diese oft vereinfacht als Konkavitätstest bezeichnete Untersuchung überprüft, ob
die Funktion f bezüglich einer oder mehrerer Variablen auf einem M -Quader nicht
konvex ist und somit keine lokale Minimalstelle enthalten kann. Je nachdem, ob die
Grenzen des M -Quaders [x] bezüglich der betreffenden Variablen mit den Grenzen
des Ausgangsquaders [x](0) zusammenfallen oder nicht, kann der M -Quader gelöscht
oder reduziert werden. Das genaue Vorgehen wird in Algorithmus 6 auf Seite 86
dargestellt (vgl. [Rat92], S. 50f.).
Die Grundlage für die Überprüfung bildet die folgende Aussage. Eine Funktion
heißt konvex bzw. streng konvex, wenn die zugehörige Hessematrix positiv semidefinit
bzw. positiv definit ist. Für die Hauptdiagonalenelemente einer symmetrischen positiv
definiten (positiv semidefiniten) Matrix A ∈ RM×M gilt am,m > 0 (bzw. am,m ≥ 0),
m = 1,2, . . . ,M ([Jau01], S. 122). Diese beiden Eigenschaften werden benutzt,
um M -Quader zu löschen, die kein Minimum enthalten können. Dazu wird eine
Einschließung der zweifachen partiellen Ableitungen der Funktion f bezüglich xm
auf [fxm,xm ]([x]) < 0 untersucht.
Eine besondere Bedeutung kommt dem folgenden Ausnahmefall zu: Wird die
Nicht-Konvexität der Funktion f bezüglich einer Variablen m ∈ {1,2 . . . ,M} festge-
stellt, deren linke und rechte Grenze mit den Grenzen des Ausgangsquaders [x](0)
übereinstimmen, müssen zwei M -Quader mit eingeschränkten Grenzen untersucht
werden. Dazu wird die entsprechende Intervallvariable [xi] zunächst auf die linke
Grenze des Ausgangsquaders gesetzt und anschließend in einem Duplikat des M -
Quaders die rechte Grenze eingesetzt. Liegt der Sonderfall für mehrere Variablen
vor, muss die Ersetzung iterativ geschehen. Dies wird dadurch realisiert, dass die
betreffenden Variablenindizes zunächst in einer Indexmenge I gespeichert und nach
der Untersuchung der Intervalleinschließungen der Hauptdiagonalenelemente der
Hessematrix in einem gesonderten Reduktionsschritt durch Algorithmus 7 auf Seite
87 verarbeitet werden.
Wie die umfangreichen Erläuterungen zu diesem Schritt zeigen, ist die Umsetzung
sehr komplex und auch rechentechnisch aufwendig (siehe [Rat92], S. 51). Der Nicht-
Konvexitätstest wird daher nicht in alle Algorithmen zur globalen Optimierung
aufgenommen (vgl. [Ray10]). Andere Autoren, wie [Kea96], erwähnen dagegen sogar
einen erweiterten Test auf die fehlende Konvexitätseigenschaft durch Abschätzung
von Eigenwerten der Hessematrix der Funktion f .
Voraussetzungen
Die zweifache partielle Differenzierbarkeit der Funktion f bildet die Grundlage für
die Betrachtung einer Intervalleinschließung der Hessematrix, so dass f ∈ C2([x](0))
gefordert wird. Der Test auf Nicht-Konvexität darf nur eingesetzt werden, wenn die
Punkte des aktuellen M -Quaders sämtliche Nebenbedingungen der Optimierungs-
aufgabe (GROP) aus (4.1) erfüllen.
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Algorithmus 6 : Untersuchung der Funktion f auf Nicht-Konvexität
Funktion (Lactive, [x], deleteBox) = NichtKonvex([x], [x](0), Lactive, fbest)
Eingabe: M -Quader [x |x] = [x] und [x(0) |x(0)] = [x](0), Liste der aktiven
M -Quader Lactive, obere Schranke für das globale Minimum fbest
Ausgabe: Rückgabe der Liste der aktiven M -Quader Lactive, des möglicherweise
reduzierten M -Quaders [x] und der Angabe deleteBox, ob der M -Quader [x]
gelöscht werden kann
// Benutzung einer Einschließung der zweifachen partiellen
Ableitungen der Funktion f: Einschließung der Hessematrix
[H]([x]) = ([hm,n]([x]))m=1,2,...,M, n=1,2,...,M
// Initialisiere Indexmenge der zu reduzierenden
Koordinatenrichtungen
I := ∅
deleteBox:=false
for m = 1 to M do
if [hm,m]([x]) < 0 then // Test auf Nicht-Konvexität
if xm = x
(0)
m and xm = x(0)m then
I := I ∪ {m}
else if xm = x
(0)
m then
xm = x(0)m
else if xm = x(0)m then
xm = x
(0)
m
else
deleteBox:=true
return Lactive, [x], deleteBox
end
end
end
if not I = ∅ then // erweiterte Reduzierung des M-Quaders [x]
Lactive = Reduzierung([x],I,Lactive,fbest)
deleteBox:=true
end
return Lactive, [x], deleteBox
End
Korrektheit
Kann anhand der Einschließung der zweifachen partiellen Ableitung der Funktion
f bezüglich einer Variablen xm nachgewiesen werden, dass sich kein Minimum im
Inneren des betrachteten M -Quaders befindet, wird untersucht, ob ein Minimum
auf dem Rand des Quaders liegen kann. Durch die Algorithmen 5 und 6 werden
dabei alle kombinatorischen Möglichkeiten der Lage eines Optimums berücksichtigt,
so dass keine Lösung verworfen werden kann (siehe [Rat92], 52f.). Wichtig ist in
diesem Zusammenhang die Beachtung von Nebenbedingungen, um sicherzustellen,
dass S ∩ [x] = [x] für den aktuell betrachteten M -Quader gilt.
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Algorithmus 7 : Reduzierung eines M -Quaders auf seinen Rand
Funktion Lactive = Reduzierung([x], [x](0), I, Lactive, fbest)
Eingabe: M -Quader [x] und [x(0) |x(0)] = [x](0), Indexmenge I der zu
reduzierenden Koordinatenrichtungen, Liste der aktiven M -Quader Lactive, obere
Schranke für das globale Minimum fbest
Ausgabe: Rückgabe der Liste der aktiven M -Quader Lactive
// Lege eine Liste für die Speicherung von M-Quadern an,
initialisiere mit [x]
L1 := {[x]}
foreach m ∈ I do
// Lege eine zweite Liste für die Speicherung von M-Quadern an
L2 := ∅
while L1 6= ∅ do
// Entferne den ersten M-Quader aus L1
[x′] :=ErstesElement(L1)
// Setze die Grenze für Variable xm auf die linke Grenze des
Ausgangsquaders
x′m := x
(0)
m
// Füge eine Kopie des M-Quaders in L2 ein
L2 = L2 ∪ [x]′
// Setze die Grenze für Variable xm auf die rechte Grenze
des Ausgangsquaders
x′m := x
(0)
m
// Füge den M-Quaders in L2 ein
L2 = L2 ∪ [x′]
end
// Übertrage die Liste L2 in die – jetzt geleerte – Liste L1
L := L2
end
// Füge die erzeugten M-Quader L1 in die Liste Lactive ein
while L1 6= ∅ do
// Entferne den ersten M-Quader aus L
[x′] :=ErstesElement(L1)
// Füge den M-Quader [x′] in die Liste der aktiven M-Quader ein,
wenn die untere Grenze der Einschließung seiner
Funktionswerte unter der oberen Schranke fbest liegt
if [f ]([x′]) < fbest then
Lactive = Lactive ∪ [x′]
end
end
End
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Beispiel 4.3: Die in Beispiel 4.2 vorgestellte Optimierungsaufgabe soll ein zweites
Mal gelöst und dabei der Monotonie- und Nicht-Konvexitätstest einbezogen werden.
In Abbildung 4.2 ist der Verlauf der Optimierung zu sehen. Bis zum Abschluss
des fünften Iterationsschrittes ergeben sich keine Änderungen im Vergleich zur
vorhergehenden Variante der globalen Optimierung. Im Iterationsschritt N = 6
wird wie in Beispiel 4.2 der Bereich [−2,0 |−1,5] durch die Anwendung einer oberen
Schranke ausgeschlossen. Darüber hinaus wird das Intervall [1,75 | 2,00] dank des
Monotonietests entfernt. Die Iteration bricht nach 40 Schritten nach Erreichen
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Abb. 4.2: Verlauf der globalen Optimierung der Funktion f1(x) unter Einbeziehung
von Monotonie- und Nicht-Konvexitätstest
der gewünschten Genauigkeit ab. Die Lösungsmenge Lε enthält vier Intervalle, die
wie im Beispiel 4.2 beide Optimalstellen der Funktion f1 einschließen. Bei einer
besten oberen Schranke von fbest = −5,6351 ergeben sich zusammengefasst die
Einschließungen [x](1) = [−1,1250 |−1,1211] mit [f ]([x](1)) = [−5,7124 |−5,6351]
und [x](2) = [1,5234 | 1,5273] mit [f ]([x](2)) = [−5,7132 |−5,6351].
Durch die Verwendung des Monotonie- und Nicht-Konvexitätstests konnten im
Vergleich zur ersten Rechnung 21 Zerlegungsschritte eingespart werden. Für die
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Berechnungen wurden 92 Einschließungen des Wertebereichs, 41 Einschließungen der
ersten Ableitung und 26 Einschließungen der zweiten Ableitung der Funktion f1(x)
bestimmt. In diesem Beispiel kann beobachtet werden, dass die zusätzlichen Untersu-
chungen zu Monotonie und Nicht-Konvexität in den ersten Iterationsschritten keine
Auswirkung auf die Suche haben. Nach mehrfacher Teilung des Ausgangsintervalls
werden engere Einschließungen der Ableitungen bestimmt und beispielsweise die
Monotonie der Funktion f1 über dem Teilintervall [1,75 | 2,00] erkannt. Dies hat
auch einen Effekt auf die Anzahl der Elemente der Lösungsmenge: Diese sinkt von
31 in Beispiel 4.2 auf 4 Intervalle in diesem Beispiel.
4.2.5 Analyse von Nebenbedingungen
Ein Bestandteil des globalen Optimierungsproblems (GROP) (siehe Beziehung
(4.1)) sind Ungleichheitsnebenbedingungen gr(x). Für jeden M -Quader wird daher
geprüft, ob die genannten Restriktionen erfüllt sein können. Ist dies nicht der Fall,
wird der betrachtete M -Quader von der weiteren Suche ausgeschlossen (Variable
deleteBox). Es wird weiterhin überprüft, ob alle Punkte des M -Quaders [x] die
gesetzten Nebenbedingungen erfüllen (Variable restrictionsFulfilled). Das Vorgehen
wird durch Algorithmus 8 beschrieben.
Algorithmus 8 : Überprüfung auf Erfüllung und Verletzungen von Nebenbe-
dingungen
Funktion (deleteBox, restrictionsFulfilled) = Nebenbedingungstest([x])
Eingabe: M -Quader [x]
Ausgabe: Angabe deleteBox, ob der M -Quader [x] gelöscht werden kann; Angabe
restrictionsFulfilled, ob alle Restriktionen für die Punkte in [x] erfüllt sind
deleteBox:=false
restrictionsFulfilled:=true
// Überprüfung von Ungleichheitsnebenbedingungen
for r = 1 to R do
if 0 < [gr]([x]) then
deleteBox:=true
restrictionsFulfilled:=false
return deleteBox, restrictionsFulfilled
else if not [gr]([x]) ≤ 0 then
// Nebenbedingung r ist nicht für alle Punkte von [x] erfüllt
restrictionsFulfilled:=false
end
end
return deleteBox, restrictionsFulfilled
End
Voraussetzungen
Um die Verletzung von Ungleichheitsnebenbedingungen zu überprüfen, müssen
inklusionsisotone konvergenzerhaltende Intervalleinschließungen der Funktionen
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gr, r = 1,2, . . . ,R, zur Verfügung stehen. Diese können beispielsweise mit Hilfe der
natürlichen Intervalleinschließung aus den Funktionen gr erzeugt werden.
Korrektheit
Die in Algorithmus 8 aufgeführten Überprüfungen zu Verletzungen von Nebenbe-
dingungen anhand von Intervalleinschließungen sind nur erfüllt, wenn kein einziger
Punkt des betrachteten M -Quaders diese Restriktionen erfüllt. Dies wird durch die
Definition einer Einschließung sichergestellt. Somit werden durch das beschriebene
Vorgehen ausschließlich M -Quader [x] entfernt, die nicht zur zulässigen Menge S
gehören: [x] ⊆ ([x](0) \ S).
Weitere Konzepte zur Beachtung der Intervallnebenbedingungen des Ausgangsquaders
Im Rahmen der Beachtung von Nebenbedingungen soll auf das interessante Konzept
des Peelings des Ausgangsquaders [x](0) hingewiesen werden ([Kea96] und [Han04],
S. 371ff.). Die Beachtung der Intervallgrenzen des Ausgangsquaders führt dazu, dass
eine Reihe von Sonderfällen im Test der Monotonie und im Test auf Nicht-Konvexität
untersucht werden muss. Um diesen Aufwand zu reduzieren, wird vorgeschlagen,
sämtliche Facetten des Ausgangsquaders (Ecken, Kanten, Hyper-Seitenflächen usw.)
zu Beginn der globalen Optimierung als eigenständige M -Quader zur Liste der
aktiven Quader Lactive hinzuzufügen. Der Ausgangsquader [x](0) wird ebenfalls in
die Suche einbezogen, aber als eine offene Menge betrachtet. Anschließend erfolgt
die globale Suche nach den beschriebenen Regeln, ohne dass berücksichtigt werden
muss, dass eine globale Optimalstelle auf dem Rand des M -Quaders liegt. Da
kombinatorisch jede Möglichkeit der Reduktion von Variablen auf die entsprechenden
Intervallgrenzen als eigenständiger M -Quader in die Menge Lactive aufgenommen
wurde, bleibt die Vollständigkeit der Suche garantiert.
Der Vorteil dieses Vorgehens liegt in der erläuterten Vereinfachung des Ablaufs
der globalen Optimierung. Ein großer Nachteil besteht in der hohen Anzahl zu
bearbeitetender M -Quader: Durch das Peeling entstehen 3M Unterprobleme, die
anstelle des Ausgangsquaders [x](0) in die Suche einbezogen werden. Daher ist
abzuwägen, ob für die globale Suche das Peeling des Ausgangsquaders eingesetzt
wird.
Beispiel 4.4: Der Einfluss von Nebenbedingungen soll anhand des in Beispiel 4.2
betrachteten Optimierungsproblems demonstriert werden, welches dazu um eine
Nebenbedingung ergänzt wird:
f1(x) = (−4x2 + 1,6x+ 0,84) cos(5 x− 1)→ min ,
g1(x) = 2 (x− 0,1)2 − 2 ≤ 0,
x ∈ [−2 | 2].
Durch die beschriebene Nebenbedingung gehören die bisherigen optimalen Lösungen
nicht mehr zur zulässigen Menge. Das globale Minimum f ∗ = −2,7213 wird nun
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im Punkt x∗ = −0,9000 angenommen (Genauigkeit von 4 Nachkommastellen). Der
Ablauf des Algorithmus ist in Abbildung 4.3 visualisiert. Der Punkt x∗ ist mit einem
roten Stern gekennzeichnet. Um die zulässigen Bereiche hervorzuheben, wurde der
Graph von f1(x) in Bereichen, die die Nebenbedingung nicht erfüllen, gepunktet
eingezeichnet.
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Abb. 4.3: Verlauf der globalen Optimierung der Funktion f1(x) unter Beachtung
der Nebenbedingung g1(x)
In der Abbildung 4.3 ist zu erkennen, dass bereits in Iteration 2 das Intervall
[−2 |−1] von der weiteren Suche ausgeschlossen werden kann, da die Nebenbedingung
g1(x) ≤ 0 für alle Punkte dieses Intervalls verletzt ist. Im Gegensatz dazu ist die
Restriktion für die weiteren Intervalle nicht für alle ihrer Punkte erfüllt, so dass
die obere Schranke den Wert ∞ besitzt. Erst im fünften Iterationsschritt ist die
Nebenbedingung für alle Punkte des mittleren Intervalls erfüllt, so dass die obere
Schranke auf 1,5600 absinkt. Die globale Optimierung wird nach 13 Iterationen
nach Erreichen der Genauigkeit von εx = εf = 0,1 abgebrochen und die globale
Lösung durch ein Intervall mit dem Durchmesser 0,0039 eingeschlossen: [x](1) =
[−0,9023 |−0,8984] mit [f ]([x](1)) = [−2,7677 |−2,6904]. Es wurden insgesamt 31
Einschließungen des Wertebereichs, jeweils eine Einschließung der ersten und zweiten
Ableitung der Funktion f1(x) sowie 16 Wertebereichseinschließungen der Funktion
g1(x) berechnet.
4.2.6 Weitere algorithmische Details
Nachdem der Ablauf der globalen Suche und Methoden zur Erkennung von M -
Quadern, die keine globale Lösung beinhalten, vorgestellt wurden, enthält dieser
Abschnitt eine Übersicht zu weiteren wichtigen Details zum Ablauf des Algorithmus.
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Auswahl eines M -Quaders aus Lactive
Befinden sich mehrere M -Quader in der Liste der aktiven Quader Lactive, so exis-
tieren verschiedene Zugänge zur Auswahl eines Elementes. In [Han04], S. 311 wird
empfohlen, die Liste Lactive aufsteigend bezüglich ihrer unteren Schranke für das
globale Minimum zu ordnen. Dies hat zwei Gründe: Einerseits kann eine kleine un-
tere Schranke bedeuten, dass eine globale Optimalstelle im untersuchten M -Quader
enthalten ist. Andererseits kann ein kleiner Wert der Schranke ein Hinweis darauf
sein, dass eine große Überschätzung des Wertebereichs vorliegt. In beiden Fällen ist
eine Untersuchung und gegebenfalls eine Zerlegung dieses Quaders vorteilhaft. In
dieser Arbeit wurde deshalb diese Strategie für die Untersuchungen eingesetzt.
Andere Autoren verfolgen den Ansatz, stets den M -Quader mit dem größten
Durchmesser zu zerlegen, um im Verlauf der Suche den maximalen Durchmesser
über alle M -Quader zu reduzieren bzw. den M -Quader zu zerlegen, der die meisten
Iterationsschritte unbearbeitet in der Liste Lactive liegt (siehe [Kah05], S. 32ff.).
Zerlegung eines M -Quaders
Die Freiheitsgrade bei der Zerlegung einesM -Quaders bestehen zum einen in der Aus-
wahl einer Variablen, in deren Koordinatenrichtung eine Unterteilung vorgenommen
werden soll und zum anderen in der Position der Teilung.
Für die Auswahl einer Koordinatenrichtung für die Zerlegung kann die Variable mit
dem größten Intervalldurchmesser ([Gar01]) ausgewählt werden. Steht jedoch eine
Einschließung [∇f ]([x]) der partiellen Ableitungen der Funktion f , beispielsweise aus
dem Monotonietest, zur Verfügung, wird in [Han04], S. 313f. empfohlen, anhand der
folgenden Näherung die Änderung der Funktionswerte von f über dem M -Quader
[x], getrennt für jede Variable xm, abzuschätzen:
Dm = w([fxm ]([x]))w([xm]), m = 1,2, . . . ,M,
Dm∗ = max
m=1,2,...,M
Dm.
Die Werte Dm spiegeln wider, wie groß die Schwankung der Funktionswerte in
der Koordinatenrichtung der Variablen xm ist. Für die nächste Teilung wird die
Variable m∗ ausgewählt, die den größten Wert Dm∗ besitzt. Durch dieses Vorgehen
sollen bevorzugt Intervallbereiche von Variablen geteilt werden, die einen großen
Einfluss auf den Zielfunktionswert haben. Damit kann in der Regel der Wert der
oberen Schranke reduziert werden.
Die nächste Teilung wird nun bezüglich der Variablen m∗ vorgenommen. Übli-
cherweise wird das zugehörige Intervall halbiert. Gehört die Funktion f zur Familie
der ganz- oder gebrochenrationale Polynome, kann eine geeignete Position für die
Teilung aus ihren Bernsteinkoeffizienten abgeleitet werden (siehe Abschnitt 4.3.2).
Das zu einer Variablen gehörige Intervall wird in der Regel nicht weiter zerlegt,
wenn sein Durchmesser unter der Genauigkeitsschranke εx liegt. Gilt für den Durch-
messer eines gesamten M -Quaders w([x]) < εx, aber die gewünschte Genauigkeit
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für die Einschließung des globalen Minimums mit Genauigkeit εf wurde noch nicht
erreicht, wird die Zerlegung des M -Quaders dennoch fortgesetzt.
Bestimmung oberer Schranken für das globale Minimum
Die Qualität der oberen Schranke für das globale Minimum fbest beeinflusst die
Konvergenz der Optimierung stark. Daher wurden verschiedene Strategien zur
Erzeugung möglichst niedriger oberer Schranken entwickelt.
Der erste Ansatz basiert auf der Erzeugung einer Einschließung des Wertebereichs
mit einer möglichst geringen Schätzungsunschärfe. Eine umfangreiche Übersicht zu
verschiedenen Methoden zur Reduzierung der Schätzungsunschärfe wurde in den
Kapiteln 2 und 3 vorgestellt. Insbesondere kommen in praktischen Anwendungen
Taylorentwicklungen der Zielfunktion f zum Einsatz (siehe Abschnitt 2.3.3). Auf
polynomiale Funktionen wird in Abschnitt 4.3 näher eingegangen.
Eine zweite Idee beruht auf der folgenden Beobachtung: In den ersten Iterations-
schritten der vorgestellten Methode zur globalen Optimierung wird der tatsächliche
Wertebereich der Funktion f weit überschätzt, so dass auch die obere Schranke
für den globalen Optimalwert fbest einen großen Wert besitzt. Um den Wert der
Schranke zu reduzieren, werden in der Literatur verschiedene lokale Suchverfahren
empfohlen, die einen zulässigen Punkt im aktuellen M -Quader mit einem möglichst
kleinen Funktionswert aufspüren. Die obere Schranke fbest kann dann auf diesen
Funktionswert gesetzt werden, der meist deutlich unter der oberen Grenze der
Einschließung des Wertebereichs liegt. Dabei ist nicht von Bedeutung, ob es sich
bei dem gefundenen Punkt um ein lokales oder globales Minimum des aktuellen
M -Quaders handelt. Jeder zulässige Punkt kann zur Verbesserung des Niveaus der
oberen Schranke fbest beitragen.
Eine einfache lokale Suchstrategie besteht in der Untersuchung einiger ausge-
wählter Punkte innerhalb des betrachteten Quaders. Dazu wird die Untersuchung
der Ecken oder des Mittelpunktes des M -Quaders empfohlen ([Han04], S. 309).
In [Sun05] wird vorgeschlagen, eine lokale Minimierung mit Hilfe eines stochasti-
schen Suchverfahrens durchzuführen. Dieses Vorgehen kann insbesondere dann die
Abarbeitung der globalen Optimierung beschleunigen, wenn eine große Anzahl an
Nebenbedingungen zu berücksichtigen ist. In diesem Fall besteht die Gefahr, dass erst
eine sehr feine Zerlegung M -Quader erzeugt, deren Punkte sämtliche Restriktionen
erfüllen. Durch eine geeignete lokale Suchstrategie kann meist schneller ein zulässiger
Punkt und damit auch ein Wert für die obere Schranke fbest gefunden werden. Ist
zu Beginn der globalen Minimierung kein zulässiger Punkt bekannt, wird die obere
Schranke zunächst auf fbest =∞ gesetzt.
4.3 Globale Optimierung multivariater (gebrochenrationaler)
Polynome
Im Folgenden wird ein Sonderfall des in (4.1) allgemein beschriebenen Optimierungs-
problems (GROP) betrachtet. Es wird angenommen, dass sowohl die Zielfunktion
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f(x) als auch die Nebenbedingungen gr(x) zur Familie der multivariaten Polynome
oder zur Familie der multivariaten gebrochenrationalen Polynome gehören. Mögliche
Formen der Darstellungen dieser Funktionen wurden bereits im dritten Kapitel in
den Abschnitten 3.1 bzw. 3.16 erläutert.
Durch die Einschränkung auf die genannten Funktionsfamilien können angepasste
Methoden zur Erzeugung von Schranken sowie für die Wahl der Zerlegungen bei der
Durchführung einer Branch-and-Bound-Suche eingesetzt werden, die im Weiteren
vorgestellt werden. Im Besonderen wird auf die Bestimmung von Einschließungen für
den Wertebereich und die Ableitungen multivariater Polynome mit der in Kapitel 3
erarbeiteten Untersuchung von Bernsteinkoeffizienten eingegangen. Grundsätzlich
bleiben dabei die erläuterten Schritte der globalen Suche erhalten.
4.3.1 Untersuchung von Bernsteinkoeffizienten zur Berechnung von
Einschließungen multivariater Polynome
Die Bestimmung von Schranken für den Wertebereich eines multivariaten Polynoms
durch Anwendung der natürlichen Intervalleinschließung führt im Allgemeinen zu
einer sehr großen Überschätzung des tatsächlichen Bereichs der Funktionswerte
(siehe Abschnitt 3.1). Im Kapitel 3 wurde deshalb die effiziente Berechnung von
Einschließungen des Wertebereichs niedriger Schätzungsunschärfe für multivariate
ganz- und gebrochenrationale Polynome thematisiert, die in der globalen Optimierung
ihre Anwendung findet.
Einschließung des Wertebereichs polynomialer Zielfunktionen und Nebenbedingungen
Beginnend mit Satz 3.1 wurde dargelegt, wie durch eine Untersuchung der Bernstein-
koeffizienten Wertebereichseinschließungen erzeugt und iterativ verbessert werden
können. Durch den Sweep-Algorithmus, vorgestellt in Abschnitt 3.6.3, können bei
Zerlegung eines M -Quaders die Bernsteinkoeffizienten der beiden entstehenden
Teilquader direkt aus den Bernsteinkoeffizienten des Ausgangsquaders gewonnen
werden.
Einschließung der partiellen Ableitungen polynomialer Zielfunktionen und
Nebenbedingungen
Darüber hinaus stehen mit Satz 3.5 und Satz 3.6 Erkenntnisse zur Berechnung
von Einschließungen für die Ableitungen eines Polynoms zur Verfügung. Diese
Einschließungen können direkt aus den Bernsteinkoeffizienten des zugrunde liegenden
Polynoms errechnet werden, so dass der Rechenaufwand gering ist. Der Einsatz der
erhaltenen Einschließungen erfolgt im Monotonietest (Algorithmus 5), im Nicht-
Konvexitätstest (Algorithmus 6) sowie beim Einsatz von Kontraktoren fürM -Quader
(siehe Abschnitt 4.4).
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Bestimmung verbesserter oberer Schranken durch Ausnutzung der Eckeneigenschaft von
Bernsteinpolynomen
An dieser Stelle soll im Besonderen auf die Eckeneigenschaft von Einschließungen
auf Basis von Bernsteinkoeffizienten hingewiesen werden. Mit dem im Satz 3.2
definierten Kriterium kann festgestellt werden, ob die obere oder untere Grenze
einer Einschließung minimal ist. Die algorithmischen Vorteile der Eckeneigenschaft
werden im folgenden Beispiel verdeutlicht.
Beispiel 4.5: Ausgehend vom Polynom
f2(x) = −x3 + 0,2x2 + 0,5x− 0,05
wird eine Einschließung des Wertebereichs über dem Einheitsintervall [0 | 1] betrach-
tet. Zur Berechnung der natürlichen Intervalleinschließung wird die Darstellung
f2(x) = x(x(−x+ 0,2) + 0,5)− 0,05
zur Reduzierung von Abhängigkeitsproblemen eingesetzt, so dass sich eine natür-
liche Einschließung des Wertebereichs von [f (I)2 ]([0 | 1]) = [−0,3500 | 0,6500] ergibt.
Die Analyse der Bernsteinkoeffizienten führt zur Einschließung [f (B)2 ]([0 | 1]) =
[−0,3500 | 0,3500]. Die Funktion f2, die Einschließungen des Wertebereichs [f ∗2 ]([0 | 1]),
[f (I)2 ]([0 | 1]) und [f (B)2 ]([0 | 1]) sowie die Kontrollpunkte (vgl. Abschnitt 3.4.4) der
Entwicklung von f2(x) in die Basis der Bernsteinpolynome vom Grad β = 3 sind in
Abbildung 4.4 dargestellt.
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Abb. 4.4: Darstellung des Polynoms f2(x), der Einschließungen des Wertebereichs
und der Kontrollpunkte der Entwicklung in Bernsteinpolynome
Neben der deutlich verbesserten Schätzungsunschärfe der Einschließung [f (B)2 ]
bringt diese Methode einen weiteren Vorteil mit sich. Das Minimum der Einschließung
liegt, wie in Abbildung 4.4 zu sehen, am rechten Rand des betrachteten Intervalls. Da
das Minimum der Bernsteinkoeffizienten an der rechten Grenze angenommen wird,
kann durch die Eckeneigenschaft (Satz 3.2) geschlussfolgert werden, dass die untere
Grenze der berechneten Einschließung [f (B)2 ] minimal ist. Erfüllt der zugehörige
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Punkt x = 1 alle Nebenbedingungen des Optimierungsproblems (GROP), kann die
obere Schranke fbest auf den Funktionswert der unteren Grenze der Einschließung
gesetzt werden.
Zusammenfassend lässt sich festhalten, dass mit Hilfe der Eckeneigenschaft ermit-
telt werden kann, ob die Grenzen einer Einschließung auf Basis von Bernsteinkoeffizi-
enten den Grenzen der minimalen Einschließung entsprechen und somit nicht weiter
verbessert werden können. Mit diesem Wissen kann die obere Schranke für den
Wert des globalen Minimums fbest in vielen Fällen auf den Wert der unteren Grenze
der Einschließung gesetzt werden, wie Beispiel 4.5 demonstriert. Das Erkennen
der Minimalität der Einschließung lässt sich dabei ohne zusätzlichen Aufwand aus
den Bernsteinkoeffizienten durch die Eckeneigenschaft ableiten. In der Anwendung
zeigt sich, dass vor allem gegen Ende der globalen Optimierung die extremalen
Funktionswerte auf den Ecken der zugrunde liegenden M -Quader zu finden sind
und die beschriebene Methodik ein Absenken der oberen Schranke ermöglicht. Dies
wirkt dem beschriebenen Clustereffekt (siehe Abschnitt 4.1.2) entgegen.
4.3.2 Zerlegung eines M -Quaders
In Abschnitt 4.2.6 wurde vorgeschlagen, für die Zerlegung eines M -Quaders die
Koordinatenrichtung auszuwählen, die innerhalb des Quaders den größten Einfluss
auf den Funktionswert besitzt. Anschließend erfolgt die Teilung in der Mitte des
zugehörigen Intervalls. Die Einschränkung auf eine polynomiale Zielfunktion erlaubt
die Entwicklung einer angepassten Strategie für die Zerlegung, die im Weiteren
erläutert wird.
Die durch Bernsteinkoeffizienten der Zielfunktion f (siehe Abschnitt 3.4.4) defi-
nierten Kontrollpunkte bilden den grundsätzlichen Verlauf des Graphen der Funktion
f nach. Diese Eigenschaft erlaubt nicht nur die Berechnung einer Einschließung für
den Wertebereich der Funktion, sondern ermöglicht auch die Abschätzung der Lage
ihrer Extremstellen. Es wird nun versucht, eine Zerlegung des aktuellen M -Quaders
in der Nähe einer Extremstelle durchzuführen. Wird die Existenz mehrerer loka-
ler Extrempunkte über einem M -Quader festgestellt, so wird derjenige mit dem
betragsmäßig größten Wert der angenäherten zweiten Ableitung ausgewählt.
Die Teilung eines M -Quaders an einer Extremstelle ist aus mehreren Gründen
von Vorteil. Auf der einen Seite liegen nach solch einer Zerlegung in der Regel zwei
Quader mit einem monotonen Verlauf der Zielfunktion vor. Damit kann meist die im
vorherigen Abschnitt vorgestellte Eckeneigenschaft ausgenutzt oder ein Ausschluss
des M -Quaders durch den Monotonietest (Abschnitt 4.2.3) bewirkt werden. Auf
der anderen Seite wird durch die Reduzierung der Anzahl an Extremstellen über
einem M -Quader die Schätzungsunschärfe einer Wertebereichseinschließung stark
verbessert.
Das Vorgehen für die Ermittlung der näherungsweisen Position einer Extremal-
stelle wurde vom Autor aus einem Algorithmus zur Berechnung einer minimalen
Wertebereichseinschließung durch Bernsteinkoeffizienten aus [Ray09] auf das Problem
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der globalen Optimierung übertragen. Als Grundlage dienen die Bernsteinkoeffi-
zenten bν,β, 0 ≤ ν ≤ β, aus einer Entwicklung der Zielfunktion f in die Basis
der Bernsteinpolynome vom Grad β. Unter Zuhilfenahme von Satz 3.5 und Satz
3.6 können aus diesen Größen die Bernsteinkoeffizienten der ersten und zweiten
partiellen Ableitungen b′
ν,β−m
bzw. b′′
ν,β−−m
bezüglich der Variablen m bestimmt werden.
Zur Lokalisierung möglicher Extremstellen werden nun für die Variable xm alle
Paare aufeinanderfolgender Bernsteinkoeffizienten der ersten Ableitung gesucht, die
einen Vorzeichenwechsel aufweisen. Die Menge E enthalte die Paare der zugehörigen
Kontrollpunkte:
E =


(
ν/β−m
b′
ν,β−m
)
,
(
ν+m/β
−
m
b′
ν+m,β
−
m
) mit (b′ν,β−m · b′ν+m,β−m) < 0, 0 ≤ ν ≤ β−m
 . (4.8)
Anschließend wird das Paar von Kontrollpunkten ausgewählt, das den betragsmäßig
höchsten Wert der zweifachen partiellen Ableitung bezüglich der Variablen m be-
sitzt. Für diese Auswahl werden die entsprechenden Bernsteinkoeffizienten b′′
ν,β−−mherangezogen. Der zum Maximum gehörende Multiindex werde mit ω bezeichnet.
Aus den Koordinaten der zugehörigen Kontrollpunkte wird nun die Position der
Zerlegung λ ∈ (0 | 1) bestimmt:
λ =
ω
β−m
b′
ω+m,β
−
m
− ω+m
β−m
b′
ω,β−m
b′
ω+m,β
−
m
− b′
ω,β−m
. (4.9)
Konnte kein Vorzeichenwechsel der ersten Ableitung festgestellt werden, liegt ein
monotoner Verlauf der Funktion über dem zugrunde liegenden M -Quader vor und
es wird eine Halbierung des zur Variablen m zugeordneten Intervalls vorgenommen.
Dieser Fall tritt nur ein, wenn die Nebenbedingungen gr für den betrachteten M -
Quader nicht erfüllt sind. Im anderen Fall würde ein monotoner Verlauf der Funktion
durch Anwendung des Monotonietests zum Ausschluss des Quaders von der weiteren
Suche führen.
Beispiel 4.6: Im Folgenden wird das beschriebene Vorgehen zur Ermittlung einer
Position für die Teilung eines M -Quaders in Koordinatenrichtung m an einem
Beispiel demonstriert. Dazu soll das Polynom 4. Grades
f3(x) = −5x4 − 0,6x3 + 14x2 − 9x+ 1
über dem Einheitsintervall untersucht werden. Die Funktion f3(x) und die Kontroll-
punkte der Entwicklung in die Basis der Bernsteinpolynome vom Grad 4 werden
auf der linken Seite der Abbildung 4.5 visualisiert. In der Darstellung sind die Ver-
bindungslinien zwischen benachbarten Kontrollpunkten eingezeichnet. Die Anstiege
dieser Verbindungslinien approximieren die Anstiege der Funktion f3(x) zwischen
zwei Kontrollpunkten. Die numerischen Werte der Bernsteinkoeffizienten der Funkti-
on und ihrer Ableitung werden in Tabelle 4.2 aufgelistet.
Es sind zwei Vorzeichenwechsel in den Bernsteinkoeffizienten zur ersten Ableitung
von f3(x) zu sehen, so dass die Menge E aus Beziehung (4.8) zwei Paare von
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ν ν4 bν,4
ν
3 b
′
ν,3
ν
2 b
′′
ν,2
0 0,0000 1,0000 0,0000 −9,0000 0,0000 28,0000
1 0,2500 −1,2500 0,3333 0,3333 0,5000 26,2000
2 0,5000 −1,1667 0,6667 9,0667 1,0000 −35,6000
3 0,7500 1,1000 1,0000 −2,8000
4 1,0000 0,4000
Tab. 4.2: Bernsteinkoeffizienten zur Funktion sowie zur ersten und zweiten Ableitung
des Polynoms f3(x)
0 0,2 0,4 0,6 0,8 1
−1
−0,5
0
0,5
1
x
f3(x)
Kontrollpunkte
0 0,2 0,4 0,6 0,8 1
−1
−0,5
0
0,5
1
x
f3(x)
Abb. 4.5: Funktionsgraph von f3(x) mit Kontrollpunkten (linke Seite) und schritt-
weise Zerlegung des Intervalls [0 | 1] mit sich ergebenden Einschließungen des Werte-
bereichs von f3(x) (rechte Seite)
Kontrollpunkten enthält:
E =
{{(
0,0000
−9,0000
)
,
(
0,3333
0,3333
)}
,
{(
0,6667
9,0667
)
,
(
1,0000
−2,8000
)}}
.
Da das zweite Paar den betragsmäßig größeren approximierten Wert der zweiten
Ableitung von −35,6000 besitzt, wird der Extrempunkt zwischen dem dritten und
fünften Kontrollpunkt ausgewählt. Am Vorzeichen der zweiten Ableitung ist zu
erkennen, dass es sich um ein Maximum handelt. Die Position für die Teilung
resultiert aus der Anwendung von Beziehung (4.9):
λ = 0,6667 · (−2,8000)− 1,0000 · 9,0667−2,8000− 9,0667 = 0,9214.
Das Maximum der Funktion f3(x) liegt bei xe1 = 0,9067 mit einem Wert der zweiten
Ableitung von f ′′3 (xe) = −24,5904, so dass die bestimmte Näherung von 0,9214 eine
sehr gute Schätzung für die Lage des Extrempunktes darstellt. Die rechte Darstellung
in Abbildung 4.5 zeigt die erhaltenen Wertebereichseinschließungen im Verlauf der
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schrittweisen Zerlegung des Intervalls [0 | 1]. Die Breite eines Rechtecks entspricht
dem zugrunde gelegten Intervall; die Höhe steht für die berechnete Einschließung des
Wertebereichs. Die beschriebene Teilung erzeugt im Bereich von [0,9214 | 1,0000] eine
sehr enge Einschließung. Über diesem Intervall verläuft die Funktion monoton und
es kann daher eine minimale Einschließung gewonnen werden. Die nächste Zerlegung
wird durch die beschriebene Methodik am Punkt x = 0,3223 vorgenommen, die sehr
nah an der Minimalstelle xe2 = 0,3646 liegt. Es resultiert eine minimale Einschließung
über dem Intervall [0,000 | 0,3223], während für das Teilintervall [0,3223 | 0,9214] eine
leichte Überschätzung des Wertebereichs vorliegt.
Zusammenfassend soll festgehalten werden, dass durch die Ausnutzung von Ablei-
tungsinformationen aus Bernsteinkoeffizienten durch zwei Teilungen die Schätzungs-
unschärfe der Einschließung des Wertebereichs stark verringert werden konnte und
darüber hinaus die Funktion f3(x) über zwei der drei entstandenen Teilintervalle
monoton verläuft.
4.4 Einsatz von Kontraktoren
Nachdem in den vorangegangenen Abschnitten Methoden erläutert wurden, die eine
schrittweise Zerlegung des Ausgangsquaders [x](0) vornehmen und anhand verschie-
dener Überprüfungen Teilquader von der weiteren Suche ausschließen, sollen im
Folgenden Zugänge vorgestellt werden, die auch die Verkleinerung eines M -Quaders
ohne eine Zerlegung ermöglichen. In der Grobdarstellung des Ablaufes der globalen
Optimierung in Algorithmus 2 wurde dies bereits unter dem Begriff Schrumpfen
eines M -Quaders erwähnt. Die damit verbundenen Ansätze werden als Kontraktoren
bezeichnet. Diese Erweiterung ist im Besonderen für Optimierungsaufgaben vom
Typ (GROP) mit einer hohen Anzahl von Variablen interessant. Da das Schrumpfen
eines M -Quaders meist bezüglich mehrerer Koordinatenrichtungen erfolgt, ersetzt
dies eine aufwendige wiederholte Zerlegung des Quaders, die zum Erreichen einer
vergleichbaren Reduzierung nötig wäre. Wie die Erläuterungen im Folgenden zeigen,
ist der Einsatz von Kontraktoren daher ein wesentliches Mittel zur Beschleunigung
des Ablaufes der globalen Optimierung.
In den nächsten beiden Abschnitten werden globale Optimierungsprobleme vom
Typ (GROP) betrachtet, die ausschließlich den Restriktionen der Intervallnebenbe-
dingungen unterliegen. Es gilt R = 0, so dass keine zusätzlichen Nebenbedingungen
gr(x) beachtet werden. Diese Bedingung ist erfüllt, wenn entweder schon für das
Ausgangsproblem R = 0 gilt oder für den betrachteten M -Quader bereits alle
Nebenbedingungen sicher erfüllt sind.
4.4.1 Einschließung stationärer Punkte
Die Grundidee des sogenannten Newton-Kontraktors besteht in der Reduzierung eines
M -Quaders [x](i) auf eine möglichst kleine Einschließung der stationären Punkte
der Funktion f . Dazu wird das – möglicherweise nichtlineare – Gleichungssystem
∇f(x) = 0, x ∈ [x](i) (4.10)
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mit Methoden der Intervallarithmetik gelöst (siehe [Jau01], S. 86). Die erhaltene Lö-
sung entspricht in der Regel keinem diskreten Punkt x∗, sondern einer Einschließung
stationärer Punkte durch einen M -Quader [x](i+1) ⊆ [x](i).
Das Intervall-Newtonverfahren wurde im zweiten Kapitel dieser Arbeit im Ab-
schnitt 2.4.2 vorgestellt und findet nun Anwendung bei der Lösung des Gleichungs-
systems (4.10). Dieses wird entsprechend der Beziehung (2.11) umgeformt und das
abgeleitete lineare Intervallgleichungssystem
∇f(m) + [H]([x](i))(x−m) = 0, x ∈ [x](i) (4.11)
mit Hilfe der Gauss-Seidel-Iteration gelöst (siehe [Han04], S. 89ff.). Als Entwick-
lungspunkt m wird meist der Mittelpunkt des zugrunde liegenden M -Quaders
m = m([x](i)) gewählt. Die Intervallmatrix [H] steht für eine Intervallerweiterung
der Hessematrix der Funktion f . Die Lösung des Systems in Beziehung (4.11) besteht
aus einem oder mehreren M -Quadern [x](i+1), [x](i+2), . . . [x](i+J), deren Schnitt mit
dem zugrunde liegenden M -Quader gebildet wird:
[x](i+j) = [x](i) ∩ [x](i+j), j = 1,2, . . . ,J. (4.12)
So entstehen entweder M -Quader mit möglicherweise engeren Grenzen oder die
leere Menge. Im zweiten Fall können die betreffenden M -Quader von der weiteren
Suche ausgeschlossen werden, im ersten Fall werden die reduzierten Quader zur Liste
Lactive hinzugefügt. An diese Berechnung von M -Quadern kann sich eine weitere
Iteration des Intervall-Newtonverfahrens anschließen. In der Literatur (siehe [Kah05],
S. 51f.) wird jedoch empfohlen, nur einen einzigen Schritt durchzuführen. Dies wird
damit begründet, dass der erste Newtonschritt meist die größte Reduzierung von
Intervallgrenzen erzielt und aufgrund des hohen Aufwandes der Berechnung einer
Einschließung der Hessematrix der Funktion f zunächst versucht werden sollte, den
M -Quader durch andere Untersuchungen zu bearbeiten.
Algorithmus 9 auf Seite 101 listet die Berechnungsschritte zur Bestimmung ei-
ner Einschließung der stationären Punkte auf. Die intervallarithmetische Gauß-
Seidel-Iteration wurde direkt an die Lösung des in Beziehung (4.11) dargestellten
Gleichungssystems angepasst. Insbesondere wurde die Vorkonditionierung der Hesse-
matrix einbezogen. Die Darstellung des Algorithmus wurde weitgehend aus [Kah05],
S. 56 übernommen.
Voraussetzungen
Für die Anwendung des Intervall-Newtonverfahrens zur Ermittlung stationärer
Punkte wird eine inklusionsisotone konvergenzerhaltende Einschließung der ersten
und zweiten partiellen Ableitungen der Funktion f benötigt. Daher wird gefordert,
dass f ∈ C2([x](0)) gilt. Des Weiteren darf der Rand des betrachteten M -Quaders
in keinem Punkt mit dem Rand des Ausgangsquaders [x](0) übereinstimmen, d. h.
[x] ⊂ [x](0) muss erfüllt sein. Diese Bedingung wird gestellt, um auszuschließen, dass
globale Optimalstellen auf dem Rand des Ausgangsquaders durch eine Anwendung
des Newton-Kontraktors verworfen werden.
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Algorithmus 9 : Anwendung des Newton-Kontraktors zur Einschließung der
stationären Punkte innerhalb eines M -Quaders
Funktion (Lactive, [x], deleteBox) = EinschließungStationärePunkte([x], Lactive)
Eingabe: M -Quader [x |x] = [x], Liste der aktiven M -Quader Lactive
Ausgabe: Rückgabe der Liste der aktiven M -Quader Lactive, des möglicherweise
reduzierten M -Quaders [x] und der Angabe deleteBox, ob der M -Quader [x]
gelöscht werden kann
// Funktion EinschließungStationärePunkte darf nur angewandt werden,
wenn für den M-Quader [x] alle Nebenbedingungen erfüllt sind und
dieser im Inneren des Ausgangsquaders [x](0) liegt: [x] ⊂ [x](0)
c = m([x]) // Berechne den Mittelpunkt des M-Quaders [x]
if m([H]([x])) singulär then
C = I
else
C = (m([H]([x])))−1 // Inverse der Mittelpunktsmatrix einer
Einschließung der Hessematrix als Vorkonditionierer
end
[A] := C · [H]([x]); [b] = C · ∇f(c)
for m = 1 to M do // Lösung von [A] ([x]− c) = −[b]
if 0 /∈ [am,m] then // Anwendung der Gauß-Seidel-Iteration
[xm] := (cm − (bm +
M∑
n=1
[am,n] ([xn]− cn))/[am,n]) ∩ [xm]
if [xm] = ∅ then
deleteBox:=true
return Lactive, [x], deleteBox
end
end
end
for m = 1 to M do
if 0 ∈ [am,m] then // Anwendung der erweiterten Intervallarithmetik
[y] := (cm − (bm +
M∑
n=1
[am,n] ([xn]− cn))/[am,n]) ∩ [xm]
if [y] = ∅ then
deleteBox:=true
return Lactive, [x], deleteBox
end
[y] = [y](1) ∪ [y](2) // Lösung besteht aus bis zu zwei Intervallen
if [y](2) 6= ∅ then
[z] := [x], [zm] := [y](2)
Lactive := Lactive ∪ [z]
end
[xm] := [y](1)
end
end
deleteBox:=false
return Lactive, [x], deleteBox
End
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Korrektheit
Unter den genannten Bedingungen werden durch die Anwendung des Newtonkon-
traktors keine globalen Optimalstellen ausgeschlossen. Dies kann durch die Lösung
des Gleichungssystems (4.10) mit Hilfe der intervallarithmetischen Gauss-Seidel-
Iteration garantiert werden. Diese Vorschrift ermittelt keine diskrete Lösung des
Systems, sondern schließt alle Lösungen in einen M -Quader ein. Dudurch werden
in Beziehung (4.12) nur Bereiche entfernt, die definitiv keine stationären Punkte
enthalten können.
Beispiel 4.7: Die in Beispiel 4.2 vorgestellte Optimierungsaufgabe wird nun unter
Verwendung des Newton-Kontraktors gelöst, der sich nach dem Monotonie- und
Nicht-Konvexitätstest als zusätzliche Untersuchung jedes M -Quaders einreiht. In
Abbildung 4.6 ist der geänderte Verlauf der Optimierung zu sehen. Im Vergleich
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Abb. 4.6: Verlauf der globalen Optimierung der Funktion f1(x) bei Einsatz eines
Newton-Kontraktors
zu den bisher durchgeführten Optimierungen im Rahmen der Beispiele 4.2 und
4.3 zeigt sich ein anderes Bild: Dank des Newton-Kontraktors erfolgen vermehrt
Zerlegungen von Intervallen und der Ausschluss von kleineren Bereichen, wie bei-
spielsweise in Iterationsschritt N = 2 um x = −1. Als Folge fällt der Wert der
oberen Schranke, und der Bereich von [−0,5 | 1] kann bereits in Iterationsschritt
N = 3 von der Suche ausgeschlossen werden. In den nächsten Iterationen werden die
verbleibenden Intervalle reduziert, so dass der Algorithmus nach 13 Iterationen durch
Erreichen der Genauigkeitsschranke abbricht und die Iterationsanzahl im Vergleich
zu Beispiel 4.3 nochmals gesenkt werden konnte. Es wurden 47 Einschließungen des
Wertebereichs, 23 Einschließungen der ersten Ableitung und 10 Einschließungen
der zweiten Ableitung der Funktions f1(x) bestimmt. Die beiden globalen Optimal-
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stellen werden durch vier Intervalle eingeschlossen. Zusammengefasst ergeben sich
die Grenzen [x](1) = [−1,1244 |−1,1243] mit [f ]([x](1)) = [−5,6744 |−5,6738] und
[x](2) = [1,5243 | 1,5244] mit [f ]([x](2)) = [−5,6749 |−5,6734].
4.4.2 Konsistenzüberprüfungen
Nachdem die Reduzierung von M -Quadern durch die Suche nach stationären Punk-
ten betrachtet wurde, soll nun ein rechentechnisch weniger aufwendiger Zugang
beschrieben werden. Er besteht in der Anwendung des eindimensionalen Intervall-
Newtonverfahrens, das in Kapitel 2 im Abschnitt 2.4.1 vorgestellt wurde. Die im
Folgenden erläuterte Methodik wird in [Kah05], S. 55ff. erwähnt und meist als box
consistency bezeichnet.
Das Symbol f bezeichnet im Weiteren eine untere Schranke für das globale
Optimum. Als Grundlage für die Reduzierung einesM -Quaders dient die Betrachtung
einer Menge
B = {x ∈ [x] mit f(x) ∈ [f | fbest]},
die alle Punkte eines M -Quaders [x] enthält, deren Funktionswerte nicht über der
besten bekannten oberen Schranke fbest liegen. Ist die Menge B nicht leer, dann
existiert ein Element f˜ ∈ [f | fbest] und ein Punkt x˜ ∈ [x] mit
h(x˜) = f(x˜)− f˜ = 0.
Diese Beziehung wird nun in eine Gleichung in Intervallvariablen überführt, so dass
[h]([x]) = [f ]([x])− [f | fbest] (4.13)
entsteht. Durch Anwendung des eindimensionalen Intervall-Newtonverfahrens (sie-
he Abschnitt 2.4.1) wird Gleichung (4.13) iterativ gelöst und so ein M -Quader
ermittelt, der die Menge B einschließt. Dabei wird die Reduzierung nur bezüglich
einer ausgewählten Variablen xm, m ∈ {1,2, . . . ,M} durchgeführt. In vielen Fällen
besitzt die erhaltene Einschließung der Menge B engere Grenzen als der betrachtete
M -Quader [x]. In [Kah05], S. 59 wird empfohlen, nur einen Iterationsschritt des
Intervall-Newtonverfahrens durchzuführen, um eine Reduzierung des M -Quaders [x]
vorzunehmen, aber den Aufwand der Rechnung gering zu halten.
Für die Anwendung des Newton-Kontraktors wird der Mittelpunkt desM -Quaders,
c = m([x]), berechnet und der Intervallvektor
[z] = [x1 |x1]× [x2 |x2]× . . .× [xm−1 |xm−1]× [cm | cm]×
[xm+1 |xm+1]× . . .× [xM |xM ]
gebildet. Der Newton-Kontraktor
Nh(cm,[x]) = cm − [h]([z])[hm]([x]) (4.14)
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berechnet eine Einschließung der Nullstellen der Intervallfunktion [h]([x]). Das
Symbol [hm]([x]) steht für eine inklusionsisotone konvergenzerhaltende Intervall-
einschließung der partiellen Ableitung der Intervallfunktion aus Beziehung (4.13)
bezüglich der Variablen xm.
Wird der Schnitt von Nh(cm,[x]) mit dem Intervall [xm |xm] bestimmt, so können
folgende vier Fälle eintreten:
− Der Schnitt des Newtonkontraktors Nh(cm,[x]) mit dem Intervall [xm |xm] ist
leer. Folglich existiert kein Punkt, der Nullstelle der Intervallfunktion [h]([x]) ist
und somit kann der gesamte M -Quader von der weiteren Suche ausgeschlossen
werden.
− Es gilt [xm |xm] ⊃ (Nh(cm,[x]) ∩ [xm |xm]) 6= ∅, so dass das Intervall [xm |xm]
verkleinert werden konnte und die Suche mit einem M -Quader [x](i+1) mit
engeren Grenzen weitergeführt wird.
− Durch die Anwendung der Regeln der erweiterten Intervallarithmetik (sie-
he Abschnitt 2.1.3) ergeben sich zwei Teilintervalle [x(1)m |x(1)m ] ⊂ [xm |xm],
[x(2)m |x(2)m ] ⊂ [xm |xm], mit [x(1)m |x(1)m ]∩ [x(2)m |x(2)m ] = ∅, so dass zwei M -Quader
mit bezüglich der Koordinatenrichtung m reduzierten Grenzen erzeugt werden,
mit denen die Suche fortgeführt wird.
− Durch die Anwendung des Newton-Kontraktors tritt keine Veränderung ein:
Nh(cm,[x]) ∩ [xm |xm] = [xm |xm]. In diesem Fall erfolgte keine Reduzierung
des M -Quaders [x].
Abschließend sollen die Gemeinsamkeiten und Unterschiede der Konsistenzüber-
prüfung zur Methode der Einschließung stationärer Punkte herausgearbeitet werden.
Beide Methoden sind in der Lage, mit Hilfe des Intervall-Newtonverfahrens die
Grenzen eines M -Quader zu verkleinern. Bei der Einschließung stationärer Punkte
geschieht dies für mehrere Koordinatenrichtungen mit Hilfe einer sehr rechenaufwen-
digen Intervalleinschließung der Hessematrix der Funktion f . Für die Konsistenzüber-
prüfung wird nur die erste partielle Ableitung bezüglich einer Variablen benötigt,
die darüber hinaus meist bereits aus dem Monotonietest bekannt ist. Aufgrund
dieser Tatsachen wird die Konsistenzüberprüfung in der globalen Suche vor der
Einschließung stationärer Punkte eingeordnet. Algorithmus 10 fasst das Vorgehen
zusammen.
Voraussetzungen
Zur Anwendung des beschriebenen Vorgehens muss eine inklusionsisotone konvergenz-
erhaltende Intervalleinschließung der partiellen Ableitung der Funktion f bezüglich
der Variablen xm zur Verfügung stehen, so dass f ∈ C1([x](0)] gefordert wird.
Die Auswahl einer Variablen m erfolgt üblicherweise mit Hilfe der in Absatz 4.2.6
beschriebenen Herangehensweise zur Ermittlung der Koordinatenrichtung mit dem
stärksten Einfluss auf den Funktionswert. Die Konsistenzüberprüfung darf nur
angewandt werden, wenn für den betrachteten M -Quader die Restriktionen gr(x)
erfüllt sind.
104
Einsatz von Kontraktoren
Algorithmus 10 : Reduzierung der Grenzen eines M -Quaders
Funktion (Lactive, [x], deleteBox) = Reduzierung1Dim([x], Lactive, fbest)
Eingabe: M -Quader [x], Liste der aktiven M -Quader Lactive, obere Schranke für
das globale Minimum fbest
Ausgabe: Rückgabe der Liste der aktiven M -Quader Lactive, des möglicherweise
reduzierten M -Quaders [x] und der Angabe deleteBox, ob der M -Quader [x]
gelöscht werden kann
Wähle eine Variable m ∈ {1,2, . . . ,M} aus
c = m([x]) // Mittelpunkt des M-Quaders [x]
Berechne den Newton-Kontraktor nach Beziehung (4.14)
if Nh(cm,[x]) ∩ [xm |xm] = ∅ then
deleteBox:=true // M-Quader [x] enthält kein Optimum
else if [xm |xm] ⊃ (Nh(cm,[x]) ∩ [xm |xm]) 6= ∅ then
Reduziere die Grenzen des M -Quaders [x]
deleteBox:=false
else if [x(1)m |x(1)m ] ∪ [x(2)m |x(2)m ] = [xm |xm] ∩Nh(cm,[x]) then
Erstelle zwei Teilquader [x](1) und [x](2) aus [x]
Lactive := Lactive ∪ [x](1) // Einfügen in Liste der aktiven M-Quader
Lactive := Lactive ∪ [x](2)
deleteBox:=true // Löschen des M-Quaders [x]
else
deleteBox:=false // keine Veränderung des M-Quaders [x]
end
return Lactive, [x], deleteBox
End
Korrektheit
Durch die Konsistenzüberprüfung werden keine globalen Optimalstellen verworfen,
da die Suche nach Nullstellen der Beziehung (4.13) durch Einsatz des Intervall-
Newtonverfahrens erfolgt: Diese Methode reduziert den zugrunde liegenden M -
Quader [x] nur um Bereiche, die garantiert keine Lösung enthalten.
Beispiel 4.8: Wird die Konsistenzüberprüfung in die globale Suche der in Beispiel
4.2 gestellten Optimierungsaufgabe einbezogen, ergeben sich nur kleine Änderun-
gen im Vergleich zur Optimierung unter Einbezug des Newton-Kontraktors. Nach
11 Iterationsschritten werden Einschließungen der beiden Optimalstellen durch
vier Intervalle mit den zusammengefassten Grenzen [x](1) = [−1,1244 |−1,1243]
mit [f ]([x](1)) = [−5,6747 |−5,6736] und [x](2) = [1,5243 | 1,5244] mit [f ]([x](2)) =
[−5,6749 |−5,6736] gefunden. Dieses Ergebnis entspricht – auf vier Nachkommastel-
len genau – nahezu den Einschließungen aus Beispiel 4.7 (einzig die Einschließungen
des globalen Optimums weichen in der letzten Nachkommastelle ab). Durch die Ver-
wendung der Konsistenzüberprüfung konnte jedoch im Vergleich ein Iterationsschritt
eingespart werden. Im Laufe der Berechnungen wurden 42 Einschließungen des
Wertebereichs, 24 Einschließungen der ersten Ableitung sowie 11 Einschließungen
der zweiten Ableitung bestimmt.
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Auch wenn der Einfluss auf das betrachtete Beispiel nicht sehr groß scheint,
ist die Konsistenzüberprüfung ein wichtiges Hilfsmittel zur Beschleunigung der
globalen Suche. Um die Wirkungsweise des Verfahrens zu demonstrieren, wird
exemplarisch die globale Optimierung der Funktion f1(x) im Iterationsschritt N = 2
untersucht. Unabhängig von den eingesetzten Überprüfungen zum Ausschluss vonM -
Quadern zeigt sich ein ähnliches Bild, wie es in Abbildung 4.7 auf der linken Seite zu
sehen ist. Von Interesse ist nun das Intervall [−2,0 |−1,0] mit der kleinsten unteren
−2 −1,5 −1 −0,5 0 0,5 1 1,5 2−20
−10
0
10
20
N = 2
fbest = 0, 9210
x
f1(x)
−2 −1,5 −1 −0,5 0 0,5 1 1,5 2−20
−10
0
10
20
x
f1(x)
Abb. 4.7: Darstellung des Iterationsschritts N = 2 der globalen Suche (linke Seite),
reduzierte Intervalle nach Konsistenzüberprüfung (rechte Seite)
Schranke aller Intervalle der Liste Lactive und einer Wertebereichseinschließung
von [f ]([−2,0 |−1,0] = [−18,3600 | 18,3600]. Weiterhin kann eine Einschließung
der Ableitungswerte über diesem Intervall von [f ′]([−2,0 |−1,0] = [−109,4 | 109,4]
bestimmt werden. Die beste obere Schranke liegt bei fbest = 0,9210.
Der Mittelpunkt des betrachteten Intervalls befindet sich bei c = −1,5, so dass
sich nach Beziehung (4.14) mit f1(c) = 6,3572 und [h]([z]) = [7,2782 | 24,7172] ein
Newton-Kontraktor von
Nh(c,[x]) = −1,5− [7,2782 | 24,7172][−109,4000 | 109,40000] = [−∞|−1,5665] ∪ [−1,4335 |∞]
ergibt. Der Schnitt mit dem Intervall [−2,0 |−1,0] erzeugt die beiden Intervalle
[x](1) = [−2,0000 |−1,5665] und [x](2) = [−1,4335 |−1,0000] mit endlichen Grenzen.
Die Auswirkung der Berechnung lässt sich in Abbildung 4.7 auf der rechten Sei-
te anhand der rot umrandeten Kästen nachvollziehen: Das betrachtete Intervall
wurde zweigeteilt und der Bereich von (−1,5665 |−1,4335) ausgeschlossen, da der
Funktionswert von f1(x) hier über der oberen Schranke von fbest liegt.
Von besonderer Wichtigkeit ist der Unterschied der Konsistenzüberprüfung im
Vergleich zu den bisher erfolgten Intervallzerlegungen. Anstatt der Teilung eines
M -Quaders erfolgt eine zielgerichtete Schrumpfung des Bereichs. Um den gleichen
Effekt wie im Beispiel beschrieben zu erzielen, hätten mindestens zwei Teilungen
des Ausgangsintervalls ausgeführt werden müssen.
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4.5 Zusammenfassung und Anwendung
In Abschnitt 4.2.1 wurde in Form des Algorithmus 2 der Ablauf der Branch-and-
Bound-Suche zur globalen Optimierung grob dargelegt, während in den folgenden
Abschnitten die Bausteine des Algorithmus näher beschrieben wurden. Durch Algo-
rithmus 11 auf Seite 108 wird der Ablauf nun konkretisiert, wobei die eingeführten
Tests zum Ausschluss von M -Quadern verwendet werden.
Endet Algorithmus 11, dann wurde entweder eine Unstetigkeitsstelle gefunden
(siehe Abschnitt 4.2.1) oder die gewünschte Genauigkeit für die Lösung erreicht. Im
zweiten Fall ist die Liste Lactive leer und die Lösungen sind in der Menge Lsolution
abgelegt. Darüber hinaus wird vom Algorithmus die beste obere Schranke für das
Minimum zurückgegeben.
4.5.1 Analyse der Lösung der globalen Optimierung
Betrachtungen zur Lösungsmenge der globalen Optimierung
Der Algorithmus zur globalen Suche ermittelt eine Menge von M -Quadern Lε, die in
der Liste Lsolution gesammelt werden. Aus dem Ablauf des Algorithmus wird deutlich,
dass Lε eine Menge mit einer endlichen Anzahl an Elementen ist.
Ist die Lε die leere Menge, existiert keine Lösung des Optimierungsproblems
(GROP) aus Abschnitt 4.1. Für die folgenden Untersuchungen der Lösungsmenge
(vgl. [Han04], S. 309f.) wird vorausgesetzt, dass die LösungsmengeM -Quader enthält.
Diese sollen mit [x](i), i = 1,2, . . . ,|Lε| bezeichnet werden (siehe Beziehung (4.4)).
Für die kleinste untere Grenze der Einschließung des Wertebereichs von f ,
[f
i
| f i] = [f ]([x](i)),
F = min
i=1,2,...,|Lε|
f
i
und die beste bekannte obere Schranke für das globale Optimum fbest gilt:
F ≤ f
i
≤ fbest ≤ f i, i = 1,2, . . . ,|Lε|. (4.15)
Der Index i′ stehe für einen M -Quader, dessen untere Schranke für das globale
Minimum mit F übereinstimmt, so dass sich für das globale Optimum f ∗ die
folgende Eingrenzung formulieren lässt:
F ≤ f ∗ ≤ fbest ≤ f i′ .
Die Berücksichtigung des Abbruchkriteriums nach Beziehung (4.7), bezogen auf den
M -Quader mit Index i′, erlaubt die Abschätzung von
F ≤ f ∗ ≤ F + εf . (4.16)
Das globale Minimum f ∗ wird folglich durch das Intervall [F |F +εf ] mit dem Durch-
messer εf eingeschlossen, wobei die tatsächliche obere Grenze nach Abbruchkriterium
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Algorithmus 11 : Globale Optimierung durch Branch-and-Bound-Suche
Algorithmus (Lsolution, fbest) = GlobaleOptimierung ([x](0), εx, εf )
Eingabe: M -Quader [x](0), Genauigkeitsschranken εx und εf
Ausgabe: Rückgabe der Liste Lsolution, obere Schranke fbest
Lsolution := ∅ // Initialisiere die Liste der Lösungen
Lactive := {[x](0)} // Initialisiere die Liste der aktiven M-Quader
fbest :=∞ // Initialisiere die obere Schranke fbest
while Lactive 6= ∅ do
Wähle den M -Quader [x] mit der kleinsten unteren Schranke aus Lactive
if Abbruchkriterien für [x] erfüllt then
Lösche [x] aus Lactive und füge [x] in Lsolution ein
else
(deleteBox, restrictionsFulfilled):=Nebenbedingungstest([x])
if deleteBox then // die Nebenbedingungen sind nicht erfüllt
Lösche [x], beginne einen neuen Durchlauf der while-Schleife
end
if restrictionsFulfilled then // alle Nebenbedingungen sind erfüllt
// Aktualisiere obere Schranke, führe Schrankentest aus
fbest :=min(fbest,ObereSchranke([x]))
Lactive :=Schrankentest(Lactive, fbest)
([x], deleteBox):=Monotonietest([x],[x](0))
if deleteBox then // [x] enthält keine globale Lösung
Lösche [x], beginne einen neuen Durchlauf der while-Schleife
end
(Lactive, [x], deleteBox):=Nichtkonvex([x], [x](0), Lactive, fbest)
if deleteBox then // [x] enthält keine globale Lösung
Lösche [x], beginne einen neuen Durchlauf der while-Schleife
end
(Lactive, [x], deleteBox):=Reduzierung1Dim([x], Lactive, fbest)
if deleteBox then // [x] enthält keine globale Lösung
Lösche [x], beginne einen neuen Durchlauf der while-Schleife
end
(Lactive, [x], deleteBox):=EinschließungStationärePunkte([x], Lactive)
if deleteBox then // [x] enthält keine globale Lösung
Lösche [x], beginne einen neuen Durchlauf der while-Schleife
end
end
Zerlege [x] in zwei Teilquader [x](1) und [x](2), Lösche [x]
if not [f ]([x](1)) > fbest then
Füge [x](1) in die Liste der aktiven Quader Lactive ein
end
if not [f ]([x](2)) > fbest then
Füge [x](2) in die Liste der aktiven Quader Lactive ein
end
end
end
return Lsolution, fbest
End
108
Zusammenfassung und Anwendung
(4.7) meist sogar näher an der unteren Grenze F liegt.
Abschließend sollen die Punkte innerhalb eines M -Quaders der Lösungsmenge
betrachtet werden. Aus den Beziehungen (4.15) und (4.16) kann abgeleitet werden,
dass auch für die obere Schranke fbest die Einschließung [F |F + εf ] gilt. Das heißt,
f ∗ und fbest besitzen die gleiche Einschließung und es folgt
f ∗ ≤ fbest ≤ f ∗ + εf .
Die obere Schranke weicht also nach Abbruch des Algorithmus nicht mehr als εf vom
globalen Optimum f ∗ ab. Für einen M -Quader aus der Lösungsmenge [x](i) ∈ Lε
resultieren für einen beliebigen Punkt x ∈ [x](i) aus
f(x) ≤ f
i
+ εf
die Abschätzungen
f(x)− εf ≤ f i ≤ fbest ≤ f ∗ + εf ,
f(x)− f ∗ ≤ 2 εf .
Die eingeführten Abbruchkriterien für die globale Optimierung gewährleisten also
eine besondere Eigenschaft der Lösung: Der Abstand des Funktionswertes eines
beliebigen Punktes der Lösungsmenge zum globalen Optimum liegt in jedem Fall
unter der Grenze von 2 εf . Im Folgenden sollen Eigenschaften des Algorithmus 11
zur Garantie der Einschließung der Lösung sowie zur Konvergenz zusammengefasst
werden. Die Ausführungen orientieren sich an [Kah05], S. 29ff.
Konvergenz gegen das globale Minimum und die Vollständigkeit der Lösung
Nach Ablauf des in Algorithmus 11 beschriebenen Vorgehens bilden die M -Quader
aus der Menge Lε eine Einschließung der Menge der zulässigen Punkte mit global
optimalem Funktionswert. Die Bedingung (4.5) ist erfüllt.
Ist die Lösungsmenge L leer oder kann der Zielfunktionswert von f über der
zulässigen Menge unbeschränkt fallen, werden diese Sonderfälle – unter Anwendung
der vorgegebenen Genauigkeit – erkannt. Zu Beginn des Algorithmus gilt Lε =
{[x](0)}, so dass alle globalen Optimalstellen in der Lösung enthalten sind. Bei der
Vorstellung der Schritte des Algorithmus in den Abschnitten 4.2.2 bis 4.2.6 wurde
gezeigt, dass durch den Algorithmus kein M -Quader verworfen wird, der eine globale
Optimalstelle enthält. Damit gehören die globalen Optimalstellen auch nach Ablauf
des Algorithmus zur Lösungsmenge Lε.
Endlichkeit der Suche
Werden die in Beziehung (4.6) und (4.7) beschriebenen Abbruchkriterien in Verbin-
dung mit den Regeln zur Zerlegung eines M -Quaders (Abschnitt 4.2.6) und den
eingesetzten Listen Lactive und Lsolution verwendet, so kommt Algorithmus 11 nach
einer endlichen Anzahl an Iterationen zum Abschluss.
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Dies lässt sich folgendermaßen begründen: Liegt der Durchmesser einesM -Quaders
bezüglich einer Variablen xi unter der Genauigkeitsschranke εx, so wird durch die
Regeln zur Zerlegung eines M -Quaders abgesichert, dass in der zuhörigen Koordina-
tenrichtung keine Teilung mehr erfolgt. Sobald für alle Koordinatenrichtungen des
Quaders die gesetzte Genauigkeitsschranke erreicht ist, wird er aus der Liste Lactive
entfernt, in die Liste Lsolution übertragen und nicht weiter zerlegt.
Durch die Verwendung einer inklusionsisotonen konvergenzerhaltenden Einschlie-
ßung für den Wertebereich der Zielfunktion f(x) und der Nebenbedingungen gr(x)
ist darüber hinaus gewährleistet, dass nach hinreichend häufiger Zerlegung des
zugrunde liegenden M -Quaders auch die Bedingung (4.7) erfüllt ist.
4.5.2 Globale Optimierung am Beispiel bekannter Testprobleme
Die globale Optimierung soll auf drei Testfunktionen angewandt werden, für die die
globalen Optimalstellen bekannt sind. Um eine Darstellung der Funktionen und des
Verlaufs der globalen Optimierung möglich zu machen, wurden Testfunktionen mit
zwei Variablen ausgewählt. Diese werden im Anhang A.1 ab Seite 167 aufgeführt.
Die Untersuchungen wurden auf einem Rechner durchgeführt, dessen technische
Parameter im Anhang A.2.1 genannt werden.
Six-hump Camel Back-Testfunktion
Die Six-hump Camel Back-Testfunktion fsix(x,y) besitzt zwei globale und vier lokale
Optimalstellen. Die Funktion ist in Abbildung A.1.1 im Anhang auf Seite 167
dargestellt.
Die globalen Optimalstellen der Six-hump Camel Back-Testfunktion wurden mit
Hilfe der beschriebenen globalen Optimierung mit einer Genauigkeit von εx = εf =
0,001 ermittelt. Der Verlauf der Optimierung wird in Abbildung 4.8 visualisiert,
indem die schrittweise Zerlegung des Definitionsbereichs dargestellt und für jedes
Rechteck der Grund des Ausschlusses von der Suche mit Hilfe der Farbgebung
angezeigt wird. Ein grün gefärbtes Rechteck steht für den Ausschluss infolge des
Schrankentests (siehe Abschnitt 4.2.2), ein rotes Rechteck für den Ausschluss durch
Monotonie- oder Nicht-Konvexitätstest (siehe Abschnitte 4.2.3 und 4.2.4) und ein
graues Rechteck für eine Bearbeitung durch Kontraktoren (siehe Abschnitt 4.4). Die
beiden globalen Optimalstellen werden jeweils von einer gelben Kreislinie umrandet.
Tabelle 4.3 listet die Anzahl der berechneten Einschließungen sowie die Anzahl
der erfolgreich durchgeführten Tests auf. Im Einzelnen sind dies die Anzahlen
der bestimmten Wertebereichseinschließungen #[f ], der Einschließungen der ers-
ten partiellen Ableitungen #[fxm ] und der Einschließungen der zweiten partiellen
Ableitungen #[fxm,xn ]. Darüber hinaus wird die Anzahl erfolgter Zerlegungen vonM -
Quadern sowie die Anzahl der ausgeschlossenen M -Quader durch den Schrankentest,
den Monotonie-/ Nicht-Konvexitätstest und durch Anwendung von Kontraktoren
aufgelistet und abschließend die Anzahl an Lösungen aufgeführt.
Die Lösungsmenge Lε enthält zwei Elemente, welche die beiden Optimalstellen
einschließen. Dies sind – mit einer Genauigkeit von 6 Nachkommastellen – die
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Abb. 4.8: Darstellung des iterativen Ausschlusses von M -Quadern am Beispiel der
Six-hump Camel Back-Testfunktion fsix(x,y)
Beschreibung fsix(x,y) f100(x,y)
# [f ] 100 1.160
# [fxm ] 47 534
# [fxm,xn ] 42 526
# Zerlegungen 22 220
# Schrankentests 21 396
# Monotonie-/ Nicht-Konvexitätstests 5 6
# Kontraktoren 11 194
|Lε| 2 1
Tab. 4.3: Globale Optimierung der Funktionen fsix(x,y) und f100(x,y)
Ergebnisse: [x](1) = [0,089821 | 0,898650]× [−0,712658 |−0,712655] mit [fsix]([x](1)) =
[−1,031628 |−1,031628] und [x](2) = [−0,089865 |−0,089822]× [0,712655 | 0,712658]
mit [fsix]([x](2)) = [−1,031628 |−1,031628]. Die Berechnungsdauer liegt bei ca. 0,001
Sekunden.
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Hundred-Dollar, Hundred-Digit Challenge
Im Rahmen der Hundred-Dollar, Hundred-Digit Challenge von Professor Nick Tre-
fethen (siehe Anhang A.1.2) wurde das globale Optimum der Funktion f100(x,y)
mit einer Genauigkeit von 10 Nachkommastellen gesucht. Diese Funktion mit einer
großen Anzahl lokaler Extremstellen ist in Abbildung A.2 im Anhang auf Seite 168
dargestellt. Es kann eingeschätzt werden, dass dies eine sehr anspruchsvolle Aufgabe
in Verbindung mit einer hohen gewünschten Genauigkeit ist.
Abbildung 4.9 zeigt den Verlauf der Optimierung mit einer Genauigkeit von
εx = εf = 10−11. In Tabelle 4.3 sind die Anzahlen berechneter Einschließungen und
erfolgreich durchgeführter Tests im Vergleich zur Six-hump Camel Back-Testfunktion
aufgeführt. Infolge der höheren Genauigkeit steigt die Anzahl berechneter Einschlie-
ßungen stark an. Durch die große Anzahl an lokalen Extremstellen können nur
sechs M -Quader durch die Anwendung des Monotonie- bzw. Nicht-Konvexitätstests
ausgeschlossen werden. In Abbildung 4.9 ist der in Abschnitt 4.1.2 beschriebene
Clustereffekt deutlich zu erkennen: Ein weiter Bereich um die globale Minimum-
stelle kann schnell durch den Schrankentest ausgeschlossen werden, jedoch sind
in der direkten Umgebung der Optimalstelle sehr viele Zerlegungen nötig, um die
gewünschte Genauigkeit der Einschließung zu erreichen. Die Optimalstelle wird nach
einer Rechenzeit von etwa 0,032 Sekunden durch einen einzigen M -Quader [x] =
[−0,02440307969442 |−0,02440307969400]× [0,21061242715527 | 0,21061242715572]
mit [f100]([x]) = [−3,30686864748833 |−3,30686864746215] eingeschlossen. Durch
diese Einschließung konnte die Lösung der Funktion f100(x,y) mit der gewünschten
Genauigkeit von 10 Nachkommastellen erfolgreich bestimmt werden.
Rosenbrock-Testfunktion
Die bivariate Rosenbrock-Testfunktion frosen2(x,y) besitzt ein globales Minimum, das
in einem bananenförmigen Tal liegt, wie es in der Abbildung A.3 auf Seite 169 des
Anhangs zu sehen ist. Das Minimum wurde mit Hilfe der globalen Optimierung mit
einer Genauigkeit von εx = εf = 0,001 bestimmt und der Verlauf der Optimierung
in der Abbildung 4.10 dargestellt. Die Anzahl erforderlicher Berechnungen von
Einschließungen sowie die Häufigkeiten der eingesetzten Tests sind in Tabelle 4.4
aufgeführt.
Die Analyse der Optimierung der Rosenbrock-Testfunktion zeigt, dass eine sehr
große Zahl an M -Quadern untersucht werden muss, um die Funktionswerte über
dem bananenförmigen Tal einzuschließen. Durch die achsenparallele Teilung des Defi-
nitionsbereichs ist eine sehr feine Zerlegung notwendig, um die globale Optimalstelle
mit der geforderten Genauigkeit zu begrenzen. Die entstehenden M -Quader werden
häufig durch die Anwendung von Kontraktoren geschrumpft, wie in Abbildung
4.10 im Bereich des Tales der Optimalstelle gut zu sehen ist. Die feine Zerlegung
des Ausgangsquaders wird im Besonderen an der hohen Anzahl der M -Quader der
Lösung deutlich, die aus 49 Elementen besteht. Zusammengefasst ergibt sich eine Ein-
schließung der Optimalstelle durch [x] = [0,999278 | 1,000758]× [0,998556 | 1,001461]
mit frosen2([x]) = [0,000000 | 0,000000] (Angabe aller Ergebnisse auf 6 Nachkomma-
stellen). Die Berechnungszeit lag bei 0,016 Sekunden.
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Abb. 4.9: Darstellung des iterativen Ausschlusses von M -Quadern am Beispiel der
Hundred-Dollar, Hundred-Digit-Testfunktion
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Abb. 4.10: Darstellung des iterativen Ausschlusses von M -Quadern am Beispiel der
Rosenbrock-Testfunktion
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Beschreibung frosen2(x,y) frosen3(x,y) frosen4(x,y) frosen5(x,y)
# [f ] 2.012 3.259 6.749 13.253
# [fxm ] 868 1.862 4.604 10.350
# [fxm,xn ] 868 1.791 4.356 9.666
# Zerlegungen 360 532 954 1.708
# Schrankentests 433 599 984 1.806
# Monotonie-/
Nicht-Konvexitätstests 22 43 140 311
# Kontraktoren 423 545 980 1.646
|Lε| 49 46 74 82
Rechenzeit [s] 0,016 0,109 0,219 1,092
Tab. 4.4: Globale Optimierung der Rosenbrock-Testfunktion
Die Rosenbrock-Testfunktion wurde auf höhere Dimensionen erweitert. Dazu
findet sich eine Beschreibung im Anhang A.1.3 auf Seite 169. Um die Auswirkungen
der gestiegenen Anzahl an Variablen zu untersuchen, wurde exemplarisch die globale
Optimierung für die Funktionen frosen3 bis frosen5 durchgeführt sowie die erfolgten
Berechnungen von Einschließungen und die Anzahl erfolgreich angewendeter Tests
in Tabelle 4.4 aufgenommen.
Durch die Zunahme der Anzahl der Variablen steigt die Anzahl berechneter
Einschließungen der Funktionswerte und der partiellen Ableitungen stark an, so
dass die Berechnungszeit für die 5-dimensionale Rosenbrock-Testfunktion bereits
über einer Sekunde liegt. Durch die Analyse der globalen Suche im Rechner wird
deutlich, dass der Großteil des Aufwandes, nämlich über 90%, in der Berechnung von
Einschließungen liegt. Weitere 5% der Berechnungszeit werden für die Bestimmung
von Newton-Kontraktoren aufgewandt und die restliche Zeit für die Durchführung
von Tests verbraucht.
Abschließend kann festgestellt werden, dass die Ermittlung aller Optima der
vorgestellten Testfunktionen mit der globalen Optimierung erfolgreich umgesetzt
wurde. Gleichzeitig konnte nachgewiesen werden, dass keine weiteren Optimalstellen
in den untersuchten M -Quadern existieren. Es wurde demonstriert, dass die globale
Optimierung der Rosenbrock-Testfunktion für die Variablenanzahlen 2 bis 5 mög-
lich ist, wenn auch der Zeitbedarf der Berechnung ansteigt. Eine Möglichkeit zur
Senkung der Berechnungszeit besteht im Einsatz parallelisierter Algorithmen (vgl.
[Kah05], S. 71ff.). Am Beispiel der Testfunktion der Hundred-Dollar, Hundred-Digit
Challenge mit einer sehr großen Anzahl lokaler Extrempunkte wurde die globale
Optimalstelle mit einer sehr hohen Genauigkeit eingeschlossen. Die Six-hump Camel
Back-Testfunktion besitzt zwei globale Optimalstellen, die beide erfolgreich durch
die globale Optimierung gefunden wurden.
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4.5.3 Diskussion und Einordnung der Ergebnisse
In diesem Kapitel wurde ein Verfahren zur globalen Minimierung des Optimie-
rungsproblems (GROP) mit Hilfe von Branch-and-Bound-Methoden vorgestellt.
Beginnend mit einem weit verbreiteten Ansatz zur Ausnutzung oberer Schranken für
das globale Minimum wurden schrittweise Methoden zum Ausschluss von Teilberei-
chen des zugrunde liegenden M -Quaders [x](0) erläutert und deren Wirkungsweise
exemplarisch an der Funktion f1(x) aus Beispiel 4.2 demonstriert. Tabelle 4.5 listet
die Veränderung der Anzahl nötiger Iterationsschritte N bis zum Erreichen der
gewünschten Genauigkeit, die Anzahl erhaltener Lösungsintervalle |Lε|, die erfolgten
Berechnungen von Einschließungen des Wertebereichs (#[f ]) sowie die Einschließun-
gen der ersten und zweiten partiellen Ableitungen (#[f ′] bzw. #[f ′′]) der Funktion
f1(x) auf. Es ist zu sehen, wie die Anzahl benötigter Iterationsschritte und die
Anzahl berechneter Einschließungen mit der Hinzunahme weiterer Untersuchungen
schrittweise abnimmt.
Beispiel Beschreibung N |Lε| #[f ] #[f ′] #[f ′′]
4.2 Schrankentest 61 31 185 0 0
4.3 + Monotonie-/Nichtkonvexitätstests 40 4 92 41 26
4.7 + Einschließung stationärer Punkte 13 4 47 23 10
4.8 + Reduzierung von M -Quadern 11 4 42 24 11
Tab. 4.5: Zusammenfassung der globalen Optimierung der Funktion f1(x) durch
verschiedene Varianten der globalen Optimierung
Des Weiteren wird an den untersuchten Beispielen deutlich, dass sich die zwei
Konzepte zum Ausschluss von Bereichen des Ausgangsquaders gut ergänzen: Auf der
einen Seite steht die aktive Zerlegung vonM -Quadern und die Entfernung von Teilen
durch Untersuchungen der Monotonie, der Konvexität oder der Nebenbedingungen.
Demgegenüber kann ein M -Quader durch die Anwendung von Kontraktoren ge-
schrumpft und so seine Grenzen bezüglich mehrerer Koordinatenrichtungen reduziert
werden.
Es soll betont werden, dass die Funktion f1(x) zwei globale Minimalstellen enthält
und durch den vorgestellten Algorithmus zur globalen Optimierung beide Optimal-
stellen eingeschlossen werden. Diese besondere Eigenschaft des Algorithmus zeigt
sich auch am Beispiel der Six-hump Camel Back-Testfunktion, die ebenfalls zwei
globale Minimalstellen besitzt. Neben der Einschließung jedes Minimums wird die
Globalität unter einer vorgegebenen Genauigkeit garantiert. Dazu wurde für jeden
Ansatz zum Ausschluss von M -Quadern sowie für die Kontraktoren nachvollzogen,
dass durch die Anwendung keine globalen Lösungen entfernt werden können.
Die Lösung allgemeiner nichtlinearer globaler Optimierungprobleme ist NP-voll-
ständig, d. h., die Laufzeit eines Algorithmus zur Lösung kann nicht durch ein
Polynom in Abhängigkeit von der Anzahl der Variablen und Nebenbedingungen be-
schrieben werden. Diese theoretische Erkenntnis verdeutlicht, dass der Einsatzbereich
der globalen Suche beschränkt ist. Durch die Verwendung angepasster Verfahren,
beispielsweise zur Bestimmung von Wertebereichsschranken, kann die Methode den-
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noch auf eine erstaunliche Vielfalt von Optimierungsproblemen angewandt werden.
Dies zeigen auch die Untersuchungen eines Beispiels aus der Praxis in Kapitel 5
dieser Arbeit: Durch eine aufwendige Abstimmung der Einschließungsberechnung
auf die auftretenden Funktionen kann die globale Suche bezüglich der Rechenzeit
mit einem Evolutionären Algorithmus konkurrieren und es können Millionen von
Getriebestrukturen mit einer garantierten Einschließung aller globalen Lösungen
optimiert werden.
In [Han04], S. 286 werden die Unterschiede zwischen einer globalen Suche unter
Zuhilfenahme von Methoden der Intervallarithmetik und anderen Optimierungsver-
fahren hervorgehoben: Klassische Optimierungsmethoden können eine Zielfunktion
nur an endlich vielen Punkten auf Optimalität untersuchen. Kann die Globalität eines
Minimums nicht durch besondere Eigenschaften der Zielfunktion, wie beispielsweise
Konvexität, gesichert werden, bleibt stets unklar, ob nicht eine globale Minimalstelle
in einem engen Tal übersehen wurde. Die Einschließungen des Wertebereichs und
der Ableitungen einer Funktion sind dagegen für alle Elemente eines M -Quaders
und damit für eine unendliche Menge an Punkten gültig, so dass deren Verwendung
als Grundlage der Optimierung auch Aussagen über die Globalität von Lösungen
über eine ganze Punktmenge liefern kann.
4.5.4 Weitere Verfahren zur Lösung globaler Optimierungsprobleme
Im Folgenden soll ein kurzer Überblick zu Verfahren zur Lösung globaler Optimie-
rungsprobleme gegeben werden. Da der Schwerpunkt dieser Arbeit auf determinis-
tischen Verfahren liegt, werden stochastische Verfahren zur globalen Optimierung,
wie beispielsweise Evolutionäre Algorithmen und andere naturinspirierte Verfahren
von der weiteren Beschreibung ausgeklammert.
Der Großteil bekannter Algorithmen bzw. verfügbarer Software zur globalen Opti-
mierung basiert, wie der in diesem Kapitel vorgestellte Ansatz, auf der Branch-and-
Bound-Suche. Exemplarisch soll der Löser Baron (Branch and reduce optimization
navigator) (siehe [Sah96]) erwähnt werden. Diese Software setzt Schranken zum
schnellen Ausschluss von Bereichen der zulässigen Menge ein, benutzt jedoch kei-
ne exakte Arithmetik und kann somit keine Globalität von Lösungen garantieren.
Darüber hinaus wird bei Vorliegen mehrerer globaler Optimalstellen meist nur eine
einzige approximiert. Weitere Verfahren, wie Minos, ICOS, αBB u. a. werden in
[Neu05] durch umfangreiche Tests verglichen. Die Autoren der Studie kommen zu
dem Schluss, dass keines der eingesetzten Verfahren in der Lage ist, alle Testprobleme
vollständig zu lösen und deutliche Unterschiede hinsichtlich der Geschwindigkeit
und der Genauigkeit der Methoden bestehen.
Einen Ansatz zur Lösung von Optimierungsproblemen mit einer polynomialen
Zielfunktion realisiert das Verfahren GloptiPoly (Global Optimization over Poly-
nomials with Matlab and SeDuMi). Es erstellt und löst eine Sequenz semidefiniter
Optimierungsprobleme, deren Lösungen gegen ein globales Optimum konvergiert.
Das Verfahren wird in [Hen03] beschrieben.
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4.5.5 Implementierungen durch den Autor der Arbeit
Durch den Autor der Arbeit wurde eine Programmbibliothek zur Lösung globa-
ler restringierter Optimierungsprobleme (GROP) aufgebaut. Zunächst erfolgte die
Entwicklung der Grundstruktur für die Suche mit Hilfe von Branch-and-Bound-
Methoden, die dann um Ansätze zum Ausschluss von M -Quadern erweitert wurde.
Verschiedene Varianten des Aufbaus wurden getestet und um die in diesem Kapitel
beschriebenen Kontraktoren erweitert. Dazu wurden unter anderem das multiva-
riate Intervall-Newtonverfahren und die Gauss-Seidel-Iteration zur Lösung von
Intervallgleichungssystemen implementiert. Darüber hinaus wurden Methoden zur
Analyse und Protokollierung des Fortschritts der Optimierung entwickelt und in die
Programmbibliothek integriert. Unter Einsatz von Testfunktionen mit bekannten
Optima erfolgten umfangreiche Tests der entstandenen Software. Die Beispiele in
diesem Kapitel entstanden mit Hilfe des vom Autor entwickelten Programms.
Zur Berechnung von Einschließungen des Wertebereichs und der Ableitungen von
Funktionen wurde die in den Abschnitten 2.5.3 und 3.11.2 vorgestellte Bibliothek
an das Programm zur globalen Optimierung angebunden. Insbesondere ermöglichen
die Verfahren der Intervallarithmetik den Einsatz von Kontraktoren als Grundla-
ge von Methoden zur Berechnung von Einschließungen der Lösung nichtlinearer
Gleichungssysteme.
Ein besonderes Augenmerk wurde auf die Lösung polynomialer Optimierungspro-
bleme gelegt. Die in Kapitel 3 erarbeiteten Zugänge zur Berechnung von Einschlie-
ßungen des Wertebereichs und der Ableitungen multivariater Polynome wurden
integriert und die in Abschnitt 4.3 vorgestellten Methoden zur angepassten Zerle-
gung von M -Quadern implementiert. Weiterhin erfolgte eine stetige Verbesserung
der Abarbeitungsgeschwindigkeit der globalen Optimierung, die für einen erfolg-
reichen Einsatz des Verfahrens für das praktische Problem der Optimierung von
Standübersetzungen eingesetzt wurde.
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5 Optimierungsprobleme im Rahmen der
Entwicklung von Fahrzeuggetrieben
5.1 Systematische Synthese von Getriebestrukturen
5.1.1 Motivation und Hintergründe
Durch die Automobilindustrie werden große Anstrengungen unternommen, um den
Ausstoß von Kohlendioxid und weiteren Schadstoffen durch Fahrzeuge zu reduzieren.
Parallel dazu steigt der Kostendruck auf die Entwicklung durch eine hohe Anzahl an
Marktteilnehmern, und die Ansprüche des Kunden hinsichtlich Komfort, Sicherheit
und Fahrspaß nehmen zu.
Dieses Kapitel widmet sich der Suche nach geeigneten Getriebestrukturen, einem
Teil des Entwicklungsprozesses eines Fahrzeugs, der zur Erfüllung der beschriebenen
Anforderungen an moderne Fahrzeuge beiträgt. Unter der Struktur eines Getriebes
wird der Aufbau und das grundlegende Zusammenspiel der enthaltenen Bauteile,
wie Wellen, Zahnräder, Planetenradsätze etc., verstanden. Die konkrete Dimensio-
nierung von Bauteilen wird erst in der Konstruktionsphase vorgenommen. Um die
Notwendigkeit einer aufwendigen Suche nach Getriebestrukturen zu belegen und die
damit verbundenen Optimierungsprobleme zu erläutern, werden im Folgenden die
wichtigsten Aufgaben und Anforderungen für Fahrzeuggetriebe dargelegt.
Drehzahl- und Drehmomentwandlung
Das Getriebe ist das wichtigste Bauteil der mechanischen Verbindung zwischen
Verbrennungsmotor und den Antriebsrädern eines Fahrzeugs. Seine Hauptaufgabe
liegt in der Wandlung der vom Motor bereitgestellten Leistung (siehe [Nau07], S.
50f.): Fährt ein Fahrzeug beispielsweise mit einer konstanten Geschwindigkeit in der
Ebene, muss vom Verbrennungsmotor eine bestimmte Leistung PVM (in kW) erbracht
werden, um die Fahrwiderstände auszugleichen. Diese Leistungsanforderung kann
durch verschiedene Kombinationen von Drehzahlen n (in 1min) und Drehmomenten
T (in Nm) realisiert werden:
PVM = nT.
Je nach Fahrsituation bedarf es einer anderen Aufteilung der Leistung auf Drehzahl
und Drehmoment, wobei – von Anfahrvorgang und Maximalgeschwindigkeitsfahrten
abgesehen – trotzdem ein gewisser Freiheitsgrad in der Verteilung besteht.
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Kraftstoffverbrauch eines Fahrzeuges
Der Verbrauch eines Verbrennungsmotors ist hauptsächlich von der Drehzahl und
dem geforderten Drehmoment abhängig, kann jedoch trotz gleichen Leistungsbedarfs
stark schwanken. Weitere Faktoren, wie die Motortemperatur und Leistungsanforde-
rungen von Nebenaggregaten, spielen eine untergeordnete Rolle. Bei der Entwicklung
eines Getriebes wird darauf abgezielt, die hinter einer häufig gefahrenen Geschwin-
digkeit, wie beispielsweise 50 km/h, stehende Motorleistung bei möglichst geringem
Verbrauch umzusetzen (siehe [Kir07], S. 86). Zusätzlich wird angestrebt, dass bei
jeder Fahrgeschwindigkeit auch ein hohes Beschleunigungsvermögen zur Verfügung
steht.
Um einen großen Bereich an Geschwindigkeiten mit einer günstigen Kombination
aus Drehzahl und Drehmoment abzudecken und damit mit einem niedrigen Ver-
brauch fahren zu können, bedarf es möglichst vieler, gut ausgelegter Gänge. Zur
weiteren Steigerung der Energieeffizienz entstand daher der Trend zu einer höheren
Ganganzahl: Laut Schneider ([Sch09]) liegt die Ganganzahl bei Automatikgetrieben
bereits heute bei bis zu acht Vorwärtsgängen und wird auch in Zukunft weiter
zunehmen. Der Verbrauchsreduzierung durch erhöhte Ganganzahl wirkt das höhere
Gewicht eines Getriebes mit mehr Gängen, die gesteigerten Reibverluste durch eine
größere Anzahl an Lagern und die erhöhte Drehträgheit des Getriebes entgegen. Der
niedrigste Verbrauch ist von Stufenlosgetrieben zu erwarten, die eine stetige Über-
setzung zwischen Motor und Getriebe realisieren und somit theoretisch unendlich
viele Gänge zur Verfügung stellen. Dieser Getriebetyp ist aufgrund seiner hohen
Produktions- und Entwicklungskosten noch nicht verbreitet.
Abschließend soll im Rahmen der Verbrauchsproblematik noch auf die Hybri-
disierung von Antriebssträngen hingewiesen werden: Durch die Integration eines
oder mehrerer Elektromotoren kann der Verbrauch weiter gesenkt werden. Die in
dieser Arbeit betrachteten Optimierungsprobleme werden für Fahrzeuggetriebe mit
konventionellen Antriebssträngen abgeleitet. Auf die Besonderheiten bei der Suche
nach Getriebestrukturen für hybridisierte Antriebsstränge wird in [Mü12], S. 275ff.
eingegangen. Werden diese in die Modellierung eingebracht, können die in dieser
Arbeit entwickelten Verfahren auch für die Suche nach Getrieben für den Einsatz in
Hybridfahrzeugen genutzt werden.
Entwicklung neuer Getriebestrukturen
Zur Erfüllung der beschriebenen Anforderungen an ein Fahrzeuggetriebe trägt eine
geeignete Getriebestruktur maßgeblich bei. Freiheitsgrade bei der Entwicklung neuer
Getriebestrukturen liegen in der Anordnung der Maschinenelemente im Getriebe
und in der optimalen Anpassung der Parameter dieser Bauteile an die Erfordernisse.
Aufgrund der komplexen Anforderungen ist jedoch eine direkte Konstruktion bzw.
Anpassung von Hand kaum möglich und wird nur in den seltensten Fällen hinsichtlich
aller Kriterien optimale bzw. zumindest sehr gute Lösungen erzeugen. Um diesem
Problem zu begegnen, wurde der Ansatz der systematischen Getriebesynthese entwi-
ckelt (vgl. [Mü12], [Lee13]). Hinter diesem Begriff verbirgt sich die rechnergestützte
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Erzeugung und Analyse aller denkbaren Getriebestrukturen unter gewissen Neben-
bedingungen. Durch die Untersuchung jedes möglichen Getriebes aus einer gewissen
Familie, ist – unter der Voraussetzung exakt arbeitender Algorithmen – sichergestellt,
dass am Ende des Prozesses auch die besten Strukturen identifiziert werden. Die
Herausforderung für dieses umfassende Vorgehen liegt in der Bewältigung eines
enormen Rechenaufwandes für die Suche: Die Vielfalt möglicher Getriebestrukturen
ist sehr groß. Die mathematische Modellierung einer Getriebestruktur sowie die
Berechnung von Drehzahlen im Getriebe werden in den Abschnitten 5.1.4 bzw. 5.1.5
vorgestellt. Der Ablauf der systematischen Getriebesynthese wird in Abschnitt 5.1.7
umrissen.
Aus dem vielschichtigen Prozess zur Entwicklung von Fahrzeuggetrieben wird
anschließend die Optimierung der internen Übersetzungsverhältnisse einer Getriebe-
struktur näher betrachtet. Das vorliegende Kapitel konzentriert sich auf die Mo-
dellierung und Lösung dieser Teilaufgabe. Das Hauptanliegen liegt darin, derzeit
verwendete heuristische Verfahren durch eine exakt arbeitende Optimierung abzu-
lösen. Als Nebenbedingung kommt hinzu, dass der Zeitaufwand des erarbeiteten
Verfahrens nicht wesentlich über dem aktuellen Zeitbedarf liegen soll.
5.1.2 Getriebebauarten
Die Anzahl an Bauarten heute eingesetzter Fahrzeuggetriebe ist groß: Einen umfas-
senden Überblick bieten [Nau07] und [Kir07]. Im Folgenden wird der Fokus auf die
beiden am häufigsten verwendeten Bauarten gelegt.
Planetenautomatikgetriebe
Planetenautomatikgetriebe werden z. B. in Pkws, Nutzfahrzeugen und auch in Naben-
schaltungen von Fahrrädern verbaut. Als Beispiel soll ein moderner 8-Gang-Automat,
der 8HP der Firma ZF Friedrichshafen AG1, dienen. Dieses Planetenautomatikge-
triebe wird in aktuellen Fahrzeugen eingesetzt und stellt acht Vorwärtsgänge und
einen Rückwärtsgang zur Verfügung. Das Getriebe ist in Abbildung 5.1 dargestellt.
Die wesentlichen Maschinenelemente eines Planetenautomatikgetriebes sind Plane-
tenradsätze, Wellen, Kupplungen und Bremsen. Abbildung 5.2 zeigt eine symbolische
Darstellung eines Planetenradsatzes, welcher aus drei Gruppen von Zahnrädern
besteht, die farbig hervorgehoben sind und an die unabhängige (Hohl-)Wellen ange-
schlossen werden können. In der Mitte ist in Grün das Sonnenrad zu sehen. Dieses
Zahnrad kämmt mit den Planetenrädern (blau), die wiederum in das Hohlrad (rot)
eingreifen. Die Welle, auf der die Planetenräder befestigt sind, wird als Stegwelle
oder Planetenradträger bezeichnet. Wird eine der drei Komponenten festgehalten,
ergibt sich eine definierte Übersetzung zwischen den verbleibenden beiden Teilen.
Die Eingangswelle des Getriebes wird durch den Motor mit einer Drehzahl und
einem Drehmoment beaufschlagt (in konventionellen Antriebssträngen besteht die
1 http://www.zf.com/corporate/de/products/innovations/8hp_automatic_transmissions/
8hp_automatic_transmission.html
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Abb. 5.1: Schnittbild des Planeten-
automatikgetriebes 8HP, Bildquelle
[ZF 11]
Abb. 5.2: Planetenradsatz, Bildquel-
le [Pie05]
Verbindung meist direkt mit der Kurbelwelle des Verbrennungsmotors). Im Getriebe
werden Drehzahl und Drehmoment durch Planetenradsätze gewandelt und über
die Abtriebswelle abgegeben. In jeder Gangstufe eines Planetenautomatikgetriebes
ist eine feste Anzahl an Schaltelementen (Bremsen, Kupplungen) geschlossen, die
Komponenten der Planetenradsätze blockieren. Soll ein Schaltvorgang ausgeführt
werden, ist dies gleichbedeutend mit einer veränderten Auswahl an geschlossenen
Schaltelementen. Aus technischen Gründen besteht im Allgemeinen die Beschrän-
kung, dass pro Schaltvorgang genau ein Schaltelement geöffnet und eines geschlossen
werden darf. Diese Restriktion wird als Schaltbarkeit einer Gangreihe bezeichnet.
Ein Planetenautomatikgetriebe wird durch die Anzahl der verbauten Planeten-
radsätze, Wellen und Schaltelemente charakterisiert. Die Anzahl der verfügbaren
Gänge, die ein Getriebe realisieren kann, steigt – unter gewissen Einschränkungen –
mit zunehmender Anzahl an Maschinenelementen. Diese Zusammenhänge werden in
Abschnitt 5.1.5 erläutert. Für eine detaillierte Beschreibung des Aufbaus und der
Besonderheiten von Planetenautomatikgetrieben sei auf [Nau07], S. 159ff. verwiesen.
Stirnradgetriebe
In Stirnradgetrieben wird die Transformation der Drehzahlen und Drehmomente
durch eine Folge von Zahnradpaaren (Stirnradstufen) verwirklicht. Diese Zahn-
radpaare sind meist auf zwei oder drei Wellen angeordnet. Jeweils ein Zahnrad
eines Paares sitzt fest auf einer Welle, während sich das zweite, das sogenannte
Losrad, durch ein Lager unabhängig von der zweiten Welle drehen kann. So kann
die Eingangswelle des Getriebes gedreht werden, ohne dass eine Kraftübertragung
über die Zahnradpaare erfolgt. Durch das Schließen einer Synchronisierung wird
ein Losrad fest mit einer Welle verbunden und eine Kraftübertragung erfolgt. Ein
Gangwechsel steht für einen Wechsel von aktiven Synchronisierungen: Die Leistung
fließt danach auf einem anderen Weg durch das Getriebe und wird entsprechend der
Zähnezahlenverhältnisse der genutzten Zahnradpaare transformiert.
Die Betätigung der Synchronisierungen kann entweder manuell oder automatisch
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erfolgen. In der weit verbreiteten Bauart des Handschaltgetriebes erfolgt der Wech-
sel von Synchronisierungen manuell durch die Betätigung des Schalthebels. Die
Kupplung wird direkt durch den Fahrer über ein Fußpedal angesteuert.
Ein Vertreter mit automatisierter Betätigung der Kupplung ist das Doppelkupp-
lungsgetriebe, wie beispielsweise das 8H-DCT450, der Firma IAV GmbH1. Es steht
in verschiedenen Konfigurationen mit acht oder neun Vorwärtsgängen und einem
Rückwärtsgang zur Verfügung und kann darüber hinaus mit einem Elektromo-
tor hybridisiert werden. In Abbildung 5.3 ist das Getriebe dargestellt. Wie der
Name der Getriebebauart bereits ausdrückt, verfügt ein Doppelkupplungsgetrie-
be über zwei getrennte, hydraulisch angesteuerte Kupplungseinheiten, die auf der
linken Seite des Getriebes zu sehen sind. Dabei ist eine Kupplung den geraden
Gängen zugeordnet und eine den ungeraden. Ist ein bestimmter Gang eingelegt,
ist die entsprechende Kupplung geschlossen, die zweite geöffnet. Im passiven Teil
des Doppelkupplungsgetriebes wird bereits der nächste Gang durch Betätigung
der geeigneten Synchronisierungen eingelegt und kann anschließend durch einen
Kupplungswechsel aktiviert werden. Durch die Nutzung von zwei Kupplungen erfolgt
keine Unterbrechung der Übertragung der Zugkraft vom Motor zu den Rädern, d. h.,
vom Stillstand bis zur Maximalgeschwindigkeit des Fahrzeugs kann ohne Schaltpause
beschleunigt werden.
Abb. 5.3: Doppelkupplungsgetriebe 8H-DCT450, Bildquelle [IAV]
5.1.3 Übersicht über verwendete Symbole und Bezeichnungen
In Anbetracht der großen Anzahl verschiedener Begriffe bei der Beschreibung der
Aufgaben und Ziele der systematischen Getriebesynthese sollen an dieser Stelle die
nötigen Bezeichnungen im Voraus gesammelt aufgelistet werden. Bedeutung und
Verwendung der Bezeichnungen werden in den folgenden Abschnitten detailliert
erläutert.
1 http://www.iav.com/engineering/powertrain-passenger-cars/getriebe/
doppelkupplungsgetriebe
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Beschreibung einer Getriebestruktur (Abschnitt 5.1.4)
G Getriebematrix
K Koppelmatrix
L Schaltlogikmatrix
P Anzahl der Planetenradsätze bzw. Stirnradstufen
x Vektor der Standübersetzungen, x = (x1,x2, . . . ,xP )τ
Drehzahlen und Übersetzungen (Abschnitt 5.1.5)
nmax Anzahl der Getriebewellen
n0 virtuelle Gehäusewelle mit Drehzahl 0
n Vektor der Drehzahlen der Getriebewellen, n = (n0,n1,n2, . . . ,nnmax)τ
smax Anzahl der Schaltelemente
szu Anzahl geschlossener Schaltelemente zu einem Schaltzustand
G Anzahl genutzter Schaltzustände =ˆ Anzahl der Gänge
Optimierung von Standübersetzungen (Abschnitt 5.1.6)
f Vektor der Gangübersetzungen, f = (f1,f2, . . . ,fG)τ
s Vektor der Stufensprünge, s = (s1,s2, . . . ,sG−1)τ
S Vektor der Sollstufensprünge, S = (S1,S2, . . . ,SG−1)τ
c Vektor der Bewertungsfaktoren der Stufensprünge, c = (c1,c2, . . . ,cG−1)τ
FVWG Fehlerwert der Stufensprungreihe der Vorwärtsgänge
Fmax Grenzfehler
sp Spreizung
Sp Sollspreizung
FS Fehlerwert der Spreizung der Vorwärtsgänge
[x] P -Quader möglicher Standübersetzungskombinationen
5.1.4 Beschreibung einer Getriebestruktur
In [Mü12], S. 125ff. wird erläutert, wie die Struktur eines Planetenautomatikgetriebes
beschrieben werden kann. Die sehr ähnliche Modellierung von Stirnradgetrieben wird
in [Lee13], S. 40ff. vorgestellt. Die erzeugten Beschreibungen dienen zum einen der
abstrahierten Abbildung des Zusammenspiels der Getriebebauteile und zum anderen
bilden sie die Grundlage für Berechnungen von Drehzahlen und Drehmomenten. Im
Folgenden soll die Modellierung anhand eines Planetenautomatikgetriebes erläutert
und Unterschiede zur Modellierung von Stirnradgetrieben erwähnt werden.
Die Wellen des Getriebes werden, beginnend mit eins, durchgezählt. Als Konvention
wird vereinbart, dass Welle eins die Eingangs- und Welle zwei die Abtriebswelle
darstellt. Die Reihenfolge der Benennung der weiteren Wellen ist rein zufällig gewählt,
so dass die Getriebebeschreibung nicht eindeutig ist. Neben den physischen Wellen
wird eine virtuelle Welle mit Wellenindex 0 zur Beschreibung hinzugefügt. Diese Welle
repräsentiert das Getriebegehäuse und damit ein Bauteil, das dauerhaft feststeht.
Durch die Getriebe- und Koppelmatrix wird angegeben, welche Wellen an wel-
che Bauteile des Getriebes angebunden sind. Ähnlich einem Graphen wird damit
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ausschließlich die Verbindung der Elemente untereinander definiert; die eigentliche
Anordnung und Position der Bauelemente wird nicht festgelegt.
Die Beschreibung der Getriebestruktur soll an einem Beispiel verdeutlicht werden:
Im Planetenautomatikgetriebe 8HP (siehe Abbildung 5.1) sind vier Planetenradsät-
zen, drei Kupplungen und zwei Bremsen verbaut, die durch acht Wellen verbunden
werden. Das Getriebe bietet acht Vorwärtsgänge und einen Rückwärtsgang.
Die folgende Getriebematrix G definiert die an den Planetenradsätzen angebunde-
nen Wellen:
G =
 8 4 3 67 2 4 1
6 8 5 5
 .
Die vier Spalten der Matrix entsprechen den vier Planetenradsätzen. Die erste
Zeile enthält die Wellen, die mit den Hohlrädern verbunden sind. Die zweite und
dritte Zeile beschreiben Kopplungen mit Planeten und Sonne. Es ist beispielsweise
abzulesen, dass die Sonnenräder des dritten und vierten Planetenradsatzes an der
Welle 5 angebunden sind. Im Schnittbild des 8HP (Abbildung 5.1) ist zu erkennen,
dass sich die letzten beiden Planetenradsätze ein gemeinsames Sonnenrad teilen.
In der Koppelmatrix K wird eine Beziehung zwischen Schaltelementen und ange-
schlossenen Wellen hergestellt:
K =
 B03 B05 K18 K27 K680 0 1 2 6
3 5 8 7 8
 .
Jede Spalte der Koppelmatrix korrespondiert mit einem Schaltelement des Getrie-
bes. Die erste Spalte (Schaltelement B03 ) zeigt an, dass Welle 0 und Welle 3 durch
ein Schaltelement verbunden werden können. Diese Verbindung des Gehäuses mit
einer Welle entspricht einer an der Welle drei angebrachten Bremse. Ab der dritten
Spalte treten keine Einträge mit Index 0 mehr auf, d. h., hier werden Kupplungen
beschrieben. Die Reihenfolge der Einträge von Kupplungen und Bremsen sowie die
Abfolge der beteiligten Wellen ist zufällig gewählt.
Bei der Modellierung von Doppelkupplungsgetrieben enthält die zweite Zeile der
Getriebematrix ausschließlich den Wert 0. Durch dieses Festsetzen des Steges wird
eine Stirnradstufe (zwischen Sonnenrad und Hohlrad) abgebildet. In der Koppelma-
trix treten bei Stirnradgetrieben Synchronisierungen an die Stelle von Kupplungen
und Bremsen. Zusätzlich wird die Doppelkupplung als Verbindungselement zum
Antrieb in die Koppelmatrix eingefügt.
Im Getriebe 8HP müssen in jedem Gang drei Schaltelemente geschlossen werden.
Die Schaltlogikmatrix L listet spaltenweise mögliche Kombinationen geschlossener
Schaltelemente, die Schaltzustände, auf. Wie bereits erwähnt, wird durch einen
Schaltvorgang jeweils ein Schaltelement geöffnet und eines geschlossen. Bei einem
Wechsel vom ersten in den zweiten Schaltzustand öffnet sich Kupplung K18, dafür
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schließt Kupplung K68 :
L =
 B03 B03 B03 B03 B03 K18 B05 B05 B03B05 B05 K18 K27 K18 K27 K18 K27 B05
K18 K68 K68 K68 K27 K68 K27 K68 K27
 .
Zur vollständigen Beschreibung des Getriebes werden noch die Standübersetzun-
gen xi ∈ R\{0}, i = 1,2, . . . ,P , der P Planetenradsätze ergänzt, deren Bedeutung
im folgenden Abschnitt erläutert wird. Der vierte Planetenradsatz im Planetenauto-
matikgetriebe 8HP übersetzt beispielsweise mit einem Faktor von –2,0:
x = (x1,x2,x3,x4)τ = (−1,6 |−3,7 |−2,1 |−2,0)τ . (5.1)
5.1.5 Berechnung von Drehzahlen und Übersetzungen
Die VDI-Norm 2157 (siehe [VDI12]) setzt sich mit der Berechnung von Drehzahlen,
Drehmomenten und weiteren Größen für Planetenautomatikgetriebe auseinander. Im
Folgenden wird die Bestimmung von Drehzahlen für verschiedene Gänge erläutert,
die anschließend als Grundlage der Berechnung von Gangübersetzungen und Stufen-
sprüngen dienen. Die Rechenvorschriften für Stirnradgetriebe können als Spezialfall
aus den vorgestellten Ansätzen abgeleitet werden.
Standübersetzungen von Planetenradsätzen und Stirnradstufen
Die Übersetzungsverhältnisse der zwei Zahnradpaarungen in einem Planetenradsatz
können zu einer Größe zusammengefasst werden: Die Standübersetzung x eines
Planetenradsatzes wird über die Drehzahlen der Bauteile als
x = nSonnenrad − nSteg
nHohlrad − nSteg (5.2)
definiert. Für ein Zahnradpaar eines Stirnradgetriebes lässt sich durch Setzen der
Drehzahl des Stegs nSteg auf den Wert 0 die Beziehung
x = nSonnenrad
nHohlrad
= nZahnrad1
nZahnrad2
(5.3)
herleiten. Die hier gezeigten Beziehungen auf Basis der Drehzahlverhältnisse kön-
nen gleichermaßen über die Verhältnisse der Zähnezahlen der einzelnen Zahnräder
definiert werden.
Ermittlung von Gangübersetzungen
In einem Getriebe wirken gleichzeitig mehrere Planetenradsätze bzw. Stirnradstufen,
deren Übersetzungen kombiniert werden müssen, um die Gesamtübersetzung eines
Getriebes zu berechnen. Die Übersetzung fg eines Gangs mit Index g ist definiert
als Quotient der Drehzahl der Eingangswelle n1 und der Abtriebswelle n2. Ist eine
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Übersetzung fg positiv, so ist der zugehörige Gang ein Vorwärtsgang, gilt fg < 0,
handelt es sich um einen Rückwärtsgang.
Die Übersetzung eines Gangs ist sowohl von den Standübersetzungen als auch von
der Topologie des Getriebes abhängig. Die Modellierung der Zusammenhänge erfolgt
über ein lineares Gleichungssystem, dessen Aufbau im Folgenden beschrieben wird.
Die Variablen des linearen Gleichungssystems entsprechen den Drehzahlen der
Wellen des Getriebes: n = (n0, n1, . . . , nnmax)τ . Für die Eingangsdrehzahl wird ein
beliebiger positiver Wert vorgegeben, z. B. n1 = 1. Für die Drehzahl der virtuellen
Gehäusewelle gilt n0 = 0.
In einem Gang ist eine feste Anzahl an Schaltelementen aktiviert. Das Schließen
eines Schaltelementes bewirkt die Drehzahlgleichheit der angekoppelten Wellen, was
für die Wellen mit Index s und t durch die Gleichung ns = nt abgebildet wird. Eine
Bremse an einer Welle mit Index s wird dementsprechend durch eine Gleichung der
Form n0 = ns modelliert, also eine Kopplung des stillstehenden Gehäuses mit einer
Welle.
Die Willis-Gleichung ([Kir07], S. 361), die aus der Umstellung der Beziehung (5.2)
resultiert, beschreibt die Drehzahlabhängigkeiten in einem Planetenradsatz mit der
Standübersetzung x:
−x nHohlrad + (x− 1) nPlanet + nSonne = 0 .
Bei der Betrachtung einer Stirnradstufe (vgl. Beziehung (5.3)) vereinfacht sich diese
Gleichung aufgrund der fehlenden Planeten zu
−x nHohlrad + nSonne = −x nZahnrad2 + nZahnrad1 = 0 .
Abhängigkeit der Getriebeübersetzung von Standübersetzungen
Bei Betrachtung der Drehzahlen der Wellen eines Getriebes entsteht durch die
beschriebene Modellierung ein lineares Gleichungssystem mit nmax + 1 Gleichungen,
dessen Systemmatrix mit dem Buchstaben A und dessen rechte Seite mit b bezeichnet
werden sollen (vgl. [Stö10], S. 52).
Da die Standübersetzungen x der Planetenradsätze in die Systemmatrix eingehen,
handelt es sich um ein parametrisches Gleichungssystem:
A(x)n = b.
Die Drehzahl der Eingangswelle des Getriebes n1 ist bereits bekannt, so dass zur
Berechnung der Übersetzung eines Gangs lediglich die Drehzahl der Abtriebswelle n2
von Bedeutung ist. Symbolisch lässt sich die Lösung bei unterstellter Invertierbarkeit
der Matrix A als
n2 = n2(x) = (A(x)−1 b)τ e3
beschreiben. Der Vektor e3 steht für den Einheitsvektor der Dimension nmax + 1 mit
einem Nichtnulleintrag an der dritten Stelle.
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Die Übersetzung eines Gangs fg zu einem gegebenen Schaltzustand ist einerseits
von der Struktur des betrachteten Getriebes, die sich im Aufbau der Systemmatrix
A widerspiegelt, und andererseits von den Standübersetzungen der Planetenradsätze
abhängig:
fg = fg(x) =
n1
n2
= n1(A(x)−1 b)τ e3
. (5.4)
Eine Gangübersetzung kann folglich als Funktion der Standübersetzungen x angese-
hen werden, die aber nur durch eine implizite Beschreibung durch Beziehung (5.4)
errechnet werden kann. Diese Funktion der Gangübersetzung fg(x) ist meist nicht
stetig: Ist das Drehzahlgleichungssystem nicht lösbar oder die Abtriebsdrehzahl
n2 = 0, treten Unstetigkeitsstellen auf. Weitere Eigenschaften von fg(x) werden im
Abschnitt 5.2.3 erläutert.
Beispiel 5.1: Am Beispiel des ersten Schaltzustandes des Getriebes 8HP mit den
geschlossenen Schaltelementen B03, B05 und K18 soll das lineare Gleichungssystem
der Drehzahlen für diesen Schaltzustand mit den Variablen n0, n1, . . . , n8 gezeigt
und erläutert werden.
n0 = 0
n1 = 1
n0 − n3 = 0
n0 − n5 = 0
n1 − n8 = 0
−x1 n8 + (x1 − 1) n7 + n6 = 0
−x2 n4 + (x2 − 1) n2 + n8 = 0
−x3 n3 + (x3 − 1) n4 + n5 = 0
−x4 n6 + (x4 − 1) n1 + n5 = 0
Es entstehen zwei triviale Gleichungen zur Definition der Eingangs- und der Gehäu-
sedrehzahl, drei Gleichungen der geschlossenen Schaltelemente und vier Gleichun-
gen für die Drehzahlverhältnisse in den Planetenrädern. Die Standübersetzungen
x1, x2, x3, x4 der vier Planetenradsätze sind in der Beziehung (5.1) festgehalten.
Das Gleichungssystem besitzt eine eindeutige Lösung. Für die Drehzahl der
Abtriebswelle ergibt sich ein Wert von n2 = 0,2128, so dass eine Getriebeübersetzung
des ersten Gangs von f1 = n1n2 = 4,7000 resultiert (Genauigkeit vier Nachkomma-
stellen).
Für jede mögliche Kombination von geschlossenen Schaltelementen wird das be-
schriebene Gleichungssystem nun gelöst, wobei die Systemmatrix A entsprechend
den geschlossenen Schaltelementen pro Schaltzustand angepasst werden muss. Für
das Planetenautomatikgetriebe 8HP ergeben sich mit Hilfe der in Abschnitt 5.1.4
aufgeführten Daten der Getriebestruktur für neun der zehn möglichen Schaltzu-
stände Lösungen des Gleichungssystems, die in Tabelle 5.1 mit einer Genauigkeit
von vier Nachkommastellen aufgelistet sind. Für einen Schaltzustand tritt eine
Verblockung des Getriebes ein und das Gleichungssystem besitzt keine Lösung: Trotz
Antriebs der Eingangswelle dreht sich die Abtriebswelle nicht. Die Übersetzung des
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9. Schaltzustandes liegt im negativen Bereich. Das negative Vorzeichen steht für
eine Umkehrung der Drehrichtung, der entsprechende Schaltzustand kann für einen
Rückwärtsgang genutzt werden.
Schaltzustände Gangübersetzungen
B03 B05 K18 f1 = 4,7000
B03 B05 K68 f2 = 3,1333
B03 K18 K68 f3 = 2,1426
B03 K27 K68 f4 = 1,7000
B03 K18 K27 f5 = 1,2984
K18 K27 K68 f6 = 1,0000
B05 K18 K27 f7 = 0,8387
B05 K27 K68 f8 = 0,6667
B03 B05 K27 f9 = −3,2800
B05 K18 K68 keine Lösung
Tab. 5.1: Gangübersetzungen für alle Schaltzustände des Planetenautomatikgetriebes
8HP
Anzahl geschlossener Schaltelemente pro Gang und die maximale Anzahl an Gängen
eines Getriebes
Anhand des beschriebenen linearen Gleichungssystems zur Berechnung der Wellen-
drehzahlen in einem Getriebe lässt sich die Anzahl der geschlossenen Schaltelemente
in einem Gang ableiten. Die Anzahl der Unbekannten ist aufgrund der Berücksichti-
gung der Gehäusewelle n0 um eins größer als die Anzahl der Wellen im Getriebe.
Diesen nmax + 1 Unbekannten stehen in jedem Fall zwei triviale Gleichungen zur
Vorgabe der Gehäuse- und Antriebsdrehzahl sowie P Willis-Gleichungen zur Mo-
dellierung der Drehzahlverhältnisse der Planetenradsätze bzw. P Stirnradstufen
gegebenüber. Die fehlenden Gleichungen müssen daher durch Abhängigkeiten zwi-
schen den Drehzahlen in Schaltelementen aufgefüllt werden. Diese Anzahl entspricht
den geschlossenen Schaltelementen szu pro Gang:
szu = nmax + 1− 2− P = nmax − P − 1.
Mit Hilfe der Anzahl an Schaltelementen und geschlossenen Schaltelementen pro
Gang lässt sich die Anzahl möglicher Gänge eines Getriebes ermitteln:
gmax =
(
smax
szu
)
.
Es ist möglich, dass durch einige Kombinationen von geschlossenen Schaltelemen-
ten das Getriebe verblockt wird und sich keine Übersetzung ergibt. Darüber hinaus
wird die nutzbare Anzahl an Gängen dadurch reduziert, dass mehrere Schaltzustän-
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de das gleiche Übersetzungsverhältnis erzeugen. In der Praxis liegt die Zahl der
einsetzbaren Schaltzustände deutlich unter der maximalen Anzahl. Die tatsächlich
genutzten Schaltzustände werden zur Schaltlogikmatrix L (siehe Abschnitt 5.1.4)
zusammengefasst.
Beispiel 5.2: Der Planetenautomat 8HP besitzt acht Wellen, vier Planetenradsätze
und fünf Schaltelemente. In jedem Gang müssen also
szu = nmax − P − 1 = 8− 4− 1 = 3
Schaltelemente geschlossen und folglich zwei geöffnet sein. Die maximale Ganganzahl
des 8HP liegt bei
gmax =
(
smax
szu
)
=
(
5
3
)
= 10.
Im praktischen Einsatz können neun Gänge (acht Vorwärtsgänge, ein Rückwärtsgang)
umgesetzt werden.
5.1.6 Optimierung von Standübersetzungen unter Nebenbedingungen
Anhand der Struktur eines Planetenautomatikgetriebes wurde exemplarisch darge-
legt, wie die Übersetzungen der Gänge eines Getriebes mit Hilfe gegebener Stand-
übersetzungen berechnet werden können. In der Konzeptphase der Entwicklung
eines neuen Getriebes stellt sich die umgekehrte Frage: Welche Standübersetzungen
müssen gewählt werden, um gewünschten Sollwerten möglichst nahezukommen. Im
folgenden Abschnitt werden Variablen, Zielfunktion und Nebenbedingungen der
entstehenden Optimierungsaufgabe beschrieben.
Optimierungsvariablen und Intervallrestriktionen
Nach der Festlegung einer Getriebestruktur durch die Getriebematrix G und die
Koppelmatrix K bestehen die Freiheitsgrade, die die Übersetzungsreihe beeinflussen,
aus den Standübersetzungen der Planetenradsätze. Deren Optimierung wird auf Basis
stetiger Übersetzungen erfolgen. Eine Umrechnung auf diskrete Zähnezahlen von
Planeten, Sonnen- und Hohlrädern schließt sich später an. Eine diskrete Optimierung
der Zähnezahlen ist nicht zweckmäßig, da auf diese Weise auch die Größe der
Zahnräder festgelegt würde. Die Dimensionierung der Bauteile wird in der Praxis
jedoch erst während der Konstruktion vorgenommen, sobald auch die zu erwartenden
Belastungen der Bauteile bekannt sind.
Der Variation der Standübersetzungen x sind enge Grenzen gesetzt, um extre-
me Größenverhältnisse zwischen den Zahnrädern auszuschließen. Zusätzlich ist der
Bauraum für ein Getriebe stark limitiert, so dass auch die Gesamtgröße von Stirnrad-
stufen und Planetenradsätzen begrenzt ist. Die Grenzen für die Standübersetzung
einer Stirnradstufe liegen üblicherweise bei −4,0 und −0,25. Die in Abschnitt 5.1.2
beschriebenen Planetenradsätze lassen sich meist für Standübersetzungen im Bereich
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von −3,7 bis −1,4 baulich umsetzen. Neben diesen, aufgrund der negativen Gren-
zen der Standübersetzungen als Negativplaneten bezeichneten Planetenradsätzen,
existiert eine weitere Bauart mit einem zusätzlichen Zahnrad zwischen Sonnen-
und Hohlrad zur Umkehrung der Drehrichtung. Diese Plus- oder Doppelplaneten
leiden aufgrund der zusätzlichen Zahneingriffe zwar unter einer höheren Reibung und
benötigen mehr Bauraum, können aber eine Standübersetzung im Bereich von +1,4
bis +3,7 realisieren, was entscheidend zur Annäherung an die Sollreihe beitragen
kann. Theoretisch ist es möglich, jeden Planetenradsatz im Getriebe sowohl als
Minus- als auch als Doppelplanet zu konzipieren. Zur Reduzierung der Reibung und
des Bauraumbedarfes wird die letztgenannte Variante jedoch üblicherweise höchstens
einmal eingesetzt.
Durch die Begrenzung des Bereichs der erlaubten Standübersetzungen wird ein
P -Quader beschrieben, der im Folgenden mit [x] bezeichnet wird.
Bewertung von Stufensprungreihen
Die Optimierung der Standübersetzungsverhältnisse eines Getriebes wird hinsichtlich
der Stufensprungreihe durchgeführt. Ein Stufensprung sg wird als Quotient der
Übersetzungen zweier aufeinanderfolgender Gänge fg und fg+1 mit den Indizes g
und g + 1 berechnet:
sg =
fg
fg+1
. (5.5)
Die Optimierung erfolgt bezüglich dieser Zielgröße, da die absoluten Übersetzungen
der Gänge im Fahrzeug noch durch eine weitere Übersetzungsstufe – die Achsüberset-
zung – beeinflusst werden. Diese positive Übersetzung ist in der Konzeptphase jedoch
nicht bekannt, wird sie doch im Fahrzeug zur Anpassung des Getriebes an Motoren
verschiedener Leistungsklassen verwendet. Die Achsübersetzung wirkt als Faktor auf
alle Gänge, so dass sie durch das Bilden des Verhältnisses zweier Gangübersetzungen
entfällt.
Um die Bewertung der Güte von Stufensprungreihen zu modellieren, sollen im
Folgenden die Gangübersetzungen und die entsprechenden Stufensprünge als Funk-
tionen der Standübersetzungen für G > 0 Gänge aufgefasst werden: fg = fg(x), g =
1,2, . . . ,G bzw. sg = sg(x), g = 1,2, . . . ,G− 1. Eine Beschreibung der Eigenschaften
dieser Funktion wird in Abschnitt 5.2.3 vorgenommen. Weiterhin wird der Schwer-
punkt auf die Bewertung von Vorwärtsgängen (fg(x) > 0) gelegt. Die Modellierung
von Rückwärtsgängen erfolgt mit kleinen Anpassungen, die beispielsweise in [Mü12],
S. 208f. nachgelesen werden können.
Im Folgenden wird die Sollstufensprungreihe Sg, g = 1,2, . . . ,G − 1, als be-
kannt vorausgesetzt. Darüber hinaus sind auch die Bewertungsfaktoren cg ∈ R+,
g = 1,2, . . . ,G − 1, als gegeben anzusehen. Diese Faktoren dienen dazu, einzelne
Stufensprünge stärker als andere zu gewichten und Ergebnisse von Optimierungen
mit verschiedenen Ganganzahlen vergleichbar zu machen. Ein Bewertungsfaktor
cg ist so zu verstehen (vgl. [Mü12], S. 208f.), dass sich bei einer betragsmäßigen
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Abweichung des zugehörigen Stufensprungs sg vom Sollstufensprung Sg von 1/
√
cg
ein Fehlerwert von 1,0 einstellt.
Die Abweichung einer Stufensprungreihe s1,s2, . . . ,sG−1 bezüglich einer Sollstu-
fensprungreihe wird mit Hilfe einer gewichteten quadratischen Summe bewertet:
FVWG(x) =
G−1∑
g=1
cg(sg(x)− Sg)2. (5.6)
Diese wird als Fehlerwert der Stufensprungreihe der Vorwärtsgänge FVWG bezeichnet.
Bewertung der Spreizung
Neben der Stufensprungreihe ist der Bereich von Übersetzungen, der von den Vor-
wärtsgängen abgedeckt wird, von Interesse. Die sogenannte Spreizung der Vorwärts-
gänge sp wird aus dem Quotienten des ersten und letzten Vorwärtsgangs berechnet:
sp = sp(x) =
f1(x)
fG(x)
. (5.7)
Die Spreizung einer Übersetzungsreihe wird einer gewünschten Sollspreizung Sp
gegenübergestellt, und die quadratische Abweichung vom Sollwert wird gemessen:
FS(x) = (sp(x)− Sp)2. (5.8)
Neben der Bewertung der Spreizung mit Hilfe des Fehlerwertes der Spreizung der
Vorwärtsgänge FS wird die Spreizung auch als Nebenbedingung verwendet, indem
gefordert wird, dass die entsprechenden Werte im Intervall [Sp,min |Sp,max] liegen.
Nebenbedingungen
Für jede Folge von Vorwärtsgängen und der damit verbundenen Übersetzungsreihe
wird aus praktischen Gründen ein streng monotoner Verlauf gefordert: Vom ersten
bis zum letzten Gang müssen die Übersetzungen stetig fallen:
fg > fg+1, g = 1,2, . . . ,G− 1. (5.9)
Darüber hinaus werden häufig weitere Nebenbedingungen an einzelne Übersetzungen
(unter Beachtung von Achsübersetzungen), die Stufensprünge oder die Spreizung
gestellt.
Ziele der Optimierung
Eine zentrale Rolle bei der Optimierung von Standübersetzungen spielt die Bewertung
der Stufensprünge FVWG(x). Mit Hilfe dieses Kriteriums kann schnell geprüft werden,
ob eine Getriebestruktur einer Sollstufensprungreihe hinreichend nahekommen kann.
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Liegt der Fehlerwert der Stufensprungreihe über einem Grenzfehler Fmax ∈ R+0 ,
kann die Optimierung sofort abgebrochen werden. Die optimale Lösung ist dann
nicht von Interesse, da die zugehörige Stufensprungreihe zu weit entfernt von der
Sollstufensprungreihe liegt. Um diese, durch die Praxis motivierte, Nebenbedingung
zu modellieren, wird die Restriktion
FVWG(x) ≤ Fmax (5.10)
in die Optimierungsaufgabe aufgenommen. Liegt der optimale Zielfunktionswert von
FVWG(x) über der definierten Grenze, ist der zugehörige Vektor x nicht zulässig
und folglich die Lösungsmenge leer. Diese Restriktion wird in Abschnitt 5.2.7 erneut
eine Rolle spielen: Sie erlaubt das schnelle Erkennen von Getriebestrukturen ohne
Potenzial für einen Einsatz im Fahrzeug.
Minimierung des Fehlerwertes der Stufensprungreihe unter Nebenbedingungen
Zusammenfassend ergibt sich das folgende Minimierungsproblem, das gleichzeitig
die Grundlage für einige Varianten der Optimierung der Standübersetzungen bildet:
FVWG(x) =
G−1∑
g=1
cg(sg(x)− Sg)2 → min
u. d. B. FVWG(x) ≤ Fmax
fg(x) > fg+1(x), g = 1,2, . . . ,G− 1
fG(x) > 0
x ∈ [x].
(5.11)
Das Ziel der Optimierung ist es, einen zulässiger Vektor der Standübersetzun-
gen x∗ zu finden, der einen minimalen Fehlerwert der Stufensprungreihe besitzt.
Die erste Nebenbedingung entspricht der in Beziehung (5.10) vorgestellten Berück-
sichtigung des Grenzfehlers, die zweite Restriktion sichert einen streng monoton
fallenden Verlauf der Gangübersetzungen (siehe Beziehung (5.9)) während die dritte
die Verwendung von Rückwärtsgängen verhindert. Zusätzlich können weitere Neben-
bedingungen, wie der Fehlerwert der Spreizung der Vorwärtsgänge aus Beziehung
(5.8) oder Beschränkungen einzelner Stufensprünge und Übersetzungsverhältnisse
(unter Beachtung der Achsübersetzung) in das Optimierungsproblem aufgenommen
werden.
Eine Abwandlung der Zielstellung besteht in der bikriteriellen Optimierung des
Fehlerwertes der Stufensprungreihe und der Spreizung der Vorwärtsgänge. Die
Zielfunktion in der Optimierungsaufgabe (5.11) wird dann durch
FBikrit(x) =
 FVWG(x)
FS(x)
→ min (5.12)
ersetzt, die Restriktionen bleiben unverändert. Ergebnis dieser Optimierung ist eine
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Menge zulässiger Standübersetzungen, die als Kompromisse optimal bezüglich der
beiden Zielfunktionen sind.
Darüber hinaus ist in der praktischen Anwendung eine Beschreibung des gesamten
zulässigen Bereichs der Optimierungsaufgabe (5.11) von Interesse. In diesem Fall
wird die Zielfunktion durch die Restriktion aus Beziehung (5.10) ersetzt, so dass ein
Ungleichungssystem entsteht, dessen Lösungsmenge gesucht ist. Diese Lösungsmenge
repräsentiert Standübersetzungskombinationen, die gute Lösungen bezüglich des
Fehlerwertes der Stufensprungreihe liefern und somit Potenzial für den praktischen
Einsatz bieten.
Beispiel 5.3: Im folgenden Beispiel wird die Optimierungsaufgabe in der Darstel-
lung (5.11) für die Vorwärtsgänge des Planetenautomatikgetriebes 8HP vorgestellt.
Die auftretenden Zahlenwerte wurden auf vier Nachkommastellen gerundet und der
Rückwärtsgang wurde in der Modellierung nicht berücksichtigt:
FVWG(x) =
(
f1(x)
f2(x) − 1,5000
)2
+
(
f2(x)
f3(x) − 1,4624
)2
+
(
f3(x)
f4(x) − 1,2604
)2
+
(
f4(x)
f5(x) − 1,3093
)2
+
(
f5(x)
f6(x) − 1,2984
)2
+
(
f6(x)
f7(x) − 1,1923
)2
+(
f7(x)
f8(x) − 1,2580
)2 → min
u. d. B. FVWG(x) ≤ Fmax
f1(x) > f2(x)
f2(x) > f3(x)
f3(x) > f4(x)
f4(x) > f5(x)
f5(x) > f6(x)
f6(x) > f7(x)
f7(x) > f8(x)
f8(x) > 0
x ∈ [−3,7 |−1,4]4
(5.13)
Die Zielfunktion setzt sich aus sieben Summanden zusammen, die die Abweichung der
Stufensprünge von den aufgeführten Sollstufensprüngen bewerten. Die Berechnung
der Gangübersetzungen f1(x), f2(x), . . . , f8(x) erfolgt durch Lösen der im Abschnitt
5.1.5 eingeführten Drehzahlgleichungssysteme. Jeder Summand wurde in diesem
Beispiel gleich gewichtet (cg = 1, g = 1,2, . . . ,G− 1).
Die optimale Lösung des Problems ist bekannt. Aus den Standübersetzungen
x∗ = (−1,6 |−3,7 |−2,1 |−2,0)τ resultieren die in Tabelle 5.1 aufgeführten Gangüber-
setzungen, die sämtliche Nebenbedingungen erfüllen und zu einem Fehlerwert der
Stufensprungreihe von 0,0 führen.
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Abb. 5.4: Darstellung des Fehlerwertes der Stufensprungreihe FVWG(x) im Bereich
[−3,7 |−1,4]4
Die Funktion des Fehlerwertes der Stufensprungreihe ist in der Abbildung 5.4,
betrachtet im Punkt der optimalen Standübersetzungen x∗, dargestellt. Jeweils zwei
Standübersetzungen wurden auf ihren optimalen Wert gesetzt sowie die verbleibenden
beiden im Intervall [−3,7 |−1,4] variiert, so dass sich insgesamt sechs Schnitte durch
den 4-dimensionalen Hyperquader der Standübersetzungen ergeben. Das Optimum
x∗ wurde in den Abbildungen mit einem roten Stern gekennzeichnet.
Für den zugrunde gelegten Würfel der Standübersetzungen ist ein für die Funkti-
onsfamilie der Fehlerfunktion eher untypischer konvexer Verlauf der dargestellten
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Funktion erkennbar. Stellvertretend für ein typisches Aussehen visualisiert Abbil-
dung 5.5 den Fehlerwert der Stufensprungreihe für einen weiteren Definitionsbereich.
Wird für das Getriebe 8HP ein Positivplanet eingesetzt und der Hyperwürfel der
Standübersetzungen [1,4 | 3,7]× [−3,7 |−1,4]3 untersucht, zeigen sich mehrere Täler,
die durch steile Wände voneinander abgegrenzt sind. Für die Darstellung wurde der
Funktionswert auf den Wert 100.000 begrenzt, da er zwischen den Tälern infolge
von auftretenden Polstellen gegen Unendlich strebt.
Abb. 5.5: Darstellung des Fehlerwertes der Stufensprungreihe FVWG(x) über
[1,4 | 3,7]× [−3,7 |−1,4]3, Begrenzung des Fehlerwertes auf 100.000
Einordnung der Optimierungsaufgabe
Die vorgestellte Optimierungsaufgabe (5.11) gehört zur Familie der restringierten
nichtlinearen Kleinste-Quadrate-Probleme. Der Fehlerwert der Stufensprungreihe
bestimmt sich aus der gewichteten quadratischen Abweichung der Stufensprünge von
Sollwerten; die Stufensprünge sind jedoch nur implizit gegeben. Sie können über die
Berechnung der Gangübersetzungen durch Lösung eines Gleichungssystems ermittelt
werden. Die Anzahl der Variablen liegt bei Planetenautomatikgetrieben zwischen 2
und 5, bei Stirnradgetrieben meist im Bereich von 8 bis 12.
Die Betrachtung von konkreten Aufgaben zeigt, dass es sich um Probleme mit
einer großen Anzahl lokaler Extremstellen handelt und auftretende Polstellen die
Suche nach einem Optimum erschweren. Zusätzlich stellen die Nebenbedingungen
eine Herausforderung dar: Die Suche nach zulässigen Punkten gestaltet sich schwierig.
Es ist bislang nicht möglich, vor der Optimierung festzustellen, ob die zulässige
Menge leer ist.
Eine Analyse der beschriebenen Aufgabe wird in Abschnitt 5.2.3 präsentiert,
nachdem Erkenntnisse über die Eigenschaften der auftretenden Funktionen erarbeitet
wurden. In Beispiel 5.4 wird die Optimierung der Standübersetzungen des 8HP
fortgeführt.
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Eingesetzte Verfahren
Die Formulierung der Optimierungsaufgabe (5.11) entspricht in weiten Teilen der in
[Mü12], S. 208 dokumentierten Darstellung. Der Autor beschreibt in der genannten
Quelle die Lösung der Optimierungsaufgabe mit Hilfe eines Evolutionären Algorith-
mus mit einer nachgeschalteten lokalen Abstiegssuche (siehe [Mü12], S. 217ff.). Die
Nebenbedingungen aus Beziehung (5.9) (Monotonie der Übersetzungsreihe) werden
durch die Umsortierung der Übersetzungen realisiert. Dadurch sind die genannten Re-
striktionen stets erfüllt, es ergeben sich jedoch weitere Unstetigkeiten durch die nun
variable Reihenfolge der betrachteten Schaltzustände. Die Optimierung beschränkt
sich auf Planetenautomatikgetriebe mit maximal drei Planetenradsätzen und damit
drei Variablen. Das Vorgehen für Stirnradgetriebe wird in [Lee13], S. 153ff. vorge-
stellt. Die Optimierung erfolgt auch hier durch einen Evolutionären Algorithmus
in Verbindung mit einer lokalen Abstiegssuche. Für beide Getriebebauarten wird
betont, dass die Lösungen stark von gewählten Parametern des Optimierungsverfah-
rens abhängig sind. Es ist somit davon auszugehen, dass mit dieser Methode nicht
in jedem Fall sämtliche optimalen Lösungen der untersuchten Getriebestrukturen
gefunden werden können.
5.1.7 Systematische Getriebesynthese
Die im vorangegangenen Abschnitt beschriebene Optimierungsaufgabe ist eingebettet
in einen Entwicklungsprozess, dessen Ergebnis eine Menge an Getriebestrukturen
ist, die sehr komplexe Anforderungen erfüllen müssen. Um sicherzustellen, dass
die besten Strukturen gefunden werden, wurde die systematische Getriebesynthese
entwickelt. Das Vorgehen für Planetenautomatikgetriebe wird eingehend in [Mü12]
und das für Stirnradgetriebe in [Lee13] vorgestellt.
Der Anspruch der systematischen Getriebesynthese besteht darin, mit Hilfe der
in Abschnitt 5.1.4 beschriebenen Modellierung von Getriebestrukturen zunächst alle
möglichen Strukturen mit einer vorgegebenen Anzahl an Bauteilen zu erzeugen und
anschließend Strukturen mit gewünschten Eigenschaften zu identifizieren. Dieser
Selektionsprozess erfolgt in mehreren Stufen, die so angeordnet sind, dass zunächst
mit weniger aufwendigen Tests eine große Anzahl an nicht relevanten Strukturen
aussortiert werden kann, um danach rechenintensivere Untersuchungen nur auf
eine reduzierte Anzahl von Strukturen anwenden zu müssen. Nichtsdestotrotz ist
die Vielfalt möglicher Getriebe immens, wie die folgende Tabelle exemplarisch am
Beispiel von Planetenautomatikgetrieben mit 3 Planetenradsätzen, 6–8 Wellen und
5–6 Schaltelementen verdeutlicht. Die Daten wurden aus [Mü12], S. 175 entnommen.
Der Eintrag zur Kombination von 8 Wellen mit 5 Schaltelementen fehlt, da ein
Getriebe aus diesen Bauteilen nur 5 Gänge realisieren kann und daher in der Praxis
keine Anwendung hätte.
Die Getriebesynthese läuft in sechs Schritten ab, deren Inhalt im Folgenden
erläutert werden soll.
1. Erzeugung der Getriebe- und Koppelmatrizen: Im ersten Schritt werden – in
Abhängigkeit von der gegebenen Anzahl an Getriebebauteilen – alle kombina-
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5 Schaltelemente 6 Schaltelemente
6 Wellen 122,6 · 106 294,4 · 106
7 Wellen 206,7 · 106 807,0 · 106
8 Wellen 637,2 · 106
Tab. 5.2: Anzahl der Getriebestrukturen für ausgewählte Anzahlen an Wellen und
Schaltelementen
torisch möglichen Getriebe- und Koppelmatrizen erzeugt. Wie in Abschnitt
5.1.4 beschrieben, ist die Modellierung einer Getriebestruktur mit Hilfe dieser
Matrizen nicht eindeutig. Während der Generierung wird deshalb sicherge-
stellt, dass jedes Matrizenpaar eine eindeutige Kombination darstellt bzw. eine
Struktur nicht mehrfach in der entstehenden Datenbank enthalten ist.
2. Plausibilitätsuntersuchungen: Die abgelegten Getriebestrukturen werden einem
Test unterworfen, der bestimmt, ob eine Kraft von der Antriebs- auf die Ab-
triebswelle des Getriebes übertragen werden kann. Dazu gehört beispielsweise,
dass jede Getriebewelle an mindestens zwei Punkten im Getriebe angebunden
sein muss. Schlägt der Test für eine Getriebestruktur fehl, wird diese in den
folgenden Schritten nicht weiter berücksichtigt.
3. Konstruktionstests: Aufbauend auf Getriebe- und Koppelmatrix kann ein Gra-
phenmodell jeder Getriebestruktur erstellt werden. Dieses wird anschließend
dahingehend untersucht, ob eine planare Darstellung des Graphen existiert.
Diese Eigenschaft der Getriebestruktur korrespondiert damit, dass sie sich in
der Praxis ohne Überschneidung bzw. Durchdringung von Wellen konstruieren
lässt. Getriebestrukturen, für die keine planare Graphendarstellung möglich
ist, werden aussortiert.
4. Ermittlung der maximalen Ganganzahl: In diesem Schritt werden die im Abschnitt
5.1.4 erläuterten Schaltzustände erzeugt. Jede Kombination der Schaltelemente
wird generiert, das zugehörige Gleichungssystem der Drehzahlen gelöst und
die Gangübersetzung ermittelt (vgl. Abschnitt 5.1.5). Wird beachtet, dass sich
einige Übersetzungen durch mehrere Schaltzustände realisieren lassen, kann die
maximale Anzahl an Gängen mit unterschiedlichen Übersetzungen bestimmt
werden. Liegt diese Anzahl für eine Getriebestruktur unter der Summe der
gewünschten Anzahl an Vor- und Rückwärtsgängen, kann die Struktur von
der weiteren Suche ausgeschlossen werden.
5. Festlegung einer Schaltlogik und Optimierung der Standübersetzungen: Aus der
Menge der bestimmten Schaltzustände im vierten Schritt der Getriebesynthe-
se werden anschließend Schaltlogikmatrizen erzeugt, indem eine der Anzahl
der Vor- und Rückwärtsgängen entsprechende Auswahl an Schaltzuständen
getroffen wird. Da die Anzahl an Schaltzuständen die Anzahl der Vor- bzw.
Rückwärtsgänge meist übersteigt, entsteht im Allgemeinen eine große Menge
an Varianten von Schaltlogikmatrizen. Anschließend erfolgt die Optimierung
der Standübersetzungen im Getriebe unter Nebenbedingungen (siehe Abschnitt
5.1.6).
138
Explizite funktionale Beschreibung der Abhängigkeit von Standübersetzungen
6. Detaillierte Analyse von Getriebeeigenschaften: Nach der Ermittlung der Stand-
übersetzungen der Planetenradsätze bzw. Stirnradstufen erfolgt eine Unter-
suchung der zugehörigen Getriebestrukturen hinsichtlich einer Vielzahl an
Kenngrößen. In der sogenannten Nutzwertanalyse werden mehrere hundert
Indikatoren berechnet und auf die Verletzung von Grenzwerten geprüft. Exem-
plarisch seien hier Relativdrehzahlen und Drehmomente aller Getriebewellen
sowie der Wirkungsgrad des Getriebes genannt. Ergebnis dieses Schrittes
ist die Zuordnung einer als Erfüllungsgrad bezeichneten Bewertung zu jeder
Getriebestruktur. Anhand dieser Aufstellung werden anschließend Struktu-
ren ausgewählt, die für eine Konstruktion und den Bau eines Prototyps des
Getriebes in Frage kommen.
Sämtliche Schritte der Getriebesynthese sind darauf ausgelegt, einerseits jede
mögliche Getriebestruktur in allen denkbaren Varianten zu betrachten und ande-
rerseits ausschließlich Strukturen von der Suche auszuschließen, die garantiert kein
Potenzial für die gesuchte Anwendung haben. Es besteht die Anforderung, eine
vollständige Durchmusterung der Getriebestrukturen mit exakt arbeitenden Algo-
rithmen durchzuführen. Dies ist notwendig, da auch die Suche nach einer geeigneten
Getriebestruktur über Millionen von Varianten am Ende des vorgestellten Ablaufs
häufig nur einige wenige Lösungen ermittelt oder die Menge der Lösungen mitunter
auch leer ist. Weder die Vollständigkeit noch die Exaktheit der eingesetzten Algo-
rithmen konnte bisher für den fünften Schritt gewährleistet werden. Um diesem
Problem zu begegnen, wurde in dieser Arbeit ein Verfahren entwickelt, das in den
folgenden Abschnitten vorgestellt werden soll.
Abschließend soll bemerkt werden, dass die Zusammenfassung der beschriebenen
Schritte der Getriebesynthese zu einem Optimierungsproblem mit einer Mischung
aus diskreten Variablen für die Topologie des Getriebes und stetigen Variablen für
die Übersetzungen eine Alternative zum erläuterten Vorgehen darstellen könnte.
Dieser Ansatz wurde bis jetzt aufgrund der enormen Komplexität nicht untersucht
und scheint mit dem derzeitigen Kenntnisstand nur sehr schwer umsetzbar.
5.2 Explizite funktionale Beschreibung der Abhängigkeit der
Getriebeübersetzung von den Standübersetzungen
Zur Berechnung der wichtigen Größen Wellendrehzahlen und Übersetzungen in
Planetenrad- und Stirnradgetrieben muss ein lineares Gleichungssystem gelöst wer-
den, dessen Variablen Drehzahlen von Getriebewellen entsprechen und in das die
Standübersetzungen des Getriebes als Parameter eingehen (siehe Abschnitt 5.1.5).
Die Beschreibung des Zusammenhangs zwischen einer Standübersetzung und der
Drehzahl einer Welle ist derzeit nur implizit über die symbolische Lösung des Glei-
chungssystems nach Beziehung (5.4) gegeben. In den folgenden Abschnitten wird
eine explizite funktionale Beschreibung des Zusammenhangs erarbeitet und das
Ergebnis beispielsweise zur Berechnung einer Einschließung des Bereichs möglicher
Übersetzungen eines Gangs bei variablen Standübersetzungen genutzt.
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5.2.1 Symbolisches Lösen parametrischer linearer Gleichungssysteme
Die folgenden Ausführungen befassen sich mit der Lösung eines parametrischen
linearen Gleichungssystems, in das – in der allgemeinsten Form – T Parameter in die
zugehörige Systemmatrix A ∈ RM,M und die rechte Seite b ∈ RM eingehen. Diese
Abhängigkeit von reellwertigen Parametern t ∈ RT wird durch die Schreibweise A(t)
bzw. b(t) betont. Auch der Vektor der Unbekannten x ∈ RM hängt im Allgemeinen
von den Parametern ab, so dass die Schreibweise x(t) verwendet wird:
A(t)x(t) = b(t). (5.14)
Gleichung (5.14) kann sofort mit Methoden zur Lösung linearer Gleichungssysteme
bearbeitet werden, wenn die Werte des Parametervektors t bekannt sind. ImWeiteren
soll angenommen werden, dass keine konkreten Werte vorliegen und stattdessen
Intervalle für die Werte der Parameter zur Verfügung stehen. Die zugehörigen
Intervallgrenzen sollen zu dem Intervallvektor [t] zusammengefasst werden.
In der Literatur wird hervorgehoben, dass parametrische lineare Gleichungssysteme
eine wichtige Rolle in der Praxis spielen. Als Beispiel sollen die Berücksichtigung von
Toleranzen für die Parameter t sowie Probleme aus der Strukturmechanik genannt
werden (siehe [Gar13] bzw. [Han04], S. 52f.).
Diesen Anwendungen stehen eine Vielzahl an Verfahren zur Lösung linearer und
auch nichtlinearer parametrischer Gleichungssysteme gegenüber. Diese können in
zwei Familien eingeteilt werden: Einerseits existieren Verfahren, die durch numeri-
sche oder symbolische Manipulationen des parametrischen Gleichungssystems eine
Beschreibung der Lösungsmenge, z. B. in Form einer Einschließung, erzeugen. An-
dererseits kann für bestimmte Systeme eine explizite funktionale Beschreibung der
Lösung in Abhängigkeit der Parameter t ermittelt werden. Während die erstgenann-
ten Verfahren also ausschliesslich Aussagen zur Lösungsmenge erzeugen, kann mit
Hilfe des zweiten Typs eine Beziehung zwischen den Elementen der Lösung und
den Parameterwerten hergestellt werden. Zu den Verfahren zur Beschreibung der
Lösungsmenge gehören laut [Gar01] die Strategien Eliminierungsverfahren, Fort-
setzungsmethoden und Algorithmen zur schrittweisen Zerlegung eines gegebenen
Ausgangsbereichs. Eine Übersicht zu Verfahren der zweiten Gruppe findet sich in
[Wei95]. Insbesondere wird die Nutzung von Gröbnerbasen erwähnt, die in [Laz07]
und [Lia09] eingehend erläutert wird.
Im Folgenden soll eine weitere Methodik zur Erzeugung einer expliziten funktiona-
len Beschreibung der Lösung linearer parametrischer Gleichungssysteme vorgestellt
werden. Sie ist auf die Lösung von Drehzahlgleichungssysteme zugeschnitten, eignet
sich jedoch auch für vergleichbare, dünn besetzte Gleichungssysteme mit einer relativ
kleinen Anzahl an Variablen. Die Vorteile des präsentierten Verfahrens liegen in der
einfachen Implementierbarkeit, in den leicht abzuleitenden Struktureigenschaften
der Lösung und der geringen Laufzeit.
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Symbolisches Lösen von linearen parametrischen Gleichungssystemen mit Hilfe der
Cramerschen Regel
Die Cramersche Regel zur Lösung linearer Gleichungssysteme (siehe [Ber09], S.
140 und [Lud09], S. 196f.) kann so angepasst werden, dass auch parametrische
lineare Gleichungssysteme, wie in Beziehung (5.14) dargestellt, gelöst oder die
Nichtlösbarkeit erkannt werden kann. Dabei wird in der weiteren Beschreibung aus
Gründen der Übersichtlichkeit für Systemmatrix, rechte Seite und den Vektor der
Unbekannten auf den Hinweis der Abhängigkeit von Parameterwerten verzichtet.
Die Matrix Ab,m, m = 1,2, . . . ,M , bezeichne im Folgenden eine Matrix, bei der die
m-te Spalte der Systemmatrix A durch den Vektor b der rechten Seite ersetzt wurde.
Ist A eine reguläre Matrix, besitzt das Gleichungssystem Ax = b die eindeutige
Lösung x = (x1,x2, . . . ,xM)τ , wobei sich die Komponenten der Lösung aus der
Beziehung
xm =
detAb,m
detA (5.15)
errechnen lassen. Da die Regularität der Systemmatrix A mit der Aussage detA 6= 0
übereinstimmt, existiert eine Lösung genau dann, wenn der Nenner der obigen
Beziehung ungleich 0 ist.
Die Berechnung der Determinanten kann mittels des Laplaceschen Entwicklungs-
satzes ([Ber09], S. 114) erfolgen, nach dem eine Determinante rekursiv entsprechend
der Beziehung
detA =
M∑
m=1
(−1)m+n am,n det(Am,n) (5.16)
bei Entwicklung nach der n-ten Spalte bzw. durch
detA =
M∑
n=1
(−1)m+n am,n det(Am,n) (5.17)
bei Entwicklung nach der m-ten Zeile bestimmt wird. Das Symbol am,n steht für
ein Element der Matrix A = (am,n)Mm,n=1. Die Determinante der Matrix A setzt
sich folglich aus der Summe von durch die Kofaktoren (−1)m+n am,n gewichteten
Determinanten der Teilmatrizen Am,n zusammen, die aus der Streichung der m-ten
Zeile sowie der n-ten Spalte der Matrix A resultieren.
Ein Element des Lösungsvektors eines parametrischen linearen Gleichungssystems
ergibt sich entsprechend der Beziehungen (5.16) und (5.17) aus einem Quotienten,
dessen Zähler und Nenner sich aus einer endlichen Folge der Operationen Sum-
me und Produkt reeller Werte (den parameterfreien Elementen der Systemmatrix
und der rechten Seite des parametrischen Gleichungssystems sowie den Kofakto-
ren (−1)m+n am,n) und aus Parameterwerten zusammensetzen. Werden Zähler und
Nenner getrennt betrachtet und alle Operationen symbolisch ausgewertet, kann
eine funktionale Beschreibung der Lösung in Abhängigkeit von den Parametern
ermittelt werden. Ein Beispiel für eine solche Berechnung und die Interpretation von
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Eigenschaften des Ergebnisses erfolgt im nächsten Abschnitt für das Drehzahlglei-
chungssystem eines Planetenautomatikgetriebes.
Voraussetzung für das beschriebene Vorgehen ist eine Methode für die symbolische
Berechnung der Determinanten. Vom Autor der Arbeit wurde ein eigenes Programm
implementiert, auch bekannte Algebrasysteme können zum Einsatz kommen. Aus
der Tatsache, dass die Determinante einer Matrix A ∈ RM×M aus M ! Summanden
besteht, wird deutlich, dass die Methodik nur für kleine Dimensionen des zugehörigen
Gleichungssystems einsetzbar ist. Ist die Systemmatrix dünn besetzt, reduziert dies
die Rechenzeit, da dann nicht alle im Laplaceschen Entwicklungssatz auftretenden
Teildeterminanten berechnet werden müssen.
5.2.2 Symbolisches Lösen von Drehzahlgleichungssystemen
Die beschriebene Methodik zur symbolischen Berechnung der Lösung eines linearen
parametrischen Gleichungssystems wird nun auf das Drehzahlgleichungssystem eines
Planetenautomatikgetriebes angewandt. Das Verfahren eignet sich, da die Dimension
der zugehörigen Systemmatrix relativ klein ist, die Nulleinträge in der Systemmatrix
überwiegen und darüber hinaus nur die Drehzahl der Abtriebswelle n2 von Interesse
ist. Die Drehzahlen der anderen Wellen spielen keine Rolle für die Ermittlung der
Getriebeübersetzung, so dass die Cramersche Regel (5.15) zur Lösung bezüglich
einer einzigen Variablen genutzt wird.
Zur Lösung des Systems werden im ersten Schritt die Gleichungen 1, . . . , (2 + szu)
nach einer Variablen umgestellt und direkt in die anderen Beziehungen eingesetzt,
um die Dimension des Gleichungssystems zu reduzieren. Sind in einer Gleichung
mehrere Variablen enthalten, muss darauf geachtet werden, dass die Variable n2
nicht ersetzt wird. Diese Vereinfachung ist aufgrund der festen Struktur eines
Drehzahlgleichungssystems (vgl. Abschnitt 5.1.5) immer möglich.
Das resultierende Gleichungssystem beinhaltet P Zeilen mit P Unbekannten.
Gehört n2 nicht mehr zur Menge der Variablen, so kann für den gewählten Gang
keine Übersetzung berechnet werden. Dies bedeutet in der Praxis, dass infolge
einer fehlenden Verbindung zwischen Antriebs- und Abtriebswelle im Getriebe keine
Leistung übertragen werden kann, wodurch eine der Grundanforderungen an ein
Getriebe verletzt ist.
Beispiel 5.4: Am Beispiel eines Schaltzustandes des Planetenautomatikgetriebes
8HP soll das symbolische Lösen eines parametrischen Drehzahlgleichungssystems
demonstriert werden. In Beispiel 5.1 auf Seite 128 wurde das Gleichungssystem
der Wellendrehzahlen für den ersten Schaltzustand des Planetenautomatikgetriebes
8HP mit den geschlossenen Schaltelementen B03, B05 und K18 aufgestellt. Die
Standübersetzungen x der vier Planetenradsätze des Planetenautomatikgetriebes
sind als Parameter im linearen Gleichungssystem der Drehzahlen enthalten. Das
System besitzt 9 Unbekannte, 4 Parameter und einen Nichtnullanteil der Einträge
in der Systemmatrix von rund 25%.
Wird die beschriebene Vereinfachung durchgeführt, ergibt sich für das betrachtete
Beispiel ein reduziertes Gleichungssystem mit den Unbekannten n2, n4, n6 und n7
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mit einem Nichtnullanteil der Einträge in der Systemmatrix von etwa 38%:
0 0 1 x1 − 1
x2 − 1 −x2 0 0
0 x3 − 1 0 0
0 0 −x4 0


n2
n4
n6
n7
 =

x1
−1
0
1− x4
 .
In diesem konkreten Beispiel könnte das System weiter reduziert und durch
schrittweises Ersetzen von Variablen direkt nach n2 aufgelöst werden. Im Folgenden
wird jedoch der einheitliche Zugang zur Lösung bezüglich n2 über die Cramersche
Regel beschrieben:
n2(x) =
detAb,2(x)
detA(x) .
Aus dem Laplaceschen Entwicklungssatz mit einer Entwicklung nach der ersten Spalte
(n = 1) ergibt sich nach Beziehung (5.16) für die Determinante der Systemmatrix:
detA(x) =
M∑
m=1
(−1)m+n am,n det(Am,n)
= (−1) (x2 − 1) det(A2,1)
= (−1) (x2 − 1) (−1) (x3 − 1) det
(
A2,12,1
)
= [(−1) (x2 − 1) (−1) (x3 − 1)]
·
[
(+1) · 1 · det
(
A2,12,11,1
)
+ (−1) (−x4) det
(
A2,12,12,1
)]
= (−1) (x2 − 1) (−1) (x3 − 1) [(+1) · 1 · 0 + (−1) (−x4) (x1 − 1))]
= (−1) (x1 − 1) (x2 − 1) (x3 − 1) (−x4).
Bei jeder Berechnung der Determinante einer Teilmatrix wurde nach der ersten Spalte
entwickelt. Unter einer Matrix mit Indizes in mehreren Ebenen, wie beispielsweise
A2,11,1 , wird eine Teilmatrix verstanden, die durch das mehrmalige Streichen von
Zeilen und Spalten aus der Ausgangsmatrix A entsteht. Im erwähnten Beispiel wird
also zunächst die zweite Zeile und die erste Spalte aus A gelöscht und anschliessend
in der erhaltenen Matrix die erste Zeile und Spalte gestrichen.
Die rekursive Ermittlung der Determinante detA(x) eignet sich sehr gut für eine
Implementierung. Die Herausforderung besteht in der Umsetzung des Programms,
das in die Lage versetzt werden muss, neben Multiplikation und Addition von reellen
Werten auch Produkte und Summen von Parametern berechnen und speichern zu
können. Einige Details zur Umsetzung werden in Abschnitt 5.2.8 geschildert.
Die Determinante der Matrix Ab,2(x) lässt sich analog berechnen:
detAb,2(x) = (x1 − 1) (x3 − 1) (−x4).
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Damit ergibt sich in Abhängigkeit von den Parametern die folgende Lösung für
die Abtriebsdrehzahl des ersten Schaltzustandes des 8HP:
n2(x) =
Ab,2(x)
A(x) =
(x1 − 1) (x3 − 1) (−x4)
(−1) (x1 − 1) (x2 − 1) (x3 − 1) (−x4) =
1
1− x2 .
Terme, die sowohl im Zähler als auch im Nenner auftreten, werden gekürzt. Für
diesen Zweck wurde vom Autor ein Programm entwickelt, das die Polynome im
Zähler und Nenner zusammenfasst und vereinfacht. Darüber hinaus werden Terme
ermittelt, die als Faktoren im Zähler und im Nenner vorkommen. Sie werden entfernt,
so dass das gebrochenrationale Polynom n2(x) so weit wie möglich reduziert wird.
Die Übersetzung des ersten Gangs ergibt sich durch Vertauschung von Zähler und
Nenner:
f1(x) =
n1
n2
= 1
n2
= 1− x2.
Solch eine Beziehung zwischen den Werten der Standübersetzungen und der Überset-
zung eines Gangs soll im Folgenden als Gangformel bezeichnet werden. Sie ersetzt die
Berechnung von Übersetzungen durch das Lösen eines Drehzahlgleichungssystems.
Sie lässt sich jedoch nicht in jedem Fall bestimmen: Verschwindet die Determinante
der Systemmatrix, so existiert auch keine Gangformel. Das entsprechende Drehzahl-
gleichungssystem besitzt ebenfalls keine Lösung. Eigenschaften der Gangformeln
werden in Abschnitt 5.2.3 erarbeitet.
Tabelle 5.3 listet die Gangformeln für alle Schaltzustände des 8HP in der gleichen
Reihenfolge wie in Tabelle 5.1 auf.
Schaltzustände Gangformeln
B03 B05 K18 f1(x) = 1− x2
B03 B05 K68 f2(x) = x2x4−x41−x4
B03 K18 K68 f3(x) = 1−x2−x3+x2x31−x2−x3
B03 K27 K68 f4(x) = −1+x1+x3+x4−x1x3−x1x4−1+x1+x4−x1x4
B03 K18 K27 f5(x) = 1−x2−x3+x2x3+x2x4−x1x2x41−x2−x3+x2x4−x1x2x4
K18 K27 K68 f6(x) = 1
B05 K18 K27 f7(x) = x4−x1x4−1+x4−x1x4
B05 K27 K68 f8(x) = x4−x1x4−1+x1+x4−x1x4
B03 B05 K27 f9(x) = −x4+x1x2x41−x4
B05 K18 K68 keine Lösung
Tab. 5.3: Gangformeln für die Schaltzustände des Planetenautomatikgetriebes 8HP
Wurden in Beispiel 5.1 die Gangübersetzungen noch durch Lösen eines linearen
Gleichungssystems je Schaltzustand bestimmt, können diese nun direkt durch Einset-
zen der Standübersetzungen in die entsprechenden Gangformeln berechnet werden.
Für den ersten Gang ergibt sich mit einer Standübersetzung von x2 = −3,7000
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eine Übersetzung von f1(x) = 1− x2 = 4,7000. Dieser Wert entspricht dem zuvor
ermittelten Ergebnis aus der Lösung des Gleichungssystems der Drehzahlen (vgl.
Beispiel 5.1).
5.2.3 Eigenschaften einer Gangformel
In diesem Abschnitt wird der Prozess zur Bestimmung einer Gangformel im Beweis
des folgenden Satzes nachvollzogen, um Eigenschaften der Struktur einer Gangformel
zu erarbeiten und somit eine Zuordnung zu einer Funktionsfamilie zu ermöglichen.
Satz 5.1 (Eigenschaften einer Gangformel): Eine Getriebestruktur eines Plane-
tenradautomaten bzw. Stirnradgetriebes in der in Abschnitt 5.1.4 eingeführten
Modellierung sei gegeben. Das Getriebe besitze mindestens zwei Wellen und die
Drehzahlen der virtuellen Gehäusewelle sowie der Antriebswelle seien mit n0 = 0
bzw. n1 = 1 gegeben. Die Lösung des im Abschnitt 5.1.5 erläuterten Drehzahlglei-
chungssystems erfolge für P Planetenrad- bzw. Stirnradsätze und werde bezüglich
der Drehzahl der Abtriebswelle n2 durchgeführt.
Existiert eine eindeutige Lösung des Drehzahlgleichungssystems, dann ist diese
ein multilineares gebrochenrationales Polynom:
f(x) =
α∑
ω=0
aω xω
α∑
ω=0
bω xω
,
x = (x1,x2, . . . ,xP )τ ∈ RP ,
0 ≤ α ≤ 1,
aω, bω ∈ R, 0 ≤ ω ≤ 1.
(5.18)
Beweis. Im Abschnitt 5.1.5 wird erläutert, dass in einem festen Gang eines Planeten-
automatik- bzw. eines Stirnradgetriebes die Drehzahlen der Wellen n0 und n1 gegeben
sind, geschlossene Schaltelemente durch Gleichungen der Form ns = nt modelliert
werden und sich die Übersetzungsverhältnisse in einem Planetenradsatz oder einer
Stirnradstufe durch die Willis-Gleichungen abbilden lassen.
Die Einträge in der Systemmatrix A und der rechten Seite b des Drehzahlglei-
chungssystems sind folgende: 0,−1, 1,−x1, 1−x1,−x2, 1−x2, . . . ,−xP , 1−xP , wenn
die Voraussetzungen des Satzes, n1 = 1 und n0 = 0 einbezogen werden.
Zusätzlich ist bekannt, dass jede Standübersetzung xp, p = 1,2, . . . ,P, maximal
in einer Zeile des Gleichungssystems vorkommt und dieser Parameter in Form der
Terme −xp und 1 − xp auftritt. Wird die Entwicklung der Determinante det(A)
bezüglich einer beliebigen Willis-Gleichung ausgeführt, die sich in der m-ten Zeile
des Gleichungssystems befindet, ergibt sich:
det(A) =
nmax+1∑
i=1
(−1)m+i am,i det(Am,i).
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Das Symbol Am,i steht für eine Matrix der Größe nmax× nmax, die aus der Matrix A
durch Streichen der m-ten Zeile und der i-ten Spalte entsteht. Die Elemente der Ma-
trix A sollen mit am,i bezeichnet werden (m = 1,2, . . . ,nmax+1, i = 1,2, . . . ,nmax+1).
Diese Elemente am,i enthalten möglicherweise den Parameter xp; die Teildetermi-
nanten det(Am,i) sind jedoch frei von diesem Parameter.
Iterativ kann dieses Vorgehen fortgesetzt werden, indem die Teildeterminanten
in der Entwicklungsvorschrift untersucht werden: Für jeden Schritt ist sicher, dass
die Faktoren −xp bzw. 1− xp für jeden Wert von p maximal in einem der beiden
Faktoren enthalten sind. Gleichungen, die die Drehzahlabhängigkeiten außerhalb
der Planetenradsätze beschreiben, enthalten keine Parameter und beeinflussen das
Ergebnis daher nicht. Folglich ist in jedem Summanden der Determinante jeder Para-
meter maximal einmal enthalten. Damit tritt jeder Parameter in jedem Summanden
maximal linear auf, so dass das Ergebnis der Berechnung ein multilineares Polynom
ist.
Die Entwicklung der Determinante von det(Ab) und damit des Nenners in Bezie-
hung (5.18) hat ebenfalls ein multilineares Polynom als Ergebnis, da sich durch die
Ersetzung einer Spalte der Systemmatrix A keine zusätzlichen Parameterabhängig-
keiten ergeben.
5.2.4 Verwendung von Gangformeln zur Bestimmung der Lösung von
Drehzahlgleichungssystemen
Aus der Verwendung von Gangformeln anstelle der Lösung eines Gleichungssystems
zur Bestimmung von Übersetzungen kann im Rahmen der Optimierung von Ge-
triebestrukturen an mehreren Stellen ein Vorteil gezogen werden. Die Ersetzung
eines Gleichungssystems durch eine analytische Formel bringt einen bedeutenden
Geschwindigkeitsvorteil mit sich, wie die Auswertungen in diesem Abschnitt zeigen.
Dieser Effekt wird dadurch begünstigt, dass die symbolische Lösung zur Bestimmung
der Gangformeln einmalig für alle Schaltzustände eines Getriebes durchgeführt wird
und danach für beliebige Werte der Parameter zur Verfügung steht, während die
Komplexität der Lösung eines Drehzahlgleichungssystems für alle Wiederholungen
konstant bleibt. Darüber hinaus erlauben Kenntnisse über die Struktur der Ge-
triebeformeln auch theoretische Untersuchungen. Dazu gehören die Berechnung
von Einschließungen für die Gangübersetzungen und Stufensprünge sowie Mono-
tonieuntersuchungen (siehe Abschnitte 5.2.5 bis 5.2.7). Schließlich stellen sie die
Basis für die Anwendung der Branch-and-Bound-Strategien zur Optimierung von
Standübersetzungen (siehe Abschnitt 5.3) dar.
Der Geschwindigkeitsvorteil bei der Berechnung von Gangübersetzungen durch
Gangformeln soll anhand des Vergleichs von drei Verfahren am Beispiel der Gänge
des 8HP demonstriert werden. Dazu wurden im Voraus 500 000 Standübersetzungs-
kombinationen zufällig erzeugt. Anschließend wurde die Zeit für die Berechnung der
neun Gangübersetzungen des 8HP für die folgenden drei Verfahren gemessen.
Lösung des Gleichungssystems der Wellendrehzahlen durch den Gaußalgorithmus:
Das im Abschnitt 5.1.5 erläuterte Gleichungssystem der Wellendrehzahlen wird
für jeden Schaltzustand des 8HP aufgestellt, gelöst, und die Gangübersetzung
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wird bestimmt. Als Verfahren kommt der Gaußalgorithmus mit Pivotisierung
aus [Pre07], S. 41ff. zum Einsatz.
Lösung des Gleichungssystems der Wellendrehzahlen durch einen Löser für dünn
besetzte Matrizen: Wie in der eben beschriebenen Methode wird das Gleichungs-
system der Wellendrehzahlen erstellt und gelöst. Das Verfahren SuperLU wird
für die Lösung dünn besetzter linearer Gleichungssysteme eingesetzt und zieht
Vorteil aus einem geringen Anteil an Nichtnulleinträgen im Gleichungssys-
tem. Informationen zur verwendeten Software SuperLU sind im Anhang im
Punkt A.2.2 zusammengefasst. Die Struktur des Getriebes 8HP erzeugt ein
Gleichungssystem der Wellendrehzahlen mit 9 Unbekannten und rund 25%
Nichtnulleinträgen in der Systemmatrix.
Übersetzungsberechnung mit Hilfe von Gangformeln: Das im Abschnitt 5.2.2 er-
läuterte Verfahren zur Bestimmung von Gangformeln wird zur Berechnung
der Gangübersetzungen eingesetzt. Dabei wird die symbolische Lösung des
Gleichungssystems der Wellendrehzahlen einmalig für alle Schaltzustände be-
stimmt und im Nachhinein zur Ermittlung der Gangübersetzungen für alle
Standübersetzungsvarianten eingesetzt.
Die Vergleichsrechnungen wurde auf einem Rechner durchgeführt, dessen Parameter
in Anhang A.2.1 aufgelistet sind. Abbildung 5.6 visualisiert den Zeitbedarf der drei
beschriebenen Verfahren in Abhängigkeit von der Anzahl berechneter Varianten
der Standübersetzungen. Die numerischen Ergebnisse der Zeitmessung können im
Anhang A.3.1 nachgelesen werden.
Wie der Vergleich zeigt, ist der Zeitbedarf zur Lösung der Gleichungssysteme bei
Einsatz des Verfahrens SuperLU am größten. Dies liegt vermutlich daran, dass der
Anteil an Nichtnulleinträgen für einen Einsatz dieses Verfahrens in den vorliegenden
Gleichungssystemen zu groß ist. Die Berechnungszeiten des Gaußalgorithmus und
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Abb. 5.6: Vergleich von Strategien zur Lösung von Drehzahlgleichungssystemen des
Getriebes 8HP
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die der Gangformeln liegen näher beieinander, das letztgenannte Verfahren ist im
betrachteten Beispiel im Mittel jedoch 38-mal schneller als das erstgenannte. Für
die Berechnung der 9 Gangübersetzungen des 8HP zu 500 000 Standübersetzungs-
varianten benötigt der Gaußalgorithmus 4,23 Sekunden, das Lösen mit Hilfe der
Gangformeln 0,11 Sekunden. Diese Werte hängen natürlich von der eingesetzten
Soft- und Hardware ab, zeigen aber deutlich die reduzierte Berechnungszeit durch
Einsatz von Gangformeln.
5.2.5 Berechnung von Einschließungen für Gangübersetzungen
Dank der in Satz 5.1 erarbeiteten Struktureigenschaften der Gangformeln von
Planetenradautomaten und Stirnradgetrieben kann der Bereich möglicher Gang-
übersetzungen bestimmt werden. Da die Gangformeln zur Familie der multilinearen
gebrochenrationalen Polynome gehören und sämtliche Voraussetzungen von Satz
3.10 erfüllen, lässt sich unter der Voraussetzung, dass keine Polstelle im betrachteten
P -Quader vorliegt, der Wertebereich der Gangformeln sogar exakt bestimmen. Die
Grenzen dieses Quaders ergeben sich in Abhängigkeit von den verwendeten Positiv-
und Negativplaneten (siehe Abschnitt 5.1.6).
Aufteilung von Gängen in potenzielle Vor- und Rückwärtsgänge
Durch die Einschließung des Wertebereichs der Gangformeln ist erstmals eine zumin-
dest teilweise Einteilung der Schaltzustände in Vor- und Rückwärtsgänge möglich.
Es ergeben sich vier Fälle für die Einschließung einer Gangformel:
Polstelle: Besitzt das Polynom im Nenner der Gangformel einen Nulldurchgang,
liegt eine Polstelle vor. Tritt über dem betrachteten Quader keine Nullstelle auf,
kann mit Hilfe der Regeln der erweiterten Intervallarithmetik (vgl. 2.1.3) eine
zweigeteilte Einschließung des Wertebereichs der Form (−∞| a] ∪ [b |∞) mit
a < 0 < b bestimmt werden. Liegt eine Nullstelle vor, ist keine Einschließung
des Wertebereichs möglich, so dass der zugehörigen Schaltzustand folglich
sowohl ein Vor- als auch ein Rückwärtsgang sein kann.
Eindeutiger Vorwärtsgang: Tritt keine Polstelle auf und sind die linke und rechte
Grenze der Einschließung der Gangformel positiv, handelt es sich bei dem
betrachteten Schaltzustand eindeutig um einen Vorwärtsgang.
Eindeutiger Rückwärtsgang: Liegt keine Polstelle vor und sind die linke und rechte
Grenze der Einschließung negative Zahlen, realisiert der zugehörige Schaltzu-
stand eindeutig einen Rückwärtsgang.
Vor- oder Rückwärtsgang: Existiert eine Einschließung für den Wertebereich, die
aber den Wert 0 enthält, kann keine eindeutige Zurordnung zu Vor- oder
Rückwärtsgang vorgenommen werden. Der betrachtete Schaltzustand wird
folglich für beide Möglichkeiten vorgesehen.
Mit Hilfe dieser Analyse lässt sich in der Praxis testen, ob eine Auswahl an
Schaltzuständen überhaupt die richtige Anzahl an Vor- und Rückwärtsgängen enthält.
Ist dies nicht der Fall, wird keine Optimierung der Stufensprungreihe durchgeführt,
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da die Existenz einer Lösung ausgeschlossen werden kann. In der Vergangenheit
musste davon ausgegangen werden, dass jeder Schaltzustand sowohl als Vor- als auch
als Rückwärtsgang eingesetzt werden kann, so dass auch jede dieser Möglichkeiten
der Anordnung berücksichtigt werden musste.
Beispiel 5.5: Für das Planetenautomatikgetriebe 8HP werden im Folgenden die
Einschließungen für die Gangformeln aufgelistet. Zwei Varianten der Verteilung von
Positiv- und Negativplaneten mit einem Standübersetzungsbereich von [−3,7 |−1,4]
bzw. [1,4 | 3,7] werden exemplarisch untersucht: Variante − −−− (ausschließlich
Negativplaneten) und Variante +−−− (Positivplanet an Position 1). Tabelle 5.4
listet die Einschließungen mit einer Genauigkeit von vier Nachkommastellen für die
zwei genannten Varianten auf.
Schaltzustände −−−− +−− −
B03 B05 K18 [2,4000 | 4,7000] [−2,7000 |−0,4000]
B03 B05 K68 [1,4000 | 3,7000] [−2,1255 |−0,2333]
B03 K18 K68 [1,5158 | 2,6298] [−∞|−0,5697] ∪ [4,9846 |∞]
B03 K27 K68 [1,2979 | 2,5417] [1,2979 | 2,5417]
B03 K18 K27 [1,0696 | 1,6572] [1,0789 | 4,6895]
K18 K27 K68 [1,0000 | 1,0000] [1,0000 | 1,0000]
B05 K18 K27 [0,7706 | 0,9456] [0,7706 | 0,9456]
B05 K27 K68 [0,5833 | 0,7872] [0,5833 | 0,7872]
B03 B05 K27 [−9,9900 |−0,5600] [1,7267 | 11,5645]
B05 K18 K68 keine Lösung keine Lösung
Tab. 5.4: Einschließungen der Gangformeln des 8HP in Abhängigkeit von der
Ausführung der Planetenradsätze als Positiv- oder Negativplaneten
Die Untersuchung der Variante − − −− zeigt eindeutig 8 Vorwärtsgänge und
einen Rückwärtsgang. Mit der Variante +−−− sind 6 Vorwärtsgänge sowie zwei
Rückwärtsgänge realisierbar. Darüber hinaus existiert ein Schaltzustand, der – je nach
verwendeten Standübersetzungen – sowohl einen Vor- als auch einen Rückwärtsgang
darstellen kann. Für den dritten Schaltzustand lassen sich die Grenzen der möglichen
Übersetzungen bestimmen, die aus zwei nicht zusammenhängenden Intervallen
bestehen.
Überprüfung der Monotonie einer Übersetzungsreihe
Die Berechnung einer Einschließung für die Gangformeln kann an einer weiteren
Stelle in der Optimierung von Stufensprüngen eingesetzt werden. Neben der Prüfung
der Anzahl an Vor- und Rückwärtsgängen kann eine Verletzung der Restriktionen
zur Monotonie der Übersetzungsreihe in der Optimierungsaufgabe (5.11) geprüft
werden. Die genannten Nebenbedingungen haben nach Beziehung (5.9) die Form
fg+1(x) < fg(x), g = 1,2, . . . ,G− 1,
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deren Zulässigkeit mit Hilfe der Einschließungen über dem betrachteten Würfel der
Standübersetzungen [x] analysiert werden kann:
[fg+1]([x]) < [fg]([x]), g = 1,2, . . . ,G− 1.
Schlägt die Untersuchung für einen Gang fehl, besitzt die zugrunde liegende Opti-
mierungsaufgabe keine Lösung.
Beispiel 5.6: Zur Überprüfung der Monotonie der Übersetzungsreihe der Vorwärts-
gänge des Planetenautomatikgetriebes 8HP werden die Einschließungen aus Tabelle
5.4 genutzt. Beispielhaft soll die Variante − − −− mit vier Negativplaneten be-
trachtet und die Widerspruchsfreiheit der Nebenbedingungen zur Monotonie der
Übersetzungsreihe der Vorwärtsgänge gezeigt werden:
[f1]([x]) = [2,4000 | 4,7000] > [1,4000 | 3,7000] = [f2]([x])
[f2]([x]) = [1,4000 | 3,7000] > [1,5158 | 2,6298] = [f3]([x])
[f3]([x]) = [1,5158 | 2,6298] > [1,2979 | 2,5417] = [f4]([x])
[f4]([x]) = [1,2979 | 2,5417] > [1,0696 | 1,6572] = [f5]([x])
[f5]([x]) = [1,0696 | 1,6572] > [1,0000 | 1,0000] = [f6]([x])
[f6]([x]) = [1,0000 | 1,0000] > [0,7706 | 0,9456] = [f7]([x])
[f7]([x]) = [0,7706 | 0,9456] > [0,5833 | 0,7872] = [f8]([x])
5.2.6 Bestimmung von Einschließungen für Stufensprünge
Wie in den vorherigen Abschnitten beschrieben wurde, bilden die entwickelten Gang-
formeln die Grundlage für die Analyse der Gangübersetzungen, beispielsweise zur
Unterscheidung von Vor- und Rückwärtsgängen. Im Weiteren werden die Gangfor-
meln dazu benutzt, eine Einschließung für den Fehlerwert der Stufensprungreihe
zu entwickeln. Die Bedeutung dieser Größe wurde in Abschnitt 5.1.6 erläutert.
Im nächsten Schritt wird eine Aussage über die Eigenschaften der Funktion eines
Stufensprungs getroffen.
Folgerung 5.1 (Eigenschaften der Funktion eines Stufensprungs): Der Quotient
zweier aufeinander folgender Gangformeln mit den in Satz 5.18 vorgestellten Ei-
genschaften ist ein gebrochenrationales Polynom in den Standübersetzungen x. Die
entstehende Funktion (vgl. Beziehung (5.5))
sg1,g2(x) =
fg1(x)
fg2(x)
heißt Stufensprung (von Gang g1 zu Gang g2) und besitzt einen maximalen Poly-
nomgrad von zwei.
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Beweis. Laut Satz 5.18 sind Gangformeln multilineare gebrochenrationale Polynome.
Der Quotient zweier Gangformeln ist somit selbst ein gebrochenrationales Polynom
mit maximalem Grad von zwei.
Wie bereits in Abschnitt 5.1.6 betont, werden Stufensprünge in der Praxis für
zwei aufeinander folgende Gänge bestimmt. Die Indexierung eines Stufensprungs
kann daher vereinfacht werden, indem nur der Index des ersten Gangs angegeben
wird:
sg(x) = sg,g+1(x) (g1 = g, g2 = g + 1).
Beispiel 5.7: Die sieben Stufensprünge der Vorwärtsgänge des Planetenautoma-
tikgetriebes 8HP sind im Folgenden aufgeführt. Die Stufensprünge mit Index 1, 5
und 6 sind multilineare gebrochenrationale Polynome, während die Stufensprünge
mit Index 2, 3, 4 und 7 Maximalgrad 2 haben und somit auch quadratische Terme
enthalten:
s1 =
1− x2 − x4 + x2x4
−x4 + x2x4
s2 =
x4 − 2x2x4 + x22x4 − x3x4 + x3x2x4
−1 + x2 + x4 − x2x4 + x3 − x3x2 − x3x4 + x3x2x4
s3 =
Z3
N3
Z3 = −1 + x1 + x2 − x1x2 + x4 − x2x4 − x1x4 + x1x2x4 + x3 − x3x2 − x3x1
+x3x2x1 − x3x4 + x3x2x4 + x3x1x4 − x3x2x1x4
N3 = −1 + x2 + x1 − x2x1 + x4 − x2x4 − x1x4 + x2x1x4 + 2x3 − x3x2 − 2x3x1
+x3x2x1 − x3x4 + x3x1x4 − x23 + x1x23
s4 =
Z4
N4
Z4 = −1 + x1 + x2 − x1x2 + x4 − 2x2x4 − x1x4 + 3x1x2x4 − x21x2x4 + x2x24
−2x1x2x24 + x21x2x24 + 2x3 − x3x2 − 2x3x1 + x3x2x1 − x3x4 + x3x2x4
+x3x1x4 − 2x3x2x1x4 + x3x2x21x4 − x23 + x23x1
N4 = −1 + x2 + x1 − x1x2 + x4 − 2x2x4 − x1x4 + 3x1x2x4 − x21x2x4 + x2x24
−2x1x2x24 + x21x2x24 + x3 − x2x3 − x1x3 + x1x2x3
−x3x4 + x2x3x4 + x1x3x4 − x1x2x3x4
s5 =
1− x2 + x2x4 − x2x1x4 − x3 + x3x2
1− x2 + x2x4 − x2x1x4 − x3
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s6 =
−1 + x4 − x1x4
x4 − x1x4
s7 =
−1 + 2x1 − x21 + x4 − 2x1x4 + x21x4
−1 + x1 + x4 − 2x1x4 + x21x4
Die Berechnung von Einschließungen der Stufensprünge mit einer geringen Schät-
zungsunschärfe ist von zentraler Bedeutung für die Optimierung von Standüberset-
zungen. Je nachdem, welchen Maximalgrad der betrachtete Stufensprung besitzt und
ob Polstellen auftreten, kommen angepasste, in dieser Arbeit vorgestellte Ansätze
zum Einsatz. Diese Differenzierung soll im Folgenden umrissen und die Anwendung
an einem Beispiel demonstriert werden.
Einschließungen für Stufensprünge auf Basis von Gangformeln
Da ein Stufensprung aus dem Quotient zweier Gangformeln gebildet wird (siehe
Beziehung (5.5)), ist eine getrennte Bestimmung einer Einschließung für Zähler-
und Nennerpolynom möglich. Unter der Voraussetzung, dass keine Polstelle auftritt,
kann durch die Kombination der beiden Einschließungen mit Hilfe der Regeln der
Intervallarithmetik eine Einschließung für den Stufensprung berechnet werden. Da
bei dieser Vorschrift für die Berechnung einer Einschließung die Unabhängigkeit von
Zähler- und Nennerpolynom angenommen wird, ist eine hohe Schätzungsunschärfe
der Einschließung zu erwarten. Ein Vorteil des beschriebenen Verfahrens liegt in der
sehr einfachen Berechnung der Einschließung.
Direkte Einschließung von Stufensprüngen
Nach Folgerung 5.1 ist der Polynomgrad eines Stufensprungs maximal 2. Um den
tatsächlichen Polynomgrad zu ermitteln, wird ein Algebrasystem benötigt, um
das Kürzen von gebrochenrationalen Polynomen umzusetzen. Ein solches System
wurde vom Autor der Arbeit für die Vereinfachung von Formeln der Stufensprünge
implementiert (siehe Abschnitt zu Implementierungen 5.2.8).
Liegt ein gebrochenrationales Polynom mit Polynomgrad 0 vor, ist die Berech-
nung einer Einschließung trivial. Für multilineare gebrochenrationale Polynome
ohne Polstelle kann Satz 3.10 angewandt und in diesem Sonderfall eine minimale
Einschließung bestimmt werden. Bei Auftreten eines gebrochenrationalen Polynoms
vom Grad 2 ohne Polstelle erfolgt die Abschätzung nach Satz 3.8.
Polstellen
Bei Vorliegen einer Polstelle im Definitionsbereich des gebrochenrationalen Polynoms
existieren keine endlichen Grenzen für die Einschließung des Wertebereichs. Durch
die Anwendung von Satz 3.7 unter weiteren Voraussetzungen kann eine zweigeteilte
Einschließung der Form (−∞| a] ∪ [b |∞) mit a < 0 < b berechnet werden.
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Beispiel 5.8: Um die beschriebenen Strategien zur Bestimmung von Einschließun-
gen für Stufensprünge beispielhaft im praktischen Einsatz zu bewerten, wurden eine
Million Getriebestrukturen mit einer zum Planetenradautomatikgetriebe 8HP identi-
schen Anzahl an Bauteilen erzeugt und alle kombinatorisch möglichen Stufensprünge
betrachtet. Es ergaben sich 215.122.392 Kombinationen, die untersucht wurden. Ein
Anteil von 51,2204% Stufensprüngen erzeugte konstante oder multilineare gebro-
chenrationale Polynome, zu denen eine minimale Einschließung bestimmt werden
konnte.
Der verbleibende Anteil der Stufensprünge ließ sich durch multivariate gebrochen-
rationale Polynome mit Maximalgrad 2 beschreiben, zu denen Einschließungen auf
drei Arten bestimmt wurden. Alle Auswertungen wurden mit einer Genauigkeit von
vier Nachkommastellen ausgeführt:
− Berechnung von Einschließungen auf Basis von Gangformeln ([s(GF )g ]),
− Berechnung von Einschließungen durch Transformation in die Basis der Bern-
steinpolynome vom Grad β = (2,2, . . . ,2)τ ) ([s(BP )g ]),
− Berechnung der minimalen Einschließung durch Minimierung und Maximierung
des gebrochenrationalen Polynoms mit Hilfe der in Kapitel 4 erarbeiteten
Verfahren ([s∗g]).
Die Auswertung gliedert sich in zwei Abschnitte. Zunächst wird die Anzahl der
ermittelten Polstellen untersucht. Besitzt eine Einschließung eines Nennerpolynoms
zu einem Stufensprung eine hohe Schätzungsunschärfe, besteht die Gefahr, dass ein
Nulldurchgang durch die Überschätzung des Wertebereichs angezeigt wird, der in
Wirklichkeit nicht existiert. Die Anzahl der auftretenden Polstellen im Vergleich
zur tatsächlichen Anzahl auf Basis der minimalen Einschließung kann folglich als
ein Qualitätsmerkmal für Verfahren zur Einschließungsberechnung herangezogen
werden. Tabelle 5.5 listet die Anzahl der auftretenden Polstellen in Abhängigkeit
vom eingesetzten Verfahren auf.
[s(GF )g ] [s(BP )g ] [s∗g]
Anzahl der Polstellen absolut 30.479.533 23.004.959 23.004.840
Anteil der Polstellen an allen Stufensprüngen 14,1685% 10,6939% 10,6938%
Tab. 5.5: Auswertung der Anzahl aufgetretener Polstellen für drei Arten der Ein-
schließung von Stufensprüngen
Im Vergleich zur minimalen Einschließung [s∗g] wird deutlich, dass die Einschlie-
ßungsberechnung auf Basis der Bernsteinpolynome [s(BP )g ] nur in 119 Fällen Polstellen
anzeigt, die nicht existieren, während das Verfahren [s(GF )g ] für über 7 Millionen
Stufensprünge eine nicht vorhandene Polstelle feststellt.
In der zweiten Auswertung wird die Schätzungsunschärfe berechneter Einschlie-
ßungen analysiert. Um einen Vergleich möglich zu machen, wird diese Untersuchung
für die Stufensprünge durchgeführt, deren zugehörige gebrochenrationale Polynome
den Grad 2 besitzen und für die alle drei Verfahren die Nichtexistenz von Polstellen
feststellen. Von 74.456.203 Stufensprüngen werden diese Bedingungen erfüllt, über
die die Schätzungsunschärfe gemittelt wurde.
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∆[s(GF )g ]
∆[s(BP )g ]
Schätzungsunschärfe 3,4584 1,0017
Tab. 5.6: Durchschnittliche Schätzungsunschärfe der Einschließung von Stufensprün-
gen
Die in Tabelle 5.6 aufgelisteten Werte der mittleren Schätzungsunschärfe zeigen
eine sehr geringe Überschätzung für die Einschließung [s(BP )g ], die sehr nah am
Optimum von 1 liegt. Dazu soll bemerkt werden, dass für die Berechnung dieser
Einschließung eine Entwicklung der auftretenden Polynome in die Basis die Bern-
steinpolynome vom Grad β = 2 vorgenommen wurde. Dieser Polynomgrad stimmt
mit dem maximalen Polynomgrad der Stufensprünge überein. Durch eine Erhöhung
des Polynomgrades β könnte die Schätzungsunschärfe zu Lasten der Berechnungszeit
weiter gesenkt werden.
Das Verfahren [s(GF )g ] erzeugt dagegen im Durchschnitt Einschließungen, die mehr
als das Dreifache der tatsächlichen Breite besitzen. Aus der praktischen Anwendung
ist bekannt, dass die untersuchten Stufensprünge betragsmäßig im Bereich von 10
liegen: Eine durchschnittliche Schätzungsunschärfe von 1,0017 bedeutet bei einem
Intervalldurchmesser von 20 folglich einen absoluten Fehler der Einschließung, der
unterhalb von 20 · 1,0017− 20 = 0,034 liegt.
Als Fazit der vorgenommenen Untersuchungen kann festgehalten werden, dass
die Errechnung von Einschließungen [s(BP )g ] im betrachteten Beispiel sehr gute
Ergebnisse für Stufensprüngen erzielt. Der Rechenaufwand ist im Vergleich zur
getrennten Abschätzung von Zähler und Nenner ([s(GF )g ]) zwar etwa doppelt so hoch,
aber die Schätzungsunschärfe der erhaltenen Einschließungen verbessert sich im
betrachteten Beispiel um mehr als den Faktor drei.
5.2.7 Bestimmung einer Einschließung für die Funktion des Fehlerwertes
der Stufensprünge
Aufbauend auf den im vorangegangenen Abschnitt gewonnenen Erkenntnissen, kann
nun abschließend auch eine Einschließung des Fehlerwertes der Stufensprünge vorge-
nommen werden. Diese basiert auf den Einschließungen der Stufensprünge und wird
nach Beziehung (5.6) unter Einsatz der Regeln der erweiterten Intervallarithmetik
durchgeführt. Das folgende Beispiel demonstriert das Vorgehen an der bekannten
Getriebestruktur des 8HP.
Beispiel 5.9: Anhand der Vorwärtsgänge des Planetenradautomatikgetriebes 8HP
soll eine Einschließung des Fehlerwertes der Stufensprungreihe der Vorwärtsgänge
ermittelt werden (vgl. Beispiel 5.3). Dabei wurde für die Einschließung der Stu-
fensprünge die im vorherigen Abschnitt beschriebene Variante [s(BP )g ] eingesetzt.
Werden ausschließlich Negativplaneten betrachtet (x ∈ [−3,7 |−1,4]4), resultiert die
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folgende Einschließung mit einer Genauigkeit von vier Nachkommastellen:
FVWG(x) = ([1,2703 | 1,7143]− 1,5000)2+
([0,7571 | 2,0009]− 1,4624)2 + ([0,7275 | 1,5304]− 1,2604)2+
([1,1455 | 1,8992]− 1,3093)2 + ([1,0696 | 1,6572]− 1,2984)2+
([1,0575 | 1,2976]− 1,1923)2 + ([1,1417 | 1,4881]− 1,2581)2
∈ [0,0000 | 1,3819].
Bei Betrachtung eines Positivplaneten an erster Position (+−−−) ergeben sich die
folgenden Werte:
FVWG(x) = ([1,2703 | 1,7143]− 1,5000)2+
[0,7571 | 2,0009]− 1,4624)2 + ([0,7275 | 1,5304]− 1,2604)2+
([−∞|∞]− 1,3093)2 + ([−∞|∞]− 1,2984)2+
([−0,7857 | 0,8999]− 1,1923)2 + ([−∞|∞]− 1,2581)2
∈ [0,0855 |∞].
In diesem Beispiel liegt der minimale Fehlerwert bei 0,0855, da der vorletzte Stu-
fensprung den Sollwert von 1,1923 nicht enthält. Bei drei Stufensprüngen tritt eine
Polstelle auf, so dass für die entsprechenden Einschließungen keine endlichen Grenzen
existieren.
Berechnung von partiellen Ableitungen der Fehlerfunktion der Stufensprungreihe
Zur Reduzierung der Schätzungsunschärfe der Einschließung der Fehlerfunktion der
Stufensprungreihe kann eine Taylorentwicklung der Funktion zum Einsatz kommen
(siehe Satz 2.3.3). Diese Möglichkeit wurde untersucht, aber aufgrund des sehr hohen
Aufwandes für die Berechnung der partiellen Ableitungen für die Stufensprünge
verworfen.
Der Vollständigkeit halber soll erwähnt werden, dass sich bei der partiellen Ablei-
tung multivariater gebrochenrationaler Polynome erneut multivariate gebrochenra-
tionale Polynome von gleichem oder höherem Grad ergeben. Für diese Funktionen
können Einschließungen mit Hilfe der Transformation in die Basis der Bernstein-
polynome (siehe Abschnitt 3.8) gefunden werden.
5.2.8 Implementierungen durch den Autor der Arbeit
Das in Abschnitt 5.2.2 beschriebene Verfahren zu Ermittlung einer expliziten funk-
tionalen Darstellung der Gangformeln wurde im Rahmen der vorliegenden Arbeit
in einer Programmbibliothek in der Programmiersprache C++ umgesetzt. Die mit
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den vorgestellten Beispielen verbundenen Ergebnisse wurden mit diesem Programm
ermittelt. Es folgt eine Übersicht der umgesetzten Funktionalitäten:
Symbolisches Lösen von Drehzahlgleichungssystemen mit Parametern: Ausgehend
von einer Getriebestruktur wird für alle Schaltzustände die Lösbarkeit festge-
stellt, gegebenenfalls das symbolische Lösen des Drehzahlgleichungssystems
durchgeführt und die erhaltene Gangformel abgespeichert. Zusätzlich wur-
den neben dem symbolischen Lösen Funktionen für Berechnungen mit ge-
brochenrationalen Polynomen, wie Ausmultiplizieren, Kürzen, Vereinfachen,
Differenzieren usw. entwickelt.
Drehzahlen und Übersetzungen: Die Bestimmung von Drehzahlen und Übersetzungen
eines beliebigen Schaltzustandes zu gegebenen Standübersetzungen kann entwe-
der mit Hilfe eines Gleichungssystems der Drehzahlen oder durch Auswertung
der Gangformel erfolgen.
Einschließung einer Gangformel: Zusätzlich wurde die unter 2.5.3 vorgestellte Bi-
bliothek für Algorithmen aus dem Bereich der Intervallarithmetik so erweitert,
dass Gangformeln als multilineare gebrochenrationale Polynome abgebildet
werden können. Eine Programmfunktion zur Berechnung von minimalen Ein-
schließungen des Wertebereichs von Gangformeln wurde umgesetzt.
Einschließung eines Stufensprungs: Aufbauend auf der Einschließung von Gang-
formeln wird die Berechnung der entsprechenden Formeln der Stufensprünge
durch die Programmbibliothek ermöglicht. Darüber hinaus wurde eine Ver-
knüpfung zur Berechnung von Einschließungen multivariater Polynome mittels
Bernsteinpolynomen hergestellt.
Einschließung des Fehlerwertes einer Stufensprungreihe: Unter Zuhilfenahme der
beschriebenen Funktionen kann eine Einschließung des Fehlerwertes der Stufen-
sprungreihe bestimmt werden, die die Grundlage für die globale Optimierung
dieser Größe durch die Anwendung von Branch-and-Bound-Strategien darstellt.
Die Anwendung der in Kapitel 4 vorgestellten Optimierungsstrategien auf die
Optimierung von Standübersetzungen von Fahrzeuggetrieben wird im nächsten
Abschnitt erläutert.
5.3 Anwendung von Branch-and-Bound-Strategien zur
globalen Optimierung von Standübersetzungen
Nachdem in den vorangegangenen Abschnitten die Bausteine zur expliziten funktio-
nalen Beschreibung von Übersetzungen und Stufensprüngen in Abhängigkeit von
den Standübersetzungen und die Ermittlung von Einschließungen der zugehörigen
Funktionen erarbeitet wurden, soll im Folgenden die Optimierung der Standüber-
setzungen und damit die Lösung des Optimierungsproblems (5.11) thematisiert
werden.
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5.3.1 Ablauf der Optimierung
Die Optimierung von Standübersetzungen setzt sich aus zwei Teilen zusammen:
Im ersten Schritt der Optimierung, der Voruntersuchung, wird geprüft, ob die
Lösungsmenge eventuell leer ist. Dies ist sinnvoll, da die Zuordnung der einzelnen
Schaltzustände eines Getriebes zu einem konkreten Gang zunächst nicht bekannt
ist, so dass jede Möglichkeit in Betracht gezogen werden muss. Die Optimierung der
Standübersetzung erfolgt daher für jede Permutation der Schaltzustände, von denen
nur sehr wenige Varianten überhaupt das Potenzial besitzen, alle Nebenbedingungen
zu erfüllen.
Voruntersuchung
Im Schritt der Voruntersuchung werden Analysen zu den Bestandteilen der Optimie-
rungsaufgabe (5.11) vorgenommen, die noch um technische Nebenbedingungen am
Fahrzeuggetriebe ergänzt werden. Da die Nebenbedingungen der Optimierungsauf-
gabe bereits ausführlich erläutert wurden, sollen die Untersuchungen im Folgenden
nur genannt werden:
− Untersuchung der Anzahl der Vor- bzw. Rückwärtsgänge (Abschnitt 5.2.5)
− Überprüfung der Monotonie der Übersetzungsreihe (Abschnitt 5.2.5)
− Test auf Nichtnegativität jedes Stufensprunges (Abschnitt 5.2.6)
− Berechnung einer Einschließung des Fehlerwertes der Stufensprungreihe (Ab-
schnitt 5.2.7) und Vergleich mit dem Grenzfehler Fmax (vgl. Beziehung (5.10))
− Betrachtung zusätzlicher Schranken an Übersetzungen und Stufensprünge
− Beachtung technischer Nebenbedingungen, wie die Schaltbarkeit der Gangfolge
(Abschnitt 5.1.2).
In der Praxis werden die aufgelisteten Untersuchungen eingesetzt, um inkrementell
Permutationen der Schaltzustände zu erzeugen, die alle Nebenbedingungen erfüllen
können. Dabei werden zunächst zwei Schaltzustände ausgewählt und geprüft, ob
eine Verletzung von Nebenbedingungen erfolgt. Nur wenn dies nicht der Fall ist,
werden weitere Schaltzustände zur Gangfolge hinzugefügt.
Globale Optimierung
Wurden im Schritt der Voruntersuchung keine Einwände gegen die Lösbarkeit
erhoben, beginnt der zweite Schritt der Optimierung des Problems (5.11) unter
Einsatz der in Kapitel 4 vorgestellten Methoden. Durch die iterative Zerlegung
des Definitionsbereichs und den Ausschluss von Teilen ohne Lösungen wird eine
Einschließung der Lösungen bestimmt.
5.3.2 Beispiel Planetenautomatikgetriebe 8HP
Die beschriebene Strategie aus Voruntersuchung und globaler Optimierung soll
zunächst auf das in diesem Kapitel vorgestellte Planetenautomatikgetriebe 8HP
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angewandt werden. Die genannte Struktur besitzt neun Schaltzustände, die eine
Übersetzung realisieren. Durch die Auswahl von acht Vorwärtsgängen und die
Beachtung aller Permutationen ergeben sich(
9
8
)
· 8! = 362.880
Varianten der im Beispiel 5.3 aufgeführten Optimierungsaufgabe, die getrennt gelöst
werden müssen. Das vollständige Optimierungsproblem zur in der Praxis verwendeten
Variante des 8HP ist auf Seite 172 im Abschnitt A.3.3 des Anhangs dargestellt. Es
repräsentiert nur eine Variante von insgesamt 362.880, die sich durch eine veränderte
Auswahl und Anordnung der Schaltzustände ergeben.
Durch die Anwendung der Voruntersuchung können im betrachteten Beispiel bis
auf 28 Fälle alle weiteren Varianten im Vorhinein ausgeschlossen werden, wenn ein
Grenzfehler Fmax von 10,0 vorgegeben wird. Das heißt, für den überwiegenden Teil
der Optimierungsprobleme kann dank der entwickelten Ansätze die Nichtlösbarkeit
nachgewiesen werden. Eine aufwendige Optimierung wird nur für einen sehr kleinen
Bruchteil der Ausgangsprobleme durchgeführt. Diese Beobachtung deckt sich mit
Erkenntnissen aus der Optimierung anderer Getriebestrukturen.
Erwartungsgemäß wird als globales Minimum der Aufgabe als einzige Lösung eine
Einschließung der unter Beziehung (5.1) aufgelisteten Werte für die Standüberset-
zungen ermittelt. Dabei wurde eine Genauigkeit von εx = εf = 0,001 vorgegeben.
Eine weitere, häufig in der Praxis vollzogene Untersuchung besteht in der Ermitt-
lung aller Standübersetzungen, die einen Zielfunktionswert unterhalb des Grenzfeh-
lers Fmax realisieren (siehe Abschnitt 5.1.6). Dabei wird zunächst eine Einschließung
für alle Lösungen ermittelt. Anschließend werden alle Kombinationen über einem
Raster mit der Schrittweite von 0,025 protokolliert. In Tabelle 5.7 ist die Anzahl der
erhaltenen Lösungen in Abhängigkeit vom gesetzten Grenzfehler angegeben.
Die Betrachtung von Lösungen mit einer vorgegebenen oberen Schranke für den
Grenzfehler spielt in der Praxis eine wichtige Rolle: Neben der Untersuchung der
besten Variante erfolgt häufig eine Analyse von Varianten mit einem im Vergleich
zum Optimum leicht verschlechtertem Zielfunktionswert. Diese Varianten können sich
trotz schlechterer Anpassung an die Sollstufensprünge vorteilhaft bezüglich weiterer
Größen erweisen, die erst in einem nachfolgenden Prozessschritt der Getriebesynthese
untersucht werden (vgl. Abschnitt 5.1.7).
Die Ermittlung der in Tabelle 5.7 dargestellten Lösungen wurde erstmals mit den in
dieser Arbeit entwickelten Methoden für eine größere Anzahl an Getriebestrukturen
möglich. Bis zu diesem Zeitpunkt musste zur Berechnung das vollständige Raster
möglicher Standübersetzungen untersucht werden, was einem Rechenaufwand von ca.
einer Viertelstunde pro Getriebestruktur entspricht. Dem steht eine Berechnungszeit
von etwa einer Sekunde mit Hilfe von Branch-and-Bound-Verfahren gegenüber.
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Fmax Anzahl der Lösungen
1,00 83.393
0,50 22.851
0,10 998
0,01 10
Tab. 5.7: Anzahl der Lösungen in Abhängigkeit von der Grenze für den Zielfunkti-
onswert, betrachtet über einem Raster mit Schrittweite 0,025
5.3.3 Vergleich mit anderen Optimierungsmethoden
In diesem Unterabschnitt soll eine Optimierung über eine große Anzahl an Getrie-
bestrukturen durchgeführt und ein Vergleich der Ergebnisse des bisher eingesetzten
Evolutionären Algorithmus und der in dieser Arbeit vorgestellten Methodik vorge-
nommen werden. Dazu wird die in Beispiel 5.3 eingeführte Optimierungsaufgabe
für sämtliche Getriebestrukturen gelöst, die technisch mit dem Getriebe 8HP ver-
wandt sind. Es handelt sich um 2.964.000 Getriebestrukturen, die sowohl mit dem
entwickelten Ansatz der globalen Optimierung als auch mit dem bislang eingesetz-
ten Evolutionären Algorithmus hinsichtlich des Fehlerwertes der Stufensprungreihe
optimiert werden. Das letztgenannte Verfahren wird in [Mü12], S. 217ff. eingehend
erläutert. Eine kurze Beschreibung und die verwendete Parameterisierung ist im
Anhang A.3.2 enthalten. Als Sollwerte für die Optimierung wird die Übersetzungs-
reihe des Getriebes 8HP herangezogen (siehe Tabelle 5.1). Zunächst werden, wie
in Beispiel 5.3 beschrieben, nur Vorwärtsgänge bei der Optimierung berücksichtigt
und für deren Übersetzung die Abweichung vom Sollwert auf ±20% begrenzt. Die
Lösungen der Optimierungsaufgaben entsprechen also Getriebestrukturen, die eine
zum Getriebe 8HP sehr ähnliche Übersetzungsreihe ermöglichen.
In Tabelle 5.8 sind die Berechnungszeit und die Anzahl der erhaltenen Lösungen
für den Evolutionären Algorithmus und die globale Suche aufgelistet. Es wurden
fünf Varianten der Kombination von Positiv- und Negativplaneten untersucht. Diese
Auswahl des Typs eines Planetenradsatzes wirkt sich auf die Grenzen des betrachteten
M -Quaders aus (siehe Abschnitt 5.1.6). Die genutzten Typen werden durch die
Zeichen + und − abgekürzt; so steht +−−− für den Einsatz eines Positivplaneten
an Position eins, gefolgt von drei Negativplaneten. Die Berechnungen wurden auf dem
unter A.2.1 beschriebenen Rechner mit der üblicherweise für Standübersetzungen
eingesetzten Genauigkeit von εx = εf = 0,025 durchgeführt.
Der Vergleich der Resultate der beiden Optimierungsverfahren in den letzten
beiden Zeilen der Tabelle zeigt die prozentuale Abweichung der Werte der globalen
Optimierung im Bezug auf die Werte des Evolutionären Algorithmus. Für die fünf
untersuchten Varianten zeigt sich ein einheitliches Bild für den Zuwachs an Lösungen
durch den Einsatz der globalen Optimierung, der im Bereich von +20% liegt. Die
globale Suche hat im Vergleich eine durchweg höhere Rechenzeit. Der Anstieg liegt
zwischen +5% und +80%.
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Positiv-/Negativplaneten −−−− +−−− −+−− −−+− −−−+
Evolutionärer Algorithmus
Rechenzeit [h] 22,8 25,7 26,1 23,8 25,8
Anzahl der Lösungen 3.957 6.375 6.555 6.610 7.914
Globale Suche
Rechenzeit [h] 24,0 37,4 39,1 39,6 46,6
Anzahl der Lösungen 4.736 7.858 8.006 8.129 9.862
Vergleich Global vs. Evolutionär
Rechenzeit [h] +5,3% +45,5% +49,8% +66,4% +80,6%
Anzahl der Lösungen +19,7% +23,3% +22,1% +23,0% +24,6%
Tab. 5.8: Vergleich der Rechenzeit und der Anzahl der Lösungen eines Evolutio-
nären Algorithmus und der globalen Optimierung anhand der Optimierung einer
Stufensprungreihe eines Getriebes mit acht Vorwärtsgängen
Als Fazit der Untersuchungen soll zunächst festgehalten werden, dass im betrach-
teten Beispiel die Anzahl der Lösungen der globalen Optimierung deutlich höher
liegt als die bisher berechnete Anzahl der Ergebnisse durch einen Evolutionären
Algorithmus. In absoluten Zahlen sind dies 7.180 gültige Lösungen, die bisher durch
Anwendung einer stochastischen Suche verworfen wurden.
Im nächsten Schritt soll die beschriebene Optimierung noch einmal wiederholt
und nun auch ein Rückwärtsgang berücksichtigt werden. Dazu wird die Optimie-
rungsaufgabe aus Beispiel 5.3 auf insgesamt neun Übersetzungen erweitert (siehe
Tabelle 5.1) und stellt damit vom Umfang her eine häufig in der Praxis durchgeführte
Untersuchung dar. Die Auswirkung dieser erhöhten Ganganzahl auf die Optimierung
des Fehlerwertes der Stufensprungreihe wird in Tabelle 5.9 dargestellt.
Positiv-/Negativplaneten −−−− +−−− −+−− −−+− −−−+
Evolutionärer Algorithmus
Rechenzeit [h] 29,5 30,3 29,4 29,7 30,1
Anzahl der Lösungen 73 119 193 134 189
Globale Suche
Rechenzeit [h] 3,3 5,7 5,7 5,6 7,9
Anzahl der Lösungen 146 221 316 225 343
Vergleich Global vs. Evolutionär
Rechenzeit [h] −88,8% −81,2% −80,6% −81,1% −73,8%
Anzahl der Lösungen +100,0% +85,7% +63,7% +67,9% +81,5%
Tab. 5.9: Vergleich der Rechenzeit und der Anzahl der Lösungen eines Evolutio-
nären Algorithmus und der globalen Optimierung anhand der Optimierung einer
Stufensprungreihe eines Getriebes mit acht Vorwärtsgängen und einem Rückwärtsgang
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Zusammenfassung
Durch den Einbezug eines Rückwärtsgangs und den damit verbundenen Unglei-
chungsnebenbedingungen in der Modellierung der Optimierungsaufgabe steigt der
Rechenaufwand des Evolutionären Algorithmus im Vergleich zur vorhergehenden
Untersuchung durchschnittlich um ca. 20% (etwa 5 Stunden), während der Ablauf
der globalen Suche sich stark beschleunigt. Die zusätzlichen Nebenbedingungen
fördern die Konvergenz des Algorithmus, so dass die Berechnungszeit auf unter ein
Fünftel des bisherigen Bedarfs fällt. Zusätzlich verschlechtert sich im Vergleich zur
vorhergehenden Suche der Anteil der gefundenen Lösungen durch den Evolutionären
Algorithmus: Für die Variante −−−− wurden bei dieser Aufgabe im Vergleich zur
exakten Lösungsanzahl von 146 nur die Hälfte der Ergebnisse gefunden!
In Abschnitt 4.5.4 wurde das Programm GloptiPoly erwähnt. Diese Software wird
für die Lösung restringierter Optimierungsprobleme mit polynomialen Zielfunktionen
und Nebenbedingungen eingesetzt. Die Optimierung von Standübersetzungen war
allerdings nicht möglich: Infolge der auftretenden multivariaten gebrochenrationalen
Polynome entstand bei Anwendung von GloptiPoly ein sehr großes semidefinites
Optimierungsproblem, das aufgrund seiner Dimension nicht gelöst werden konnte.
Zusammenfassend sollen zwei Erkenntnisse aus den durchgeführten Untersuchun-
gen festgehalten werden, die sich aus den beschriebenen Optimierungen von knapp 3
Millionen Getriebestrukturen mit zahlreichen Untervarianten (siehe Abschnitt 5.3.2)
ergeben und sich auch mit den Erfahrungen aus weiteren durchgeführten Berechnun-
gen decken. Zum einen liegt die tatsächliche Anzahl an Lösungen der untersuchten
Probleme deutlich höher, als die bisherigen Optimierungen mit einem Evolutionären
Algorithmus vermuten ließen. Die für die praktische Anwendung enorm wichtige
Vollständigkeit der Ergebnismenge kann die Evolutionäre Suche nicht gewährleisten,
die globale Suche ist dagegen in der Lage, sämtliche Lösungen zu ermitteln. Als
zweiter Punkt soll angeführt werden, dass die Rechenzeit der globalen Optimierung
im Vergleich zur Evolutionären Suche stärkeren Schwankungen unterliegt. Je nach
Typ der Aufgabe liegt diese im betrachteten Beispiel um ca. 80% unter oder über
der des Evolutionären Algorithmus, wobei eine beträchtliche Steigerung der Ge-
schwindigkeit für die praxisrelevante Optimierung einer Übersetzungsreihe mit acht
Vorwärtsgängen und einem Rückwärtsgang eintritt. Die Rechenzeit wird zu Gunsten
des Evolutionären Algorithmus verzerrt, da dieser vom Einsatz von Gangformeln
profitieren kann. Die Berechnung von Übersetzung und Stufensprüngen konnte
im Vergleich zur Lösung eines Drehzahlgleichungssystems signifikant beschleunigt
werden, wie es in Abschnitt 5.2.4 dargestellt wurde.
5.4 Zusammenfassung
In diesem Kapitel wurde der Prozess der Getriebesynthese vorgestellt, der den Auf-
takt der Neuentwicklung eines Fahrzeuggetriebes bildet. Es wurde erläutert, wie eine
Modellierung der Topologie der beiden wichtigen Vertreter Planetenautomatik- und
Stirnradgetriebe erfolgen kann. Des Weiteren wird die Berechnung von Drehzahlen
und Übersetzungen in Abhängigkeit von Standübersetzungen einer Getriebestruktur
thematisiert. Aufbauend auf dieser Beschreibung werden drei Varianten der Optimie-
rung von Standübersetzungen unter Nebenbedingungen präsentiert. Darüber hinaus
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wird begründet, warum es nötig ist, alle globalen Lösungen der Optimierungsaufga-
ben zu ermitteln.
Im Weiteren wird gezeigt, wie sich das Drehzahlgleichungssystem eines Getriebes
symbolisch lösen lässt und so eine explizite funktionale Beschreibung der Abhängig-
keit der Drehzahlen von den Standübersetzungen eines Getriebes möglich wird. Die
erarbeitete Darstellung verkürzt nicht nur die Berechnungszeit für Drehzahlen und
Übersetzungen um ein Vielfaches, sondern schafft auch erstmals die Voraussetzung
dafür, den funktionalen Zusammenhang zwischen diesen Größen und den Standüber-
setzungen des Getriebes zu untersuchen. Die erhaltenen Funktionen gehören zur
Familie der multilinearen gebrochenrationalen Polynome, für die mit Hilfe der in
dieser Arbeit vorgestellten Methoden effizient Einschließungen des Wertebereichs
gefunden werden können. Diese Einschließungen erlauben die Überprüfung der Erfül-
lung von Nebenbedingungen und bilden die Grundlage für die globale Optimierung
durch Branch-and-Bound-Strategien. Eine Erweiterung der funktionalen Beschrei-
bung auf die Stufensprünge eines Getriebes, verbunden mit der Berechnung von
Einschließungen dieser Größen, wird vorgenommen.
Darauf aufbauend wird eine Methodik vorgestellt, die für jeden Schaltzustand
eines Getriebes die Menge der Gangformeln bestimmt. Diese bilden die Grundlage
für die Erstellung einer für jede Getriebestruktur individuellen Optimierungsaufgabe.
Für diese Familie an Optimierungsproblemen wurden Eigenschaften der auftretenden
Funktionen herausgearbeitet, die zur effektiven Berechnung von Einschließungen
dienen.
Die Anwendung der beschriebenen Zugänge in Verbindung mit Methoden der
globalen Minimierung zeigt eine neue Qualität der Optimierung von Standübersetzun-
gen. Zum einen erhöht die explizite funktionale Beschreibung die Geschwindigkeit des
Lösungsprozesses beträchtlich, zum anderen kann für viele Optimierungsprobleme
durch Überprüfung der Erfüllung von Nebenbedingungen das Nichtvorhandensein
einer Lösung festgestellt werden. Darüber hinaus kann die Lösungsmenge einer
Optimierungsaufgabe – sofern nicht leer – nun durch Einschließungen beschrieben
werden. Existieren mehrere Optima, werden diese nachweislich mit einer vorgegebe-
nen Genauigkeit gefunden.
Die in dieser Arbeit entwickelten Methoden wurden vom Autor implementiert und
hinsichtlich der Rechenzeit optimiert. Sie kommen bereits in der Praxis zum Einsatz
und unterstützen das Finden optimierter energieeffizienter Getriebe in aktuellen
Fahrzeugentwicklungen in effizienter Weise.
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6.1 Zusammenfassung wesentlicher Inhalte
Der Schwerpunkt dieser Arbeit liegt auf der Weiterentwicklung einer Methode zur
Lösung globaler Optimierungsprobleme, deren algorithmische Bausteine in Kapitel 4
vorgestellt werden. Sie ermöglicht nicht nur die Einschließung aller globalen Optima
mit einer vorgegebenen Genauigkeit, sondern garantiert darüber hinaus auch die
Vollständigkeit der Lösung. Diesen außergewöhnlichen Eigenschaften des Algorith-
mus stehen jedoch auch einige Nachteile gegenüber. Dazu zählen eine komplexe
Implementierung, eine im Vergleich zu klassischen Optimierungsalgorithmen längere
Laufzeit und nicht zuletzt die Beschränkung des Einsatzes auf eine relativ geringe
Anzahl an Variablen.
Die Basis für die vorgestellte Methode zur globalen Optimierung bilden Schranken
für den Wertebereich der zugrunde liegenden Funktionen und ihrer Ableitungen.
Im Kapitel 2 wird daher das Gebiet der Intervallarithmetik vorgestellt, das in
Form der natürlichen Intervalleinschließung die gewünschten Schranken erzeugt und
gleichzeitig die wichtigen Eigenschaften der Inklusionsisotonie und der Konvergen-
zerhaltung sichert. Aufbauend auf diesen elementaren Berechnungen von Schranken
werden Ansätze, z. B. in Form der intervallarithmetischen Taylorentwicklung, präsen-
tiert, die eine Verbesserung der Schätzungsunschärfe von Einschließungen erlauben.
Die beschriebenen Zugänge werden auf theoretische und praxisrelevante Beispiele
angewandt, so dass deren Wirkungsweise sichtbar wird.
Ein möglicher Einsatz der entwickelten Methoden erfolgt mit Hilfe des Intervall-
Newtonverfahrens: Über einem gegebenen M -dimensionalen Quader werden sämt-
liche Nullstellen einer Funktion ermittelt und diese unter Beachtung einer Genau-
igkeitsschranke eingeschlossen. Das Kapitel 2 schließt mit einer Zusammenfassung
bekannter Anwendungen für das Gebiet der Intervallarithmetik.
Das dritte Kapitel dieser Arbeit thematisiert die Berechnung von Einschließungen
des Wertebereichs und der Ableitungen multivariater ganz- und gebrochenrationaler
Polynome, einer Funktionsfamilie, die vielfältige Anwendungen besitzt. Durch die
Untersuchung der sogenannten Bernsteinkoeffizienten können Einschließungen mit
einer sehr guten Schätzungsunschärfe rechentechnisch effizient ermittelt werden. Dar-
über hinaus erlaubt der Ansatz eine iterative Verbesserung der Einschließungen mit
den Eigenschaften Inklusionsisotonie und Konvergenzerhaltung sowie die Erkennung
der Minimalität der Einschließung. Eine Erweiterung der Methodik auf multivariate
gebrochenrationale Polynome wird vorgenommen und die Bestimmung von Werte-
bereichseinschließungen bei Auftreten einer Unstetigkeitsstelle untersucht. Ferner
wird ein Resultat zur Bestimmung einer minimalen Einschließung für multilineare
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ganz- und gebrochenrationale Polynome erzielt. Die verschiedenen Varianten zur Be-
rechnung von Einschließungen werden in Beispielen exemplarisch gegenübergestellt,
um ihren Nutzen deutlich zu machen. Auf weitere Methoden zur Bestimmung von
Einschließungen multivariater Polynome wird detailliert eingegangen.
Eine Anwendung der globalen Optimierung auf Basis von Schranken wird in Kapi-
tel 5 anhand der Optimierung von Übersetzungsverhältnissen in Fahrzeuggetrieben
beschrieben. Nach einer Einführung zu den Hintergründen der Suche nach ener-
gieeffizienten Fahrzeuggetrieben wird die zugrunde liegende Optimierungsaufgabe
hergeleitet. Bis vor Kurzem war keine explizite funktionale Beschreibung der Abhän-
gigkeit einer Gangübersetzung von internen Übersetzungen im Getriebe bekannt.
Diese wurde im Rahmen dieser Arbeit entwickelt und bildet die Voraussetzung
für die Bestimmung von Schranken für den Wertebereich der auftretenden Größen.
Die in Kapitel 3 entwickelten Methoden finden ihre Anwendung in den auftreten-
den multivariaten gebrochenrationalen Polynomen. Dies wird in umfangreichen
Untersuchungen an praktischen Beispielen gezeigt.
Die Anwendung des vorgestellten Ansatzes der globalen Minimierung auf die
Optimierung von Übersetzungsverhältnissen rundet das Kapitel ab. In der Ge-
genüberstellung mit einem derzeit für die Lösung dieser Probleme eingesetzten
Evolutionären Algorithmus zeigt sich ein deutlicher Unterschied in der Anzahl der
erzielten Lösungen bei gleicher Berechnungszeit. Zusätzlich ermöglicht der vorge-
stellte Algorithmus weitere Untersuchungen des Problems, wie die Ermittlung aller
Lösungen unterhalb einer vorgegebenen Fehlerschranke.
Im Rahmen der Arbeit entstand eine umfangreiche Bibliothek der vorgestellten
Algorithmen, die unter anderem dazu genutzt wurde, Wissen über die Wirkungsweise
und Interaktionen von Algorithmen zu erweitern und die in der Arbeit vorgestellten
Beispiele zu bearbeiten. Dabei konzentrierte sich die Entwicklung auf die Lösung
der Probleme der Optimierung von Übersetzungsverhältnissen in Fahrzeuggetrieben
und den damit verbundenen polynomialen Zielfunktionen, ohne die Anwendbarkeit
auf weitere Funktionsfamilien auszuklammern.
6.2 Ausblick und mögliche Erweiterungen
An dieser Stelle soll übergreifend zu den Kapiteln über die Berechnung von Einschlie-
ßungen und die globale Optimierung eine Diskussion über mögliche Erweiterungen
bzw. wünschenswerte Ziele für die vorgestellten Verfahren erfolgen. Eine kurze Über-
sicht über themenspezifische Ansätze für die Weiterentwicklung wurde jeweils in die
Zusammenfassung der einzelnen Kapitel aufgenommen.
Die Lösung von Optimierungsproblemen, verbunden mit der Garantie für das
Finden aller globalen Optima, ruft in der Praxis sicher bei vielen Anwendern großes
Interesse hervor. Es ist daher erstaunlich, dass sich die Methoden keiner allzu weiten
Verbreitung erfreuen. Vielmehr ist das Themengebiet der nichtlinearen globalen
Optimierung bevorzugt mit Heuristiken, wie beispielsweise Genetischen Algorithmen
oder mit klassischen gradientenbasierten Verfahren, besetzt. Ohne die Leistung der
erwähnten Optimierungsalgorithmen schmälern zu wollen, könnte das eine oder
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andere Problem effektiver und mathematisch exakt(er) mit den in dieser Arbeit
beschriebenen Methoden gelöst werden.
Es muss erwähnt werden, dass selbstverständlich auch Software für die globale
nichtlineare Optimierung existiert (siehe Abschnitt 4.5.4), die den Großteil der
beschriebenen Anforderungen einer globalen Suche nach Optima in der Regel erfüllt,
aber nicht garantiert.
Im Folgenden sollen einige Gründe zusammengetragen werden, die einem breiteren
Einsatz globaler Optimierungsalgorithmen mit garantiert globalen Lösungen imWege
stehen. Eine erste Ursache ist in der enormen Zunahme des Aufwandes bei größer
werdender Anzahl an Variablen der NP-vollständigen globalen Optimierung zu finden.
Im Vergleich zu klassischen Algorithmen sind die Methoden der globalen Optimierung
zwar ebenso auf eine große Menge an Optimierungsproblemen anwendbar, erreichen
aber bezüglich des Rechen- und Speicheraufwandes schnell ihre Grenzen. Erst eine
Analyse des Problems und der Einsatz problemspezifischer Anpassungen, wie z. B. der
Schrankenberechnung, erlauben eine Erweiterung der Einsatzmöglichkeiten. Es gibt
folglich nicht die eine Art der globalen Optimierung, die für eine große Familie
von Funktionen gute Ergebnisse erzielt, sondern erst nach einer Spezialisierung der
Algorithmen ist das Ergebnis meist zufriedenstellend, wie es die Untersuchungen
dieser Arbeit ebenfalls betonen. In diesem Bereich liegt ein großes Potenzial für die
Weiterentwicklung. Ein Regelsystem, das automatisch die „richtige“ Methode zur
Berechnung von Wertebereichsschranken usw. ermittelt, ist nach Kenntnisstand des
Autors nicht verfügbar. Ersten Ansätzen, wie dem Coconut-Projekt ([Spe01]) zur
Sammlung des vorhandenen Wissens über Methoden zur lokalen und globalen Lösung
nichtlinearer restringierter Optimierungsprobleme, kommt eine große Bedeutung zu.
Es bleibt zu hoffen, dass eine Vereinheitlichung und Katalogisierung der verfügbaren
Methoden auch deren breiteren Einsatz fördert.
Eine qualitative Weiterentwicklung würden die vorgestellten Methoden erfahren,
wenn eine Kombination mit analytisch/algebraischen Verfahren umgesetzt würde.
Beispielsweise durch die Analyse von Nebenbedingungen oder analytischer Ableitun-
gen könnte die Dimension vieler Probleme reduziert werden, ohne die Lösungsmenge
zu verkleinern. Interessant ist in diesem Zusammenhang die Veröffentlichung von
Shang und Qiu ([Sha06]), in der gezeigt wird, dass sich die bekannte Rosenbrock-
funktion mit einer beliebigen Anzahl von Variablen stets auf eine eindimensionale
Funktion zurückführen lässt. Bei der Analyse wird deutlich, dass die bei der Trans-
formation auftretenden Zahlen mit einer deutlich höheren Genauigkeit gespeichert
werden müssen, als für Zahlen im Rechner als Standard vorgesehen ist. Als zweites
Beispiel sei die Veröffentlichung von Moore ([Moo06]) genannt, in der durch komple-
xe Umformungen und Berücksichtigung von Ableitungsinformationen einer Funktion
eine minimale Intervalleinschließung bestimmt werden kann, ohne eine Zerlegung
des Definitionsbereichs vorzunehmen. Moore erwähnt, dass derzeit kein Computer-
programm existiert, das gleichartige Umstellungen zielgerichtet und automatisiert
ausführen kann.
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6.3 Schlussbetrachtung
Wie im vorangegangenen Abschnitt dargelegt, besteht ein großes Potenzial im
Einsatz von Methoden der globalen Optimierung für zahlreiche praktische und
theoretische Aufgaben. Das Grundkonzept der „Verlässlichkeit“ der Optimierung
hinsichtlich der Vollständigkeit der Lösung ist nicht hoch genug zu bewerten. Dieser
hohe Anspruch ist es wert, einen im Vergleich zu klassischen Verfahren größeren
Aufwand in Kauf zu nehmen. Im Hinblick auf die enorm zunehmende Rechen-
und Speicherkapazität moderner Rechner in Verbindung mit stark parallelisierter
Ausführung von Algorithmen wird die globale Optimierung in Zukunft sicher eine
größere Rolle spielen als bisher.
Im einleitenden Kapitel wurde bereits angedeutet, dass die bisherige, nicht zu-
friedenstellende Lösung von Optimierungsproblemen bei der Entwicklung neuer
Fahrzeuggetriebe den Ausgangspunkt für diese Arbeit bildete. Dieses offene Problem
aus der Praxis wurde in dieser Arbeit erfolgreich mit Methoden der Intervallarith-
metik, mit Verfahren zur Berechnung von Schranken für den Wertebereich von
Funktionen und deren Ableitungen sowie der globalen Optimierung gelöst. Somit
konnte ein Beitrag zum Finden energieeffizienter Fahrzeuggetriebe geleistet werden,
der bereits erfolgreich in der Praxis im Einsatz ist.
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A.1 Testfunktionen
A.1.1 Six-hump Camel Back-Testfunktion
Die Six-hump Camel Back-Testfunktion wurde 1978 von Dixon und Szego in [Dix78]
vorgestellt. Der Name dieser bivariaten Testfunktion leitet sich aus den sechs Ex-
tremstellen im Definitionsbereich her.
fsix(x,y) = (4− 2,1x2 + x43 )x2 + x y + (−4 + 4 y2) y2 → min
−1,9 ≤ x ≤ 1,9
−1,1 ≤ y ≤ 1,1
Das globale Minimum der Six-hump Camel Back-Testfunktion mit dem Funktions-
wert f ∗ = −1,031628453 wird in den beiden Punkten
x(∗,1) = (0,089842 |−0,712656) und x(∗,2) = (−0,089842 | 0,712656).
angenommen. Die Testfunktion ist in Abbildung A.1 dargestellt.
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Abb. A.1: Darstellung der Six-hump Camel Back-Testfunktion fsix(x,y) und Kenn-
zeichnung der Optimalstellen durch einen roten Stern
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A.1.2 Hundred-Dollar, Hundred-Digit Challenge Problem
Im Rahmen der Hundred-Dollar, Hundred-Digit Challenge veröffentlichte Professor
Nick Trefethen im Jahr 2002 zehn komplizierte mathematische Probleme, deren
Lösung mit einer Genauigkeit von zehn Nachkommastellen ermittelt werden sollten.
Für jede korrekt ermittelte Dezimalstelle vergab er einen Punkt und lobte ein
Preisgeld von 100 $ für die zehn besten Einsendungen der Lösungen aus. Die volle
Punktezahl wurde von 20 Wissenschaftlern erreicht.
Aufgabe 4 der Hundred-Dollar, Hundred-Digit Challenge bestand in der Lösung
eines globalen Optimierungsproblems, das beispielsweise in [Bor04], S. 77 nachgelesen
werden kann.
f100(x,y) = esin(50x) + sin(60 ey) + sin(70 sin(x)) + sin(sin(80 y))
− sin(10(x+ y)) + x
2 + y4
4 → min
−4,0 ≤ x ≤ 4,0
−4,0 ≤ y ≤ 4,0
Die Funktion f100(x,y) besitzt ein globales Minimum mit Funktionswert f ∗ =
−3,30686864747523728 im Punkt x = (−0,0244030796943785 | 0,210612427155358).
Sie ist in einer Umgebung der globalen Optimalstelle ([−0,25 | 0,25]× [0,00 | 0,25])
in Abbildung A.2 dargestellt.
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Abb. A.2: Darstellung der Testfunktion f100(x,y) aus der Hundred-Dollar, Hundred-
Digit Challenge und Kennzeichnung der Optimalstelle durch einen roten Stern
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A.1.3 Rosenbrock-Testfunktion
H. Rosenbrock veröffentlichte 1960 in [Ros60] die nach ihm benannte, bivariate
Testfunktion:
frosen2(x,y) = 100 (x21 − x2)2 + (x1 − 1)2 → min
−2,048 ≤ x ≤ 2,048
−2,048 ≤ y ≤ 2,048.
Die Funktion (Abbildung A.3) besitzt ein eindeutiges Minimum mit Funktionswert
f ∗ = 0 im Punkt (1 | 1). Das Minimum liegt in einem flachen und lang gezogenen
parabelförmigen Tal. Aus diesem Grund wird die Rosenbrock-Testfunktion auch als
Bananenfunktion bezeichnet.
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Abb. A.3: Darstellung der Rosenbrock-Testfunktion frosen2(x,y) und Kennzeichnung
der Optimalstelle durch einen roten Stern
De Jong verallgemeinerte 1975 in [De 75] die Rosenbrock-Testfunktion auf n
Dimensionen:
frosenn(x) =
n−1∑
i=1
100 (x2i − xi+1)2 + (xi − 1)2 → min
−2,048 ≤ xi ≤ 2,048, i = 1,2, . . . ,n.
Das globale Minimum liegt bei xi = 1, i = 1,2, . . . ,n mit Funktionswert f ∗ = 0. Yun-
Wei Shang zeigte in [Sha06], dass die verallgemeinerte Rosenbrock Testfunktion ab
Dimension 3 mehrere lokale Extrempunkte besitzt und deren Abstände zum globalen
Minimum mit steigender Dimension immer kleiner werden. Durch die Darstellung
von Zahlen mit einer begrenzten Anzahl an Nachkommastellen im Rechner kommt
es daher zu Schwierigkeiten bei der Suche nach dem globalen Optimum für große
Anzahlen an Variablen.
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A.2 Miscellaneous
A.2.1 Eingesetzte Hardware
Die in der Arbeit vorgestellten Ergebnisse numerischer Tests wurden stets mit dem
gleichen Rechner durchgeführt, um die Vergleichbarkeit von Resultaten zu gewährleis-
ten. Dabei wurde auf die Nutzung von parallelisierter Ausführung von Programmen
verzichtet und somit alle Berechnungen nur auf einem Rechenkern durchgeführt. Im
folgenden werden die wichtigsten Kenngrößen des Rechners aufgelistet:
System: Windows 7 Enterprise, 64 Bit Betriebssystem,
CPU: Intel(R) Core(TM) i7-3820QM CPU @ 2.7GHz,
Arbeitsspeicher: 16 GB.
A.2.2 Eingesetzte Software
Die folgenden Abschnitte stellen Software vor, die sowohl für die schriftliche Umset-
zung der Arbeit als auch für die Erstellung von Programmen und die Durchführung
von Tests eingesetzt wurden. Der Autor dankt den Entwicklern für die Zurverfü-
gungstellung dieser Programmpakete.
LATEX, TikZ, PGFPlots
Die vorliegende Arbeit wurde mit Hilfe des LATEX-Textsystems geschrieben, wobei
die Vorlage „Präambel für LATEX“ von Matthias Pospiech genutzt und angepasst
wurde (http://www.matthiaspospiech.de/latex/vorlagen/allgemein/).
Die grafischen Darstellungen in dieser Arbeit wurden durch Nutzung von TikZ
realisiert. Für die Erstellung von Diagrammen kam die Erweiterung PGFPlots
zum Einsatz. Die verwendeten Pakete können unter http://sourceforge.net/
projects/pgf/ und http://pgfplots.sourceforge.net/ gefunden werden.
boost C++ Libraries
Aus den boost C++ Libraries (http://www.boost.org/) wurde die Bibliothek boost
Interval Arithmetic Library (http://www.boost.org/doc/libs/1_44_0/libs/num-
eric/interval/doc/interval.htm) von Guillaume Melquiond, Hervé Brönnimann
und Sylvain Pion als Grundlage für elementare Operationen von Intervallvariablen
genutzt.
SuperLU
Die Programmbibliothek SuperLU zum Lösen dünn besetzter linearer Gleichungssys-
teme wurde im Rahmen der Arbeit eingesetzt. Informationen zu dieser Bibliothek
finden sich im Anwenderleitfaden [Li05] und der Veröffentlichung [Li99].
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A.3 Anhang zum Kapitel 5
A.3.1 Ergebnisse des Vergleichs von drei Methoden zur Bestimmung von
Gangübersetzungen
In Tabelle A.1 werden die Ergebnisse der Zeitmessung für den in Abschnitt 5.2.4 vor-
genommenen Vergleich von drei Verfahren zur Ermittlung von Gangübersetzungen
aufgelistet. Die Berechnungen wurden auf dem im Abschnitt A.2.1 beschriebenen
Rechner durchgeführt und die Berechnungsdauer in Sekunden auf zwei Nachkom-
mastellen genau gemessen.
A.3.2 Beschreibung eines Evolutionären Algorithmus zur Optimierung
von Standübersetzungen
In [Mü12], S. 217ff. wird ein auf die Optimierung von Stufensprüngen angepasster
Evolutionärer Algorithmus vorgestellt. Dieser enthält eine Elitismusstrategie zur
Erhaltung der besten Individuen jeder Population und verfolgt einen zweistufigen
Ansatz. In einer ersten Iteration werden unter Vernachlässigung von Nebenbedin-
gungen Lösungen mit einem niedrigem Zielfunktionswert ermittelt und diese dann
in einer zweiten Iteration unter Beachtung der Restriktionen bearbeitet.
Nach Beendigung des Evolutionären Algorithmus schließt sich eine als Gitter-
suche bezeichnete lokale Suche an, die versucht, den Funktionswert des besten
Individuums der letzten Population weiter zu verbessern. Dazu wird bezüglich jeder
Koordinatenrichtung mit einer vorgegebenen Schrittweite untersucht, ob eine weitere
Verkleinerung des Funktionswertes möglich ist. Existiert eine Richtung mit dieser
Eigenschaft, wird eine Verschiebung des aktuellen Punktes vorgenommen und die
Suche nach einer Abstiegsrichtung beginnt von vorn. Kann keine Richtung gefun-
den werden, wird die Schrittweite halbiert und erneut gesucht. Unterschreitet die
Schrittweite eine vorgegebene Grenze, so wird die Iteration abgebrochen und das
beste bekannte Ergebnis zurückgegeben.
Für die Anwendung in Abschnitt 5.3.3 wurden folgende Parameter des Evolutio-
nären Algorithmus gewählt, die auch in der Praxis häufig zum Einsatz kommen:
Anzahl Generationen: 10,
Populationsgröße: 5,
Anzahl Nachkommen: 5,
Mutationsrate: 0,5,
Startschrittweite der Gittersuche: 0,01,
Abbruchschrittweite der Gittersuche: 0,025,
Maximale Schrittzahl der Gittersuche: 100,
Maximaler Fehlerwert der ersten Iteration: 20,
Maximaler Fehlerwert der zweiten Iteration: 10.
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Anzahl Berechnungdauer in Sekunden
Standübersetzungsvarianten Gangformeln Gauß SuperLU
1.000 0,00 0,00 0,08
10.000 0,00 0,09 0,64
20.000 0,02 0,17 1,28
40.000 0,02 0,36 2,58
60.000 0,02 0,56 3,86
80.000 0,02 0,75 5,26
100.000 0,02 0,92 6,59
120.000 0,03 1,09 7,63
140.000 0,03 1,26 8,91
160.000 0,05 1,44 10,12
180.000 0,03 1,67 11,86
200.000 0,03 1,82 12,80
220.000 0,06 1,98 14,03
240.000 0,06 2,22 15,66
260.000 0,06 2,92 21,57
280.000 0,06 2,52 17,74
300.000 0,08 2,69 19,03
320.000 0,08 2,87 20,17
340.000 0,08 3,18 21,84
360.000 0,08 3,27 23,07
380.000 0,08 3,41 24,27
400.000 0,09 3,62 25,28
420.000 0,09 3,84 26,76
440.000 0,09 4,03 28,38
460.000 0,11 4,26 29,24
480.000 0,11 4,37 30,26
500.000 0,11 4,23 32,03
Tab. A.1: Berechnungsdauer für die Ermittlung von Gangübersetzungen
A.3.3 8HP
Im Abschnitt 5.3.2 wird eine globale Optimierung der Standübersetzungen des
Planetenradautomatikgetriebes 8HP vorgenommen. Das vollständige Optimierungs-
problem für dieses Getriebe ist im Folgenden dargestellt.
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Kapitel5
FVWG(x) =
(
1−x2−x4+x2x4
−x4+x2x4 − 1,5000
)2
+
(
x4−2x2x4+x22x4−x3x4+x3x2x4
−1+x2+x4−x2x4+x3−x3x2−x3x4+x3x2x4 − 1,4624
)2
+
(−1+x1+x2−x1x2+x4−x2x4−x1x4+x1x2x4+x3−x3x2−x3x1+x3x2x1−x3x4+x3x2x4+x3x1x4−x3x2x1x4
−1+x2+x1−x2x1+x4−x2x4−x1x4+x2x1x4+2x3−x3x2−2x3x1+x3x2x1−x3x4+x3x1x4−x23+x1x23 − 1,2604
)2
(−1+x1+x2−x1x2+x4−2x2x4−x1x4+3x1x2x4−x21x2x4+x2x24−2x1x2x24+x21x2x24+2x3−x3x2−2x3x1+x3x2x1−x3x4+x3x2x4+x3x1x4−2x3x2x1x4+x3x2x21x4−x23+x23x1
−1+x2+x1−x1x2+x4−2x2x4−x1x4+3x1x2x4−x21x2x4+x2x24−2x1x2x24+x21x2x24+x3−x2x3−x1x3+x1x2x3−x3x4+x2x3x4+x1x3x4−x1x2x3x4 − 1,3093
)2
(
1−x2+x2x4−x2x1x4−x3+x3x2
1−x2+x2x4−x2x1x4−x3 − 1,2984
)2
+
(−1+x4−x1x4
x4−x1x4 − 1,1923
)2
+
(−1+2x1−x21+x4−2x1x4+x21x4
−1+x1+x4−2x1x4+x21x4 − 1,2580
)2 → min
u. d. B. FVWG(x) ≤ 10
1− x2 > x2x4−x41−x4
x2x4−x4
1−x4 >
1−x2−x3+x2x3
1−x2−x3
1−x2−x3+x2x3
1−x2−x3 >
−1+x1+x3+x4−x1x3−x1x4
−1+x1+x4−x1x4
−1+x1+x3+x4−x1x3−x1x4
−1+x1+x4−x1x4 >
1−x2−x3+x2x3+x2x4−x1x2x4
1−x2−x3+x2x4−x1x2x4
1−x2−x3+x2x3+x2x4−x1x2x4
1−x2−x3+x2x4−x1x2x4 > 1
x ∈ [−3,7 |−1,4]4
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Thesen
1. Mittels Methoden aus verschiedenen Gebieten der Mathematik können bei
Betrachtung einer Funktion über einem Hyperquader Aussagen zur Existenz
von Nullstellen, Extremstellen sowie den Wertebereich der Funktion und ihrer
partiellen Ableitungen getroffen werden.
2. Das mathematische Gebiet der Intervallarithmetik beschreibt Regeln für das
Rechnen mit Intervallen. Eine zentrale Aufgabe besteht in der Bestimmung von
Einschließungen für den Wertebereich einer Funktion über einem Hyperquader.
Die Schätzungsunschärfe dieser Einschließungen kann durch den Einsatz von
Taylorentwicklungen und zentrierten Darstellungen verkleinert werden.
3. Für die Funktionsfamilie der multivariaten Polynome generiert die Transforma-
tion in die Basis der Bernsteinpolynome im Vergleich zu ausgewählten anderen
Verfahren Einschließungen des Wertebereichs mit einer kleineren Schätzungs-
unschärfe zu einem geringen Berechnungsaufwand. Die Schätzungsunschärfe
kann durch die Zerlegung des Definitionsbereichs weiter reduziert werden.
4. Für multivariate gebrochenrationale Polynome können unter Verwendung von
Bernsteinkoeffizienten Einschließungen des Wertebereichs ermittelt werden.
Die Extrempunkte eines über einem Hyperquader definierten, multilinearen
gebrochenrationalen Polynoms ohne Unstetigkeitsstelle liegen auf den Ecken des
Definitionsbereichs. Dies erlaubt eine effiziente Bestimmung einer minimalen
Einschließung des Wertebereichs.
5. Durch den Einsatz von Branch-and-Bound-Strategien unter Verwendung von
Einschließungen des Wertebereichs und der partiellen Ableitungen einer Funk-
tion können alle globalen Optima eines restringierten Optimierungsproblems
mit einer vorgegebenen Genauigkeit ermittelt werden.
6. Durch die Kombination von Branch-and-Bound-Methoden mit Einschließung-
en aus Bernsteinkoeffizienten kann die Effizienz der globalen Optimierung
gesteigert werden. Eine Beschleunigung der Konvergenz wird darüber hin-
aus durch den Einsatz von Kontraktoren und einer geeigneten Wahl von
Zerlegungspunkten erreicht.
7. Im Entwicklungsprozess von Fahrzeuggetrieben tritt eine sehr große Anzahl
nichtlinearer restringierter Optimierungsprobleme auf, deren globale Optima
gesucht werden. Diese Optimierungsprobleme können aufgrund der Anwendung
stochastischer Verfahren derzeit nicht vollständig gelöst werden.
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8. Das symbolische Lösen eines parametrischen Gleichungssystems der Wellen-
drehzahlen eines Getriebes ermöglicht die Ersetzung der derzeit bekannten
impliziten Beschreibung der Abhängigkeit von Übersetzungsverhältnissen durch
eine explizite funktionale Darstellung. Die Funktion der Übersetzungsverhält-
nisse ist ein multilineares gebrochenrationales Polynom, die der Stufensprünge
ein multivariates gebrochenrationales Polynom mit maximalem Polynomgrad
zwei. Durch die Untersuchung der Eigenschaften der entstehenden Funktions-
familien können Einschließungen für den Wertebereich von Übersetzungen und
Stufensprüngen bestimmt werden.
9. Die explizite Funktionsdarstellung für Übersetzungen ermöglicht die Opti-
mierung von Standübersetzungen durch die Anwendung von Branch-and-
Bound-Strategien. Es werden garantiert alle Lösungen zu einer vorgegebenen
Genauigkeit gefunden oder erkannt, dass die zulässige Menge leer ist.
10. Die erarbeiteten Ansätze übertreffen die derzeitigen Lösungsmethoden sowohl
bezüglich der Vielfalt der Lösungen als auch hinsichtlich des Bereichs der
Einsetzbarkeit für verschiedene Modellierungen der Optimierungsaufgabe. Sie
bieten eine Garantie für das Finden aller globalen Lösungen mit einer im
Vergleich zu den bisher eingesetzten Verfahren ähnlichen Berechnungszeit.
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