Abstract. In this paper we consider a neural field equation on LR 2 × S 1 , which models the activity of populations of spatially organized, orientation selective neurons. In particular, we show how spatially organized patterns of orientation tuning can emerge due to the presence of weak, long-range horizontal connections and how such patterns can be analyzed in terms of a reduced phase equation. The latter is formally identical to the phase equation obtained in the study of weakly coupled oscillators, except that now the spatially distributed phase represents the peak of an orientation tuning curve (stationary pulse or bump on S 1 ) of neural populations at different locations in R 2 . We then carry out a detailed analysis of the existence and stability of various solutions to the phase equation and show that the resulting spatially structured phase patterns are consistent with numerical simulations of the full neural field equations. In contrast to previous studies of neural field models of visual cortex, we work in the strongly nonlinear regime.
Introduction.
One of the striking characteristics of the early visual system is that the visual world is mapped onto the cortical surface in a topographic manner. This means that neighboring points in a visual image evoke activity in neighboring regions of primary visual cortex (V1). Superimposed upon the retinotopic map are additional maps reflecting the fact that neurons respond preferentially to stimuli with particular features [38] . Neurons in the retina, lateral geniculate nucleus, and primary visual cortex respond to light stimuli in restricted regions of the visual field called their classical receptive fields (RFs). Patterns of illumination outside the RF of a given neuron cannot generate a response directly, although they can significantly modulate responses to stimuli within the RF via long-range cortical interactions (see below). The RF is divided into distinct ON and OFF regions. In an ON (OFF) region illumination that is higher (lower) than the background light intensity enhances firing. The spatial arrangement of these regions determines the selectivity of the neuron to different stimuli. For example, one finds that the RFs of most V1 cells are elongated so that the cells respond preferentially to stimuli with certain preferred orientations. Similarly, the width of the ON and OFF regions within the RF determines the optimal spacing of alternating light and dark bars to elicit a response, that is, the cell's spatial frequency preference. Considerable information has been obtained about the spatial distribution of orientation selective cells in incorporated into a continuum neural field model of the following form [15, 10] : w(r, θ|r , θ )f (v(r , θ , t))dθ dr + I(r, θ), (1.1) where v(r, θ, t) is the population activity at time t of neurons having orientation preference θ within the hypercolumn at retinotopic position r. Here w(r, θ|r , θ ) represents the synaptic weight distribution from neurons at (r , θ ) to neurons at (r, θ), I(r, θ) is an external input, and f is a sigmoidal rate function of the form (1.2) f (v) = 1 1 + e −η (v−κ) , where η is the gain and κ is the threshold. We fix the units of time by setting τ = 1 (typical physical values of τ are 1-10 ms). Following Bressloff et al. [15] , the intracortical connections are decomposed into local connections within a hypercolumn and long-range patchy horizontal connections between hypercolumns:
τ ∂ t v(r, θ, t) = −v(r, θ, t) +
w(r, θ|r , θ ) = w loc (θ − θ )δ(r − r ) + εw A (r − r , θ)w hoz (θ − θ ), (1.3a) w A (r, θ) = w s (r)A(arg(r − r ) − θ) (1.3b) with w loc , w hoz and A even π-periodic functions of θ. We have introduced the small nondimensional parameter ε, 0 < ε 1, in order to reflect the fact that horizontal connections are weak and play a modulatory role. The local weight function w loc is taken to be positive for small |θ| (neurons with similar orientation preferences excite each other) and negative for large |θ| (neurons with dissimilar orientation preferences inhibit each other). The θ-dependent part of the horizontal connections, w hoz , is taken to be positive and narrowly peaked around zero so that only neurons with similar orientation preferences excite each other. The function A describes the anisotropy in the horizontal connections so that populations excite each other when the orientation preference at one location is in the same direction as the line connecting the two locations. The function arg(r) is the argument of the vector r, or the angle between the vector and the x-axis. Finally, w s , determines the strength of connections between two populations dependent only on the spatial separation of the populations. In this paper, we will assume that the horizontal connections are purely excitatory. However, our analysis applies to more general distributions.
Finally, we decompose the external input as
where I 1 (θ) is a symmetric function with peak at θ = 0 and θ 0 (r) denotes the orientation of the input at location r and hence I 1 (θ − θ 0 (r)) is peaked at the orientation of the stimulus. I 0 (r) represents background luminance or contrast at location r. This particular form of the input reflects that the orientation component of the input to the network is weak and modulatory, whereas the orientation independent component is the main source of drive to cause the network to fire. Substituting the particular decomposition of w into (1.1) yields
The R 2 × S 1 neural field model (1.4), also known as a coupled ring model, has been used to study geometric visual hallucinations [15, 14] , stimulus-driven contextual effects in visual processing [13, 35] , and various geometric-based approaches to vision [31, 3, 34] . Extensions to incorporate other feature preference maps such as ocular dominance and spatial frequency [9] or variables associated with texture processing [17] have also been developed. Most of these studies assume that the neural field operates in a weakly nonlinear regime so that methods from bifurcation theory [20, 19, 10] can be used to analyze the formation of orientation selectivity patterns [15, 14, 13 ]. An alternative approach, which was originally introduced by Amari for 1D neural fields [1] , is to assume that the neural field operates in a strongly nonlinear regime and to consider the high-gain limit of the sigmoidal rate function:
where H(v) is the Heaviside function. In a recent paper, we used this method to study instabilities of stationary bumps and traveling fronts in a neural field with the product structure R × S 1 [11] . In this paper we further develop the theory by analyzing solutions of the more realistic neural field model on R 2 × S 1 given by (1.4). In particular we show how spatially organized patterns of orientation selectivity can emerge due to the presence of weak longrange horizontal connections and how such patterns can be analyzed in terms of a reduced phase equation. The latter is formally identical to the phase equation obtained in the study of weakly coupled oscillators [21, 39, 25] , except that in our case the phase represents the peak of an orientation tuning curve. We begin in section 2 by considering stationary solutions of (1.4) in the absence of horizontal connections and orientation-dependent inputs (ε = 0). We identify parameter regimes whereby an orientation-independent input drives the spontaneous formation of orientation bumps, but the peaks of the bumps are highly uncorrelated in space. In section 3 we derive the phase equation that determines spatial correlations between the peaks of orientation bumps in the presence of weak, anisotropic horizontal connections. We then carry out a detailed analysis of the existence and stability of solutions to these phase equations in section 4 for particular choices of the weight functions and show in section 5 that the resulting spatially structured patterns of orientation selectivity are consistent with numerical simulations of the full neural field equations. Finally, in the discussion (section 6) we briefly discuss extensions to the case of orientation-dependent inputs.
Stationary solutions without horizontal connections.
In the absence of horizontal connections and orientation-dependent inputs, ε = 0, (1.4) reduces to a system of uncoupled ring networks labeled by r. For each r and a Heaviside rate function, stationary solutions satisfy the equation
For simplicity we consider inputs to the network which are either on or off in certain regions. Therefore let U ⊂ R 2 be the support of the input I 0 (r) and take I 0 (r) = γI U (r), where
is the indicator function for the set U . It follows that
We would like to consider a parameter regime where the presence of a localized input induces the formation of a stable orientation bump (stationary unimodal function of θ) in the region U , whereas the complementary region U c remains quiescent due to the absence of an input. In order to determine an appropriate parameter regime, it is necessary to consider the Amaribased analysis of the ring model. We focus on (2.3b), since (2.3a) simply corresponds to the special case γ = 0.
Let us first consider θ-independent fixed point solutions of (2.3b). For the moment we drop the + superscript. If γ < κ, then the only fixed point is the subthreshold (down) state V (θ) =v(γ) = γ, whereas if κ − w 0 < γ, then the only fixed point is the superthreshold (up) state V (θ) =v(γ) = w 0 + γ, where
In both cases the fixed point is stable. Now consider a bump solution V 0 (θ) that crosses a threshold at two points θ ± , V 0 (θ ± ) = κ. From translational and reflection symmetry around the ring, we can set θ ± = ±Δ so that V 0 (Δ) = V 0 (−Δ) = κ, where Δ < π/2 is the bump half-width. It follows from substitution that
Imposing the threshold conditions then yields the following equation for Δ:
Suppose that w loc has the property that there exists a unique θ * ∈ (0, π/2) such that w loc (θ) ≥ 0 for |θ| ≤ θ * and w loc (θ) < 0 for θ * < |θ| ≤ π/2; see Figure 1 unique local maximum, say, W max , at θ = θ * and a unique local minimum, say, W min , at θ = π −θ * . This follows from the fact that
Hence, a sufficient condition for the existence of a bump solution is W min < κ − γ < W max , which follows from the intermediate value theorem, which states that if a continuous function f with an interval [a, b] as its domain takes values f (a) and f (b) at each end of the interval, then it also takes any value between f (a) and f (b) at some point within the interval. Although there may be more than one bump solution, there is only one stable solution (modulo translations) -the stability criterion is W (2Δ) < 0. Therefore the condition W min < κ − γ < W max is necessary for stability. If we also impose the conditions w 0 < 0 and κ < γ < κ + |w 0 |, then the bump does not coexist with an up or down state, i.e., there is no bistability. A graphical illustration of the various conditions is shown in Figure 1 (b).
The location of the peak of the bump denotes the tuned orientation of a population in response to a stimulus. Therefore we require that a bump solution V 0 (θ) has its maximum at θ = 0 and therefore any translated bump V (θ − θ 0 ) has its max at θ = θ 0 . It is clear that a sufficient condition on w loc is that it is an even function monotonically decreasing and one-to-one on the interval [0, π/2]. To see this, note that
Hence V is a max at θ m only if
Furthermore, since w loc is π-periodic this can be rewritten as
But since w loc is even and monotonic this occurs only when
Hence the extrema are located only at
) and therefore the unique max is at θ = 0. Furthermore it follows that the bump is monotonic when the weight function is monotonic, which is consistent with biologically realistic tuning curves.
Let us now apply these results to equations (2.3). We require that the only stable solution of (2.3a) is the zero solution V − (θ) = 0 and the only stable solution of (2.3b) is an orientation bump V 0 (θ − φ 0 ) with φ 0 arbitrary. The condition κ > W max ensures that (2.3a) does not have a bump solution, whereas the condition κ > γ = 0 means that the zero solution exists and is stable. Therefore if κ > W max > 0, the zero state is the only fixed point to (2.3a). Turning to (2.3b), if W min < κ − γ < 0 < κ − γ − w 0 and κ − γ < W max , then there are no uniform steady state solutions, but there exists a unique stable bump solution. Note that W min < 0 is trivially satisfied by the assumption w 0 < 0. Hence, in this range the bump state is the only steady state solution to (2.3b). In conclusion, setting V − (θ) = 0 and
with φ(r) arbitrary. That is, in the active regions, neurons are tuned to an orientation at each corresponding position r; however, the orientation structure is entirely uncorrelated. In the inactive regions, neurons are quiescent.
Horizontal connections and the phase equation.
The incoherent structure for the phase of the bumps is an artifact of the lack of spatial structure in the local connections. We now show how weak long-range connections serve to correlate the bumps. We proceed by returning to the original system (1.4) with 0 < ε 1 and tracking the dynamics on two different timescales. Based on the fact that there is no time-varying phase when ε = 0, we expect that for 0 < ε 1 the phase will vary slowly. Furthermore we work in a parameter regime such that the bump solutions in the region U are stable and the zero state does not exist, while the zero state is stable outside of U and the bump state does not exist. Thus when we consider perturbed solutions for ε > 0 we are assured that there are no growth or decay of solutions due to instabilities inside U , as well as assured that the activity outside U remains below threshold. We therefore introduce the slow timescale τ = εt and write the ansatz
where the function v 1 serves as a corrective term in the perturbative expansion. Plugging this ansatz into (1.4) we obtain up to first order in ε (with τ = 1)
(Note that since all Heaviside functions appear inside convolution integrals, we can formally carry out a perturbation analysis using distribution theory.) The O(1) equation is given by (2.3) and is automatically satisfied by the bump solution V 0 . After letting θ → θ + φ(r, τ), the O(ε) equation takes the form
where Δ is the bump width for V 0 . We can then consider the dynamics outside and inside U separately:
for r / ∈ U and
is the linear operator L θ acting on π-periodic functions of θ (for fixed (r, t)). We are primarily concerned with (3.5) since we wish to track the phase of the bumps only in the active regions. Note that the phase of the bump doesn't really make sense in the inactive region, since there are no bumps in this region. On the other hand (3.4) suggests that subthreshold activity is determined by the phase of the superthreshold activity. Furthermore, (3.5) is completely independent of (3.4) so that we can work solely with the former. The linear operator L θ has a one-dimensional null space spanned by V 0 (θ) [10] . Let ψ † (θ) be an element of the null space of the adjoint operator L † θ . Then it must satisfy
where the adjoint is defined with respect to the inner product 
is an element of the null space of L † θ . Thus the element of the adjoint null space is defined in the weak sense; that is, ψ † is an adjoint null vector if
for all test functions Ψ(θ). Using the fact that
we find that the distribution
spans the null space of L † . Existence of a bounded solution, v 1 , to (3.5) requires that the right-hand side is orthogonal to all adjoint null vectors. Therefore, taking the inner product of (3.5) with ψ † and setting it to zero by applying the Fredholm alternative theorem implies that the phase, φ(r, τ), has to satisfy the equation
Using (3.8) for the adjoint null vector, we have
where we have defined the functions The final phase equation is thus given by − r) . Hence, the first term, A E P O , represents responses to phase differences between two points when one of the phases has the same angle as the line connecting them. The second term, A O P E , represents responses to differences between the phase and the angle of the line when the phases at the two points are the same. The input term represents responses to differences between the solution and the phase of the stimulus. For a graphic illustration refer to Figure 2. 
Analysis of the phase equation.
We now analyze the existence and stability of some specific solutions to the phase equations in the case of no orientation-dependent inputs (I O = 0). In section 5 we then compare our analytical results against numerical simulations of the full neural field equation and show good agreement between the two. Note that the existence of the phase solutions can be established under the quite general conditions on the weight kernels given in the introduction. We use only specific kernels in order to carry out the stability analysis.
Stationary solutions of the isotropic phase equation.
Setting A ≡ 1 in (3.9) leads to the simplified phase equation
Recall that V hoz defined by (3.3) is an even π-periodic function and therefore P O is an odd function with
Thus (4.1) is identical in form to the phase equation describing the phase of coupled neural oscillators considered in [21, 39, 25] . The only mathematical difference between the equations is that P O is π-periodic, whereas the phase interaction function in coupled neural oscillators is taken to be 2π-periodic. This is merely due to the fact that rotation by π yields the same orientation, whereas the phase of oscillators takes any distinct value in [0, 2π]. A class of stationary solutions that have previously been studied within the context of weakly coupled phase oscillators is [21, 39, 25] φ s (r) = k · r + φ 0 ∀k ∈ R 2 , ∀φ 0 ∈ R with k = 0 corresponding to the synchronous solution φ(r) = φ 0 . To see this we simply show that
since w s is even and P O odd. Although the existence of stationary solutions of the form φ s (r) = k · r + φ 0 is well-known, it turns out that the stability analysis of such solution has not been carried out fully in previous work. Therefore, it is useful to present the full analysis here. Consider perturbations of the stationary solution given by
Substituting this solution into (4.1) and Taylor expanding P O to first order in ε yields the eigenvalue equation
where we have neglected constants that don't contribute to stability. The eigenfunctions are of the form
and the corresponding eigenvalues are given by
Introducing the Fourier series
w hoz,2n cos (2nθ)
we find that
In order to evaluate the eigenvalue λ(q) we recall some basic results in 2D Fourier transforms. Let F[w s ](q) denote the 2D Fourier transform of w s (r):
Using the Jacobi-Anger expansion
where J n (z) is the nth order Bessel function of the first kind, yields
where H n [w s ] is the nth order Hankel transform of w s . It follows that
where we have dropped a factor of 16. Convergence of the series follows from assuming that w hoz has a convergent Fourier series. Note that
and thus there is only a relative dependence on the direction of the solution, θ k . The stability is then independent of the direction of k reflecting the rotational invariance of the system; however, it is still dependent on the magnitude k and the direction of perturbation, θ q . Note that this is similar to the expression obtained in [25, 39] . However, [25] assumes that the 2D dynamics can be reduced to one dimension, which is not necessarily true, while [39] deals with dynamics on a ring. Therefore, in both cases they obtain an expression involving the Fourier transform of the corresponding 1D function w s , rather than the Hankel transform of w s of the full 2D model, which is simply the 2D Fourier transform of radially symmetric functions. For the sake of illustration, consider the weight kernels The eigenvalues then become
It can be shown that eigenvalues assume their minimum and maximum values along the directions, k and k ⊥ . We therefore look at the eigenvalues at q = αk ⊥ and q = αk, neglecting the sin
Clearly λ(αk ⊥ ) < 0 for all α = 0 and therefore the linear solution is always stable to perturbations in the orthogonal direction. The second case, q = αk, is equivalent to reducing to one dimension and is analogous to the scenario in [25, 39] . As pointed out in [39] Shift asymmetries in spatial connections have been used to study direction selectivity in neural populations responding to moving stimuli [40, 16] . We find that traveling phase waves of the 
) showing the propagation of a linear phase wave. In order to illustrate the variation in the peak of orientation bumps as a function of spatial position, we discretely sample a set of orientations and draw a short bar of a given orientation at the spatial locations where the corresponding peaks occur. We also use a color code to emphasize the regions of constant orientation. The wavevector k of the phase wave is orthogonal to these regions.
form φ(r, τ) = k · r − cτ are solutions to (3.9) with A ≡ 1. That is,
and therefore the wavespeed, c, is determined explicitly by the integral on the right-hand side and is dependent on the shift, r 0 . Note that if r 0 = k ⊥ , then
and that c(−r 0 ) = −c(r 0 ). Thus, if the shift r 0 is in the direction along which the solution is constant for fixed τ , r 0 = k ⊥ , then there is no wave propagation, and the solution reverses its direction of propagation under the transformation r 0 → −r 0 . It then appears that the direction of the asymmetry controls the direction of propagation. The existence of a phase solution in the full system can be confirmed by numerically solving the neural field equation (1.4). In Figure 4 we plot snapshots of the time evolution of such a solution which clearly illustrates the propagation of a linear phase wave as predicted by the phase equation.
Synchronous solution of the anisotropic phase equation.
Stationary solutions to the anisotropic phase equation (3.9) satisfy the equation
It is straightforward to establish the existence of the synchronous solution φ s (r) = φ 0 . That is, the first term in the integral then trivially vanishes since P O (0) = 0, whereas the second term in the integral becomes
since A O is odd and π-periodic.
Proceeding along similar lines to the isotropic case, we set φ(r, τ) = φ 0 + εψ(r)e λτ and Taylor expand each term in (3.9) to first order in ε. This yields the eigenvalue problem
We have used the fact that P E (0) = 0, P O (0) = 0, and
since A O is continuous and π-periodic. Again the eigenfunctions are given by (4.2). Substituting into the eigenvalue equation, introducing polar coordinates, and using
The Jacobi-Anger expansion (4.4) then yields
Introducing the Fourier series for the π-periodic function
A 2m cos (2mθ) and using the trigonometric identity
for any nonzero integer integer m. Finally, noting that
the eigenvalues reduce to
where, for notational clarity, we have neglected P O (0)/|V 0 (Δ)| since P O (0) > 0 and the magnitude does not contribute to stability. Note that convergence of the series follows from the fact
for all n ≥ 0, and assuming that A has a convergent Fourier series, hence so does A E , easily shows absolute convergence. Since H 2n [w s ](0) = 0 for n ≥ 1, we have that λ = 0 when q = 0 corresponding to the shift-twist invariance of the system. For isotropic connections the eigenvalues are simply
If w s is positive (excitatory) and monotonically decreasing sufficiently fast, we have that
An example of a function is the Gaussian,
we have that λ(q, θ q ) < 0 for all q > 0 and θ q ∈ [0, 2π). Hence, in the case of isotropic connections and excitatory w s , the synchronous solution is stable. An interesting question is whether the synchronous state can be destabilized by anisotropic connections. Here we show that stability persists in the presence of anisotropy of the particular form A(θ) = [1 + cos (2θ)] /π. This is chosen for mathematical convenience but can be interpreted as an example of relatively weak anisotropy. Furthermore, we take w s to be a Gaussian; see (4.6). The eigenvalues are then given by
In the case of a Gaussian for w s , we have that H 2 [w s ](q) > 0 and therefore an upper bound for λ is given by
We can explicitly compute the Hankel transforms for the Gaussian as
and we obtain
which is easy to show is negative for all q > 0. Hence, the synchronous solution is stable in the presence of the given form of anisotropy.
Angular solution.
In all the examples so far we have taken the active region to be U = R 2 . As our final example we establish the existence of the angular solution
Note that there is no way to define this continuously at r = 0, so we therefore define φ s (0) = 0 for convenience; however, this choice is arbitrary. Let Γ(r) denote the right-hand side of (4.8). First note that arg(κ x r) = − arg(r) for all r = 0, where κ x is the reflection, (x, y) → (−x, y). We then have that Γ(
where we have used the fact that κ x U = U and the change in sign is due to the fact that P O is odd while A E is even. Similarly
since A O is odd and P E is even. On the other hand, since arg(R θ r) = arg(r)+θ and R θ U = U we have that Γ(R θ r) = Γ(r) for any θ ∈ [0, 2π) and r ∈ R 2 . However, for θ = −2 arg r we have that Γ(r) = Γ(R −2 arg r r) = Γ(κ x r) = −Γ(r) since reflection is the same as clockwise rotation by twice the angle. Thus it must be true that Γ(r) = 0 for all r and hence φ s (r) = arg(r) is a solution. It also follows that φ s (r) = arg(r) ± π/2 is a solution since
Numerical simulations of full neural field equation.
We now present results from numerical simulations of the full neural field equation in (1.4) in order to show consistency with the analysis of the phase equation. Note we are assuming that in the absence of horizontal connections bump solutions are stable. We therefore expect that any instabilities that occur in the full neural field equations are due to the long-range connections. Furthermore, since the long-range connections are weak, we don't expect them to cause any instabilities in the amplitude of the bumps but rather in the phase of the bumps. It is then reasonable to assume that stability results for the phase equation obtained in section 5 will translate to stability for the full system when restricting to phase changing perturbations.
The numerical methods we use are as follows. Integration in time is computed using Euler's method with step sizes Δt = 0.01. We discretize space and orientation on a 300 × 300 × 200 grid. The spatially independent convolution integral in (1.4) is computed using a trapezoidal rule. The space-orientation integral is computed by first using a trapezoidal rule to integrate along the orientation direction at each point in space, and then the remaining spatial convolution is computed using fast Fourier transforms. We take initial conditions v(r, θ, 0) = V 0 (θ − φ(r) − ψ(r)), where V 0 is defined in section 3, φ(r) is a stationary phase solution described in section 5, and ψ(r) is the perturbation. Recall that our stability analysis of solutions to the phase equation implicitly considers perturbations in the phase of the bump, and we therefore only consider phase changing perturbations in our numerical simulations. We compute V 0 by numerically solving the threshold equation, κ − γ = W (2Δ) for the bump width Δ. To generate the figures we numerically simulate the full neural field equations to obtain a solution v(r, θ, t), and at each time step and point in space we find the orientation at which v is a maximum, indicating the orientation of the bump peak. Defining ϕ(r, t) such that v(r, ϕ(r, t), t) = max
we give a density plot for ϕ(r, t) and superimpose this with a vector field
x(r, t) = cos ϕ(r, t), y(r, t) = sin ϕ(r, t)
to illustrate the fact that ϕ(r, t) indicates the orientation of local contours at point r and time t.
In Figures 5-7 we show simulations of the linear phase solution φ s (r) = k · r + φ 0 . We first let k = (1, 1), which, according to our stability analysis, is most unstable to perturbations along k, q = αk. Since we set σ = 0.5, then we have that |k| > 1/2σ, and therefore our analysis predicts that the linear phase solution will be unstable. In Figure 5 (a) we perturb the linear phase solution with q = 2k and see that the solution destabilizes and settles at approximately the synchronous solution, verifying the stability analysis. In Figure 5 (b) we perturb the solution with q = 2k ⊥ and see that the solution tends back toward the linear phase solution, indicating stability with respect to orthogonally directed perturbations as predicted by our analysis. Next, in Figure 6 (a)-(b) we perturb the solution with q = 10k and q = 10k ⊥ . We see that, in both cases, the solution tends back toward the linear phase solution, again in agreement with our stability analysis. Finally we set k = (1/2, 1/2) so that |k| < 1/2σ and we are in a regime where the linear phase solution is stable to perturbations in all directions and magnitudes. In Figure 7 we see that the solution is now stable to perturbations that destabilized the solution in the previous case. Finally we simulate the angular phase solutions, φ s (r) = arg(r) and φ s (r) = arg(r) + π 2 , in the region U = {r ∈ R 2 |2 ≤ |r| ≤ 4}. Since we have not provided a stability analysis for this solution we arbitrarily add random noise to the initial condition to check, numerically, that the angular phase is a solution to the original neural field equation. In Figure 8 we show a simulation for both of these solutions and see that the solution indeed does tend toward the angular phase described above.
6. Discussion. In this paper we explored the affects of excitatory, long-range horizontal connections on spatially organized patterns of orientation selectivity in the strongly nonlinear regime using the constructive approach of Amari [1] . In particular, we derived a phase equation that determines the spatiotemporal dynamics of the phase of orientation tuning curves. In essence, the phase equation reduces the dimension of the full neural field equation when considering a certain class of solutions. The main benefit of this reduced equation is that it is much simpler in form than the original neural field equation and allows us to show the existence of some complex solutions with relatively little effort. Showing existence of these solutions in the original neural field equation would be a very arduous, if not impossible, task. Moreover, we expect that the simplicity of the phase equation will lead to greater analytical insights to visual perceptual phenomenon in general.
One obvious extension of our analysis is to include orientation-dependent inputs. Here we briefly point out one interesting observation. Suppose that φ s (r) is some natural stationary Hence if λ 0 is an eigenvalue with respect to solutions without input, then
is an eigenvalue with respect to solutions with input. In particular, if I 1 is a monotonically decreasing function, then I 1 (Δ) ≤ 0, in which case the presence of an input at most only decreases the eigenvalues and therefore can only make the solutions more stable. In general, if I 1 is not monotonically decreasing, then the bump width Δ may have an affect on the stability of stationary solutions. In future work, we hope to explore in more detail existence and stability of stationary solutions when θ 0 (r) is not a natural stationary solution.
The inclusion of orientation-dependent inputs would then allow us to use the phase equation to study various visual processing phenomena such as contextual effects, perceptual completion, and perceptual grouping, to name a few. Perceptual completion and grouping have been studied using geometric approaches in [33] and a combination of geometry and neural fields in [18] . Specifically, in [33] the authors show that perceptual grouping can be understood by looking at the dominant eigenmodes of the corresponding affinity matrix. That is, if the network is presented with a stimulus which contains both randomly oriented line segments and a coherent perceptual unit, the dominant eigenmodes isolate the coherent part of the stimulus from the noisy part. One can construct a similar setup using the phase equation where U is now a collection of disjoint sets, determined by the segmented input, and study how the phase correlates among the different regions. The phase along a coherent perceptual unit should be more highly correlated than the phase along randomly oriented regions. Applying our analysis to contextual effects will also require allowing for inhibitory long-range connections. For although such connections are mediated by axonal projections from excitatory pyramidal neurons, these projections innervate both pyramidal cells and feedforward inhibitory neurons. Hence, physiologically speaking, horizontal connections can be excitatory or inhibitory, depending on stimulus conditions [2] .
Another application of our analysis is to revisit the theory of geometric visual hallucinations along the lines of [15] and to see if there are analogous results within the context of the phase equation in the strongly nonlinear regime. In order to generate hallucinatory patterns in the coupled ring model (1.4), Bressloff et al. [15] assumed that the spatial distribution of horizontal connections consisted of short-range excitation and long-range inhibition, that is, the weight function w s was taken to be a Mexican hat function. However, it is more likely that such a structure occurs at the local level within a single hypercolumn, that is, within S 1 . Therefore, we also aim to extend the coupled ring model to take into account the laminar structure of V1, with the idea that a local Mexican hat function in an orientation-independent deep cortical layer generates a spatially periodic pattern via a Turing-like instability, which then provides a spatially structured input to an orientation-dependent superficial layer described by the coupled ring model (1.4). We have recently constructed such a model to study propagating waves of orientation selectivity in V1 [12] .
