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Der Report behandelt das größtenteils unerforschte Feld der ontologiegestütz-
ten, wissensbasierten Trenderkennung durch Textanalyse mit dem Schwerpunkt
der Entwicklung von Trendontologien. Die Schwierigkeiten der Trenderkennung
durch Textanalyse liegen in der mehrdeutigen Semantik natürlicher Sprachen,
ihren verschiedenen Formen und Besonderheiten, sowie ihrer Dynamik, wodurch
Probleme in der eindeutigen und statischen Formalisierung des in der Trender-
kennung benutzten Wissens entstehen. Durch Ontologien können Sprachkom-
ponenten identifiziert und in Relation zu einander verarbeitet und ausgewertet
werden. Auf Grund von verschiedenen Sprachen und den Besonderheiten in
ihrer Nutzung hinsichtlich Anwender und Anwendungsbereich, wie auch unter-
schiedlichem Trendverhalten verschiedener Bereiche, werden allerdings je nach
Anwendung verschiedene spezialisierte Trendontologien benötigt. Um die modu-
lare Entwicklung und Nutzung dieser verschiedenen Ontologien zu ermöglichen,
wird eine standardisierende Basis in Form einer Metaontologie für die Trender-
kennung benötigt. Die Entwicklung dieser Metaontologie ist der zentrale Aspekt
des Reports.
Abstract
The report deals with the largely unexplored field of ontology-driven, knowledge
based trend detection by means of text mining, focusing on the development of
trend ontologies. The difficulties of trend detection with text mining lie in the
ambiguous semantics of natural languages and their various forms, character-
istics and dynamics. Due to this it is difficult to formalize knowledge used in
trend detection unambiguously and statically. Using ontologies, language com-
ponents can be identified and subsequently processed and analyzed regarding
their relations to each other. However, due to different languages and specific
usages depending on user and application fields, as well as specific trend be-
havior in certain application fields, trend ontologies specialized for the intended
application are needed. In order to allow the modular development and usage
of these different ontologies a standardizing base for trend ontologies is needed.
This base can be realized as meta ontology and its development is the central
aspect of the report.
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Trend: “A general direction in which something is developing or changing.” [5]
Durch das massive Fortschreiten der Digitalisierung von Daten und das An-
häufen gewaltiger Datenmengen gewinnt die automatisierte maschinelle Extrak-
tion vonWissen insgesamt stetig an Bedeutung. Das manuelle Durchsehen derar-
tiger Mengen von Informationen ist zeit- und arbeitsintensiv. Eben diese Menge
an Informationen birgt aber gleichzeitig die Gelegenheit für neue Anwendun-
gen in der automatischen Wissensextraktion, wie zum Beispiel die automatische
Trenderkennung. Im Zuge der Globalisierung ist es heute wichtiger denn je mit
aktuellen Entwicklungen oder Trends Schritt zu halten. Gleichzeitig werden Ent-
wicklungen vielfältiger und ihr Fortschreiten schneller.
Das Erkennen von aktuellen Entwicklungen und die Prognosen von zukünf-
tige Entwicklungen ist traditionell hauptsächlich die Aufgabe von Marktfor-
schungsinstituten, Wirtschaftsforschungseinrichtungen und statistischen Ämtern.
Diese sind jedoch bei extremen Impulsen und den damit einhergehenden schnel-
len Veränderungen häufig Überfordert. Auf Grund der Geschwindigkeit, mit der
sich die negativen Impulse der letzten Wirtschaftskrise über die Welt verbreite-
ten, haben sich Prognosen als schwierig erwiesen.1 Die traditionelle Konjunktur-
forschung wie auch die amtliche Statistik waren mit diesen Entwicklungen über-
fordert, weshalb mehr als sonst auf weiche Indikatorsysteme wie Stimmungsum-
fragen zurückgegriffen wurde.[1] Informationsquellen sind in der Regel für die
Nutzung und vor allem das Verständnis durch Menschen gedacht und dement-
sprechend aufbereitet; sei es ein Artikel, ein Blogeintrag oder auch ein Buch.
Dementsprechend schwer ist die maschinelle Verarbeitung solcher Quellen. Der
Mehrwert einer automatischen Trenderkennung auf Basis von Textanalyse ist
jedoch groß, denn manuell lassen sich die verfügbaren Mengen an Daten kaum
bearbeiten und die Auswertung von Kennzahlen reicht häufig nicht aus.
Diese Problematik tritt besonders in Zeiten schneller Entwicklungen hervor,
da in diesen Zeiten die Menge an relevanten Informationen größer und der Zeit-
rahmen knapper ist. Hinzu kommt das gerade aktuelle Informationen haupt-
sächlich in Einträgen und Artikeln zu finden sind. Weiterhin ist Wissen über
1“Schon zu normalen Zeiten sind Prognosen für das Folgejahr wenig treffsicher, wenn sie
früh im Jahr gemacht werden.” [9].“Außerdem gibt es in der gegenwärtigen Wirtschaftskrise
besondere Prognoseprobleme. Auch können Stimmungen die Realität beeinflussen und Pro-
gnosen deshalb Krisen verstärken.” [19]; [20].
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aufkommende Trends in vielerlei Hinsicht interessant und hilfreich, sei es in der
Marktforschung, um Absatzzahlen von Produkten durch Anpassung an aktuelle
Trends zu erhöhen oder um menschliche Verhaltensweisen durch Einbettung in
aktuelle Trends vorherzusagen. Trends weisen auf wahrscheinliche zukünftige
Entwicklungen hin und Wissen über die Zukunft ist häufig äußerst wertvoll.
Gerade beim Börsenhandel sind zuverlässige Aussagen über Markthaltung und
Stimmung von Investoren höchst interessant und lukrativ, da Aktienkurse eng
mit der Stimmung von Marktteilnehmern verknüpft sind.
Die Schwierigkeit einer auf Texten basierenden automatischen Trenderken-
nung liegt in der maschinellen Extraktion des Wissens aus Texten, die für Men-
schen als LeserInnen gedacht sind. Es ist schwer mittels Computer natürliche,
also menschliche Sprachen so auszuwerten, dass sich der Inhalt der Nachricht
nicht ändert. Man denke dabei bspw. an das Übersetzungsprogramm von Goo-
gle.2 Somit stellt sich die Frage, wie sich eine maschinelle Trenderkennung um-
setzen lässt und welche Erkenntnisse sich aus den Ergebnissen erschließen. Der
in dieser Arbeit verfolgte Lösungsansatz beschäftigt sich mit der Nutzung von
Ontologien, um Computern ein für die Trenderkennung ausreichendes Verständ-
nis der menschlichen Sprache zu ermöglichen. Hierbei wird ein Trend als ein
aufkommendes oder zurückgehendes Thema im Web betrachtet und als solches
behandelt. Aus den Entwicklungen dessen, was im Internet vorrangig themati-
siert wird, lassen sich aussagekräftige Informationen über den aktuellen Stand
und mögliche zukünftige Entwicklungen gewinnen.
“Internetdaten liefern eine interessante, bisher praktisch ungenutzte Daten-
grundlage.3 Sie sind rasch und umfangreich verfügbar und reagieren flexibel auf
Änderungen der Rahmenbedingungen.” [2]
Ausgehend von der Konzipierung von Trendontologien in [13], entwickelt an
der Freien Universität Berlin im Rahmen des TREMA-Projektes4, wird eine Me-
taontologie als Wissensbasis für die automatisierte Trenderkennung entwickelt,
die als standardisierende Basis für speziellere, domänenspezifische Trendontolo-
gien fungiert. Im weiteren Verlauf diese Kapitels wird der Begriff der Ontologie
sowie das Ziel der Metaontologie erläutert und anschließend relevante Ontologien
analysiert und diskutiert. Kapitel 2 erläutert die entwickelte Metaontologie und
Kapitel 3 ihre Anwendung auf deutschsprachige Aktienanalysen. Anschließend
werden in Kapitel 4 die Ergebnisse der Evaluierung dargestellt, um in Kapitel
5 ein Fazit aus den gewonnen Erkenntnissen zu ziehen und einen Ausblick auf
weiterführende Möglichkeiten zu gewähren.
1.1 Was sind Ontologien
“...in its most prevalent use in AI, an ontology refers to an engineering artifact,
constituted by specific vocabulary used to describe a certain reality, plus a set ex-
plicit assumptions regarding the intended meaning of the vocabulary words. This
set of assumptions has usually the form of a first order logical theory, where
2http://translate.google.de (8/2012)
3Diese Datenquelle wurde bereits im Zusammenhang mit den amerikanischen Präsident-
schaftswahlen in [3] beziehungsweise mit Grippeepidemien in [6] ausgewertet.
4TREMA: Trend Mining, Analysis and Fusion of Multimodal Data
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vocabulary words appear as unary or binary predicate names, respectively called
concepts and relations. In the simplest case, an ontology describes a hierachy of
concepts related by subsumption relationships; in more sophisticated cases, sui-
table axioms are added in order to express other relationships between concepts
and to constrain their intended interpretation.” [7]
Ontologien in der Informatik sind explizite formale Repräsentationen und
Konzeptualisierungen von Wissen in Form eines Graphs von Konzepten und
ihren Beziehungen. Sie dienen der Strukturierung und Austauschbarkeit von
Wissen und sind als eindeutige Wissensmodelle maschinell verarbeitbar. Es ist
immer wieder zu beobachten, dass Verständigungsprobleme zwischen Menschen,
zwischen Computern oder auch zwischen Menschen und Computern auftreten.
Beispiele reichen hier von missverstandenen Anforderungen bei Aufträgen, über
nicht kompatible Programme bis hin zu von Nutzern verschuldete Fehler bei
der Programmausführung. Durch Ontologien können Annahmen über Wissens-
bereiche explizit dargestellt und ein einheitliches Verständnis dessen, was In-
formationen sind, festgelegt werden. Typischerweise bestehen Ontologien aus
Klassen (Konzepten), Relationen (Beziehungen) zwischen Klassen, Instanzen
(Individuen) von Klassen sowie Einschränkungen. Zu den zurzeit geläufigsten
Sprachen zur Modellierung von Ontologien gehören das Resource Description
Framework (Schema)5 (RDF/RDFS) und dessen Erweiterung Web Ontology
Language6 (OWL). Jede Klasse, jedes Individuum und jede Relation ist durch
einen Bezeichner (URI) eindeutig benannt, sodass jeder Bestandteil einer On-
tologie durch ihren Namen eindeutig identifizierbar ist.
Technisch betrachtet ist eine Ontologie in RDF eine Sammlung von Tripeln
der Form (Subjekt, Prädikat, Objekt), wobei Subjekt und Objekt Klassen oder
Instanzen sind und Prädikat Relationen. Anschaulich kann man sich eine On-
tologie folgendermaßen vorstellen: Jeder Bestandteil setzt sich aus zwei Haken
zusammen, die durch eine Schnur verbunden sind. Dabei ist jeder Haken und
jede Schnur durch einen Bezeichner eindeutig benannt. Es können nun beliebi-
ge Haken-Schnur-Haken-Kombinationen hinzugefügt werden. Spricht man von
Ontologien, heißen Haken Klassen oder Instanzen und Schnüre Relationen; ein
Bestandteil also eine Haken-Schnur-Haken- Kombination ist ein Tripel. Alle Ha-
ken bzw. Schnüre mit demselben Bezeichner bilden eine bestimmte Klasse bzw.
eine Relation.
1.2 Ziel der Ontologie
Der Zweck einer Metaontologie liegt in den besonderen Anforderungen an Tren-
dontologien begründet. Da ein Großteil an Informationen in Texten gesammelt
ist, die für Menschen als LeserInnen gedacht sind, ist die automatische Wissens-
extraktion dadurch erschwert, dass die natürliche Sprache in ihrer semantischen
Bedeutung zum einen höchst komplex und zum anderen nicht eindeutig ist. Dies
liegt daran, dass die Satzstellung relevant und in verschiedenen Sprachen ver-
schieden ist; Kontext kann demselben Satz eine völlig andere Bedeutung geben.




wobei eindeutige Regeln zur Bestimmung derselben fehlen.
“...the analysis of open ended questions still requires human involvement sin-
ce it is based on the opinion analysis – text analysis where the steps based on
categorization, generalization, and interpretation of information are mostly con-
ducted manually.” [13]
Die Probleme aktueller Ansätze für die automatische Trenderkennung hän-
gen vor allem mit den Schwierigkeiten zusammen, Trends in Texten (Kunden-
meinung, Artikel, Nachrichten, etc.) automatisch zu erkennen. Die Hauptauf-
gaben solcher automatischen Trenderkennungssysteme sind das Erkennen und
Auswerten relevanter Aussagen und die Einordnung dieser Aussagen anhand von
domänenspezifischen Abhängigkeiten und Kategorien. Die Idee von Trendon-
tologien als Wissensbasen zur Definition von Konzepten und Beziehungen für
die textbasierte Trenderkennung ist naheliegend, denn in ihnen können Kon-
zepte eindeutig definiert und zugehörige Begriffe bzw. Begriffskombinationen
festgelegt werden. Auf diese relativ beliebig definierbaren Konzepte können nun
Funktionen, also bspw. Abhängigkeiten oder Wirkungen angewandt werden.[13]
Im Rahmen des TREMA-Projektes an der Freien Universität Berlin wurden
Trendontologien konzipiert. Es wurden auf Basis dreier Wissensmodelle unter
aktiver Beteiligung von Expertinnen und Experten prototypische Trendontolo-
gien entwickelt. Das Ziel war eine leichtgewichtige Wissensbasis zu erstellen, um
die Ergebnisse statistischer Methoden in Echtzeit zu verbessern. Die drei erstell-
ten Modelle gliedern sich stufenweise in keyword-/konzeptbasierte Trendontolo-
gie, feldbasierte Trendontologie und zeitlich unabhängige Trendontologie, siehe
2.1 and [13].
Trendontologien haben unschärfere Strukturen als bspw. Ontologien für che-
mische Strukturen. Wenn Expertinnen oder Experten spezifische Begriffe ver-
wenden, die in der allgemeinen Verwendung der Sprache anders ausgedrückt
werden, müssen beide Versionen berücksichtigt werden. Außerdem ändern sich
trendrelevante Konzepte und vor allem ihre Bedeutung und Wertung mit der
Zeit. Einige können obsolet werden, während andere eine neue Bedeutung be-
kommen oder durch andere ersetzt werden. Kontext bestimmt maßgeblich die
Bedeutung von Ausdrücken; Bedeutungen sind also abhängig von lokalen Fak-
toren. Wissen im Bereich der Trenderkennung ist höchst veränderlich und nicht
unbedingt eindeutig definierbar. Dies gilt auch für die Ontologie, die dieses Wis-
sen abbildet und nutzt.[13]
Weiterhin ist das in Trendontologien zu speichernde Wissen in unterschiedli-
chen Bereichen, Ländern oder Sprachen, also unterschiedlichen Anwendungsfäl-
len, verschieden. Zwischen den verschiedenen Anwendungen ändern sich nicht
nur Wörter und Ausdrücke, sondern auch Regeln, seien sie semantischer, lo-
gischer oder systematischer Natur. Trendontologien müssen also veränderlich,
einfach nutzbar und anpassungsfähig sein und vor allem muss eine Vielzahl
verschiedener spezifischer Trendontologien je nach intendierter Anwendung ent-
wickelt werden. Diese sollten modular nutzbar und entwickelbar wie auch wie-
derverwendbar sein, um den Entwicklungsaufwand zu minimieren. Um eine Mo-
dularisierung von Trendontologien zu ermöglichen und eine Kompatibilität hin-
sichtlich des Datenaustausches zu gewährleisten, wird eine standardisierende
Basis für Trendontologien benötigt. Diese Basis wird durch eine Metaontolo-
gie beschrieben, die grundlegende Konzepte, Relationen und Einschränkungen
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definiert. Dabei ist sie unabhängig von Domänen und Zeitparametern valide.
Sie stellt die grundlegenden für die Trenderkennung benötigten Konzepte und
Funktionalitäten bereit, die je nach Anwendung zu spezialisieren sind bzw. durch
Einbindung domänenspezifischer Ontologien erweitert wird. Um die Rolle einer
standardisierenden Basis auszufüllen, bindet die Metaontologie nach Möglich-
keit bereits bestehende anerkannte Ontologien und Erkenntnisse ein.
Es werden aktuell einige Bemühungen in der Forschung zur automatischen
Trenderkennung unternommen wie zum Beispiel in [1], [12] und [18], jedoch exi-
stieren bisher kaum Forschungsergebnisse zu Trendontologien. Arbeiten zu die-
sem Thema entstanden im Rahmen des bereits erwähnten TREMA-Projektes
und an der Universität Karlsruhe wie ein Vorschlag zu Trenderkennung von Hel-
linger in [8]. Veröffentlichte Trendontologien existieren nach unserer Kenntnis
bisher nicht und dieser Bereich stellt damit ein junges und potenziell interes-
santes Thema dar. Aufbauend auf der erwähnten Konzipierung von Trendon-
tologien wird im Folgenden die Entwicklung, Anwendung und Evaluation der
Metaontologie dokumentiert. Hierbei werden Ontologien als ein mögliches Mit-
tel zur Trenderkennung betrachtet, das durchaus in Kombination mit anderen
Verfahren benutzt werden können.
1.3 Relevante Ontologien
Um die intendierte Standardisierungsfunktion zu erfüllen muss die Metaonto-
logie selbst auf einer möglichst allgemeinen Basis stehen und sollte soweit wie
möglich einschlägige Ontologien verwenden bzw. auf ihnen aufbauen. Jede neue
Modellierungsart einer Anforderung ohne erkennbaren Mehrwert erhöht die In-
formationsmengen, ohne den Informationsgehalt zu verändern. Dies sollte hin-
sichtlich der Anforderung einer basisbildenden Metaontologie mit hoher Kom-
patibilität zu schon bestehenden oder noch zu entwickelnden Ontologien nach
Möglichkeit vermieden werden. Es existiert eine Vielzahl von verschiedenen On-
tologien, die meisten von diesen beziehen sich auf äußerst spezialisierte Bereiche.
SKOS und OWL-Time sind zwei allgemein und einfach gehaltene Ontologien zur
Darstellung von semantischen und temporalen Beziehungen. Beide Formen der
Beziehungssetzung sind für Trendontologien sehr relevant, weshalb sie hier näher
betrachtet werden.
1.3.1 Simple Knowledge Organization System - SKOS
SKOS7 ist eine der bekannteren Ontologien im Bereich des Semantic Web. Als
W3C-akkreditierte Ontologie zur Darstellung von Hierarchien und Verwandt-
schaften hat sie eine gewisse Allgemeingültigkeit und erfüllt damit die grundle-
genden Voraussetzungen für die Metaontologie.
Allgemeine Beschreibung
SKOS ist eine Thesaurus Ontologie. Es gibt nur wenige Klassen: Concept, Con-
ceptCollection mit der Unterklasse OrderedCollection und ConceptScheme. Kon-
zepte sind das Herzstück des SKOS Schemas. Sie beschreiben Gedankeneinhei-
ten, wie z.B. Ideen, Objekte, Bedeutungen. In Konzeptsammlungen können ver-
7http://www.w3.org/2004/02/skos/core# (5/2011)
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wandte Begriffe zusammengefasst werden. Es können hierarchische und assozia-
tive Relationen zwischen Konzepten dargestellt werden. Durch hasTopConcept
oder inScheme können Konzepte in ein Konzeptschema eingebunden werden.
Das Schema ist ursprünglich als Thesaurusband gedacht, kann aber auch für
Ontologiebereiche verwendet werden, da SKOS recht lose definiert ist und viele
Möglichkeiten offen lässt. SKOS hat nur wenige Beschränkungen, es definiert
Leitlinien kaum Verbote.
Funktionalität
SKOS unterscheidet zwischen zwei Kategorien von semantischen Relationen
hierarchische und assoziative. All diese Relationen haben Concept als Domäne,
können also auf alle Klassen angewendet werden, die Konzepte sind. Hierarchi-
sche Relationen beschreiben Abstufungen in der Allgemeingültigkeit von Kon-
zepten. So kann man ausdrücken, dass ein Konzept in einem gewissen Sinn allge-
meiner (broader) oder weniger allgemein (narrower) ist. broader und narrower
sind invers zueinander. Auf diese Weise werden die gespeicherten Aussagen re-
duziert, ohne dass die Ontologie Aussagekraft verliert. Durch die Einführung der
broader -/narrowerTransitive-Relation können Reasoning-Tools aus verketteten
Relationen weitreichende Schlussfolgerungen über die Hierarchie von Ontologien
erreichen, die SKOS benutzen.
Abbildung 1.1: Transitive in SKOS [16]
Assoziative Relationen beschreiben Verwandtschaften zwischen Konzepten,
die in keiner hierarchischen Relation stehen. Zu diesen Relationen gehören re-
latedMatch, closeMatch und exactMatch mit der Oberrelation related. Die ver-
schiedenen Relationen geben verschiedene Verwandtschaftsgrade an. Während
relatedMatch nur bedeutet, dass die Konzepte irgendwie in Beziehung stehen,
folgt aus exactMatch, dass die beiden Konzepte tatsächlich Synonym verwend-
bar sind. Semantische und hierarchische Relationen können mit den Relationen
broadMatch/narrowMatch u.A. kombiniert benutzt werden. Es gibt also eine
enge Verbindung zwischen den semantischen und hierarchischen Relationen, da
broadMatch bzw. narrowMatch Unterrelationen von broader bzw. narrower sind
sowie beide Unterrelationen von relatedMatch und damit auch von related sind.
Eine solche zusammengesetzte Relation enthält die relationalen Informationen
der Teilrelationen.
SKOS stellt eine Bandbreite verschiedener Beschriftungsmöglichkeiten zur
Verfügung: die Label. Durch sie können Konzepte in natürlicher Sprache be-
schrieben werden. Labels sind unterteilt in bevorzugte (prefLabel), alternative
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(altLabel) und versteckte (hiddenLabel) Label. Letztere sind nur für textbasie-
rende Index- und Suchsysteme sichtbar. Jedes Label kann mit einer Sprache
(z.B.: animals@en) annotiert werden, um einfaches multilinguales Labeling zu
erlauben.
Relevanz für Trendontologien
SKOS ist ein einfaches und weitreichend einsetzbares Schema, das generell zu ei-
ner allgemeinen standardisierenden Ontologie für die Trenderkennung passt. Al-
le assoziativen und hierarchischen Relationen in SKOS sind zwischen Konzepten.
Um also die verschiedenen Teilontologien der Ebenen der Ontologie austausch-
bar zu halten und die volle Aussagekraft von SKOS zu behalten müssen nur alle
Ebenen von Concept erben. Dadurch kann eine hohe Modularisierung erreicht
werden, in der Assoziationen und Hierarchien allgemeingültig sind. Durch das
Labeling wird die Dokumentation auch in verschiedenen Sprachen möglich und
dadurch das Verständnis und der Umgang mit den Ontologien vereinfacht. In
der Trendontologie könnten synonyme Konzepte auch durch verschiedene Label
an einem Konzept definiert werden. Das spart je nach Implementierung Klassen
oder Instanzen. Allerdings müsste das System, das die Ontologie verwendet, die
Label durchsuchen, um ein Synonym zu finden. Wenn spezifischere Relationen
benötigt werden, können diese teilweise als Unterrelationen von den in SKOS
definierten gehandhabt werden. ConceptSchemes sind wenig sinnvoll, solange
keine Relationen zwischen ihnen vorhanden sind, da sie keine weitere Funktio-
nalität bergen und auch als separate Ontologien behandelt werden können. Es
ist aber möglich über sie Beziehungen zwischen Schemes mit einer Relation spe-
cializes herzustellen oder unter anderem broader auf Schemes zu erweitern und
so aus Schemes einen Spezialisierungsbaum aufzubauen.
1.3.2 OWL-Time
OWL-Time8 ist eine W3C akkreditierte Ontologie um zeitliche Inhalte vonWeb-
seiten und Web-Services darzustellen. Das zur Verfügung gestellte Vokabular
kann topologische Relationen zwischen Zeitpunkten und Zeitabschnitten be-
schreiben, ebenso wie die Länge von Zeitabschnitten und die genaue Zeitangabe
eines Zeitpunktes.[17]
Allgemeine Beschreibung
Grundlegend ist jede Zeiteinheit (TemporalEntity) ein Zeitpunkt (Instant) oder
ein Zeitintervall (Interval) (siehe [17]). Jede TemporalEntity kann einen Anfang
und ein Ende in Form von Instants haben. Ein Interval hat eine Dauer, Instant
ist formal ein Zeitpunkt ohne Länge, kann aber nach Modellierung eine Dauer
haben. Instant kann auch als sehr kurzes Intervall approximiert werden und
Properties hasBeginning und hasEnd sind zulässig für alle TemporalEntity. Das
heißt ein Instant kann als sehr kurzes Intervall betrachtet werden. Eine Zeit-
dauer ist durch die Klasse DurationDescription definiert und kann in beliebigen
Einheiten von Sekunden bis Jahren ausgedrückt werden.
Um Zeitpunkte strikt von Intervallen zu trennen, gibt es die Klasse ProperIn-
terval als Unterklasse von Interval, die disjunkt von Zeitpunkten ist. Diese wie-
8http://www.w3.org/2006/time# (5/2011)
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Abbildung 1.2: OWL-Time: Hierarchische Architektur
derum hat die Unterklasse DateTimeInterval. Nur DateTimeInterval sowie In-
stant können DateTimeDescriptions haben, das Herzstück der Ontologie, denn
sie geben Zeitpunkte in einem standardisierten Format an. Eine DateTimeDes-
cription muss eine Einheit (TemporalUnit) haben. Dies ist die kleinste benutze
Einheit, also hat die Uhrzeit 10:15 die Einheit min. Optional können Date-
TimeDescriptions außerdem folgende Werte zugewiesen werden: year, month,
week, day, dayOfWeek, dayOfYear, hour, minute, second, and timeZone. Da-
durch können Daten und Uhrzeiten für verschiedene Verarbeitungsweisen und
für verschiedene Zeitzonen vergleichbar angegeben werden. Zeitzonen sind in der
importierten W3-Ontologie9 definiert. Zur einfachen und individuellen Benut-
zung werden Unterklassen von DateTimeDescription und DurationDescription
definiert. Soll bspw. der Monat Januar als Klasse definiert werden, wird eine
Unterklasse der DateTimeDescription benutzt, die als Einheit month hat, wo-
bei month auf –01 und alle anderen Einheiten auf 0 gesetzt wird. Das gleiche
Paradigma gilt für DurationDescriptions. Möchte man die Zeitdauer in Jahren
ausdrücken, wird hier eine Unterklasse definiert und die Kardinalität von years
auf 1 gesetzt.[17]
Durch die topologischen Relationen können zeitliche Bezüge zwischen Tem-
poralEntity hergestellt werden. Ist zum Beispiel A vor (before) B, dann bedeutet
dies, dass das Ende von A vor dem Ende von B eintritt und durch inside wird
ausgedrückt, dass ein Zeitpunkt während eines Intervalls geschieht. Weiterhin
gibt es eine ganze Reihe von Relationen um Intervalle in Relation zueinander zu
setzen wie intervalAfter, intervalDuring oder intervalOverlaps. Diese Relationen
können alle nur auf echte Intervalle angewendet werden, haben also als domain
und range ProperInterval.
Relevanz für Trendontologien
Zeit ist eine zentrale Einheit in vielen Bereichen und ganz besonders in der
Trenderkennung, denn bei Trends handelt es sich um Veränderungen in einem
gewissen Zeitraum. Zum einen kann es verschiedene Bewegungen desselben The-
mas zu verschiedenen Zeitpunkten geben, die erkennbar voneinander abgegrenzt
9http://www.w3.org/2006/timezone# (5/2011)
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werden müssen. Zum anderen aber ist für die Erkennung von Trends in der Regel
sehr wichtig, in welchem Zeitraum diese auftreten. Es ist sicherlich ein wichtiger
Unterschied ob ein positiver Trend noch eine Woche oder mehrere Jahre anhält.
Des weiteren werden in Trendontologien Annahmen über Beziehungen und Na-
men getroffen, die nicht unbedingt dauerhaft sind. Hier ist es vorteilhaft, einen
erwarteten Lifecycle dieser Konzepte definieren zu können. OWL-Time bietet
einfache und individuell benutzbare Möglichkeiten, um diese Anforderungen zu
erfüllen. Zeitpunkte, Intervalle und ihre Informationen können definiert wer-
den und entweder durch Relationen, die einem zeitlich relevanten Konzept eine
TemporalEntity geben, mit Konzepten in Verbindung gebracht werden oder die
Konzepte selbst werden als Unterklassen von TemporalEntity Klassen definiert
und können damit jede Information erhalten, die der entsprechenden Tempora-





Ausgehend von den Konzeptsammlungen für Trenderkennung, die im Rahmen
des TREMA-Projektes, durchgeführt an der FU-Berlin in Kooperation mit be-
trieblichen Partnern1, für die Domänen Finanzmarkt und Marktforschung ent-
wickelt wurden, wird eine möglichst allgemeingültige Metaontologie zur Tren-
derkennung entwickelt2. Die inhaltlichen Anforderungen durch Kompetenzfra-
gen im Ontology Requirements Specification Document (OSRD) spezifiziert, das
die in [14] vorgeschlagene Methodik benutzt, siehe A.6. Hierbei traten vor allem
Verwandtschaften von verschiedenen Konzepten, deren Auswirkungen aufein-
ander sowie die Bewertung dieser Auswirkungen hinsichtlich spezifischer Gege-
benheiten und Problemen als notwendig hervor. Dabei ist die Bewertung der
Auswirkung nur schwer umzusetzen, da Bewertungen nicht nur von Domäne zu
Domäne, sondern auch innerhalb einer Domäne verschieden sein können und
häufig sogar von aktuellen Gegebenheiten und Ereignissen abhängen. Zudem
sind sie abhängig von menschlichen Bewertungskritierien, die sich je nach Sach-
lage und Sichtweise schnell ändern können. Ein Beispiel dafür ist die Atomkraft-
diskussionen in Deutschland und den diesbezüglichen Meinungsumschwung in
Zusammenhang mit dem großen Erdbeben in Japan im März 20113.
1Finanzierung: Investitionsbank Berlin; Kooperation: neofonie GmbH, JRC GmbH, Metri-
nomics GmbH




“Extending the keyword-based trend ontology we observed the emergence of so-
called term fields in market research, which correspond to the semantic fields
from the Semantic Field Theory.[10] Relying on the semantic field idea, the
extension of concept definition by adding term fields to the concept seemed rea-
sonable. However, defining which term belongs to the concept field and whether
a given term is trend indicating or not is difficult.” [13]
Abbildung 2.1: Untere Ebene der Marktforschungsontologie
Das TREMA-Projekt erforschte die Möglichkeiten der Trenderkennung aus
gemischten Daten (Zahlen und Text). Dabei lag das Augenmerk vor allem auf
Semantic Web Technologien sowie Data und Text Mining. Eines der Ziele war die
Formalisierung von signifikanten Konzepten, mit deren Hilfe statistische Lern-
methoden und Textclustering-Methoden für die automatische Trenderkennung
verbessert werden können.
Die Ontologien, die im Rahmen des TREMA-Projektes entwickelt wurden,
sind Konzeptsammlungen und bauen auf Studien aus den Jahren 2006/2007 auf.
Hierbei wurden Texte hinsichtlich Themenstrukturen und Themenentstehung
untersucht.
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Es wurden für Marktforschungs- und Finanztrendontologien relevante Kon-
zepte identifiziert, im Sinne der semantischen Feldtheorie zu Themenfeldern mit
Hilfe von part_of - und belongs_to-Relationen zusammengefasst und trendspe-
zifisch annotiert. Die Ontologien beinhalten Metainformationen von relevanten
Konzepten, typische Keywords, sowie Informationen über den trendanzeigenden
Charakter von Begriffen, Relationen und Regeln.[4]
Abbildung 2.2: Mittlere Ebene der Marktforschungsontologie
Im Fall der Marktforschung basiert die Ontologie4 auf einem drei-stufigen
Ansatz: in erster Ebene wurden relevante Konzepte mit Keywords definiert (sie-
he 2.1), diese bilden in der zweiten Ebene Themenfelder (siehe 2.2) und glie-
dern sich in dritter Ebene in ein zeitlich unabhängiges Schema (siehe 2.3), in
dem Klassifikationen und Stimmungsdefinitionen festgelegt sind. Die erste Ebe-
ne basiert auf einem einfachen Schema und kann einfach angewendet werden,
um bspw. maschinelle Lernmethoden zu erweitern.
Die zweite Ebene fügt Metakonzepte hinzu: identifier, diversificator, sensiti-
ve, satisfier and disatisfier.5 Diese werden benutzt um Zufriedenheit oder Unzu-
friedenheit anzugeben. Die dritte Ebene letztlich besteht aus den drei zentralen
4Im Folgenden wird die Ontologie dieses Anwendungsfalls als Marktfoschungsontologie be-
zeichnet
5Diese Ausdrücke werden im „marketing Satisfaction Research“ benutzt.[13]
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Abbildung 2.3: Meta-Ebene der Marktforschungsontologie
Klassen: general, quantification und classification. Dabei beinhaltet general die
wichtigsten Konzepte, quantification die Idee von identifier, diversificator und
fügt amplifier6 als neues Metakonzept hinzu. classification letztlich definiert
den Kontext für quantifier. Die in dieser Arbeit thematisierte Metaontologie
entspricht konzeptionell der dritten Ontologieebene.[13]
2.2 Metaontologie
2.2.1 Konzeptionelle Anforderungen
Um eine angemessene Metaontologie zu erarbeiten, müssen zuerst einmal die
Anforderungen der Ontologie geklärt werden. Bei der Erarbeitung von Kompe-
tenzfragen mit Hilfe des OSRD zeigte sich, dass es sich bei den Anforderungen
hauptsächlich um die Einbettung von für Trends relevante Konzepte in das Ge-
samtbild bzw. Teile davon handelt. Angenommen man interessiert sich für den
Ölpreis, dann sollte die Ontologie beispielsweise zum einen Informationen dazu
liefern, welche Konzepte allgemein Einfluss auf den Ölpreis nehmen bzw. von
6Amplifier sind Adverben, also: sehr, viel, wenig.[13]
15
ihm beeinflusst werden und zum anderen mit welchen Konzepten der Ölpreis
zurzeit in Verbindung steht. Denn nur durch die Differenz aus allgemeiner Ver-
wandtschaft und zeitspezifischen Verbindungen lassen sich schlüssige Informa-
tionen zur Entwicklung eines Themas und damit eines Trends bekommen. Des
weiteren werden Aussagen zur Art der Verwandtschaft von Konzepten und ih-
rer Einflussnahme aufeinander benötigt. Trends entstehen aus dem dynamischen
Zusammenwirken einer Vielzahl miteinander in Verbindung stehender Teile. Als
Beispiel fungiert hier einmal mehr das schon angesprochene Erdbeben in Japan
diesmal in Zusammenhang mit Aktien von Firmen im Sektor der erneuerba-
ren Energien. Deren Kurse stiegen nach dem Erdbeben stark an, obwohl sie an
sich nichts mit Erdbeben oder Japan zu tun haben. Zu Erklären ist dieser An-
stieg durch die Verkettung verschiedener Umstände: Das Erdbeben als Auslöser,
die damit einhergehenden Probleme am Atomkraftwerk Fukushima, die Unsi-
cherheit gegenüber Atomkraft im Allgemeinen und letztendlich Investitionen in
den Sektor erneuerbare Energien in der Hoffnung einer breiten Trendwende in
diese Richtung. Derartige Entwicklungen können nur erkannt und verstanden
werden, wenn die einzelnen Teile der Wirkungskette mit einbezogen werden,
weshalb derartige Abhängigkeiten zu modellieren sind.
Hierfür werden Aussagen zu Relevanz, Wirkungsgrad, Risiko, Vertrauen so-
wie Indikatoren (stark, schwach, hoch, runter, positiv, negativ) benötigt, die
kombiniert auf Verwandtschaften angewendet werden können. Die Metaontolo-
gie stellt die nötige Funktionalität einer derartigen Analyse zur Verfügung, sie
wird jedoch in der Programmierung nicht aufgegriffen. Weitere wichtige Punkte
sind die Kompatibilität mit anderen Ontologien sowie die individuelle Erweiter-
barkeit der Metaontologie. Auf Grund der starken Abhängigkeit der Konzepte
und Zusammenhänge von Domäne und Anwendungsbereich ist eine modulare
Entwicklung und Nutzung von Trendontologien von Nöten. SKOS als einfaches,
anerkanntes Wissensorganisationssystem bietet sich als Grundlage der Ontologie
an und sollte die einzige Anforderung sein, um eine Ontologie zu integrieren.
2.2.2 Allgemeine Beschreibung
Die Architektur der Metaontologie (siehe 2.4) baut auf SKOS sowie OWL-
time auf und benutzt eine von dem Verfasser erstellte Relation Ontologie. Alle
Klassen der Metaontologie erben von skos:Concept, sodass die typischen SKOS-
Relationen related, member und broader/narrower auf alle Klassen und Instan-
zen anwendbar sind. Die Auswahl der Klassen basiert auf der Auswertung der in
A.6 spezifizierten Kompetenzfragen. Dort sind ausserdem intendierte Nutzung
und Nutzer zu festgelegt, sowie eine Auflistung der wichtigsten Konzepte der
Kompetenzfrage mit ihrer respektiven Umsetzungen in der Ontologie.
Die Ontologie gruppiert sich in vier Hauptklassen: Player, Indication, Re-
lational und ValuePartition. Player sind die Dinge, die an und für sich rele-
vant sind und ohne Verbindung zu anderen Konzepten Aussagekraft haben.
Die Klasse ähnelt der Klasse general der prototypischen Trendontologie, siehe
2.1. Der Unterschied besteht im Fokus auf die Metaebene. Während general
aus direkt in Texten vorkommende Konzepte wie company, sowie semantischen
Komponenten besteht, fokussiert Player der Metaontologie die Benutzung und
Einordnung solcher Konzepte durch Grouping, Topic, Source und Trendstage,
während die Konzepte wie supplier auf Grund ihrer Domänenzugehörigkeit nicht
in der Metaontologie enthalten sind und semantische Komponenten ausgelagert
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Abbildung 2.4: Hierarchische Architektur der Metaontologie
wurde. Indication beinhaltet die Modifikatoren der Ontologie – Amplifier zum
stärken/schwächen, Indicator zur Angabe einer Richtung sowie Role zur Ein-
ordnung in die Bewertungskriterien Positiv, Negativ und Neutral. Die Idee von
Indication, Amplifier und Role als gemeinsam benutzbare Quantoren wurde aus
den in 2.1 beschriebenen Ontologien übernommen. Durch Relational können
Arten der Bindung definiert werden, wie Relevanz(Relevance), Wirkungsgrad
(Impact), Risiko (Risk) und weitere. ValuePartition letztlich ist die Gruppie-
rung spezifischer, nicht-atomarer Datentypen. Zur Implementierung der Ver-
bindungsart (Relational) wurde eine weitere, eigenständige Ontologie erstellt
(Relational.owl), die die Möglichkeit einer 3-Punkte-Verbindung garantiert.
Relational.owl
Bei der Modellierung der Metaontologie stellte es sich als Problem heraus, dass
es keine Möglichkeit gab Relationen dynamisch zu beschreiben oder zu annotie-
ren. Eine Relation ist und bleibt so wie sie definiert wurde ohne Möglichkeit der
Instanziierung oder Beschreibung durch andere Relationen. Es erschien jedoch
notwendig beschreibbare Verbindungen zu implementieren um das Spektrum der
Möglichkeiten einer Trendontologie auszuschöpfen und dynamische Arten von
Bindungen zu ermöglichen. Hierfür wurde die simple Ontologie Relation.owl ge-
schrieben. Diese erlaubt unter anderem die Zuordnung von quantitativen oder
qualitativen Werten, wie die Häufigkeiten des gemeinsamen Vorkommens oder
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Bindungsstärken, zur Relation. Diese Ontologie besteht nur aus zwei Klassen,
RelationalThing und RelatingThing, sowie einer Relation scalableRelated. Ein
RelationalThing ist hierbei etwas, was in Verbindung gesetzt werden kann, ein
RelatingThing etwas, das eine Verbindung beschreibt. Durch die Relational.owl
wird zum einen sichergestellt, dass eine RelatingThing nicht für sich stehen kann,
da es zwingend ein RelationalThing braucht, und zum anderen wird die Mög-
lichkeit von Verkettungen garantiert. Für eine Visualisierung der Möglichkeiten
siehe 2.5. Ein Beispiel aus der Trendontologie wäre ein Ausdruck wie „Der Öl-
preis hat starke Auswirkungen auf den Benzinpreis“. Bezogen auf Relational.owl
wären Ölpreis und Benzinpreis RelationalThings und starke Auswirkung ein Re-
latingThing. Der Satz kann also dargestellt werden als: Ölpreis scalableRelated
starke Auswirkung scalableRelated Benzinpreis. Hierbei ist Auswirkung ein Re-
latingThing, also eine zum Konzept erhobene Relation, die Dank ihres Konzept-
daseins durch den Amplifier7 stark modifiziert werden kann. Dies eröffnet eine
ganze Bandbreite von Möglichkeiten hinsichtlich der Modifizierung wie auch der
Assoziation von Relationen.
2.2.3 Klassen und Relationen
Klassen
Im Folgenden werden die zentralen Klassen der Metaontologie im Detail be-
schrieben und ihre Funktion erläutert.
Player Player ist die Zentrale Klasse der Ontologie und dem grammatischen
Substantiv nachempfunden. Wird die Ontologie populiert, spannt sich ein Netz
aus Dingen und Verbindungen. Player sind die Einstiegspunkte in das Netz und
werden zur Trenderkennung betrachtet. Alle anderen sind dem Player in der
Trenderkennung untergeordnet. Sie können zwar für sich existieren, doch signi-
fikante Aussagekraft erhalten sie erst in Verbindung mit einem Player. Player
sind all jene Dinge, die eine Wirkung haben; im Unterschied zu Relational und
Indication die eine Wirkung beschreiben. Das heißt in der Praxis, dass anstelle
von allen möglicherweise trendrelevanten Faktoren zur Trenderkennung nur die
relevanten Player und ihre Verbindungen betrachtet werden. Themenbereiche
werden in Topic eingebunden.
Topic Topic ist eine skos:Collection, das heißt ihm können beliebig viele Con-
cepts als skos:member zugewiesen werden. Einem Thema werden Klassen, die
eine Einordnung in dieses Thema anregen, als skos:member hinzugefügt. Idea-
lerweise haben Themen eine oder mehrere Quellen (Source), in denen Infor-
mationen wie Datum, AutorIn, URI, Art der Quelle etc. vermerkt werden, um
besondere – beispielsweise zeitliche – Abfragen zu erlauben und Rückverfolgun-
gen zu ermöglichen.
Trendstage Trendstage erlaubt die Kategorisierung von trendrelevanten Fak-
toren in Trendstadien nach den in [15] definierten Kategorien.8 Durch diese Ka-
7Im Sinne der Metaontologie (siehe 2.4)
8Trendstadien: Trend creator, Trendsetter, Trendfollower, Mainstreamer, Conservative,
Anti-innovator. Die Kategorien early und late mainstream wurden in der Ontologie nicht
berücksichtigt da die Granularität für eine Trendontologie zu fein erachtet wurde.
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tegorisierung werden Abfragen nach trenderzeugenden oder trendbeendenden
Konzepten möglich oder auch gefilterte Abfragen ohne Mainstream Konzepte,
sodass sich trendverstärkende, trenderhaltende und trendschwächende Konzepte
extrahieren lassen. Dadurch ist eine genauere Einschätzung der Trendentwick-
lung möglich. Ein Beispiel aus dem Bereich des Börsenhandels sind die Ana-
lysten als Trendsetter, da sie es sind, die einen Trend unterstützen oder ihm
entgegenstehen.
Indication Indication wurde mit kleinen Veränderungen aus der Marktfor-
schungsontologie (siehe Kapitel 5.1) übernommen und spielt die Rolle des Adjek-
tivs. Die Elemente dieser Klasse zeigen Richtung (Indicator) und Kraft (Ampli-
fier) an. Durch Role kann, falls gewünscht, festgelegt werden, ob die Kraft oder
Richtung positiv oder negativ bewertet wird. Es kann sowohl Relationen der
Relational Klasse modifizieren als auch direkt mit einem Player in Verbindung
gesetzt werden und diesen beschreiben. Da auch Indication von skos:Concept
erbt, kann hier skos:related angewandt werden. Durch diese Architektur können
in domänenspezifischen Ontologien neue Unterklassen oder Instanzen je nach
Bedarf durch bereits definierte Bausteine wie Strong oder Up zusammengesetzt
werden, was die Anzahl benötigter neuer Klassen reduziert, die Einheitlichkeit
erhöht und automatisch die semantischen Beziehungen zwischen Indikatoren er-
hält.
Abbildung 2.5: Beispielhafter Aufbau einer semantischen Verkettung mit ska-
lierbaren Relationen dank Relational.owl
Relation Relation beschreibt Arten von Wirkungen auf gewisse Dinge. Hier
kann Impact, Relevance, Risk und Trust von Etwas für Etwas definiert werden.
Die Klassen in Relation können dabei als skalierbarer Mittler behandelt werden.
Durch die Einbindung von Relation.owl und die Benutzung von rel:scalableRela-
tion wird sichergestellt, dass Dreiecksverbindungen von direkten Verwandtschaf-
ten abgegrenzt werden und zudem es wird zudem angezeigt, dass diese Verbin-
dung in ihrem Informationsgehalt skalierbar ist wie in 2.5 veranschaulicht wird.
ValuePartition beinhaltet benutzerdefinierte Datentypen. In der Metaontologie
wird hier nur Keyword benutzt.
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Das Problem der Synonyme
In unseren natürlichen Sprachen sind viele Begriffe äquivalent. Sei es, dass sie aus
verschiedenen Sprachen kommen und dasselbe bedeuten, sei es, dass ein Begriff
eine Abkürzung ist oder auch, dass etwas mehrere Bezeichnungen hat. Diese
Synonyme müssen einander zugeordnet werden, wenn es darum geht, Texte zu
lesen und zu analysieren. Vielfach werden Synonyme als einzelne Klassen bzw.
Instanzen realisiert mit einer Relation, die ihre Gleichheit anzeigt.
Dies vergrößert jedoch die Trendontologie unnötig. Denn eine Klasse sollte
die Idee bzw. das Konzept von etwas darstellen, was bei Synonymen per Defini-
tion ein und das Selbe ist. Was sich unterscheidet sind die Namen der Konzepte
und als solche sollten sie auch behandelt werden. Namen werden in der Klas-
se Keyword behandelt. Diese ordnet jedem Konzept die sie identifizierenden
Namen zu. Ein Keyword kann durch alternativeKeyword beliebig viele Wörter
zugeordnet bekommen. Diese Wörter entsprechen den synonymen Benennungen
eines Konzeptes. Dadurch sind sowohl keine synonymen Klassen vorhanden, was
redundant wäre, als auch alle Synonyme in dem entsprechenden Keyword in ei-
ner Klasse zusammengefasst, sodass jedes Konzept genau eine Keyword -Instanz
benötigt; wobei es nicht zwingend auf nur eine beschränkt ist.
Relationen
Die von der Metaontologie verwendeten Relationen beschränken sich weitestge-
hend auf die von SKOS, OWL-Time sowie Relation.owl zur Verfügung gestell-
ten Relationen, denn diese sollen hauptsächlich benutzt werden. Die zusätzlich
entwickelten Relationen dienen den wenigen zwingend notwendigen Anforde-
rungen an Klassen, nämlich der Zuordnung von Keywords durch keyword und
den synonymen Begriffen durch alternativeKeyword sowie der Zuordnung ei-
nes Counters zur zählbaren Erfassung von Bindungen mittels countableRelated
und counter. Alle anderen Relationen – amplifies, indicates und role – sind für
den Fall, dass man Relationals oder Role modifizieren möchte, anstatt eine ver-
wandtschaftliche Verbindung darzustellen. Letztlich gibt es noch die Relation
specializes mit domain und range skos:ConceptScheme. Diese bietet die Möglich-
keit Ontologien in eine Hierarchie zu bringen und dadurch festzuhalten, welche
zu einer anderen passt.
2.2.4 Funktionalität
Die Metaontologie soll ermöglichen eine Menge von Texten zu parsen, die Ergeb-
nisse in der Ontologie festzuhalten und aussagekräftig auszuwerten. Die Ontolo-
gie sollte daher alle Zusammenhänge, die durchs Parsen zum Vorschein treten,
abspeichern können, sodass sich ein Netz aus Konzepten bildet, wobei die Plat-
zierung im Netz Aufschluss über den derzeitigen Zustand eines Konzeptes gibt.
Es bildet sich also semantische Felder aus, die Aufschluss über die thematische
Umgebung eines Konzeptes geben. Die Änderung dieser Umgebung innerhalb
eines Zeitraumes bildet eine thematische Änderung in diesem Zeitraum ab und
zeigt einen Trend an. Dieser Ansatz basiert auf der in 5.1 erwähnten Feldtheo-
rie. Hierzu werden mehrere gemeinsam benutzbare Funktionen zu Verfügung
gestellt. Zum einen werden unter Topic verschiedene Themenbereiche entweder
manuell oder maschinell erzeugt und ihnen entsprechende Konzeptmengen in
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Form von skos:Collection zugeordnet. Dadurch lässt sich ein Netz aus Themen
spannen und individuell nutzen. Weiterhin werden zahlenmäßige Bindungsstär-
ken durch countableRelated und semantische Bindungsstärken durch Indication
angewendet auf Relation ausgedrückt. Durch skos:related lassen sich einfache
Verwandtschaften modellieren und falls eine semantische Erkennung geschrie-
ben wird, die verschiedene Arten von Bindungen unterscheiden kann, können
diese durch Relational beschrieben werden.
Ein zentraler Faktor in der Trenderkennung ist die Zeit und darf nicht ver-
nachlässigt werden. Jeder Player ist eine TemporalEntity, wodurch Lifecycles
und andere zeitliche Perspektive mittels DurationDescriptions festgelegt wer-
den können. Dies kann dazu verwendet werden die Zeiträume von Trends oder
Faktoren, die einen Einfluss ausüben, anzuzeigen, aber auch um die Validitäts-
zeiträume von in Bedeutung oder Wirkung veränderlichen Konzepten zu defi-
nieren. Sei es bspw. um dieses Konzept dann zu löschen oder anzuzeigen, dass
es geprüft werden muss. Genügt dies nicht, kann in Unterklassen auf DateTi-
meInterval mit einer DateTimeDescription spezialisiert werden.
Wie die Ontologie letztlich benutzt wird und was die Beziehungen aussa-
gen, sollte auf der domänenspezifischen Ebene definiert werden. Mittels scala-
bleRelation bzw. rel:relationalThing werden Funktionalitäten zur statistischen
Beziehungssetzung, die in dieser Arbeit vorrangig benutzt wird, mittels Coun-
ter, sowie für semantische Beziehungen mittels bspw. Impact oder Relevance
zur Verfügung gestellt. Letztere können durch semantisches Tagging und die
Erkennung von Prädikaten durch Parsen automatisch extrahiert werden. Zu-
sätzlich existieren die Möglichkeiten von SKOS mittels skos:member Themen-
bereiche zu zu modellieren und mittels skos:related allgemeinere, weniger spezi-
fische oder manuell definierte Relationen darzustellen. All dies kann und soll bei
der Anwendung der Ontologie auf bestimmte Domänen durch Unterklassen für
die domänenspezifische Bedeutung spezifiziert werden. Dadurch wird ein anpas-
sungsfähiges und mächtiges Werkzeug zur automatischen Generierung von sehr
detaillierten semantischen Netzen zu Verfügung gestellt und nachfolgend die
Abfrage nach thematischer Einbettung, Kontext und Wirkung zwischen Kon-





Die Anwendung auf die Domäne Börsenhandel verdeutlicht die Funktionali-
tät der Metaontologie und bietet die Möglichkeit zur Evaluierung. Die Bör-
senontologie wurde mit einem Datensatz von Aktienanalysen aus den Jahren
2007/2008 von Yahoo gefüllt und anschließend getestet. Diese Analysen in deut-
scher Sprache betreffen nationale wie auch internationale Aktien, vorrangig von
in Deutschland und den USA ansässigen Unternehmen.
3.1 Anwendung für Aktienanalysen
Die in diesem Kapitel beschriebene Ontologie ist daher vorrangig auf Aktien aus
diesem Bereich und Analysen auf Deutsch ausgerichtet. 3.1 zeigt eine Übersicht
der Unterklassen von Grouping in der für den Börsenhandel spezialisierten On-
tologie. Auf Grund der zeitlichen Begrenzung der Arbeit musste ein einfaches
System für die thematische Extraktion der Daten gewählt werden. Um eine ein-
fache Verarbeitung zu gewährleisten und gleichzeitig Themen zu extrahieren,
die später als Themenfelder dargestellt werden, werden Dokumente manuell
definierten Themenbereich zugeordnet. Der passende Themenbereich wird in-
stanziiert und erkannte Konzepte durch skos:member der Instanz zugeordnet.
Dadurch lässt sich eine außerordentlich hoher Grad der Automatisierung errei-
chen, da nur Konzepte und Schlüsselwörter sowie einige wenige Themenbereiche
definiert werden müssen.
Dies funktioniert gut, da die Dokumente des Testkorpus zum einen verhält-
nismäßig kurz und beschränkt in ihrer thematischen Breite sind und da zum an-
deren in ihnen bereits Keywords extrahiert und entsprechend annotiert wurden.
Bei längeren Texten bietet sich eine Volltext-Extraktion mit einer „Thema in
Thema“ Zuordnung an, bei der Absätze oder Sätze zu Themen gruppiert wer-
den und die Menge der (Ab)Sätze einem Oberthema (Dokument) zugeordnet
werden. Durch die Einbettung der einzelnen Konzepte in die Themenstruktur
wird die Einschätzung der Analystinnen und Analysten, die die Analysen des
benutzten Datensatzes produzierten, bezüglich dieses Konzeptes sichtbar.
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3.1.1 Klassen
Abbildung 3.1: Klassen der
Boersen-Trendontologie
Um den Finanzmarkt betrachten zu kön-
nen, wird die Ontologie durch börsenrelevan-
te Konzepte erweitert. Dabei handelt es sich
vor allem um Firmen, deren Anteile an der
Börse gehandelt werden, sowie um handelba-
re Gegenstände. Weiterhin sind Kennzahlen
wie Umsatz, Zinssatz, Kurs u. A. relevant,
wie auch die Art des Konzerns (z.B. Zuliefe-
rer), die Art der Anlage – Aktie (Share), An-
leihe, handelbare Gegenstände (z.B Resour-
ce) und Werte (z.B. MoralValue). Kennzah-
len sind nichts weiter als spezifische Daten-
typen, die einem Konzern zugeordnet werden
und gehören als solche zur Klasse ValueParti-
tion. Alle anderen Klassen können an und für
sich Relevanz haben und gehören als solche
zur Klasse Player. Letztlich fehlen noch bör-
senspezifische Themenbereiche. Die Konzepte
Gold, Aktie, Insolvenz, Umsatz und Unter-
nehmen (Company) wurden aus der Finan-
zontologie (siehe Kapitel 5.1) übernommen,
jedoch nicht durch finanztechnische sondern
semantische Logik definiert.
3.1.2 Themenbereiche
Finanznachrichten wurden in sieben Teilgrup-
pen geteilt. Die Zuordnung von Dokumen-
ten zu den Themenklassen erfolgt einerseits
durch entsprechende Keywords die einen be-
treffenden Themenkomplex anzeigen, wie z.B.
bei Insolvenz oder Kursziel, und andererseits
durch die Zuordnung von Klassen zu Themen-
bereichen, wenn sie beim Vorkommen in ei-
nem Dokument auf diesen Themenbereich hinweisen. Durch skos:related wer-
den weiterhin Verbindungen zwischen Themen und Klassen angezeigt, ohne dass
die Klassen auf eine Einordnung auf dieses Thema hinweisen. Beispielwiese ist
BusinessVolume Konzern und Kennzahl durch skos:member zugeordnet worden,
weil zu einem Bericht über Unternehmenszahlen das Unternehmen und spezi-
fische Finanzzahlen gehört. Außerdem ist es auch durch skos:related verwandt
mit low_risk weil Umsatzmeldungen bzw. allgemein Zahlenwerte von Unter-
nehmen meist eindeutig sind, da sie berechnet werden können, und daher wenig
Risikopotenzial bergen. Nachstehend sind die sieben entwickelten Teilgruppen
aufgeführt.
• BusinessVolume: Informationen zur technischen Marktstellung von Kon-
zernen, also Umsatznachrichten, Quartalszahlen, Schulden usw.
– Themenbildende Klassen: Umsatz, Company
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• ConcernNews:Informationen zu Konzernen, die mehr inhaltlicher Natur
sind. Also bspw. Marktstellung, Kundenentwicklung, Aufsichtsratsände-
rung.
– Themenbildende Klassen: ConcernType, Company
• FinancialEvent: Für den Finanzmarkt relevant Ereignisse; Insolvenz,
Naturkatastrophen, Krieg
– Unterklassen: Insolvenz (Keyword: insolvenz), Uebernahme (Key-
word: uebernahme)
– Themenbildende Klassen: Location
• MarketNews: Allgemeine Marktberichte; Konjunkturschwäche, Markt-
stimmung, Krisen, Blasen.
– Themenbildende Klassen: Group, Political, Sentiment
• Recommendation: Anlageempfehlung
– Themenbildende Klassen: Analyst, Share, FinancialInstrument
• ShareNews: Allgemeine Nachrichten zu Aktien
– Themenbildende Klassen: Company, Share
• SharePriceChange: Spezifische Nachrichten zu Aktien mit Kurszielan-
gaben.
– Unterklasse: Kursziel
– Themenbildende Klassen: Share, Kurs
In diese Themen können Dokumente anhand von themenidentifizierenden
Keywords oder passenden Kombinationen von Konzepten innerhalb eines Do-





Eine Evaluation der Trendontologie kann einerseits durch den Vergleich der
letztendlichen Möglichkeiten mit anfangs erarbeiteten Anforderung und ande-
rerseits durch Vergleich mit Fakten geschehen.
4.1 Evaluierung hinsichtlich Kompetenzfragen
Es wurden Kompetenzfragen sowohl allgemeiner als auch finanzspezifischer Na-
tur definiert, die die Ontologie durch Benutzung des Programms beantworten
können soll. Beispielhaft werden nun einige dieser Fragen anhand von Ontologie-
abfragen mit Hilfe des Programms behandelt. Es ist zu beachten, dass zahlenba-
sierte Ergebnisse in der Praxis erst im Vergleich mit anderen Werten Signifikanz
gewinnen. Eine vollständige Auflistung der Kompetenzfragen mit entsprechen-
den Abfragen der Ontologie findet sich in Anhang A.6.
Wie relevant ist ein Konzept allgemein (Frage 9)?
Angenommen es stellt sich die Frage, wie sehr Deutschland thematisiert wird.
Die Abfrage der Ontologie nach diesem Konzept ergibt folgende Ausgabe1:











Der für diese Frage relevante Wert ist 9137, die absolute Häufigkeit des Vorkom-
mens von Deutschland. Wie bereits erwähnt, hat dieser Wert an und für sich
1Alle Ausgaben dieses Kapitels wurden auf ihre wesentlichen Bestandteile gekürzt.
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Es wird nun deutlich, dass Deutschland ein äußerst relevantes Konzept ist. Unter
Berücksichtigung des Testdatensatzes, der vorrangig Analysen deutscher Unter-
nehmen beinhaltet, ist dies kaum verwunderlich. Weiß man jedoch nicht, dass
dies der Fall ist, kann man es an der Ausgabe ablesen.
Wie relevant ist ein Konzept in einem speziellen Fall (Frage 10)?
Als Beispiel für diese Fragestellung wird nach der thematischen Relevanz von
Branchen je nach Land gefragt. Es wird eine prozentuale Ausgabe benutzt bei
der die spezifische Bindungszahl prozentual zur absoluten Bindungszahl des
Konzeptes angegeben werden, da diese den Anteil des Vorkommens pro Konzept
angeben. Diese Werte sind im Gegensatz zu absoluten Werten, deren Bedeutung
von der Gesamtzahl der Verbindungen abhängt, direkt vergleichbar. Es werden
Deutschland und die USA verglichen.





















Es lässt sich erkennen, dass Informationstechnologien und Dienstleister im
Hinblick auf die USA sehr viel häufiger thematisiert werden, wogegen in Zusam-
menhang mit Deutschland die Industrie und speziell Maschinenbau und Auto-
mobilherstellung relevante Themen sind.
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Wie ist die Bewertungslage einer Aktie (Frage 31)?

























Anhand der Anzahl an Indikatoren (kaufen/Strong_Up/Up, halten/_Neutral,
verkaufen/Down/ Strong_Down) kann eine Rangliste der Bewertungslage ver-
schiedener Unternehmen bzw. Aktien aufgestellt werden aus der sich die relative
Bewertungslage einer Aktie erschließt. Dies wird in 4.2 demonstriert. Die Auf-
stellung ergibt ein Bewertungsverhältnis von 37/3/2 für Novartis und 6/9/2 für
Porsche und ergibt eine Bewertung von 50,5 (Novartis) zu 2,95 (Porsche) auf
einer Skala von 0 (negativ) bis 100 (positiv).2
Wie ist die Bewertungslage einer Branche (Frage 32)?
Durch die Abfrage nach Branchen lassen sich ganze Wirtschaftsbereiche analy-
sieren.







2Es handelt sich um Indikatorverhältnisse nach dem Schema positiv/neutral/negativ. Die


























Einmal mehr zeigen die Indikatorverhältnisse von Industrie 138/106/0,Dienst-
leistern 662/362/0 und Banken 120/160/0 die Bewertungslage der betreffenden
Branchen an. Es ist zu erkennen, dass Dienstleister zur Zeit der Analysen in ei-
ner besseren Lage waren als die Industrie und Banken weit abgeschlagen sind.3
Wird mit einbezogen, dass Banken selbst Dienstleister sind wird die Diskrepanz
zwischen Dienstleistung und Bankensektor besonders auffällig. Eine solche Er-
kennung der Problembereiche kann wertvolle Hinweise bieten, in welche Bereiche
es lohnenswert ist zu investieren und besonders in welche nicht, geschieht au-
tomatisiert und kann als Zahl zu automatischen Berechnungen weiterverwendet
werden.
Exkurs: Erweiterung der thematischen Umgebung
Dank der Einbettung in das semantische Feld kann die betrachtete thematische
Umgebung eines Konzeptes erweitert werden.
Normale Abfrage:

























Während die Schweiz in erster Ebene thematisch hauptsächlich vom Pharma-
konzern Norvartis definiert ist die weiterreichende thematische Ausrichtung der
Schweiz über vier Ebenen weit mehr von internationalen Beziehungen geprägt.
Durch den starken Abfall von kaufen-Indikatoren bei erweiterter Themenfeld-
betrachtung und die Betrachtung der Indikatoren von Novartis (Frage 31) lässt
sich außerdem feststellen, dass die überdurchschnittlich hohe Zahl dieser Indi-
katoren hauptsächlich auf Novartis zurückzuführen ist und nicht unbedingt dem
Marktklima der Schweiz entspricht.
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4.2 Vergleich von Prognose und Kursentwicklung
Der eingelesene Dokumentencorpus umfasst über 5000 Aktienanalysen des Zeit-
raumes Frühjahr 2007 bis Frühjahr 2008. Es können daher beispielhafte Pro-
gnosen erstellt werden und diese anschließend mit den tatsächlichen Kursent-
wicklungen bis 7/2011 verglichen werden. Die Ontologie ist auf einem Infor-
mationsstand, wie er schon im Frühjahr 2008 möglich gewesen wäre. Auf Basis
dieses Standes wird eine Aktienauswahl gewählt und die Kursentwicklung dieser
Aktien beobachtet. In Anhang C findet sich eine Übersicht von 21 Aktien mit
der Ontologie entnommenen Trendindikatoren, der prozentualen Kursentwick-
lung, sowie aus den Empfehlungen errechneten Kennzahlen. Die Aktien wurden
nach der Häufigkeit ihres Vorkommens in der Ontologie ausgewählt. Es sind also
diejenigen, die im Dokumentencorpus am häufigsten thematisiert werden.
4.2.1 Auswahl der Indikatoren
Die betrachteten Indikatoren gliedern sich in drei Gruppen: positiv, negativ und
neutral. Dies entspricht der Zuordnung der Role-Klasse der Metaontologie. Die
jeweils zu derselben Gruppe gehörenden Indikatoren werden gewichtet addiert,
um das Gewicht der jeweiligen Gruppe je Aktie zu bestimmen. Die Gewich-
tung nimmt für klare Indikatoren, d.h. Erwähnungen von bspw. kaufen und
overweight, eins an und für schwache oder mehrdeutige Indikatoren 0,5.
• Positive Indikatoren
– kaufen(Keywords: kaufen, buy), Gewichtung: 1
– Strong_Up (Keywords: overweight, overperform), Gewichtung: 1
– Up (Keywods: hoch, über, up), Gewichtung: 0,5
• Neutrale Indikatoren
– halten (Keywords: halten, hold), Gewichtung: 1
– neutral (Keywords: neutral, durchschnitt), Gewichtung: 0,5
• Negative Indikatoren
– verkaufen (Keywords: verkaufen, sell), Gewichtung: 1
– Strong_Down (Keywords: underperform, underweight), Gewichtung:
1
– Down (Keywords: unter, runter, down) , Gewichtung: 0,5
4.2.2 Berechnung der Kennzahlen
Die Kennzahlen sind so ausgelegt, dass sie groß sind, wenn die Empfehlungslage
gut ist. Es wurden zwei Kennzahlen erstellt.
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Quant1 Die erste Kennzahl benutzt das Verhältnis aus positiv/neutralen In-




Der Faktor von zwei hinsichtlich negativer Indikatoren erschließt sich aus der
Verlustaversionskennzahl von 2,5; sie wurde auf zwei reduziert, da kein unmit-
telbarer Verlust auftritt.[11] Der Divisor von vier der neutralen Indikatoren zeigt
an, wie gut neutrale Indikatoren im Vergleich zu positiven gewertet werden, und
wird sich je nach Markthaltung ändern.4
Quant2 Quant1 berücksichtigt allerdings nicht direkt Verhältnisse zwischen
positiven und neutralen Indikatoren, weshalb sie bei einer großen Zahl an neu-
tralen und wenigen positiven Indikatoren unverhältnismäßig gute Ergebnisse
liefert. Dies wird in der zweiten Kennzahl kompensiert:








Diese Kennzahl basiert hauptsächlich auf den Verhältnissen zwischen posi-
tiven und anderen Indikatoren. Der hohe Faktor von vier bei den Verhältnissen
wie auch der erhöhte Divisor von neutral legt das Augenmerk auf diese Verhält-
nisse. Der Negativ-Faktor wurde erhöht, um das häufigere Auftreten von positiv
im Zähler zu kompensieren.
Quant3 Da Quant 2 bei einer großen Menge von neutralen Indikatoren unver-
hältnismäßig klein wird, werden Quant 1 und Quant 2 kombiniert, wobei Quant
2 vierfach so stark gewichtet wurde wie Quant 1, da letztere bei durchschnitt-
lichen Werten unverhältnismäßig größer ist als Quant 2 und ohne Reduzierung








Wie schon in Abschnitt 4.1 angesprochen, gewinnen die der Ontologie ent-
nommenen Daten, sofern es sich wie in dieser Arbeit um eine quantitative Ana-
lyse handelt, erst in Relation zueinander an Bedeutung. Daher lag auch eine
Normierung auf den aktuellen Maximalwert der Aktienbewertung nahe, der sich
bei Änderung des Ontologiezustandes mit verändert.
4.2.3 Vergleich der Kursentwicklung
Es wird ein Korb der laut Kennzahlen besten Aktienwerte (höchste Werte hin-
sichtlich Quant 3) ausgewählt und damit prognostiziert, dass sich die ausgewähl-
ten Werte in den Folgejahren der Analysen5 überdurchschnittlich entwickeln.
4Dieser Faktor basiert auf persönlicher Einschätzung anhand der Stimmungslage des Ana-
lysenzeitraumes. Er war geprägt vom Ausklingen einer langen euphorischen Stimmungslage
und dem Platzen der Investmentblase, was bedeutende negative Einschläge verursachte. Je
euphorischer die Markthaltung ist, desto geringer sind neutrale Indikatoren zu bewerten.
5Der Dokumentenkorpus besteht aus Analysen der Jahre 2007/2008. Der betrachtete Zeit-
raum ist 7/2007 - 7/2011.
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Abbildung 4.1: Wertentwicklung der Aktien nach Quant3 in 5er-Gruppen sor-
tiert und Vergleich mit üblichen Indizes im Zeitraum 7/2007 - 7/2011.
Dieser wird mit der durchschnittlichen Kursentwicklung aller 21 Aktien6 sowie
der in den letzten vier Jahren (7/2007 - 7/2011) real besten (höchster Kurs-
gewinn) Aktien verglichen. Dabei werden einmal die besten fünf und einmal
die besten acht Aktien verglichen. Dadurch wird einerseits genügend Spielraum
gewährleistet, um von dem Durchschnitt deutlich abweichende Ergebnisse zu
erhalten und andererseits ist die Menge genügend groß, um Zufallstreffer zu
vermeiden. Eine Aufstellung der Aktien nach realer vier-Jahres-Performance im
Vergleich zur Bewertung durch die Kennzahlen findet sich in Anhang C. Durch
die Auswahl wurde in 70% der Fälle eine Genauigkeit von 80% oder mehr er-
reicht und bei weiteren 10% lag die Abweichung unter einem drittel.
Abbildung 4.1 zeigt die Wertentwicklung der Aktienauswahl des Testcopus
gruppiert hinsichtlich ihrer Bewertung und Abbildung 4.2 zeigt sie im Vergleich
zu der retrospektiv besten Auswahl. Der Kursgewinn der Auswahl von acht Ak-
tien lag in dem betrachteten Zeitraum 45% über dem des Durchschnitts und 9%
unter der Performance der real acht besten Aktien. Durch eine kleinere Auswahl
erhöht sich das Gewinnpotenzial, allerdings auch das Risiko einer unterdurch-
schnittlich abschneidenden Auswahl. Die Aktien der Auswahl der nach Quant 3
besten fünf Werte stehen in der Rangliste der vier-Jahres-Performance auf Rang
2, 6, 4, 1 und 10 in dieser Reihenfolge. Der Kursgewinn dieser Auswahl lag in
vier Jahren 61% über der durchschnittlichen Entwicklung und 12% unter dem
Kursgewinn der real besten fünf Aktien.
Es wäre also durch die ontologiegestützten Auswahl innerhalb von vier Jah-
ren eine 45% bzw. 61% höhere Performance erzielt worden, als durch den gleich-
mäßigen Kauf aller Werte, die den Durchschnitt abbilden. Gleichzeitig liegt die
erreichte Performance 9% bis 12% unter der bei den betrachteten Werten ma-
ximal möglichen. Die Werte wurden gerundet. Die exakten Werte und ihre Her-
kunft sind Anhang C zu entnehmen. Auffällig wird bei einem Vergleich der
Aktienperformance und ontologiegestützter Bewertung, dass Bankenwerte im
6Es wurden die im Corpus in signifikanter Häufigkeit vorkommenden Aktien gewählt, d.h.
mindestens fünfzehn Erwähnung in Verbindung mit Instanzen von Indication
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Abbildung 4.2: Wertentwicklung der Aktien im Vergleich hinsichtlich durch-
schnittlicher Entwicklung, Entwicklung der besten nach Ranking und Entwick-
lung der real besten Aktien.
Vergleich zur Bewertungslage relativ schlecht abschnitten. Wie in Abschnitt 4.1
bei Frage 32 gezeigt, ließ sich das schlechte Abschneiden des Bankensektors
durch eine Ontologieabfrage nach Branchen erkennen. Diese Erkenntnis ist in
das Ranking der Aktien nicht mit eingeflossen und hätte das Ergebnis noch
weiter verbessern können.
Abbildung 4.3: Anwendung der Auswahlmethodik auf einen 2. Dokumentenkor-
pus. Darstellung der Wertentwicklung im Zeitraum 7/2007 - 7/2011.
Die Anwendung der Auswahlmethodik mittels Quant3 auf einen weiteren
Corpus führte zu ähnlich guten Ergebnissen wie in Abbildung 4.3 erkennbar
ist. Der dort benutzte Testcorpus war mit 14000 Dokumenten deutlich größer
und umfasste eine größere Bandbreite an Dokumenten. Während der erste Da-
tensatz ausschließlich aus professionellen Analysen hinsichtlich gewisser Unter-
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nehmen sowie Unternehmens- oder wenigstens Branchenspezifischer Nachrich-





Die Vorteile von automatischen Trenderkennungsverfahren wurden bereits ein-
gangs in 1 und 1.2 beschrieben. Von höheren Gewinnspannen durch bessere
Vermarktungsstrategien über Verhaltensdaten für die Sozialforschung bis hin
zum politischen Entscheidungshelfer sind die Möglichkeiten weitreichend. Of-
fen blieb bisher die Betrachtung der Möglichkeiten wie auch der Probleme von
Trendontologien.
5.1 Möglichkeiten
Einer der grundlegenden Vorteile von Trendontologien sind ihre vielfältigen An-
wendungsmöglichkeiten und vielseitigen Implementierungen. Durch die Tren-
dontologie können nicht nur Trends aus Dokumenten extrahiert, sondern im
Fall des Börsenhandels auch fundamentale Kenndaten direkt in Verbindung mit
ihren Konzepten gespeichert werden. Hierdurch lassen sich zum Beispiel kombi-
nierte Abfragen nach Themenfeldausrichtung, Präsenz im öffentlichen Diskurs,
sowie Kennzahlen wie z.B. das KGV1 realisieren. Dadurch lassen sich prinzipiell
die Datenbanken für Kennzahlen in die Trendontologie integrieren. Die Zuord-
nung von Wörtern zu Konzepten und das hierarchische und assoziative Netz der
Ontologie Definition ermöglicht weiterhin:
• Filtern nach verschiedenen Konzepten: Länder, Firmen, Gruppen, Partei-
en.
• Einordnung in Themenbereiche. Sortierung und Abfrage in bestimmten
Bereichen ist möglich. Ausgabe kann anzeigen, welche Themenbereiche vor
allem im Diskurs auftreten. Es muss nicht bekannt sein, was untersucht
wird, siehe 4.1
• Bei Nutzung in verschiedenen Domänen gleichzeitig können diese differen-
ziert betrachtet werden, ohne dass ihre Stellung zueinander vernachlässigt
wird. Manuelle Definition von Verwandtschaften, Wirkungen etc. ist mög-
lich, siehe 2.2
• Implementierung von Ähnlichkeiten verschiedener Konzepte in verschie-
denen Domänen. Siehe Beispiel zu Indication in 2.2
1Kurs-Gewinn-Verhältnis
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• Großes ungenutztes Potenzial durch die Möglichkeit von verbesserten se-
mantischen Analysen. Je mehr Semantik erkannt wird, desto mehr kann
die Ontologie speichern und bei der Ausgabe verwertet werden.
Im Gegensatz zu statistischen Analysen sind Trendontologien noch weitest-
gehend unerforscht und stehen am Anfang ihrer Entwicklung. Allgemein ist –
wie bereits eingangs erwähnt – die maschinelle Trenderkennung ein junges The-
ma, dessen Potenzial noch nicht ausgeschöpft wird.
5.2 Probleme
Die Nachteile von Trendontologie liegen in den hohen Anforderungen an Onto-
logie und Textanalyse, die für aussagekräftige Aussagen nötig sind. Während ihr
Nutzen ebenso wie ihre Vielseitigkeit potentiell äußerst groß sind, muss viel Ar-
beit investiert werden, um die Möglichkeiten von Trendontologien auszuschöp-
fen. Für einen bestimmten Anwendungsbereich eine einfache Trendontologie zu
erstellen ist kein großes Problem. Um allerdings die Möglichkeiten von domänen-
übergreifenden Abfragen mit guten automatischen Textanalysen zu verbinden,
wird nicht nur eine Trendontologie benötigt, sondern eine Metaontologie mit
einer Vielzahl von domänenspezifischen und ggf. anwendungsspezifischen On-
tologien. Diese Ontologien sollen gemeinsam nutzbar und in ihren Ergebnissen
vergleichbar sein um interdisziplinäre Aussagen zu bearbeiten und interdiszi-
plinäre Ergebnisse zu erhalten. Um Dokumente in die Ontologie zu integrieren
müssen mindestens Keywords identifiziert und implementiert bzw. automatische
Extraktionen und Zuordnungen von Keywords zu Konzepten erstellt werden.
Beides wird in vielen Fällen domänenspezifisch zu handhaben sein. Selbiges gilt
für weiterführende semantische Analysemethoden wie die Erkennung von Ak-
tionen und Auswirkungen auf Konzepte und Stimmungslage. Weiterhin werden
äußerst große Datenmengen benötigt, sodass der Rechenaufwand nicht uner-
heblich ist. Da das Einbetten von Konzepten in Themen und die aufgespannten
Themenfelder dadurch Ergebnisse liefern, dass sich wichtige Muster herauskri-
stallisieren, braucht man sehr viele Daten um zufällige Zusammenhänge und
falsche Interpretationen zu verhindern.
5.3 Fazit
Die Semantic Field Theory bietet die Möglichkeit mit einfachen Methoden kom-
plexe Strukturen und Zusammenhänge darzustellen. Die Metaontologie produ-
ziert mit Hilfe dieser Theorie ein Netz der thematischen Einbettung und stellt
dafür viele verschiedene Möglichkeiten der Einbindung in Themenfelder bereit,
ohne diese zu erzwingen. Damit unterstützt die Metaontologie komplexe und de-
taillierte Verbindungen zur Auswertung detaillierter Beziehungen, ebenso eine
einfache thematische Einbettung mit simplen Methoden. Durch Eingliederung
der einschlägig bekannten Ontologien SKOS und OWL-Time in die Metaon-
tologie steht diese auf einer breiten Basis und genügt den Anforderungen von
Einfachheit, Kompatibilität und Erweiterbarkeit. Die Evaluation anhand von
Kompetenzfragen ist erfolgreich verlaufen (siehe 4.1). Die Metaontologie stellt
die Möglichkeit der Beantwortung aller Fragen zur Verfügung (siehe Anhang
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B). Der nächste Schritt der Evaluierung ist ein Vergleich mit statistischen Da-
ten über dem Textkorpus. Die Möglichkeiten von Trendontologien sind groß,
die Anforderungen an Textanalyse und Ontologie, und der Zeit- und Kosten-
aufwand allerdings auch. Trendontologien bieten bisher in der Trenderkennung
unbekannte Möglichkeiten, Merkmale verschiedener Bereiche zu verknüpfen und
ihre gemeinsame Wirkungsweise automatisch zu analysieren. Um das volle Po-
tenzial von Trendontologien nutzen zu können, wird, wie in 5.2 erwähnt, eine
ganze Reihe von spezialisierten Ontologien benötigt, die mit der Metaontologie
und damit miteinander kompatibel sind. Hierdurch können simple Abfragen mit
einem hohen Variantenreichtum und vielseitigen Spezialisierungsmöglichkeiten
realisiert werden.
Hochspezialisierte Trendontologien für eingeschränkte Anwendungsbereiche,
wie die in 3 besprochene Ontologie, können dagegen auf Grund ihres hohen Au-
tomatisierungsgrades mit relativ geringem Aufwand erstellt und genutzt werden
und ermöglichen in diesem Bereich die Erstellung von präzisen Prognosen (siehe
4.2). Arbeitsbedarf besteht unter anderem in der maschinell gestützten Entwick-
lung von domänenspezifischen Trendontologien, um die Entwicklung wie auch
den Angliederungsprozess von spezialisierten Ontologien zu beschleunigen und
zu vereinfachen. Eine eingehendere Untersuchung der praktischen Möglichkeiten
von Trendontologien und ihres Mehrwertes wie auch ihrer Nachteile gegenüber
anderen Trenderkennungsverfahren ist zur Abschätzung des Kosten-Nutzen-
Verhältnisses wünschenswert. Weiterhin würde eine Zusammenarbeit mit oder
Eingliederungen von Textanalyseverfahren wie z.B. Open Calais2 den potenzi-
ellen Informationsgehalt signifikant erhöhen. Automatisierte Bewertungsmuster
zur Einordnung von Konzepten in Bewertungskategorien bezüglich bestimmter
Themen oder Domänen bergen das Potenzial der direkten Abfrage von positiven
oder negativen Einflüssen hinsichtlich eines Themas. Letztlich bleibt die Frage
nach Rechenaufwand und Speichereffizienz.
Es besteht noch erheblicher Forschungsbedarf im Bereich der automatischen
Trenderkennung, was sich unter anderem an den in letzter Zeit häufiger erschei-
nenden Publikationen erkennen lässt. Besonders die ontologiegestützte Trender-
kennung ist ein weitestgehend unerforschtes Feld, dessen immenses Potenzial
bisher noch nicht genutzt werden kann. Wie eingangs dargestellt sind die Ein-
satzbereiche von Trendontologie reichen von Themen der Wirtschaft über Politik
bis hin zu gesellschaftlichen Fragen und beantworten Fragen zu Meinungen, Ri-
siken, Potenzialen, Entwicklungen und Defiziten und Vielem mehr. Gleichzeitig
können Trendontologien äußerst individuell spezialisiert und eingesetzt werden,
ohne ihre ursprüngliche Allgemeingültigkeit zu verlieren. Diese Möglichkeiten
sollten nicht ungenutzt bleiben.
Der Report ergibt sich aus der Bachelorarbeit zum Thema ”Ontologien für
wissensbasierte Trenderkennung” an der Freien Universität Berlin von Lars Wiß-
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Das Ziel der Trendontologie ist eine standardisierte Basis zur (textbasierten)
Trenderkennung. Die Ontologie soll allgemein die automatische Trenderkennung
auf Texten (im Web) unterstützen. Ein Trend in Texten ist ein aufkommendes
Thema, dessen Relevanz und Einfluss sich in einer bestimmten Zeitspanne ver-
ändert.
A.2 Anwendungsbereich
Es soll ein gemeinsames Wissensmodel der textbasierten Trenderkennung ge-
schaffen werden, dass unabhängig von Domänen und Zeitparametern valide ist.
Domänenspezifisches Wissen soll einfach in das allgemeine Modell eingebunden
werden können.
A.3 Grad der Formalisierung
Die Formalisierung der Ontologie sollte so gering wie möglich sein, um einen
möglichst großen Freiraum für Entwickler von zu integrierenden Ontologien zu
lassen, wobei genug Formalität gewahrt sein muss, um als standardisierende
Basis fungieren zu können. SKOS-Kompatibilität ist das bevorzugte Level der
Formalisierung. Weiterhin werd für die Realisierung themenfeldorientierter On-
tologien Klassen als Instanzen angesehen werden, was nur in OWL Full möglich
ist.
A.4 Zielgruppen
• Direkte Nutzung (alleinstehend):
– Ontologiedesigner, die die Ontologie als Basis für eigene domänen-
spezifische Trendontologien benutzen.
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– Ontologiedesigner, die verschiedene domänenspezifische Trendonto-
logien gemeinsam benutzen möchte und dafür eine standardisierte
Basis benötigen.
• Indirekte Nutzung (in Verbindung mit domänenspezifischen Ontologien):
– Kommerzielle Nutzung im Bereich der Trenderkennung, in dem durch
maschinelle Textanalyseverfahren eine Aussage über zukünftige Be-
wegungen eines Themas getroffen und Trendontologien zur Verbes-
serung des Ergebnisses eingesetzt werden.
– Trendforscher, die auf Basis von erkannten Trends die Ergebnisse eva-
luieren und Techniken der Trenderkennung verbessern.) (Eingeklam-
mert, da diese Nutzungsform nicht zur zentralen Aufgabe gehört. Es
geht hier um die Idee den Trend selbst in der Ontologie zu definieren
und alte Trends zu speichern und zu evaluieren.
A.5 Vorgesehene Nutzung
• Richtlinie zur Entwicklung von Trendontologien, sodass diese später aus-
tauschbar oder auch gemeinsam benutzt werden können.
• Basis zur Integration verschiedener Trendontologien.
• In Kombination mit domänenspezifischen Ontologien:
– Wissensbasis zur Verbesserung und Vereinfachung der textbasierten
automatischen Trenderkennung.
– Wissensbasis zur statistischen und logischen Evaluierung des Systems.
A.6 Kompetenzfragen
Trend
1 Welche Konzepte sind relevant für einen Trend?
2 In welche Richtung geht der Trend (wichtiger/unwichtiger)?
3 Wie stark ist der Trend?
4 Was sind die Auswirkungen des Trends?
5 Auf welche Konzepte wirkt der Trend?
6 Wann ist der Trend?
7 Wie lang ist der Trend?
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Konzept
8 Welche Konzeptidentifier (keywords) werden für bestimmte Konzepte in
bestimmten Domänen verwendet?
9 Wie relevant ist ein Konzept allgemein?
10 Wie relevant ist ein Konzept in einem speziellen Fall?
11 Beeinflusst ein Konzept den Trend positiv oder negativ?
12 Welche Konzepte wirken auf einander?
13 Welche Konzepte sind verwandt?
14 Welche Konzepte können unter einem gemeinsamen Oberbegriff (Gruppe)
zusammengefasst werden?
15 Welche Konzeptidentifier (keywords) sind Synonym?
16 ... sind Abkürzungen?
Stimmung
17 Wie wirkt sich ein Ereignis auf die Stimmung interessierter Personen aus?
18 Wie wirkt sich eine Stimmung auf einen Trend aus?
Zeit
19 Wie ist die zeitliche Perspektive (Lifecycle)?
Sicherheit/Vertrauen
20 Wie gesichert ist eine Aussage? <–> Wieviel Risiko birgt sie?
21 Wieviel Vertrauen wird in die Quelle gesetzt?
Interesse/Relevanz
22 Wie groß ist das öffentliche Interesse am Thema (wie viel wird es disku-
tiert)?
Finanzsektor (in A.7 nicht enthalten)
23 Beeinflusst ein Ereignis einen Aktienindex positiv (steigt) oder negativ?
24 Wie relevant ist die Bewegung des Indexes für die Auswirkung des Ereig-
nisses auf die Weltwirtschaft?
25 Welche Menschengruppen werden vom Ereignis beeinflusst?
26 Welche Branchen verlieren durch das Ereignis, welche gewinnen?
27 Welche Konzerne gehören zu diesen Gruppen?
28 In welchem Index sind sie vertreten?
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29 Beeinflusst das Konzernergebnis den Aktienkurs?
30 Gibt es eine Finanzblase oder sind die Strategien vorsichtig?
31 Wie ist die Bewertungslage eine Aktie?
32 Wie ist die Bewertungslage einer Branche?
A.7 Glossar der Begriffe



















Aussagekraft Source impact Player 1
Vertrauen Trauen 2






Die folgende Tabelle stellt die Kompetenzfragen dar und durch welche Abfragen
die Antworten für diese Fragen abgelesen werden können. Die letzte Spalte stellt
die Antwort da. Die Aufstellung ist vergleichbar mit eine SPARQL-Abfrage1; die
zweite Spalte korrespondiert mit der Abfrage (Where-Clause), die letzte Spalte
beinhaltet das, was ausgeben und betrachtet wird (Select-Clause).
Kompetenzfrage Abfrage nach.. Indikator für Antwort
1 Welche Konzepte sind re-




Konzepte, die in dem
Zeitraum häufig vorkom-
men
2 In welche Richtung be-
















ter Konzepte und nachfol-
gende Änderung















(keywords) werden für be-















10 Wie relevant ist ein Kon-







11 Beeinflusst ein Konzept





















15 Welche keywords sind
Synonym
keyword alternativeKeyword
16 ..sind Abkürzungen s.o. s.o.
17 Wie wirkt sich ein Ereig-





18 Was bewirkt die Stim-






19 Wie ist die zeitliche Per-
spective
Player Lifecycle
20 Wie gesichert ist die Aus-
sage
Source Risk
21 Wieviel Vertrauen wird in
die Quelle gesetzt?
Source Trust
22 Wie groß ist das öffentli-
che Interesse am Thema
(wie viel wird es disku-
tiert)?
Topic Anzahl an Verbindungen
(countable Related)
23 Beeinflusst ein Ereignis
einen Aktienindex positiv
(steigt) oder negativ?
Incident Index + Role
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24 Wie relevant ist die Bewe-
gung des Indexes für die
Auswirkung des Ereignis-









werden vom Ereignis be-
einflusst?
Incident Häufig auftretende Grup-
pen
26 Welche Branchen verlieren





27 Welche Konzerne gehören
zu diesen Gruppen?
Branch/Country Company
28 In welchem Index sind sie
vertreten?
Company Index







30 Gibt es eine Finanzblase







31 Wie ist die Bewertungsla-
ge einer Aktie
Company Verhältnis der Indikato-
ren
32 Wie ist die Bewertungsla-
ge einer Branche






Die nachfolgende Tabelle stellt kompakt die Daten dar, auf deren Basis die
Ranking-Berechnung der Aktien in Abschnitt 4.2 vorgenommen wurden. Die
Spalten ”Positiv”, ”Neutral” und ”Negativ” geben die Häufigkeit der der Onto-
logie entnommenen Indikatoren an. Die Zuordnung erfolgte nach dem in 4.2
vorgestellten Schema auf Basis des 1. Datensatzes. Die Indikator-Werte wurden
mit Eins initialisiert um Divisionen durch Null zu vermeiden. Die Kurswerte
sind www.comdirect.de entnommen und wurden gerundet. Die hinteren Spalten
geben dass Ergebnis der Quant-Berechnung nach 4.2 an, wobei die normierten
Spalten in Prozent des höchsten vorgekommenenWertes angegeben werden. Die
Tabelle ist nach der realen Wertentwicklung über vier Jahre sortiert.
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