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Abstract—For multi-user multiple-input and multiple-output
(MIMO) wireless communications in orthogonal frequency di-
vision multiplexing systems, we propose a MIMO precoding
scheme providing a desired peak-to-average power ratio (PAR) at
the minimum cost that is defined as received SNR degradation.
By taking advantage of the concentration of measure [1], [2],
we formulate a convex problem with constraint on the desired
PAR. Consequently, the proposed scheme almost exactly achieves
the desired PAR on average, and asymptotically attains the
desired PAR at the 10−3 point of its complementary cumulative
distribution function, as the number of subcarriers increases.
Index Terms—Multi-user, MIMO, OFDM, PAR, PAPR, convex,
concentration of measure.
I. INTRODUCTION
MULTIPLE-INPUT MULTIPLE-OUTPUT (MIMO) andorthogonal frequency division multiplexing (OFDM)
have been regarded as key technologies for wireless communi-
cation systems to boost the network capacity. Regretfully, the
OFDM has a fundamental drawback of high peak-to-average
power ratio (PAR) [3] that can be further aggravated by MIMO
precoding techniques [4], and it may ultimately result in the
use of linear power amplifiers in spite of their high cost [5].
Under this practical challenge, the authors of [6] and [7]
effectively used redundant spatial dimensions to considerably
reduce the PAR, while providing the inherent MIMO precod-
ing gain for the multi-user (MU) multiple-input single-output
and the single-user MIMO, respectively.
In this paper, we propose a MU-MIMO precoding scheme
for OFDM system that can achieve a desired PAR performance
at the minimum cost by utilizing the redundant spatial dimen-
sions. The cost is defined as the received SNR degradations,
compared to those of SNRs that would have been obtained by
the original block diagonalization (BD) scheme [8], [9].
For this purpose, we modify the BD precoding matrix with
the introduction of design parameters for the beamforming
and cost control, and formulate their relation as a quadratic
over linear expression motivated by an ellipsoid constraint in
[7]. By taking advantage of the concentration of measure [1],
[2], meaning that most of the volume of a high dimensional
convex body are concentrated near its boundary, we clarify that
the average power consumption hardly changes with respect
to the design parameters. Then it offers an opportunity for an
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accurate approximation of the PAR measure, which is reflected
in a convex constraint to guarantee the desired PAR.
The volume concentration phenomenon is intensified as
the number of subcarriers (K) increases, which makes the
approximated PAR more accurate. As a consequence, the
proposed scheme almost exactly achieves the desired PAR
on average, and asymptotically attains the desired PAR at
the 10−3 point of its complementary cumulative distribution
function (CCDF), as K increases.1
II. SYSTEM MODEL AND PRELIMINARIES
In this section, we state the system model and the related
studies. Consider the MU-MIMO OFDM system depicted in
Fig. 1, where a transmitter and each user are equipped with
M and N antennas respectively, where (J − 1)N < M for
J ≥ 2 and N ≤ M for J = 1. The transmitter wishes to
send a signal vector s[j]k ∈ Cdj to the jth user through the kth
subcarrier for j ∈ [1 : J ] and k ∈ [1 : K], where s[j]k consists
of dj data streams drawn from a discrete constellation set A,
and dΣ =
∑J
j=1 dj ≤M .
Let H[j]k ∈ CN×M , F[j]k ∈ CM×dj , R[j]k ∈ Cdj×N and
w
[j]
k ∈ CN respectively denote the channel matrix composed
of i.i.d. complex coefficients, the precoding matrix, the re-
ceiving filter and the additive noise that follows circularly
symmetric complex Gaussian CN (0, σ2I) for all j ∈ [1 : J ]
and k ∈ [1 : K]. We assume that the transmitter completely
knows {H[j]k }k∈[1:K],j∈[1:J]. Then the received signal vector
of the jth user, denoted by y[j]k ∈ Cdj , is given by
y
[j]
k =
∑J
l=1
R
[j]
k H
[j]
k F
[l]
k s
[l]
k +R
[j]
k w
[j]
k (1)
for all k ∈ [1 : K] and j ∈ [1 : J ].
Let us denote sk = [s[1],Tk , . . . , s
[J],T
k ]
T ∈ CdΣ×1, Fk =
[F
[1]
k , . . . ,F
[J]
k ] ∈ CM×dΣ and xk = Fksk where E[sksHk ] =
Ps
dΣ
IdΣ for all k ∈ [1 : K], and define s = [sT1 , . . . , sTK ]T ∈
CKdΣ , F = blkdiag(F1, . . . ,FK) ∈ CMK×KdΣ and x =
[xT1 , . . . ,x
T
K ]
T ∈ CMK×1, where E[ssH ] = Ps
dΣ
IKdΣ and
E[‖x‖2] ≤ KPs. All elements in x are distributed to the M
transmission antennas through an one-to-one mapping matrix
1Throughout this paper, N,R,R+ and C denote the sets of natural numbers,
real numbers, positive real numbers and complex numbers, respectively. For
n ∈ N, denote [1 : n] = {1, ..., n − 1, n}. For a set of matrices {Ak},
blkdiag(A1, ...,An) and N (Ak) respectively denote the block diagonal
matrix composed of {Ak} and a set of basis vectors on the null space of Ak
except for zero vector.
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Fig. 1. Multi-user MIMO OFDM system.
Φ ∈ RMK×MK in the reordering block of Fig. 1. This process
is also given by [6] and is represented as
[x(1),T , . . . ,x(M),T ]
T
= Φ[xT1 , . . . ,x
T
K ]
T
, (2)
where x(i) is the signal vector transmitted by the ith antenna,
and Φ is one of the permutation matrices, where their rows
are composed of standard basis vectors of R1×MK .
Let x˜(i) = Qix(i) be time-domain signals transmitted
by the ith antenna, where Qi is the K-point inverse dis-
crete Fourier transform (IDFT) matrix. We define Q =
blkdiag(Q1, . . . ,QM ), and assume that the channel tap length
is always shorter than the cyclic prefix length.
Then the PAR of the ith transmission antenna is defined as
PAR(i) = K‖x˜(i)‖2∞
/
‖x˜(i)‖2 (3)
for all i ∈ [1 : M ]. Even if Φ can be regarded as a design
parameter, we consider a simplified model by assuming Φ = I
similar to [6]. Let us define a relaxed PAR measure in terms
of a single linear system with regard to x ∈ CMK as
PARL =
‖x˜‖2∞
‖x˜‖2 1
MK
=
‖Qx‖2∞
‖Qx‖2 1
MK
, (4)
where x˜ = Qx, and (4) is also given by [6], [7].
As a preliminary to this paper, we briefly introduce the BD
precoding scheme in the following remark [8], [9].
Remark 1 (original BD scheme): For j ∈ [1 : J ] and k ∈
[1 : K] where J ≥ 2, let us define H[j]k ∈ C(J−1)N×M as
H
[j]
k =
[
H
[1],T
k , . . . ,H
[j−1],T
k ,H
[j+1],T
k , . . . ,H
[J],T
k
]T
, (5)
q = M − JN + N and U[j]k ∈ CM×q satisfying
H
[j]
k U
[j]
k = 0. By singular value decomposition, let us rep-
resent H[j]k U
[j]
k = L
[j]
k,L[Λ
[j]
k ,0N×(q−N)]L
[j],H
k,R where Λ
[j]
k =
diag(λ
[j]
k,1, . . . , λ
[j]
k,N ), and {λ[j]k,l}Nl=1 denote singular values of
H
[j]
k U
[j]
k . V
[j]
k ∈ Cq×dj is the first dj columns of L[j]k,R,
and R[j]k is the first dj rows of L
[j],H
k,L . Then BD precoder
is U[j]k V
[j]
k . For J = 1, assume H
[j]
k = H
[j]
k and U
[j]
k = I,
and determine the precoding matrix and R[j]k in the same way.
In [5], the l∞-norm minimization technique is introduced
as an alternative way to reduce the PAR due to non-convexity
of the PAR measure. It is actively used to develop MIMO
precoding schemes, such as [6] for N = 1 and J < M and
[7] for J = 1 and N < M . In this work, our main focus
is not the PAR reduction by l∞-norm minimization, but the
achivement of the desired PAR performance at the minimum
cost for an arbitrary J , M and N where (J − 1)N < M , and
also discuss the impact of a large M and K .
III. MU-MIMO PRECODER DESIGN
In this section, we specifically describe the proposed MIMO
precoding scheme and discuss its related issues.
A. Modified BD and Design Parameter Definition
We first design the basic structure of the proposed precoding
matrix in a bottom-up approach. Let γ ∈ (0, 1] denote the
received SNR reduction ratio compared to the original BD
scheme in Remark 1. Then the received SNR for each data
stream can be represented as
γ · Ps|λ[j]k,l|2(dΣσ2)−1 (6)
for all l ∈ [1 : dj ], j ∈ [1 : J ] and k ∈ [1 : K], and the
cost for achieving the desired PAR is an amount of the SNR
reduction compared to Remark 1, i.e., (1 − γ)Ps|λ[j]k,l|2 1dΣσ2 .
For a given γ and {dj}Jj=1 satisfying
∑J
j=1 dj < M , define
F˙k =
√
γ
[
U
[1]
k V
[1]
k , . . . ,U
[J]
k V
[J]
k
]
∈ CM×dΣ (7)
for all k ∈ [1 : K], where U[j]k and V[j]k are given by Remark
1. Then let us fix the number of redundant spatial dimensions
to use to attain the desired PAR by determining
cj ∈ [1 : M − (J − 1)N − dj ] , (8)
and choose cj vectors in N (R[j]k H[j]k U[j]k ), which construct
the column vectors of P[j]k ∈ Cq×cj for all j ∈ [1 : J ] and
k ∈ [1 : K]. We denote cΣ =
∑J
j=1 cj , and introduce an
arbitrary matrix Tk = [tk,1, . . . , tk,dΣ ] ∈ CcΣ×dΣ as a free
design parameter, which is carried by
F¨k =
[
U
[1]
k P
[1]
k , . . . ,U
[J]
k P
[J]
k
]
∈ CM×cΣ (9)
for all k ∈ [1 : K]. Based on (7), (9) and Tk , we construct
the proposed precoding matrix structure as
Fk = F˙k + F¨kTk (10)
for all k ∈ [1 : K].
For K subcarriers, let us denote F˙, F¨ and T by block diag-
onal matrices composed of {F˙k}Kk=1, {F¨k}Kk=1 and {Tk}Kk=1
respectively, and construct F = F˙+ F¨T.
Remark 2: {cj}j∈[1:J] of (8) are related to the redundant
spatial dimensions between the transmitter and the jth user,
which determine the free variable size with dΣ.
Remark 3: {Tk}Kk=1 are used to attain the desired PAR by
beamforming on the null space of the effective channels, where
R
[l]
k H
[l]
k U
[j]
k P
[j]
k = 0 for all j, l ∈ [1 : J ] and k ∈ [1 : K].
We derive an equivalent from of x˜ = Q(F˙+F¨T)s as a vec-
tor expression of T. Let tk = [tTk,1, . . . , tTk,dΣ ]
T ∈ CcΣdΣ×1
be a vector expression ofTk for all k ∈ [1 : K]. Then F¨kTksk
can be rewritten in terms of tk, as follows.[
U
[1]
k P
[1]
k , . . . ,U
[J]
k P
[J]
k
]
[sk,1IcΣ , . . . , sk,dΣIcΣ ]
× [tTk,1, . . . , tTk,dΣ
]T
= Gktk,
(11)
3and xk =
∑J
j=1
√
γU
[j]
k V
[j]
k s
[j]
k +Gktk for all k ∈ [1 : K].
For K subcarriers, define t =
[
tT1 , . . . , t
T
K
]T ∈ CcΣdΣK×1,
G = blkdiag (G1, . . . ,GK) ∈ CMK×cΣdΣK , (12)
b =


∑J
j=1U
[j]
1 V
[j]
1 s
[j]
1
.
.
.∑J
j=1U
[j]
KV
[j]
K s
[j]
K

 ∈ CMK×1. (13)
As a result, we can represent x˜ = Q(Gt+√γ b).
B. Convex Optimization for the Proposed Precoder Design
Let us formulate the convex problem for the design param-
eters, t and γ. We assume that ‖Fs‖2 does not highly varies
depending on s, if K is large enough such that |A| ≪ KdΣ.
Motivated by this, we average out the denominator of (4) with
respect to s ∈ CkdΣ . Then, Es[‖x˜‖2] = γKPs+E[‖F¨Ts‖2] ≤
γKPs + PsdΣ tr(TTH) = γKPs + PsdΣ ‖t‖2, and we can define
γKPs + PsdΣ ‖t‖2 ≤ KPs from γ ≤ 1.
From this aspect, we define a PAR measure as a function
of t and γ through the relaxation of (4), as follows.
PARL =
MK‖Q (Gt+√γ b) ‖2∞
γKPs + PsdΣ ‖t‖2
. (14)
Especially for a fixed γ = γˆ, the set of feasible t is defined
as a following geodesic ball.
BC := BC(r) = {t ∈ Cm : ‖t‖2 ≤ r2}, (15)
where m = cΣdΣK and r2 = dΣK(1− γˆ).
In (15), 1− γˆ is reflected in the radius r, and the volume of
the ball depends on r for a fixed m. Notice that the feasible
space of t is described as the inner space enclosed by the ball
including the boundary, and its size is the volume of the ball.
Thus, the feasible space size is directly affected by 1− γˆ.
The resultant PAR by the proposed scheme could be fairly
well represented by (14), while it is not a convex function with
respect to t and γ. We state a proposition by taking advantage
of the concentration of measure [1], [2], [10], which gives us
the key idea for the convex approximation of (14).
Proposition 1: For a given cΣ, dΣ and γ = γˆ,
PARL ≃M‖Q(Gt+
√
γˆ b)‖2∞
/
Ps (16)
is satisfied with respect to most of the feasible t in {t ∈ Rm :
‖t‖2 ≤ dΣK(1− γˆ)}, if K ∈ N is arbitrarily large.
Proof: Let BR denote the set {t ∈ Rm : ‖t‖2 ≤ dΣK(1−
γˆ)}, and its volume is denoted by vol(BR). From [10, Ch.2],
we define ǫ ∈ R+ where ǫ ≪ 1, and denote (1 − ǫ)BR =
{(1 − ǫ)t : t ∈ BR}, and then the volume ratio is expressed
as
vol((1−ǫ)BR)
vol(BR)
= (1 − ǫ)m. For a large m, vol((1 − ǫ)BR)≪
vol(BR) holds, even if ǫ is arbitrarily small. It means that most
of the volume is concentrated near the boundary, and most of
the feasible space of t also exists near the boundary, i.e., most
of the feasible t satisfy ‖t‖2 ≃ dΣK(1− γˆ) if K is arbitrarily
large. Finally, substitute this into (14), then (16) is derived.
Remark 4: Even if the exact volume comparison between
BC(r1) and BC(r2) is too difficult [11, eq. (11)], BC also
shows the volume concentration property, which is shown in
Talagrand concentration inequality [12, Theorem 2.1.13] and
the statistical study [13].
From Remark 4, we can infer that Proposition 1 is also valid
for t ∈ Cm. Then let us formulate the convex problem.
1) Objective function: We minimize 1 − γ for the variable
γ to minimize the received SNR reduction by the proposed
scheme compared to Remark 1.
2) Constraints: In case γ is a variable, the relation between
t ∈ Cm and γ ∈ R+ is expressed as a quadratic over linear
function, denoted by ‖t‖2 ≤ dΣK(1− γ). Let a real function
f : Cm → R denote a mapping by the square of l2-norm,
then g (t ∈ Cm, 1− γ ∈ R+) = (1−γ)f
(
t
(1−γ)
)
is a convex
function by [14]. For a fixed γ, the feasible space of t is
not expressed as the quadratic over linear constraint but is
represented as a high dimensional l2-norm ball, where most of
its volume is concentrated near the surface, and hence ‖t‖2 ≃
dΣK(1− γ) still holds for the overall feasible γ.
Let us define ζ ∈ R+ as the desired PAR value, where
ζ > 1, and represent PARL ≃M‖Q(Gt+√γ b)‖2∞
/Ps = ζ
from Proposition 1. For convex relaxation, we approximate√
γ ≃ 12 (1 + γ) assuming γ > 0.5, which can be considered
as a quite reasonable approach, since our interest is γ of near
1 and this approximation becomes more tight as γ goes to 1.
Based on these, we state the follwoing convex problem.
(C)


minimize
t∈Cm,γ∈R+
1− γ,
subject to 0.5 < γ ≤ 1,
‖t‖2 ≤ dΣK (1− γ) ,
‖Q (Gt+ 0.5 (1 + γ)b)‖
∞
≤
√
ζPs
M
,
where m = cΣdΣK and ζ > 1.
For all j ∈ [1 : J ] and k ∈ [1 : K], the overall design proce-
dure is described as follows. Step 1) compute U[j]k ,V[j]k and
R
[j]
k from Remark 1, and determine cj and P
[j]
k by referring to
Section III-A. Construct F¨k described in (9). Step 2) find the
solution (γˆ, tˆ) of (C) by using interior point methods (IPMs)
[14], [15], and then construct F˙k by using γˆ, as shown in (7).
Step 3) decompose tˆ to tˆk = [tTk,1, . . . , tTk,dΣ ]
T
, and make
Tˆk = [tˆk,1, . . . , tˆk,dΣ ] from tˆk. Finally, we construct Tˆ, F˙ and
F¨ as block diagonal matrices composed of {Tˆk}Kk=1, {F˙k}Kk=1
and {F¨k}Kk=1 respectively, and determine Fˆ = F˙+ F¨Tˆ.
C. Discussion
We discuss several issues related to the proposed scheme
with an assumption of γ = γˆ.
1) Effect of a large K: For t ∈ Rm and r2 = dΣK(1− γˆ),
most of the volume of BR(r) exists in an annulus of width
O
(√
1−γˆ
c2ΣdΣK
)
near the boundary if c2ΣdΣK is arbitrarily large
by [10, Ch.2]. This indicates that the volume concentration
phenomenon is intensified as K increases, and hence the
feasible space of t is also concentrated near the boundary as
K increases. As a result, ‖t‖2 ≃ (1− γˆ)dΣK becomes more
solid value with respect to the overall feasible t, and naturally
(16) becomes more accurate.
2) User-specific cost and computational complexity: Let
αj ∈ (0, 1] denote the received SNR reduction ratio of the jth
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user. Intuitively, we can determine {αj}Jj=1 with constraint
on γˆ = 1
dΣ
∑J
j=1 αjdj to distribute the total cost to J users
by considering the received SNR strength, required quality
of service and etc. Secondly, nonlinear convex problems are
generally solved by IPMs [14], [15]. One of them, primal-dual
infeasible path-following method requires the computational
complexity of O(m3) where m = cΣdΣK .
3) Effect of a large M for a fixed dΣ: More redundant spatial
dimensions do not always provide the better PAR performance,
as stated in the following proposition.
Proposition 2: For BC in (15), if cΣ → ∞ for a fixed dΣ
and K , then vol(BC)→ 0.
Proof: If K and dΣ are fixed, then the radius of BR is
fixed. From [10, Lemma 2.5], vol(BR) = πm/2Γ(0.5m+1)rm where
m = cΣdΣK . If cΣ → ∞, then vol(BR) → 0. By Bishop-
Gromov inequality, vol(BC) ≤ vol(BR) holds, if BR and BC
have the same dimension and radius, and a defined Riemannian
manifold for BC has positive Ricci curvature, which is easily
guaranteed by following the manifold definition in [16]. Then
vol(BC)→ 0 holds by vol(BR)→ 0.
Thus, if cΣ goes to infinity for a fixed dΣ and K , the feasible
space of t ∈ BC in (15) eventually vanishes.
IV. NUMERICAL RESULTS
In this section, we numerically evaluate the performance of
the proposed scheme assuming N = J = 2 and d1 = d2 = 1,
and M and ζ are given in Table I, and the channel coeffi-
cients and the data streams are respectively drawn from i.i.d.
TABLE I
EMPIRICAL MEAN OF PAR(i) SAMPLES
ζ = 1.5 ζ = 1.8 (2.55 dB) ζ = 2.0
M = 4 1.77 1.90 (2.79 dB) 2.07
M = 8 1.54 1.81 2.01
M = 16 1.55 1.81 2.01
CN (0, 1) and 16-QAM constellation set (|A| = 16). Through
large enough realizations of them, we aggregate tˆ and γ from
(C). The CCDF is defined as Pr[PAR(i) ≥ PAR0].
Fig. 2 plots CDFs of γˆ with respect to various M and ζ,
and their corresponding empirical mean of PAR(i) samples is
represented in Table I, which shows the effectiveness of the
proposed scheme in terms of the average PAR performance.
The CDFs of γˆ for ζ = 1.5 show that the more redundant
spatial dimensions do not always guarantee the better perfor-
mance, which can be inferred from Proposition 2. Thus, dΣ
or K needs to be increased with an increase of M to avoid
the substantial reduction of the feasible space, especially for
quite a challenging constraint such as ζ = 1.5.
Fig. 3 plots the CDFs of γˆ, CCDFs of PAR(i) and CDFs
of PAR(i) from left to right with respect to various K when
M = 4 and ζ = 1.8. In this figure, the variance of both PAR(i)
and γˆ decreases as K increases, so that the samples of PAR(i)
and γˆ are increasingly concentrated near their empirical mean
value. Thus, the proposed scheme can asymptotically attain
10 log10(ζ) [dB] at CCDF = 10−3 as K increases. This result
can be inferred from the first discussion item in Section III-C.
In Fig. 3, the PAR(i) samples are concentrated near 2.79 [dB]
as K grows, thus the proposed scheme can asymptotically
attain PAR0 = 2.79 [dB] at CCDF = 10−3 as K grows.
These imply that the variance of γˆ and PAR(i) when M = 16
and ζ = 1.5 would be reduced if K increases.
The bit error rate (BER) performance degradation compared
to the original BD described in Remark 1 (γ = 1) can be
readily explained, since the received SNR difference of two
schemes is expressed as 10 log10(γˆ) [dB]. It means that a BER
performance curve of the proposed scheme is not shifted more
than 10 log10(γˆ) [dB] compared to that of Remark 1. If K =
64,M = 4 and ζ = 1.8, then γˆ ≥ 0.8 as plotted in Fig.
3, thus the BER performance degradation is not greater than
10 log10(0.8) ≈ 0.97 [dB]. Also, this 0.97 [dB] gets further
reduced as K increases, since the minimum value of the γˆ
samples increases up to their empirical mean value.
When γˆ is not close to 1, the approximation of
√
γˆ in our
analysis would be inaccurate and lead to larger degradation of
the BER performance, so that γˆ of around 1 is of our interest.
V. CONCLUDING REMARKS
We proposed a MIMO precoding scheme that can achieve
the desired PAR. Numerical results show that it can achieve not
only the desired PAR on average, but also attains the desired
PAR at the CCDF = 10−3 if K is arbitrarily large. Also, for
the application in a large-scale MIMO system, ζ and dΣ need
to be carefully chosen considering the feasible space size.
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