ABSTRACT. Closed-form algebraic formulae are derived for the local error incurred in the numerical solution of integral equations by iterated collocation methods, the analysis being illustrated by application to Fredholm integral equations of the second kind. The novel error analysis uses an asymptotic approach, in the small parameter of the numerical mesh size, applied to a finite-rank degenerate-kernel orthogonalpolynomial approximation of the exact kernel. It is proved that, under suitable conditions, the discrepancy between our theoretically predicted error and the actual numerical error tends to zero at the rate K − KM , where M is the rank of the degenerate-kernel approximation. A leading-order error analysis is validated on three increasingly accurate projection methods applied to both smooth and sharply peaked kernels, our error predictions being demonstrated to be exponentially convergent to experimentally obtained global numerical errors. The new method is demonstrated to be cost-effective relative to standard extrapolation.
1.
Introduction. This paper is concerned with obtaining explicit, closed-form, algebraic expressions for the error incurred in the numerical solution of the Fredholm integral equation of the second kind, element of our overall perturbation analysis, it is to be stressed at the outset that we do not specifically analyze degenerate-kernel methods, in which there is a substantial and well-established literature (e.g., Atkinson (1997, Ch.2), Baker (1997, §4.7) , Dellwo (1995) , Hackbush (1995, §4.2.1), Heinrich (1985) , Kress (1989, Ch.11) , Sloan et al. (1975) , Sloan (1976a) and Sloan (1976b) ). Rather, the present work is a novel error analysis of practical projection methods commonly employed in determining approximate solutions of (1) in which φ, f ∈ C [a, b] , the Banach space with supremum norm
• on which K is a compact linear operator; it is assumed here, and throughout the rest of the paper, that λ is not a characteristic value of (2) . We correspondingly denote by φ (n) the solution of the iterated collocation approximation of (2) associated with the n th -degree piecewise-polynomial interpolatory projection operator P (n) h on a mesh of size h, i.e. h φ (n) .
In this paper we consider interpolation with n = 0, 1 and 2, using mid-, end-and end-point rules respectively. If the kernel K(x, s) can be approximated by the finite-rank degenerate kernel
then we denote by φ M the exact solution of the corresponding degeneratekernel approximation of (2),
and by φ (n) M the solution of the approximation of (5) associated with the projection operator P (n) h , (6) φ
It is to be understood throughout that φ (n) and φ
(n)
M are also dependent upon h despite the absence of such indication in the notation.
In the present paper, we estimate the actual numerical error E (n) ≡ φ − φ (n) in the iterated projection method (3) via the intermediate
for which explicit, closed-form formulae are determined. This explains the apparently unusual step of considering the projected equation (6) , of the degeneratekernel equation (5) , whose projection we never actually undertake in a computational sense. The idea is summarized in the commutative diagram (7).
The actual numerical error E (n) is approximated by the theoretical error E (n) M using the path from φ to φ (n) via φ M and (the virtual) φ (n)
M . As such, we prove that E (n)
M
converges to E (n) as M → ∞, and we demonstrate that in practical calculations, this convergence can be achieved economically, i.e. for low values of M . Note that here E 
Numerical estimates of E
(n) are difficult to evaluate in applications (Kress, 1989, p.158) , often requiring convergence estimates obtained from mesh refinement and extrapolation. Even if direct error estimates can be obtained, there may be a disparity in magnitude between the true and predicted errors (Atkinson, 1997, p.33) . The estimates herein are novel because they are obtained as leading-order terms in an explicit perturbation analysis, rather than via more conservative estimates of condition numbers (Linz, 1991; Whitley, 1986 ) based upon operator representations of (2) and (3). The estimates are furthermore practical and useful because of the above-mentioned convergence for low values of M and the known difficulty in determining accurate estimates of
The rest of the paper is structured as follows. The basic elements of our perturbation theory are introduced in §2 by considering the simplest possible degeneracy, with M = 1. This error analysis is extended in §3 to the case M > 1, with the aim of applying our analysis to non-degenerate kernels approximated by degenerate ones of adequately high rank. In §4 a formal error analysis is presented for non-degenerate kernels in order to provide a theoretical framework for our new method, the implementational details of which are summarized in §5. In §6, the accuracy of our new approach is demonstrated via application to two examples of integral equations incorporating smooth and sharply peaked kernels. The paper concludes in §7 with a discussion of the utility of the new method by performing cost comparisons with standard extrapolation techniques.
Error analysis for M = 1.
It is instructive to begin with the case of a trivially separable kernel (M ≡ 1) in (4), when we define
where F and G are suitable functions F, G : R → R : . It is straightforward to show that (5), (8) 
where ξ 1 (x) = λζ 1 (x). Note that (9) is valid because λ is not a characteristic value of (8), i.e.
(10) λ = 1 σ 1 , ζ 1 .
Similarly, (6),
where the projection operator P (n) h φ, as yet unspecified, dictates the piecewise-polynomial interpolation (of degree n) at the finite set of node points (x i , φ i ), i = 1, 2, . . . , N + n 2 (3 − n) that lie on a regular mesh of size h = (b − a)/N , the node locations being mid-interval for n = 0 and interval endpoints for n = 1 and n = 2. Now define
Via the Cauchy-Schwarz inequality and standard results on piecewise constant, linear and quadratic (respectively n = 0, 1 and 2) polynomial interpolation, (13) 
and
for n = 0, 1 and 2. Hence, via (9) and (12), the estimate (14) predicts
where we find ν n = n 2 − n + 2 for n = 0, 1, 2, and Hence when σ 1 is a polynomial, (16) holds provided g ∈ C νn [a, b] . Under these conditions, and for sufficiently small h, δ (n) (σ 1 , • ) as defined in (13) can be used as an expansion parameter. Accordingly, from (9), (12) and (16), we obtain the explicit leading-order error estimate
where α = 1/(1 − σ 1 , ξ 1 ) and both δ (n) (σ 1 , f) and δ (n) (σ 1 , ξ 1 ) are calculated via (13 3. Error analysis for M > 1. Equation (5) may be written in the expanded form
Explicit solutions of (19) and (20) are given by
respectively, for some constants c m , c
where δc
are (e.g., Hildebrand (1952, §4.6) ) respectively solutions of the linear simultaneous systems
where i = 1 . . . M and δ ij is the Kronecker delta. Using (13), (24) may be rewritten as
Rewriting (23) and (25) in an obvious notation, we have
Subtracting equation (27) from (26) yields
and hence
in which the parameter λ in (2) is incorporated in the matrices X and δX through the functions ξ j (x) = λζ j (x), j = 1, . . . , M. By hypothesis, λ is not a characteristic value of (5), equivalently (19), hence the matrix I − X in (26) is invertible, and so (Golub and Van Loan, 1989, Theorem 2.3.4) (I − X + δX) is also invertible provided
By construction, the elements of the M × M matrix δX are of order O(h νn ). If, in the absence of any other information, we make the naïve assumption that the elements of the
However, as the results and discussion in §6 will reveal, although it is indeed the case that
and decreases exponentially with increasing i and j, so that (I − X)
is in practice a perturbed identity matrix. This has two implications. First, (30) then yields κ ≈ δX ≈ M h νn , in which case the naïve bound (31) is relaxed considerably to
which will in practice always be met since the aim of the method is to produce useful error estimates for low values of M . Second, it results in the elements of δC (n) being of order O(h νn ), in which event it is instructive to examine the effect of linearizing (28) by omitting the quadratic term. By so doing, δC (n) may be determined more economically in terms of the single inverse (
satisfy the linearized version of (29),
Note that
Since (31) guarantees that (30) will be met, we have (Golub and Van Loan, 1989, Lemma 2.3.3)
Hence when (31) is satisfied, (29) yields
in which the existence of Y ≡ (I − X) −1 is ensured by hypothesis. Based upon (16), substitution of
into (34) gives, when n = 0 and n = 1,
Similarly, when n = 2 we have
Hence for all n = 0, 1, 2, the linearized δC
has the correct leadingorder behavior of δC (n) and a first-order relative error of order O(h νn ), at which order the coefficient is itself of order O(1) by virtue of the constraint (31). Numerical corroboration of this assertion is given in §6, to which further discussion of this matter is deferred.
Accordingly, in § §5 and 6, we implement the full, non-linear (29) that requires no a priori assumptions about the magnitude of δC (n) . In (29), δX and δF are, by (13) and (25), given by (δX
, each of which may be determined using (13) and (17). With δC (n) thus determined via (29), (22) in the form
provides the explicit leading-order behavior of the error E (n) M in the degenerate-kernel approximation.
Error analysis for non-degenerate kernels.
In order to establish the theoretical framework in which our method works, we rewrite (2) to (6) as
All unattributed external references within the remainder of this section are to Atkinson (1997) . It is assumed that 0 < f < ∞, K is compact on C [a, b] with the supremum norm, and A has a bounded inverse. By Theorem 2.1.1 B is invertible because, by construction,
Equations (40) and (41) give
, and so D −1 exists and is bounded if, via the geometric series theorem (Baker, 1977 , p.51),
By (2.1.11), this bound can be met for sufficiently large M provided C −1 is bounded. For the piecewise-polynomial projections presently used, standard results on polynomial approximation give
where Ω (n) = 
exists and is bounded for sufficiently small h. The error discrepancy, the difference between the true numerical error and predicted numerical error, is
From (44) and inversions of (38) and (39),
Similarly, from (44) and inversions of (40) and (41),
Alternatively from (44) and the existing forms of (38) and (39),
Similarly, (44), (40) and (41) give
Using either form of Δ M and Δ (n)
M , the error discrepancy is bounded according to
is bounded and independent of the differentiability of φ or its numerical/degenerate counterparts. Hence, by (43) and (49), the theoretically predicted error tends to the true numerical error as M → ∞. Moreover, from (45) (or (47)) and (46) (or (48)), both Δ M and Δ (n) M independently converge to zero at the same rate, K − K M , irrespective of the degree of piecewise-polynomial interpolation or the numerical mesh size. How readily K(x, s) admits a degenerate-kernel approximation is therefore the controlling factor in the rate at which the error discrepancy decreases. Note that we do not require h → 0 in (49), the effect of which is to make each sub-term within the norm tend independently to zero. 
A polynomial basis is used so that Weierstrass' approximation theorem may, for sufficiently large M , be applied with respect to the supremum norm on C [a, b] . Solution of (5) in the form
using the finite-rank orthogonal expansion (50) proceeds along the lines of, e.g., § 2. (2)-with non-degenerate kernel-onto a mesh of size h is finally calculated using (29) and (37) in the form (13) and (17) give
for i, j = 1, . . . , M and n = 0, 1, 2. In implementing (29), it is to be noted that the elements of the matrices and vectors in (52) are calculated using high-order Gaussian quadrature rules that are adapted interactively to guarantee an absolute error, in double-precision arithmetic, that is overwhelmingly dominated by the magnitude of E With h = (b − a)/N and n = 0, 1, 2, each projection has N (n) = N + n For both examples (54) and (55), a value of N = 128 was used in piecewise-constant (n = 0), linear (n = 1) and quadratic (n = 2) projections to obtain φ (n) in the discrete problem (3). Since φ is known for these test problems, E (n) ≡ φ − φ (n) can be calculated directly and compared with our new estimate E (n) M in (52).
We first examine the invertibility condition (30) and the assertion that the bound (31) could be relaxed to (32) on the basis that, in practice, κ ≈ δX ≈ M h νn . This assertion is clearly evidenced in figure 1 , which shows that κ/h νn increases linearly with M for all n, with the welcome observation that the coefficient of proportionality is of order O(1) in both the smooth-and peaked-kernel problems. Hence (32) may be relaxed even further to
which all but guarantees the applicability of our method in practice. A notable feature of figure 1(a) is that the error prediction when n = 1 should be far superior to that when n = 0, despite the fact that both methods are of the same order, O(h 2 ). To quantify the error estimate globally on the interval [a, b], we calculate the root-mean-square of the error discrepancy in (44) as (56) ΔE
where the summation occurs over all collocation nodes x i . Similarly, the root-mean-square numerical error is
We calculate the global root-mean-square relative discrepancy using
rather than via the local-based measure
, in anticipation of examples in which the exact and numerical solutions (almost) coincide at one or more collocation points.
For each polynomial interpolatory projection (n = 0, 1, 2) and example problem (54) Also shown as a continuous line on the error-discrepancy plots 3, 5 and 7 is the root-mean-square numerical error E (n) given by (57).
The error-distribution plots 2, 4 and 6 reveal the uniform convergence with M throughout the interval [a, b] of the theoretically predicted (continuous) error (52) to the computed numerical (discrete) error for n = 0, 1, 2 with N =128. As expected, the convergence for the peaked-kernel problem (55) (figures (2) and (6)) is less rapid than for the smooth-kernel problem (54) ( figure (4) ).
The error-discrepancy plots 3, 5 and 7 clearly show that the initial convergence rate with M is exponential, in each case leading to a relative-discrepancy (58) plateau of approximately O (10 −5 ). This initial exponential convergence towards the plateau occurs for all values of n and h (the same behavior occurs for other values of N ), thereby corroborating the form of the error bound predicted in (49). Expressing the exponential convergence rates in the form Ae −BM , for the smoothkernel problem (54) we find through least-squares fitting (the dashed lines on figures 3, 5 and 7) that B ≈ 2.735, 3.882, 2.806 for n = 0, 1, 2, showing that the actual rate of convergence does not vary dramatically with n. By contrast, for the peaked-kernel problem (55), we obtain B ≈ 0.316, 1.231, 0.313 for n = 0, 1, 2, so that our method is considerably faster when n = 1 than it is when n = 0, 2; this discovery is quantified in §7. It is possible that this unexpected rapid convergence is a result of the coefficients χ x E × 10 6 (56) between the predicted and actual numerical errors for the piecewise-constant projection method applied to (54) with N = 128 nodes. The root-mean-square numerical error E (0) of (57) over all nodes is shown by a continuous line. The dashed line is the least-squares fit ΔE ≈ 4.346 × 10 −5 exp(−2.735M ) to the exponentially convergent data, which here converge to the O(h 4 ) truncation plateau, and not the roundoff plateau, since our analysis predicts the coefficient of the O(h 2 ) term in the numerical error. x E × 10 6 (54) with N = 128. For clarity, E (1) has been plotted at regularly spaced collocation points. (56) between the predicted and actual numerical errors for the piecewise-linear projection method applied to (55) with N = 128 nodes. The root-mean-square numerical error E (1) of (57) over all nodes is shown by a continuous line. The dashed line is the least-squares fit ΔE ≈ 1.569 × 10 −5 exp(−1.231M ) to the exponentially convergent data, which here converge to the O(h 4 ) truncation plateau, and not the roundoff plateau, since our analysis predicts the coefficient of the O(h 2 ) term in the numerical error. x E × 10 9 
M of (56) between the predicted and actual numerical errors for the piecewise-quadratic projection method applied to (54) with N = 128 nodes. The root-mean-square numerical error E (2) of (57) 
it is clear that the exponentially decreasing magnitude of the norms of the components of the Fourier-coefficient vector θ is the restraining factor. Specifically, for the smooth-kernel test problem (54), the mth such component decays approximately according to the least-squares quadratic-exponential fit θ m ≈ e figure 8 is the nowfamiliar observation that there is minimal linear growth when n = 1; this, we suggest, is associated with the absence of differentiated polynomial basis functions in the expression for χ (1) 0 in (17). L . Note the minimized relative differences when n = 2, in keeping with expressions (35) and (36), only the latter of which has a linear error form at order O(h νn+2 ). Computation times for each of the smooth-kernel results were 0.199 and 0.013 seconds when using 96 and 10 Gauss points respectively for evaluating the system-matrix elements.
ative to Richardson extrapolation. Instead, we examine the efficiency ratio R (n) h of actual CPU times on the same computational platform required by both the present method and Richardson extrapolation to obtain relative error discrepancies (58) comparable to those at the truncation plateau. Based upon the evidence in figure 8 and table 1, we use the linearized inversion (33). We assume that ν n is known to both methods so that Richardson extrapolation requires only two, rather than three, independent numerical solutions. Efficiency ratios for n = 0, 1, 2 and N = 64, 128, 256 are given in tables 2 and 3, in each of which an efficiency ratio greater than unity indicates the factor by which the new method is faster than Richardson extrapolation, which is here based on solutions with N and 2N intervals on [a, b] . Table 2 provides convincing evidence for the motivation of the new method. For the smooth-kernel problem, the efficiency factors are impressive for low values of N , and improve dramatically with increasing N . As expected, the efficiency factors decrease in the case of the peaked kernel, as demonstrated in table 3. Of note, however, is the manifestation of our discovery in §6 regarding the case n = 1 when, even for low N , the new method is considerably more efficient than Richardson ex-trapolation; as N increases, the advantage of the new method spreads to all values of n. When the full non-linear inversion (29) was used, the efficiency ratios in tables 2 and 3 decreased by an average (over each set of nine values) of only 0.515% and 0.255% respectively.
R (n)
h for smooth-kernel problem (54) n = 0 n = 1 n = 2 Table 2 . Speed-up factors of the linearized method relative to Richardson extrapolation for the iterated collocation solution of the smooth-kernel problem (54). Results from the new method for n = 0, 1, 2 were obtained using M = 6, 4, 5 respectively. Global integrals were evaluated using 10-point Gaussian quadrature.
h for peaked-kernel problem (55) n = 0 n = 1 n = 2 Table 3 . Speed-up factors of the linearized method relative to Richardson extrapolation for the iterated collocation solution of the peaked-kernel problem (55). Results from the new method for n = 0, 1, 2 were obtained using M = 34, 11, 34 respectively. For n = 0, 2, the truncation plateaux were not reached and the comparison was based upon a relative error discrepancy of order O(10 −4 ). Global integrals were evaluated using 64-point Gaussian quadrature.
We also note that the new method provides the error discrepancy E (n) M as an explicit function of x over [a, b] whereas E (n) is known at only the collocation nodes. Moreover, in the context of practical applications, given an error tolerance > 0, the new method is useful for obtaining cheap a priori estimates of the value of N that would guarantee E (n) ≤ .
Finally, we remark that the present method does not accurately predict the errors incurred in integral equations for which the kernel is highly oscillatory on [a, b] : it obtains the correct order, but not the right distribution with x ∈ [a, b]. Via (49), this is due to the fact that K − K M exhibits slow convergence with M when K is oscillatory.
