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SUMMARY
Current wireless network solutions are based on a link abstraction where a
single co-channel transmitter transmits in any time duration. This model severely
limits the performance that can be obtained from the network. Being inherently an
extension of a wired network model, this model is also incapable of handling the
unique challenges that arise in a wireless medium. The prevailing theme of this
research is to explore wireless link abstractions that incorporate the broadcast and
space-time varying nature of the wireless channel. Recently, a new paradigm for
wireless networks which uses the idea of ‘cooperative transmissions’ (CT) has garnered
significant attention. Unlike current approaches where a single transmitter transmits
at a time in any channel, with CT, multiple transmitters transmit concurrently after
appropriately encoding their transmissions. While the physical layer mechanisms for
CT have been well studied, the higher layer applicability of CT has been relatively
unexplored. In this work, we show that when wireless links use CT, several network
performance metrics such as aggregate throughput, security and spatial reuse can
be improved significantly compared to the current state of the art. In this context,
our first contribution is Aegis, a framework for securing wireless networks against
eavesdropping which uses CT with intelligent scheduling and coding in Wireless Local
Area networks. The second contribution is Symbiotic Coding, an approach to encode
information such that successful reception is possible even upon collisions. The third
contribution is Proteus, a routing protocol that improves aggregate throughput in
multi-hop networks by leveraging CT to adapt the rate and range of links in a flow.




Wireless networks have proliferated considerably over the last few decades driven
mainly by the advent of sophisticated consumer devices such as smartphones and
tablets. Such rapid adoption of wireless technology is primarily due to its unique
advantages of tetherless connectivity and mobility, which results from using air as
the medium of transmission. In contrast to wired networks, which use a guided
medium such as a fiber optic cable or wire, using air as the communication medium
allows a communication device to access the medium irrespective of its location in
the network and proximity to ports on walls. Despite this fundamental difference,
current wireless networks are based on the point-to-point link abstraction, which is
borrowed from wired networks. While such a link abstraction allows an easy extension
of solutions developed for wired networks to wireless networks, it significantly limits
the performance that can be obtained from a wireless network and is consequently a
sub-optimal abstraction. As an illustration, it is well known that the IEEE 802.11
protocol, which separates the links in time, suffers from poor scalability. Given the
increasing density of wireless devices, this is a serious problem.
The wireless medium has three fundamental characteristics that impact the prob-
lems and solutions in the context of networking: (1) signal radiation over a range of
locations - while guided media allow signal reception only at specific locations (along
the waveguide), in a wireless medium a signal is radiated across multiple dimensions
in space. Thus, successful signal reception is possible at multiple locations in the
network. This phenomenon leads to signal exposure in unintended locations, which
affects the security performance and also causes unnecessary interference to other
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wireless links in the vicinity; (2) interference among nearby co-channel users - when
multiple wireless links operate in the same vicinity using a single channel (frequency),
they cause interference to each other. This phenomenon affects several metrics such
as throughput, loss rate, multi-hop routing performance. (3) space and time varying
channel quality - the quality of the channel varies significantly depending on the spa-
tial location and the time of the communication due to the multipath scattering effect
of electromagnetic waves in a wireless medium. This variation in channel quality has
a direct impact on higher layer metrics such as throughput and loss rate. Current
networking solutions have attempted to tackle a subset of these problems using simple
link abstractions and have consequently provided limited performance benefits.
In this work, we identify and explore a new link abstraction for wireless links,
that leverages the wireless channel better. Conventionally, a link abstraction in a
network containing M transmitters and N receivers is represented as MN point-to-
point links. This model is quite representative of wired links where transmissions are
guided and neither interfere nor have spatially varying link quality. However, in a
wireless network, multiple spatially separated transmitters interfere and have varying
channel characteristics to the receivers. Thus a set of wireless nodes is effectively
one composite link that contains M transmitters and N receivers where any subset
of the transmitters can communicate simultaneously with a subset of the receivers.
This abstraction is motivated by a recent development in the physical layer, namely,
cooperative communication. In contrast to traditional communication where a node
with a single antenna transmits or receives information at a given time, cooperative
communication involves multiple nodes actively transmitting or receiving different
version of the same information at any given time. In this work, we consider a sub-
class of cooperative communication called cooperative transmission (CT) where the
cooperation is among the transmitters. CT is a physical layer innovation in which
multiple co-channel wireless transmitters transmit coded signals simultaneously. (We
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use CT to refer to cooperative communication in its most generic form. This includes
(i) physical arrays where multiple antenna elements on a single node transmit in a
cooperative manner and (ii) virtual arrays where distinct nodes transmit in a coop-
erative manner.) Interestingly, CT has a significant potential for solving key wireless
challenges because it can provide increased signal-to-noise-ratio (SNR) at the receiver,
leading to higher reception range, higher throughput and increased spatial reuse.
This dissertation research falls into the broad category of works that utilize CT
with certain key differences. Almost all existing work on CT has been at the physical
layer of the protocol stack and has focused only on enabling concurrent transmissions,
assuming highly idealized network conditions. As a consequence of the lack of higher
layer research, there are several important questions left unanswered, such as: “what
link layer abstractions are to be used for higher layer protocol development?”; “what
kind and magnitude of benefits can be obtained using CT?”;“how can multi-flow
routing be performed in a network with a CT capable physical layer?”, “how can CT
be realized in a large network setting?”. The focus of this dissertation is to explore
how fundamental challenges in wireless networking can be solved using algorithms at
the higher layers of the protocol stack. The approach taken is to consider popular
network performance metrics that are impacted by these challenges and develop algo-
rithmic solutions to optimize these metrics using appropriate tools such as theory or
simulation. An important consideration in the solution development is that each of
the solutions be practically realizable. Hence, experiments with real-life systems are
performed whenever appropriate, to highlight the practical feasibility of the proposed
solutions.
In the rest of this thesis, we consider three popular networking problems that
arise from the fundamental wireless characteristics identified previously, i.e, signal
radiation to illegal eavesdroppers, signal interference to other clients in a single-hop
and in a multi-hop network. We describe how higher-layer algorithms which leverage
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CT can be used to significantly improve performance compared to state-of-the-art
approaches in the above scenarios.
• First, we consider the problem of eavesdropping in wireless LANs. Since wireless
transmissions are broadcast in nature, eavesdropping can be performed in a pas-
sive manner, unnoticed. Given the increasing use of WLANs to access sensitive
information, we propose a new paradigm for securing wireless communication
at a spatial level called “Physical-Space Security”. Using this paradigm, we
propose a framework that uses an array of access points to increase the security
performance in WLANs. We refer to this framework as “Aegis.” We iden-
tify the basic mechanisms developed from two primitives, namely, “information
deprivation” and “information overloading.” With appropriate scheduling we
show how the overall region of the network that is exposed to eavesdropping is
reduced.
• Next, we present an approach called “Symbiotic Coding” that codes packets
across transmitters such that information is successfully transferred despite col-
lisions. We present the architecture and algorithms in the context of high den-
sity wireless LANs and address several challenges including coding algorithms,
synchronization, channel impairments and uplink scenarios.
• Finally we present a diversity routing protocol that utilizes concurrent space-
time coded transmissions to significantly improve the routing performance in
a multi-hop network. We refer to this protocol as “Proteus”. While current
routing protocols use point-to-point links to form paths, Proteus uses the “co-
operative link abstraction” to alleviate the multi-hop burden. Further, Proteus
works with multiple flows unlike current state-of-the-art cooperative routing
solutions.
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ORIGIN AND HISTORY OF THE PROBLEM
2.1 Smart antennas in wireless networks
Smart antennas have been used popularly in wireless networks to combat multi-path
fading using the diversity provided by the elements at the transmitter and/or re-
ceiver [18]. The physical layer benefits of smart antennas are well studied. However,
higher-layer work has been relatively limited. The only higher layer works known
currently are the design of stream controlled medium access [39] and MIMO routing
[38] protocols. Considering lower layer research on smart antennas there have been
both theoretical solutions [61] and practical solutions such as DIRC [63] using beam-
forming, SAM [54] enabling multiple access, IAC [50] using interference alignment and
cancellation. These techniques require multiple antennas on the senders/receivers and
provide gains only with rich scattering (full-rank) orthogonal channels across links.
Physical layer cooperation (e.g., DSTBC, Cooperative MIMO [3, 55]) or multi-user
detection techniques [61] require exchanging channel estimates and symbols across
receivers. In a similar manner, sender diversity has been explored in [69]. The au-
thors argue that diversity among access points can be used to improve performance
of individual clients in wireless LANs. They present an architecture to synchronize
transmissions across Access Points but focus only on improving single link through-
put. Thus, their work motivates approaches which use synchronized transmissions
across senders to improve aggregate capacity.
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2.2 Wireless network security
Both the security problems in WLANs [28] and higher layer solutions to specific prob-
lems [29, 30] have been well documented along with the standardization of security
techniques in the form of IEEE 802.11i [31]. These solutions are purely higher-layer
cryptographic mechanisms that do not specifically protect against problems unique
to wireless links. Lower layer security has been considered in [32] and [33], where
channel state and received signal information are used for identifying legal clients.
In both the above examples, the authors do not consider smart antennas and hence
the goals are different. In [34], the authors propose an authentication scheme that
uses a beamforming antenna to identify and locate users. The focus of this related
work is authentication and is orthogonal to the eavesdropping problem considered in
this dissertation. In [35], the authors discuss spatial data striping techniques that in-
crease the degree of security using a phased array antenna in 802.11 environments. In
[36], the authors describe a theoretical communication scheme in which coding using
multiple degrees of freedom is used to generate “artificial noise” which degrades only
the eavesdropper’s channel quality. Neither of the above works provides a protocol
or solution details. Also, while [35] does not define or evaluate metrics, [36] does
not consider the eavesdropper equipped with smart antennas. Additionally, there are
several information-theoretic works that identify the theoretical secrecy capacity [37],
whereas the focus of the Aegis solution described in this dissertation is on practical
algorithmic solutions.
2.3 Handling interference in wireless networks
Coding techniques: Analog Network coding (ANC) [52] requires prior knowledge
of one of the colliding transmissions at the receiver whereas Successive Interference
cancellation (SIC) [48] requires the SNRs of the concurrent streams to be separated
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Table 1: Taxonomy of related work on concurrent transmissions
Approach Operation Does not require Experimental Handles Realizable
on multiple Tx. hardware verification Asymmetric over digital
WLAN links modifications contention symbols
LDPC based DPC [72] X X X X X
Turbo [70], Trellis [71] DPC X X X X X
Generic DPC [53, 58, 73, 74] X X X X X
SIC [48], Zigzag [49] X X X X X
ANC [52] X X X X X
widely and also allow inefficient rates below the capacity of the links. Zigzag decod-
ing [49] requires multiple retransmissions of the same colliding packets which reduces
throughput. Superposition coding is used to handle SNR differences across receivers
when broadcasting from a single sender [57] and does not improve capacity under
interference. Finally, information theoretic approaches such as Dirty Paper Coding
[53, 58] while holding promise, are infeasible in practice due to strict requirements on
the radios. Although there have been several code designs proposed in related litera-
ture [72, 70, 71], the aim of these works is to consider optimal strategies for the simple
one receiver scenario. None of these works consider the more general problem of cod-
ing for a wireless networks with many links. Further, these approaches assume spe-
cialized symbol transmissions from the transceiver whereas Symbiotic Coding works
with existing modulation schemes and hence can be realized as a firmware/driver
modification to existing designs. Additionally, these works have been evaluated using
simulations for the Additive White Gaussian Noise channel(AWGN) and their per-
formance in real, wireless scenarios has not been studied. We summarize these works
along several dimensions in Table 1. A X means that the work supports that point
and an X means that the work does not support that point.
Multiple Access techniques: either share a wideband channel (e.g. CDMA
[61]) or avoid collisions [51, 62] but do not improve capacity.
The Symbiotic Coding approach proposed in this dissertation differs from all these
interference handling approaches. Specifically, Symbiotic Coding does not require
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power separations, retransmissions or reduced rates. It also works with existing mod-
ulations, does not require sophisticated transceivers, considers multiple links and real
wireless LAN conditions. More importantly, it uniquely targets asymmetric interfer-
ence scenarios occuring in WLANs and provides capacity improvements that scale
with the density of the network. Further, Symbiotic Coding delivers gains in real-life
wireless experiments with software radios.
2.4 Cooperative communication in wireless networks
There has been significant research on cooperative communication in wireless net-
works. The works most relevant to the present work are [2, 4, 9, 13], which consider
the use of cooperative transmit diversity for routing. In [2], the authors study the
problem of choosing the modulation such that the cost of distribution to relays is
much less than the benefit of cooperation in a three-node network. In [4], the authors
describe a multi-layer protocol for exploiting transmit diversity in adhoc networks
using Virtual Multiple Input Single Output (VMISO) routes constructed on Single
Input Single Output (SISO) paths and an inter cluster medium access protocol similar
to IEEE 802.11. Similarly, in [9], the authors present a forwarding protocol that uses
transmit diversity to improve the reliability of acknowledgment(ACK) packets. Both
these works focus on forwarding, not routing. In [13], the authors formulate the multi-
source routing problem with cooperative communication and highlight the need for
cooperative communication-aware routing but do not consider varying the strategy
(rate,range) or its relation with cluster size. Cooperative transmit diversity has also
been considered in the context of broadcasting protocols [5] and in [42] where energy
efficient broadcasting is considered. However, these works do not consider the multi-
flow unicast routing problem, which is important in multi-hop wireless networks.The
information theory and physical layer formulations for cooperative communication
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are well established, notably in [3, 40]. These works do not provide protocol or algo-
rithmic solutions and consequently do not tackle the higher layer problems considered
in this dissertation. There have been works that use cooperative communication for
other networking problems such as network lifetime extension [77, 78] and energy
efficiency [78, 79] . Similarly synchronization approaches have also been considered
in [75]. Additionally, works on physical arrays [14, 38] have a fixed array size and
different diversity gains and trade-offs than virtual arrays, whereas other forms of




SECURING WIRELESS DATA NETWORKS AGAINST
EAVESDROPPING USING SMART ANTENNAS
3.1 Overview
In this chapter, we focus on securing communication over wireless data networks from
malicious eavesdroppers, using smart antennas. While conventional cryptography-
based approaches focus on hiding the meaning of the information being communi-
cated from the eavesdropper, we consider a complementary class of strategies that
limits knowledge of the existence of the information from the eavesdropper. We pro-
file the performance achievable using simple beamforming strategies using a newly
defined metric called exposure region. We then present three strategies within the
context of an approach called Aegis, which uses virtual arrays of physical arrays to
significantly improve the exposure region performance of a wireless LAN environment.
Using simulations, analysis, and field trials, we validate and evaluate the proposed
strategies.
3.2 Scope and Background
3.2.1 Scope
Environment: The wireless environment considered is that of a wireless local area
network (WLAN), which consists of p wireless access points (APs), each equipped
with a k element antenna array and one or more clients, each equipped with a single
omni-directional antenna or an array of upto k elements. Channel parameters such
as line of sight (LOS), the degree of fading, and the richness of scattering vary widely
for different indoor environments. Thus, to begin, we consider a strong LOS path
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between an AP and each client. Later, in Sections 3.4 and 3.7, we show how this
assumption is relaxed. We assume that any frequency-selective fading is combatted
by the use of schemes such as orthogonal frequency division multiplexing (OFDM)
as in current WLAN devices. Further, since the mobility of indoor users is typically
low, we do not consider the effect of fast-fading.
Metric: To quantify the security achieved against eavesdropping in a wireless net-
work, we define a new security metric called the the exposure region of the network,
ERNetwork, defined as the union of the exposure regions of all the clients in the net-
work. 1 The exposure region of the ith client, ER(Ci), is given by the region in which






where Nc is the total number of clients in the network.
Note that the above metric applies to both homogeneous and heterogeneous an-
tenna capabilities (although we restrict our focus to a homogeneous network). Fur-
ther, the exposure region of a client is also a function of the receiver’s (or eavesdrop-
per’s) antenna gains. Thus, all references to the metric are for a fixed eavesdropper
antenna capability.
Eavesdropper: Our eavesdropper model is captured by the following set of assump-
tions for the eavesdropper M : (i) M is a wireless node with k antenna elements
(where k <= the number of elements at each AP); 2 (ii) M has access to location
information of all the clients and APs. (Such a scenario is typical in organizations
and offices, where an eavesdropper could move freely within the network carrying
a wireless device.); (iii) M can perform sophisticated antenna processing with its
available elements; (iv) APs do not have any information about the position of M or
its strategy. We initially consider the eavesdropper to operate in isolation, but later
1A similar but equivalent definition can be given in terms of exposure region of APs.
2Later we discuss the case when the eavesdropper has more antenna elements than the AP
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consider the case of colluding eavesdroppers. We consider both perimeter security
and physical security (i.e., security against an eavesdropper situated just outside the
physical perimeter of the network or inside the network, respectively).
3.2.2 Background
Adaptive array smart antennas employ an array of antenna elements coupled with
both amplitude and phase weighting, thereby making it possible to tune and obtain
a large set of angular and spatial patterns. Thus, with adaptive arrays, it is possible
to manipulate the weights on the different elements to obtain a desired pattern. At
the simplest level, the process of forming a beam or main lobe to a certain direction
is called beamforming. More formally, it is the process of choosing antenna element
weights such that the signal-to-noise-ratio (SNR) at the receiver is maximized. Also,
when a strong LOS path is unavailable or multipath is rich, simple beam-steering is
less effective and the pattern that maximizes the receiver’s SNR does not necessarily
have a main beam pointing toward the direction of the client [17]. This is particularly
true in indoor environments and the beam has to be adapted based on the channel
condition. With appropriately chosen weights, adaptive arrays can be used to max-
imize the signal quality at the receiver even in the presence of channel impairments.
Also, depending on whether the weight adjustments are performed at the transmitter
or receiver, the technique is called transmit beamforming or receive beamforming, re-
spectively [18]. Another important feature of adaptive arrays is their ability to place
nulls in desired directions. The number of elements on the array, typically called the
degrees of freedom (DOF), bounds the number of nulls that can be placed. With a k
element array, it is possible to place k− 1 nulls in the pattern and use the remaining
one DOF for the desired communication. The k−1 nulls can be used by a transmitter
to restrict the transmitted signals from propagating along unwanted directions and
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causing interference, while they can also be used by a receiver to nullify signals (inter-
ference) received in certain directions. Thus, when more than k streams are received
at a receiver, the SNR of all these communication streams is degraded. Although
the actual degradation will depend on the power levels, we assume that more than
k received streams can cause enough interference to make the communication at the
receiver unsuccessful.
Further, the best beam would need to be adapted due to the time-varying nature
of the wireless channel. Since user mobility within a WLAN is typically limited we
assume that the channel does not change within a packet duration. Hence the key
properties of smart antennas that we leverage are as follows.
Property 1 : A transmitter can control where it causes interference by the appropriate
placement of nulls in its pattern.
Property 2 : A receiver can null interference only from up to k − 1 transmissions.
Beyond that, it is unable to decode or resolve the transmissions.
Property 3 : It is sufficient for either the interfering transmitter to suppress interfer-
ence to an unintended receiver or for that receiver to suppress interference from an
unintended transmitter.
Property 4 : When more than k parallel transmissions happen within an interference
range, all transmissions suffer a reduction in signal-to-interference and noise ratio
(SINR) which will make the signal undecodable.
3.3 Motivation
Wireless security: While tapping the wired channel could require sophistication in
device and physical manipulation of the medium, wiretapping can be done in a passive
manner in the wireless channel. Consequently even a casual user could turn into
an eavesdropper. Further, the actual security solutions are not as secure as the
underlying cryptographic schemes due to practical difficulties such as improper key
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management. In addition to this, the wireless medium introduces new security issues
such as user fingerprinting [19] and passive security attacks [20], which are not directly
addressed by cryptographic schemes. These attacks motivate another dimension of
security on top of existing security techniques.
3.3.1 A simple approach to enhancing security using smart antennas
Smart antennas have been conventionally used for optimizing different communication
parameters such as data rate, reliability, transmission power, range, etc. However,
their use for security has been relatively limited.In the context of security, the direct
relevance of smart antenna capabilities is their ability to beamform and achieve inter-
ference suppression to counteract jamming. Specifically, when the directions of arrival
of the jammers are known, then it is possible to produce a null in the directions of the
jammers. Again, the number of jammers that can be suppressed is at most k−1 for a
k element array. Apart from jamming, to the best of our knowledge, smart antennas
have thus far not been considered to tackle other security issues. A straightforward,
simple technique to reduce the possibility of eavesdropping using smart antennas is
to employ beamforming. Beamforming can be of two types, physical (based on the
line-of-sight direction) or signal-space (channel matrix based). When a transmitter
or receiver, or both, perform beamforming, the signal is contained in a specific region
between them, depending on the beam patterns, the channel, and the eavesdropper’s
antenna capability. In the rest of this section, we study the benefits of such a simple
strategy in terms of exposure region reduction and present approximations for the
same.
Benefits: We now analyze how the security benefit (reduction of exposure region)
of the simple beamforming mechanism compares to that of a scenario with omni-
directional antennas using simulations. The scenario we consider is that of a single
AP communicating with a single client in the presence of an eavesdropper. To begin,
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we consider that the AP has a k element array and both the client and eavesdropper
have an omni-directional antenna.
Figure 1 shows the exposure region in a simulated setting with link shadow fading
deviation of 3dB, four antenna elements, and a path loss exponent of 4.
The main observations are as follows: (1) The decrease rate with increasing num-
ber of elements is less than linear and we get diminishing returns for the exposure
region with increasing antenna elements; (2) The path loss exponent also affects the
exposure region.
Thus, the results clearly indicate the diminishing security benefits possible with
simple beamforming, with an example reduction in exposure region by a factor of half
for a six-fold increase in antenna elements.
While beamforming provides a first level security mechanism with a sub-linear
k fold improvement, the key question we ask is whether it is possible for a more
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Figure 1: Exposure region of beamforming with k antenna elements shows sub-linear
gains with increasing k.
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3.4 Aegis: Security using Virtual Arrays of Physical Ar-
rays
In this section, we introduce two classes of strategies for improving security in wireless
environments using smart antennas that rely on the use of a virtual array of physical
arrays (VAPA). We call this approach of achieving security against eavesdropping,
Aegis. Essentially, inspired by several recent studies about high density access point
deployments [21], we exploit the availability of multiple access points (APs) in a single
WLAN environment to form a virtual array. We then assume that each access point
is equipped with a physical antenna array. We also assume that there are p APs, and
they are connected to each other through a high-bandwidth distribution network such
as Ethernet. Also, let c be the number of clients, each with 1 to k element arrays.
The strategies are based on two guiding principles to provide physical space se-
curity, namely, prevent eavesdropper from getting access to the information signals
or overwhelm eavesdropper with more signals than it can sustain such that the in-
formation signals cannot be decoded. Interestingly, the techniques discussed below
do apply to an environment with a physical array of physical arrays (a multi-radio
smart antenna AP), but exploration of that dimension of the approaches is beyond
the scope of this work. Also, while the techniques themselves can be applied to a
virtual array of omni-directional antennas, our contention is that the efficacy of the
schemes is minimal due to the lack of spatial/angular control with omni-directional
antennas.
3.4.1 Information deprivation
The underlying principle of information deprivation is to ensure that the eavesdrop-
per is rendered unable to receive information from separate transmissions occurring in
the time, frequency, or spatial dimensions. Thus, the basic idea is to ensure that each
piece of information is decodable only if multiple spatially separated transmissions
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can be decoded successfully. We clarify the idea with an instance of this approach
called “secret sharing”.
1) Secret Sharing:
(i) Overview: The basic idea of secret sharing is well established in the context of
cryptography [22].
In a general t-out-of n secret sharing scheme, a secret message x should be divided
into n shares as
x ⇒ (x1, x2, x3...xn) such that the following properties are satisfied.
Recoverability: Given any t shares x can be recovered.
Secrecy: Given any t′ < t shares, absolutely no information can be learned about
x. More formally, Pr(x | t′ shares) = Pr(x) (ii)Mechanism: The mechanism exploits
the fact that when a single client is reachable from multiple access points, different
shares of the message can be distributed to the clients through those access points.
An eavesdropper in any position in the vicinity of the client or access points would
only be able to gain access to a fraction of the information due to the spatially disjoint
nature of the transmissions that are possible with adaptive arrays unlike with omni
antennas. The multiple elements of the array are utilized to perform beamforming
and the scheme is implemented in a time division manner. Thus, the exposure region
is the region of the network where all the shares (i.e, the packet fragments) of at
least one data packet can be decoded successfully. Although several secret sharing
schemes exist, we are interested in those that do not significantly increase the traffic
load on the network given the limited resources in wireless environments. In this
regard, we consider the all or nothing encryption (as proposed by Rivest [23],) which
is a mechanism to prevent parts of a message from being recovered until the whole
message is received in its entirety. This method involves encrypting the message with
the key and the key with the message blocks, thus rendering each unusable until the
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whole sequence (key and message) is correctly received.
A modified version of the above algorithm adapted for a WLAN scenario is pre-
sented here. The mechanism works as follows. Assume a secure Pseudo-Random
Number Generator PRNG, which uses a key K of length ℓ bits to generate a pseudo-
random sequence PRNG(K). The message that we require to be sent is a bit stream
of length | M |. The message M undergoes the binary ‘XOR’ operation with the se-
quence generated by PRNG(K), to create a cipher text C of length | C |, which is the
same as | M |. This cipher text is now split into blocks of length ℓ bits. Each of these
blocks is made to undergo the ‘XOR’ operation with each other and then with the
key K. The result is known as Cℓ. Now the controller divides the new packet formed
by concatenating the above as C | Cℓ (where | denotes concatenation of packets) into
fragments of length ℓ bits. All these fragments must be received successfully at the
intended client. When the receiver receives these fragments, it computes the XOR
function of all the fragments to regenerate the ℓ-bit encryption key. Once the key is
regenerated, the receiver uses it to decrypt the fragments and aggregates them into a
single packet based on the fragment numbers. The overhead of such a scheme is ℓ bits
(linear) for a message of length M bits and provides a strength of 2ℓ (which means
that the overhead increases linearly whereas the number of potential keys increases
exponentially).
We illustrate the scheme. Figure 2 shows three APs, each possessing a share of
the information they communicate to a client in consecutive time slots. Specifically,
AP1 transmits its share to the client in slot 1, AP2 in slot 2, and AP3 in slot 3. At
the end of the three slots, the client can process the fragments received to decode its
packet. On the contrary, an eavesdropper who is positioned along the path between
AP1 and the client would be able to obtain share 1 but not share 2. The eavesdropper
cannot receive that share from AP2 being in that location.










Figure 2: Illustration of secret sharing
path from AP2 to the client. In this case, the speed with which the eavesdropper
must move to reposition himself in the direction of the new path within a time slot, is
significantly high (close to signal propagation speeds). There are two main practical
challenges with applying the proposed technique, namely, overheads and packet loss.
Since each fragment has its own preamble, header, and error check bits in addition
to the secret shared data, the payload size should be chosen to be large compared
to the overheads. The other issue is the loss of fragments. If a fragment is lost, a
conservative approach would require that all fragments be retransmitted in the next
slot. While being acceptable for low loss scenarios, this would be inefficient when the
losses are significant. We note that it is not necessary for all fragments of a datagram
to arrive successfully at the receiver in the same slot. The transmissions of fragments
of a datagram need not be synchronized. When a fragment is lost, that fragment
alone can be retransmitted in the next slot by adjusting the AP’s schedule. The
client can then reconstruct the datagram in that slot. If the losses are very high, an
additional optimization that can be employed to improve loss tolerance is to use a
(t, n) scheme where t < n instead of t = n.
3.4.2 Information overloading
The core idea here is to overload/overwhelm the eavesdropper with multiple signals
or information units so that the eavesdropper is unable to decode even a portion of
the information. The main challenges here are (i) ensuring that the legitimate clients
20
are unaffected and (ii) achieving this at a link/network level. We recall that inter-
ference suppression in an indoor setting (impaired by scattering) will now be pattern
based rather than angle based, i.e., one can identify patterns that would cause power
to be received or not at a nodes. This can be performed by obtaining and updating
“radio frequency maps” at coarse time granularities (using schemes similar to those
in [24]). When overloading of information is considered, one can use smart antenna
strategies in different ways. However, there are two fundamental strategies that il-
lustrate the range of strategies under this approach. These two flavors are called
controlled jamming and stream overwhelming. For both strategies, we highlight the
design principles and how the challenges can be overcome.
1) Controlled Jamming:
(i) Overview: The key concept is to generate interfering signals in a controlled manner
such that those signals cause no (or negligible) interference at an intended receiver,
but cause significant interference to eavesdroppers.When sufficient interference is gen-
erated the SINR at the eavesdropper is reduced significantly, thereby preventing the
eavesdropper from obtaining access to the information itself. Thus, the exposure re-
gion for this technique is the region in the network where at least one data packet is
received successfully (i.e., with sufficient SINR).
(ii) Mechanism: The scheme is illustrated in Figure 3, where a single AP attempts
to convey a data packet to a client.
The other APs in the vicinity generate jamming signals with two constraints: (1)
the intended receiver should suffer negligible interference, and (2) the eavesdropper
(whose position is unknown) must suffer as much interference as possible. Recall
that a k element array can be used to suppress interference of k − 1 other nodes
if it dedicates one DOF for communication. However, this technique differs from a










Figure 3: Illustration of controlled jamming
any client and therefore can use all its k DOFs for performing interference suppression
and still jam several eavesdroppers. In the figure, AP1 communicates a data packet
to the client. Simultaneously, AP2 and AP3 generate jamming signals by placing a
null to the client. Then the maximum allowed power is used so that most of the
region that is unoccupied by clients is filled with jamming signals. In this way, when
multiple overlapping jamming signals are received, an eavesdropper in any of those
locations would experience a poor SINR. The eavesdropper can attempt to use its k
element array to suppress the interference along the directions of the jamming APs.
However, if the number of APs that are in the vicinity times the number of antenna
elements on them is higher than the number of antenna elements at the eavesdropper,
it would still be unable to receive with a sufficient SINR. On the other hand, the client
would be unaffected because the different jamming APs control their beam patterns
to place a null in its direction.
The fine grained control that the k element array provides, enables successful
reception at the client while jamming at the eavesdropper simultaneously. It is im-
portant to understand that, while increasing interfering transmissions in an omni-
directional communication environment leads to higher interference and less through-
put, the interference suppression capability is what enables the adaptive arrays to
generate jamming signals without affecting the throughput performance of existing
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flows in the network. Further, the appropriate choice of the power to use depends
on the antenna gain in the direction of a null, transmit power regulations and the
currently existing flows in the vicinity. Additionally, when deploying controlled jam-
ming, a high density of APs (as in the measurement study in [21]) is desirable, since it
gives more opportunities to perform controlled jamming. However, we also note that,
even in existing deployments multiple APs within carrier sense range do not transmit
simultaneously. Such APs can be used for controlled jamming without incurring any
throughput degradation.
2) Stream Overwhelming:
(i) Overview: This strategy exploits the fact that when a node receives more infor-
mation than the resources possessed to handle it (overwhelmed node), the different
information signals mutually interfere with each other resulting in insufficient SINR
for each of these signals. (Here, we use the notion of a stream to indicate each
independent data/information flow that a node receives.). Several valid data trans-
missions are coordinated such that every intended receiver has a sufficient SINR for
its desired signal, whereas at other points in the network, the multiple signals interfere
to prevent decodability. Thus, the exposure region for this technique is the region in
the network where at least one data packet is received successfully (i.e with sufficient
SINR).
(ii) Mechanism: Figure 4 shows an illustration of the idea, where two APs and
two clients are considered. When each client chooses the nearest AP, then there is
no stream overwhelming. However, as in Figure 4, if the AP client associations are
performed in a suitable manner, the beams overlap, causing a larger region to be
overwhelmed, thereby reducing the exposure area. We also note here that it is not
necessary for the eavesdropper to be present in the overlap of transmission ranges,
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rather, the eavesdropper would be left with poor SINR even if it is at a point in the







Figure 4: Illustration of stream overwhelming
Both the above techniques leverage two key principles.
Principle 1: Transmit side interference suppression is more beneficial for security
than receive side interference suppression. Consider an AP with k elements transmit-
ting to a client with an omni antenna. The AP can use just one DOF for supressing
interference to the client, since it is generating the interference. On the other hand,
the eavesdropper ,doing receive side interference suppression would need to suppress
interference from the different transmitting elements of the jamming AP, since each
of them would appear different to each of his elements. The central idea is that the
number of DOFs needed for interference suppression depends also on the number
of elements at the interferer (see for instance pages 229 and 231 of [18] for MISO
interference cancellation). Hence the number of antenna elements required at the
eavesdropper is proportional to p′ ∗ k where p′ is the number of APs transmitting
simultaneously within interference range of the eavesdropper and k is the number of
elements on each AP. Thus interference from each interfering element must be man-
aged by the eavesdropper.
Principle 2: Beamforming with power adjustment: While interference suppression re-
duces the power outside the main lobe, side-lobes may still have non-negligible gains
in practice. To account for side-lobes and their gains affecting legitimate clients, the
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APs employ beamforming with interference suppression in conjunction with trans-
mit power adjustment. For instance, when side-lobes of a controlled Jamming AP
transmitting at power P1 affect legitimate clients, the AP reduces its transmit power
slightly to P2 = P1 − δ, (where δ is a small power decrement in dB) such that the
legitimate clients are not affected.
3.4.3 Scalability of individual strategies
We evaluate the security improvement provided by each of the above techniques in
isolation for varying number of access points (p) and elements (k) using simulations.
The simulation parameters are described in section 3.7. The results are summarized
in Tables 2, 3.
Table 2: Ordering of strategies
Reduction in ER over Omni
Strategy k = 4 , p = 12 k = 12, p = 4
Secret sharing 37 117
Controlled Jamming 122 260
Stream Overwhelming 10 6
Table 3: Benefits over beamforming
Reduction in ER over Beamforming
Strategy k = 2 k = 12
Secret sharing 3 7
Controlled Jamming 40 54
Stream Overwhelming 2 4
Thus, the use of beamforming (in secret sharing) reduces received signal energy
in several locations in the network where the eavesdropper would not know of the
existence of any transmission. However, when controlled jamming and stream over-
whelming are considered, although the signal energy would be high the eavesdropper
would be unable to identify whether the signal is a WLAN signal or a signal not of
interest such as a Zigbee or microwave signal, which AP the signal is transmitted
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from, etc. In this sense, each of the strategies limit the knowledge of the existence of
information itself.
3.5 Architecture and Algorithms
3.5.1 Architectural model
The architectural model that we consider consists of a central controller connected to
several access points as shown in Figure 5. The controller receives from the backbone
a stream of packets to be transmitted over the wireless LAN to the clients. For
such packets, it employs a combination of the schemes discussed in Section 3.4, and
forwards the packets to the appropriate access points. We assume that the controller
has strict synchronization and control over the access points. All transmissions by
the APs are done at the granularity of synchronized fragment slots, where the length
of a fragment slot is smaller than that of a packet slot. The controller controls both
the downstream and upstream (we discuss upstream communication toward the end
of the section) modes of communication, and the two modes alternate in epochs. For
downstream communication, the controller divides packets into fragments, applies
its security decisions, and provides the APs with a set of fragments to transmit.
Additionally, the controller knows the locations of the APs in the network and also
the approximate locations of the clients (using for instance [25]). Further, it also
possesses a coverage map to identify how the actual transmissions could be affected
by the scattering nature of the channel. This information is already in place, in
commercial products and will be leveraged to make intelligent pattern adaptation
taking into account the beamforming impairments due to multipath. Also, since some
of the APs will be part of the controlled jamming strategy and the entire coverage



















Figure 5: Network model showing a high density of APs and a controller in an
enterprise
3.5.2 Integrated operations
While we discussed the three key strategies of secret sharing, controlled jamming, and
stream overwhelming in Section 3.4, an important element of the operations is how are
the three techniques used in tandem to achieve the best performance possible? While
we present the details of the integrated operations in the description of the algorithms
later in the section, we now briefly discuss the important constraints and trade-offs
that form the basis of the algorithmic design. Briefly, two types of considerations
need to be taken into account in deciding on the specific form of integration between
the three techniques:
• Security vs. throughput: The primary trade-off in using the VAPA techniques
outlined thus far for security is in the form of throughput. However, the three
techniques differ in the extents of the trade-offs. Stream overwhelming provides
its security benefits without any degradation in throughput. Controlled jam-
ming, on the other hand, uses access points (other than the primary sender)
purely for generating interference, and hence trades-off throughput the most.
Finally, secret sharing can achieve certain levels of security without trading-off
throughput, but can also trade-off throughput further to achieve a higher level
of security. Hence, from a security - throughput trade-off standpoint, controlled
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jamming performs the best for security, but the worst for throughput. Stream
overwhelming does exactly the opposite, while secret sharing lies in the middle.
Thus, for any set-up with security objectives with throughput constraints, the
above trade-offs will have to be taken into account while determining the extent
to which each of the three techniques will be used.
• Network resources and topology: Another important set of influencing factors
includes the number of elements at the APs (and clients), the number of APs,
and the specific topology. For example, if a client is accessible only through
one AP, it cannot receive any secret sharing benefits. Stream overwhelming
benefits can be achieved as long as AP-client pairs within interference range of
each other are scheduled to transmit together. Finally, controlled jamming can
be accomplished as long as there is one or more APs within interference range
of a scheduled transmission. From a number of resources standpoint, secret
sharing depends more on the number of APs, whereas controlled jamming and
stream overwhelming depend more on the number of elements at the APs.
Design Trends
Based on the above considerations, it is clear that the desired throughput-security
values and the available network resources and topology determine the right choice
of strategies. Hence, the main guiding principles adopted for the algorithm design
are as follows: (i) For a desired security, if capacity has to be maximized, then one
must determine whether the security is achievable by purely stream overwhelming or
secret sharing alone. If not, then the minimal number of APs necessary for controlled
jamming needs to be used such that it will guarantee the desired level of security, and
use the remaining APs for secret sharing or stream overwhelming to improve security
while maximizing the capacity. (ii) Similarly, for a desired throughput constraint,
if security has to be maximized, a combination of stream overwhelming and secret
sharing (with preference to secret sharing) should be used for achieving the desired
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throughput, and the remaining APs should be devoted to controlled jamming to
maximize security.
In the rest of this chapter, we consider only the model where subject to a through-
put constraint, security needs to be maximized. All discussions can be extended with
minimal effort for the alternate model as well.
3.5.3 Problem formulation
In the model described thus far, the intelligence is concentrated at the controller
and can be divided into two major components, the throughput scheduler and the
security scheduler. The throughput scheduler takes as input a throughput constraint
S (in the number of packets desired to be delivered) and determines the maximum
number of packets j that are schedulable subject to a bound of S. This value j is
then fed into the security scheduler that then determines the right strategies to use to
maximize security while transmitting the j packets. Consider that the controller has
an infinite stream of packets in its queue. We assume that any fairness mechanisms
are implemented even before the packets reach the controller. In this fashion, the
security algorithm works without affecting the fairness and is agnostic to the fairness
mechanism used. The algorithm serves packets only in the order that they were
queued to prevent potential starvation and out-of-order delivery problems .
The first part in the formulation is to determine the number of in-sequence packets
j that can be scheduled out of the first S packets. S is thus a tunable knob which can
be used to tune the desired levels of security in the network. For instance, if S = 1,
then the problem reduces to maximizing security for this single packet’s transmission.
However, when S is larger (bound by the number of APs) then throughput is max-
imized, and any security achieved is opportunistic using unassigned resources. Note
that, given a set of S packets, the number of in-sequence packets that are schedulable
is not fixed but depends on the way APs are assigned. Thus the largest number of
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S′: schedulable number of packets
PS: schedulable packet stream
PSs: first s packets in the packet stream
pl: l
th packet in PS
F : number of fragments
r(a, b): available DOF of AP a for fragment b
f : fragment index, m(pl): AP to which packet pl is to be sent
E: network Connectivity matrix
AP (n): set of APs within communication range of client n
n(pi): destination(client) id of packet Pi,
Wij : (i, j)-th element of link conflict matrix,
W(ab)(cd): link conflict indicator between links ab and cd,
m(p, f) : assigned AP id of packet p during fragment f
Action(a, f): action of AP a for fragment duration f
N : set of clients for which packets are destined in PS
M : set of APs which are in range of clients in N
Figure 6: Definition of variables
packets that can be scheduled will be achieved for the optimal scheduling algorithm.
In the second part of the problem, the security mechanisms need to be applied to the
j in-sequence packets such that those j packets are transmitted by the end of the slot
but the security is maximized for these j packets (by appropriate choice of strategies
for the APs during the fragment durations).
3.5.4 Idealized model and algorithms
The idealized model for the application of Aegis, consists of a central controller which
controls the communication actions of each of the access points and comprises two
cascaded schedulers. In such a case, the access points have a high degree of synchro-
nization and do not take independent actions. Further, we assume that the access
points act exactly as dictated by the controller and the controller has access to the
head of line packet of the queue in each access point and also knows the positions
of the access points and clients in the network (using for instance practical localiza-
tion algorithms such as in [25]). We focus only on the downstream communication
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Greedy Throughput() :
INPUT: S, PS, m(Pl), E, W
OUTPUT: m(Ps)
1 For each a in M
2 NC(a) = Calculate Number of possible clients
3 For each value l from 1 to S
4 APS(l) = Calculate available APs(n(Pl))
5 MAP = Find Minimum NC(APS)
6 If MAP 6= NULL
7 m(PIj) = MAP
8 Increment assigned
9 Update Available APS
10 Update Available DOF
11 Update NC
12 S′ = assigned
Figure 7: Throughput scheduler
here.We now present the details of the two cascaded schedulers at the controller.
3.5.4.1 Throughput Scheduler
The throughput scheduler takes as input the control parameter S and the first S
packets in the input queue of the controller. It provides as output the set S’ of the j
schedulable in-sequence packets. The algorithm used is a greedy algorithm that at-
tempts to maximize j, the number of in-sequence packets that would be served during
this transmission slot considering the spatial reuse and the adaptive interference sup-
pression capability. Note that while we use a greedy algorithm as a representative,
any throughput scheduling algorithm designed for adaptive arrays is usable at this
stage. The throughput scheduler first calculates how many clients for this packet
stream can potentially use an AP, for each of the APs in the AP set M (lines 1-2).
Then, for each packet starting from the first packet in the queue, the set of available
APs is computed (line 4). Of this set, the one with minimum potential clients is
chosen to be the one for this packet (line 5-7), as long as there is some such AP. Then
the available APs, DOFs and the number of potential clients are updated at each AP.
In this fashion, the number of in-sequence schedulable packets is given by the number
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Initialize() :
1 For each m in M
2 For 1≤f≤F
3 r(m, f) = k
4 For each n in N
5 AP (n) = {m∈M |(m,n)∈E}
6 PI = PS
Security() :
INPUT: S′, PS, m(Pl), E, W
OUTPUT: Action(Ap, f), m(Pl, f)
7 Initialize()
8 sort ascending(Pi,NUM APS)
9 For each packet i from 1 to S′
10 n = n(pi)
11 For each fragment f
12 For each AP m
13 Avail(m, f) = Determine availability(m,n,f ,i)
14 APList =Sort ascending(APs,fragment num)
15 Adjust stream overwhelming(APList)
16 For each AP in APList
17 fragment =Select random availablefragments
18 Action(AP, fragment) = n(pi)
19 For each free AP a
20 For each free slot t
21 Action(a, t) = JAM
Figure 8: Security Scheduler
of packets that could be assigned.
3.5.4.2 Security Scheduler.
The objective of the security scheduler is to identify the assignment of actions of
APs for different fragment durations such that all the packets handed down by the
throughput scheduler are scheduled, while minimizing the exposure region. These are
performed in a greedy manner, where secret sharing is the default strategy. However,
when there is a tie between two choices of available APs for a fragment, both giving
the same secret sharing benefit, then stream overwhelming is used as the strategy of
choice. Once the possible fragments are scheduled (i.e. the throughput scheduler’s
constraint on number of packets is met), controlled jamming is attempted in the free
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fragment durations. The free APs determine if the number of clients, for which to
perform interference suppression, is less than k−1. If so, that AP performs jamming
for that fragment duration, otherwise, the next free fragment duration is checked. In
the pseudocode, the edge connectivity matrix is given as E, where an entry of 1 in
the (i, j)th position indicates that node i and node j are within communication range
of each other. The link conflict matrix is given as W, where Wij is 1 if the links
i and j are interfering links. Similarly W(ab)(cd) represents whether links ab and cd
interfere with each other. The algorithm takes as input the set of schedulable packets
provided by the throughput scheduler, the connectivity and interference matrices of
the network, and the set of client destination ids of the packets. As output, the
algorithm provides the actions of the different APs for the different time-slots. This
is indicated by Action(a, f) to indicate the action of AP a during fragment duration
f . The action can either be a transmission of a fragment to a client c (indicated
by Action = c in the pseudocode) or controlled jamming with care about clients
(indicated by Action = JAM)in the vicinity. Based on this, the APs to which
each fragment of each packet is destined (m(pl, f) in the pseudocode) can also be
obtained. To begin with all the APs reachable from a client are included in the
list of available APs for each client. Then the packets are arranged in ascending
order of the number of APs (line 8). This is because clients with fewer number of
APs should definitely be scheduled and must not lose their AP to other clients who
may want to perform secret sharing. The next step is to identify the availability of
each of the APs of the client under consideration for the different fragment durations
(lines 11-13) i.e. the number of fragment durations that each AP is available and
which of the fragment durations each AP is available. The availability of an AP
during a fragment is decided by the number of already scheduled active clients in
its vicinity and the number of DOF that it possesses. For instance, if there are
already k − 1 scheduled transmissions in the vicinity of this AP for that fragment
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duration, then any additional transmission would surely cause interference. Next, the
available APs are sorted in ascending order of the number of slots in which they are
available. The AP with the fewest available fragments is scheduled first because, the
allocation tries to greedily assign different APs for the fragment durations to obtain
the secret sharing benefit. For instance, if an AP is available for only one fragment
duration and another available AP is allocated during that fragment, then this AP
would not be included (reducing the secret sharing benefit). The available APs are
allocated (line 15 -18) in a round robin manner such that for each AP one of the
available fragment durations is picked randomly. Such a technique has an advantage
over randomly selecting one of the available APs for each fragment duration. This
technique ensures that as many different APs are chosen as possible which improves
secret sharing benefit over a random choice, whereas in selecting one of the available
APs randomly for each fragment, there is a finite probability that a single AP is
chosen for all fragments minimizing the secret sharing benefit. The algorithm thus
ensures that the secret sharing benefit is maximized greedily. When there are more
than one APs with same number of available fragment durations, the choice of AP
is such that stream overwhelming is possible (line 15). Once the data schedules are
completed, the controlled jamming strategy is applied (lines 19-21) taking the number
of already active links and available DOFs into account. For all the free fragment
durations, the number of scheduled clients in the vicinity of that particular AP for
that duration is determined. If this value is lesser than k − 1, then it is possible to
perform controlled jamming without interfering with clients and the AP is assigned
a jamming action. However, if there are already enough clients in the vicinity, then
controlled jamming would not be applied. In this way, the algorithm greedily applies
the techniques according to the design guidelines presented in the previous section.
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3.6 Practical Realization
We now briefly discuss an approach for practical realization of Aegis in the context of
the 802.11 PCF (point coordination function) mode of operation. The 802.11 PCF
is an access mechanism that operates in the infrastructure mode, where an access
point of a cell acts as the central coordinator called the Point Coordinator(PC). The
PC grants a contention free channel access to individual nodes by polling them for
transmissions. On being polled, a node transmits a single frame. In the infrastructure
mode, time is divided into periodic superframes which start with the beacon frames.
At the beginning of a superframe, the PC waits for a PCF Inter Frame Spacing (PIFS)
for the channel to be idle and then transmits the beacon frame which is a broadcast
packet carrying special information. The PC, then consecutively polls each of the
stations that operate in PCF mode, one at a time. At the end of the CFP, the PC
sends a CF-END frame to signal the end of that CFP.
The PCF mode of operation is well-suited to the proposed solution in the context
of a virtual array of physical arrays. The polling based mechanism endows the PC with
the exact transmission slots for each client’s communication. The controller can assign
the sequence to be used by each PC. Since the controller acts as a central decision
maker, the exact assignment of actions to each AP in the network is possible and is
accomplished within the current framework of the WLAN PCF mode of operation.
However, since transmissions are arranged always in an “AP first, client-next
manner”, the actions of the APs for the durations of the client communication must
also be determined. Specifically, since each AP listens for the reply from a client, it
cannot be utilized to perform other actions such as counter jamming. Hence, when
the clients talk, the counter-jamming APs must now perform interference suppression
with respect to the APs and not the clients. In this fashion, the existing solution can
be adapted to take the direction of information flow and the slotted access within the
PCF mode of operation.
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While the above realization has been presented in the context of downstream
communication, it is relatively straightforward to extend the schemes to the upstream
communication as well. To make correct decisions, it is necessary to obtain infor-
mation about the time slot that different clients would use for their transmission.
However, the use of a polling based mechanism, enables the AP to know what time
duration a transmission can be expected from a client. This information is used along
with the client positions to generate different communication patterns. More specif-
ically, the controller performs centralized control to determine the actions of APs
for the downlink, whereas the polling to cater to the clients and provide upstream
security can be obtained by the APs controlling the polling sequence. This would
enable the controlled jamming technique to be applied with the modification that
nulls are placed by the jamming AP towards other APs in the vicinity as opposed to
clients. However, stream overwhelming could be performed by adjusting the polling
sequence. Also, the secret sharing approach can be applied by the client transmitting
fragments to different APs consecutively. This will require that the client be able to
obtain a dedicated fragment duration to transmit to each of the APs. In this manner,
the basic schemes are applied with intelligent modifications of protocol parameters.
Loss of fragments: As discussed in the previous section, when a fragment is lost,
all the fragments of that pacekt will be scheduled again in the next slot. While only
the lost fragment needs to be transmitted, we use a retransmission of all fragments
to keep loss recovery simple.
Variable packet sizes: When the packet size varies, the overhead of fragmentation
could be high. Thus the size of the fragment relative to the ciphertext determines the
efficiency of operation. Further, the efficiency would already be low because of other
headers, fragmentation could reduce it further. In such cases, it must be ensured that
the fragment size is greater than a threshold value. If not the secret sharing could be
applied across packets with no fragmentation of small packets.
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We add that, Aegis can also be realized by connecting multiple spatially disjoint
beamforming antennas to a single AP using a cable (as recently introduced in [26]).
3.7 Performance Evaluation
3.7.1 Simulation model
We use a custom simulator written in C++ for the evaluation. The custom simulator
incorporates the following modules:smart antennas pattern computation, ability to
perform adaptive array processing [27] and indoor channel models. The details of the
models are described below. Beamforming : Adaptive beamforming using the matrix
inversion techniques described in [27]. Channel model : We use the ITU indoor
attenuation model , which includes log-distance path loss with an exponent of 4 and
a lognormal fading with a standard deviation of 2.5dB. We use a link margin of 3.2
dB ( 3dB with a 90% link reliability),an operating frequency of 2.4 GHz, an SNR
threshold of 15 dB,a noise level of -100dBm (0.1pW), a sensitivity of -85dBm (3 pW)
and a maximum transmission power of 20dBm (100mW) as used in standard 802.11
equipment . The default number of antennas is 4 and number of APs is 4. Positions :
We generate the position of the client and APs randomly within the grid of points in a
100m * 100m grid. We also select the eavesdropper’s(s) position randomly within the
grid. We consider 20 clients by default. Traffic flow : We consider downstream flows
to a randomly chosen subset of clients. For each data point, we calculate the average
of 20 simulation runs. Metric: The metric of interest is the average exposure area
normalized to the area of the network. The network area is divided into ten thousand
square grids.The number of grids in which the information from any of the APs is
decodable divided by the total number of grids is plotted as the exposure region.
For a single eavesdropper, a grid is exposed if the SINR in that grid is sufficient for
decoding and all shares of a given packet are decodable. For the case of colluding
eavesdroppers, if the eavesdroppers can together successfully decode all shares of a
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given packet, then the grids occupied by them are exposed.
3.7.2 Simulation results
We present results for the integrated algorithm in this section.
3.7.2.1 Varying number of elements k
We explore the effect of varying the number of antenna elements on the APs. From
Figure 9 as the number of elements on the APs is increased, the exposure region is
reduced significantly. We also observe that the exposure region is extremely small
when the integrated algorithm operates. Further, and more importantly, the exposure
region of simple beamforming is much larger compared to the integrated solution.
This means that it is only the intelligent use of the mechanisms that gives large
security gains and not just simple beamforming.
3.7.2.2 Varying number of access points p
In Figure 10 we show how the average exposure region varies with the number of access
points. We observe again that the exposure region reduces drastically as the number
of APs is increased. Specifically, with 12 APs, a 2000x improvement compared to
omni-directional communication.
3.7.2.3 Varying values for parameter S
As we vary the value of S from low to high, the importance shifts from security to
throughput. However, we observe from Figure 14 that while the throughput increases
with increase in S, the security benefit does not degrade. This is counter-intuitive
and means that the stream overwhelming benefit also increases when the number of
scheduled transmissions increases. Specifically, when the number of transmissions is
increased upto a certain value (3 in the Figure), the exposure region now increases
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Figure 11: Impact of rate parameter S
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However, as S increases, the chances of applying stream overwhelming increases caus-
ing the exposure region to reduce. This suggests that the intelligent use of all the three
techniques enables maximizing both throughput and security without any significant
tradeoff for the given conditions.
3.7.2.4 Varying number of colluding eavesdroppers
We simulate the effect of colluding eavesdroppers. For each packet destined to a
client, we calculate if at the end of the slot duration, the eavesdroppers together
have all the fragments for a client’s packet. From Figure 14, one can observe that
collusion increases the exposure area. Here the metric of exposure region by itself is
not sufficient. Hence the metric used here is the packet exposure probability. Packet
exposure probability for a given scenario is the number of packets that eavesdroppers
can decode by collusion divided by the number of packets scheduled in a slot. This
metric is shown in Figure 14. One can observe that with 4 Access points and with
4 element arrays each, the average packet exposure probability grows very gradu-
ally with increasing number of colluding eavesdroppers. Here we recall that collusion
can only affect secret sharing, whereas controlled jamming and stream overwhelming
would be unaffected by collusion. This is because, spatially seprated eavesdroppers
could decode different shares of the same message to compromise the security of an
information packet. However, when the signals are jammed or overwhelmed at differ-
ent parts of the network, they cannot be post-processed to improve the SINR since
both the signal and noise would add together. Further, the channel gains would be
different causing the signals to combine destructively if added as is. This explains why
only with a large number of colluding eavesdroppers there is some increase in packet
exposure probability.i.e even with 25 colluding eavesdroppers the packet exposure
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Figure 17: Eavesdropper antenna capability
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3.7.2.5 Varying number of antennas at the eavesdropper
An eavesdropper with multiple antennas can use the antennas to beamform towards
the clients or the AP. Since adaptive beamforming requires coordination between the
sender and the receiver to estimate the correct beamforming weights [18], the best
strategy for the eavesdropper is to use directional beamforming. While the beam di-
rection could be arbitrarily chosen, the most insecure case happens when it ’magically’
knows the direction of an AP which sends data. Hence, we simulate this strategy and
plot the exposure region. As observed in Figure 17, Aegis results in an exposure
region of 1.8% even for an eavesdropper with 64 antennas, which is significantly lower
compared to using LOS beamforming (73.3%) and Omni-directional links (90.6%).
The underlying reason is that, with increasing number of antennas, the signal gain
at the eavesdropper is higher. However, the interference it perceives from the con-
trolled jamming and stream overwhelming APs still leave it unable to decode all of
the packets.
3.7.2.6 Varying mobility of eavesdroppers
As the eavesdroppers move, the algorithm still works in the same manner as when the
eavesdropper did not move as illustrated in Figure 16. This is because, the algorithm
does not assume any information about the mobility of the eavesdroppers. When the
eavesdropper was allowed to move with a velocity from 5m/s to 30m/s, the security
performance sees no significant change.
3.7.3 Proof of concept field trials
The objective of this section is to demonstrate that Aegis can be applied to indoor
wireless settings to obtain security benefits using off the shelf components. The field
trials are carried out in the fifth floor of a high rise building. The equipment used
consists of three commercial 802.11g APs equipped with omni-directional antennas
and a laptop. The effect of beamforming is demonstrated using a custom-built patch
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antenna for each AP to provide a beamwidth of 60 degrees and a mainlobe gain of 10
dB. 21 positions on the corridors of the building were identified for the experiment,
with one client position and 20 as potential eavesdropper positions. The experiments
conducted was the sending of ping packets between the laptop and each Access Point
and measuring the ping responses. The successful reception at the receiver is deter-
mined by the success of the ping responses. The radiation pattern of the directional
beamforming antenna is as shown in Figure 18. The antenna on each AP is (physi-
cally) positioned such that the client received a high power (main lobe) transmission
from the desired AP and low power (null) transmissions from the other APs.
Table 4 shows the number of positions in this setup, where an eavesdropper can
decode the communication of an AP for a given strategy. The second and third rows of
the table show the number of points at which an eavesdropper can successfully decode
the packets when the AP communicating to the client (AP1) uses an omni-directional
antenna and a beamforming antenna respectively. The next three rows represent the
number of points at which an eavesdropper can decode the packets when the strategy
is just secret sharing or controlled jamming or secret sharing and controlled jamming,
respectively. It can be observed that the number of insecure locations is progressively
reduced as each technique is applied and the maximum benefit is obtained using the
integrated solution of beamforming+secret sharing+controlled jamming. The results
show that although practical impairments such as scattering exist, benefits are still
















Figure 18: Radiation pattern
3.8 Practical Beamforming
The goal of this section is to study the channel stationarity and to quantify the
benefits of beamforming in practical indoor Wireless LAN scenarios.
3.8.1 Overview
Indoor environments are characterized by the phenomenon of “multipath” propa-
gation of signals, where the signals transmitted from the transmitter get scattered,
attenuated and delayed differently before combining at the receiver. Often times, the
signals could combine destructively to make the effective signal at the receiver weak.
Beamforming is a technique in which the signals fed to each of the antenna elements
can be weighted in both amplitude and phase to produce a desired beam pattern that
leverages the spatial variation optimally and increases the SNR at the receiver. Thus
beamforming consists of two components (i) channel estimation and feedback from
receiver and (ii) weight application at the transmitter as illustrated in Figure 19.
3.8.2 Power based beamforming solution
We provide a new beamforming solution that performs approximate channel estima-
tion using signal power measurements at the receiver in conjunction with an intelligent
antenna activation algorithm at the transmitter [43].
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Figure 19: Channel estimation and beamforming.
3.8.2.1 Key idea
The algorithm is based on the idea of estimating differential channel phases by employ-
ing tandem activation of more than one antenna and using received power estimates.
Thus, the estimation process is distributed across space (elements) instead of time.
In conventional channel estimation, when a single antenna is activated at a time, the
received power is dependent only on the channel magnitude and is given by Pi = |hi|2
(assuming the transmitter power is unity). Hence the information about the chan-
nel phase arg(hi) is lost when the power is computed. In contrast, by the tandem
activation of more than one antenna element, the effects of the channel phases are
also reflected in the received power in a manner that depends on the relative chan-
nel phases. i.e. when two elements i and j are activated simultaneously with equal
weights (such that the transmitted power still adds up to unity), the received power
can be computed as Pij = |hi+hj|2. Thus, for tandem activation, the received power
Pij is given as
Pij = Pi + Pj + 2 ∗
√
Pi ∗ Pj ∗ cos(θij) (2)
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where θij is the channel phase difference between hi and hj . Depending on the relative
channel phase θij , the two signals combine together to change the signal power at the
receiver. When θij = 0, the signals combine constructively causing the powers of the
individual elements to add up at the receiver. However, when θij = 180 the signals
combine destructively causing the received power to be the difference of the powers
transmitted from the individual antennas. Hence, the change in the received power
across a strategic set of activations can be used to identify the relative channel phase
between the channel gains by rewriting Equation 2 as
θij = cos





By repeating this idea for pairs of antenna elements, the relative phases can be
obtained. Since all the channel phases must be measured with respect to the same
reference for estimates to be meaningful, we designate element 1 as the reference
element. The channel gain magnitudes can be obtained directly from the power
measurements by activating each antenna element individually as |hi| =
√
Pi. When




jθi1 for i > 1 and j =
√
−1 with θ11 = 0. We also note that, irrespective
of the number of antennas used, we ensure that the total transmitted power remains
constant by normalizing the weights.
Algorithm steps: The algorithm consists of the following steps and is performed
at the transmitter and receiver consecutively.
1. Single and tandem activation with equal weights:
In the single antenna activation stage, each one of the K elements at the trans-
mitter is activated in isolation, i.e. one at a time using S consecutive packets for each
antenna element. S is a parameter that can be increased for more accurate estimates
but is chosen to be small to keep the overhead of the estimation process low (we use
S = 5 in our experiments). S becomes specially important to perform right ambiguity
resolution. This is followed by activating two antenna elements at a time. One of
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the two antennas in each activation is the reference antenna element and the other is
chosen successively from second to the Kth antenna.
2.RSSI measurement and computation of channel magnitudes and phases:
The K − 1 received signal power values (we use RSSI as an approximation for
the received power in our experiments) for each of the tandem activations is noted at
the receiver along with the K average signal powers for the single activations. These
2K − 1 values are then used to compute the magnitudes |hi| =
√
Pi, 1 ≤ i ≤ K and
the relative phases φi1, 1 < i ≤ K from Equation 3. The K magnitudes |hi| and the
K − 1 relative phases are then conveyed to the AP in a single packet.
3. Ambiguity resolution through tandem activation with unequal weights:
While the magnitudes are obtained correctly, the phases φij (in radians) have an
ambiguity due to the use of the cos−1 function in Equation 3. i.e. the correct θij can
be either of φij,−φij, π − φij,−(π − φij). To resolve the ambiguity, the k − 1 pairs
activated in tandem in Stage 1 are again activated but with modified amplitude and









and each of the
phases φij,−φij , π − φij,−(π − φij) . Hence, for each of the K − 1 pairs, there are
four activations corresponding to these four phases, which we call the quadruple.
4. Accurate beam weight determination:
Of the four choices in each quadruple, the receiver identifies the choice which yields
the largest signal strength at the receiver and notes this as the unambiguous relative
phase for each of the non-reference antenna elements i.e. element 2 to element K.





and the phase θi1.
3The relative magnitudes are chosen such that it is the same as what would eventually be used
by the beamformer; only ambiguity in phase is being resolved at this point.
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Figure 20: Experimental testbed: The numbers indicate client locations.
3.8.3 Prototype setup
To implement beamforming, we use a testbed consisting of an 802.11b/g access point
with a phased array antenna from Fidelity-Comtech [44] and a laptop running Ubuntu
8.10 equipped with a D-Link 802.11b/g card in an indoor office environment as shown
in Figure 19. The AP runs the open source Madwifi WLAN driver. It also consists
of a set of 16 pre-computed directional antenna patterns that cover the entire 360
degrees and a command interface to set and write new beam patterns. In the AP, the
pattern that is selected is used for both transmission and reception. The D-Link card
uses the Atheros chipset and the Madwifi driver. We use Iperf as the traffic generat-
ing application and the athstats Madwifi utility on the laptop to obtain fine grained
statistics from the card. The AP is placed at a fixed location on top of a cubicle and
the laptop is placed at six different locations throughout the building as shown in
Figure 20. The transmit power of the AP is fixed at 10dBm for all experiments. We
use two main metrics: (1) the SNR (computed from the RSSI and the Noise Floor
reported by the card) and (2) the throughput reported by the Iperf application on
the receiver. We mainly highlight the benefits of the beamforming solution (Bf) in
comparison to Omni(where the transmitter uses a single antenna element) and Dir
where a directional pattern that points to the receiver is used. All experiments are
conducted with 1500 byte packets by default and RTS/CTS is not used.
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3.8.4 Experimental results
We vary the position of the client among the positions in Figure 20 and profile the
performance of Omni, directional and beamformed links. We use Iperf to transmit
UDP traffic to the client for one minute in the following scenarios. We then measure
the SNR and throughput at the receiver in each of these cases. The results are plotted
in Figures 21 and 22 for each of the six different locations. It is seen that beamforming
performs better than directional and Omni at each of these locations. The average
improvement of beamforming over Omni is 10.5 dB in SNR and 7.1X in throughput
for the locations profiled. In addition, we also observe the loss rate at the MAC layer
(CRC errors) and plot it in Figure 23. Beamforming shows a clear improvement in
loss performance.































Figure 21: RSSI gain
Finally, we observe the variation of channel coefficients from this setup and plot
the magnitude and the phase of the channel gains in Figures 24 and 25. The figures
show the magnitude and phase of the channel gains for two successive one minute
runs. It is clear that the indoor wireless channel provides short term stationarity that
makes beamforming feasible in practice.
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Figure 22: Throughput gain






























Figure 23: CRC errors























Figure 24: Channel gain magnitude
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Figure 25: Channel gain phase
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CHAPTER IV
SYMBIOTIC CODING FOR HIGH DENSITY WIRELESS
LANS
4.1 Overview
Co-channel links in a Wireless LAN are separated across orthogonal time slots to
avoid interference. With increasing density of links, time-sharing the channel leads to
severe capacity problems. In this chapter, we identify a specific class of interference
scenarios called asymmetric interference scenarios where the nature of interference is
different at the receivers of the concurrent signals. We show that, with appropriate
handling, asymmetric interference allows each receiver to decode its intended recep-
tion successfully. We represent the signal combination at the receiver as a function
fc and propose a solution called Symbiotic Coding (SC) such that fc(E1(d1), E2(d2))
is equal to E1(d1), where d1 and d2 are the intended and interfering data symbol
sequences and E1 is the encoder at sender 1 and E2 at sender 2 respectively. SC
thus enables successful simultaneous co-channel transmissions even if they result in a
collision. The performance of SC scales with the number of interfering links achieving
improvements of 33% to 167% over time sharing with two to four interfering links.
We address fundamental challenges in realizing SC including synchronization, coding
algorithms, extensions to different modulations. We also implement SC on software
defined radios and demonstrate its practical achievability.
4.2 Background
A wireless signal is typically represented as a stream of complex numbers which
represents its values as a function of time [6]. To transmit a packet, a transmitter
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first maps the bits into complex symbols. This process is called modulation. As an
instance, in the Amplitude Shift Keying (ASK) modulation, a “0” bit is mapped to
0+ j0 whereas a “1” bit is mapped to 1+ j0, whereas for Binary Phase Shift Keying
(BPSK), a “1” bit is mapped to ej0 = 1+j0 and a “0” bit is mapped to ejπ = −1+j0.
The nth received symbol y[n] is related to the transmitted symbol x[n] as:
y[n] = Hx[n] + w[n] (4)
where H= heγ is also a complex number whose magnitude h and phase γ are the
attenuation and phase shift introduced by the channel respectively. w[n] represents
random complex noise. 1 The receiver uses y[n] to estimate x[n] and then maps it
to the bit value (i.e., “0” or “1”). This process is called demodulation. The symbol
y[n] is also known as the ‘soft’ value that is used to decide whether the bit is a “0” or
“1”. For instance, in ASK, the receiver checks if its estimate of x[n] is greater than
a threshold of 0.5 to decide a “1”.
When two senders A and B transmit their signals xA[n] and xA[n] concurrently,
their signals add up in the channel and the received signal in this case can be expressed
as :
y[n] = HAxA[n] +HBxB[n] +w[n] (5)
Thus, the intended symbol is corrupted by the interfering symbol and prevents suc-
cessful decoding. In practice, there are additional issues that complicate the process
of estimating x[n] such as frequency offsets, sampling offsets, inter-symbol interfer-
ence and so on. Any practical decoder, has additional mechanisms to deal with these
impairments. Every wireless radio contains oscillators that produce the clock and car-
rier signals. Since no two oscillators can be manufactured to produce the exact same
frequency, there is always a frequency difference δf and a phase offset δφ between the
1This models quasi-static flat fading channels.
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transmitter and receiver. The received symbol is affected as follows:
y[n] = Hx[n]ej2πδfTn+δφ + w[n] (6)
With concurrent transmitters A and B, there are two frequency offsets δfa and δfB
that must be estimated and corrected unless the clocks on the transmitters are per-
fectly synchronized.
4.3 Motivation
Wireless Local Area Networks provide tetherless connectivity and enable user mobility
by using an unguided communication medium - air. However, the use of an unguided
medium causes interference among co-channel signal transmissions when they arrive
simultaneously at a receiver. Interference typically renders the intended signal non-
decodable and hence lowers the performance of the communication network. Several
medium access techniques exist to assign concurrent users to orthogonal time slots
(e.g. Bit-Map protocol, Carrier Sense Multiple Access, TDMA [61]), or to orthog-
onal frequencies (e.g. channels 1, 6, 11 in IEEE 802.11g), or to orthogonal codes
(e.g. CDMA). Given a certain spectrum, however, the performance obtained by an
individual user degrades significantly with the number of co-channel users because
of shared use of communication resources. The increasing user density of deployed
wireless networks [21] and explosive increase of data traffic volumes over WiFi de-
vices is hence problematic, and techniques that fundamentally enable concurrency of
co-channel links are desirable.
In this context, several approaches have tackled co-channel link concurrency in
Wireless LANs (WLANs) recently. Such approaches rely on power separation among
contending transmissions to extract interfering packets (e.g. SIC [48]), or leverage
retransmissions (e.g. ZigZag [49]), or exploit the spatial separation of multiple an-
tennas (e.g. DIRC [63], IAC [50], SAM [54]). All of the aforementioned approaches












































Figure 26: Operating regions of two contending links
universal set of possible network scenarios, the approaches address distinct subsets of
scenarios. In this dissertation, we consider one subset of scenarios where considerable
power separation does not exist and multiple antenna elements are not available. We
first show that such scenarios constitute a significant portion of real-life network sce-
narios, and then present a solution to enable concurrency of co-channel links under
those conditions.
We now consider a network of two interfering links and specifically the power
difference between interfering transmissions at each receiver. The operating region of
the network can be classified into four regions as illustrated in Figure 26 depending
on whether the power difference crosses a threshold at each receiver. We identify
a class of scenarios in WLANs called asymmetric contention scenarios, where the
interference power ratios at the receivers are different. i.e., receptions are separated
by a large power difference at one receiver but not at the other receiver. We quantify
the occurrence of such asymmetric interference scenarios by collecting signal strength
traces from 120 locations in an enterprise WLAN consisting of approximately 120
802.11g Access Points (APs). We select only pairs of co-channel links that contend
56
















   [121]
Asymmetric
contention










   [170]
Figure 27: Measured scenarios in enterprise WLAN: Symmetric contention with
high power separation: 190, asymmetric contention scenarios: 239
with each other (i.e., if joint operation causes a Bit Error Rate> 10−5 at any receiver).
We plot the resulting Signal to Interference and Noise Ratio (SINR) at the two clients
of each of the above link pairs in Figure 27. The figure shows that around 190 scenarios
are characterized by symmetric contention with sufficient signal power separation
greater than 10 dB, whereas 239 scenarios involve asymmetric contention and around
170 scenarios involve symmetric contention with signal power separation less than 10
dB. This study, while brief, sheds light on a couple of insights: approaches such as SIC
[48] and ZigZag[49] do have relevance in a significant portion of network scenarios;
but at the same time there exist an equally significant set of scenarios where other
solutions are necessitated. Thus, in this research we ask the following question: Can
multiple simultaneous co-channel transmissions be enabled to occur in spite of them


















Figure 28: Illustrative example
4.4 Symbiotic Coding
4.4.1 Concept and illustration
When multiple senders transmit concurrently, the signals naturally combine in the
channel after incurring channel impairments such as fading and attenuation. This
signal superposition when translated to the bit level leads to the property that the
decoded bit is a function of the transmitted bits depending on the modulation. We
model the combination of symbols as a function called the collision function fc. By
characterizing this function and coding the transmitted symbols appropriately, con-
current links can be made to operate simultaneously.
Consider the network topology shown in Figure 28 where the access points AP1
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Table 5: Success of transmissions
AP1 AP2 C1 C2 Successful ?
0 0 0 0 Yes
0 1 1 1 No
1 0 1 0 Yes
1 1 1 1 Yes
and AP2 operate on the same channel and two clients C1 and C2 associated to AP1
and AP2 respectively. When AP1 and AP2 both transmit simultaneously to C1 and
C2, the two transmissions collide at C1, but C2 receives a clear signal from AP2.
Considering Amplitude Shift Keying (ASK) Modulation a ‘1’ bit is represented by a
high signal amplitude and a ‘0’ bit is represented by sending a low amplitude signal.
Conventional collision free scheduling would require the transmissions for C1 and
C2 to be separated in time, since AP2’s transmission would cause a collision at C1
rendering it unable to decode the packet sent by AP1. More specifically, the resulting
bit decoded at C1 for each of the four combination of bits transmitted from AP1 and
AP2 is presented in Table 5. Clearly C1 does not receive the intended bit from AP1
always. But interestingly, it can be observed that except when AP1 transmits a ’0’
and AP2 transmits a ’1’, the receiver C1 receives the correct bit (transmitted by its
AP) even despite the collision. Overall, the bit error rate at C1 is 0.25.
By analyzing the functional dependence between the transmitted and received
bits, the collision function fc at C1 is a binary ‘OR’ function of the bits transmitted
from AP1 and AP2.
Table 6: Coding table at AP1
C1/C2 00 01 10 11
00 011 011 011 100
01 101 101 010 101
10 110 001 110 110
11 111 111 111 111
Symbiotic coding: In the above example, the ‘01’ bit combination (‘0’ from
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AP1 and ‘1’ from AP2) is the harmful combination, where the receiver C1 does
not receive the intended information. Hence, if this combination were to be avoided
by appropriately coding the data bit sequences, simultaneous information transfer to
both C1 and C2 is achievable. Consider the following coding strategy. Instead of
transmitting the data packets destined for clients C1 and C2 as-is, AP1 and AP2
transmit coded versions of the packet according to Tables 6 and 7 respectively. Thus
every two bits of information in d1 and d2 are appropriately mapped to a three bit
codeword.
When the channel executes the “OR” operation on the coded bits, all combinations
of codewords are still successfully decoded at C1 (and trivially at C2). Hence, by
avoiding the combination of bits that cause a failure due to collision, this approach
allows the three-bit codewords to be transmitted concurrently from AP1 and AP2
conveying two data bits each for C1 and C2. Thus, this scheme provides a 4
3
i.e 1.33x
improvement when compared to a collision free scheduler. We call this approach
Symbiotic Coding.
4.4.2 Definition
Generically, symbiotic coding refers to the use of an appropriate coding function e
and decoding function g such that g(fc(e(d1), e(d2))) = g(e(d1)). We refer to the
property of e(d1) not being affected by a collision with e(d2) as the dominance of the
former over the latter and the codewords as ‘symbiotic’.
For N AP transmissions d1, d2, ...dN interfering at a client j, the coding condition
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can be given as,
g(fc(e(d1), e(d2)...e(di)...e(dN ))) = g(e(dj)) (7)
where fc is the collision function (i.e. binary addition operator for ASK or complex
addition operator for other modulations), dj is the data from the associated AP for
client cj , while e(dj) is the encoded symbol and g is the decoding function. Thus, the
coding problem is to design e and g such that the intended symbols are conveyed at
the receiver j. In the previous example, the encoding and decoding functions e and
g were presented in the form of Table 6 and Table 7.
While signal addition is a fundamental property of wireless transmission, the cod-
ing function depends on the modulation used, the topology considered, link Signal to
Noise Ratio. We also note here that di and dj need not be from the same modulation
set (i.e. contending links can be operating at different rates) as we describe later.
4.4.3 Proof of concept
We first experimentally verify that the above coding approach works in practice using
software radios in a real-life setting. The USRP2 [45] hardware and default GNURadio
[46] software modules for packet transmission are used by implementing non-coherent
ASK modulator and demodulators. Two USRP2s act as the two APs and are con-
nected by a cable from Ettus (called MIMO cable) which carries the clock and reset
signals between them. This ensures that the clocks and the carrier frequencies on the
two USRP2s are synchronized to within 10s of nanoseconds. The position of C1 and
C2 are varied while maintaining the topology in Figure 28. The packet success rate at
C1 averaged over 100 packets was observed to be around 0.5% without coding. But
with the described coding scheme packet success improved to 98.1%. Clearly, symbi-
otic coding ensures that the Bit Error rate remains below the threshold of acceptance




When two senders AP1 and AP2 transmit their signals x1 and x2 concurrently, their
signals add up in the channel after undergoing propagation losses and noise addition
w. The received signal at a receiver C1 can be expressed as [61] :
y1 = H11x1 +H21x2 +w (8)
where y1 = H11x1 and y2 = H21x2 represent the symbols transmitted by AP1 and
AP2 after traversing the complex channels H11 and H21 from AP1 and AP2 to C1.
Similarly, the received signal at receiver C2 is given by:
y2 = H12x1 +H22x2 +w (9)
where the channels from AP1 and AP2 to C2 are given asH12 andH22 respectively.
4.5.1.1 Channel Magnitude differences:
Since we consider an asymmetric contention scenario, the expected power from AP1
at C2 is smaller than that from AP2. i.e. E(|H22|2) >> E(|H12|2). Hence, y2 can be
decoded using known techniques (e.g. conventional detector or SIC [48] depending on
the separation E(|H22|2)−E(|H12|2) ) to yield x2. Thus, C2 can decode its intended
packet successfully.
The power received from AP1 and AP2 at C1 are denoted as P1 = 20∗ log(|H11|),
P2 = 20 ∗ log(|H21|) similar. If P1 and P2 are widely separated, they can be removed
using SIC [48]. However, for our scenario of interest described in Figure 26, the powers
are similar P1 = P2 (and we cannot exploit conventional techniques such as SIC).
Thus, each of H11 and H21 are complex channel gains with similar amplitude |H11| =
|H21| = C1. Interestingly, we note later that the channel gains need not be exactly
same in magnitude and the proposed scheme works even when the signal magnitudes
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are different (by upto 10 dB) as illustrated by the results in Figure 40. Without loss
of generality, we represent the channel gains in terms of the phase difference between
the channel gains θ1 as C1 and C1 ∗ e−jθ1 . Hence, y1 = C1(x1 + x2.e−jθ1). The only
factor remaining to be handled is θ1. θ1 can be estimated at the receiver and fed-back
to the APs.
4.5.1.2 Channel Phase differences
We first note that phase synchronization of signals from AP1 and AP2 is not needed
but only the estimation of the phase difference perceived at the clients. This is a key
difference of SC from several coordinated beamforming approaches which require the
symbols to be synchronized in phase at the transmitters.
Estimation methodology: The phase difference of the transmissions from AP1
and AP2 must be known at the receivers to bootstrap the symbiotic coding approach.
We first note that current 802.11n systems already estimate the channel phase dif-
ference between multiple transmit antennas and receive antennas. The procedure
involves transmitting time-shifted versions of a common training sequence on each of
the antennas and measuring the time shift between the correlation peaks at the re-
ceiver. The same procedure can be extended to the antennas of the APs to determine
the channel phase difference accurately at the client.
Practical results: We perform baseline experiments to characterize the phase
difference across clients in indoor WLAN settings. We use two software radio APs
transmitting a constant tone of frequency 2.412 GHz to a software radio client. The
power received at the client when AP1 and AP2 transmit in isolation is measured
as P1 and P2 respectively. Next the power received at the client when both APs
transmit together is measured as P12. By applying Equation 8 and simplifying, we
observe that P12 depends on the channel phase difference from AP1 and AP2 and is
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Figure 29: The channel phase differences can be estimated accurately and retained
for use over several minutes
given by Equation 10.
P12 = P1 + P2 + 2
√
P1.P2.cos(θ12) (10)
where θ12 is the channel phase difference between the AP1−C1 and AP2−C1 chan-
nels. By inverting this relation, we obtain the channel phase difference.
Figure 29 a) plots the channel phase difference measured at different locations of
C1. While Figure 29 b) plots the channel phase difference across time. The figures
illustrate that the channel phase difference can be estimated accurately and also
be used for several minutes without degradation in performance. Our experiments
indicate that a resolution of eight bits is sufficient for the phase difference and that
the estimates can be retained for several minutes, thereby keeping the overhead of
the scheme very low.
After estimation, the channel phase effect can be pre-compensated at the trans-
mitters by introducing phase delays or can be compensated at the receivers after
passing through the channel. By extending the basic example illustrated before, the
coding procedure can be adapted to the complex constellation formed by x1+x2.e
−jθ1.





























Figure 30: Same modulation at AP1 and AP2
the value of θ. Hence, in the rest of this section, we describe the solution components
with θ1 = 0. Thus, channel conditions in asymmetric contention scenarios enable
desired combination of symbols to be received successfully at the receivers.
4.5.2 Modulations other than ASK
Applicability to modulations: While we presented the basic idea using Ampli-
tude Shift Keying as the modulation, Symbiotic Coding works with any modulation
in principle. Symbiotic Coding leverages the fact that when senders transmit con-
currently on the same frequency, some symbol combinations are resolvable and some
that are not and appropriately codes for them. We note here that this model allows
coding for all current modulation techniques including amplitude modulations like
ASK, phase modulations like BPSK. Frequency modulations like FSK, OFDM would
involve coding the transmitted symbols to be transmitted on the same sub-carriers
together. The key requirements when applying to any modulation are: (1) coding
must be adapted to prevent error inducing symbol combinations from occurring and
(2) the demodulation should be adapted to leverage concurrent senders. To remain
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Symbiotic coding (SIR 0dB)
802.11 (SIR 0dB)
Symbiotic coding (SIR 10dB)
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Figure 31: Symbiotic Coding equal modulations: 4-QAM illustration and simulation
compatible with existing modulation mechanisms, we describe how symbiotic coding
can be achieved using existing modulations with two key algorithms: (1) bit to sym-
bol mapping at the transmitter and (2) the demodulation strategy at the receiver.
We discuss the principles using Figure 28 as the illustrative scenario, where AP1 and
AP2 transmit simultaneously to C1 and C2.
Illustrative example: Assume that both AP1 and AP2 use Quadrature Phase
Shift Keying (QPSK) as the underlying modulation. QPSK (also called 4-QAM) is
popularly used in the 802.11 standards (abgn). Depending on the bit pair to be en-
coded i.e. 00,01,10,11, the transmitted symbols are chosen from a set S=S1, S2, S3,
S4 where S1 = −1− j, S2 = −1 + j,S3 = 1− j,S4 = 1+ j for bits 00,01,10,11 respec-
tively. The received symbols are shown pictorially using the constellation diagram in
Figure 30 for both the single transmission case and for the concurrent transmission
from AP1 and AP2. While there are 16 possible combinations, only nine of them are
valid combinations which result in uniquely decodable (non overlapping) pairs. It can
be observed that the concurrent symbol pairs that are allowed are given by the fol-
lowing nine pairs (S1,S1), (S1,S2), (S1,S3), (S2,S2), (S3,S3), (S1,S4), (S2,S4), (S3,S4),
(S4,S4). The demodulation regions are represented by dotted lines in the Figure 30.
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The constellation diagram represents nine pairs with the property that (i) each of
these pairs results in a unique constellation point at the receiver (ii) the distance
between adjacent constellation points is not reduced compared to the original con-
stellation. The minimum distance between valid constellation points determines the
error performance under noise [6] and the larger this distance the better the decod-
ability. Thus, the above nine pairs provide a larger number of states without reducing
the error performance compared to a single transmission. Consequently, they can be
used to improve the capacity of concurrent links.
Bit-to-symbol mapping: The bit to symbol mapping is performed in the above
manner, where adjacent constellation points are separated by only “1 bit-distance”.
i.e. the symbol S1 and its adjacent symbols S2, S3 represent bits 00 and 01, 10 which
are only one bit different from 00. This is typically called a gray symbol mapping [6].
We recall that the coding scheme described in Table 6 and Table 7 has the property
that the codewords from AP1 are unaffected by the codewords transmitted from
AP2 (symbiotic codewords). When this mapping is used on bit streams encoded
using the coding table described in Table 6 and 7, the resulting symbol streams
are also symbiotic i.e. they do not have any harmful combinations. Thus, when
data bits intended for C1 and C2 are encoded using symbiotic binary tables, they
lead to two compatible bit streams at AP1 and AP2. When the resulting coded bit
streams are mapped two bits at a time, using the gray mapping described above, the
resulting 4-QAM symbol streams are also naturally compatible because the bit-to-
symbol mapping assigns points separated by exactly 1 bit distance.
Lemma 1: If two bit streams are symbiotic, for any modulation, it is always pos-
sible to find a bit-to-symbol mapping such that their corresponding symbol streams
are also symbiotic.
The proof follows from the construction presented previously.
Thus, the basic symbiotic bit-level coding scheme naturally leads to a solution for
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higher modulations when appropriate symbol mapping and demodulation are used.
Benefits: We evaluate the Bit Error Rate performance of the 4-QAM symbiotic
coding scheme for the same two AP two client scenario using simulations based on
an additive white Gaussian noise (AWGN) channel [6]. We present the evaluation in
indoor fading channels in Section 4.7. Figure 31 plots the BER at C1 as a function of
SNRa, the SNR from AP1 to C1 for 4-QAMmodulation. The figure shows that, Sym-
biotic Coding allows concurrent transmissions while achieving an error performance
that is close to a collision free scheduler.
For a given pair of modulations, we determine the combined for each possible
symbol in the modulation sets of AP1 and AP2. We then calculate the number of
symbol pairs from AP1 and AP2 such that (1) they are uniquely resolvable symbols
(i.e. given a symbol at C1, we know the corresponding transmitted symbols from
AP1 and AP2 uniquely) (2) the minimum distance between the resulting combined
symbols in the constellation is greater than or equal to the distance of the individual
symbol constellations from AP1 and AP2. A summary of the rate improvement that
can be achieved with the four popular modulations used in the IEEE 802.11 standard
i.e. BPSK, QPSK, 16-QAM, 64-QAM is presented in the Table 8. We determine the
number of uniquely decodable constellation points for each pair of modulations such
that the minimum distance between constellation points is greater than or equal to
that of the lower modulation in the pair considered. Thus, we note that unlike existing
coordinated pre-coding approaches, symbiotic coding does not require coordination
across clients and intelligently exploits symbol combinations to improve performance.
4.5.3 Heterogeneous links
We recall that Symbiotic Coding uses the fundamental signal combining properties
of transmissions from multiple APs and thus does not require that the combining






















Figure 32: Different modulations at AP1 and AP2
Table 8: Gains for different modulations
AP1,AP2 Time Symbiotic Improvement
Sharing coding %
BPSK,BPSK 1.00 1.59 59
QPSK,BPSK 1.50 2.59 72
QPSK,QPSK 2.00 3.17 59
16-QAM, BPSK 2.50 4.32 73
16-QAM, QPSK 3.00 4.64 55
16-QAM, 16-QAM 4.00 5.61 40
64-QAM, BPSK 3.50 6.17 76
64-QAM, QPSK 4.00 6.34 59
64-QAM, 16-QAM 5.00 6.92 38
64-QAM, 64-QAM 6.00 7.81 30
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and AP2, the superposed constellation depends on the pair of modulations used and
would follow an appropriate demodulation strategy. We note that information about
the pair of modulations used can be easily obtained using a common preamble before
the payload. The common preamble would be uncoded and hence used by both
clients to infer the modulations used. We illustrate this for the case of AP1 using
QPSK modulation and AP2 using BPSK modulation in Figure 32. We also plot the
superposed constellation at the receiver C1 when both APs transmit concurrently in
the same figure. (We note here that the symbols for different modulations i.e. BPSK
and QPSK are shown to be have energy at the receiver, since a fixed Bit error rate is
desired. In contrast, if a fixed power constraint is used, the energy of a QPSK symbol
would be scaled by 2. However, this scaling does not affect the approach itself nor its
feasibility.) The dotted lines indicate the set of symbols which are demodulated into
a single symbol. Thus, we observe that the pairs (S1,T1), (S3,T2), (S3,T1), (S2,T1),
(S2,T2),(S4,T2) are allowed pairs. While time sharing across the two links would cause
1.5 bits/slot on the average, Symbiotic Coding leads to log2 6 = 2.58bits/slot. Thus,
significant capacity improvements are achieved even with hetereogenous modulations
used by the contending links. We tabulate the rate improvements obtained using each
pair of modulation in the Table 8. It is clear that Symbiotic Coding provides capacity
improvements from 30% to 76% for popular modulations across several heterogeneous
two link scenarios.
4.5.4 Synchronizing transmissions
Symbiotic coding requires that the symbols received at the receiver C1 be synchro-
nized. The time offset between the symbols from AP1 and AP2 measured at C1
depends on the difference between the transmission start times at AP1 and AP2, and
the propagation delay differences from AP1 and AP2 to C1. In practice, since indoor
ranges are limited and C1 must be located within the range of AP1 and AP2, the
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maximum propagation delay difference can be shown to be less than a few tens of
nanoseconds. Thus, if the transmissions are synchronized within tens of nanoseconds,
the overall time difference can be ensured to be less than 100 nanoseconds in the worst
case,. Since the Wifi technologies 802.11agn use a 4µs symbol duration, the worst
case offset is 1
40
of the symbol period, which is negligibly small. We describe two
approaches that achieve transmissions synchronized to within tens of nanoseconds in
practice, thereby making synchronization a non-issue.
1. Wireless triggering: When a short trigger packet is transmitted to both
AP1 and AP2, they can use this as a trigger to start their transmissions in a synchro-
nized manner. This approach is already successfully used in current 802.11 devices
where an ACK packet is transmitted within 10µs of a DATA packet transmission.
This method was implemented in the context of two Wifi devices to achieve less than
10µs synchronized transmissions in [55]. More recently, researchers have used this
approach to synchronize four software radio transmitters and demonstrated a delay
difference of 60 ns at the receiver [47]. Similarly, other researchers have also demon-
strated 20ns synchronization using high performance software radios[76]. In practical
WLANs, the control trigger can be transmitted from another AP in a high density
deployment of APs or from a client which is in the range of both AP1 and AP2.
2. Wired clock sharing: An alternate approach is to synchronize the clocks
of AP1 and AP2 by leveraging the wired ethernet backbone through which they are
connected. This can be accomplished by the controller transmitting a short packet
periodically. This type of approach was presented in [59] to achieve synchronization
within few µs. This can also be realized by Network Time Protocol solutions with a
precise time server connected to the ethernet backbone of the WLAN. We also note
that it is sufficient if the adjacent APs in a large WLAN are synchronized and we
do not need network wide synchronization. In practical WLANs, the synchronization
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preamble of ethernet packets is used to determine the clock for decoding the eth-
ernet packet. The same preamble can also be used to trigger transmissions on the
wireless interface to achieve synchronized transmissions. We have realized this ap-
proach in a practical software radio testbed of USRP2s connected by a cable [45] and
achieved transmissions synchronized to within 10 ns. Our prototype implementation
of Symbiotic Coding using only common off-the-shelf hardware serves as a credible
proof of concept for the feasibility of achieving synchronized transmissions needed for
symbiotic coding.
4.5.5 Uplink communication
While the basic coding scheme was designed for synchronized APs as transmitters
(downlink), a modified version can be used to achieve symbiotic combining gains
although with a reduced efficiency by exploiting joint decoding at the APs. Symbiotic
Coding can also be applied to the uplink of the scenario (Figure 28) where C1 and
C2 transmit to AP1 and AP2 respectively but cause collisions at AP1. In this case,
the two main considerations are:
1. Uplink synchronization: The absence of a wired backbone between C1 and
C2, requires the reception of a control or trigger packet on the wireless link from AP2
to trigger C1 and C2. Related work [47] has already demonstrated the feasibility of
achieving synchronization to within 10s of nanoseconds using this approach. Thus
AP2 transmits a control packet informing C1 and C2 to transmit after a preset time
from the reception of the packet, thereby synchronizing their transmissions.
2. Modified coding and joint decoding: The second aspect of uplink op-
eration is coding. Observe that C1 and C2 cannot jointly encode their information
without wasting a time slot for wireless information exchange. Hence the strategy is
for C1 and C2 to code independently and share the receptions of AP1 and AP2 and
72
decode all the transmitted bits together. Observe from Figure 28 that C1’s transmis-
sion is received successfully at AP1 whereas at AP2, packets of C1 and C2 collide.
AP2 can use the correct bits of C1 from AP1 to decode the collided bits. However,
without coding some of the bits are not be resolvable. As an example consider that
the nth collided bit at AP2 is a ‘1’ and the nth bit at AP1 is also a ‘1’ i.e C1 trans-
mitted a ‘1’. In this case, it is impossible to say using AP2’s received bit whether
C2 transmitted a ‘1’ or ‘0’, because both 1 + 0 = 1 and 1 + 1 = 1. Hence, the
transmissions of C1 and C2 must be independently coded.
For the coordinated receive case, since one of the transmissions is received without
any interference, the codewords must be designed such that the interfered codeword
maps uniquely to each data bit transmitted as shown in Table 9.






Table 10: Decoding table at AP2 using C1 and C2
RX2/C1 00 01 10 11
001 10 10 - -
010 00 - 00 -
011 - 00 10 -
100 01 - - 01
101 - 01 - 10
110 - - 01 00
111 11 11 11 11
It can be observed that every possible data bit combination in Table 9 can be
uniquely decoded using Table 10. In Table 10, a − indicates that such a pair of
received codeword (RX2) and C1 is not possible under correct operation. Those
states can be used for error detection or correction. Using this scheme C1 and C2
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can convey two bits each in three bit-slots leading to a total throughput of 4
3
= 1.33.
Thus, Symbiotic Coding can be applied to the upstream to yield benefits over collision
free schedules.
4.6 Symbiotic Coded WLAN
Model: Given the benefits of symbiotic coding for several two link scenarios es-
tablished in the previous section, we now consider how it can be applied to a large
network consisting of several Access Points and clients distributed over a large ge-
ographical area. An example of such a network is an enterprize WLAN as shown















Figure 33: Network model showing a high density of APs and a controller in an
enterprise
Solution overview: While we presented the coding and decoding tables for the
two link scenario, the key question that must be answered to enable a Symbiotic
Coded WLAN is “How are the codes generated and applied for a topology consisting
of more than two links?” Toward answering this question, we first note that not
all topologies are amenable to coding and different topologies differ in the capacity
benefits they provide. Specifically, we recall from Section 4.4.1 that the asymmetry
in the interference topology enables symbiotic coding and symbiotic coding cannot
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be directly applied to symmetric topologies. Thus, symmetric topologies must be
decomposed into asymmetric topologies which are amenable to coding.
We model the network of APs and clients as a graph, where an edge between
an AP and client represents that a transmission from an AP reaches the client with
sufficient signal strength to cause interference. We use the granularity of bits for the
design which can be extended to other modulations as described in 4.5.2. Throughout
this section, we use the illustrative multi-link scenario of Figure 34 to explain the
algorithms.
The useful topologies for any given graph are the acyclic, connected induced sub-
graphs of a graph and are referred to here as ‘templates’. (Figure 35 shows all
templates and their achievable capacity of the associated symbiotic code for degree
three.) By designing codes for these templates, one can apply symbiotic coding to
any topology by combining multiple templates and attain benefits without having to
design a separate code for each topology.
Hence, we decompose the problem of symbiotic coding for a given network into
two parts and solution includes
1. a code generation algorithm for a basic set of template topologies formed by
the acyclic sub-graphs of the network graph (Section 4.6.1)
2. a scheduling algorithm that decides the subset of symbiotic coded topologies to
activate and the time duration alloted to each of them to ensure that the network







Figure 34: Example of input topology
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cy     
Number of Links 1 2 3 3 3 
Per-link Capacity 1 0.67 0.67 0.67 0.5 
Total Capacity 1 1.33 2 2 1.5 
 
Figure 35: Pre-computed templates for three APs
4.6.1 Code generation for templates
Goal and heuristic: The aim of the algorithm is to identify the codeword assign-
ment to each data word combination for the APs in a template such that each client
ci successfully decodes its data as di = Di(Ei(d)). Thus, the algorithm takes as input
the connectivity graph of the topology G and produces the encoding functions Ei(m)
at each AP ai. To do this, the following key idea developed from Section 4.4.1 is used:
When the transmissions of multiple senders collides at a receiver, successful decoding
can be achieved by assigning more 1’s to the associated sender and 0’s to the inter-
fering sender(s). In other words a ‘1’ dominates a ‘0’ as far as coding is concerned.
The algorithm is an iterative algorithm that attempts to greedily assign codewords
for each data word d (i.e all possible data bit combinations of d1,d2,..,dk) for the given
topology. To begin with, the algorithm first initializes the set of codewords for each
dataword e(d, i) at each sender ai, with all codewords of length W as possible code-
words to use i.e |e(d, i)| = 2W . Next, the following steps are performed sequentially
until codewords have been assigned at each AP for all the dataword combinations or
the codewords at any of the APs is exhausted.
Step 1. AP and dataword selection: The first step is to select the sender ai
and the dataword d for which number of available codewords |e(d, i)| is least among
the senders in the topology and data pattern combinations. This step is important
because a wrong order of assignment might lead to some codewords being eliminated
at other APs before the assignment for all possible bit combinations is complete.
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To understand this, we first note that an assignment of a codeword at an AP could
eliminate one or more candidate codewords at other APs. For instance, in Figure 28
and Table 6,If AP1 transmits a ’000’, i.e e(d1) = 000, then none of the codewords in
e(d, 2) can satisfy Eqn. 7.
Step 2. Codeword selection: Once the AP is chosen based on the heuristic,
the codewords containing more zeros is preferred for a dominated AP and a codeword
containing more ones for a dominating AP (E.g. AP1 in Figure 28). If the assignment
is not based on this heuristic, the codewords will not satisfy the symbiotic coding
criterion expressed in Eqn. 7.
Step 3. Update of Codeword set: Every codeword assignment at an AP,
can eliminate one or more codewords at other APs since only certain codeword pairs
for two senders (or n-tuples for N APs) satisfy the condition in Eqn. 7. Hence,
after assigning a codeword at an AP ai, the unusable codewords at other APs (aj ∈
[1, N ]; j 6= i) are removed from their respective codeword sets e(d, j). For instance,
if the dataword is 0000 and e(0000, 1) = {000, 010, 101}, e(0000, 2) = {010, 011}
are the corresponding codeword sets at a1 and a2, we remove 011 from a2 since no
codeword from a1 can dominate it. These steps are repeated until either the code
table is obtained or there are no more unused codewords for this length.
4.6.2 Scheduling
Overview: The goal of this algorithm is to apply the appropriate codes to be used
for each scheduling epoch such that the throughput is optimized. In the context of
downstream data to clients, the algorithm first obtains the packets from its stream
such that there is one packet for each AP corresponding to exactly one of its associated
clients. After identifying the clients to be served, the connectivity graph of the APs
and the clients is used to identify the optimal schedule of codes across the APs for





























Figure 37: Instances in Figure 34
connectivity graph between APs and the clients under consideration for this slot and
produces as output the code schedule for different APs that optimizes capacity. The
algorithm has the following main steps, as shown in Figure 36.
Key steps:
1. Identifying template instances: Each of the templates in Figure 35 is
used to generate multiple instances by replacing symbols with any permutation of
AP/client index numbers. An instance is considered valid only if it is an ‘induced
subgraph’ in the input topology. The generated instances are illustrated in Figure
37.








Figure 38: Topology with 3 APs and 3 clients
graph of instances and enumerate all independent sets. If two instances cannot oper-
ate simultaneously, i.e. any client in one instance is interfered by any AP in another,
then they are connected with an edge in the conflict graph.
3. Optimal allocation: We formulate a linear problem to compute the optimal
allocation of all independent sets to achieve max-min capacity, i.e. each client gets











FI ≥ 1, ∀cj ∈ C
(11)
where λi is the time allocated to independent set Si, and FIj is capacity of each client
in instance I. When applied to the 3 AP scenario of Figure 38, a code rate of 2
bits/slot is achieved compared to 1.5 bits/slot with the best collision free scheduler.
4.7 Performance Evaluation
4.7.1 Testbed description
We evaluate Symbiotic Coding in a testbed of Software radios. Each node in the
testbed is a laptop connected to a USRP2 GNURadio [45]. GNURadio [46] is a soft-
ware defined radio where all communication operations are performed in software on
the PC. At the transmitter side, the complex baseband samples are transported over
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a Gigabit Ethernet connection to the USRP2 where the Digital to Analog converter
produces the analog signal. The signal is then up-converted to 2.4GHz and transmit-
ted over the wireless channel. At the receiver, the process is repeated in the reverse
order.Our testbed allows 1 Mbps BPSK and 2 Mbps QPSK transmissions using a
fixed bandwidth of 1 MHz. We use the default configuration parameters in GNURa-
dio and implement packet transmitters and receivers using ASK, BPSK and QPSK
modulations. (i) Encoder and decoder For the 2 topology implementation, the
encoder takes 2 bits from each of the two streams and produces a 3 bit word. For the
three topology case, each coding operation takes 2 bits from each of the 3 data streams
and produces 4 bits as output. This is repeated until the maximum packet size of
encoded bits is reached. The decoder does the reverse of this operation to find the
dominant sequence. (ii) The transmit trigger is used to trigger the transmissions
synchronously. The GNURadio software provides a timestamp field for each packet
sent from the PC to the USRP2s so that the packets are sent out when the FPGA
clock counter reaches the desired value. For our two AP experiments we connect the
USRP2s with a cable (called MIMO cable, available from [45]) which ensures that the
clocks of both USRP2s are perfectly synchronized to within 10ns. We use an ethernet
cable based synchornization for more number of APs which achieves synchronization
within few µs. (iii) Enhanced Demodulators We implement the demodulators
described in Section 4.5.2 for ASK, BPSK and QPSK and perform experiments over
multiple locations and times of the day for increased confidence. We compare Symbi-
otic Coding with CSMA and a collision free scheduler as an approximation of 802.11
since SDRs do not support timed ACK transmissions. We note that a collision free
scheduler is an upper bound on the performance achievable with distributed MAC
algorithms such as CSMA/CA.
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Figure 39: BER improvement: Symbiotic Coding outperforms time division schedul-
ing.
Table 11: Average throughput across modulations
Modulation CSMA/CA Symbiotic Coding
(Mbps) (Mbps)
BPSK 0.95 Mbps 1.30 Mbps
4-QAM 1.92 Mbps 2.60 Mbps
4.7.2 How well does Symbiotic Coding work?
We first perform experiments to understand whether Symbiotic Coding leads to suc-
cessful packet reception at the client C1 in the topology presented in Figure 28, where
the powers from AP1 and AP2 to C1 are similar causing collisions. To do this, we
observe the average Bit Error Rate (BER) with varying SNR for the case of two
modulations BPSK and 4-QAM. This is a typical metric that determines the quality
of a wireless receiver [61]. Figure 39 depicts the BER at client C1 versus the SNR
























(a) Throughput of C1



















































(c) BER vs. SIR
Figure 40: SNR and SIR: Symbiotic Coding converts interfering transmission from AP2 to
beneficial transmission
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(SNRa = SNRb). The plot consists of two curves, namely the performance of a
collision free scheduler and the performance of Symbiotic Coding. Symbiotic Coding
performs very close to a collision free scheduler within a few dB. (Similar curves are
obtained for 4-QAM which we don’t present due to lack of space). More importantly,
Symbiotic Coding yields a BER curve which is better than the collision free scheduler.
In summary,
(1) For all SNRs, Symbiotic Coding never degrades the error performance when
compared to a collision free scheduler. On the contrary, it yields an improvement in
BER due to the constructive combination of symbols from AP2 and AP1. The SNR
required with Symbiotic Coding is only 63% of the SNR required by the collision free
scheduler for a given BER of 10−3.
(2) The median throughput improves from 0.95 Mbps to 1.3 Mbps for BPSK,
whereas it improves from 1.92 Mbps to 2.6 Mbps for 4-QAM as indicated in Table 11,
indicating that even with ideal rate adaptation and higher modulations, Symbiotic
Coding brings significant benefits.
4.7.3 The impact of varying SINR
We evaluate Symbiotic Coding over a range of Signal to Interference and Noise Ratios
(SINR = SNRa − SNRb) to study different scenarios ranging from symmetric to
asymmetric contentions at C1 and C2. We present the results for the case of BPSK.
Throughput: Contrary to the previous experiment where the two APs, AP1 and
AP2 had the same SNR to client C1, here we consider the case when the SNRs are
unequal. We begin with the case when the client C1 has an equal SNR from AP1
and AP2. Gradually we move C1 closer to AP1, thereby increasing the SNR of the
transmission from AP1 with respect to AP2. Figure 40 a) presents the throughput of
client C1 (normalized to the sending rate) as a function of the Signal to Interference
Ratio (SIR = SNRa−SNRb) for the collision free scheduler , CSMA and Symbiotic
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Coding. The figure shows that Symbiotic Coding achieves a throughput for 0.67
whereas CSMA achieves a throughput close to zero for SIR from 0 to 6dB since
AP1 and AP2 cannot ‘physically’ carrier sense each other. However, when the SIR
is sufficiently high (greater than 6dB), AP1 starts to capture the channel and this
causes its throughput to rise to 1. The total throughput of the two clients C1 and C2
is plotted in Figure 40 b) for the approaches considered previously. It can be observed
that Symbiotic Coding outperforms both the collision free scheduler and CSMA for
hidden terminal cases. When the capture effect occurs, Symbiotic Coding provides
the throughput that CSMA achieves.
Error performance: Another aspect of performance is the BER as a function of
the SIR. The BER measured at C1 for varying SIR is presented in Figure 40 c). The
figure shows that CSMA suffers due to colliding transmissions since the competing
transmission is treated as noise. Thus, while collision free scheduler achieves a BER
close to 10−3, the BER of CSMA is very poor and becomes equal to that of the
collision free scheduler for high SIRs, where the capture effect occurs. On the other
hand, Symbiotic Coding begins with a much lower BER for an SIR of 0dB. This
occurs due to the constructive addition that occurs when the two APs transmit a ”1”.
However with increasing SIR, the error performance of Symbiotic Coding reduces and
it becomes close to that of a collision free scheduler. This is a counter-intuitive result
and occurs because the contribution of AP2’s transmission is very small compared to
AP1’s transmission.
In summary, for all SIRs (i.e. all scenarios from hidden terminals to capture
scenarios), Symbiotic Coding outperforms both collision free scheduler and CSMA in
terms of both throughput and loss rate.
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(a) CDF of throughput























(b) CDF of loss rate
Figure 41: Scalability and loss performance
4.7.4 Many concurrent senders
We evaluate the performance in a topology involving three senders and three receivers,
where each AP is hidden from the othersas shown in Figure 38.
Throughput: We plot the CDF of the total throughput achieved by all the clients for
the case of Symbiotic Coding with 2 sender coding and 3 sender coding in Figure 41
a). Clearly, the benefits of Symbiotic Coding increase with the number of concurrent
senders, with an average improvement upto 1.86x with 3 sender coding and 1.3x with
two sender coding , when compared to a collision free scheduler. These values are
quite close to the theoretical gains of 2 and 1.33.
Loss performance: We are also interested in determining the loss performance of
Symbiotic Coding. For this, we use the same hidden terminal scenario as the previous
experiment and conduct experiments for several time-spaced runs. We plot the results
of the experiments in Figure 41 b) when using Symbiotic Coding and CSMA. It can
be observed that Symbiotic Coding significantly improves the error performance of
hidden terminals . Hence the average packet loss rate while using Symbiotic Coding
is around 0.4% which is much smaller than the average loss rate when using CSMA
which is around 86.5%.
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Table 12: Symbiotic Coding yields significant benefits in large networks
Trace Without With Improvement
coding coding %
(Mbps) (Mbps)
1 108 149.04 38
2 90 135 50
3 81 146.4 81
4.7.5 Synchronization
Since we used a cable that carries the 100 MHz clock between two USRP2s, we
measured that the transmit clocks are synchronized to within a sample clock (i.e. 10
ns). The computing power limitation at the receiver prevents us from sampling at
a granularity lower than 250 nanoseconds. Hence, we sample at 250 nanoseconds at
the receiver and observe that the transmissions from AP1 and AP2 are synchronized
within this granularity. Thus, the synchronization achieved is a small fraction of the
symbol duration of 1 µs. Further, we observed the carrier frequencies from AP1 and
AP2 to be perfectly coherent to within our sampling levels at C1 (250ns), thereby
enabling existing frequency offset correction modules to be used as is, without any
special treatment for concurrent transmissions. While the propagation induced phase
difference varied for different locations, for each location they were estimated and
overcome by pre-coding as described in Section 4.5.1. Thus the sampling interval,
carrier frequency and start of packet are all synchronized successfully.
4.7.6 Practical enterprise network benefits
We explore the benefits that our solution provides to a large enterprise WLAN over
and above any natural spatial reuse that can be exploited simply by scheduling. We
collect signal strength traces from a large enterprise network comprising around 30
Access Points distributed in the three 802.11g channels 1,6, and 11, operating in the
2.4GHz band. We perform trace-driven simulations of the algorithm described in
Section 4.6.2 to determine the max-min fair network throughput. Our results are
tabulated in Table 12 which shows that Symbiotic Coding improves the fair network
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DIVERSITY ROUTING FOR WIRELESS NETWORKS
WITH COOPERATIVE TRANSMISSIONS
5.1 Overview
In this chapter, we consider the use of cooperative transmissions in multi-hop wireless
networks to achieve Virtual Multiple Input Single Output(VMISO) links. Specifically,
we investigate how the physical layer VMISO benefits translate into network level
performance improvements. We show that the improvements are non-trivial (15% to
300% depending on the node density) but rely on two crucial algorithmic decisions:
the number of cooperating transmitters for each link; and the cooperation strategy
used by the transmitters. Finally, we present Proteus, an adaptive diversity routing
protocol that includes algorithmic solutions to the above two decision problems and
leverages VMISO links in multi-hop wireless network to achieve performance improve-
ments. We evaluate Proteus using NS2 based simulations with an enhanced physical
layer model that accurately captures the effect of VMISO transmissions.
5.2 VMISO Background
In a SISO link, a single transmitter sends one symbol in each symbol duration to its
intended receiver. However, in a VMISO link, l (l ≥ 1, l ≤ nc) of the nc transmitters
transmit coded symbols to the (single) receiver in each symbol duration . The complex
symbols transmitted by the l transmitters over a block of duration kTs seconds are
arranged to follow a certain structure which aids the decoding at the receiver in the
presence of independent channel fading from each of the transmitters. This structure
is called the Space Time Block Code(STBC) and is represented by a k ∗ nc matrix
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Figure 42: Rate and range improvements of a VMISO transmission
which determines the symbols transmitted on each of the nc transmitters for each of
the k symbols periods. The bandwidth utilization of an STBC is determined by its
rate R = l
k
called the code rate, where R ≤ 1 [18].
Benefits: When spatially separated transmitters transmit encoded symbols across
space and time, the receiver, with the knowledge of the channel fading coefficients,
can process the signals to recover the symbols with much lesser bit error rate than
otherwise. This spatial diversity benefit leads to a smaller SNR requirement (and
Eb/No requirement, where Eb is the bit energy and No is the power spectral den-
sity of white noise). For instance, for a target BER of 10−3, the Eb/No required for
uncoded BPSK modulation is 25 dB [6] whereas with a VMISO link, the required
Eb/No is 10 dB (whereas it is around 15dB for MISO links which have a reduced
SNR per branch). Thus with cooperation, the SNR required for decoding the signal
is much lesser than without diversity. 1 For a specific target BER Pb, the reduced
SNR requirement, can be translated into a longer transmission range for the same
modulation rate or higher transmission rates by the use of higher order modulations
for the same range or an intermediate rate, range pair. Consider BPSK modulation
with diversity order nc and a required bit error rate of Pb. Since the average SNR of
a fading channel follows a path loss model, with exponent of α, the range extension
1In a VMISO link where nc transmitters transmit at a fixed power, the SNR per diversity branch
is same as that of SISO link, unlike in MISO links, where the SNR per diversity branch is divided
by nc. Consequently, the diversity gains of transmit diversity are higher with VMISO link than with
an equivalent MISO link.
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The range extension factor is also a function of the modulation. The maximum range
extension factor for the case of α = 4 is presented in Figure 42(a). Similarly, for
a given range, the diversity gain can be used to obtain an increase in transmission
rates. We consider a discrete set of modulations namely BPSK, QPSK, 16-QAM
and 64-QAM which are popularly used in the 802.11 standard. The maximum rate
improvement for the same range, with increasing number of transmitters is shown
in Figure 42 (b) (where the code rate of the STBC (i.e 0.75) [18] is also considered.
We consider the highest code rate for each nc in this work). The values in the table
represent the maximum range or rate that can be obtained independently.
Since the cooperating transmitters are not co-located, the signals could be received
at the receiver with different delays and average received powers. Further, the clocks
of the transmitters may not be synchronized. This leads to asynchronous reception
and is similar to Inter-Symbol Interference in its effect. There have been several
physical layer approaches to handle this problem, such as time-reversed space time
codes and space time OFDM [7],[8].
Feasibility: There have been a few recent works which discuss the practical
feasibility of cooperative transmissions. Specifically, [4] shows that the relative delays
between signals from the transmitters are fairly small as compared to the symbol
duration in 802.11 standard and in all cases the above physical layer approaches can be
used to handle lack of synchronization. Also, [4] shows that due to spatial separation
and consequent path loss differences, in more than 85%-90% of the cases, the relative
power difference between two nodes is less than 5dB. These results and the related
work indicate the existence of approaches to make cooperative transmissions feasible.
Additionally, the feasibility has also been established recently in [9] with WLAN




In this section, we present the motivation for VMISO based strategies in improving
routing performance. We first present the fundamental limitations of conventional
(SISO) routing strategies in wireless multi-hop networks, followed by the benefits
of VMISO based routing using a combination of illustrative scenarios, theoretical
analysis and simulations.
5.3.1 Limitations of current routing
The two basic factors that limit multi-hop throughput performance are as follows.
1. Hop length effects: While the number of hops that a flow traverses does not
adversely affect throughput in wired networks, the number of hops has a significant
impact on the end-to-end throughput of a flow. For a h hop flow, the end-to-end
throughput is given by 1
hγ
[64], where γ is an exponent between 1 and 2 for CSMA
based networks with half-duplex radios.
2. Inter-flow interference: When multiple flows co-exist in a network, the re-
sources have to be shared and the flows would interfere. Hence routing must also
include the effects of interference across flows. This phenomenon has been analyti-
cally captured in [67]. As a result of the above factors, conventional routing techniques
suffer severe degradation in practice. This has also been practically observed in wire-
less mesh network deployments [68]. We quantify the impact of these limitations on
routing using simulations later in this section.
5.3.2 Expected benefits of VMISO routing
While the physical layer data rate and range can be improved with cooperative trans-
missions as described in Section 5.2, the exact strategy for routing is non-trivial. A
preliminary approach in related work [65] suggests the use of VMISO just for range
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enhancement. However, different strategies using VMISO links provide different per-
formance benefits and have inherent trade-offs. In the rest of this section, we highlight
the fundamental trade-offs in using VMISO links and the need for intelligent mech-
anisms to leverage VMISO links. Throughout this discussion, the communication of
each VMISO link involves two transmissions. One for distributing the packet to be
sent, among its neighbors. The second transmission is the joint transmission of the
source and all its neighbors together to the intended destination of the link. For the
illustrations we consider a SISO transmission range of 250m. We refer to the number
of simultaneous transmitters (including the source) as the cluster size. Similarly, we
use cooperation gain and diversity gain interchangeably, (although cooperation gain
includes both the diversity and power gain).
5.3.2.1 Illustrative scenarios
We use constructed topologies to highlight the impact of the cluster size and strategy
on throughput with VMISO links. Figure 43 a) shows a topology with two flows,
where nodes are separated by uniform distance of 200m. The end-to-end throughput
of each flow obtained with SISO routing is then given as W
6
where W is the bandwidth
of the channel. First, we consider the use of cooperation gains for improving the
rate of the VMISO link for the same number of hops. The rate strategy clearly
performs worse than SISO achieving only 85% of the SISO throughput. This is due
to the overhead of local transmission from the source to its neighbors. On the other
hand, using VMISO gains for maximizing the range causes the throughput to be W
4
since there are 4 contending transmissions, two for the local transmission (source
to neighbors) and two for long-range all operating at the basic rate. When using
an intermediate value of rate and range, the throughput is W
2.5
since the cooperation
gains (diversity and power gains) for 5 transmitting nodes to this destination, enable
the VMISO links to operate at 4 times their basic rate (since the SINR requirement
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(c) Cluster size in Random scenarios
Figure 43: VMISO benefits in arbitrary and random topologies
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for this rate is about 10 dB higher than the basic rate). 2 Thus we observe that the
benefits over SISO increase from (1.5x) with maximum range to (2.4x) with adaptive
rate-range.
Next, we highlight the impact of cluster size through Figure 44 where two flows are
depicted. With SISO routing, each flow achieves a throughput of W
4
. Consider that
cooperation gains are used with a fixed strategy namely to increase the transmission
range. First, consider that a cluster size of 3 is used, where two neighbors transmit
along with the source node. Now, the total power increases by 3 times, which with
a path loss exponent of 4, gives a 3
1
4 = 1.31 times increase in interference range
compared to SISO. Since the nodes are out of interference range, the throughput
of each flow is now increased to W
2
. However, when a cluster size of 4 is used,
the increase in interference range is 4
1
4 = 1.41. This causes non-interfering nodes
to become interfering leading to a throughput of W
3
. Thus, we observe that the
cluster size used affects throughput significantly and using all available neighbors for
cooperation can degrade throughput(1.5x) compared to an intelligent choice of cluster
size (2x).
Thus, intelligent VMISO strategies substantially improve performance compared
to both conventional routing (SISO) and naive VMISO (i.e. VMISO-Range [65]).
5.3.2.2 Simulations
While it might appear that VMISO benefits are specific to the arbitrary scenarios
presented in the illustrations, we highlight that significant benefits are obtained even
in random scenarios using simulations. For the purpose of this discussion all nodes in
the network use the same value of cluster size when strategy is varied and the same
strategy when cluster size is varied. The simulation parameters are as described in
2In the above, when the bandwidth utilization of the space time code is also considered the
achieved throughput change from W6 with SISO to
W
3.33 using range alone, to
W




(b) VMISO with cluster size 5
(c) VMISO with cluster size 4
Figure 44: Illustration for impact of cluster size
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Section 5.8 with a default value of cluster size of 5 when not varied and the node
degree is always higher than the cluster size under consideration. To begin with we
consider the network throughput vs the number of flows, when the strategy is varied
(plotted in Figure 43 b)). VMISO-Range is the strategy where every node utilizes all
its available cooperation gain for range extension. VMISO-Rate-Range is the strategy
when all nodes use a higher modulation (with 4 times higher data rate in this case).
Among SISO and VMISO, VMISO schemes achieve a higher throughput compared
to SISO for all values of number of flows. It can also be seen that the rate-range
strategy where a higher rate than the base rate is used, provides significant benefits
compared to SISO and using diversity gains for complete range extension. Thus,
one can see that using diversity gains for rate and range in combination can yield
significant benefits (2x) compared to SISO and (around 1.6x) compared to using the
maximum range. Similarly, Figure 43 c) shows that the optimal cluster size is not
the same for all strategies and is not always the maximum cluster size.
5.4 Theoretical Analysis
Since VMISO communication changes the physical layer parameters, the fundamen-
tal network parameters such as communication range and interference range must
be appropriately modeled after taking into account the number of cooperating trans-
mitters. To the best of our knowledge, the trade-offs and functional dependence of
VMISO benefits have not been captured in related works. Hence, we first derive
analytical relations for the communication range and interference range with and
without VMISO. We then use these relations in determining the scaling of multi-hop
throughput capacity with network parameters.
5.4.1 Relation between interference and communication range with VMISO
As described in the background section, for a given error performance (i.e. maximum
allowable Bit Error Rate Pb), the communication range of VMISO transmissions is
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related to the cluster size nc as described in Equation 12. Thus, for a given modu-
lation, there is a clear improvement in communication range with increasing cluster
size as plotted in Figure 42 a). However, this improvement is achieved only at the in-
tended receiver which would perform channel estimation to benefit from the diversity
gain. Since the other interfered clients would not perform channel estimation, the
interference range does not increase by the same factor as the communication range.
This is a profound result which makes VMISO a powerful strategy in overcoming
interference related issues.
The wireless channel for a VMISO link with k transmitters is modeled by a vector
of complex channel coefficients h = [h1 h2 . . . hK ]
T . The received symbol y is then
related to the transmitted symbol x as
y = hTx + z (13)
where z represents Additive White Gaussian Noise (AWGN) with zero mean and
variance σ2.
Without loss of generality let h1 represent the channel coefficient between the
SISO transmitter and receiver and P be the transmit power. The expected receive
power with SISO transmissions is then given as
S1 = |h1|2.P .
Using a technique such as a space time code [18] to realize VMISO communica-
tion, the received power with k concurrent transmitters with corresponding channels
h1, h2 . . . hk, the received power can be given as
Sk = (|h1|2 + |h2|2 . . . |hk|2)2.P (14)
Hence the received power gain is given by
G = Pk
P1






This power gain can be translated to an increase in communication range using
the channel propagation and the threshold SNR required for achieving the desired
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BER Pb. Let SNRt be the threshold SNR required.
Since wireless channel propagation causes a power law dependence of the received
power S with distance d , we have
S ∝ 1
dα
If d1 represents the communication range with SISO transmissions and dk the











As a special case, when |h1| = |h2| . . . = |hk|, the range improvement is k
2
α .
However, we note that the actual increase in communication range can be much
greater than k depending on the channel distribution.
Similarly the interference range can be worked out by noting that Equation 14 is
valid only at the intended receiver of the VMISO link as it performs channel estimation
and DSTBC decoding. In contrast, for a receiver of another VMISO link whose
channel signature would be different [w1, w2, . . . wk], the received power is given by
Ik = E(|w1 + w2 . . . wk|2).P (16)
Since the channel coefficients between each transmitter and the receiver are typ-
ically independent as long as the transmitters are separated by more than a quarter
wavelength, The resulting interference power would depend on the channel distribu-
tion across transmitters 1 through k. Since the interference range is the range up to
which another receiver can be interfered and the channels are typically independent
and identically distributed, the equation can be simplified to yield
Ik = k.P (17)
Similar to the preceding analysis, this power increase can be related to an increase













Thus Equations 15 and 18 represent the factors by which the communication and
interference ranges are increased with VMISO links. Very importantly, we observe
that the factors by which the communication and interference range increase is differ-
ent which is the key leverage that VMISO transmissions enable to improve multi-hop
interference performance.
5.4.2 Capacity scaling with VMISO strategies
We use the above derived relations to compute the throughput capacity bounds for
different strategies as a function of the strategy and cluster size nc. We use an
approach similar to that in [67] to derive the order of benefits achievable with VMISO
communication.
Figure 45: Two phase VMISO communication
5.4.2.1 Model and Assumptions
Network Model: Consider n nodes deployed independently and uniformly at random
on the surface of a disk of area A, in an environment characterized by a distance
based signal reduction with path-loss exponent α and Rayleigh fading. We use the
protocol model of interference because of the simplicity of analysis and also because
current MAC protocols like 802.11 readily support it. However, we corroborate our
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insights using simulations based on the physical model of interference in Section 5.8.
We clarify the notation that we use throughout this work. When we refer to network
throughput we will use the notation NT and when referring to link throughput we will
use the notation T . We will use R to represent the range for different strategies and
transmit array sizes and indicate the range extension factor as Rf . D will represent
the data rate and will be used with appropriate subscripts to indicate the link that
we are talking about.
Routing Model: In a conventional multi-hop transmission, each source communicates
to its intended destination through multiple intermediate nodes (hops). At each stage
of the route, a node transmits a packet to its neighbor on the route which is within
its (SISO) communication range. We consider a model for VMISO communication
consisting of two transmission stages as illustrated in Figure 45. In the first stage,
a source node of a VMISO link performs a local transmission at a rate DL to a
subset of its neighbors. This is followed by the simultaneous transmission of encoded
versions of the same message by the cooperating neighbors including the source to
the destination of the VMISO link.
To begin with consider nodes deployed independently and uniformly at random
on the surface of a disk of area A. Let f be the number of flows each with an average
hop length of h hops. If R is the (SISO) transmission range and Ri the corresponding
interference range, the spatial reuse (number of simultaneously active links) in the
network can be at most SR = A
π∗R2i
The total number of links that need to be scheduled to support the demand for
all the f flows, is approximately f ∗ h. In a manner similar to that in [67], the total
throughput of the network can be bounded as
NTSISO <=
A
π ∗R2i ∗ f ∗ h
(20)
We will henceforth use this as the maximum SISO network throughput achievable
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and present throughput for different cases normalized to this value.
5.4.2.2 Throughput of VMISO-Rate
First consider the use of rate increase as the only strategy for exploiting VMISO
links. The increased SNR on the VMISO transmission can be used to select higher
modulations, but since the antennas are not co-located, some bandwidth must be
spent in distributing the source symbols to the cooperating transmitters. Depending
on the time consumed for this phase, the overall rate of the VMISO link including
the local transmission can be much smaller than that with a SISO transmission.
Typically, the cooperating transmitters must be in the vicinity of the source. The
local transmission rate would be determined by the minimum rate required to provide
the data successfully to the required number of cooperating neighbors. Specifically,











where D(1) is the rate of a SISO transmission, D(nc) is the rate of a transmission
using nc transmitters ( considering the diversity gain and code rate) and DL is the
data rate of the local transmission 3 . If DL is the same as D(1) , then there is no
benefit to using the rate strategy. Thus although, one would expect the rate increase
provided by diversity gain to improve network performance it in fact reduces the
network performance. This is much unlike SISO or MIMO networks where using
higher rates does not reduce the throughput!. Since the hop length is unchanged and
only the effective link rate is decreased, the overall network throughput using only
rate increase of VMISO is thus reduced by the same factor compared to SISO.
3While it is possible to adapt the local rate depending on the number of cooperating transmit-
ters, a fixed rate is more generic and also allows for additional features like load balancing among
cooperating nodes
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5.4.2.3 Throughput of VMISO-Range
Consider the use of VMISO gains to increase the communication range of the links
forming a multi-hop network. Compared to a network using SISO links, the use of
longer ranges can reduce the number of hops required to reach the destination. This
can cause an increase in end-to-end throughput for a flow. However, the interference
range is also increased causing more links to interfere with each other. For this
discussion, we consider that all VMISO transmissions happen with the same number
of cooperating nodes nc.
As discussed previously in Section 5.2, nc transmitters can cooperate to obtain a
range extension of Rf (nc) given by equation 12. With the use of long range links, the
number of hops to be scheduled in the network is reduced by this factor compared to
the SISO case. Hence there are a smaller number of VMISO links instead of several
SISO links which transport data between the same set of sources and destinations.
Each of these VMISO links need to perform a local transmission before performing the
long-range transmission to distribute the data to the cooperating neighbors. Hence
the number of local SISO links that need to be scheduled is also the same as the
number of VMISO links. Hence the throughput of the local phase normalized to that
of a SISO network (NTLOCAL) can be written as
NTLOCAL = Rf (nc) (22)
where Rf(nc) is given by equation 12.
However, for the long range phase, the interference range of each VMISO link is
higher than that of SISO by a factor nc
1
α since the factor of nc increase in transmit
power now causes more nodes to carrier sense the transmission. Since the spatial
reuse decreases quadratically with interference range, the reduction in spatial reuse is
by a factor nc
2
α . Thus the spatial reuse is reduced compared to SISO but the overall
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number of links is also reduced by the factor Rf (nc)
4. Thus the network transport







Since we have two phases for the communication the total time required to con-
vey the data to all the destinations is given by the sum of the durations of both
phases.The inverse of this time gives the rate at which packets reach the destinations
and represents the overall network throughput NTTOTAL. Thus, The overall network













For a Bit error probability Pb of 10
−3, the range extension function is almost







Thus the total throughput depends on the range extension factor and number
of transmitters used. This factor is greater than one and consequently we observe
that the range improvement improves overall network rate. With an example value
of Pb = 10
−3 and nc = 4, the value is 1.44, which represents a 44% improvement in
network throughput when ideal routing is assumed. Further for all practical values
of nc i.e nc < 8, this factor is greater than 1 and thus, throughput benefits occur
with VMISO range links. To get an insight into the reason, we look at the relative
impacts of the spatial reuse and multi-hop burden. The core idea is that the increase in
transmission range is much more than an increase in interference range. Equivalently,
4Additionally, the code rate of the space time code for each nc, CR(nc) will also enter the
numerator of this expression, which we include at the end of this section
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a large transmission range is obtained for a relatively small increase in interference
range leading to improved spatial reuse.
5.4.2.4 Throughput of VMISO- Rate-Range
For a specific cluster size nc and rate, the communication range is also uniquely
determined since the transmit power of each node is fixed. For a given error rate
performance, the data rate of a link depends on the modulation used. Hence we need
an index for the different rates (modulations) under consideration. Since the relation
between error rate and SNR varies with different modulations we consider several
modulations of the same class such as BPSK, QPSK, etc. indexed by the order m can
capture the error performance relation. The scaling of achievable rate improvements
with m depends on the modulation varying from m for a PSK constellation to 2m
for QAM constellations [6]. In our model, m = 1 represents the basic (lowest rate)
modulation. Although we develop the analysis for a single family of modulations, we
consider accurately the popular modulations of interest used in IEEE 802.11 standard,
when quantifying the benefits later in this section. Thus the first step is to compute
the range extension factor compared to SISO for different modulation orders m for a
given nc. To begin with consider nc = 1. Assuming that the receivers are not noise
limited and a channel path loss exponent of α, if R(0) is the transmission range of
the basic modulation, the transmission ranges of the higher modulations can be given




The relation between the modulation and its transmission range occurs through
the SNR-threshold SNRT (m) or equivalently the threshold SNR per bit (Eb/No),
related by the spectral efficiency of the modulation. This can be generalized to
different cluster sizes nc as follows.
Let Rf (nc, 1) represents the communication range achieved using an average clus-
ter size of nc nodes and at the basic modulation indexed by m = 1 (For BPSK, the
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expression is given by Eqn. 12). When transmitting with a higher order modulation
(m), the effective range is now reduced to Rf (nc, m), with a modulation dependent
rate increase.







having obtained the range extension factor with this rate, the throughput of
the VMISO phase with modulation order m, NTVMISO−m can now be written as
NTVMISO−m = 2




where we have used the fact that the rate is 2m times
the basic rate. This when simplified becomes
NTV MISO−m = 2









When compared to the throughput using only range we have
NTVMISO−m
NTVMISO−0






Considering both the local transmission stage and the cooperative transmission
stage, the network throughput using Range and Rate can be given as
NTHY BRID(nc, m) <=







Since the range extension function is almost linear for a Pb = 10
(−3), with α = 4
and assuming a PSK modulation class whose SNR requirement grows about 6 dB per
additional bit per symbol [6], we can approximate the benefit as









The above expressions (valid for nc >= 2) describe the dependence of network




































Figure 46: Rate-Range trade-off for VMISO
expression numerically for different modulations and nc, and the values obtained are
as shown in Figure 46. Several interesting observations can be made.
1. The throughput improvement with VMISO range over SISO is between 1x to
1.5x for Pb = 10
−3 and nc <= 8.
2. Using adaptive rate and range yields almost a 2x improvement compared to
SISO.
3. The benefits are higher when the target BER Pb is lower (10
−5 for instance).
4. The benefits are higher when the local transmission can be accomplished at a
higher rate.
5. The results are a lower bound to the performance benefits achievable when the
cluster size or strategy is varied at a finer granularity than on a network level.
The effect of the code rate of the space time code can be obtained by replacing
2m in the equation with 2m ∗ CR(nc). This leads to a modest decrease in VMISO
benefits over SISO, but preserves rate-range benefits over range. Thus, in this section
,we have showed that the overall network throughput using adaptive rate and range
can be better than using a fixed rate alone under idealized conditions of balanced
routing and simple scheduling. The aim of the analysis is just to show that even
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with a simple two phase scheduling, network benefits can be obtained by adaptive
choice of strategies compared to SISO or using only a fixed strategy. The analysis
has also showed that the benefit obtainable with intelligent scheduling can be much
higher since the transmission time required for the local transmissions is still the
bottleneck. When the local phase and cooperative transmission phase are adjusted
to be of different durations, it is possible to obtain larger benefits.
5.4.3 Summary
In summary, both the simulations and the analysis confirm the following main obser-
vations:
1. Joint rate - range optimization offers the best possible performance when com-
pared to optimizing one factor in isolation.
2. The optimal cluster size is not a fixed value (e.g. maximum) and varies with
the strategy of operation.
5.5 Algorithm Design
In this section, we identify the key characteristics of VMISO links that determine
network level benefits and explore how an algorithm can be developed to utilize the
characteristics to adapt network layer choices.
In this section, we identify the key characteristics of VMISO links that determine
network level benefits and explore how an algorithm can be developed to utilize the
characteristics to adapt network layer choices.
5.5.1 Many or Few - Number of cooperating transmitters
The cluster size directly determines the diversity gain and the total power transmitted
by the VMISO link (cooperation gains). When translated to link level performance,
the cluster size determines the data rate improvement or range improvement achiev-
able for a specific reliability requirement. On the other hand, a larger cluster size
106
causes increased interference powers at other nodes. The increase in carrier sense
range with cluster size was found in the previous sections as nc
2
α . Thus, the choice of
cluster size must balance the benefits and the interference. Specifically, for isolated
flows, the self interference among links of a flow impacts the spatial reuse. Using the
arguments from Section 5.3, the number of contending links of a flow along a path
Pj, is related to the interference range and transmissions range as
SI(Pj, nc, m) =






where Ri is the SISO interference range and R(nc, m) is the communication range
using modulation m and nc cooperating nodes.
Since VMISO links allow long-range hops, the above expression must be modified
to include the case when all hops of the flow are within the interference range. In
that case, the self interference can be quantified as










where the flow consists of h hops with average hop-length S.
5.5.2 Farther or Faster - Strategy for cooperation
The cooperation gains can be used for increasing the rate only or increasing the range
alone or for obtaining an intermediate rate,range pair. For a given cluster size, the set
of rate,range pairs achievable is fixed. A straightforward approach to using rate and
range is to switch between the two strategies. However, as already seen in Section 5.3,
such a switching is unlikely to yield benefits because of the performance degradation
incurred by the cost of local transmissions. Thus, a hybrid of rate and range must
be chosen for each case since only that allows fine grained usage of diversity gains to
the maximum extent possible. Using a fixed strategy cannot utilize all the available
diversity gain as seen in Section 5.3. For a given cluster size, the data rate of the local
transmission affects the effective rate of the VMISO link. Hence, a higher VMISO
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link rate can give benefits only when combined with range improvement. This must
be factored in the strategy decision. The effective rate of a VMISO link (normalized
to SISO) is thus
D =
T (nc) ∗ 2m−1
T (nc) ∗ 2m−1 + 1
(32)
where T (nc) is the code rate for the STBC, (recall from [18] that it depends on nc)
and the factor of 1 in the denominator denotes the local broadcast at the basic rate,
before each VMISO transmission. Additionally, the cluster size of a VMISO link must
be less than the node degree in the vicinity of the source node and the SINR must
be satisfied at the receiving end-point for the VMISO link to be feasible.
5.5.3 Joint or Sequential - Ordering of decisions
Given the sub-optimality of using rate or range optimization in isolation (described in
Section 5.3), the next question to explore is whether the rate and range optimization
must be performed in a joint manner or sequentially (i.e maximize either the rate or
range and use the excess diversity gains for the other strategy). We show that such
a sequential maximization approach is not sufficient to achieve benefits and highlight
the need for joint maximization over achievable rate-range pairs using an illustrative
topology in Figure 47.
Figure 47: Illustration for sub-optimality of simple rate adaptation with range
The figure represents a single flow with 6 hops. The slot schedule is also depicted
on the links along with the throughput For the flow shown, using SISO, with a
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transmission range of 250m, causes one in four hops to be inhibited with carrier sense
protocols. A cluster size of 3 is available is available for cooperation. With this
cluster size, the ranges for the basic rate, twice the rate and 4 times the basic rate are
3.43x, 2.88x, 1.88x respectively (using equations derived in Section 5.4), with x the
SISO range being 250m. Thus, SISO achieves a throughput of W
4
and VMISO with
maximum range achieves a throughput of W
4
, whereas adaptive rate-range yields a
throughput of to W
2.75
. This is because using the maximum possible range gives only
2.5dB of extra SNR over the threshold SNR for the basic rate whereas the adaptive
strategy’s rates are 4 times higher than the SISO rate.Thus joint decisions are required
to prevent the throughput loss that occurs when using sequential decisions.
5.6 Solution Description
Since the nature of the links is changed fundamentally when VMISO transmissions are
used, the routing must be performed in a manner which takes this into consideration.
Hence the problem of utilizing VMISO links in a network can be formulated as a
routing problem. However, even deciding the cluster size for different flows for fixed
strategy is NP-HARD. The problem is complicated by the inter-dependence between
the cluster-size, strategy and path characteristics on throughput (Section 5.4).
5.6.1 Problem formulation
VMISO-ROUTE: Given a multi-hop network with f flows, the problem is to identify
the routes to be taken for each flow i.e. the nodes that form the route and the
strategy at each hop of the route with the constraint that only one-hop neighbors can
participate in the cooperative transmission.
Lemma 1: VMISO-ROUTE is NP-HARD:
Proof: In general, the problem of determining the best path for a single flow, given a
fixed cluster size and strategy is itself an NP-Hard problem as described in [66]. The
problem of determining the best routes between a given source and destination can
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be modeled as follows. Given a graph G of nodes in the network and a conflict graph
H which contains an edge if two nodes interfere with each other, the problem of de-
termining the maximum throughput route is the same as the problem of determining
a maximum independent set of G. It can be shown that the problem of identifying a
maximum independent set of the above graph can be reduced to the routing problem
in the SISO case under the protocol model of interference. Hence, with the choice
of cluster size and strategy leading to more possibilities and expanding the search
options, the hardness of VMISO-ROUTE is greater than that of SISO routing. Even
in the simplest case where the cluster size is unity, the problem is NP-HARD, which
indicates that VMISO-ROUTE cannot be completed in polynomial complexity in
general.
5.6.2 Algorithm
Since the routing problem is NP-HARD and we are interested in a distributed re-
alization for the routing solution, we make decisions on a per-flow basis. We argue
that this is a justifiable choice given the reduction in complexity compared to link
level decisions. The key challenge here is how to compute good VMISO routes with
just SISO path information while taking into account the conflicting trends. To do
this, we model the dependencies carefully and also collect additional statistics from
the intermediate nodes to capture the interactions in a single path metric. We first
describe the derivation of the path metric and the identification of other constraints
followed by the description of the algorithm.
5.6.2.1 Derivation of Path Metric
Any path metric for routing in wireless networks must include three components,
namely, self-interference, inter-flow interference and link data rate. All these three
components change with VMISO links compared to SISO. The impact of self inter-
ference was captured already in Eqn. 31 and the link data rate in 32. Thus we need
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Variables:
1 f : Flow-id, Pj : jth shortest path, N : Maximum cluster size
2 nc:cluster size, n
′
c: current best cluster size,m: modulation order
3 m′ Current best modulation order, MAXM :Current Maximum metric
4 SNRTH(m): SNR Threshold of m,l: Number of paths
5 MAXP : Current highest metric path-id, M : Highest
modulation order, SNR(n): SNR of node n
6 M(Pj , nc,m): Metric of path Pj with cluster size nc
and modulation order m,D: VMISO link data rate
7 I(nc, n):Interference value for node n and nc neighbours,
8 Pj(nc,m): Subset of Pj connected with links using
9 rate m and cluster size nc, T (nc)- nc *1 STBC rate
10 F (Pj , nc,m): Bottleneck interference of path Pj
with cluster size nc and modulation order m
Compute-path-info (f)
INPUT: Source,Destination pair of flow f
OUTPUT: l Paths Pj and I(nc,n) ∀n ∈ Pj , nc ≤ N
11 For j = 1 to l
12 Pj = Compute-SISO-shortest-path(f)
13 For each n ∈ Pj
14 For each nc ≤ N




16 F (Pj , nc,m) = max(I[nc, n])∀n ∈ Pj(nc,m)
17 If nc >= degree(n)∀n ∈ Pj(nc,m) and SNR(n) > SNRTH(m)







19 If nc > 1










23 For every unassigned flow f
24 Compute-path-info (f)
25 For each path Pj , j = 1 to l
26 MAXM = 0, n
′
c = 1, m
′ = 1
27 For each nc = 1 to N
28 For each m = 1 to M
29 M(Pj , nc,m) = Compute-metric(Pj ,nc,m)
30 If M(Pj , nc,m) > MAXM
31 M(Pj , nc,m) = MAXM , n
′
c = nc
32 m′ = m, MAXP = j
33 P (f) = PMAXP
Figure 48: Algorithm for joint Routing, Cluster size and Strategy assignment
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to identify the impact of VMISO on the inter-flow interference.
When multiple flows are considered, the interference between links of different
flows affects performance. Due to multiple concurrent transmissions, VMISO links
can have increased interference effects if the cluster size and strategy are not controlled
appropriately. In this sequel, we show how the bottleneck interference on each path
Pi can be obtained to characterize the inter-flow interference. First consider the
effective path Pi(nc, m), when a cluster size nc and modulation order m are used.
The set of nodes in Pi(nc, m) is a subset of those in Pi since VMISO hops can skip
over intermediate SISO nodes. Given a neighbor list, which consists of the number
of links overheard by each of the neighbors, a source node of a VMISO link can
determine how many links, it has to share the channel with. i.e to form a VMISO
link of nc neighbors the maximum of the interference activity overheard by any of
its nc neighbors would be the bottleneck which leads to sharing among links in the
contention region. Since each flow can have multiple VMISO hops, the bottleneck
contention for each hop can be obtained as the maximum of these values across the
VMISO link sources ( i.e nodes in Pi(nc, m)).
F (Pi, nc, m) = max
n∈Pi(nc,m)
I(nc, n) (33)
where I(nc, n) is the maximum interference perceived by any of the nc neighbors
of node n.
Combining expressions 31,32 and 33, the final throughput metric can be given as
M(Pi, nc, m) = max
Pi,nc,m
D(nc, m)
maxF (Pi, nc, m), SI(Pi, nc, m)
(34)
5.6.2.2 Constraints
With this we have the additional constraints that the links be bi-directional, the
cluster size nc for this path, is feasible at the VMISO end-points in the path and the
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SINR requirements are satisfied at the receiver. Thus the algorithm computes the
values of Pi , nc and m which maximize the metric subject to these constraints.
5.6.2.3 Algorithm
The details of the algorithm are presented in the pseudo code shown in Figure 48. The
algorithm first determines the SISO shortest path information (line 26) along with
the interference measure for each node in the path (lines 12-16). This is followed by
identifying the bottleneck interference (line 17) for a given cluster size and modulation.
Then, the feasibility of the VMISO link is checked to ensure that there is an end-
to-end path for this nc and m followed by determining the effective link rate of the
VMISO links on the path(lines 20-22) and the path metric (lines 23-24). Then the
expected path metric is computed for each of the available paths for different values
of nc and m and the values of Pj , nc and m with the highest metric is chosen as the
solution (lines 31-35).
From Figure 48, one can observe how the algorithm takes into account the con-
siderations identified in Section 5.5. Specifically, self-interference for VMISO links is
captured in line 19, whereas the interference across flows is captured in line 17. The
impact of the local transmission is also incorporated into the metric computation and
the rate of the STBC code for different values of cluster size is also considered (lines
20-22).
5.6.2.4 Complexity and Correctness
While a brute force solution would involve nc ∗ f ∗m route computations for f flows,
the proposed solution just requires f route computations, thereby significantly re-
ducing the complexity of routing. Observe that the determination for cluster size,
strategy combination is performed for the entire design space by computing the ex-
pected path metric using the available SISO path information. A critical feature of
flow level assignment is that the bottleneck interference i.e the maximum number
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of intersecting flows in any contention domain of the network decides the impact of
inter-flow interference on the throughput of the flows. While adapting parameters
such as nc and m can be performed on a link or hop level in lieu of a flow level,
this introduces a higher possibility of link asymmetry and increases the complexity
of routing significantly.
5.7 Distributed Realization
In this section, we describe how the diversity routing algorithm presented in the
previous section can be realized in a distributed manner with appropriate MAC layer
support.
5.7.1 Diversity routing protocol
We present the distributed diversity routing protocol called Proteus. We focus only
on the route discovery step of the routing protocol and use conventional route main-
tenance procedures for maintaining routes. Other components such as forwarding are
similar to popular on-demand protocols such as the Dynamic Source Routing protocol
(DSR) [10], except that the source route packet also includes the cluster sizes and
strategies to be used in addition to the ids of intermediate nodes. This is needed since
a given node which is part of multiple flows, can use different cluster sizes to support
each of the flows.
5.7.1.1 Route Request
The first step in the route discovery phase is the transmission of the Route Re-
quest (RREQ) by the source. As in conventional routing protocols, nodes stamp
their IDs on the RREQ packet. In addition each node j stamp the following 4-tuple
(Sj, Ij , NLj , Fj) where Sj is the received signal strength from the previous hop, Ij
is the ambient interference level (the fraction of time, the channel is busy) , NLj ,
the neighbor list consisting of the number of links (unique source addresses) that
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each neighboring node has overheard and Fj , the number of flows already served by
this node. The interference information is obtained by nodes monitoring the frac-
tion of time that the channel is busy (the received signal crosses the carrier sense
threshold). This is used to estimate the load on the channel. Similarly, the neighbor
list consists of the number of active links overheard by each neighbor obtained when
neighbors periodically broadcast HELLO messages conveying their IDs and the ambi-
ent interference information. The nodes also hear pilot tones to track the number of
VMISO links in vicinity. Thus, the Route Request propagation proceeds using SISO
transmissions as in popular source routing protocols, with modifications to provide
information to the source that helps its decision making.
5.7.1.2 Route Response
When the destination receives the route request, it transmits the Route Response
(RREP) after adding the information about its vicinity. Intermediate nodes forward
the packet as usual, except that when any of their statistics has changed, they update
it on the route response packet. When the source receives the route response (RREP),
it uses the statistics available on the packet to compute the metric described in the
algorithm in Figure 48. The source collects l paths received within a timeout duration
(where l is a predetermined constant such as 4). The source computes the path
metric for each path for different values of nc, m and selects the value that provides
the best metric. The algorithm in Figure 48 requires estimates for the following. (1)
Approximate Interference powers for every node on the path (2) Number of flows
already served by each node on the path (3) Node degree of each node on the path
(3) Number of SISO hops in the path. The SISO hop length is also obtained as in
conventional routing protocols, while the other information is available in the RREP.
The number of flows already served by the node is directly read from the route
response packet.
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5.7.1.3 Route failures and Maintenance
While it is possible to design route maintenance approaches tailored to VMISO links,
we use the default mechanisms for route failure detection and route re-computation.
Thus, on a route failure a route re-computation is initiated and a new route is found.
5.7.2 MAC layer support
For a VMISO transmission to be successful, the receiver needs three key pieces of
information, namely the cluster size used for the transmission, the strategy (modu-
lation) and knowledge of channel coefficients. The best cluster size and modulation
for a given flow (identified at the end of the routing process described in § 5.7.1) are
conveyed to the receiver of each VMISO link along with channel estimation between
the transmitters and the receiver as described below.
Selection of transmitters The first stage of every VMISO transmission is the local
transmission of data from a source to its neighbors. The source node determines a
subset of its neighbors for cooperation based on the results of the SISO path compu-
tation. Nodes that receive the transmission successfully, after identifying their IDs
on the packet, transmit the pilot tone at an appropriate time, given by the order of
nodes on the packet. If all nodes receive the local packet successfully, they transmit
the pilot tones one after another in time. When the local transmission is not success-
ful at any of the desired nodes, the desired number of pilot tones is not heard by the
source and destination. Consequently, the VMISO transmission is suspended by the
nodes when they do not overhear the correct number of pilot tones. The source then
performs a random back-off before trying again. In this way, the unreliability of the
local transmission is addressed.
Pilot tone stage: On hearing a single pilot tone, the receiver waits for a preset
duration of time to receive pilot tones from the nodes of the VMISO cluster. Since
the channel estimation duration required is very small ( < 50µs [11]) compared to
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the data durations, we allow a waiting time that is long enough to hear from β nodes
(we use β = 8 in our solution). As in related work [4], we assume that the pilot
tones are detectable over a range longer than the VMISO transmission range. This
is accomplished using lower order modulations that have a long range.
VMISO transmission: Once the pilot tones are successful, the (simultaneous)
VMISO transmission begins with a preamble transmitted at the basic rate using
the appropriate space time code, indicating the rate for the payload of the packet,
so that the receiver can know the modulation to be used for decoding. With this
information and that obtained in the previous stage, the receiver decides the number
of transmitters and the appropriate space time code to be used. For each value of nc
, we use a fixed best rate space time code available and so this mapping is unique.
The MAC must also support medium access with asymmetric links (e.g [12]) and
must also support the estimation of interference to be exposed to the routing layer.
5.8 Performance Evaluation
5.8.1 Evaluation platform
The NS2 simulator (ns-2.32) was used. Rayleigh fading was used through the CMU
extensions over a path loss model with an exponent of four. All nodes use a single
channel of operation at 2.4GHz. Further a cumulative SINR based decoding proce-
dure was developed. The diversity gains at different SINRs for different number of
cooperative transmitters was used with a table lookup. Further, the SINR threshold
for the basic rate (uncoded BPSK) was set to 25dB with a rate of 2Mbps.
Physical layer modeling: We do not perform bit-level simulations but provide the
required packet level abstractions to get reasonably accurate results without signifi-
cantly increasing the simulation time. When nc nodes transmit simultaneously, the
received powers of the nc nodes are added along with their path loss and fading ef-
fects. Specifically the receiver computes Pt ∗
∑nc
i=1 αi
2 ∗ d−4i and compares it with
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a specific threshold SINRT (nc, m). The SINR threshold for each nc and modula-
tion m are obtained from [6] based on the current receive SINR. We consider BPSK,
QPSK,16-QAM and 64-QAM as the modulation set.
Network parameters: We use a 2500m by 2500m grid and deploy 200 nodes ran-
domly in this region by default. The SISO transmission range is 250m for the basic
rate. We setup random flows within the network using Constant Bit Traffic with
UDP as the underlying transport protocol. We increase the sending rate to the max-
imum that the network can support. The default routing uses DSR. For the MAC,
we use an idealized version of 802.11 which accommodates the presence of VMISO
links using an approach similar to [4]. This MAC also handles the effects of differ-
ences in cluster sizes among nodes by allocating the channel fairly to different nodes.
The local transmission rate of VMISO link is the same as the corresponding SISO
rate. The aggregate end-to-end throughput of all the flows is the main metric. When
cluster size is varied, the number of nodes in the network is set so that the average
node degree is greater than the maximum cluster size. We use the random way-point
mobility model with the ‘setdest’ utility in NS2. The mobility is varied between 0
m/s to 25 m/s with a pause time of 20s. For each data point, we average over 10
seeds with a simulation time of 100s per seed.
We compare Proteus with SISO (conventional routing) and the state of the art
VMISO-Range [4].
5.8.2 Results
5.8.2.1 Impact of number of nodes
Figures 49 a) and b) depict the impact of varying number of flows when the number
of nodes deployed in the network is 150 and 200 respectively. From both figures, one
can observe that the throughput increases up to a certain number of flows when the
available spatial reuse in the network is fully utilized and beyond that it decreases.

























































(b) Throughput with 200 nodes
























































(b) Throughput with 15 flows
Figure 50: Throughput vs. Cluster size
of the benefit is up to 2.1x for 150 nodes and 2.5x for 200 nodes. With 150 nodes,
the average node degree being small, limits the cluster sizes that can be used. One
can also observe that the throughput of using only range for routing although better
than SISO (by about 1.3x and 1.6x), is still lesser than that of Proteus.
5.8.2.2 Impact of cluster size
The impact of varying cluster size is indicated in Figures 50 a) and 50 b) for 5 and 15
flows. One can observe that with increasing cluster size, the throughput of VMISO-


























































(b) Throughput vs flows with small grid
size


























































(b) Throughput with mobility
Figure 52: Throughput with hops and mobility
for any given flow pattern, indiscriminate increase of cluster size beyond a value,
just contributes to increased interference without any range benefits. On the other
hand, we observe that the throughput of Proteus does not decrease with increasing
cluster size, since the best strategy that maximizes overall throughput is chosen and
the increased gains from cluster size are utilized as much as the network allows to
improve rate and/or range.
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5.8.2.3 Impact of grid size
We study the effect of grid size using a ‘small’ network, where the grid size is 1500m
* 1500m. Since, the available spatial reuse itself is small the penalty of increased
interference ranges due to VMISO transmission is lesser. Hence we observe an in-
crease in throughput even with VMISO range (Figure 51). However, as the cluster
size is increased, the benefits of VMISO range saturate because, the maximum range
extension has been obtained. However, with Proteus, we observe that the through-
put scales well with increasing cluster size since cooperation gains are also used for
improving the rate. Thus, the throughput improves over SISO by a factor of 3x and
less than 2x over VMISO range.
5.8.2.4 Impact of mobility
Figure 52 b) presents the aggregate throughput as a function of node mobility when
the velocity of nodes is changed form 5 m/s to 25 m/s. It is clear that high mobility
degrades performance for SISO. On the other hand, VMISO-Range is able to prevent
route failures since nodes stay connected for longer durations due to the longer ranges.
But, interestingly for the mobility considered here, Proteus has benefits over both
SISO and VMISO. Only, when the velocity of the nodes is around 25 m/s Proteus
has a slight degradation in its benefits due to its aim of achieving highest rate routes.
Hence, the impact of mobility is significant only when the velocity is high. This is
due to the longer range links (compared to SISO) available even when using a higher
rate.
5.8.2.5 Distance between source and destination
The throughput of the flow when the source-destination distance is varied is presented
in Figure 52 a) where the x-axis represents distance normalized to SISO transmission
range. It is clear from the figure that the strategy that gives the best throughput
depends also on the distance. Specifically, the SISO throughput falls with increasing
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distance because of the number of hops within an interference region. VMISO-Range
gives benefits when the number of hops is greater than 2. However, the best benefits
are obtained with Proteus, when the source and destination are separated between 2
and 9 SISO hops. Thus, the results indicate that Proteus is likely to yield significant
benefits for practical values of SISO hop lengths.
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CHAPTER VI
CONCLUSIONS AND FUTURE RESEARCH
DIRECTIONS
The focus of this dissertation has been to investigate the use of cooperative commu-
nication and smart antennas for addressing different challenges in wireless networks.
The unique capabilities that cooperation provides to wireless links have been identi-
fied and their use for improving link quality, multi-hop throughput, spatial security
and interference management have been described. This dissertation makes three
main contributions: two in the context of single-hop wireless networks and one in the
context of multi-hop wireless networks.
In the context of single-hop wireless networks, we first describe the need for new
wireless security solutions by highlighting recent exploits on existing solutions. We
then present an approach called physical space security that presents a new vision for
secure information access in wireless networks. In this approach, secure information
access is achieved by restricting the information to the desired spatial regions in the
network by using smart antennas and node cooperation. While providing a first line of
defense, this approach is also complementary to security approaches at other protocol
layers. We then describe the challenges in realizing such a vision and novel techniques
for information deprivation and information overloading to overcome these challenges.
We presented “Aegis” a solution that includes the aforementioned techniques along
with intelligent scheduling algorithms to achieve a fine balance between security and
throughput in wireless LANs. Through simulations the gains of the proposed solution
under different network conditions were illustrated. Prototype experiments using
an 802.11g access point equipped with an antenna array were also conducted to
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demonstrate the practical feasibility of beamforming in indoor wireless LAN scenarios.
Motivated by the rapidly growing density of wireless LAN deployments, we con-
sidered approaches to improve the capacity of dense wireless networks. We identified
that a specific class of interference scenarios called asymmetric interference scenarios,
allows successful information transfer upon collisions if the symbols are cooperatively
coded. We proposed a coding solution called symbiotic coding whose capacity benefits
scale with the number of interfered links. We presented coding tables for low density
asymmetric interference scenarios and showed that significant capacity benefits can
be achieved over collision-free scheduling approaches. We presented algorithms for
applying the coding approach to large and dense wireless networks with appropriate
scheduling. We also discussed several challenges including synchronization, modu-
lations and handling channel impairments. We verified the experimental feasibility
of the approach using software radios and used extensive traces from an enterprise
wireless LAN to study network-level improvements.
In the context of multi-hop wireless networks, we considered the problem of achiev-
ing throughput scalability with increasing number of hops. We considered the use
of cooperative transmissions in multi-hop wireless networks to achieve virtual MISO
(Multiple Input Single Output) links. Specifically, we investigated how the physical
layer VMISO benefits translate into network level performance improvements. We
showed that the improvements are non-trivial (15% to 300% depending on the node
density) but rely on two crucial algorithmic decisions: the number of co-operating
transmitters for each link; and the cooperation strategy used by the transmitters.
Finally, we presented Proteus, an adaptive diversity routing protocol that includes
algorithmic solutions to the above two decision problems and leverages VMISO links
in multi-hop wireless network to achieve performance improvements. We evaluated
Proteus using NS2 based simulations with an enhanced physical layer model that
accurately captures the effect of VMISO transmissions.
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While the dissertation illustrates how smart antennas and cooperative communi-
cation can be used to achieve high performance and secure wireless networks through
three specific problems, there exist several interesting open problems that are items
for future research.
• Other wireless security attacks: While the dissertation has focused on the
specific problem of eavesdropping in wireless LANs, there are several other secu-
rity problems that are gaining significance in current wireless networks. These
include privacy attacks such as user fingerprinting on end-users, the spread
of malware and wireless denial of service. Given the increasing use of sensi-
tive information over wireless networks and the limitations of wireless devices
in terms of energy, computing power and storage, new security solutions are
needed. Solutions developed for personal computers cannot be simply reused
on smartphones, motivating a fresh look at wireless security problems. More
importantly, the interference suppression capability of smart antennas and the
potential for cooperation are becoming practical now. These unique capabilities
offer a rich potential for novel security solutions.
• Multiple antenna receivers: The works in this dissertation have primarily
considered receivers with single antenna and focused on adaptation, coding or
beamforming at the transmitters. With the growth in technology client devices
such as smartphones and tablets are becoming equipped with multiple antennas.
In such scenarios, channel estimation, coding and adaptation solutions that were
developed must be extended and modified to use the multiple antennas at the
receiver intelligently. A careful consideration of how these approaches can be
extended to multiple antenna receivers is an interesting direction for future
research.
• Heterogeneous networks: While the dissertation focuses on homogeneous
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networks where all access points are equipped with similar antenna capabilities,
actual deployments are likely to be heterogeneous in the capabilities of nodes in
the network. This heterogeneity makes distributed algorithms more challenging
since resources are varied across the network. In practice, this may also lead to
asymmetry induced problems such as deafness where different nodes perceive
and understand the network condition differently. This is especially relevant
in the design of medium access control solutions for wireless networks with
smart antennas or node cooperation. Distributed carrier sensing, accounting
for asymmetric link interference and appropriate link reliability mechanisms
are important and non-trivial in such contexts.
• Handling mobility : The solutions developed in this dissertation have mainly
focused on static and low mobility users. For such users, the frequency of
adaptation of the strategies is low and justified due to the low doppler spread.
However for highly mobile users, the feasibility of estimation and adaptation
at fast time scales might be prohibitive. Investigating this line of research and
developing solutions that explicitly handle user mobility is an interesting avenue
for future research.
• Energy efficiency: This dissertation considers capacity and security problems
in wireless networks. However, devices such as smartphones and tablets are
severely energy constrained. Beamforming and smart antennas can be used to
reduce the overall energy expenditure of wireless devices by reducing transmit
energy, transmit time and providing more opportunities for putting the radio
in a low energy state. This line of research has been relatively unexplored and
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