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Abstract
Second-order differential equations define smooth system behavior. And, in some
cases, when forced by a potential function, they converge to a local minimum of the
potential and exhibit smooth optimization properties. The underlying optimization
dynamics can make optimization problems easier or more difficult depending on their
nature. This paper presents a theory of optimization fabrics, second-order differential
equations that encode nominal behaviors on a space and optimize when forced away
from those nominal trajectories. Optimization fabrics, or fabrics for short, can encode
commonalities among optimization problems that reflect the structure of the space
itself, enabling smooth optimization processes to intelligently navigate each problem
even when optimizing simple na¨ıve potential functions. Importantly, optimization over
a fabric is inherently asymptotically stable.
The majority of this paper is dedicated to the development of a tool set for the design
and use of a broad class of fabrics called geometric fabrics. Geometric fabrics encode
behavior as general nonlinear geometries which are covariant second-order differential
equations with a special homogeneity property that ensures their behavior is indepen-
dent of the system’s speed through the medium. A class of Finsler Lagrangian energies
can be used to both define how these nonlinear geometries combine with one another
and how they react when potential functions force them from their nominal paths. Fur-
thermore, these geometric fabrics are closed under the standard operations of pullback
and combination on a transform tree. For behavior representation, this class of geo-
metric fabrics constitutes a broad class of spectral semi-sprays (specs), also known as
Riemannian Motion Policies (RMPs) in the context of robotic motion generation, that
captures both the intuitive separation between acceleration policy and priority metric
critical for modular design and are inherently stable. Therefore, geometric fabrics are
safe and easier to use by less experienced behavioral designers. Application of this
theory to policy representation and generalization in learning are discussed as well.
1 Introduction
Riemannian Motion Policies (RMPs) [11] are powerful tools for modularizing robotic be-
havior by enabling designers to define a tree-network of relevant task spaces, and to design
position and velocity dependent acceleration policies in those spaces along with smoothly
varying position and velocity dependent priority matrices that define how the policies should
combine with one another. The broadest class of RMPs form a flexible toolset for design
and their utility has been demonstrated in a number of real-world collaborative settings,
requiring fast reactions and behavioral adaptation, but their power depends largely on the
ability of practitioners to most effectively leverage their intuition in the design process. In
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particular, RMPs in the broadest sense lack formal stability guarantees, which can lead
to potentially dangerous usage, and can obscure the design of minimally conflicting task
policies. Despite the documented efficacy of the framework, this lack of theoretical under-
standing forms a barrier to entry for new users lacking experience or training in the design
of policies, parameter tuning, and damping design to induce stability.
This paper builds a comprehensive theory of these systems to both capture the intuition
that makes them effective in practice but also prescribe a set of rules to make them safe,
stable, and provably convergent. A class of systems called optimization fabrics are described
and characterized which define nominal behaviors common among tasks capturing consider-
ations such as obstacle and joint limit avoidance, redundancy resolution, attractor shaping,
etc. across which a task-specific potential function can be optimized. The optimization is
biased by the underlying fabric, but the task-specific forcing potential pushes the system
away from the nominal behavior toward accomplishing the task’s goal. The theory of opti-
mization fabrics centers around both characterizing what systems form fabrics (guaranteed
to optimize when forced), and how to design systems within this class. The most concrete
and flexible class of fabrics are called geometric fabrics and are constructed from differential
equations that have a concrete property of geometric consistency well-suited for intuitive
design.
The theory focuses on adding stability guarantees while ensuring the main characteristics
of RMPs that make them effective in practice are maintained, specifically the separation
of: (1) system behavior into nominal behavior shared across multiple tasks and a task-
specific component that pushes away from that nominal behavior; and (2) the separation of
acceleration policy design from priority metric design. Earlier work on Geometric Dynamical
Systems (GDS) [1] addresses stability, but resulted in a framework which designed force
policies which could be translated to acceleration policies only through their interaction with
the priority metric. This avenue conflated the priority metric and acceleration behavior.
For instance, learning a single GDS on a task space is straightfoward, but then a separate
priority metric defining how it should combine well with other policies would still require
design. That is, two metrics are required: one that directly originates from the GDS and is
used to shape the acceleration behavior of the system and another one to define its priority
in combination with other GDS policies. Moreover, each subtask policy had to be designed
as a potential function which can introduce settings where tasks conflict with one another.
For instance, achieving one policy’s goal (potential minimization) results in the escalation
of another policy’s goal. Ultimately, this can lead to cases where subtasks are not solved.
The experiments in [1] circumvent some of these issues by introducing high-gain forces and
dampers to reduce the effect of the curvature terms introduced by the metrics. However, a
recent analysis of Finsler and Riemannian geometry [12] revealed that these terms play a
signficant role in shaping the second-order behavior of the system.
The framework of optimization fabrics presented here provides clarity to these issues,
characterizes multiple classes of stable systems that can be used for stable and modular
design, and develops a concrete toolset for practical design.
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1.1 Related work: An encompassing framework for existing techniques
Collaborative settings are dynamic and partially observable and, therefore, require fast
adaptation and reaction to both changes in the surrounding environment and changes in
state estimation. Modern collaborative systems build this real-time processing into the
design relying on an underlying layer of reactive control to interpret and adapt the plans
computed by the more computationally intensive planning layer [6]. That design has in-
spired a new line of research centered around the development of local reactive behavior
generation tools that handle many of the considerations and constraints typically handled
by the planning level, encapsulating elements like collision and joint limit avoidance, or
even shaping of the end-effector’s behavior en route to a target [11]. This paper focuses on
that reactive setting, and in particular, the design of second-order (rather than first-order)
dynamical systems which capture the innate second-order nature of robotic systems [15].
A classical method in this domain is operational space control [8] which can be viewed
as a precursor to the broader area of geometric control wherein behavior is shaped by con-
trolling a system to behave like a specially designed virtual classical mechanical system
(equivalently a Riemannian manifolds). [3] gives an in-depth overview of geometric control
(and operational space control) and how a newer class of Geometric Dynamical Systems
(GDS) encompasses it forming a superclass of systems with stability guarantees and addi-
tional modeling capacity. That manuscript also provides a general overview of the literature
and the relationships. In this paper, a broader encompassing theory is developed to con-
textually ground these previous techniques, showing that they can all be characterized as
optimization fabrics with varying properties and restrictions.
Herein, classes of systems are created to organize existing systems found in the litera-
ture and new systems introduced here, where systems have associated metrics and policies.
Operational space control is a type of geometric control, both of which use classical mechan-
ical systems (also known as simple mechanical systems) as models [15]. These systems are
characterized by metrics (priority matrices) with position dependence only. More broadly,
Geometric Dynamical Systems (GDS) [1] includes classical systems as a subclass, and in-
troduces velocity dependence to their metrics. The present work introduces Lagrangian
systems wherein the equations of motion are given by applications of the Euler-Lagrange
equation to a stationary Lagrangian function (see Section 4.2). These Lagrangian systems
are very similar to GDSs, but their equations are inherently covariant and do not require
the notion of structured GDS as was done in the earlier [1] work. Both GDS and Lagrangian
systems in their broadest generality do not provide much guidance on how to design sys-
tems. Here, it is revealed that a branch of mathematics called Finsler geometry, which
encompasses Riemannian geometry and a special case generalizing many of Riemannian
geometry’s most useful properties, can facilitate a concrete yet flexible toolset for design
within this more general Lagrangian context. These tools yield Finsler systems, which too
have velocity-dependent metrics and, therefore, generalize classical mechanical systems.
All of the above mentioned systems define behavior directly using the mentioned systems
as models. Beyond behavioral modeling, this research reveals that the energies associated
with these systems can also represent Lyapunov functions [7], yielding a broader class called
conservative systems. The properties of such systems are characterized and tools for their
design are developed, including an energization transform which takes a given differential
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equation and transforms it minimally into a conservative system. These ideas additionally
give us conservative systems which encompass energized systems which furthermore encom-
pass geometric systems, the most concrete class designed by energizing geometry generators
with Finsler energies.
All of these systems, when their equations satisfy specific properties we define here, can
be used to design optimization fabrics which are provably convergent. To summarize, earlier
literature focuses on classical mechanical systems within the context of operational space
control and geometric control. Earlier work introduced variants of these systems called
GDSs which added velocity dependence to their metrics, the general character of which can
be alternatively modeled as a Lagrangian system and more concretely as Finsler systems.
And we show here that beyond those we can introduce the much larger classes of geometric,
energized, and most broadly conservative systems for design. This framework gives us a
wide variety of tools for behavior design, and the theoretical properties we study here give
intuition and a set of rules for how to use them in practice.
Another class of second-order systems common in robotics is Dynamic Movement Prim-
itives (DMPs) [5]. DMPs, however, inherit their stability guarantees by reducing over time
to linear systems as the nonlinear components vanish by design. In this paper, we focus
instead on the framework extending from operational space control paradigms due to its
compatibility with modern planning and optimization frameworks [6, 11].
1.2 Classical mechanics: A simple example of an optimization fabric
To get some intuition around optimization fabrics, we first review the behavior of a classical
mechanical system, one of the simplest forms of optimization fabric.
A second-order differential equation can often be considered an optimizing system. For
instance, the damped classical mechanical equations of motion under a forcing potential
function is guaranteed to optimize that potential function. Intuitively, the undamped system
will maintain total energy (kinetic plus potential), and the damper will incrementally bleed
energy from the system, reducing the total energy until it comes to rest at the bottom of
the potential (local minimum of the potential and zero kinetic energy). Importantly, in
addition to optimizing, the forced system’s behavior en route to minimizing the potential
is governed by the kinetic energy term (tantamount to the mass distribution in this case).
That kinetic energy defines a nominal behavior for the system which the system would
otherwise generally follow which, when forced, becomes a medium across which the system
can optimize the potential. Change the potential and the system will still optimize the new
potential. Change the kinetic energy, and the resulting system will optimize the original
potential but with a different transit behavior.
This classical mechanical system is an example of what we call an optimization fabric,
or fabric for short. A fabric defines a nominal behavior that a forcing potential will push
away from. When damped and forced, a fabric is unbiased in the sense that the resulting
system will optimize the potential. For instance, the unforced classical mechanical system
will remain at rest if it starts at rest; there is no biasing force that will explicitly push
it from that state. On the other hand, a classical system experiencing a constant force
in any particular direction would be biased, and that force bias would prevent it from
optimizing a potential (the constant force would bias the system away from the potential’s
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local minimum).
1.3 A review of the results
In this paper, we present a general theory of optimization over fabrics. We start by defining
what a fabric is (what may be called an unbiased spectral semi-spray, i.e. a second order
differential equation with an associated metric tensor which optimizes when forced), and
then derive a series of fabrics around Lagrangian and geometric formulations. We give some
background material on the general class of spectral semi-sprays (specs), Lagrangians and
their equations of motion, and general nonlinear geometries including the special class of
Finsler geometries. At a high-level, a nonlinear geometry is a differential equation whose
solutions define a set of paths (not speed-dependent trajectories, but speed-independent
paths). An example is a Riemannian geometry, a type of Finsler geometry, whose paths are
length minimizing under the Riemannian length measure.
Many Lagrangians have associated energies defined by their Hamiltonians; the main
result of this paper is that we can define a fabric by starting with a nonlinear geometry and
energizing it by finding a representation of the geometry consisting of a set of trajectories
along the paths that are energy conserving under a particular Lagrangian energy (what
we call an energization transform on the geometry). The nonlinear geometry defines the
basic nominal behavior of the system (the paths it will follow when unperturbed), and
the Lagrangian energy defines the nature of how forces act to push the system away from
those nominal paths. Specifically, the energy has an associated energy tensor that acts as a
generalized mass matrix that defines how the system accelerates away from the geometric
paths when forced. Since the resulting system is a fabric, forcing it with a potential (and
damping) is guaranteed to optimize the potential.
In building toward this result, we derive necessary conditions for Lagrangian equations
of motion to define a fabric, defining what we call a Lagrangian fabric.
Finally, we show that the energization transform commutes with pullbacks across differ-
entiable maps meaning that we can either energize in the codomain of the differentiable map
and pull the resulting system back, or we can pull the energy and geometry back indepen-
dently an then energize the resulting pulled back geometry in the domain, and both result in
the same geometric fabric. This result, in conjunction with an analysis on minimum damp-
ing conditions needed to ensure optimization when following alternative velocity profiles
during optimization, show that we can place nonlinear geometries and associated energies
on a transform tree, use the geometries as acceleration policies to design behaviors and
the energies to design spectral priority weights that define what the behaviors care about
an how they combine with one another, and compute what amounts to a metric weighted
average of the geometries as the pullback which can be forced using a metric profile defined
by the total pullback metric.
In the context of Riemannian Motion Policies (RMPs), this result means that geometric
optimization fabrics can be used as a formal provably stable toolset for designing a flexible
RMPs that separate the acceleration policy design (nonlinear geometry design) from the
priority specification (energy design). On top of that, we attain with this geometric formu-
lation methods for modulating speed independent of metric choice, something difficult to do
under the original formulation, resulting in smooth and consistent provably stable behavior.
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Moreover, this formal separation of behavior into a task independent geometric fabric and
a task specific forcing potential acts as a way to factor out common behavioral elements
spanning many tasks allowing the geometric fabric to encode a well-informed behavioral
prior that can be reused for many tasks which we hypothesize will enhancing generalization
of learned potentials following recent results on learning RMPs.
1.4 A note on the presentation of preliminaries
We assume many of the mathematical concepts presented, such as general nonlinear and
Finsler geometries, are unfamiliar to most reading this papers. Many of the advanced math-
ematical presentations of related ideas require a background in differential geometry which
has such extensive terminology and notation that it is inaccessible to most readers. We,
therefore, in a separate papers [13, 12] present full derivations of the underlying results in
the notation of advanced calculus to make them more accessible. That paper also intro-
duces some nonstandard terminology that we view as more intuitive to make the concepts
easier to digest. We make note of these modifications in Section 2.2 on terminology, and we
review these basic results when needed as we build toward the formulation and derivation
of optimization fabrics.
2 Preliminaries
2.1 Manifolds and notation
The concepts and notation around differential geometry is complex and becomes a road-
block for most readers. In this paper, to make these ideas more accessible and clear, we
choose a notation that avoids the typical coordinate-free or tensor based notations of dif-
ferential geometry in lieu of an advanced calculus notation more common in engineering
texts. Similarly, we assume the manifolds on which we derive our equations are well-defined
with respect to the standard constructions of differential geometry, and derive our equations
simply with respect to a chose coordinate system as is common in physics. By construct-
ing concepts using concrete coordinate-independent quantities such as length measures, for
which (nonlinear) change-of-variable transformations are intuitive, we can attain covariant
coordinate-independent equations defined across the manifold in any coordinate system,
analogous to physical equations in engineering. Appendix A details this more concrete
treatment of manifolds and Appendix B defines concretely the advanced calculus notation
we used in this paper within the context of a chosen nonlinear coordinate system.
We restrict attention here to smooth manifolds [9] and assume unless otherwise stated
that vector fields, functions, trajectories, etc. defined on the manifolds are smooth. Of
importance is the notion of a smooth manifold with a boundary. The following definitions
review the basic concepts and notation.
Definition 2.1. Let X be a manifold with a boundary (see [9] for a definition1). Its
boundary is denoted ∂X and we denote its interior as int(X ) = X\∂X .
1Intuitively, it can be thought of as a set theoretic boundary point in coordinates.
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In general, when using the notation X we assume it is a manifold with a boundary
∂X . However, unless otherwise explicitly stated, this notation includes the case where the
boundary is empty ∂X = ∅.
Definition 2.2. Let X denote a smooth manifold of dimension n. The space of all velocities
at a point x is denoted TxX and is known in manifold theory as the tangent space at x.
It is often convenient to reference the set of all available positions and velocities across a
manifold. That space is known as the tangent bundle and is denoted T X = ∐x∈X TxX
where
∐
denotes the disjoint union. I.e. (x, x˙) ∈ T X if and only if x˙ ∈ TxX for some
x ∈ X . The boundary of a manifold ∂X is a separate smooth manifold of dimension
n − 1, with its own lower dimensional tangent bundle T ∂X = ∐x∈∂X Tx∂X . Likewise,
int(X ) is the manifold of dimension n consisting of all interior points with tangent bundle
of consistent dimension n denoted T int(X ) = ∐x∈int(X ) TxX . With these definitions, the
complete manifold with a boundary is understood to be the disjoint union of the separate
interior and boundary manifolds X = int(X )∐ ∂X , and its tangent bundle is the disjoint
union of the separate tangent bundles T X = T int(X )∐ T ∂X .
Remark 2.3. Statements below pertaining to all (x, x˙) ∈ T X are understood as all pertain-
ing specifically to the two separate cases (x, x˙) ∈ T int(X ) and (x, x˙) ∈ T ∂X . That second
case explicitly restricts the velocities to lie only tangent to the boundary’s surface.
2.2 A taxonomy of terminology and results
There is a lot of terminology introduced in this paper, so this section collects the definitions
into one place for quick reference. We also provide a list of the different types of fabrics
encountered throughout the paper along with a concise taxonomy of their closure status
under operations of the spec algebra defined in Section 3.1.1. The section is for reference
only and can be skipped on first read.
2.2.1 Terminology
The following is a (partial) list of terms defined in this paper, each listed with a brief
contextual note:
1. Spectral semi-spray, or spec for short: A pair
(
M(x, x˙), f(x, x˙)
)
representing a dif-
ferential equation Mx¨ + f = 0. Operations of pullback and combination define an
associated spec algebra over transform trees.
2. Equations of motion: The equation ∂2x˙x˙L+ ∂x˙xL x˙− ∂xL = 0 given by applying the
Euler-Lagrange equation to a stationary Lagrangian L(x, x˙).
3. Forcing a system: Adding the gradient of a potential function, often along with a
damper, to a spec. If the original spec is Mx¨ + f = 0, the forced system is Mx¨ + f =
−∂xψ −Bx˙.
4. Optimization fabric, or fabric for short: A special class of spec which is guaranteed to
optimize the potential function when forced.
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5. Unbiased spec: Fabrics all must be what we call unbiased. At a high-level this essen-
tially means that they do not innately force a system when it comes to rest. Unbiased
specs can, therefore, come to rest at the local minimum of a potential function and
not be innately pushed away from it by the underlying fabric.
6. A nonlinear geometry: A geometrically consistent system of speed independent paths
defined by a differential equation x¨+h2(x, x˙) = 0, where h2 is homogeneous of degree
2 in velocity, known as the (geometry) generator. Each generator has an associated
geometric form P⊥x˙ [x¨+h2(x, x˙)] = 0 known as the corresponding geometric equation.
7. Finsler structure: A Lagrangian that is positive when x˙ 6= 0 and homogeneous of
degree 1 in velocity. Such Lagrangians define action integrals that are “path length”
like, in that they are a positive measure that is invariant to time-reparameterization
of the trajectory so that all trajectories following the same path give them same
action measure. A Finsler structure can also be thought of as a geometric Lagrangian
since it is a specific form of Lagrangian that captures the notion of a positive speed-
independent path measure with a locally unique minimum. We use the term Finsler
structure since it is common in the mathematical literature.
8. A Finsler geometry is a nonlinear geometry defined by the equations of motion of a
Finsler structure. Its generator is known as a Finsler generator and is given by the
equations of motion of the corresponding Finsler energy.
9. Lagrangian energy: The Hamiltonian of a general Lagrangian. This energy is defined
as HL = ∂x˙LT x˙− L and in general might differ from the Lagrangian. The energy is
not to be confused with the Lagrangian itself. Only when the Hamiltonian matches
the Lagrangian is that the case (such as in Finsler energies below). When the context
of the Lagrangian is clear, we often use just energy.
10. Finsler energy: The energy form Le =
1
2L
2
g of a Finsler structure Lg. In this special
case, the Lagrangian energy (Hamiltonian) associated with Le is Le, itself. When the
context of the Finsler structure Lg is known, we often refer to the Finsler energy as
the energy or energy form of Lg. The Finsler energy is always homogeneous of degree
2 in x˙ and can be used to define the Finsler geometry as Lg =
√
2Le if the defining
properties hold for the derived Finsler structure Lg.
11. Bending a fabric: Adding an energy conserving geometric term (homogeneous of de-
gree 2) to a geometric fabrics’s generator. The resulting generator generates a distinct
geometry, but the resulting generator still conserves the same energy and remains a
fabric. “Bending” is different from “forcing” (see above).
12. Metric tensor of a Lagrangian: Defined as the Hessian of the Lagrangian L used to
define the energy M = ∂2x˙x˙L.
13. Energization or energization transform: Transforming a differential equation by ac-
celerating along the direction of motion to ensure that it conserves a given energy
function. Energization can be viewed as an operation on a differential equation or,
when relevant, the transformation of a differential equation into a fabric suitable for
optimization.
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14. Energized fabric: The energy conserving fabric resulting from an energization trans-
form. When the energy is a Finsler energy, the fabric is a bent Finsler fabric referred
to as a bent Finsler representation.
2.2.2 Types of fabrics
The following is a list of the classes of fabrics defined throughout this paper:
1. Optimization fabric or fabric for short: A spec (M, f) which optimizes when forced.
i.e. Mx¨ + f + ∂xψ + Bx˙ = 0 optimizes psi.
2. Conservative fabric: A fabric defined by an energy conserving equation of the form
Mex¨ + fe + ff = 0 where
(
Me, fe
)
come from the energy Lagrangian Le(x, x˙) and ff
is a zero work contribution.
3. Lagrangian and Finsler fabrics: The class of conservative fabrics defined by the equa-
tions of motion of an energy Lagrangian is known as a Lagrangian fabric. If the fabric
is defined more specifically by a Finsler energy, it is called a Finsler fabric.
4. (Finsler) Energized fabrics: Fabrics formed by energizing differential equations are
known as energized fabrics. If a Finsler energy is used to energize the differential
equation, it is called a Finsler energized fabric.
5. Geometric fabrics: A fabric formed by energizing a geometry generator with a Finsler
energy.
2.2.3 Closure under the spec algebra
We say that a class of fabrics is closed under tree operations, or just closed if the context
of operations is clear, if applying the operations to a fabric in that class results in another
fabric of the same class (see Section 3.1.2). With regard to the operations the spec algebra,
we have the following closure results:
1. Optimization fabrics are closed in general.
2. Conservative fabrics are closed. More specifically the individual subclasses of La-
grangian and Finsler fabrics are closed within themselves.
3. Energized fabrics are closed, and more specifically the subclasses of Finsler energized
fabrics and geometric fabrics are closed within themselves.
3 Specs and transform trees
Let x and x˙ denote a position and velocity in a task space X , assumed to be represented in
some chosen coordinates. Optimization fabrics instances of systems of the form Mx¨+f = 0,
where M(x, x˙) is symmetric and invertible and f(x, x˙) are both functions of both position
and velocity, with the property that they optimize when forced with a potential, which we
discuss in detail below. We begin, though, with a brief overview of the broader class of
differential equations.
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3.1 Spectral semi-sprays (specs)
We call the broader class of such systems spectral semi-sprays, or specs for short, and denote
them (M, f)X . When the space X is clear from context, we often drop the subscript. While
specs are not the primary focus of this paper, since fabrics are specs, we give a brief overview
of the relevant ideas and manipulations here.
3.1.1 Pullback and combination of specs
A (non-spectral) semi-spray by itself is a differential equation of the form x¨ + h(x, x˙) = 0
[12], and we can easily write the above equation as x¨ + M−1f = 0 to fit this form, but it
is critical explicitly represent M to track how it transforms between spaces, as we discuss
next.
Given a differentiable map φ : Q → X with action denoted x = φ(q), we can derive an
explicit expression for the covariant transformation of a spec (M, f)X on the codomain X
to a spec (M˜, f˜)Q on the domain Q. Denoting the map’s Jacobian as J = ∂qφ, and noting
x¨ = Jq¨ + J˙q˙, the covariant transformation of left hand side of the differential equation
Mx¨ + f = 0 represented by the spec is
JT
(
Mx¨ + f
)
= JT
(
M
(
Jq¨ + J˙q˙
)
+ f
)
(1)
=
(
JTMJ
)
q¨ + JT
(
f + J˙q˙
)
(2)
= M˜q¨ + f˜ . (3)
where M˜ = JTMJ and f˜ = JT
(
f + J˙q˙
)
. This means we can define the following covariant
pullback operation:
pullφ(M, f)X =
(
JTMJ, JT
(
f + J˙q˙
))
Q
. (4)
Similarly, since
(
M1x¨ + f1
)
+
(
M2x¨ + f2
)
=
(
M1 + M2
)
+
(
f1 + f2
)
, we can define an
associative and commutative summation operation of the form
(M1, f1)X + (M2, f2)X =
(
M1 + M2, f1 + f2
)
X . (5)
Note that the above operations are on what we call the natural form of specs. We can also
view them in canonical form, which amounts to (M,−M−1f)CX in the current setting where
M is fully invertible. The expression −M−1f defines the acceleration, since the differential
equation represented by the spec can be solved to give x¨ = −M−1f . In terms of this
canonical acceleration form, the summation operation computes the combined acceleration
as a metric weighted average of individual accelerations:
(M1,a1)
C
X + (M2,a2)
C
X =
(
M1 + M2, (M1 + M2)
−1(M1a1 + M2a2))CX . (6)
These operations of pullback and summation define the spec algebra.
10
3.1.2 Specs on transform trees
Differentiable maps can be composed together to make a tree of spaces rooted at the config-
uration space C known as a transform tree, with directed edges denoting the differentiable
maps and nodes given by the spaces that result for those differentiable maps. See [13] for
a detailed construction and analysis of transform trees.
It can be shown that, in the context of a transform tree, the space of specs becomes
a compatible linear structure across the tree under the above defined spec algebra. That
means the tree can be used to represent a composite spec at the root by placing specs on the
tree’s nodes and pulling them back and combining them recursively until a single resultant
spec resides at the root [13].
Since specs form a compatible linear structure on the tree, this computation is indepen-
dent of computational path, which means, at least for purposes of the theoretical analysis
here, we can always think of the transform tree as star-shaped, under which each node has a
single independent map linking directly from root to the node. (If it did not have this form,
since the path to a given node is unique, we can perform what is known as a star-shaped
transform wherein we define an equivalent tree under which each of those unique paths are
represented explicitly as depth 1 branches containing a map defined by the composition
of maps encountered along the path.) Such a star-shaped tree can be represented by a
collection of n differentiable maps φi : Q → Xi, i = 1, . . . , n. The pulled back and combined
spec defined on Q representing a collection of specs {(Mi, fi)}ni=1 defined on the n spaces is
n∑
i=1
pullφi(Mi, fi)Xi =
(∑
i
JTi MiJi,
∑
i
JTi
(
fi + J˙iq˙
))
Q
(7)
which can be viewed as a metric weighted average of individual pulled back specs in canonical
form.
Definition 3.1 (Closure under tree operations). A class of specs is said to be closed under
tree operations, or just closed for short when the set of operations is clear, when applying
the operations to elements of the class results in an element of the same class.
In particular, if a given class of specs is closed under tree operations, if the transform
tree is populated with specs from that class, the spec that results at the root from pullback
and combination is of the same class.
4 Optimization fabrics
A spec can be forced by a position dependent potential function ψ(x) using
Mx¨ + f = −∂xψ, (8)
where the gradient −∂xψ defines the force added to the system. In most cases, forcing an
arbitrary spec does not result in a system that’s guaranteed to converge to a local minimum
of ψ. But when it does, we say that the spec is optimizing and forms an optimization fabric
or fabric for short. This section characterizes the class of specs that form fabrics using
definitions and results of increasing specificity. These results are used in Subsection 5.3
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to define what we call geometric fabrics which constitute a concrete set of tools for fabric
design.
Note that the accelerations of a forced system x¨ = −M−1f −M−1∂xψ decompose into
nominal accelerations of the system −M−1f and forced accelerations −M−1∂xψ. Impor-
tantly, the spectrum of M, therefore, plays a key role in defining how the potential force
−∂xψ acts to push the system away from the nominal path. It might be easy for potentials
to push in some directions, but difficult to push in others. The metric M dictates the profile
of how the potential function can push away from the system’s nominal paths.
4.1 Unbiased specs and general optimization fabrics
Definition 4.1. Let X be a manifold with boundary ∂X (possibly empty). A spec (M, f)X
is said to be interior if for any interior starting point (x0, x˙0) ∈ T int(X ) the integral curve
x(t) is everywhere interior x(t) ∈ int(X ) for all t ≥ 0.
Definition 4.2. Let X be a manifold with a (possibly empty) boundary. A spec S =(
M, f
)
X is said to be rough if all its integral curves x(t) converge: limt→∞ x(t) = x∞ with
x∞ ∈ X (including the possibility x∞ ∈ ∂X ). If S is not rough, but each of its damped
variants SB =
(
M, f +Bx˙
)
is, where B(x, x˙) is smooth and positive definite, the spec is said
to be frictionless. A frictionless spec’s damped variants are also known as rough variants
of the spec.
Definition 4.3. Let ψ(x) be a smooth potential function with gradient ∂xψ and let (M, f)X
be a spec. Then (M, f + ∂xψ) is the spec’s forced variant and we say that we are forcing
the spec with potential ψ. We say that ψ is finite if ‖∂xψ‖ <∞ everywhere on X .
Definition 4.4. A spec S forms a rough fabric if it is rough when forced by a finite
potential ψ(x) and each convergent point x∞ is a KarushKuhnTucker (KKT) solution of
the constrained optimization problem minx∈X ψ(x). A forced spec is a frictionless fabric
its rough variants form rough fabrics.
Lemma 4.5. If a spec S forms a rough (or frictionless) fabric then (unforced) it is a rough
(or frictionless) spec.
Proof. The zero function ψ(x) = 0 is a finite potential under which all points in X are KKT
solutions. If S is a rough fabric, then all integral curves of S are convergent and it must be
a rough spec. 
Definition 4.6. A spec S = (M, f)X is boundary conforming if the following hold:
1. S is interior.
2. M(x,v) and f(x,v) are finite for all2 (x,v) ∈ T X = T int(X ) ∪ T ∂X .
3. For every tangent bundle trajectory (x(t),v(t)) ∈ T X with x→ x∞ ∈ ∂X , we have
lim
t→∞
∥∥M−1(x,v)∥∥ <∞ and lim
t→∞
∥∥VT∞f(x,v)∥∥ <∞ (9)
where V∞ is a matrix for which span(V∞) = Tx∞X .
2In this definition, we emphasize in the notation that the manifold contains both its interior and the
boundary. In practice, proofs often treat both cases separately.
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A boundary conforming metric is a metric satisfying conditions (2) and (3) of this definition.
Additionally, f is said to be boundary conforming with respect to M if M is a boundary
conforming metric and
(
M, f
)
X forms a boundary conforming spec.
Note that this definition of boundary conformance implies that M either approaches
a finite matrix along trajectories limiting to the boundary or it approaches a matrix that
is finite along Eigen-directions parallel with the boundary’s tangent space but explodes to
infinity along the direction orthogonal to the tangent space. This means that either M−1∞
is full rank or it is reduced rank and its column space spans the boundary’s tangent space
Tx∞∂X .
Definition 4.7. A boundary conforming spec
(
M, f
)
X is unbiased if for every convergent
trajectory x(t) with x → x∞ we have VT∞f(x, x˙) → 0 where V∞ is a matrix for which
span(V∞) = Tx∞X . If the spec is not unbiased, we say it is biased. We often refer to
the term f alone as either biased or unbiased when the context of M is clear. Note that
all unbiased specs must also be boundary conforming by definition. We, therefore, often
specify only that the spec is unbiased with the implicit understanding that it is also, by
definition, boundary conforming.
Remark 4.8. In the above definition, when x∞ ∈ int(X ), the basis V∞ contains a full set of
n linearly independent vectors, so the condition VT∞f(x, x˙) → 0 implies f(x, x˙) → 0. This
is not the case for x∞ ∈ ∂X .
Remark 4.9. The matrix V∞ naturally defines two linearly independent subspaces, the
column space, and the left null space. It is often convenient to decompose a vector into two
components f = f//+ f⊥, one lying in the column space f// and the other lying in the left null
space f⊥. A number of the statements below are phrased in terms of such a decomposition.
Since the definition of unbiased is predicated on the spec being boundary conforming,
the spectrum of the metric M is always finite in the relevant directions (all directions for
interior points and directions parallel to the boundary for boundary points). The property
of being unbiased is, therefore, linked to zero acceleration within the relevant subspaces.
This property is used in the following theorem to characterize general fabrics.
Theorem 4.10 (General fabrics). Suppose S = (M, f)X is a boundary conforming spec.
Then S forms a rough fabric if and only if it is unbiased and converges when forced by a
potential ψ(x) with ‖∂ψ‖ <∞ on x ∈ X .
Proof. The forced spec defines the equation
Mx¨ + f = −∂xψ. (10)
We will first assume f is unbiased. Since x converges, we must have x˙→ 0 which means
x¨→ 0 as well.
If x(t) converges to an interior point x∞ ∈ int(X ), M is finite so Mx¨→ 0 since x¨→ 0.
And since the spec is unbiased we have f(x, x˙)→ 0 as x˙→ 0. Therefore, the left hand side
of Equation 10 approaches 0, so ∂xψ → 0 satisfying (unconstrained) KKT conditions.
Alternatively, if x(t) converges to a boundary point x∞ ∈ ∂X , then we can analyze the
expression
x¨ = −M−1(f + ∂xψ)→ 0. (11)
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since x¨ → 0. Since M is boundary conforming, the inverse metric limit M−1∞ is finite,
and since ∂ψ is also finite on X , the term M−1∂ψ converges to the finite vector M−1∞ ∂ψ∞.
Therefore, by Equation 11 we also have M−1f → M−1∞ f∞ = −M−1∞ ∂ψ∞. At the limit,
M−1∞ has full rank across Tx∞∂X , so the above limit equality implies f//∞ = −∂ψ//∞, were f//∞
and ∂ψ
//
∞ are the components of f∞ and ∂ψ∞, respectively, lying in the boundary’s tangent
space Tx∞∂X . Since f is unbiased and x∞ ∈ ∂X , the boundary parallel component f//∞ = 0
so it must be that ∂ψ
//
∞ = 0 as well. Therefore, ∂ψ∞ must either be orthogonal to Tx∞∂X
or zero. If it is zero, the KKT conditions are automatically satisfied. If it is nonzero, since
x(t) is interior, −f(x, x˙) must be interior near the boundary, so −∂ψ∞ must be exterior
facing and balancing −f∞. That orientation in addition to the orthogonality implies that
the limiting point satisfies the (constrained) KKT conditions.
Finally, to prove the converse, assume f is biased. Then there exists a point x∗ ∈ X
for which f(x∗,0) 6= 0. We can easily construct an objective potential with a unique global
minimum at x∗. The forced system, in this case, cannot come to rest at x∗ since f is nonzero
there, so (M, f) is not guaranteed to optimize and is not a fabric. 
The above theorem characterizes the most general class of fabric and shows that all
fabrics are necessarily unbiased in the sense of Definition 4.7. The theorem relies on hypoth-
esizing that the system always converges when forced, and is therefore more of a template
for proving a given system forms a fabric rather than a direct characterization. Proving
convergence is in general nontrivial. The specific fabrics we introduce below will prove
convergence using energy conservation and boundedness properties.
Note that the above theorem does not place restrictions on whether or not in the limit
the metric is finite in Eigen-directions orthogonal to the boundary surface’s tangent space.
In practice, it can be convenient to allow metrics to raise to infinity in those directions,
so the effects of forces orthogonal to the boundary’s surface are increasingly reduced by
the increasingly large mass. Such metrics can induce smoother optimization behavior when
optimizing toward local minima on a boundary surface.
4.2 Conservative fabrics
Conservative fabrics, frictionless fabrics which conserve a well-defined form of energy, con-
stitute a large class of practical fabrics. Here we define a class of energies through the
Lagrangian formalism and extend the notion of boundary conformance to these energy La-
grangians. We give some essential lemmas on energy conservation and present the basic
result on conservative fabrics in Proposition 4.18. Unlike the most general theorem on fab-
rics given above in Theorem 4.10, here we no longer need to hypothesize that the system
converges. The conservative properties enable us to prove convergence by effectively using
the energy as a Lyapunav function [7].
Two standard classes of conservative fabrics that naturally arise are Lagrangian and
Finsler fabrics (the latter a subclass of the former), both of which are defined by the equa-
tions of motion of their respective classes of energy Lagrangians. The energy-conservation
properties of Lagrangian systems are well-understood from classical mechanics [15]; this
observation simply links those result to our fabric framework. In subsection 4.3, though, we
show how to create a much broader class of conservative system by applying an energization
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transform to a differential equation resulting in a new type of conservative fabric known as
an energized fabric.
Definition 4.11. A stationary Lagrangian L(x, x˙) is boundary conforming (on X ) if its
induced equations of motion ∂2x˙x˙L x¨+∂x˙xL x˙−∂xL = 0 under the Euler-Lagrange equation
form a boundary conforming spec SL =
(
ML, fL
)
X where ML = ∂
2
x˙x˙L and fL = ∂x˙xL x˙ −
∂xL. This spec is known as the Lagrangian spec associated with L. L is additionally
unbiased if SL is unbiased. Since unbiased specs are boundary conforming by definition, an
unbiased Lagrangian L is implicitly boundary conforming as well.
Definition 4.12. Let Le(x, x˙) be a stationary Lagrangian with Hamiltonian He(x, x˙) =
∂x˙LTe x˙ − Le. Le is an energy Lagrangian if Me = ∂2x˙x˙Le is full rank, He is nontrivial
(not everywhere zero), and He(x, x˙) is finite on int(X ). An energy Lagrangian’s equations
of motion Mex¨ + fe = 0 are often referred to as its energy equations with spec denoted
Se =
(
Me, fe
)
X .
Definition 4.13 (Boundary intersecting trajectory). Let x(t) be a trajectory. If there
exists a t0 < ∞ such x(t0) ∈ ∂X and x˙ /∈ Tx(t0)∂X it is said to be boundary intersecting
with intersection time t0.
Definition 4.14 (Energy boundary limiting condition). Let Le be an energy Lagrangian
with energy He. If for every boundary intersecting trajectory x(t) with intersection time t0
we have limt→t0 He(x, x˙) =∞, we say that He satisfies the boundary limiting condition.
Remark 4.15. When designing boundary conforming energy Lagrangians one must ensure
the Lagrangian’s spec is interior. To attain an interior spec, it is often helpful to design
energies that prevent energy conserving trajectories from intersecting ∂X . It can be shown
that an energy Lagrangian’s spec is interior if and only if its energy is boundary limiting,
i.e. the energy approaches infinity for any boundary intersecting trajectory.
Lemma 4.16. Let Le be an energy Lagrangian with energy He = ∂x˙LTe x˙−Le. The energy
time derivative is
H˙e = x˙T
(
Mex¨ + fe
)
, (12)
where Me and fe come from the Lagrangian’s equations of motion Mex¨ + fe = 0.
Proof. The calculation is a straightforward time derivative of the Hamiltonian:
H˙Le =
d
dt
[
∂x˙Le − Le
]
(13)
=
(
∂x˙x˙Le x¨ + ∂x˙xLe x˙
)T
x˙ + ∂x˙LTe x¨−
(
∂x˙Le x¨ + ∂xLTe x˙
)
(14)
= x˙T
(
∂x˙x˙Le x¨ + ∂x˙xLe x˙− ∂xLTe x˙
)
(15)
= x˙T
(
Mex¨ + fe
)
. (16)

15
Lemma 4.17. Let Le be an energy Lagrangian. Then Mex¨+fe+ff = 0 is energy conserving
if and only if x˙T ff = 0. We call such a term a zero work modification. Such a spec
S = (Me, fe + ff) is said to be a conservative spec under energy Lagrangian Le.
Proof. This energy is conserved if its time derivative is zero. Substituting x¨ = −M−1e
(
fe+ff
)
into the Equation 12 of Lemma 4.16 and setting it to zero gives
H˙Le = x˙T
(
Me
(−M−1e (fe + ff ))+ fe) (17)
= x˙T
(− fe − ff + fe) (18)
= x˙T ff = 0. (19)
Therefore, energy is conserved if and only if final constraint holds. 
Proposition 4.18 (Conservative fabrics). Suppose S = (Me, fe+ff)X is a conservative un-
biased spec under energy Lagrangian Le with zero work term ff . Then S forms a frictionless
fabric.
Proof. Let ψ(x) be a lower bounded finite potential function. Using Lemma 4.16 we can
derive an expression for how the total energy Hψe = He + ψ(x) varies over time:
H˙ψe = H˙e + ψ˙ (20)
= x˙T
(
Mex¨ + fe
)
+ ∂xψ
T x˙ (21)
= x˙T
(
Mex¨ + fe + ∂xψ
)
. (22)
With damping matrix B(x, x˙) let Mex¨ + fe + ff = −∂xψ −Bx˙ be the forced and damped
variant of the conservative spec’s system. Plugging that system into Equation 22 gives
H˙ψe = x˙
T
(
Me
(−M−1e (fe + ff + ∂xψ + Bx˙))+ fe + ∂xψ)
= x˙T
(
− fe − ∂xψ −Bx˙ + fe + ∂xψ
)
− x˙T ff
= −x˙TBx˙ (23)
since all terms cancel except for the damping term. When B is strictly positive definite,
the rate of change is strictly negative for x˙ 6= 0. Since Hψe = He + ψ is lower bounded
and H˙ψe ≤ 0, we must have H˙ψe = −x˙TBx˙ → 0 which implies x˙ → 0. Therefore, the
system is guaranteed to converge. Since the system is additionally boundary conforming
and unbiased, by Theorem 4.10 it forms a fabric.
Finally, when B = 0 Equation 23 shows that total energy is conserved, so a system
that starts with nonzero energy cannot converge. Therefore, the undamped system is a
frictionless fabrics with rough variants defined by the added damping term. 
Corollary 4.19 (Lagrangian and Finsler fabrics). If Le(x, x˙) is an unbiased energy La-
grangian, then Se =
(
Me, fe
)
X forms a frictionless fabric known as a Lagrangian fabric.
When Le is a Finsler energy, this fabric is known more specifically as a Finsler fabric.
Proof. Mex¨ + fe = 0 is conservative by Lemma 4.17 with ff = 0. Since it is additionally
unbiased, by Proposition 4.18 it forms a frictionless fabric. 
16
4.3 Energization and energized fabrics
The following lemma collects some results around common matrices and operators that
arise when analyzing energy conservation.
Lemma 4.20. Let Le be an energy Lagrangian. Then with pe = Mex˙,
Rpe = M
−1
e −
x˙ x˙T
x˙TMex˙
(24)
has null space spanned by pe and
Rx˙ = Me − pep
T
e
pTe M
−1
e pe
(25)
has null space spanned by x˙. These matrices are related by Rx˙ = MeRpeMe and the matrix
M−1e Rx˙ = MeRpe = Pe is a projection operator of the form
Pe = M
1
2
e
[
I− vˆvˆT
]
M
− 1
2
e (26)
where v = M
1
2
e x˙ and vˆ =
v
‖v‖ is the normalized vector. Moreover, x˙
TPef = 0 for all
f(x, x˙).
Proof. Right multiplication of Rpe by pe gives:
Rpepe =
(
M−1e −
x˙ x˙T
x˙TMex˙
)
Mex˙ (27)
= x˙− x˙
(
x˙TMex˙
x˙TMex˙
)
= 0, (28)
so pe lies in the null space. Moreover, the null space is no larger since each matrix is formed
by subtracting off a rank 1 term from a full rank matrix.
The relation between Rpe and Rx˙ can be shown algebraically
MeRpeMe = Me
(
M−1e −
x˙ x˙T
x˙TMex˙
)
Me = Me − Mex˙ x˙
TMe
x˙TMex˙
(29)
= Me − pep
T
e
pTe M
−1
e pe
= Rx˙. (30)
Since Me has full rank, Rx˙ has the same rank as Rpe and its null space must be spanned
by x˙ since Rx˙x˙ = MeRpeMex˙ = MeRpepe = 0.
With a slight algebraic manipulation, we get
MeRpe = Me
(
M−1e −
x˙ x˙T
x˙TMex˙
)
(31)
= M
1
2
e
I− M 12e x˙ x˙TM 12e
x˙TM
1
2
e M
1
2
e x˙
M− 12e (32)
= M
1
2
e
(
I− vv
T
vTv
)
M
− 1
2
e (33)
= Pe (34)
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since v v
T
vTv
= vˆvˆT . Moreover,
PePe = M
1
2
e
(
I− vv
T
vTv
)
M
− 1
2
e M
1
2
e
(
I− vv
T
vTv
)
M
− 1
2
e (35)
= M
1
2
e
(
I− vv
T
vTv
)(
I− vv
T
vTv
)
M
− 1
2
e (36)
= M
1
2
e
(
I− vˆvˆT )M− 12e = Pe, (37)
since P⊥ = I− vˆvˆT is an orthogonal projection operator. Therefore, P2e = Pe showing that
it is a projection operator as well.
Finally, we also have
x˙TPe = x˙
TMeRpe = x˙
TMe
(
M−1e −
x˙ x˙T
x˙TMex˙
)
(38)
=
[
x˙T −
(
x˙TMex˙
x˙TMex˙
)
x˙T
]
= 0. (39)
Therefore, for any f , we have x˙TPef = 0. 
Corollary 4.21. Let Le be an energy Lagrangian and let f˜f (x, x˙) by any forcing term.
Then using the projected term ff = Pef˜f the forced equations of motion
Mex¨ + fe + ff = 0 (40)
are energy conserving.
Proof. By Lemma 4.20, x˙T ff = x˙
TPef = 0, so by Lemma 4.17, Equation 40 is energy
conserving. 
Proposition 4.22 (System energization). Let x¨ + h(x, x˙) = 0 be a differential equation,
and suppose Le is any energy Lagrangian with equations of motion Mex¨+fe = 0 and energy
He. Then x¨ + h(x, x˙) + αHe x˙ = 0 is energy conserving when
αHe = −(x˙TMex˙)−1x˙T
[
Meh− fe
]
, (41)
and differs from the original system by only an acceleration along the direction of motion.
The new system can be expressed as:
Mex¨ + fe + Pe
[
Meh− fe
]
= 0. (42)
This modified system is known as an energized system. Moreover, the operation of ener-
gizing the original system is known as an energization transform and is denoted using spec
notation as
SLeh =
(
Me, fe + Pe
[
Meh− fe
])
X
= energizeLe
{
Sh
}
, (43)
where Sh =
(
I,h
)
X is the spec representation of x¨ + h(x, x˙) = 0.
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Proof. Equation 12 of Lemma 4.16 gives the time derivative of the energy. Substituting a
system of the form x¨ = −h(x, x˙)− αHe x˙, setting it to zero, and solving for αHe gives
H˙e = x˙T
[
Me
(− h− αHe x˙)+ f] = 0 (44)
⇒ −x˙TMeh− αHe x˙TMex˙ + x˙T fe = 0 (45)
⇒ αHe = −
x˙TMeh− x˙T fe
x˙TMex˙
(46)
= −(x˙TMex˙)−1x˙T
[
Meh− fe
]
. (47)
This result gives the formula for Equation 41. Substituting this solution for αHe back in
gives
x¨ = −h +
(
x˙T
x˙TMex˙
[
Meh− fe
])
x˙ (48)
= −h +
[
x˙ x˙T
x˙TMex˙
] (
Meh− fe
)
. (49)
Algebraically, it helps to introduce h = M−1e
[
ff+fe
]
to first express the result as a difference
away from fe; in the end we will convert back to h. Doing so and moving all the terms to
the left hand side of the equation gives
x¨ + h−
[
x˙ x˙T
x˙TMex˙
] (
Meh− fe
)
= 0 (50)
⇒ x¨ + M−1e
[
ff + fe
]− [ x˙ x˙T
x˙TMex˙
](
MeM
−1
e
[
ff + fe
]− fe) = 0 (51)
⇒Mex¨ + ff + fe −Me
[
x˙ x˙T
x˙TMex˙
](
ff +
(
fe − fe
))
= 0 (52)
⇒Mex¨ + fe + Me
[
M−1e −
x˙ x˙T
x˙TMex˙
]
ff = 0 (53)
⇒Mex¨ + fe + MeRpe
(
Meh− fe
)
= 0, (54)
where we substitute h = Meff − fe back in. By Lemma 4.20 MeRpe = Pe, so we get
Equation 42. 
Lemma 4.23. Suppose Me is boundary conforming. Then if
(
Me, f
)
and
(
Me,g
)
are both
unbiased, then
(
Me, αf + βg
)
is unbiased.
Proof. Suppose x(t) is a convergent trajectory with x → x∞ If x∞ ∈ int(X ), then f → 0
and g → 0, so αf + βg → 0. If x∞ ∈ ∂X , then f = f1 + f2 with f1 → 0 and f2 → f⊥ ⊥
Tx∞∂X , and similarly with g = g1 + g2 with g1 → 0 and g2 → g⊥ ⊥ Tx∞∂X . Then
αf + βg =
(
αf1 + βf2
)
+
(
αg1 + βg2
) → αg1 + βg2 which is orthogonal to Tx∞∂X since
each component in the linear combination is. Therefore, αf + βg is unbiased. 
For completeness, we state a standard result from linear algebra here (see [4] Proposition
8.7 for a proof). This result will be used in the below lemmas leading up to the proof that
energized systems are unbiased.
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Proposition 4.24. For every matrix A, there exists a contant c > 0 such that ‖Au‖ ≤ c‖u‖
for every vector u, where ‖ · ‖ can be any norm.
In the below, for concreteness, we take the matrix norm to be the Frobenius norm.
Lemma 4.25. Let Me be boundary conforming. Then if f is unbiased with respect to
Me, Pef is unbiased, where Pe = M
1
2
e
[
I− vˆ vˆT ]M− 12e is the projection operator defined in
Equation 26.
Proof. Let x(t) be convergent with x → x∞ as t → ∞. If x∞ ∈ int(X ), then since Pe
is finite on int(X ), by Lemma 4.24 there exists a constant c > 0 such that ‖Pef‖ ≤ c‖f‖.
Since ‖f‖ → 0 as t→ 0, it must be that ‖Pef‖ → 0.
Consider now the case where x∞ ∈ ∂X . Since Pe is a projection operator, for every z
there must be a decomposition into linearly independent components z = z1 + z2 with z2
in the kernel such that Pez = Pez1 + Pez2 = z1 (so that P
2
ez = Pez1z1 = Pez). Thus,
if z has a property if and only if all elements of a decomposition have that property, then
Pez = z1 must have that property as well. Specifically, if z lies in a subspace (respectively,
lies orthogonal to a subspace) then Pez = z1 lies in that subspace as well (respectively, lies
orthogonal to a subspace).
The property of being unbiased is defined by the behavior of the decomposition f =
f//+ f⊥, where those components are respectively parallel and perpendicular to Tx∞∂X in
the limit. Following the above outlined subscript convention to characterize the behavior
of the projection, we have
Pef = Pe
(
f//+ f⊥
)
= Pef
//+ Pef
⊥ (55)
= f
//
1 + f
⊥
1 → f⊥1 (56)
since f being unbiased implies f//→ 0 and hence f//1 → 0.
Therefore, in both cases, Pef satisfies the conditions of being unbiased if f does. 
Lemma 4.26. Suppose Me(x, x˙) is boundary conforming and boundary aligned. If
(
I,h
)
is unbiased then
(
Me,Meh
)
is unbiased.
Proof. Let x(t) be convergent with x → x∞ as t → ∞. If x∞ ∈ int(X ), then since Me is
finite on T int(X ), by Lemma 4.24 there exists a constant c > 0 such that ‖Meh‖ ≤ c‖h‖.
Since ‖h‖ → 0 as t→ 0, it must be that ‖Meh‖ → 0.
Since Me is boundary aligned, there is a subset of Eigenvectors that span the tangent
space in the limit as x(t) → x∞ ∈ ∂X . Let V// denote a matrix containing the Eigenvec-
tors that limit to spanning the tangent space, with D// a diagonal matrix containing the
corresponding Eigenvalues. Likewise, let V⊥ contain the remaining (perpendicular in the
limit) Eigenvectors, with Eigenvalues D⊥. The metric decomposes as Me = M
//
e+M⊥e with
M
//
e = V//D//V
T
// and M
⊥
e = V⊥D⊥VT⊥. Since h is unbiased, we can express h = h
//+ h// =
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V//y1 + V⊥y2, where y1 and y2 are coefficients, and y1 → 0 as t→∞. Therefore,
Meh =
(
M//e + M
⊥
e
)(
h//+ h⊥
)
(57)
=
(
V//D//V
T
// + V⊥D⊥V
T
⊥
)(
V//y1 + V⊥y2
)
(58)
= V//D//y1 + V⊥D⊥y2 (59)
→ V⊥z ⊥ Tx∞∂X where z = D⊥y2. (60)
Therefore, when x∞ ∈ ∂X , the component parallel to the tangent space vanishes in the
limit. 
Definition 4.27. A metric M(x, x˙) is said to be boundary aligned if for any convergent
x(t) with x∞ ∈ ∂X the limit limt→∞M−1(x, x˙) = M−1∞ exists and is finite, and Tx∞∂X is
spanned by a subset of Eigen-basis of M−1∞ .
Lemma 4.28. Suppose Sh =
(
I,h
)
is an unbiased (acceleration) spec and Le is an unbi-
ased energy Lagrangian with boundary aligned metric Me. Then SLeh = energizeLe
{Sh} is
unbiased.
Proof. Me is boundary conforming by hypothesis on Le. Moreover, the energized equation
takes the form
Mex¨ + fe + Pe
[
Meh− fe
]
= 0 (61)
as shown in Proposition 4.22. By Lemma 4.26 Meh is unbiased since h is unbiased, and
likewise Meh − fe is unbiased by Lemma 4.23 since fe is unbiased by hypothesis on Le.
That means Pe
[
Meh − fe
]
is unbiased as well by Lemma 4.25. Finally, by again applying
Lemma 4.23 we see that the entirety of fe + Pe
[
Meh− fe
]
is unbiased. 
Theorem 4.29 (Energized fabrics). Let Le be an unbiased energy Lagrangian with boundary
aligned Me = ∂
2
x˙x˙Le and lower bounded energy He, and let
(
I,h
)
be an unbiased spec. Then
the energized spec SLeh = energizeLe
{Sh} given by Proposition 4.22 forms a frictionless
fabric.
Proof. This result follows from Proposition 4.18, and Lemma 4.28.

5 Generalized nonlinear geometries and geometric fabrics
Above we showed that a broad class of conservative fabrics is formed by energizing differ-
ential equations. In general, though, the energization transform given by Proposition 4.22
may change the behavior of the underlying system since systems generally are not invariant
to the speed of traversal. Specifically, systems follows different paths when forced to speed
up or slow down. An intuitive example of such a system is a particle in a gravitational field.
When traveling at just the right speed around a mass, the particle can orbit. However, if
it speeds up or slows down along the direction of motion it will either break orbit or spiral
into the mass; in both cases, the path will necessarily change.
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In this section, we develop a special class of differential equations called geometry gen-
erators that maintain geometric path consistency despite the speed of traversal. For this
special class of equation, the path behavior of a system is invariant under energization, so
an energized fabric formed by energizing a geometry generator follows the same path as the
original system, and is itself a geometry generator. We call this special class of energized
fabrics geometric fabrics.
We start with a brief review of the construction and basic properties of general nonlinear
geometries here for completeness. For more detail see [12].
5.1 Generators and geometric equations
Definition 5.1 (Geometry generator). A geometry generator, or generator for short, is an
ordinary second-order differential equation of the form
x¨ + h2(x, x˙) = 0, (62)
where h2(x, x˙) is a smooth, covariant, map h2 : Rd×Rd → Rd that is positively homogeneous
of degree 2 in velocities in the sense h2(x, αx˙) = α
2h2(x, x˙) for α > 0. Solutions to
the generator are called generating solutions or trajectories, and if those trajectories are
guaranteed to conserve an known energy quantity, they are known as energy levels.
As an ordinary second-order differential equation, a generator’s solutions are unique for
specific initial values (x0, x˙0). A generator’s degree 2 homogeneity means that all solutions
to initial value problems of the form (x0, αvˆ0), where vˆ0 is any unit vector defining a
direction in space, follow the same path. Said another way, all generating trajectories
starting from a given point x0 with initial velocity pointing in the same direction x˙0 = αvˆ0
follow the same path.
Generators are often called sprays in differential geometry [14], although the term gen-
erator is more explicit about its role generating the geometry of a geometric equation, as
we define next.
Definition 5.2 (Geometric equation). The geometric equation corresponding to a generator
of the form x¨ + h2(x, x˙) = 0 is an equation of the form
P⊥x˙
[
x¨ + h2(x, x˙)
]
= 0, (63)
where P⊥x˙ is an projector projecting orthogonally to x˙. Solutions to this geometric equation
are known as geometric solutions or trajectories.
Remark 5.3. Any matrix Ax˙ with nullspace spanned by x˙ would suffice in this definition,
but we choose the projector for clarity of its role.
While the generator’s solutions are unique but follow the same path when the initial
conditions’ velocities point in the same direction, the geometric equation is a redundant
equation (redundancy coming from the reduced rank matrix P⊥x˙ ) whose solutions are the
set of all trajectories following that single path. It can be shown that every solution to the
generator equation is a smooth time-reparameterization of any generating trajectory.
Moreover, for a given geometric trajectory there exists a generating trajectory whose
instantaneous velocity matches the geometric trajectory’s velocity at a given point x, so the
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geometric trajectory can be viewed as speeding up and slowing down along the direction of
motion to smoothly move between generating solutions, hence the name generating solution.
When these generating solutions form energy levels, we can say the geometric solution speeds
up and slows down along the direction of motion to smoothly move between energy levels
of the system.
The geometric equation fully characterizes a geometry of paths. The equivalence class
of solutions to problems (x0, αvˆ0) for α > 0 are (locally) the set of reparameterizations of
a one-dimensional smooth submanifold of the space. We say that the collection of these
speed-independent paths defines a nonlinear geometry on the space.
We point out without proof that all solutions of the nullspace geometric equation given
in Equation 63 can be expressed as
x¨ = −h2(x, x˙) + γ(t)x˙, (64)
where γ(t) is any smooth function of time. This is an explicit expression showing that
geometric solutions are formed by speeding up and slowing down along the direction of
motion x˙.
5.2 Finsler geometry
Finsler geometry is the study of nonlinear geometries whose geometric equation is defined
by the equations of motion of Finsler structure.
Definition 5.4 (Finsler structure). A Finsler structure is a stationary Lagrangian Lg(x, x˙)
with the following properties:
1. Positivity: Lg(x, x˙) > 0 for all x˙ 6= 0.
2. Homogeneity: Lg is positively homogeneous of degree 1 in velocities in the sense
Lg(x, αx˙) = αLg(x, x˙) for α > 0.
3. Energy tensor invertibility: ∂2x˙x˙Le is everywhere invertible, where Le = 12L2g.
Le is known as the energy form of Lg, and is sometimes called the Finsler energy.
Remark 5.5. Note that the first two conditions together mean that L(x,0) = 0.
Finsler structures might be more descriptively termed geometric Lagrangians [12] since
their geometric properties (invariance to time-reparameterization) stem directly from con-
ditions on the Lagrangian and their effect on the resulting action. But these functions are
commonly known as Finsler structures in the literature, so we maintain that tradition here.
Note that many texts replace that third condition (invertibility of the energy tensor) with a
positive definiteness requirement. That positive definiteness is difficult to satisfy in practice
in Finsler structure design, and the basic proofs in our construction detailed in [12] require
only invertibility, so we use the looser requirement in our definition.
Proposition 5.6 (Energy of a Finsler geometry). Let Le = 12L2g be the Finsler energy of
Finsler structure Lg. The Hamiltonian (conserved quantity) of Le is Le. Specifically,
He = ∂x˙LTe x˙− Le = Le. (65)
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Proof. By Euler’s theorem on homogeneous functions, if f(y) is homogeneous of degree k,
then ∂yf
Ty = kf(y). That means for Lagrangians L(x, x˙), we have
∂x˙LT x˙ = kL, (66)
which means
H = ∂x˙LT x˙− L = kL − L = (k − 1)L (67)
Since Lg is homogeneous of degree 1 in x˙, Le is homogeneous of degree 2 in x˙, so for Le the
above analysis means He = (2− 1)Le = Le. 
Equivalent forms of higher order energy can be defined as well via Lke = 1kLkg and all of
the results below also hold, but we treat only k = 2 here for clarity of exposition.
We state the following fundamental results on Finsler geometry without proof and point
the reader to [12] for details.
Lemma 5.7 (Homogeneity of the Finsler energy tensor). Let Lg be a Finsler structure
with energy form Le = 12L2g and let Mex¨ + fe = 0 be its equations of motion. Then Me is
homogeneous of degree 0 and fe is homogeneous of degree 2.
The above lemma means that Me is dependent on velocity x˙ only through its norm ˆ˙x,
i.e. rescaling x˙ does not affect the energy tensor.
Theorem 5.8 (Finsler geometry generation). Let Lg be a Finsler structure with energy
Le = 12L2g. The equations of motion of Le define a geometry generator whose geometric
equation is given by the equations of motion of Lg.
These results mean that Finsler structures Lg define nonlinear geometries of paths whose
generators define energy levels of the energy Le.
5.3 Geometric fabrics
Here we discuss the properties of fabrics that arise from energizing geometry generators
using the theory outlined in Section 4.
The expression in Equation 42 shows that energization can be viewed as a zero work
modification to the energy equations of motion. When the original differential equation
x¨+h = 0 is a geometry generator (i.e. h is homogeneous of degree 2) and Le is Finsler, then
the Finsler equations of motion, the original differential equation, and energized equation are
all geometry generators, and importantly the energized equation in 42 generates a geometry
equivalent to the original equation’s generated geometry. We can, therefore, view this zero
work modification as bending the Finsler geometry to match the desired geometry without
affecting the system energy. This result is summarized in the following proposition.
Corollary 5.9 (Bent Finsler Representation). Suppose h2(x, x˙) is homogeneous of degree
2 so that x¨ + h2(x, x˙) = 0 is a geometry generator, and let Le be a Finsler structure (and
therefore also a Finsler energy). Then the energized system Mex¨ + fe + Pe
[
Meh2− fe
]
= 0
is a geometry generator whose geometry matches the original system’s geometry. Since the
Finsler system Mex¨ + fe = 0 is a geometry generator as well, we can view the energized
system as a zero work geometric modification to the Finsler geometry, what we call a
bending of the geometric system.
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Proof. The energized system takes the form x¨ + h˜2(x, x˙) = 0 where
h˜2 = M
−1
e fe + Re
[
Meh2 − fe
]
(68)
since Pe = MeRpe . The energy Le is Finsler, so fe is homogeneous of degree 2 and Me
is homogeneous of degree 0, which means the first term in combination is homogeneous of
degree 2. Moreover, Rpe = M
−1
e − x˙ x˙
T
x˙TMex˙
is homogeneous of degree 0 since the numerator
and denominator scalars would cancel in the second term when x˙ is scaled. Therefore, the
energized system in its entirety forms a geometry generator.
Since x¨ + h2(x, x˙) = 0 is a geometry generator, instantaneous accelerations along the
direction of motion x˙ do not change the paths taken by the system. So x¨+h˜2(x, x˙) = 0 forms
a generator whose geometry matches the original geometry defined by x¨+h2(x, x˙) = 0. 
Corollary 5.9 shows that geometries are invariant under energization transforms per-
formed with respect to Finsler energies.
Note that for the energized system to be a generator, we need two properties: first, the
original system must be a generator, and second, the energy must be Finsler. If the energy
is not Finsler, the resulting energized system will still follow the same paths as the original
geometry (since by definition it is formed by accelerating along the direction of motion),
but it will not be itself a generator (the resulting differential equation will not produce path
aligned trajectories when solved for differing initial speeds).
The following proposition is one of the key results that makes geometry generators useful
for fabric design.
Proposition 5.10. Boundary conforming geometry generators are unbiased.
Proof. Denote the generator by x¨ + h2(x, x˙) = 0. Let λ(t) = ‖x˙(t)‖ so that x˙(t) =
λ(t) ‖̂˙x(t)‖. Since x˙ → 0, λ → 0. Moreover, since h2 is homogeneous of degree 2,
h2
(
x(t), x˙(t)
)
= λ(t) h2
(
x(t), ̂˙x(t)). Therefore,∥∥VT∞h2(x(t), x˙(t))∥∥ = λ(t)∥∥VT∞h2(x(t), ̂˙x(t))∥∥→ 0 (69)
since
∥∥VT∞h2(x(t), ̂˙x(t))∥∥ is finite in the limit by definition of boundary conformance.

Corollary 5.11. Boundary conforming Finsler energies are unbiased.
Proof. The equations of motion of a Finsler energy form a geometry generator by The-
orem 5.8. Since the energy is boundary conforming, so too is this geometry generator.
Therefore, by Proposition 5.10 the equations of motion are unbiased, so by definition the
Finsler energy is unbiased. 
Corollary 5.12 (Geometric fabrics). Suppose h2(x, x˙) is homogeneous of degree 2 and
unbiased so that x¨ + h2(x, x˙) = 0 is an unbiased geometry generator, and suppose Le
is Finsler and boundary conforming. Then the energized system is fabric defined by a
generator whose geometry matches the original generator’s geometry. Such a fabric is called
a geometric fabric.
Proof. By Corollary 5.9 the energized system is a generator with matching geometry, and
by Theorem 4.29 that energized system forms a fabric. 
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6 Closure under the spec algebra
Each class of fabric described above is closed under the spec algebra. Specifically, specs
forming a fabrics of a particular class remain fabrics of the same class under the spec
algebra operations of combination and pullback. This result is summarized by the following
theorem.
Theorem 6.1. The following classes of fabrics are closed under the spec algebra: optimiza-
tion fabrics, conservative fabrics, Finsler energized fabrics, geometric fabrics. A fabric of
each of these types will remain a fabric of the same type under spec algebra operations in
regions where the differentiable transforms remain finite.
7 Fabrics on a transform tree
Above in Theorem 6.1 we showed that fabrics behave naturally under spec algebra opera-
tions in the sense that each of the above described classes is closed under these operations.
Here we show additionally that the operation of energization outlined in Theorem 4.22 com-
mutes with the pullback operator as long as the pullback is performed with respect to the
metric defined by the energy used for energization.
We already know from Lagrangian mechanics that if we define an energy Lagrangian
Le(x, x˙) we can either derive the Euler-Lagrange equation Mex¨ + fe = 0 in X and pull
it back to Q to get (JTMeJ)x¨ + JT (fe − J˙q˙) = 0 or pull the Lagrangian back to Q to
get L˜e(q, q˙) = Le(φ(q),Jq˙) first and apply the Euler-Lagrange equation direction to that
pullback Lagrangian to get M˜eq¨ + f˜e = 0, and the resulting equations of motion will be
the same with M˜e =
(
JTMeJ
)
and f˜e = J
T
(
fe − J˙q˙
)
[12]. This standard result shows
that the operation of deriving the Euler-Lagrange equation from a Lagrangian commutes
with the pullback transform. We can either apply the Euler-Lagrange equation in the
co-domain (ambient space) and pull back the resulting equations of motion, or pull back
the Lagrangian to the domain and directly apply the Euler-Lagrange equation there. The
resulting equations will match.
The result presented in Theorem 7.1 shows that the same type of commutivity holds for
the energization operation as well. This result is specific to the case where the differentiable
map defines an embedding, and the intuition comes from understanding that case as well.
An example is where the differentiable map is a full-rank map from a d-dimensional space of
generalized coordinates Q into a higher-dimensional ambient space X of dimension n > d.
The embedded manifold may be viewed as a constraint, and the coordinates Q define
generalized coordinates for that constraint. The theorem states that if there is an energy
Lagrangian defined on the ambient space along with some differential equation x¨+h(x, x˙) =
0, we can either energize the ambient space and pullback the resulting equations or first pull
back the differential equation with respect to the energy Lagrangian’s metric and energize
the equation there. The theorem shows that when we use the energization operation to
define a fabric the most fundamental element is the energy metric. The energy defines how
the pullback of the differential equation must be performed in order to remain consistent
with the energization operation.
We will see below in Section 8.1 that in practice we do not need to explicitly energize.
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Instead, we will simply pull the differential equation back to the root with respect to the
energy metric and keep track of the energy itself to define a lower bound on the damping
required to maintain stability while instead controlling an alternative execution energy. The
energy Lagrangian’s primary role in shaping the equations of motion is to define the metric.
Theorem 7.2 shows that this basic theorem allows us to view energization as inducing metric
weighted averages of acceleration policies in different task spaces.
7.1 Energization commutes with pullback
Theorem 7.1. Let Le be an energy Lagrangian, and let x¨ + h(x, x˙) = 0 be a second-order
differential equation with associated natural form spec (Me, f) under metric Me = ∂
2
x˙x˙Le
where f = Meh. Suppose x = φ(q) is a differentiable map for which the pullback metric
JTMeJ is full rank. Then
energizepullLe
(
pullφ
(
Me, f2
))
= pullφ
(
energizeLe
(
Me, f2
))
. (70)
We say that the energization operation commutes with the pullback transform.
Proof. We will show the equivalence by calculation. The energization of x¨ + h = 0 in force
form Mex¨ + f = 0 with f = Meh is Mex¨ + f
h
e where
fhe = fe + Me
[
M−1e −
x˙x˙T
x˙TMex˙
] (
f − fe
)
, (71)
where fe = ∂x˙xLex˙− ∂xLe so that Mex¨ + fe = 0 is the energy equation. Let J = ∂xφ. The
pullback of the energized geometry generator is
JTMe
(
Jq¨ + J˙q˙
)
+ JT fhe = 0 (72)
⇒ (JTMeJ)q¨ + JT (fhe + MeJ˙q˙) = 0 (73)
⇒ (JTMeJ)q¨ + JT fe + JTMe [M−1e − x˙x˙T
x˙TMex˙
] (
f − fe
)
+ JTMeJ˙q˙ = 0 (74)
⇒ M˜eq¨ + f˜e + JTMe
[
M−1e −
x˙x˙T
x˙TMex˙
] (
f − fe
)
, (75)
where M˜e = J
TMeJ and f˜e = J
T
(
fe + MeJ˙q˙
)
form the standard pullback of (Me, fe).
We can calculate the geometry pullback with respect to the energy metric Me by pulling
back the metric weighted force form of the geometry Mex¨ + f = 0, where again f = Meh.
The pullback is
JTMe
(
Jq¨ + J˙q˙
)
+ JT f = 0 (76)
⇒ (JTMeJ)q¨ + JT (f + MeJ˙q˙) (77)
⇔ M˜eq¨ + f˜ = 0 (78)
where M˜e = J
TMeJ as before and f˜ = J
T
(
f + MeJ˙q˙
)
.
Let L˜e = Le
(
φ(q),Jq˙
)
be the pullback of the energy function Le. We know that
the Euler-Lagrange equation commutes with the pullback, so applying the Euler-Lagrange
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equation to this pullback energy L˜e is equivalent to pulling back the Euler-Lagrange equation
of Le. This means we can calculate the Euler-Lagrange equation of Le as(
JTMeJ
)
q¨ + JT
(
fe + MeJ˙q˙
)
= 0 (79)
⇔ M˜eq¨ + f˜e = 0, (80)
with M˜e = J
TMeJ and f˜e = J
T
(
fe + MeJ˙q˙
)
(both as previously defined). Therefore,
energizing 78 with L˜e gives
M˜eq¨ + f˜e + M˜e
[
M˜−1e −
q˙q˙T
q˙TM˜eq˙
] (
f˜ − f˜e
)
= 0 (81)
⇒ M˜eq¨ + f˜e +
(
JTMeJ
) [
M˜−1e −
q˙q˙T
q˙TJTMeJq˙
](
JT
(
f + MeJ˙q˙
)− JT (fe + MeJ˙q˙)) = 0
(82)
⇒ M˜eq¨ + f˜e +
(
JTMe
)
J
[(
JTMeJ
)−1 − q˙q˙T
x˙TMex˙
]
JT
(
f − fe
)
= 0 (83)
⇒ M˜eq¨ + f˜e + JTMe
[
J
(
JTMeJ
)−1
JT − x˙x˙
T
x˙TMex˙
] (
f − fe
)
= 0. (84)
Since
JTMeJ
(
JTMeJ
)−1
JT = JT = JTMe
(
M−1e
)
, (85)
we can write Equation 84 as
M˜eq¨ + f˜e + J
TMe
[
M−1e −
x˙x˙T
x˙TMex˙
] (
f − fe
)
= 0, (86)
which matches the expression for the energized geometry pullback in Equation 75. 
Theorem 7.1 shows that one concise way to compute the energized geometry in the root
is to first energize the leaves and then perform standard pullbacks. However, it is equally
valid to simply pullback the geometries with respect to the energy metrics and energize the
result. The following proposition shows that we can view such a pullback geometry as a
metric weighted average of geometries.
Proposition 7.2 (Metric weighted average of geometries.). Let xi = φi(q) for i = 1, . . . ,m
denote the star-shaped reduction of any transform tree, and suppose the leaves are populated
with geometries x¨i + h2,i = 0 with Finsler energies Lei with energy tensors Mi = ∂2x˙x˙Lei.
Then the metric weighted pullback of the full leaf geometry is q¨ + h˜2 = 0, with
h˜2 =
(
m∑
i=1
M˜i
)−1 m∑
i=1
M˜ih˜2,i, (87)
where M˜i = J
TMiJ and h˜2,i = M˜
†
iJ
TMi
(
h2,i − J˙q˙
)
are the standard pullback components
written in acceleration form.
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Proof. The standard algebra on (Mifi) holds, where fi = Mih2,i. Pulling back gives (M˜i, f˜i)
and summing gives
∑
i(M˜i, f˜i) =
(∑
i M˜i,
∑
i f˜i
)
. Expressing that result in canonical form
gives (∑
i
M˜i,
(∑
i
M˜i
)−1∑
i
M˜ih˜2,i
)
, (88)
where h˜2,i is the acceleration form of the individual pullbacks. Expanding gives the formula.
Since Lei are Finsler energies, the pullback metrics M˜i are homogeneous of degree 0 in
velocity (i.e. they depend only on the normalized velocity ˆ˙x). Therefore, h˜2 is homogeneous
of degree 2 and the pullback forms a geometry generator. 
8 Speed control via execution energy regulation
In general, once a geometry is energized with respect to some Finsler energy Le, it usually
does not exhibit constant Euclidean speed ‖x˙‖ as it attempts to conserve Le. In many
cases, though, we primarily care about the shape of the behavior and would prefer to
control the rate of travel through the space separately. Since the underlying geometric fabric
is defined by a speed agnostic velocity, doing so it relatively straightforward. In order to
maintain constant Euclidean speed, the behavioral Finsler energy Le would have to increase
or decrease as needed. Intuitively, increasing that energy can be done by injecting energy
into the system using the potential function, and decreasing the energy can be done using
damping. These two operations give us latitude to regulate execution energies (such as the
Euclidean energy) while still working within the framework outlined by the geometric fabric
optimization theorems to guarantee convergence and stability. We present the primary tools
that enable such execution energy regulation in the following proposition.
Proposition 8.1. Suppose x¨ + h2(x, x˙) = 0 is a geometry generator., Le a system energy
with metric Me, and h a forcing potential. Let αLe be such that x¨ = −h2 +αLe x˙ maintains
constant Le (the energization coefficient), α0ex be such that x¨ = −h2 + α0exx˙ maintains
constant execution energy Lexe , and αψex be such that x¨ = −h2 −M−1e ∂xψ + αψexx˙ maintains
constant execution energy. Let αex be an interpolation between α
0
ex and α
ψ
ex. Then the
system
x¨ = −h2 −M−1e ∂xψ + αexx˙− βx˙ (89)
is optimizing when β > αex − αLe.
Proof. By definition αLe is an energization coefficient, so
x¨ = −h2 −M−1e ∂xψ + αexx˙− β˜x˙ (90)
optimizes when β˜ > 0. That means
x¨ = −h2 −M−1e ∂xψ +
(
αLe + αex − αex
)
x˙− β˜x˙ (91)
= −h2 −M−1e ∂xψ + αexx˙−
(
αex − αLe − β˜
)
x˙ (92)
optimizes when β˜ > 0. Using β = αex − αLe + β˜ we have β − (αex − αLe) = β˜ > 0 which
implies β > αex − αLe . 
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The fundamental requirement from the analysis to maintain constant Le is β = αex−αLe ;
to optimize, we must ensure that β is strictly larger than that (in particular, in order to
converge to a local minimum). Often we will additionally use the restriction β ≥ 0 to
maintain the semantics of a damper, giving the following inequality β ≥ max{0, αex−αLe}.
To converge, that inequality must be strict.
Note that α0ex is the standard energy transform for the geometric term −h2 alone, while
αψex ensures that the forcing term is included in the transform as well. Therefore, if β = 0
we have the following:
The system under αψex
x¨1 = −h2 −M−1e ∂xψ + αψexx˙ (93)
will maintain constant execution energy Lexe while still being forced. Likewise, under α0ex
and zero potential ψ = 0, the system
x¨2 = −h2 + α0exx˙ (94)
will maintain constant Lexe while the forced system
x¨3 = −h2 −M−1e ∂xψ + α0exx˙ (95)
will force the system while moving between energy levels as well. Therefore, the difference
between Equations 95 and 93 must be the extra component of −M−1e ∂xh accelerating the
system with respect to this execution energy. That component is
x¨3 − x¨1 =
(
− h2 −M−1e ∂xψ + α0exx˙
)
−
(
− h2 −M−1e ∂xψ + αψexx˙
)
(96)
=
(
α0ex − αψex
)
x˙. (97)
An interpolation between Equations 95 and 93 gives a scaling to this component: Let
η ∈ [0, 1] then
ηx¨3 + (1− η)x¨1 = η
(
− h2 −M−1e ∂xψ + α0exx˙
)
− (1− η)
(
− h2 −M−1e ∂xψ + αψexx˙
)
(98)
= −h2 −M−1e ∂xψ +
(
ηα0ex + (1− η)αψex
)
x˙. (99)
The added component is now(
ηx¨3 + (1− η)x¨1
)
− x¨1 (100)
= −h2 −M−1e ∂xψ +
(
ηα0ex + (1− η)αψex
)
x˙−
(
−h2 −M−1e ∂xψ + αψexx˙
)
(101)
=
[
ηα0ex + (1− η)αψex − αψex
]
x˙ (102)
= η
(
α0ex − αψex
)
x˙. (103)
when η = 0 we take the entirety of system x¨1, which projects the entirety of −h2−M−1e ∂xψ.
In correspondence, η
(
α0ex − αψex
)
x˙ = 0 when η = 0. Similarly, when η = 1, we take all of x¨3
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which leaves the full M−1e ∂xψ in tact. Here, the entire component η
(
α0ex − αψex
)
x˙ remains
in tact when η = 1.
Thus, the interpolated coefficient αex = ηα
0
ex+(1−η)αψex referenced in the theorem acts
to modulate the component η
(
α0ex−αψex
)
x˙ defining the amount of −M−1e ∂xψ to let through
to move the system between execution energy levels. A typical strategy for speed control
could then be to:
1. Choose an execution energy Lexe to modulate.
2. At each cycle, calculate α0ex, α
ψ
ex, αLe .
3. Choose η ∈ [0, 1] to increase the energy as needed, using the extremes of η = 0 to
maintain execution energy and η = 1 to fully increase execution energy.
4. Choose damper under the constraint β ≥ max{0, αex − αLe} with αex = ηα0ex + (1−
η)αψex. Use a strict inequality to remove energy from the system to ensure convergence.
Note that even with η = 1 (fully active potential), the bound will adjust accordingly
and ensure convergence under strict inequality.
The full system executed at each cycle is
x¨ = v⊥ + ηv//− βx˙, (104)
(with η and β defined as above) where v⊥ = PLexe
[−h2−M−1e ∂xψ] = −h2−M−1e ∂xψ+αψexx˙
is the component of the system preserving execution energy Lexe , and v// is the remaining
(execution energy changing) component such that v⊥ + v// = −h2 −M−1e ∂xψ reconstructs
the original system.
When β = αex−αLe , the underlying behavioral energy Le is strictly maintained. When
the damping is strictly larger than that lower bound β > αex − αLe , that system energy
decreases. As long as that strict inequality is satisfied, convergence is guaranteed.
The projection equation for α is calculated in the same way as the energization alpha
used to energize geometries:
α = −(x˙TMex˙)−1x˙T [Mex¨d − fe], (105)
where the spec (Me, fe) define the energy equation Mex¨ + fe = 0 for the underlying behav-
ioral energy Le and x¨d in this case is either x¨0d = −h2 for α0ex or x¨ψd = −h2 −M−1e ∂xψ for
αψex.
Note that for Euclidean Lexe = 12‖x˙‖2 we have Me = I and fe = 0, so
αex = −
(
x˙T x˙
)−1
x˙T
[
x¨d − 0
]
=
−x˙T x¨d
x˙T x˙
, (106)
which gives
x¨ = x¨d + αexx˙ (107)
= x¨d − −x˙
T x¨d
x˙T x˙
x˙ =
[
I− ˆ˙xˆ˙xT
]
x¨d (108)
= P⊥x˙
[
x¨d
]
, (109)
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where P⊥x˙ is the projection matrix projecting orthogonally to x˙. The above analysis is
therefore just a generalization of this form of orthogonal projection to arbitrary execution
energies.
9 Behavior Design with Geometric Fabrics
This section describes some specific mathematical tools we use in practice (including in our
experiments) to construct geometric fabrics.
9.1 Construction of Geometries
In general, geometries are functions of position and velocity and the only requirement is
that the function is homogeneous of degree 2 in velocity. However, strategies for easily con-
structing geometries exist. For instance, a formulaic approach to constructing a geometry is
to design a potential function in task space x as ψ(x). Taking the gradient of this potential
with respect to position and pre-multiplying by the scaled inner product of x˙ will create a
geometry of the form,
h2(x, x˙) = λ‖x˙‖2∂xψ(x). (110)
This geometry will effectively create a force in the negative direction of the potential
gradient, scaled by velocity and λ ∈ R+. The homogeneity condition is easily met with the
inclusion of ‖x˙‖2, i.e., ‖λx˙‖2 = (λx˙)T (λx˙) = λ2x˙T x˙ = λ2‖x˙‖2. Overall, geometric behavior
with this design generates forces that push towards the minima of ψ(x). However, this
design is not the only way to build geometries, and others can be constructed without any
concept of pushing towards potential minima.
9.2 Prioritization of Geometries
As discussed in Proposition 7.2, the extent to which geometries define system behavior
can be modulated through the pulled back energy tensors, M˜i, of Finsler energies, Le,i.
These energy tensors capture priority in both direction and magnitude for the associated
pulled-back geometry, h˜2,i. Therefore, in a collection of weighted geometries,
h˜2 =
(
m∑
i=1
M˜i
)−1 m∑
i=1
M˜ih˜2,i, (111)
individual geometries can dominate the total system geometry, h˜2, under certain conditions
and play a rather minor role under other conditions. The design of M˜i is rather open ended,
but can easily be based on intuition of when specific geometries should have priority. For
instance, geometries that are constructed on one-dimensional distance task spaces, x ∈ R,
for obstacle avoidance can use a barrier-type potential where ψ(x) → ∞ as x → 0 and
ψ(x)→ 0 as x→∞. The energy, Le,i, can therefore be designed as Le,i = 12G(x)x˙2, where
Mi(x) = Gi(x) since Gi(x) does not have velocity dependence. The metric Gi(x) can be
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chosen as Gi(x) = ψ(x) which means that priority for the associated geometry h2,i would
increase as distance to the object decreased. Moreover, priority would vanish as distance to
the object decreased. This prioritization intuitively makes sense because obstacle avoidance
behavior should dominate the system when close to the object.
9.3 Acceleration-based Potential Design
Although the theory provides that any potential function can be optimized over an arbitrary
geometric fabric, the shape of the potential function can lead to more desirable system
behavior and timely convergence. Specifically, an acceleration-based potential design is
easy to use, tune, and starts with the desire to accelerate along the negative gradient of a
baseline potential ψ1(q),
q¨ = −∂qψ1(q). (112)
Next, this acceleration profile is prioritized with the energy tensor, Mψ, from the Finsler
energy, Le,ψ = qTG(q)q (see Appendix D.4 in [2] for a related discussion on metric com-
patibility for acceleration-based (motion policy) design) resulting in
Mψq¨ = −Mψ∂qψ1(q). (113)
Importantly, Le,ψ should be added to a system’s energy such that the system mass includes
Mψ, thereby, weighing this policy just like other components (geometries) within the system.
This prioritization requires that there exists a total potential, ψ(q), with an associated
gradient,
∂qψ(q) = Mψ∂qψ1(q). (114)
For this form of ∂qψ(q) to originate from a valid, scalar potential function, ψ1(q) and Me
must be chosen such that ∂2qqψ(q) is symmetric. This property is facilitated by designing
Mψ = w(‖x‖2)I, where w(·) ∈ R+ is a scalar function that makes Mψ radially symmetric.
Similarly, let ψ1(x) = l(‖x‖2) be a radially symmetric potential function. Symmetry of
∂2qqψ(q) can then be shown as
∂2qqψ(q) = ∂q
[
(w(‖q‖2)I)(2l′(‖q‖2)q)] (115)
= ∂q
[
r(‖q‖2)q] (116)
= r(‖q‖2)I + 2r′(‖q‖2)qqT (117)
where r = 2w(‖q‖2)l′(‖q‖2). The final expression is a sum of symmetric terms and therefore,
∂2qqψ(q) is symmetric.
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9.4 Damping
Damping can be introduced to the system as follows. Under regulating a system’s execution
energy as discussed in Section 8, damping must satisfy β ≥ max{0, αex − αLe}. This
inequality is enforced along with timely convergence with damping designed as
β = sβ(x)B +B + max{0, αex − αLe} (118)
where B, B ∈ R+ are a damping constant and minimum damping constant, respectively,
and sβ(x) is a switching function. B ensures that damping always exists on the system,
thereby guaranteeing progression towards convergence. However, B should be small such
that energy is not significantly siphoned from the system, particularly when the optimization
potential is not near its minimum. B is additional damping that gets engaged when sβ(x)
is high, ensuring timely convergence. sβ(x) is low when the optimizing potential is far
from its minimum and the switch is high when closer. Importantly, the region for which
the switching function is high should be aligned with the region for which the potential
priority, Mψ, is high. Otherwise, significant damping can occur prior to heightened priority
of the optimization potential leading to slow convergence to the target. Note that when not
regulating a execution energy that differs from the system energy, αex = αLe . Therefore,
the above damping equation degenerates to β = sβ(x)B +B.
10 Simulation Experiments
The following section provides empirical evidence confirming fundamental properties of
geometries, their energization, and optimization over their fabrics. Moreover, canonical
geometric behaviors are sequenced not only to illustrate useful designs and their effect during
optimization but also to demonstrate the ease of creating increasingly complex system
behavior.
10.1 Path Consistency of Geometries
To illustrate that geometries under the generator equation, x¨ + h2(q, q˙) = 0, produce
consistent paths given initial conditions, (q0, αˆ˙q0), a set of obstacle avoiding geometries
are designed and integrated forward. For each designed geometry, two different values of
α are used to show that the yielded paths are exactly the same. The results also show the
flexibility in defining geometries which can be leveraged to enable desired behavior.
A geometry h2(q, q˙) that naturally produces particle paths that avoid obstacles can be
defined in coordinates, q ∈ R2, as
h2(q, q˙) = λ‖q˙‖2 ∂qψ(φ(q)) (119)
where φ(q) is a differentiable map that captures the distance to a circular object and
λ ∈ R+ is a scaling gain. More specifically, φ(q) = ‖q−qo‖−rr , where qo and r are the
circle’s center and radius, respectively. Furthermore, ψ(φ(q)) ∈ R+ is a barrier potential
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Figure 1: Paths generated from particle motion initiated at different speeds and three
different generators. Faded paths indicate higher α and opaque paths indicate lower α.
function, ψ(φ(q)) = k
φ(q)2
, where k ∈ R+ is a scaling gain. Altogether, ∂qψ(φ(q)) produces
an increasing repulsive force as distance to the object decreases, and ‖q˙‖2 makes h2(q, q˙)
homogeneous of degree 2 in q˙. For this experiment, λ = 0.7, k = 0.5 for two scenarios:
1) α = 1.5, and 2) α = 0.75. The behavior of this geometry can be seen in Figure 1a.
Noticeably, the paths generated are completely overlapping which confirms path consistency.
Another example of a generator that can produce obstacle avoiding paths is one derived
from an energy CHOMP-like Lagrangian [10], Le = 12ψ(φ(q))‖q˙‖2 where ψ(φ(q)) is the
same as before. Passing this Lagrangian through the Euler-Lagrange equation produces a
corresponding energy tensor and force, Me and fe. These terms can be used to construct
an obstacle avoiding geometry as
h2(q, q˙) = −M−1e fe. (120)
For this experiment, the two scenarios are with α = 0.75 and α = 0.375. The behavior of
this geometry can be seen in Fig. 1b. Again, path consistency among the obstacle avoiding
paths is observed.
A final obstacle-avoiding geometry is constructed by leveraging a Finsler energy. Given
a Finsler energy, Le = 12φ(q)2 (J(q)q˙)2, a geometry can be constructed as
h2(q, q˙) = λLe ∂qψ(φ(q)) (121)
where φ(q) is a differentiable map. This geometry was simulated with λ = 0.7 for α = 1.5
and α = 0.75. The paths generated can be seen in Figure 1c. Again, the paths are consistent
and this geometry produces an obstacle avoiding behavior. Overall, these three examples
illustrate not only path consistency but also the flexibility by which geometries can be
designed.
35
Figure 2: Paths created by a generator and energy built in polar coordinates and pulled
back into root coordinates. This result is exactly the same for pulling back the generator
first and then energizing in the root.
10.2 Energization commutes with pullback
Simulations are conducted to empirically demonstrate the theoretical finding that energiza-
tion cummutes with pullback for full rank systems. Again, the significance of this finding
is that leaf generators can be energized in their leaf coordinates and pulled back or pulled
back and energized in root coordinates with an equivalent pulled back energy.
A generator is designed in polar coordinates x = [r, θ]T for x¨ + h2(x, x˙) = 0 as
h2(x, x˙) = ‖x˙‖2∂xψ(x) (122)
where ψ(x) = −12‖x‖2. Effectively, this generator tries to maximize the value of ‖x‖2 so
the trajectories will move such that r → ∞ while θ → ±pi2 . This geometry is separately
energized in both the leaf and the root with Le = 12 x˙T x˙ and produces the exact same
behavior in Figure 2. This result empirically confirms that energization commutes with
pullback for full rank systems.
10.3 System Compositionality and Optimization
As previously discussed, geometries define underlying behavior and one can conceivably
arrive at increasingly richer behavior by composing multiple, individual geometries together
as in Proposition 7.2. Compositionality, and in particular, sequential compositionality, of
geometries is a powerful paradigm for building system behavior. For instance, desirable
system behavior may include respecting coordinate boundaries, obstacle avoidance, motion
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bias towards a target location, and ultimately, reaching that target location. Most of these
behaviors can be captured as geometries. When energized, the geometries in combination
with an attraction potential and damping will achieve the desired system behavior. As
subsequently demonstrated, system behavior will be incrementally advanced through the
sequential addition of geometrically defined behavior. Numerical results will reveal overall
behavior of the underlying geometry and the departure from these natural paths with
optimization. Moreover, results will demonstrate increasingly complex system behavior
through the addition of geometries and provide empirical evidence that optimization can
occur over arbitrary geometries.
10.3.1 Optimization Potential, Speed Control, and Damping Settings
Specific optimization and numerical integration settings that persist throughout the re-
maining experiments in this section include the following. A set of 14 particles were given
initial conditions of q0 = [2, 3]
T and ‖q˙0‖ = 1.5 pointing radially outward and rotationally
distributed from 0 to 2pi. Forward integration of system behavior is conducted with the
Runge-Kutta fourth-order routine with a maximum step size of 0.01 s for 16 s of simulation
time. The optimization potential is an acceleration-based design as discussed in Section 9.3
and is designed for the task space
x = φ(q) = q− qd, (123)
where qd is the desired position, in this case, qd = [−2.5,−3.75]T . The acceleration-based
potential gradient, ∂qψ(φ(q)) = Mψ(φ(q))∂qψ1(φ(q)), is designed with
ψ1(φ(q)) = k
(
‖φ(q)‖+ 1
αψ
log(1 + e−2αψ‖φ(q)‖
)
(124)
and
Mψ(φ(q)) = (m−m)e−(αm‖φ(q)‖)2I +mI. (125)
Furthermore, k ∈ R+ is a parameter that controls the overall gradient strength, αψ ∈ R+ is
a parameter that controls the transition rate of ∂qψ1(φ(q)) from being nearly a constant to
0. m, m ∈ R+ are the upper and lower isotropic masses, respectively. αm ∈ R+ controls the
width of the radial basis function. For the following experiments, k = 5, αψ = 10, m = 2,
m = 0.3, and αm = 0.75. Importantly, the energy Le,ψ = qTMψ(φ(q))q is added to the
system energy, Le. Altogether, this design allows for ∂qψ(x) to be small far away from the
object while smoothly escalating with heightening priority as position towards the target
location decreases.
For these experiments, damping is invoked as discussed in Section 9.4. Here, B = 6.5,
B = 0.01, and the switching function is designed as
sβ(x) =
1
2
(tanh(−αβ(‖x‖ − r)) + 1) (126)
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where αβ ∈ R+ defines the quickness of the switch, and r ∈ R+ defines the radius at which
the switch is half-way engaged. For these experiments, αβ = 0.5 and r = 1.5.
Finally, the switching function η from Section 8 that allows to increase system energy
for execution energy control is designed as
η =
1
2
(tanh(−αη(Lex − Lex,d)− αshift) + 1) (127)
where αη αshift ∈ R+ are parameters that control the quickness of the switch and the hor-
izontal location of the switch, respectively. Moreover, Lex,d is the desired execution energy
level. In these experiments, controlling the Euclidean speed, ‖q˙‖, is desired. Therefore,
with a desired Euclidean speed, vd, the execution energy is designed as Lex,d = 1vd q˙T q˙.
Finally, vd = 2 in the following experiments, which is higher than the initialized speed,
‖q˙0‖ = 1.5.
10.3.2 Baseline Geometry and Goal-Reaching Optimization.
An advisable starting point for any system built from geometries is to create a baseline
geometry with a non-zero energy tensor (priority) everywhere. Effectively, this ensures that
the system always has mass even if other geometries are designed such that their priorities
(mass) vanish to zero under desirable conditions.
The baseline geometry is constructed from h2,b = 0 and prioritized with an energy
tensor, Mb, from the Finsler energy, Le,b = λb2 qTq, where λ ∈ R+ is a parameter that
defines the amount of baseline inertia. For these experiments, λb = 1. Therefore, the
weighted system geometry and system energy is
Meq¨ = Mbq¨ = Mbh2,b (128)
and
Le = Le,b, (129)
respectively. System behavior can be seen in the first row of Figure 3. As shown, the
underlying geometry results in straight-line motion due to the nature of the Euclidean
geometry. During optimization, the motion of particles are redirected from their natural
paths resulting in a symmetric plume that terminates at the desired location. Along these
paths, particle motion quickly achieves and maintains the desired speed level before the
escalation in damping removes energy from the system near the desired location, resulting
in convergence to the desired target.
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Figure 3: System (a) underlying geometry and (b) optimization over its fabric.
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10.3.3 Limit Avoidance and Goal-Reaching Optimization
A useful task space is often one-dimensional and captures the distance between a current
position and some boundary. This task space is generally denoted as x ∈ R and subsequently
used to describe different one-dimensional distance task spaces. For instance, the distance
to an upper and lower coordinate limit can be described as
x = φ(qj) = q¯j − qj (130)
and
x = φ(qj) = qj − qj , (131)
respectively, where q¯j and qj are the upper and lower limits of the j
th coordinate of q.
Overall, 2n task maps, x, are needed for n-dimensional coordinates, q. Repulsive geometries
can be constructed in this one-dimensional space as
h2,i(x, x˙) = λx˙
2∂xψ(x) (132)
where the potential ψ(x) is designed such that ψ(x) → ∞ as x → 0 and ψ(x) → 0 as
x→∞. This potential function is specifically designed here as,
ψ(x) =
α1
x2
+ α2 log
(
e−α3(x−α4) + 1
)
(133)
Moreover, α1, α2, α3, α4 ∈ R+ where, α1 and α2 are gains that control the significance
and mutual balance of the first and second terms. α3 controls the sharpness of the smooth
rectified linear unit (SmoothReLU) while α4 offsets the SmoothReLU. For the following
experiments, α1 = 0.4, α2 = 0.2, α3 = 20, and α4 = 5. This potential function offers
two key features: 1) a nearly constant gradient force to influence motion farther away
from coordinate limits, and 2) an unlimited gradient force as distance to a coordinate limit
shrinks, preventing motion from crossing the limit.
To establish appropriate priorities for these geometries, individual energy tensors, Mi,
are created from energies, Lei , where i = 1, ..., 2n. Lei is designed as
Lei =
1
2
s(ˆ˙x)G(x)x˙2 (134)
where the metric is designed as G(x) = λx and a switching function s(
ˆ˙x) designed as
s(ˆ˙x) =
{
0
ˆ˙
φ(qj) ≥ 0
1
ˆ˙
φ(qj) < 0
(135)
Effectively, this removes the effect of the coordinate limit geometry once motion is orthogo-
nal or away from the limit. Finally, to use this geometry within the existing two-dimensional
system, all coordinate-limiting geometries must be pulled back to root coordinates, q. The
weighted geometries at the root take the form,
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JTi MiJiq¨ = −JTi MiJ˙iq˙− JTi Mih2,i. (136)
To illustrate the effect of adding this geometry to the system, limits are placed at ±4
for both q1 and q2, a two-dimensional Euclidean space. Furthermor, λ = 0.25. Now the
total system weighted geometries and system energy is described by
Meq¨ =
(
Mb +
∑
i
JTi MiJi
)
q¨ = Mbh2,b +
∑
i
−JTi MiJ˙iq˙− JTi Mih2,i (137)
and
Le = Le,b +
∑
i
Le,i (138)
The time evolution of the system geometry can be see in the second row of Figure 3a.
If particles are far away from their limits, then straight-line motion is observed due to the
underlying Euclidean geometry. As particles approach limit boundaries, repulsion impedes
motion towards the limits, and motion is ultimately redirected to limit corners before any
one limit is reached. Once energized, optimization was conducted with this geometry as
can be seen in Figure 3b. Importantly, behavior is not significantly influenced when motion
is away from limits or distance to limits are larger. Subtle behavioral changes can be seen
by the slight bulging of the particle plume and the approach to the target is slightly more
aligned with the vertical direction.
10.4 Obstacle Avoidance and Goal-Reaching Optimization
Another canonical behavior is that of obstacle avoidance. This behavior is akin to limit
avoidance except the task map is different to accommodate an object instead of a coordinate
limit. For instance, the task map for a circular object can be defined as
x = φ(q) =
‖q− qo‖
r
− 1 (139)
where qo is the origin of the circle and r is its radius. A geometry for obstacle avoidance
can be constructed with the exact same form as the limit avoidance geometry,
h2,o(x, x˙) = λx˙
2∂xψ(x) (140)
where ψ(x) is the same potential function from limit avoidance. To define priority for this
geometry, the same energy structure, switching function, and metric from limit avoidance
is leveraged again as well,
Le,o = 1
2
s(ˆ˙x)G(x)x˙2. (141)
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Now, the total weighted system geometry and energy are
Meq¨ =
(
Mb +
∑
i
JTi MiJi + J
T
oMoJo
)
q¨ (142)
= Mbh2,b +
(∑
i
−JTi MiJ˙iq˙− JTi Mih2,i
)
− JToMoJ˙oq˙− JToMoh2,o (143)
and
Le = Le,b +
∑
i
Le,i + Le,o. (144)
This combination of geometries and energies produces the behavior seen in the third
row of Figure 3a. Importantly, trajectories that are far from the object do not experience
its effect and those closer to the object (magenta and yellow curves) are redirected. The
particle belonging to the red curve was directed straight to the object’s center and therefore
it increasingly slows as it approaches the boundary of the object. The red particle path
does subtly redirect around the object as a product of the faint interactions of the limit
avoiding geometries.
Again, optimization is conducted over this increasingly more complex geometric fabric
and results are shown in the third row of Figure 3b. As seen, paths naturally bend around
the obstacle and convergence to the target occurs. Importantly, despite the red and cyan
curves approaching orthogonally (or nearly so) to the object, they successfully circumnavi-
gate it and optimization succeeds. It is also possible to incorporate different task spaces and
geometries to encourage early object avoidance even if the approach direction is orthogonal
to the object.
10.5 Randomized Vortices and Goal-Reaching Optimization
Randomized vortex geometries are added to the system as an abstraction of invoking signif-
icant and desired behavioral changes to a system. Furthermore, the vortices create a rather
chaotic fabric for optimization, yet, optimization still succeeds as guaranteed by the theory.
A vortex geometry is created in root coordinates as
h2,j(q, q˙) = fj‖q˙‖2Rj ˆ˙q (145)
where Rj ∈ R2×2 is a rotation matrix randomly selected as either
Rj = ±
[
0 −1
1 0
]
(146)
and f ∈ R+ is a force magnitude uniformly drawn from the interval f ∼ U(2, 10). A radial
priority for this geometry was created from the energy tensor of the following energy,
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Le,j = ms(q)q˙
T q˙ (147)
where m ∈ R+ is a mass constant and the switching function s(q) ∈ [0, 1] is defined as
s(q) =
{
1
‖q−qo,j‖2 (‖q− qo,j‖ − r)2 ‖q− qo,j‖ < r
0 otherwise
(148)
where qo,j is the effect center of a vortex and r ∈ R+ is its radius. In these experiments,
r = 1 for all vortices.
The total system weighted geometries and energy is now
Meq¨ =
Mb +∑
i
JTi MiJi + J
T
oMoJo +
∑
j
Mjh2,j
 q¨ (149)
= Mbh2,b +
∑
i
−JTi MiJ˙iq˙− JTi Mih2,i − JToMoJ˙oq˙− JToMoh2,o+ (150)∑
j
Mjh2,j (151)
and
Le = Le,b +
∑
i
Le,i + Le,o +
∑
j
Le,j . (152)
As seen in the fourth row Figure 3a, the addition of vortex geometries create turbulence
to the object motion, redirecting particles in different directions as they enter a vortex
zone. Despite this volatility, optimization progresses unhindered with all particles making
the target location as shown in Figure 3b. Moreover, the paths taken during optimization
are also significantly different from the previous optimization results, showcasing the innate
ability of geometries to influence system behavior.
10.6 Attractor and Goal-Reaching Optimization
Finally, geometries can also be constructed to facilitate optimization. The previous addition
of vortex geometries produced exploratory behavior beyond more straightforward motion to
the goal location. However, straight motion to the goal could be desired system behavior.
This trait can easily be obtained with the addition of another geometry. Using the same
task map of the optimizing potential (Equation 123) and the potential from Equation 124,
an attracting geometry can be constructed as
h2,a = λa‖q˙‖2∂qψ(φ(q)) (153)
where λa ∈ R+ is a control gain. This geometry is prioritized with the energy tensor from
the energy,
43
Le,a = x˙
TGax˙ (154)
where the metric Ga is designed as
Ga = s(x)(m−m)I +mI (155)
where m and m are the upper and lower isotropic mass values and the switching function
is designed as
s(x) =
1
2
(tanh(−αs(‖x‖ − r)) + 1) (156)
where αs ∈ R+ controls the rate of the switch and r is the effect radius. Overall, this metric
allows the priority to transition from a small to a large isotropic priority as the position
nears the target. For these experiments, m = 1, m = 0, αs = 25, r = 5, λa = 7. The
parameter values for the attracting potential from Equation 124 are k = 1 and αψ = 1.
Effectively, this geometry does not engage until the Euclidean distance between the current
position and the target is within 5 units.
Altogether, the system now possesses the total weighted geometry,
Meq¨ =
Mb +∑
i
JTi MiJi + J
T
oMoJo +
∑
j
Mjh2,j + Ma
 q¨ (157)
= Mbh2,b +
∑
i
−JTi MiJ˙iq˙− JTi Mih2,i − JToMoJ˙oq˙− JToMoh2,o+ (158)∑
j
Mjh2,j + Mah2,a (159)
and system energy,
Le = Le,b +
∑
i
Lei + Le,o +
∑
j
Le,j + Le,a. (160)
where the individual energies can be pulled back into root coordinates by direct substitution
of the task maps and their time derivatives. The total energy Lagrangian can then be
passed through the Euler-Lagrange equation to obtain system mass, Me, and force, fe. The
system geometry behavior can be seen in the last row of Figure 3a. As seen, the underlying
geometry biases motion straight towards the target when within the radial threshold. The
significant effect of this geometry can also be seen during optimization (last row Figure 3b)
where motion once dominated by the underlying randomized vortices are now compelled
straight towards the object when particle positions are within the radial threshold.
44
11 Conclusions
This work has been an illuminating exploration into the experimentally verifiable theoretical
properties of structured second-order systems, and from our deepened understanding of the
problem we gain a collection of concrete and powerful tools for behavior design.
Our experimental results confirm predicted theoretical properties such as geometric
consistency, energization commutes with pullback of full rank systems, the ability to op-
timize across arbitrary (even random) fabrics. The provided framework also enables the
sequential construction of behavioral systems, where designers can add more constraints,
layer-by-layer, without having to re-tune earlier components.
Our next steps are to study constrained optimization in greater generality (beyond
boundary constraints) and to explore how the structure studied in this paper affects policy
learning paradigms. Regarding the latter, optimization fabrics constitute nominal behaviors
shared across tasks that encode commonalities among problems—the fabric itself create the
underlying behavioral dynamics and task potentials (objective functions) act to push the
system away from those nominal behaviors to (provably) solve specific tasks. This structure
may, therefore, play the role of a well-informed policy class prior that can be trained over
time across multiple related problems.
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Appendices
A Concrete derivations on manifolds
Nonlinear geometry is most commonly constructed in terms of smooth manifolds, often in an
abstract, coordinate-free, form. To make the topic more accessible, we will stick to coordi-
nate descriptions and standard vector notations from advanced calculus. Analogous to how
standard classical equations of motion are expressed in generalized coordinates convenient
to the problem (Cartesian coordinates, polar coordinates, robotic joint angles, etc.) and
understood to represent concrete physical phenomena independent of those coordinates, we
take the same model here. Our constructions of nonlinear geometry will be made exclusively
in terms of coordinates to keep the expressions and notation familiar, and practitioners are
free to change coordinates as needed as the system moves across the manifold.
Formally, the equations we describe in this paper are covariant, which means they
maintain their form under changes of coordinates. See [13] for an in depth discussion of
covariance and the use of transform trees to guarantee covariant transformation. Instead of
ensuring explicitly all objects used in equations are coordinate free, we define quantities in
terms of clearly coordinate free quantities such as lengths. For instance, we define geometry
in terms of minimum length criteria, so as long as the length measure transforms properly
so it remains consistent under changes of coordinates, the geometric equations should be
independent of coordinates.
Manifolds will be defined in the traditional way (see [9] for a good introduction), but
for our purposes, we will consider them d-dimensional spaces X with elements identified
with x ∈ Rd in d coordinates. Often we implicitly assume a system evolves over time t in a
trajectory x(t) with velocity x˙ = dxdt , and say that coordinate velocity vector x˙ is an element
of the tangent space TxX . When discussing general tangent space vectors, we often us a
separate notation v ∈ TxX to distinguish it from being a velocity of a specific trajectory.
Manifolds with a boundary are common modeling tools in this work as well. For instance,
both joint limits and obstacles form boundaries in a manifold. If X denotes a manifold, its
boundary is denoted ∂X and is assumed to form a smooth lower-dimensional submanifold
with cooresponding tangent space Tx∂X .
B Advanced calculus notation
Higher-order tensors are common in differential geometry, so frequently when dealing with
coordinates, explicit indices are exposed and summed over to handle the range of possible
combinations. To avoid clutter, the Einstein convention is then used to unambiguously drop
summation symbols.
However, the resulting index notation is unfamiliar and takes some getting used to.
Alternatively, the matrix-vector notation found in many advanced calculus and engineer-
ing texts is often much simpler and concise. The key to this notation’s simplicity is the
associativity of matrix products. When at most two indices are involved, by arranging
the components of our indexed objects into matrices, with one-indexed vectors being col-
umn vectors by default, we can leverage this associativity of matrix products to remove
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the indices entirely while ensuring expression remain unambiguous with regard to order of
operation. We, therefore, use the simpler and more compact matrix-vector notation wher-
ever possible, with a slight extension for how to deal with added indices beyond 2 that
might arise from additional partials as discussed below. The majority of our algebra can be
expressed using just two indices allowing us to remain within the matrix-vector paradigm.
Whenever we take a partial derivative, a new index is generated ranging over the indi-
vidual dimensions of the partial derivative. For instance, a partial derivative of a function
∂xf(x) where f : Rn → R is a list of n partial derivatives, one for each dimension of x.
Likewise, if g : Rn → Rm, there are again n partials in ∂xg, but this time each of them has
the same dimensionality as the original g. g has its own index ranging over its m codomain
dimensions, and now there’s a new second index ranging over the n partials.
We use the convention that if the partial derivative generates a first index (as in ∂xf),
it is oriented as a column vector by default (in this case n dimensional), with its transpose
being a row vector. If it generates a second index (as in ∂xg), the second index creates
a matrix (in this case m × n dimensional) so that the original vector valued function’s
orientation is maintained. Specifically, if originally the vector-valued function was column
oriented, then each partial will be column oriented and they will be lined up in the matrix
so that the new index ranges over the columns. And if the original vector-valued function
is row oriented, then the partials will be row vectors and stacked to make rows of a matrix,
so the new index will range over the first index of the resulting matrix.
We use the compact notation ∂x rather than
∂
∂x so multiple partial derivatives unam-
biguously lists the partials in the order they’re generating indices. The notation ∂xyh(x,y)
where h : Rm ×Rn → R, therefore, means we first generate an index over partials of x and
then generate an index over partials of y. That means ∂xyh = ∂y
(
∂xh
)
is an m× n matrix
since ∂xh is first generated as an n-dimensional column vector. When the partials are over
two of the same variable denoting a Hessian Hf , we use the notation Hf = ∂
2
xxf using a
squared exponent to emphasize that the partials are not mixed.
For partials generating up to only the first two indices, matrix algebra governs how they
interact with surrounding matrices and column or row vectors, with the partial derivative
operator taking priority over matrix multiplication (we use parentheses when the product
should be included in the partial). For instance, ∂xg x˙ = Jgx˙ is the Jacobian of g, with
partials ranging over the columns (second index) and each partial constituting a full column,
multiplied by the column vector x˙. Likewise, 12 x˙
T∂2x˙x˙Lex˙ is a squared norm of x˙ with
respect to the symmetric matrix ∂2x˙x˙Le = ∂x˙∂x˙Le of second partials. The first ∂x˙Le creates
a column vector (it’s a first index), and the second ∂x˙
(
∂x˙Le
)
creates a matrix, with columns
constituting the partials of the vector of first partials.
We use bold font to emphasize that these objects with one or two indices are treated as
matrices, with one index objects assumed to be column oriented by default. Transposition
operates as standard in matrix algebra, swapping the indices in general, with column vectors
becoming row vectors and vice versa.
Beyond two indices, we use the convention that a partial derivative simply generates
a new index ranging over the partials. By default, multiplication on the right by another
indexed object (e.g. vector or matrix) will contract (sum products of matching index values)
across this new index and the first index in the right operand. For instance, if M : Rd →
Rm×n, and q˙ ∈ Rd is a velocity, then ∂qM q˙ =
∑d
i=1
∂M
∂qi
q˙i, unambiguously. Note that
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beyond two indices, associativity no longer holds in general, so parentheses must be used
to disambiguate wherever necessary.
Examples:
1. ∂xf(x,y) is a column vector
2. ∂xyf(x,y) is a matrix with first index ranging over partials of x and second index
ranging over partials of y.
3. When f : Rn → Rm the matrix ∂xf is an m×n Jacobian matrix, and ∂xfT is an n×m
matrix, the transpose of the Jacobian matrix.
4. ddt f(x) = ∂xf x˙ and
d
dt f
T (x) = x˙T∂xf
T = x˙T
(
∂xf
)T
.
5. ∂xg
(
f(x)
)
=
(
∂xf
)T
∂yg|f(x) = JTf ∂yg(f(x)) with y = f(x).
Often a gradient is denoted ∇xf(x), but with these conventions outlined above, we use
simply ∂xf(x) to avoid redundant notation. We additionaly frequently name common
expressions for clarity, such as
1. pe = ∂x˙Le
2. Me = ∂
2
x˙x˙Le = ∂x˙pe
3. Jpe = ∂xpe (even though pe is a function of both position and velocity, we use J to
denote the position Jacobian)
4. ge = ∂xL
These vector-matrix definitions Me,Jpe ,ge make it more clear what the general size and
orientation of the objects ∂2x˙x˙L, ∂x˙xL = ∂xpe, and ∂xL are.
The equations of motion in different forms would be:
∂2x˙x˙L x¨ + ∂x˙xL x˙− ∂xL = 0. (161)
Mex¨ + Jpe x˙− ge = 0. (162)
Using the named quantities, that structure of the final expression is clear at a glance.
Similarly, we have
E(x, x˙) =
1
2
x˙T ∂2x˙x˙L x˙ =
1
2
x˙TMex˙, (163)
Example of algebraic operations using this notation (taken from a common calculation
involving the time invariance of Finsler energy functions):
x˙T∂x˙xL x˙− 2∂xLTe x˙ =
(
x˙T∂x∂x˙Le − 2∂xLTe
)
x˙ (164)
=
(
∂x(x˙
T∂x˙Le)T − 2∂xLTe
)
x˙ (165)
= ∂x
(
x˙T∂x˙Le − 2Le
)T
x˙ (166)
= ∂x
(
2Le − 2Le
)T
x˙ (167)
= 0, (168)
where we use Le = 12 x˙T∂x˙Le in that last line.
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