We study the linearized water-wave problem in a bounded domain (e.g. a finite pond of water) of R 3 , having a cuspidal boundary irregularity created by a submerged body. In earlier publications the authors discovered that in this situation the spectrum of the problem may contain a continuous component in spite of the boundedness of the domain. Here, we proceed to impose and study radiation conditions at a point O of the water surface, where a submerged body touches the surface (see Fig. 1 ). The radiation conditions emerge from the requirement that the linear operator associated to the problem be Fredholm of index zero in relevant weighted function spaces with separated asymptotics. The classification of incoming and outgoing (seen from O) waves and the unitary scattering matrix are introduced.
1. Introduction
Preamble
We consider the linearized water-wave problem in a bounded domain Ω, like a finite volume water pond containing a submerged body, touching the water surface in a single point O, see the problem is ill-posed in the Sobolev space H 1 (Ω). Notice that in presented cuspidal domains the embedding H 1 (Ω) ⊂ L 2 (Γ) may lose compactness or even fail, see [7, 8, 18, 22] . In fact it is shown in [38] that the essential spectrum is nonempty: it contains a continuous component.
However, finding the essential spectrum is not sufficient to make the boundary value problem well-posed. The main goal of the present paper becomes to provide a correct formulation of the above linear water-wave problem by introducing radiation conditions at the point O. To that end, we shall study the Fredholm properties of the associated linear operator A β (λ) in appropriate weighted function spaces, the weights related to the asymptotic behaviour of the solutions around O. The radiation conditions emerge from the requirement that A β (λ) be Fredholm of index zero in a carefully chosen function space.
There exist several methods to impose appropriate radiation conditions in unbounded domains, but they are closely connected with the geometry of the outlets to infinity, and therefore cannot directly be applied for bounded domains.
Our results show that cuspidal irregularity may act as a "black hole" for water waves: incoming waves may propagate an infinite time towards the cusp. For elastic and acoustic waves in finite volume bodies, black holes are related to the appearance of the continuous spectrum in cuspidal solids, like in Figures 3 and 4 with peakand beak-shaped solids. The elasticity system in irregular domains has been studied in the papers [1, 6, 30, 32] . Notice that black holes have also been experimentally verified for elastic peaks by Mironov [23] . It is remarkable that cuspidal irregularities are nowadays used in specific engineering devices, like wave filters and dampers (see, e.g. [5, 14] and again [23] ). At the end of our paper we continue the discussion on the physical nature of the radiation conditions. We mention that in the more simple case of the Steklov spectral problem for Laplace operator (i.e. the spectral boundary condition prevailing all around the boundary instead of the homogeneous Neumann condition) the existence of continuous spectrum in peak-shaped domain was shown in [31, 37] .
− h(y) < z < 0, (1.2) where h is a smooth function in the variables y = (y 1 , y 2 ) such that In other words, the surface ∂Θ touches the plane ∂R
3
− ⊃ Γ at O. Also the following notation will be used. Polar coordinates for the variable y = (y 1 , y 2 ) ∈ ∂R where B R = {y : r < R} is a disk of radius R > 0 and R is so small that Ξ R ⊂ U; it will be necessary later to choose R small enough. We consider the boundary value problem of linearized water-wave theory (see, e.g., [15, 41] )
Here Δ x is the Laplace operator in the coordinates of x, ∂ ν is the outward normal derivative defined almost everywhere on ∂Ω • while ∂ ν = ∂ z = ∂/∂z on Γ. Moreover, ϕ is the velocity potential, λ = ω 2 /g is a spectral parameter with the oscillation frequency ω > 0 and the acceleration g due to gravity. The right hand side f will be an element of a suitable function space.
The weak formulation [16] , of the problem (1.6)-(1.8) reads as 9) where ∇ x = grad in x, (·, ·) Ξ is the natural scalar product in the Lebesgue space L 2 (Ξ) and H 1 (Ω) is the Sobolev space. In case f = 0 (1.9) can be interpreted as a standard spectral problem of a bounded, symmetric, therefore self-adjoint, linear operator in a Hilbert space H, the so called Maz'ya space. We include in the appendix, Section A, the description of the spectrum of this operator, see Theorem A.1.
However, to pose the radiation conditions related to the problem (1.6-1.8) we need to use appropriate weighted spaces V 1 β (Ω), β ∈ R, of Kondratiev type (see [11, 12, 35] ) and to study the problem operator in these spaces. These spaces will be used throughout the paper to describe the asymptotical behaviour of functions, by presenting them as sums of explicit terms and remainders belonging to some V 10) where (x) = |x| is the distance to the irregularity point O. Notice that diminishing β shrinks the space V 1 β (Ω). Higher order spaces V k β (Ω), k ≥ 2, are defined in the same way using the norm
If Ω is a subdomain of Ω, the space V 1 β (Ω ) is defined just by replacing Ω by Ω ; in particular the weight functions β and β−1 in (1.10) remain the same. Moreover, given σ ∈ R we mean by
• ) with respect to the weighted Kondratiev norm 12) where the norm of the weighted Lebesgue space
is again defined by replacing R 2 by D here. The following trace inequality holds in V 1 β (Ω):
is valid, and the constant c depends on Ω, Γ and β only.
Proof. The inequality (1.13) with β = 0 is proven in [38] , Lemma 3.1 (see also [22] , Sect. 5.4). If β = 0, we set u β = β u and observe that
in order to conclude (1.13).
A solution of the problem (1.6-1.8) in the space
. Owing to definition (1.10) and the trace inequality (1.13), the left hand side of (1.14) is properly defined for any ϕ ∈ V 1 β (Ω) and gives rise to a functional on V 1 −β (Ω) ψ. Thus, the left hand side of (1.14) determines the continuous mapping
The main objective in Chapter 3 becomes to establish a criterion for the Fredholm property of A β (λ) and to calculate its index 16) where kerA β (λ) denotes the kernel of the operator A β (λ) and 17) because A −β (λ) is obviously the adjoint of A β (λ).
Preliminary description of the results and the approach
Chapter 2 contains an analysis of the asymptotic behaviour around O of functions in V 1 β (Ω), which are solutions of the problem (1.14). Given β and a function ϕ ∈ V 1 β (Ω) we decompose it in a neighbourhood of O as
where ϕ is the mean value function
ϕ(y, z)dz, and
We analyze the decay properties of these components in terms of weighted norm estimates; as for ϕ ⊥ , it will be shown by a few steps that it belongs to V 1 β1 (Ω), where β 1 ≥ β − 1/2. As for ϕ, its properties are studied with help of a limit partial differential equation in two variables (y 1 , y 2 ). This is derived in Sections 2.1-2.4 as a formal limit equation (2.7), using formal asymptotics in the vicinity of O and standard ansätze in the theory of thin domains (cf. [26] ). The properties of the solutions of (2.7) are found by an application of the Kondratiev theorem (see [11] and Thm. 2.2). These are transformed into the the main result of Chapter 2 (Thm. 2.11) on the asymptotic behaviour of ϕ as x → O: given β, a solution ϕ ∈ V 1 β (Ξ R ) of the problem (1.6)-(1.8) can be written as the sum ofφ ∈ V 1 β1 (Ξ R ), where β 1 ∈ (β − 1/2, β), plus a finite number of rather explicit functions called 
In fact the functions w (j) emerge from the power-law solutions of the limit equation (2.7), 20) where Λ ∈ C is a complex exponent, V is a smooth function on the unit circle S 1 , and (r, ϑ) are the polar coordinates for y.
In Chapter 3 we examine the operator (1.15) of the problem (1.14) and establish in Theorem 3.2 a necessary and sufficient condition for the Fredholm property of A β (λ). It will be necessary to verify the estimate
under a condition for β and λ; in view of the compactness of the embedding
, this ensures the closedness of the range ImA β (λ), the finite dimensionality of the subspace kerA β (λ) and, moreover, the fact that
(1.21)
In the last part of Chapter 3 we compute the index (1.16). The index formula (3.34) will involve the number N q of the above mentioned power-law solutions and thus depends on the spectral parameter λ. Let us describe the difference between the properties of the operator A β (λ) for λ below and above the first threshold λ † := λ † 1 (cf. (2.23) ). In the case λ ∈ [0, λ † ) the operator A 0 (λ) is Fredholm and self-adjoint in the Kondratiev space V 1 0 (Ω), which for β = 0 coincides with the Sobolev space H 1 (Ω). In other words, a solution ϕ ∈ H 1 (Ω) with finite energy
exists, provided the right-hand side F ∈ H 1 (Ω) * of (1.9), or (1.14), satisfies the compatibility conditions 23) where ϕ 1 , . . . , ϕ J(λ) ∈ H 1 (Ω) are solutions of the homogeneous (F = 0) problem (1.14) . This solution ϕ is defined up to a linear combination of ϕ 1 , . . . , ϕ J(λ) . Under the orthogonality conditions 24) it becomes unique and admits the estimate
All the above facts are due to the Fredholm property of A 0 (λ). Notice that for λ ∈ [0, λ † ), also the operators A β (λ) are of Fredholm index 0, if |β| is small enough. Moreover, for β large enough the index becomes positive while for sufficiently large −β it is negative. In the case λ ≥ λ † the operator A 0 (λ) is no longer Fredholm (and no other operator A β (λ) has index 0, although almost all of them are Fredholm). We shall show that the range Im A 0 (λ) = A 0 (λ)H 1 (Ω) is not closed, though the kernel and cokernel are finite dimensional. This means that the orthogonality conditions (1.24) imply the uniqueness of the solution, but the estimate (1.25) does not hold.
The reason for losing the Fredholm property is but the appearance of the power-law solutions (1.20) with the exponents
where the numbers κ n (λ) are nonnegative. The distinguishing feature of these solutions is that the integrals (1.22) diverge logarithmically at O (see Rem. 2.1). Finally, in Chapter 4 we derive the radiation conditions for the water-wave problem from the requirement that the operator A β (λ) becomes Fredholm by choosing its domain and range carefully. First, the right-hand side of F is to be taken from a smaller space
ϕ, is to be found in a bigger space
Third, examining this solution we notice that it is defined up to a linear combination of the
β (Ω) to the homogeneous problem (see (1.26); our result on Ind A β (λ) is crucial here). The final step is to formulate N (λ) conditions which make the solution defined up to a linear combination of ϕ 1 , . . . , ϕ J(λ) only. The latter form a basis in the subspace coker A β (λ) and thus the operator involving these conditions becomes of index zero. In other words, we fix appropriately the N (λ) coefficients in the abovementioned linear combinations, and these conditions are usually called radiation conditions.
Our method involves a symplectic form, which naturally divides the waves in the water blanket Ξ R into incoming and outgoing ones. In the above explained procedure we actually allow only the outgoing waves: The appendix contains Theorem A.1 concerning the spectrum of the operator of the water-wave problem. It is a consequence of Theorem 3.2.
We close this section with a review of related literature. First we mention a related paper [3] , where trapped water-waves are considered in a cuspidal domain in dimension two. However, this corresponds to the situation where the cusp is less sharp, i.e., H(y) = |y| α with α < 2 and thus the compactness of the trace mapping still holds. Concerning Chapter 2, although the theory of elliptic problems in domains with piecewise smooth boundaries is well understood (see e.g. [11] [12] [13] 20, 21, 27, 35] ), there is no general method to investigate boundary value problems in "sharp" cuspidal domains, except in the case of peak-shaped domain, Figure 1 (see [12, 19, 40] ). In the present paper, the irregularity point with tangency of two boundary components (Fig. 3 ) results in the thinning water blanket Ω ∩ U, which is cuspidal in the z-direction but conical in the two other directions y 1 and y 2 . This complication of geometry changes crucially the asymptotic behaviour of solutions as x → O, and results have been obtained only for particular problems in mathematical physics, namely, for the Neumann problem for a scalar second-order elliptic equation (see [24] ), the Stokes equations (see [25] ) and the elasticity system with traction-free boundary conditions (see [36] ). Therefore, we are forced to start our study in Chapter 2 by deriving the asymptotic representations for a solution ϕ ∈ V 1 β (Ω) of the problem (1.6-1.8).
As for the radiation conditions, there are several known methods for composing them, but this paper is certainly the first one where the wave phenomenon in a finite volume is treated rigorously. The situation found in Chapter 3 is typical in diffraction problems related to wave phenomena, and our way to supply the problem with a Fredholm operator is in some sense standard. The symplectic form, which we use here and which divides the waves around O into incoming and outgoing ones, is inspired by the approach proposed in [34] (see also [35] , Chap. 6). This is among the the most general and flexible. The calculation of the Poynting vector is based on the derived asymptotic forms, and it is crucial for the explanation of the physical nature of the phenomena.
Asymptotic analysis
In the main result, Theorem 2.11, of this section we show that assuming β and a solution ϕ ∈ V 
The formal asymptotics
We seek for a formal solution of (1.6)-(1.8), f = 0, which takes in the vicinity of the point O the form
Here, the dots stand for lower-order terms, and moreover, in the polar coordinates (r, ϑ) of the y-plane, v(y) = r Λ V (ϑ) is a power law solution (1.20) of the limit differential equation (2.7) (to be derived), and
By ζ = h(y) −1 z we understand the fast variable in the water blanket Ξ R , see (2.22) . The possible values of Λ ∈ C will be later determined from the eigenvalues of the limit equation (2.7), see (2.12) and (2.10).
In the coordinates y, ζ the differential operators Δ x and ∂ ν are given by
3)
Here ∂ ζ = ∂/∂ζ, ∇ y =grad in the variables y = (y 1 , y 2 ) and the central dot stands for the scalar product in R 2 . Notice that the formula (2.4) follows from the definition (1.5).
We insert the decompositions (2.1) and (2.3), (2.4) into the equation (1.6) and into the boundary conditions (1.7), (1.8) 
The compatibility condition in the Neumann problem (2.5) for the ordinary differential equation in the interval (−1, 0) reads as
In other words, to find the second term in the asymptotic expansion (2.1) we need to solve the partial differential equation
Note that, owing to (1.4), the principal part of the differential operator −∇ y · H(y)∇ y degenerates at y = 0.
Power-law solutions of the limit equation
The operator ∇ y · H(y)∇ y reads in the polar coordinates as
where
We proceed by usual separation of variables and insert this into (2.7); denoting
we obtain the ordinary differential equation
The variational formulation of the spectral problem (2.11) involves the closed semibounded below quadratic form
where (·, ·) S 1 denotes the inner product of L 2 (S 1 ). By [2] , Theorem 10.2.2, the spectral problem (2.11) admits for any λ ∈ R + the monotone unbounded sequence of eigenvalues 12) which are listed taking into account their multiplicites. Moreover, there exists a strictly monotone unbounded sequence of thresholds
, the number of non-positive eigenvalues in (2.12) is N q and
In other words,
Note that the multiplicity of an eigenvalue of an elliptic ordinary second-order differential equation on the circle
It is instructive to consider the special case of axially symmetric cusp, since then one can calculate the above numbers; this is done in the next section for the convenience of the reader.
Eigenfunctions corresponding to the eigenvalues (2.12) are denoted by V 1 , V 2 , . . . , V p , . . . They can be subject to the orthogonality and normalization conditions
where δ p,q is Kronecker's symbol. Owing to (2.10), a positive eigenvalue μ j (λ) > 0 gives rise to the following couple of power-law solutions
with the real exponents Λ
become complex. In the case μ j (λ) = 0, only one power-law solution
appears; however, a direct calculation demonstrates that the function 20) which is linear in ln r, satisfies the differential equation (2.7) as well. 
diverges.
Axially symmetric case
An orthogonal transform of the coordinates y turns the quadratic polynomial (1.4) into
If the submerged body is axially symmetric, the identity
holds, and the solutions of the spectral problem (2.11) are the functions V (ϑ) = e ±ikϑ corresponding to eigenvalues
The eigenvalue μ 1 = M 0 is thus simple and the other eigenvalues
Some facts about the limit equation
We regard the punctured plane R 2
• as the full angle and apply results of the theory of elliptic problems in domains with conical boundary points (see the key works [11, 20, 21, 27] and, e.g., monographs [12, 35] ) in order to gain information on the solvability of the limit equation (2.7) and asymptotics of its solution. We apply this theory to the operator 24) which is determined (analogously to (1.14)-(1.15)) by the weak formulation
so that the terms on the left-hand side of (2.25) involve extensions of the natural scalar product of L 2 (R 2 ) to the duality between appropriate weighted spaces L
In the sequel we of course consider arbitrary 27) where the exponents
(2) Let the condition (2.27) be fulfilled for β 1 and β 2 with
given by the first assertion, satisfy
where the summation is performed over all power-law solutions (2.17-2.20) with the exponents Λ j satisfying the inclusion
The coefficients c (j) in (2.28) meet the estimate
30)
where the constant c depends on β 2 and β 1 but not on G.
Remark 2.3. Since always Λ
, the weight indices ±β satisfy the condition (2.27) simultaneously. A simple explanation of the method of [11] can be found for example in Chapter 2 of [35] , see also the introductory chapters of the books [12, 13] . We emphasize that formula (2.27) gives the asymptotics for the solution ϕ 2 ∈ V 1 1+β2 (R 2 ) as r → +0 and at the same time also for the solution
Only the first of these is interesting for the present study. The terms c
The number of such terms equals 2N q , according to the definitions in Section 2.2.
Decomposing the solution
In Sections 2.5-2.7 we consider the asymptotic behaviour of ϕ ∈ V 1 β (Ω) by treating the components ϕ and ϕ ⊥ , see (1.19) , separately using their typical properties. Here, "asymptotic behaviour" means belonging to a weighted space, say V 1 σ (Ω), with an as good, i.e. small, σ as possible. In particular, if ϕ is a solution of (1.14), the results of Sections 2.1-2.4 will be applied to the mean function ϕ (it depends on two variables only), to separate a more slowly decaying, but explicit part, and the remainder which decays more rapidly.
The component ϕ ⊥ will have a faster decay as a consequence of the orthogonality condition in (1.19) . These ultimately lead to the main result, that is, Theorem 2.11.
Throughout Section 2.5 we assume that β ∈ R is given, ϕ is an arbitrary element of V 1 β (Ω), and the components ϕ and ϕ ⊥ are defined as in (1.19) . The aim is to prove Lemmas 2.4-2.6, concerning asymptotic behaviour of ϕ and ϕ ⊥ .
If the support of ϕ is separated from O, the function falls into V 1 σ (Ω) with any weight index σ. Therefore, we may assume that ϕ is null outside the closure Ξ R of the blanket (1.5). Otherwise we multiply ϕ with a suitable cut-off function. The functions ϕ and ϕ ⊥ are defined in B R and Ξ R , respectively. 
Proof. In view of (1.2-1.4) we get using the Schwartz inequality
Furthermore, let us write
Recalling that |∇ y h(y)| ≤ cr and repeating the calculation (2.32), we obtain
Finally, the Newton-Leibnitz formula
leads to the relations
The latter completes the proof.
Proof. Based on (2.33), we obtain
Estimation of ϕ + requires a similar argument.
Since ∂ z ϕ ⊥ (y, z) = ∂ z ϕ(y, z), the next simple assertion is established by the Poincaré inequality on the interval (−h(y), 0), which is small as r → 0 + .
Proof. In view of the orthogonality condition (1.18) we have
Dimension reduction
The aim of Section 2.6 is to formulate equations for the components ϕ and ϕ ⊥ of a solution ϕ ∈ V 1 β (Ω) of the problem (1.14). Moreover, we shall establish for the mean function ϕ a connection to the limit equation (2.7), so that in the next section, Theorem 2.2 (in the form of Lem. 2.10) can be applied to it. Recall that ϕ is a function of y only, being constant in z-direction.
So, in this section we assume that ϕ ∈ V 1 β (ω) solves (1.14) and that F and the indices β and β 1 satisfy
Here, the last inequality is assumed due to technical reasons, but it is not really essential, since for example in Theorem 2.11 one could apply the statement of the theorem iteratively step by step to diminish the weight index β.
Let χ ∈ C ∞ (Ω) be a cut-off function which is constant in the variable z, vanishes outside Ξ R and is equal to one inside the blanket (1.5) for r ≤ R/2. Lemma 2.7. If ϕ and F are as above, the function χϕ solves (1.14) with a functional F , see (2.38) , on the right hand side, F still satisfying the assumptions (2.36). Moreover,
be an arbitrary test function and put the test function ψ = χψ ∈ V 1 −β (Ω) into (1.14). The left hand side becomes
so that the function χϕ indeed satisfies (1.14), if the functional F on the right hand side is defined by
Notice that still F ∈ V 1 −β1 (Ω) * , since the support of ∇ x χ belongs to the set {x ∈ Ξ R : R > r > R/2}. The norm estimate (2.37) follows from the definition.
In the sequel we redefine ϕ as χϕ. Also, given a test function ψ ∈ V 1 −β (Ω) we write ψ = ψ + ψ ⊥ as in the decomposition (1.18).
The two integral identities of the following lemma are obtained just by inserting to (1.14) the decomposition (1.18) of ϕ and ψ, since the components ψ and ψ ⊥ can be chosen independently. In addition, in the first term of (2.39) we have integrated over (−h(y), 0) z.
Lemma 2.8. If ϕ is as above, the following equalities hold for all test functions
ψ ∈ V 1 −β (Ω). First, (h∇ y ϕ, ∇ y ψ) BR − λ(ϕ, ψ) BR = G(ψ),(2.
39)
Remark 2.9. We notice that, due to (1.19),
and, hence, by definition of ϕ − in Lemma 2.5, we have
Similarly, 
The theorem on asymptotics
We are in the position to conclude the main result of this section. To simplify the presentation we assume in the proof that the solution and the data, in particular the spectal parameter λ are real. The complex case holds true as well, see the remark after the proof.
The cut-off function χ ∈ C ∞ (Ω) is as in the beginning of Section 2.6. 
β (Ω) be a solution of the problem (1.14) and χ as in the assumption.
, it is enough to prove (2.46) for the function χϕ, which we redefine as ϕ. By Lemma 2.7, the new ϕ still satisfies equation (1.14) with F . We decompose ϕ = ϕ + ϕ ⊥ .
By Lemma 2.10, ϕ has the representation (2.28):
This can be still multiplied by χ, due to the support of ϕ. We obtain the first term on the right hand side of (2.46). The rest on the right hand side of (2.48) falls into the term ϕ in (2.46), since
implies that the function χv 1 belongs to V 1 β1 (Ω), as seen by a direct calculation of the norm. We need to verify the inclusion ϕ ⊥ ∈ V 1 β1 (Ω) in order to complete the proof. To this end, we take into account that supp ϕ ⊥ ⊂ Ξ R as usual.
Let us introduce the continuous weight function
where ρ is a positive parameter, to be sent to 0 at the end of the proof. By definition, W(y) = O(r β ) as r → +0, but at the limit ρ → +0, it becomes equal to r β1 . In the sequel we prove that the norms ∇ x (Wϕ ⊥ ); L 2 (Ξ R ) and r −2 Wϕ ⊥ ; L 2 (Ξ R ) are finite for any ρ > 0 so that passing to the limit puts ϕ ⊥ into the space V β1 (Ξ R ). Moreover, a crucial trick will just be an application of the Poincaré inequality in the small interval (−h(y), 0) z, which is possible due to the orthogonality condition in (1.19) .
Clearly, 
Thus, fixing R small enough, the formulas (2.50) and (1.3), (1.4) imply ch(y) −1 W(y) ≥ 2|∇ y W(y)| so that the right hand side of (2.51) is bigger than
Let us consider the left hand side of (2.51): we estimate the terms in (2.42). First, we recall that F ∈ V 1 −β1 (Ω) * and r −β1 W(y) ≤ 1 due to (2.49) so that
Second, by the calculation (2.43) with ϕ ⊥ , ψ changed for Wϕ ⊥ , ϕ, we have
Here we have taken into account Lemmas 2.4 and 2.5. Third, referring to Lemmas 1.1 and 2.5, we obtain 2 . Hence, the relation (2.51) implies
and
Keeping in mind the monotonicity of the weight function and passing to the limit ρ → +0 in (2.54) yield
The norm on the left is equivalent to ϕ ⊥ ; V 1 β1 (Ξ R ) . Theorem 2.11 is proven.
In the case of complex data it is enough only to extract the real part of all terms in (2.51); then the last two terms again disappear. Otherwise the proof is the same.
The Fredholm property of A β (λ)
In this chapter we present a necessary and sufficient condition of the Fredholmess of the operator A β (λ), see Theorem 3.2. In the last section we also compute its index. This will be closely connected to the number of the power law solutions of the limit equation, which was studied in the preceding chapter.
Estimating the solution
The purpose of this section is just to derive the following estimate (3.1), which will be needed in the proof of Theorem 3.2. 
Proof. We first mention the following local elliptic estimate (see, e.g. [16, 17] )
Note that since ≥ c > 0 on Ω \ Ξ R/4 , the first term on the right is a majorant for the norm of the functional
where χ is a cut-off function, which equals to one in Ξ R/4 and vanishes in Ω \ Ξ R/2 . Using the same argument with the weight , we rewrite (3.2) as follows:
Moreover, in the blanket we consider the product ϕ = χ ϕ satisfying (1.14) with the new right hand side F (cf. Lem. 2.7),
It is plain thatF and its norm F ; V 1 −β (Ξ R ) * depend on R, however, all constants in the estimates below can be chosen independent of R: this is evident in Lemmas 2.4-2.6 while the Kondratiev theorem on asymptotics (Thm. 2.11) is applied in the whole plane R 2 . In the following we cease to display the hat for ϕ and consider the problems (2.39) and (2.41) for the terms ϕ and ϕ ⊥ of the decomposition (1.18). We use the notation of Section 2.6 for G, etc. and modify the arguments of that section as follows.
First, we extend ϕ as zero from B R onto R 2 . As in the proof of Lemma 2.10 we see that ϕ satisfies the limit equation (2.25) 
Processing the right hand side, we have
Here we used Lemma 2.4 with β replaced by β + 1. The same substitution in Lemma 2.5, and (2.43), (2.44) yield the following inequalities for the last two terms in (2.40):
In other words, we have
The estimate (2.55) for the component ϕ ⊥ holds for any weight indices β 1 and β 2 = β such that (2.36) ). Taking β 1 = β and β 2 = β + 1/2 we thus obtain
Combining the inequalities (3.3), (3.4), (3.6), and (3.7) yields
Recalling the definition of the weighted Kondratiev norm (1.10) we get the estimate
and similarly for ϕ; V 1 β+1 (Ξ R ) . This means, taking a small enough R > 0, the last two terms on the right hand side of (3.8) can be bounded by a small constant times ϕ; V 1 β (Ω) . Moving these to the left hand side, the desired estimate (3.1) follows.
The Fredholm property
Everything is prepared for checking the following assertion for the operator A β (λ) :
* , defined in (1.15). 
Theorem 3.2. Let the weight index β ∈ R be given. The operator
Proof. Since the embedding V
is compact, the estimate (3.1) ensures that the kernel of A β (λ) is finite dimensional and the range is closed. This is well known, see e.g. Lemma 3 of [39] . Since A β (λ) * = A −β (λ) and since the estimate (3.1) also holds for −β instead of β (see Rem. 2.3), the co-kernel
is also finite-dimensional. Hence, A β (λ) is Fredholm. Let us present the idea how to prove the last assertion of the theorem. First, since
β+δ (Ω) and since a small δ > 0 can be found such that the condition (2.27) is met by β + δ and A β+δ (λ) is Fredholm, we obtain kerA β (λ) ⊂ kerA β+δ (λ) and dim kerA β (λ) < ∞.
(3.9)
Second, the closedness of the range Im A β (λ) guarantees the inequality
but it will not be valid for suitably chosen functions v m (to be defined), for sufficiently large m (compare (3.24) and (3.15)). Third, we observe that 11) and therefore these functions cannot be linearly independent. These three facts together ensure that the range Im A β (λ) is not closed, completing the proof of the theorem.
To present the details, we consider a nontrivial power-law solution (1.20) with the exponent Λ such that
(cf. (2.27)) and the family of functions
where X m is a plateau function defined by
and χ 0 is a standard cut-off function, χ 0 (t) = 1 for t ≤ 0 and χ 0 (t) = 0 for t ≥ 1. Since the function (3.14) is equal to one in the segment
we have
Hence, the normalized function
and a similar calculation shows that
for some positive constants C, C . Let us compute the norm 17) where the supremum is taken over all
, we can make the restriction stronger, i.e., supp u ⊂ Ξ R . We then employ the decomposition u = u + u ⊥ as in (1.18) and (1.19) . Integrating by parts, we deduce that
By Lemmas 2.6 and 2.5, and the estimate (3.16), we have
, and so
Notice that R m → 0 as m → 0.
Based on Lemma 2.4 and formula (1.3), we change h for H in the first scalar product on the right of (3.18) and observe that
Furthermore, since v is a power-law solution of the limit equation, the expression
is nonzero only in the case 22) and the modulus of this expression does not exceed
Hence,
and the same is valid for the integral over the second interval in (3.22) . Collecting the estimates (3.19-3.23) and recalling (3.18), (3.17), we see that
The theorem is thus proven.
Computing the index
In the case λ ∈ [0, λ † ), the self-adjoint operator A 0 (λ) is Fredholm and therefore
Under the assumption λ ≥ λ † the Fredholm property does no more hold. However, we can fix a number δ(λ) > 0 such that all exponents of the power-law solutions in the strip 
by L, which is the linear hull of the above mentioned special solutions multiplied by the cut-off funtion χ. In other words, the quotient space
can be identified with C 2Nq . By (2.47), the space V β (λ) has the intrinsic (Hilbert space) norm
for a function ϕ with the representation (2.46). Hence, the quotient (3.30) induces a specific topology in (3.29) so that the restriction A β (λ) of A β (λ) onto V β (λ) inherits all general properties, in particular,
We note that Theorem 2.11 passes the equality Ind A 0 (λ) = 0, observed for λ < λ † , to all operators A β (λ) with β such that the segment [−1 − |β|, −1 + |β|] is free of the exponents Λ
for β 2 ≥ β 1 , the indices of the Fredholm operators A β1 (λ) and A β2 (λ) are related by
Hence, the function
is piecewise constant monotone increasing. Using Theorem 2.11 iteratively, one may readily express the function (3.35) in terms of the eigenvalues (2.15) of the problem (2.11). The formula (3.34) shows that in the case λ ≥ λ † the operator A β (λ) is never of index zero.
Radiation conditions and wave phenomenon in the water blanket
In this chapter we continue the study of the quotient space W(λ) of (3.30), which we call the space of blanket waves, and its elements the water waves localized in the water blanket, or shortly the blanket waves. We shall decompose W(λ) into two components W + (λ) and W − (λ) of outgoing and incoming waves. It will turn out that the restriction of the operator A β (λ) to the direct sum V 
Waves localized in the water blanket
In Sections 4.1 and 4.2 we form a basis of W(λ), which consists of N q outgoing and N q incoming waves (so that these also form bases of the respective subspaces W + (λ) and W − (λ)).
with the notation of Section 2.2. In the case the eigenvalue μ j (λ) in (2.12) is negative, we use the power-law solutions (2.18) to define
If μ j (λ) = 0, we have according to (2.19) , (2.20) ,
The cut-off function χ with the support in the blanket is taken from (2.46). The functions in (4.1), (4.2) are representatives of the equivalence classes in the quotient space W(λ). Since they are linearly independent and their number is exactly 2N q = dimW(λ), they form a basis in W(λ). However, we shall select another specific basis in order to establish the radiation conditions as x → O in Ξ R , and following [34] , [35] , (Chap. 5), we classify the waves by means of the symplectic form
Clearly,
In other words, the form (4.3) is actually defined on W(λ) × W(λ).
Calculating the form
From the definition of the operator A β (λ) in Section 1.2 and the Green formula,
Let ψ be a function in y with support in
2)) for ϕ and derive the identity
Note that this calculation is quite similar to (3.18); the first factor h comes from the integration in z ∈ (−h(y), 0) and the term with ∇ y h· is due to the formulas
In the vicinity of the point y = 0 the function v 
, we may replace ψ by v σ p . As a result, we obtain that
We employ the Green formula and obtain
Because of (1.3) the change h → H does not influence the limit; this thus equals
, where C α,σ j,p (ln ) is at most a quadratic polynomial in ln (cf. (4.1), (4.2) ). The left-hand side of (4.8) is finite, and therefore the limit vanishes provided
moreover, the polynomial is constant.
Continuing our calculation, we consider the functions (4.1) and obtain using (2.16)
Dealing with functions (4.2), we write
Motivated by (4.9) and (4.10) we set
in the case μ j (λ) < 0, and, for μ j (λ) = 0,
The waves (4.11) and (4.12) form the desired basis in W(λ) and they satisfy the relations
The waves with the plus sign are called outgoing to the point O, while those with the minus sign are incoming from the point O; the reason is explained in Section 4.5.
The scattering matrix
Since ker A β (λ) = ker A β (λ), we decompose
An element in ker A −β (λ) is a solution in H 1 (Ω) of the homogeneous problem (1.9) (or (1.6-1.8) in the differential form). These solutions are nothing but eigenfunctions of the problem (1.6-1.8) in H 1 (Ω), corresponding to the eigenvalue λ. Analogously to [10, 42] and others, we call such solutions trapped modes. By (1.16), (1.17) and (3.33) , the dimension of the subspace K(λ) ⊂ W(λ) is equal to N q . Let us show that K(λ) has a basis y 1 , . . . , y Nq such that
for some numbers s jk . First, let y ∈ K(λ) be arbitrary. Suppose first that
holds for some numbers a j . Recalling (4.4), (4.13) we obtain
Hence, the linear combination (4.16) vanishes. Now, K(λ) has a basis of N q functions of the form Proof. It suffices to establish the equality
Similarly to (4.17) we obtain
Since A β (λ)y p = 0, this expression vanishes and the equality (4.19) is true.
Radiation conditions
The space of waves admits the decomposition 
and the restriction
of the operator A β (Ω).
Theorem 4.2. The operator
Proof. By (3.32) and (3.33) we have The radiation conditions hidden in formulas (4.21), (4.22) ought to be interpreted in the framework of function spaces with weighted norms and separated asymptotics (cf. [28, 29, 33] and others). Indeed, the space V + β (λ) consists of functions of the form (4.25) and has the norm, cf. (3.31),
Traditionally the asymptotic form with unknown coefficients a j and the decaying remainder ϕ is regarded as radiation conditions. Theorem 4.2 tells us that, for any F ∈ V Owing to the previous calculations in Section 4.2, the limit ρ → 0 of the expression (4.32) is simply proportional to the symplectic form Q(w, w). Thus, the Mandelstam principle leads to our radiation conditions (4.25) as well.
We emphasize that the above calculation is not true for the power-logarithmic solution (2.20) (see also (4.2) and (4.12)). We directly extend the division (4.20) of waves according to the symplectic form (4.3) which is mathematically natural and therefore the radiation conditions (4.25) are called intrinsic in the threshold situation.
A. Appendix: The spectrum of the self-adjoint operator of the linear water-wave problem
We complete the paper by a study of the spectrum of (1.6-1.8 it is evidently continuous and symmetric, therefore, self-adjoint. Moreover, it is positive and T ; H ≤ 1, thus, the spectrum of T belongs to the closed segment [0, 1]. Besides, the point τ = 0 is an eigenvalue of T with infinite multiplicity and eigenspace {ϕ ∈ H 1 (Ω) : ϕ = 0 on Γ}.
As shown in [38] , the embedding H 1 (Ω) ⊂ L 2 (Γ) is not compact and, hence, τ = 0 cannot be the only point of the essential spectrum of T (see, e.g., [2] , Thm. 9.2.1). We prove the following assertion and present a description of the upper bound τ † ∈ (0, 1) of the essential spectrum. Recall that λ † was defined in Section 2.2, and it depends only on the coefficients H pq in (1.4). Before proceeding with the proof we remark that the problem (1.9) with f = 0 is equivalent to the abstract equation To derive (A.4) is just to add (ϕ, ψ) Γ to both sides of (1.9) and to take definitions (A.2), (A.3) into account. The relation (A.5) between the spectral parameters passes all properties of the spectrum of T to the spectrum of (1.6)-(1.8); the only exception is the point τ = 0 which is transformed to infinity. The claim of Theorem A.1 on the continuous spectrum can be rephrased so that the continuous spectrum of the water-wave problem in Ω coincides with the ray [λ † , +∞) where
Below the threshold (A.6) the problem has discrete spectrum. In particular, λ = 0 is a simple eigenvalue with the eigenfunction ϕ = const.
Proof of Theorem A.1. The inequality −1 falls either into the resolvent set, or into the discrete spectrum of T . If τ ∈ (0, τ + ], then λ = τ −1 −1 ≥ λ + , and therefore the operator A 0 (λ) is no longer Fredholm, by Theorem 3.2. This property is inherited by τ , and λ thus falls into the continuous spectrum. It suffices to recall that the kernel of A 0 (λ) is finite dimensional (see (3.9) ) and the same holds true for ker(T −τ ), hence, the interval (0, τ + ] is included in the continuous spectrum.
