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The quantum motion of N coupled kicked rotors is mapped to an interacting N -particle Anderson-
Aubry-Andre´ tight-binding problem supporting many-body localised (MBL) phases. Interactions
in configuration space are known to be insufficient for destroying Anderson localisation in a system
in the MBL phase. The mapping we establish here predicts that a similar effect takes place in
momentum space and determines the quantum dynamics of the coupled kicked rotors. Due to the
boundedness of the Floquet quasi-energy spectrum there exists limitations on the interacting lattice
models that can be mapped to quantum kicked rotors; in particular, no extensive observable can be
mapped in the thermodynamic limit.
I. INTRODUCTION
It was observed by Anderson [1] that in one-
dimensional systems an uncorrelated random potential
induces destructive self-interference in such a way as to
exponentially localise all non-interacting eigenstates of
a quantum Hamiltonian, even with infinitesimally weak
disorder. As a consequence, energy injected into the
system resonantly with a trapped mode cannot result
in any transport phenomena. In the original Anderson
model, diffusion of electrons is suppressed by coherent
back-scattering from magnetic impurities, but the one-
dimensional localisation phenomenology is universal to
wave mechanics [2] and has since been widely observed
in experiments with matter waves [3, 4], light waves [5–7],
microwaves [8, 9] and sound waves [10] alike. The physics
is strongly dependent on the dimensionality [11, 12]; in
particular, if d ≥ 3 one can expect a mobility edge [13],
an energy separating localised and extended eigenstates.
While sufficient, disorder is not a necessary condition
for single-particle localisation. Indeed, the disorder need
not exist directly in configuration space as an exter-
nal potential, and localisation can also be induced by
classically chaotic dynamics in momentum space. The
resulting quantum suppression of diffusion in a system
that is classically chaotic, termed ‘dynamical localisa-
tion’ [14, 15], was experimentally first observed with ther-
mal non-condensed ultra-cold atoms realizing an atomic
kicked rotor [16]. A realization of the chaotic quasi-
periodic kicked rotor with three incommensurate frequen-
cies has permitted an unambigous observation of the
metal-insulator Anderson transition in d = 3 [17]. The
model of the quantum kicked rotor [18] has enjoyed sev-
eral decades of intense research efforts as a paradigm
quantum system that is chaotic in its classical limit to
study the appearance of classical dynamical chaos in
quantum mechanics [19–21]. More recently, quantum
chaos continues to play an important role in understand-
ing experimental results of quantum transport in meso-
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scopic semiconductor devices [22, 23].
Similarly, Aubry and Andre´ (AA) observed [24] a local-
isation transition not dissimilar from the mobility edge in
a one-dimensional single-particle tight-binding model [25]
where the Anderson disorder potential is replaced by a
quasi-periodic potential with a period that is incommen-
surate with the underlying lattice. The transition oc-
curs as a function of the strength of the potential energy
separating a phase where all single-particle eigenstates
are localized (strong potential) from a phase where all
eigenstates are extended (weak potential) [26]. At the
transition point the eigenstates are multifractal [27, 28].
The AA model has been experimentally realized with
matter [29] and light waves [30]. Soon after AA had
published their model, Fishman et al. showed that the
kicked rotor is related to Anderson’s original problem of
motion of a quantum particle in a one-dimensional tight-
binding lattice in the presence of a quasi-periodic AA
potential [31, 32]. Their results showed for the first time
that the dynamical localisation in momentum space of
the kicked rotor model can be understood in terms of
Anderson localisation in real space. Despite differences
in the character of uncorrelated and correlated (quasi-
periodic) randomness between the two models, the wave
functions and the nature of the spectra are essentially the
same in the two pictures.
In parallel, efforts toward understanding the effect of
interactions on both dynamical localisation and Ander-
son localisation have received significant attention [33–
38]. It was generally believed that localisation does not
survive under interactions due to loss of coherence and
dephasing, which generally collapse wave interference ef-
fects. However, in 2006, Basko, Aleiner, and Altshuler
showed that under suitable conditions interactions are
insufficient to thermalise the system and localisation can
in fact persist in a disordered quantum many-body sys-
tem [39, 40]. This effect, termed ‘many-body localisa-
tion’ (MBL), is destroyed when interactions become suf-
ficiently strong leading to a dynamical phase transition
to an ‘ergodic’ conductive phase which supports quan-
tum transport of energy [41]. Ergodic phases correspond
to thermal systems, which can be described by the estab-
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2lished theory of quantum statistical mechanics: at long
enough times every sufficiently small subsystem reaches
an effectively thermal Gibbs state [42]. The MBL phase,
in contrast, cannot be captured in terms of the ensem-
bles of quantum statistical mechanics because it is non-
erdogic and it violates the eigenstate thermalisation hy-
pothesis (ETH) [43]. Therefore, the MBL transition is
not a quantum phase transition, and it cannot be ob-
served in terms of thermodynamics. For modern review
articles on the unusual properties of the MBL phase we
refer to e.g. Refs. [41, 42].
Recent numerical evidence has shown that, similarly
to the case of Anderson’s model, uncorrelated disorder
is not needed for localisation, and a quasi-periodic AA
potential can also support the MBL phase [44, 45]. A
natural question arises: Can MBL in an interacting ex-
tension of the AA model be mapped to the physics of
coupled quantum kicked rotors in the same way as An-
derson localisation in the AA model can be mapped to
dynamical localisation of a single kicked rotor? As our
key result, we show here that the answer appears to be
affirmative. By analogy with the single-particle case, we
term the new phase of the coupled kicked rotors ‘many-
body dynamical localisation’ (MBDL). However, in the
Floquet theory of quantum kicked rotors energy is only
defined as a quasi-energy upto multiples of 2pi~/T , where
T is the kicking period. As we will show below this im-
poses important limitations on the types of lattice models
that can mapped to quantum kicked rotors.
The first indication of preservation of dynamical local-
isation in the presence of interactions for coupled kicked
rotors was reported by Toloui and Ballentine [46], con-
trasting earlier predictions of the delocalising effect of
interactions in configuration space [37, 38]. Further sup-
port for dynamical many-body localisation was recently
reported in an integrable linear kicked-rotor system [47],
which was later generalised for upto three coupled kicked
rotors in a non-integrable relativistic model [48]. Qin
et al. showed that contact interactions in configuration
space preserve dynamical localization for the center-of-
mass momentum, but destroy it for the relative momen-
tum for any non-zero strength of the interaction [49].
However, understanding more generally the existence of
the many-body dynamical localisation effect remains un-
clear, especially for more than 2 to 3 rotors and under
coupling that occurs in momentum space instead of the
more commonly taken configuration space. Here, we es-
tablish analytically a mapping between an interacting ex-
tension of the Aubry-Andre´ tight-binding model of N
particles supporting MBL and suitably coupled N quan-
tum kicked rotors in momentum space.
II. LATTICE AND KICKED-ROTOR MODELS
We start by considering the following fermionic lattice
model [44]:
Hˆ =
L−1∑
j=0
[
hj nˆj + J(cˆ
†
j cˆj+1 + cˆ
†
j+1cˆj) + V nˆj nˆj+1
]
≡ Hˆ0 + V Hˆ1.
(1)
Here, cˆj annihilates a fermion [50] at site j, and nˆj =
cˆ†j cˆj ∈ {0, 1} is the particle number operator at site
j. The three terms in the Hamiltonian (1) correspond
to an onsite potential hj , nearest-neighbor hopping J ,
and nearest-neighbor interaction V respectively. When
V = 0 and hj is either truly random, or the quasi-periodic
Aubry-Andre´ function hj = h cos (2piαj + h0) with α ir-
rational and an arbitrary offset h0, we recover Ander-
son localisation. In this case, how to connect the non-
interacting model (1) with a single quantum kicked rotor
is shown in Refs. [31, 32]. The related case of a single
particle hopping in an N -dimensional potential
∑N
i=1 hli
has been mapped to N quantum kicked rotors coupled
at the kicks in Ref. [51]; however, we do not consider
coupling at the kicks here.
The number-state basis {|n0, n1, . . . , nL−1〉}, where
ni = {0, 1} is the number of particles at site i, con-
stitutes for a tight-binding ansatz: |λ〉 = ∑n cn |n〉,
where we defined the basis vector n = (n0, n1, . . . , nL−1).
Substitution into the many-body Schro¨dinger equation
Hˆ |λ〉 = E |λ〉 and projection from the left on to 〈m|
gives the general equation
cm 〈m|Hˆ|m〉+
∑
n6=m
cn 〈m|Hˆ|n〉 = Ecm. (2)
In the one-particle case, we take 〈m| = 〈mi| =
〈0, . . . , 0, 1, 0, . . . , 0|, where the 1 is at the ith site.
Since
∑
n6=mi cn 〈mi|Hˆ0|n〉 = J
(
cmi−1 + cmi+1
)
and∑
n6=mi cn 〈mi|V Hˆ1|n〉 = 0, where mk is zero except for
1 at the kth site, we recover the expected single-particle
result hicmi + J
(
cmi−1 + cmi+1
)
= Ecmi .
Let us now take 〈m| ≡ 〈(l1, l2, . . . , lN )| with every site
empty except for the sites l1 < l2 < . . . < lN , for which
〈m|Hˆ|m〉 =
N∑
i=1
hli + V
N∑
i=1,j>i
δ|li−lj |,1, (3a)∑
n6=m
cn 〈m|V Hˆ1|n〉 = 0. (3b)
The result is the addition of contact interactions of
strength V in the N -particle configuration space. For
N = 2, we have
J
(
c(l1−1,l2−1) + c(l1+1,l2+1) + c(l1−1,l2+1) + c(l1+1,l2−1)
)
+ c(l1,l2)
(
hl1 + hl2 + V δ|l1−l2|,1
)
= Ec(l1,l2).
(4)
3When V = 0, this is equivalent to a single particle hop-
ping in a d = 2 potential hl1 + hl2 .
Our goal is to map the interacting lattice model (2)
of N particles to quantum motion of N coupled kicked
rotors governed by the Floquet Hamiltonian
HˆF(t) = K(Lˆ) + U(θˆ)
∑
n
δ(t− nT ), (5)
where K(Lˆ) ≡ Kˆ and U(θˆ) are functions of angular mo-
mentum and angle, respectively, to be determined later.
The operator U(θˆ) depends on N angles through the vec-
tor θˆ = (θˆ1, θˆ2, . . . , θˆN )
T, and Kˆ depends on N angular
momenta Lˆ = (Lˆ1, Lˆ2, . . . , LˆN )
T. The Hamiltonian is
periodic in time, HˆF(t) = HˆF(t+T ), and the correspond-
ing Floquet operator reads
Fˆ = e−
i
~U(θˆ)e−
i
~ KˆT . (6)
In general, knowledge of the propagator Fˆ over the fun-
damental period T contains all the necessary informa-
tion to generate the discrete quantum map Fˆ (nT ) = Fˆn
and study the long-time dynamics of periodically driven
quantum systems in a stroboscopic manner. The eigen-
states of the angular momentum operator, Lˆ = −i~ ∂∂θ ,
are the rotational states 〈θ|`〉 = 1√
2pi
ei`θ enumerated
by an integer quantum number ` ∈ Z with eigenvalue
~`. For a single quantum kicked rotor K(Lˆ) = Lˆ
2
2I and
V (θˆ) = k cos (θˆ), where k is the strength of the kicks.
We will show in what follows how to generalise K(Lˆ)
and V (θˆ) to establish the mapping to the MBL model.
III. MAPPING BETWEEN THE MODELS
We will now establish a mapping between the Hamil-
tonians HˆF and Hˆ, Eqs. (5) and (1) respectively. Fol-
lowing Fishman et al. [31, 32], let |A〉 be the eigenfunc-
tion of the Floquet operator (6) with eigenphase φ, that
is, Fˆ |A〉 = e−iφ |A〉. The Floquet state |A〉 is then an
eigenstate of the stroboscopic dynamics. The eigenvalue
equation can be combined with its time-reversed dual
Fˆ † |A〉 = eiφ |A〉 to read
e∓iKˆT/(2~)e∓
i
~U(θˆ)e∓iKˆT/(2~) |A˜〉 = e∓iφ |A˜〉 , (7)
where |A˜〉 = eiKˆT/(2~) |A〉. Let us define the local an-
gular momentum eigenstates |n˜〉 = |n˜1, n˜2, . . . , n˜N 〉 with
n˜ ∈ ZN , such that the free propagator Kˆ = 12I
∑N
i=1 Lˆ
2
i
with Lˆi = −i~∂θi the angular momentum operators
with eigenvalues ~ni and moment of inertia I acts as
KˆT
2~ |n˜〉 = ϕ(n˜) |n˜〉 where ϕ(n˜) ≡ k¯4
∑N
i=1 n˜
2
i ∈ R and
k¯ ≡ ~T/I.
We now generalise the kinetic energy operator Kˆ →
κˆ = Kˆ + Kˆ ′, where Kˆ ′ is undetermined at the moment
apart from the following requirements: (i) [Kˆ, Kˆ ′] = 0
allowing us to factor the operator eiκˆT/(2~) into two ex-
ponentials; and (ii) In accordance with Eq. (3a) Kˆ ′ rep-
resents nearest-neighbour contact interactions in angular
momentum space, diagonal in the Fock space. We define
the function ϕ′(n˜) through the action of the new opera-
tor: Kˆ ′ |n˜〉 = 2~2Ik¯ ϕ′(n˜) |n˜〉. It is then convenient to define
the function Φ(n˜) ≡ ϕ(n˜) + ϕ′(n˜). Inserting resolution
of the unity 1 =
∑
n˜ |n˜〉 〈n˜| and projecting from the left
onto 〈m˜|, we find from Eq. (7):(
−e±iφ + 〈m˜|Fˆ±|m˜〉
)
〈m˜|A˜〉
+
∑
n˜6=m˜
ei[Φ(m˜)−Φ(n˜)] 〈m˜|Fˆ±|n˜〉 〈n˜|A˜〉 = 0, (8)
where Fˆ+ = Fˆ
†, F− = Fˆ . We can evaluate di-
rectly to obtain 〈m˜|Fˆ |n˜〉 = e−2i Φ(m˜) 〈m˜|e− i~V (θˆ)|n˜〉
and 〈m˜|Fˆ †|n˜〉 = e2i Φ(n˜) 〈m˜|e i~V (θˆ)|n˜〉. Using the time-
reversal symmetry of HˆF, fixing the Floquet gauge with-
out loss of generality, labeling the on-site potential by
hm˜, and the wavefunction cm˜ ≡ 〈m˜|A˜〉, we obtain from
the system (8) [51]
hm˜cm˜ +
∑
n˜6=m˜
Wm˜,n˜cn˜ = cos (φ)cm˜, (9)
where
Wm˜,n˜ = Re
{
ei[Φ(m˜)+Φ(n˜)]
∫ 2pi
0
dNθ
(2pi)N
e
i
~U(θ)e−i(m˜−n˜)·θ
}
(10)
and hm˜ ≡ Wm˜,m˜. We now focus on the tight-binding
dynamics described by Eq. (9), which corresponds to an
N -body Schro¨dinger equation with a local potential hm˜
and energy eigenvalue cos (φ). While not dissimilar from
the map established in Ref. [51], it is important to notice
that Eq. (9) is distinct in that we also consider interac-
tions in the lattice model.
To produce lattice models similar to Eq. (3a), we iden-
tify cm˜ = c(l1,l2,...,lN ), label hm˜ ≡ (m˜) + V (m˜), and
take ∫ 2pi
0
dNθ
(2pi)N
cos
[
U(θ)
~
+ 2ϕ(m˜) + 2ϕ′(m˜)
]
= (m˜) + V (m˜).
(11)
We will later specialise to the case V (m˜) =
V
∑N
i=1,j>i δ|m˜i−m˜j |,1 to connect with the model (1), but
for the moment we keep the formalism general. Since the
quasi-energy is defined only modulo 2pi~/T , the left hand
side of Eq. (11) is bounded, which means that the ener-
gies and lattice models we can map to must be bounded
as well. This is a fundamental restriction with the Flo-
quet Hamiltonian, and it has important consequences for
the thermodynamic limit as we describe below.
The purpose of the interaction operator Kˆ ′ becomes
clear: it can be chosen suitably to engineer desired in-
teractions in the lattice model. In particular, when
4V (m˜) = 0, we can set ϕ′(m˜) = 0 in which case Eq. (11)
reduces to
(m˜) =
∫ 2pi
0
dNθ
(2pi)N
cos
[
U(θ)
~
+ 2ϕ(m˜)
]
, (12)
which is a quasi-periodic on-site potential e.g. if U(θ) =∑N
l=1 k
(l) cos (θl). When k¯ mod 4pi = 0, the poten-
tial (12) becomes a constant and cannot induce any local-
isation – this case corresponds to the quantum resonances
of the kicked rotor [18]. The same resonances occur in
the original single-particle map reported in Refs. [31, 32].
Using Eq. (12) in Eq. (11), we find the equation
cos [2ϕ′(m˜)] + Γ1(m˜) sin [2ϕ′(m˜)] = Γ2(m˜), (13)
where
Γ1 = −
∫ 2pi
0
dNθ
(2pi)N
sin
[
U(θ)
~ + 2ϕ(m˜)
]
∫ 2pi
0
dNθ
(2pi)N
cos
[
U(θ)
~ + 2ϕ(m˜)
] , (14a)
Γ2 = 1 +
V (m˜)∫ 2pi
0
dNθ
(2pi)N
cos
[
U(θ)
~ + 2ϕ(m˜)
] , (14b)
which must be solved for ϕ′(m˜) once the form of U(θ)
and V (m˜) has been chosen. We have the analytic solu-
tion
2ϕ′(m˜) = arctan
[±Γ1γ + Γ2
Γ1Γ2 ∓ γ
]
∈ [−pi, pi], (15)
where γ ≡
√
1 + Γ21 − Γ22. The general map (15) is the
key result of this work.
Let us choose U(θ) = ~
∑N
l=1 k
(l) cos (θl).
Then Γ1 = tan [2ϕ(m˜)], and Γ2 = 1 +
V (m˜)/
{
cos [2ϕ(m˜)]
∏N
l=1 J0
(|k(l)|)}. With this
choice, the real-valued solutions to Eq. (13) are shown
in Fig. 1i. Notably, the solution (Fig. 1i) is identically
zero when there are no interactions in the lattice model,
that is, when V (m˜) = 0. Therefore, Kˆ ′ assumes a
similar form in the angular momentum many-body Fock
space of the rotors as the interaction term is in the
configuration space lattice model, here coupling only
nearest-neighbours in angular momentum space. The
white regions in Fig. 1i correspond to the eigenvalues
of Kˆ ′ becoming complex, and with those parameters
we cannot map the Hermitian MBL model (1) to a
Hermitian kicked rotor model. The white regions are
essentially defined by the boundedness of the Floquet
energy spectrum, which simultaneously imposes an
upper bound for the magnitude of V that we can
consider in the map between the two models. Impor-
tantly, in the thermodynamic limit N →∞ the product∏N
l=1 J0
(|k(l)|) vanishes, which enforces V → 0 as well
to keep the solution to Eq. (13) real (Fig. 1i). Numerical
integration gives the same result with configuration
space interactions U(θ) ∼ cos (θi − θj). Therefore,
it appears not possible to map an extensive quantity
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FIG. 1. Many-body dynamical localisation (MBDL) of three
kicked rotors. (a,b) Non-interacting case for weak kicking
(χ = 6.0). (c,d) With χ = 6.0 and interactions from solving
Eq. (13) with V = 0.001. Localisation persists and interac-
tions change nothing qualitatively. (e,f) Non-interacting case
for strong kicking (χ = 16.0). (g,h) With χ = 16.0 and inter-
actions with V = 0.001. Localisation is either lost or signifi-
cantly weaker, that is, of longer range. (i) Real-valued solu-
tions for 2ϕ′(m˜). In (a-h) χ ≡ k(1) = k(2) = k(3), I = 0.1, and
T = ~ = 1. The initial condition is m˜1 = −1, m˜2 = 0, m˜3 = 1.
such as the contact interactions in the lattice model
to an equivalent quantum kicked rotor model in the
thermodynamic limit using our approach.
5IV. NUMERICAL SOLUTION
We now specialise to the case V (m˜) =
V
∑N
i=1,j>i δ|m˜i−m˜j |,1. For N = 2 we have
V (m˜)/V ∈ {0, 1}, and for N = 3 we have
V (m˜)/V ∈ {0, 1, 2}. When u ≡ V/h = 0 and un-
der periodic boundary conditions, the single-particle
Aubry-Andre´ model (1) has a metal-insulator transition
at g ≡ J/h = 0.5 with all eigenstates extended (lo-
calised) for g > 0.5 (g < 0.5). This transition persists for
finite u at half-filling [44], and has been observed with
N ≥ 3 kick-coupled rotors when u = 0 as a function of
the hopping strength |Wm˜,n˜|, which increases with the
kicking strength k(l) [51]. In the context of the map (9),
one can expect the mobility edge of the interacting
lattice model (1) at finite u 6= 0 to separate a many-body
dynamically localised (MBDL) phase from an extended
ergodic phase of the kicked rotors. Both the strength of
the kicks k(l) and interactions have the effect of making
the wave packet spread faster, which corresponds to
a larger effective hopping. Increasing the number of
rotors, N , increases the effect of the interactions, but
also imposes an upper bound for V .
We have simulated numerically [52] the quantum dy-
namics of coupled rotors described by HˆF, where κˆ con-
tains the coupling term Kˆ ′ as described above (Fig. 1).
Away from the quantum resonances, we observe for
N = 2 and N = 3 what appears to be a metal-insulator
transition as a function of the effective hopping, con-
trolled via the kicking strength χ ≡ k(1) = k(2) = k(3).
When χ is small (Fig. 1a–d) coupling the rotors preserves
dynamical localisation which corresponds to the MBDL
regime. On the other hand, when χ is sufficiently large,
the coupled rotors delocalise over the entire truncated
the Hilbert space (Fig. 1e–h). A defining feature of a
mobility edge at energy Ec is that the localisation length
diverges, ξ(E) ∼ 1/(E−Ec)ν . While suggestive of a mo-
bility edge, our numerical results are by nature always
insufficient to conclusively rule out exponential localisa-
tion with a larger localisation length that would become
apparent by increasing the momentum cut-off L that de-
fines the Hilbert space truncation. More conclusive ev-
idence may come from other localisation measures such
as the participation ratio and level spacing statistics of
the Floquet operator, which we will consider elsewhere.
It is also important to note that while the map (15) as-
sociates the tight-binding and kicked rotor models, and
the numerical results indicate that dynamical localisa-
tion can persist under weak interactions, one should be
careful when drawing deeper analogies. MBL is richer
in phenomenology than simply Anderson localisation of
N particles, and it remains an interesting question how
exactly these manifest through the map (15).
V. CONCLUSIONS
We have mapped the quantum motion of N coupled
kicked rotors to an interacting N -particle Anderson-
Aubry-Andre´ tight-binding problem supporting a many-
body localised phase. With the contact interactions in
angular momentum space considered here, we find nu-
merical indications that the MBDL phase of the cou-
pled kicked rotors persists for small values of the kicking
strength, which corresponds to weak effective hopping in
the lattice model.
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