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Abstract
This article presents an investigation on the global hypoellipticity problem
for systems belonging to the class P = Dt + Q(t, Dx), where Q(t, Dx) is
a m × m matrix with entries cj,k(t)Qj,k(Dx). The coefficients cj,k(t) are
smooth, complex-valued functions on the torus T ≃ R/2πZ and Qj,k(Dx) are
pseudo-differential operators on Tn. The approach consists in establishing
conditions on the matrix symbol Q(t, ξ) such that it can be transformed
into a suitable triangular form Λ(t, ξ)+N (t, ξ), where Λ(t, ξ) is the diagonal
matrix diag(λ1(t, ξ) . . . λm(t, ξ)) and N (t, ξ) is a nilpotent upper triangular
matrix. Hence, the global hypoellipticity of P is studied by analyzing the
behavior of the eigenvalues λj(t, ξ) and its averages λ0,j(ξ), as |ξ| → ∞.
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1. Introduction
This article discusses the global hypoellipticity problem for systems be-
longing to the class
P = Dt +Q(t, Dx), t ∈ T, x ∈ T
n, (1)
whereDt = i
−1∂t and T ≃ R/2πZ stands as the torus, Q(t, Dx) is am×mma-
trix operator with entries cj,k(t)Qj,k(Dx), where cj,k(t) are smooth complex-
valued functions on T and Qj,k(Dx) are pseudo-differential operators on T
n.
Let us recall that system P is globally hypoelliptic if for anym-dimensional
vectors u and f , with coordinates in D′(Tn+1) and C∞(Tn+1) respectively and
satisfying equation Pu = f ; in this case, the coordinates of u are also smooth
functions on Tn+1.
The study of global hypoellipticity for linear operators on the torus TN is a
challenging problem and has been taken into consideration by several authors
in the last decades, see [1, 2, 3, 4]. In particular, there are many works dealing
with hypoellipticity (and solvability) problems for special classes of systems
of vector fields, see [5, 6, 7]. Investigations on pseudo-differential classes are
also considered in the literature, see [8, 9, 10, 11].
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On the other hand, although the analyses for regularity of solutions, as
well as solvability and well-posedness of systems of differential and pseudo-
differential operators, defined on Rn, compose a widely explored problem
in the literature, there are apparently no published works dealing with the
global hypoellipticity problem for m-dimensional periodic systems of pseudo-
differential operators.
Hence, this article presents an approach for investigations of the global
hypoellipticity of unexplored classes of systems on the torus. For an outline
of the main results and techniques, let us consider P , as in (1), and equation
Pu = f . By using the partial Fourier transform, with respect to x, we
can conclude that the hypoellipticity problem is equivalent to analyzing the
solutions of systems
Dtû(t, ξ) +Q(t, ξ)û(t, ξ) = û(t, ξ), t ∈ T, ξ ∈ Z
n, (2)
where Q(t, ξ) = [cj,k(t)Qj,k(ξ)] is the matrix symbol of Q(t, Dx). More pre-
cisely, it is necessary, and sufficient, to prove that all derivatives of the coordi-
nates of û(t, ξ) converge to zero faster than any polynomial (see Proposition
1.2).
The main problems in this procedure involve the computations of so-
lutions for (2). To handle this obstacle, inspiration was taken from T. V.
Gramchev and M. Ruzhansky (see [12]) and C. Garetto, C. Ja¨h and M.
Ruzhansky (see [13]). These authors present classes of systems (2) (defined
on Rn) that can be reduced to a triangular form. Hence, following this in-
spiration, in the present article there are considered classes of systems such
that Q(t, ξ) = [cj,k(t)Qj,k(ξ)] has a smooth triangularization
S−1(t, ξ)Q(t, ξ)S(t, ξ) = Λ(t, ξ) +N (t, ξ),
with Λ(t, ξ) = diag(λ1(t, ξ), . . . , λm(t, ξ)), where N (t, ξ) = [rj,k(t, ξ)] is a
nilpotent upper triangular matrix. Hence, the system (2) is replaced by
Dtv(t, ξ) + [Λ(t, ξ) +N (t, ξ)]v(t, ξ) = g(t, ξ), t ∈ T, ξ ∈ Z
n, (3)
where
v(t, ξ) = S(t, ξ)û(t, ξ) and g(t, ξ) = S(t, ξ)f̂(t, ξ).
However, to guarantee equivalence between the behaviors of solutions of
(2) and (3) when |ξ| → ∞, it is necessary that S, and its inverse S−1, have
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a polynomial growth of type
sup
t∈T
‖∂αt S(t, ξ)‖Cm×m ≤ C|ξ|
γ, and sup
t∈T
‖∂αt S
−1(t, ξ)‖Cm×m ≤ C∗|ξ|
γ∗ . (4)
It is important to point out that a triangularization satisfying (4) can be
easily obtained for the constant coefficients case Q(t, Dx) = [Qj,k(Dx)]m×m,
since in this configuration we get
Dtû(t, ξ) + [Qj,k(ξ)]û(t, ξ) = f̂(t, ξ), ξ ∈ Z
n. (5)
Thus, we can use the following, and well known, Schur’s triangularization
process (see [14]):
Lemma 1.1 (Schur’s triangularization). Let A be an m × m complex
matrix. Then, there exists a unitary matrix S such that S∗AS is upper tri-
angular with diagonal elements rj,j = λj.
Given this result we have
S−1(ξ)Q(ξ)S(ξ) = Λ(ξ) +N (ξ), ∀ξ ∈ Zn.
Moreover, since S(ξ) and S−1(ξ) are unitary, for every ξ, the estimates (4) are
automatically satisfied. Thus, we may replace (5) by its equivalent triangular
form
Dtv(t, ξ) + (Λ(ξ) +N (ξ))v(t, ξ) = g(t, ξ), ξ ∈ Z
n.
Section 2 presents a complete analysis for the constant coefficient case
and starts off with an investigation for systems of the type L = [Lj,k(Dy)],
y ∈ TN . Theorem 2.3 establishes necessary and sufficient conditions for the
global hypoellipticity in view of the eigenvalues of the matrix-symbols L(η).
These conditions are extended to the system P = Dt + Q(Dx) by Theorem
2.5. Examples and applications are presented in Subsections 2.1 and 2.2.
Furthermore, Subsection 2.3 discusses the problem of perturbations, that
is, systems of the type
Lǫ = L+ ǫQ, ǫ ∈ C,
for ǫ in some small ball at the origin. The main result that follows is Theorem
2.9, where the essential hypothesis is that the eigenvalues of Lǫ(η) have an
analytic expansion on ǫ (see (16)).
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Now, concerning the general system P = Dt + Q(t, Dx) in (2), the con-
cept of strongly triangularizable symbols, as defined in (3.3), is introduced in
Section 3. Broadly speaking, this is a class for which there exists a smooth
triangular form (3) satisfying condition (4). The main result that follows is
Theorem 3.11 where it is shown that, under suitable conditions, P is globally
hypoelliptic if and only if each constant coefficient operator
L0,k = Dt + λ0,k(Dx), k = 1, . . . , m
is globally hypoelliptic on Tn+1, where λ0,k(Dx) is formally defined by
λ0,k(Dx)w(x) =
∑
ξ∈Zn
eix·ηλ0,k(ξ)ŵ(ξ),
and λ0,k(ξ) = (2π)
−1
∫ 2π
0
λk(t, ξ)dt, for ξ ∈ Zn.
It is important to emphasize that the hypotheses on Theorem 3.11 are
independent on the order of the operators Qj,k = Qj,k(Dx). In particular, this
means that the results can be applied in the case where Qj,k are differential
operators. This is a surprising contrast with the scalar case m = 1, where,
in general, it is not possible to apply the equivalence, suggested by Theorem
3.11, for classes of differential operators.
Regarding the introduction of strongly triangularizable symbols, it is im-
portant to emphasize that the main inspiration comes from the approaches
presented in [12, 13]. These works handle with the triangularization problem
for matrices of pseudo-differential operators on Rn and, in particular, they
have shown how to compute the matrices S and S−1. Hence, it is proven, in
Section 4 (in Theorems 4.1 and 4.4) that the symbol Q(t, ξ) can be strongly
triangularized, under suitable conditions on its eigenvectors.
1.1. Notations and preliminary results
Throughout this paper the variables on T, Tn and TN are denoted by t, x
and y, respectively, with corresponding dual variables τ ∈ Z, ξ ∈ Zn and
η ∈ ZN .
As usual, D′(TN) and C∞(TN ) stand as the spaces of distributions and
smooth functions on TN , respectively. Also, D′m(T
N) and C∞m (T
N ) denote the
spaces of m-dimensional vectors with coordinates in D′(TN ) and C∞(TN ).
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The analyses will use the characterizations of D′(TN ) and C∞(TN ) by
means of the Fourier coefficients. For this, let us recall that if u ∈ D′(TN ),
then its Fourier coefficients are defined by
û(η) = (2π)−N < u, e−iyη > , η ∈ ZN .
For N = n + 1, the partial Fourier coefficients, with respect to x ∈ Tn,
are given by
û(t, ξ) = (2π)−n < u(t, ·), e−ixξ >, ξ ∈ Zn, t ∈ T.
Proposition 1.2. Let {aη}η∈ZN be a sequence of complex numbers, {cξ(t)}ξ∈Zn
be a sequence of smooth functions on T and the formal series
v(y) =
∑
η∈ZN
aηe
iy·η and u(t, x) =
∑
ξ∈Zn
cξ(t)e
ix·ξ.
Thus, we have the following:
(a) the series v converges in D′(TN) if and only if there exists positive
constants M , C and R such that
|aη| ≤ C|ξ|
−M , |ξ| ≥ R. (6)
Moreover, v(y) ∈ C∞(TN) if and only if estimate (6) is fulfilled for
every M > 0. In both cases we have v̂(η) = aη.
(b) the series u converges in D′(Tn+1) if and only if, for any α ∈ Z+, there
are positive constants M , C and R such that
sup
t∈T
|∂αt cξ(t)| ≤ C|ξ|
−M , |ξ| ≥ R. (7)
Moreover, u ∈ C∞(Tn+1) if and only if estimate (7) holds true for every
M > 0. In both cases we have cξ(·) = û(·, ξ).
By Ψν(TN ) we denote the class of pseudo-differential operators on TN , of
order ν ∈ R, formally defined by
a(Dy)u(y) =
∑
η∈ZN
eiy·ηa(η)û(η), (8)
6
with symbol a(η) = {a(η)}η∈ZN satisfying
|a(η)| ≤ C|η|ν, ∀η ∈ ZN . (9)
For further information regarding the quantization of pseudo-differential op-
erators on the torus, see M. Ruzhansky and V. Turunen in [15].
The next Theorem is an extension of the results presented in Greenfield’s
and Wallach’s work in [16].
Theorem 1.3. The operator a(Dy), given by (8), is globally hypoelliptic on
TN if and only if there exists positive constants C, M and R such that
|a(η)| ≥ C|η|−M , |η| ≥ R.
In reference [9], authors R. B. Gonzalez, A. Kirilov, C. Medeira and F.
de A´vila Silva, characterize the global hypoellipticity of operators belonging
to class
P = Dt + c(t)a(Dx), (t, x) ∈ T
n+1, (10)
in view of the functions
t ∈ T 7→ λ(t, ξ)
.
= c(t)a(ξ), ξ ∈ Zn,
and its averages
λ0(ξ) = (2π)
−1
∫ 2π
0
λ(t, ξ)dt, ξ ∈ Zn.
The following Theorem summarizes some the results in [9] that are related
with the present investigations.
Theorem 1.4. Let P be as in (10), set c(t) = p(t) + iq(t) and a(ξ) =
α(ξ) + iβ(ξ).
(a) if P is globally hypoelliptic, then the set
ZP = {ξ ∈ Z
n; λ0(ξ) ∈ Z}
is finite and the operator P0 = Dt + c0a(Dx) is globally hypoelliptic,
where c0 denotes the average c0 = (2π)
−1
∫ 2π
0
c(t)dt;
7
(b) if P0 is globally hypoelliptic and the functions
T ∋ t 7→ ℑλ(t, ξ) = p(t)β(ξ) + q(t)α(ξ)
do not change sign, for sufficiently large |ξ|, then P is globally hypoel-
liptic.
(c) the following statements are equivalent:
i) P0 is globally hypoelliptic;
ii) there exist positive constants C, M and R such that
|τ + λ0(ξ)| ≥ C(|τ |+ |ξ|)
−M , for all |τ |+ |ξ| ≥ R;
iii) there exist positive constants C˜, M˜ and R˜ such that
|1− e±2πiλ0(ξ)| ≥ C˜|ξ|−M˜ , for all |ξ| ≥ R˜.
2. Systems with constant coefficients
This section discusses global hypoellipticity for systems with constant co-
efficients. The starting point is an analysis of the case L = [Lj,k(Dy)]m×m,
where Lj,k(Dy) ∈ Ψν(TN ) is a pseudo-differential operator with symbol
Lj,k(η).
Notice that, if u ∈ D′m(T
N ) is a solution of Lu = f ∈ C∞m (T
N ), then we
obtain the systems
L(η)û(η) = f̂(η), ∀η ∈ ZN ,
where L(η) = [Lj,k(η)]m×m, η ∈ ZN .
Proposition 2.1. If the system L is globally hypoelliptic, then the set
ZdetL = {η ∈ Z
N ; detL(η) = 0}
is finite.
Proof: Suppose that ZdetL is infinite and choose sequences {ηj}j∈N ⊂ ZdetL
and {aj}j∈N ⊂ Cm such that ‖aj‖Cm = 1 and L(ηj)aj = 0. Hence,
û(η) =
{
aj, if η = ηj ,
0, if η 6= ηj ,
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defines a vector u ∈ D′m(T
N) \C∞m (T
N). Once Lu = 0, then L is not globally
hypoelliptic.

Note that if ZdetL is finite, then there is some positive constant R such
that L(η) is invertible for all |η| ≥ R. In this case, û(η) is uniquely defined
by û(η) = L(η)−1f̂(η), and we can write
L(η)−1 =
adjL(η)
detL(η)
, |η| ≥ R,
where adjL(η) is the cofactor matrix of L(η), namely, the transpose of the
matrix with entries
aj,k(η) = (−1)
j+k detLj|k(η),
where Lj|k(η) is the (m − 1) × (m − 1) matrix constructed by deleting the
jth row and the kth column of L(η).
Since the entries aj,k(η) are bounded by some polynomial, thus it follows
from the equalities
ûj(η) =
∑m
i=1 aj,i(η)fi(η)
detL(η)
, j = 1, . . . , m,
that a sufficient condition for the global hypoellipticity is obtained by con-
sidering a controlled growth on the determinant detL(η), as stated by the
next Proposition.
Proposition 2.2. If there exist positive constants C,M and R such that
|detL(η)| ≥ C|η|−M , |η| ≥ R,
then the system L is globally hypoelliptic.
Our next step is to study the global hypoellipticity of L by analyzing the
behavior of the eigenvalues λ1(η), . . . , λm(η) of the symbols L(η). For this,
assume, without lost of generalities, that
|λ1(η)| ≤ |λ2(η)| ≤ . . . ≤ |λm(η)|, η ∈ Z
N , (11)
and define the sequences {λj(η)}η∈ZN , for j = 1, . . . , m.
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Theorem 2.3. The system L is globally hypoelliptic if and only if there are
positive constants Cj, Mj and Rj satisfying
|λj(η)| ≥ Cj|η|
−Mj , |η| ≥ Rj , (12)
for j = 1, . . . , m.
Proof: The sufficiency is a consequence of the identity detL(η) =
∏m
j=1 λj(η)
and Proposition 2.2. Conversely, assume that {λk(η)}η∈ZN does not satisfy
(12), for some k ∈ {1, . . . , m}, and let {vk(η)}η∈ZN be an associated sequence
of unitary eigenvectors.
Consider {ηℓ}ℓ∈N ⊂ Z
N satisfying |λk(ηℓ)| < |ηℓ|
−ℓ and set
û(η) =
{
vk(ηℓ), if η = ηℓ,
0, if η 6= ηℓ.
and f̂(η) =
{
λk(ηℓ)vk(ηℓ), if η = ηℓ,
0, if η 6= ηℓ.
These sequences define vectors u ∈ D′m(T
N ) \ C∞m (T
N) and f ∈ C∞m (T
N )
such that Lu = f , hence L is not globally hypoelliptic.

Remark 2.4. If the original system is triangular, that is,
L(Dy) =

λ1(Dy) r1,2(Dy) . . . r1,m(Dy)
0 λ2(Dy) . . . r2,m(Dy)
...
...
...
...
0 0 . . . λm(Dy)
 ,
then the operators rj,k(Dy) play no role on the global hypoellipticity, since the
eigenvalues of L(η) do not depend on rj,k(η).
Systems on T× Tn
Let us apply the previous results for systems in the class
P = Dt +Q(Dx), (t, x) ∈ T× T
n, (13)
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where Q(Dx) = [Qj,k(Dx)]m×m and Qj,k(Dx) ∈ Ψν(Tn). We can start by
observing that equation Pu = f is equivalent to
P (τ, ξ)û(τ, ξ) = f̂(τ, ξ), (τ, ξ) ∈ Z× Zn,
where P (τ, ξ) = τ +Q(ξ), with τ = Im×mτ .
By applying Schur’s Lemma 1.1 to Q(ξ) we obtain a unitary matrix S(ξ)
such that
S∗(ξ)Q(ξ)S(ξ) = Λ(ξ) +N (ξ), ξ ∈ Zn,
where Λ(ξ) = diag(κ1(ξ), . . . , κm(ξ)) and
N (ξ) =

0 r1,2(ξ) r1,3(ξ) . . . r1,m(ξ)
0 0 r2,3(ξ) . . . r2,m(ξ)
...
...
...
...
...
0 0 . . . 0 rm−1,m(ξ)
0 0 . . . . . . 0
 .
Since the matrices S(ξ) and S−1(ξ) are unitary, we obtain
‖Q(ξ)‖Cm×m = ‖Λ(ξ) +N (ξ)‖Cm×m, ∀ξ ∈ Z
n,
hence it follows from (9) the existence of positive constants C1 and C2 satis-
fying
|κj(ξ)| ≤ C1|ξ|
ν and |rj,k(ξ)| ≤ C2|ξ|
ν, |ξ| → ∞.
In particular, we can define the operators κj(Dx) and rj,k(Dx), given by
the symbols {κj(ξ)}ξ∈Zn and {rj,k(ξ)}ξ∈Zn, respectively. Also, we have the
triangular system
P = P(Dt, Dx) = Dt + Λ(Dx) +N (Dx), (t, x) ∈ T
n+1,
where Λ(Dx) = diag(κ1(Dx), . . . , κm(Dx)) and N (Dx) = [rj,k(Dx)]. The
symbols of P are
P(η) = P(τ, ξ) =

λ1(τ, ξ) r1,2(ξ) r1,3(ξ) . . . r1,m(ξ)
0 λ2(τ, ξ) r2,3(ξ) . . . r2,m(ξ)
...
...
...
...
...
0 0 . . . . . . λm(τ, ξ)
 , (τ, ξ) ∈ Z×Zn,
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with eigenvalues λj(η) = λj(τ, ξ) = τ + κj(ξ).
We claim that P is globally hypoelliptic if and only if P is globally
hypoelliptic. Indeed, consider g ∈ C∞m (T
N ), v ∈ D′m(T
N) and define f̂(η)
.
=
S(η)ĝ(η) and û(η)
.
= S(η)v̂(η). Since S(η) is unitary, we obtain f ∈ C∞m (T
N )
and u ∈ D′m(T
N ). Finally, the equivalence of systems
P(η)v̂(η) = ĝ(η) and P (η)û(η) = f̂(η)
ensures the equivalence between Pu = f and Pv = g.
With these discussions we have proved the following:
Theorem 2.5. The system P = Dt + Q(Dx) is globally hypoelliptic if and
only if there are positive constants Cj, Mj and Rj such that
|τ + κj(ξ)| ≥ Cj(|τ |+ |ξ|)
−Mj , |τ |+ |ξ| ≥ Rj ,
for j = 1, . . . , m.
Corollary 2.6. The following statements hold true:
(a) If P is globally hypoelliptic, then the set
ZdetP = ZdetP = {(τ, ξ) ∈ Z
n+1; detP(τ, ξ) = 0}
is finite.
(b) P is globally hypoelliptic if and only if the operators Lj = Dt + κj(Dx)
are globally hypoelliptic.
Proof: Part a) is a direct consequence of Proposition 2.1, while the proof of
b) is given by combining Theorem 1.4, part (c) and Theorem 2.5.

2.1. Example: higher order equations
This example discusses the hypoellipticity of the operator
P = Dmt +
m∑
j=1
Dm−jt Qj(Dx), (t, x) ∈ T
n+1,
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where Qj(Dx) ∈ Ψν(Tn). The equation Pu = f is equivalent to
Dmt û(t, ξ) +
m∑
j=1
Dm−jt qj(ξ)û(t, ξ) = f̂(t, ξ), ξ ∈ Z
n,
which can be rewritten as the system
Dtv(t, ξ) +

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
...
...
−qm(ξ) −qm−1(ξ) . . . . . . −q1(ξ)
 v(t, ξ) = g(t, ξ), (14)
by the standard transformations
v1 = û, vk =
∂k−1û
∂tk−1
, k = 2, . . . , m
and g1 = . . . = gm−1 = 0, gm = f̂ .
Let Q(Dx) be the matrix-operator with symbols given by matrix in (14)
and set P˜ = Dt + Q(Dx). Clearly, the operator P is globally hypoelliptic if
and only if the related system P˜ is also globally hypoelliptic.
As an illustration, consider the second order operator
P = D2t − 2αDt(−∆x)
1/2 + β2∆x,
where ∆x = −
∑n
j=1 ∂
2
xj
, for x ∈ Tn.
Then, we have
Dtv(t, ξ) +
[
0 1
−β2|ξ|2 2α|ξ|
]
v(t, ξ) = g(t, ξ),
with eigenvalues
λ1(τ, ξ) = τ + |ξ|ρ1 and λ2(τ, ξ) = τ + |ξ|ρ2,
where ρ1,2 = −α ±
√
α2 − β2.
If α2 − β2 < 0, then ρ1,2 are not real and P is globally hypoelliptic.
However, the case of real roots could be much more complicated since, in
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general, we can not apply the usual approximations by rational numbers,
once τ/|ξ| may be irrational. For instance, when α = β, it is necessary to
analyze ∣∣∣∣ τ|ξ| − α
∣∣∣∣ , |ξ| → ∞.
A complete discussion for these type of approximations can be found in
[9].
2.2. Example: sum of commutative systems
Let {Aj}nj=1 be a family of commuting m × m complex matrices with
eigenvalues {κj,ℓ}
m
ℓ=1, for j = 1, . . . , n. Consider Qj(Dxj) ∈ Ψ
νj(Txj ), the
system
P = Dt +
n∑
j=1
AjQj(Dxj ), (t, x1, . . . , xn) ∈ T× T
n
and assume the following:
Lemma 2.7 (Simultaneous Schur’s triangularization). Let F be a fam-
ily of commutingm×m complex matrices. Then, there exists a unitary matrix
S such that S∗AS is triangular, for any A ∈ F .
Now, let u be a solution of Pu = f and consider the related system
P (τ, ξ)û(τ, ξ) = f̂(τ, ξ), where
P (τ, ξ) = τ +
n∑
j=1
qj(ξj)Aj , (τ, ξ) ∈ Z× Z
n, τ = Im×mτ.
It follows from the Lemma 2.7 the existence of a unitary matrix S such
that
S∗AjS = diag(κj,1, . . . , κj,m) +Nj, j = 1, . . . , n,
hence we obtain the equivalent triangular system P(τ, ξ)v(τ, ξ) = g(τ, ξ)
given by
P(τ, ξ) = τ +
n∑
j=1
qj(ξj)(Λj +Nj), (τ, ξ) ∈ Z× Z
n, τ = Im×mτ.
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Therefore, P is globally hypoelliptic if and only if there exist positive
constants Cℓ, Mℓ and Rℓ such that∣∣∣∣∣τ +
n∑
j=1
qj(ξj)κj,ℓ
∣∣∣∣∣ ≥ Cℓ|(τ, ξ)|−Mℓ, |τ |+ |ξ| ≥ Rℓ, (15)
for ℓ = 1, . . . , m.
As an example, consider the differential case Qj(Dxj ) = Dxj and assume
that each Aj is symmetric. Thus, the conditions in (15) is connected with the
simultaneous approximations of {κ1,ℓ, . . . , κm,ℓ} by rational numbers, that is,
the analysis of the quantities
|τ + κ1,ℓξ1 + . . .+ κn,ℓξn|, τ ∈ Z, ξ = (ξ1, . . . , ξn) ∈ Z
n,
for each ℓ = 1, . . . , m.
2.3. Perturbations of globally hypoelliptic systems
This subsection discusses the hypoellipticity of the perturbed system
Lǫ = L+ ǫQ, ǫ ∈ C,
for ǫ in some small ball at the origin, where Q = [Qj,k(Dy)] and L0 = L =
[Lj,k(Dy)] stands for the unperturbed system. The eigenvalues of L(η) and
Q(η) are denoted by λj(η) and κj(η), respectively.
The main goal is to investigate the effect of Q on the global hypoellipticity
of L, which is equivalent to analyzing the eigenvalues λǫ,j(η) of Lǫ(η) in terms
of λj(η) and κj(η).
If we admit the commutative hypothesis [L,Q] = 0, then we can apply a
simultaneous triangularization to the matrices L(η) and Q(η). Further, the
system Lǫ(η)û(η) = f̂(η) is equivalent to the corresponding triangular form
(Λǫ +Nǫ)v(η) = g(η), where Λǫ is the diagonal matrix with entries
λǫ,j(η) = λj(η) + ǫκj(η), j = 1, . . . , m,
and Nǫ = NL + ǫNQ. Hence, for commutative perturbations we have the
following:
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Theorem 2.8. Admit [L,Q] = 0. Then, Lǫ is globally hypoelliptic if and
only if there are positive constants Cj, Mj and Rj such that
|λj(η) + ǫκj(η)| ≥ Cj |η|
−Mj , |η| ≥ Rj ,
for j = 1, . . . , m.
On the other hand, the general case [L,Q] 6= 0 is much more challenging
since, in general, there isn’t an unified theory for the study of λǫ,j(η) in terms
of λj(η) and κj(η). To handle this problem, let us take a similar approach to
the one taken in [17], by A. Kirilov and F. de A´vila Silva, where the authors
consider the theories developed in [18] by T. Kato and in [19] by F. Rellich.
The key point used there is the following assumption: the eigenvalues and
eigenvectors of Lǫ(η) have an analytic expansion of the type
λǫ,j(η) = λj(η) +
∞∑
k=1
σj,k(η) ǫ
k and vǫ,j(η) = vj(η) +
∞∑
k=1
vǫ,j(η) ǫ
k, (16)
in a small ball at the origin, where vj(η) is a corresponding eigenvector of
λj(η). (In particular, such analytic expansion holds when Lǫ(η) is normal in
some ball |ǫ| < ǫ′, as the reader can see in [20]).
The next result enables us to shed light on the problem of perturbations.
Theorem 2.9. Assume that for |ǫ| < ǫ0 the set
ZdetLǫ = {η ∈ Z
n; detLǫ(η) = 0}
is finite, and that the eigenvalues of Lǫ(η) can be written as in form (16),
for all η ∈ ZN .
Then, the system Lǫ = L+ ǫQ is globally hypoelliptic if and only if there
are positive constants Cj,Mj and Rj such that∣∣∣∣∣λj(η) +
∞∑
k=1
σj,k(η)ǫ
k
∣∣∣∣∣ ≥ Cj |η|−Mj , |η| ≥ Rj, j = 1, . . . , m.
Corollary 2.10. Let Pǫ be the perturbed system
Pǫ = Dt + Lǫ, (t, y) ∈ T× T
n,
16
such that the set ZdetPǫ is finite and the eigenvalues of Lǫ(η) satisfy (16), for
|ǫ| < ǫ0.
Under these conditions, Pǫ is globally hypoelliptic if and only if there are
positive constants Cj ,Mj and Rj satisfying∣∣∣∣∣τ + λj(ξ) +
∞∑
k=1
σj,k(ξ)ǫ
k
∣∣∣∣∣ ≥ Cj|(τ, ξ)|−Mj , |τ |+ |ξ| ≥ Rj,
for j = 1, . . . , m.
Remark 2.11. It is important to point out that any application of Theo-
rem 2.9 necessarily involves the calculations of the coefficients σj,k(η). An
approach concerning this process can be found in Chapter two in [18].
It is possible to illustrate the previous results with an adaptation from
Example 6.4 in [17].
Example 1. Consider the operators
λj(D)u(t, x) =
∑
τ∈Z, ℓ∈N
ei(t,x)·(τ,ℓ)(−1)jωℓ û(τ, ℓ), j = 1, 2,
defined on T2, for some ω ∈ C fixed, and
q(Dx)v(x) =
∑
ℓ∈N
eix·ℓq(ℓ) v̂(ℓ),
an operator on Tx, of order 0 ≤ ν < 1.
Let Λ(D) and Q(D) be the matrix operators
Λ(D) = diag(λ1(D), λ2(D)) and Q(D) =
[
0 q(Dx)
q(Dx) 0
]
,
and set Lǫ = Λ(D) + ǫQ(D).
Thus, the eigenvalues of Lǫ(ℓ) = Λ(ℓ) + ǫQ(ℓ) are
λǫ,1(ℓ) = −ωℓ−
(q(ℓ))2
2ωℓ
ǫ2 +
(q(ℓ))4
(2ωℓ)3
ǫ4 +O(ǫ6),
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and
λǫ,2(ℓ) = ωℓ+
(q(ℓ))2
2ωℓ
ǫ2 −
(q(ℓ))4
(2ωℓ)3
ǫ4 +O(ǫ6).
In particular, there exists a positive constant ǫ1 such that Lǫ is globally
hypoelliptic for |ǫ| < ǫ1, as the reader can see in [17].
3. Systems with variable coefficients
This Section addresses the systems P = Dt + Q(t, Dx), where Q(t, Dx)
is an m ×m matrix operator with symbols Q(t, ξ) = [cj,k(t)Qj,k(ξ)]. Let us
recall that equation Pu = f ∈ C∞m (T
n+1), with u ∈ D′m(T
n+1), is equivalent
to
Dtû(t, ξ) +Q(t, ξ)û(t, ξ) = f̂(t, ξ), t ∈ T, ξ ∈ Z
n, (17)
where û(t, ξ) and f̂(t, ξ) denotes the m-dimensional vectors
û(t, ξ) = (û1(t, ξ), . . . , ûm(t, ξ)) and f̂(t, ξ) = (f̂1(t, ξ), . . . , f̂m(t, ξ)).
This Section analyzes the global hypoellipticity of P by studying the
coordinates ûj(t, ξ) in the sense of Proposition 1.2. The starting point is the
introduction of strongly triangularizable symbols which enables the study of
a suitable triangular system associated to (17).
Firstly, the analysis is restricted to symbols having smooth eigenvalues
and satisfying a polynomial growth.
Definition 3.1. We say that Q(t, ξ) satisfies condition (A ) if, for each k ∈
{1, . . . , m}, the eigenvalues λk(t, ξ) fulfill the following conditions:
(a) they are smooth functions on T×Zn, that is, the maps T ∋ t 7→ λk(t, ξ)
are smooth, for all ξ ∈ Zn;
(b) given α ∈ Z+, there exists C = C(α, k) and µk = µk(α) such that
sup
t∈T
|∂αt λk(t, ξ)| ≤ C|ξ|
µk , |ξ| → ∞. (18)
Remark 3.2. We point out that the study of differentiability for eigenval-
ues (and eigenvectors) is a highly non trivial problem (even for holomorphic
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matrices). For more information on this subject, see Sections 5.4 and 5.5 in
[18].
Regarding condition (18) let us observe that many classes of examples con-
sist in systems given by Q(t, Dx) = Q(Dx)A(t), where Q(Dx) is a pseudo-
differential operator on Tn, of order ν, and A(t) is a smooth m × m ma-
trix having smooth eigenvalues σ1(t), . . . , σm(t). In this case, for each k ∈
{1, . . . , m}, we obtain
sup
t∈T
|∂αt λk(t, ξ)| = |q(ξ)|max
t∈T
|∂αt σk(t)| ≤ CQ,k,α|ξ|
ν.
Definition 3.3. Let Q(t, ξ) be a symbol satisfying condition (A ). We say
that Q(t, ξ) is strongly triangularizable if it satisfies the following conditions:
(B1) for each ξ ∈ Zn, there exists a triangularization
S−1(t, ξ)Q(t, ξ)S(t, ξ) = Λ(t, ξ) +N (t, ξ),
where Λ(t, ξ) = diag(λ1(t, ξ), . . . , λm(t, ξ)) and N (t, ξ) is a smooth
upper-triangular matrix
N (t, ξ) =

0 r1,2(t, ξ) . . . r1,m(t, ξ)
0 0 . . . r2,m(t, ξ)
...
...
...
...
0 0 0 rm−1,m(t, ξ)
0 0 . . . 0
 .
(B2) the matrices S and S
−1 are smooth on T × Zn and, for any α ∈ Z+,
there exist positive constants Cℓ, Rℓ and γℓ, for ℓ = 1, 2, such that
sup
t∈T
‖∂αt S(t, ξ)‖Cm×m ≤ C1|ξ|
γ1 and sup
t∈T
‖∂αt S
−1(t, ξ)‖Cm×m ≤ C2|ξ|
γ2,
for all |ξ| ≥ Rℓ.
Additionally, Q(t, ξ) is strongly triangularizable with diagonal bounded
from below if it satisfies the extra condition:
(B3) for each k ∈ {1, . . . , m}, there exists a positive constant θk such that
ℑλk(t, ξ) ≥ −θk, t ∈ T, ∀ξ ∈ Z
n.
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Finally, a system (17) with a strongly triangularizable symbol (with di-
agonal bounded from below) is said to be a strongly triangularizable system
(with diagonal bounded from below).
Remark 3.4. Section 4 presents sufficient conditions for Q(t, ξ) to be strongly
triangularizable. It also presents a process for the construction of matrices
S, S−1 and N .
Now, the investigation proceeds by assuming that system (17) is strongly
triangularizable. Firstly, it is important to emphasize the following proper-
ties:
(i) condition (B1) implies that (17) can be rewritten in the triangular form
(Dt + Λ(t, ξ) +N (t, ξ))v(t, ξ) = g(t, ξ), (19)
where
v(t, ξ) = S(t, ξ)û(t, ξ) and g(t, ξ) = S(t, ξ)f̂(t, ξ);
(ii) it follows from (18) and (19) that the entries rj,k(t, ξ) of N have all
derivatives bounded by some polynomial, namely, for every α ∈ Z+,
there exists C = C(α, j, k) and µj,k = µj,k(α) such that
sup
t∈T
|∂αt rj,k(t, ξ)| ≤ C|ξ|
µj,k , |ξ| → ∞. (20)
(iii) in view of condition (B2), we obtain that a coordinate of the vector
v(t, ξ) satisfies (7) if and only if the corresponding coordinate of û(t, ξ)
also satisfies (7).
(iv) we can replace the study of solutions of (17) by the study of solutions
of (19).
Remark 3.5. The requirement of conditions (18) and (B3) will be clarified
by Theorem 3.8.
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3.1. The study of triangularizable systems
Admit that P = Dt + Q(t, Dx) is strongly triangularizable, let u ∈
D′m(T
n+1) be a solution of Lu = f ∈ C∞m (T
n+1), and rewrite the system
(19) in the form
Dtv1(t, ξ) + λ1(t, ξ)v1(t, ξ) + . . .+ r1,m(t, ξ)vm(t, ξ) = g1(t, ξ)
Dtv2(t, ξ)λ2(t, ξ)v2(t, ξ) + . . .+ r2,m(t, ξ)vm(t, ξ) = g2(t, ξ)
...
Dtvm(t, ξ) + λm(t, ξ)vm(t, ξ) = gm(t, ξ)
(21)
Since the terms Dtvk(t, ξ) + λk(t, ξ)vk(t, ξ) (in each line of this system)
play an important role in this analysis, then let us introduce the following
family of operators
Lk = {L
ξ
k = Dt + λk(t, ξ), ξ ∈ Z
n},
for each k ∈ {1, . . . , m}, as well as the following definition:
Definition 3.6. We say that the family Lk is globally hypoelliptic if the fol-
lowing conditions hold: for every ω ∈ D′(Tn+1) and h ∈ C∞(Tn+1) satisfying
the equations
L
ξ
k ω̂(t, ξ) = ĥ(t, ξ), ∀ξ ∈ Z
n, (22)
we have ω ∈ C∞(Tn+1).
For each k ∈ {1, . . . , m} we define the operators
λ0,k(Dx)w(x) =
∑
ξ∈Zn
eix·ηλ0,k(ξ)ŵ(ξ),
and
L0,k = Dt + λ0,k(Dx),
where λ0,k(ξ) = (2π)
−1
∫ 2π
0
λk(t, ξ)dt.
Let us recall that, by Theorem 1.4, the operator L0,k is globally hypoel-
liptic if and only if there exist positive constants Ck, Mk and Rk satisfying
|τ + λ0,k(ξ)| ≥ Ck(|τ |+ |ξ|)
−Mk, for all |τ |+ |ξ| ≥ Rk,
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or equivalently, there exist positive constants C˜k, M˜k and R˜k such that
|1− e±2πiλ0,k(ξ)| ≥ C˜k|ξ|
−M˜k , for all |ξ| ≥ R˜k. (23)
The next result exhibits a necessary condition for the global hypoelliptic-
ity of a family Lk.
Proposition 3.7. If Lk is globally hypoelliptic, then the set Zk = {ξ ∈
Zn; λ0,k(ξ) ∈ Z} is finite.
Proof: Suppose that Zk is infinite an let {ξℓ}ℓ∈N ⊂ Zk be an increasing
sequence. For each ℓ ∈ N, choose tℓ ∈ [0, 2π] satisfying∫ tℓ
0
ℑλk(r, ξℓ)dr = max
t∈T
∫ t
0
ℑλk(r, ξℓ)dr,
and, by setting κℓ
.
= exp
(
−
∫ tℓ
0
ℑλk(r, ξℓ)dr
)
, define
û(t, ξ) =
{
κℓ exp
(
−i
∫ t
0
ℑλk(r, ξℓ)dr
)
, if ξ = ξℓ,
0, if ξ 6= ξℓ.
Since ξℓ ∈ Zk, it follows that û(·, ξ) are smooth and 2π-periodic. More-
over, {û(t, ξ)}ξ∈Zn defines a distribution u ∈ D′(Tn+1) \ C∞(Tn+1) such that
L
ξ
k û(t, ξ) = 0, for every ξ ∈ Z
n. Hence, the family Lk is not globally
hypoelliptic.

Now, the next result presents a first connection between the analysis of
the system P = Dt +Q(t, Dx) and the related constant coefficient operators
L0,k.
Theorem 3.8. Admit that {λk(t, ξ)} satisfies (B3). Then, L0,k is globally
hypoelliptic if and only if the family Lk is globally hypoelliptic.
Remark 3.9. It is important to emphasize that the proof of this result is a
slight modification of the proofs of Theorem 3.5 in [9] and Theorem 3.3 in
[21].
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Proof: Assume that L0,k is globally hypoelliptic and consider ω and h
satisfying equations (22). It follows from Theorem 1.4, part (a), that Zk is
finite. Hence, the solutions of (22) can be written in the form
ω̂(t, ξ) =
1
e2πiλ0,k(ξ) − 1
∫ 2π
0
exp
(
i
∫ t+s
t
λk(r, ξ) dr
)
ĥ(t + s, ξ)ds,
for |ξ| large enough.
Now, let α be a non-negative integer and consider N1 > 0. By apply-
ing the Leibniz formula and estimates (7), (18) and (23) we obtain positive
constants C1 and R1 such that
|∂αt ω(t, ξ)| ≤ C1|ξ|
−N1+θk
∫ 2π
0
exp
(
−
∫ t+s
t
ℑλk(r, ξ)dr
)
ds, |ξ| ≥ R1.
The exponential term in the last integral is bounded in view of condition
(B3), thus ω is a smooth function on T
n+1.
For the converse, admit that L0,k is not globally hypoelliptic. Thus, in
view of (23), there is a sequence {ξℓ}ℓ∈N such that |ξℓ| is strictly increasing,
|ξℓ| > ℓ and
|1− e−2πiλ0,k(ξℓ)| < |ξℓ|
−ℓ, for all ℓ ∈ N. (24)
If Zk is infinite, then Lk is not globally hypoelliptic in view of Proposition
3.7, thus we can proceed by assuming that Zk is finite and, in particular, we
admit ξℓ 6∈ Zk, for all ℓ ∈ N.
For each ℓ, we may choose tℓ ∈ [0, 2π] so that
∫ t
tℓ
ℑλk(r, ξℓ)dr 6 0, for all
t ∈ [0, 2π]. Indeed, for all t ∈ [0, 2π] we can write∫ t
tℓ
ℑλk(r, ξℓ)dr =
∫ t
0
ℑλk(r, ξℓ)dr −
∫ tℓ
0
ℑλk(r, ξℓ)dr
and we take tℓ satisfying∫ tℓ
0
ℑλk(r, ξℓ)dr = max
t∈[0,2π]
∫ t
0
ℑλk(r, ξℓ)dr.
Passing to a subsequence, if necessary, we can assume that tℓ → t0, for
some t0 ∈ [0, 2π]. Consider I to be a closed interval in (0, 2π) such that
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t0 6∈ I and let φ be a real-valued function compactly supported in I, such
that 0 6 φ(t) 6 1 and
∫ 2π
0
φ(t)dt > 0.
For each ℓ, let f̂(·, ξℓ) be a 2π−periodic extension of
(1− e−2πiλ0,k(ξℓ)) exp
(
−
∫ t
tℓ
iλk(r, ξℓ)dr
)
φ(t).
Since λ0,k(ξ) is bounded by |ξ|νk and
∫ t
tn
ℑλk(r, ξn)dr 6 0, for all t ∈
[0, 2π], we obtain a function f ∈ C∞(Tn+1) defined by
f(t, x) =
{ ∑∞
n=1 f̂(t, ξn)e
ixξn , ξ = ξℓ,
0, ξ 6= ξℓ.
On the other hand, straightforward calculations show that u =
∑
ξ∈ Zn û(t, ξ)e
ix·ξ
belongs to D′(Tn+1) \ C∞(Tn+1), where
û(t, ξℓ) =
1
1− e−2πiλ0,k(ξℓ)
∫ 2π
0
exp
(
−
∫ t
t−s
iλk(r, ξℓ)dr
)
f̂(t− s, ξℓ)ds,
for ξ = ξℓ and û(t, ξℓ) = 0, for ξ 6= ξℓ.
Since L ξk û(t, ξ) = −if̂ (t, ξ), for every ξ ∈ Z
n, we obtain that Lk is not
globally hypoelliptic.

Remark 3.10. It is important to emphasize that condition (B3) can be re-
placed by
ℑλk(t, ξ) ≤ θk, t ∈ T, ∀ξ ∈ Z
n,
since the solutions of (22) have the equivalent form
ω(t, ξ) =
1
1− e−2πiλ0,k(ξ)
∫ 2π
0
exp
(
−i
∫ t
t−s
λk(r, ξ) dr
)
h(t− s, ξ)ds.
Hence, we get the boundedness
sup
s∈[0,2π]
∣∣∣∣exp(−i ∫ t
t−s
λk(r, ξ) dr
)∣∣∣∣ = sup
s∈[0,2π]
∣∣∣∣exp(∫ t
t−s
ℑλk(r, ξ) dr
)∣∣∣∣
≤ e2πθk .
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At this point it is possible to exhibit the main result.
Theorem 3.11. Suppose that Q(t, ξ) is a strongly triangularizable symbol
with diagonal bounded from below. Then, the system P = Dt + Q(t, Dx) is
globally hypoelliptic if and only if the diagonal system
L0 = diag(L0,1, . . . ,L0,m)
is globally hypoellitpic.
Proof: Let us prove the sufficiency part. For this, assume that L0 is globally
hypoelliptic and let u ∈ D′m(T
n+1) be a solution of Pu = f ∈ C∞m (T
n+1). We
apply the triangularization process and rewrite the triangular system (21) in
the form{
Dtvk(t, ξ) + λk(t, ξ)vk(t, ξ) = g˜k(t, ξ), k = 1, . . . , m− 1,
Dtvm(t, ξ) + λm(t, ξ)vm(t, ξ) = gm(t, ξ),
(25)
where
g˜k(t, ξ) = gk(t, ξ)−
m∑
j=k+1
rj,k(t, ξ)vj(t, ξ). (26)
The global hypoellipticity of L0 implies that each L0,j is globally hypoel-
liptic and, by Theorem 3.8, each family Lj is also globally hypoelliptic.
Given k ∈ {1, . . . , m}, consider the formal series
vk(t, x) =
∑
ξ∈Zn
eix·ξvk(t, ξ) and gk(t, x) =
∑
ξ∈Zn
eix·ξgk(t, ξ).
By the triangularization process we have gk(t, x) ∈ C
∞(Tn+1), for every
k ∈ {1, . . . , m}. The last equation in (25) implies that L ξmvm(t, ξ) = gm(t, ξ),
for all ξ ∈ Zn. Hence, the hypoellipticity of Lm ensures that vm(t, x) is a
smooth function on Tn+1.
Now, for k = m− 1 we obtain
L
ξ
m−1vm−1(t, ξ) = g˜m−1(t, ξ) = gm−1(t, ξ)− rj,m−1(t, ξ)vm(t, ξ), ∀ξ ∈ Z
n.
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Since rj,ℓ satisfies (20), then all derivatives of the term rj,m−1(t, ξ)vm(t, ξ)
converge to zero faster than any polynomial, which implies
g˜m−1(t, x) =
∑
ξ∈Zn
eix·ξ g˜m−1(t, ξ) ∈ C
∞(Tn+1),
hence vm−1(t, x) ∈ C∞(Tn+1), in view of the hypoellipticity of Lm−1.
Finally, by successive applications of these arguments, we obtain that
each component vk defines a smooth function on T
n+1. Thus, v ∈ C∞m (T
n+1)
and P is globally hypoelliptic.
To prove the necessary part, we admit that L0 is not globally hypoelliptic.
This assumption implies that at least one of the operators L0,k is also not
globally hypoelliptic, and, consequently, neither is the family Lk.
Assume, for a moment, that k = 1. Hence, there exists v1 ∈ D
′(Tn+1) \
C∞(Tn+1) and g1 ∈ C∞(Tn+1) such that L
ξ
1 v̂1(t, ξ) = ĝ1(t, ξ), for all ξ ∈ Z
n.
Thus, the vector v̂(t, ξ) = (v̂1(t, ξ), 0, . . . , 0) satisfies the equation
(Dt + Λ(t, ξ) +N (t, ξ))v̂(t, ξ) = (ĝ1(t, ξ), 0, . . . , 0),
which implies P not globally hypoelliptic.
Now, let us assume that for some k < m we have L1, L2, . . ., Lk−1 glob-
ally hypoelliptic and Lk not globally hypoelliptic. Consider vk, gk playing
the roles of v1 and g1 in the previous argument.
Since L0,k−1 is globally hypoelliptic there exits R > 0 such that e
2πiλ0,k−1(ξ) 6=
1, for |ξ| ≥ R. Thus, we can define
v̂k−1(t, ξ) =
1
e2πiλ0,k−1(ξ) − 1
∫ 2π
0
exp
(
i
∫ t+s
t
λk−1(r, ξ) dr
)
hk−1(t+ s, ξ)ds,
for |ξ| ≥ R and v̂k−1(t, ξ) = 0 for |ξ| < R, where
hk−1(t, ξ) = −i rk−1,k(t, ξ)v̂k(t, ξ), |ξ| ≥ R.
In view of the hypoellipticity of L0,k−1 and the hypothesis on vk, we can
conclude that
vk−1(t, x) =
∑
ξ∈Zn
eix·ξ v̂k−1(t, ξ) ∈ D
′(Tn+1).
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In particular, we have
L
ξ
0,k−1v̂k−1(t, ξ) =
{
−rk−1,k(t, ξ)v̂k(t, ξ), |ξ| ≥ R,
0, |ξ| < R,
and, by defining
ĝk−1(t, ξ) = L
ξ
0,k−1v̂k−1(t, ξ) + rk−1,k(t, ξ)v̂k(t, ξ),
we get
gk−1(t, x) =
∑
ξ∈Zn
eix·ξ ĝk−1(t, ξ) ∈ C
∞(Tn+1),
since ĝk−1(t, ξ) = 0, for |ξ| ≥ R.
By repeating these arguments it is possible to construct k−1 distributions
v1, . . . , vk−1 and k − 1 smooth functions g1, . . . , gk−1 such that the vector
v̂(t, ξ) = (v̂1(t, ξ), . . . , v̂k−1(t, ξ), v̂k(t, ξ), 0, . . . , 0)
satisfies
(Dt + Λ(t, ξ) +N (t, ξ))v̂(t, ξ) = (ĝ1(t, ξ), . . . , ĝk−1(t, ξ), ĝk(t, ξ), 0, . . . , 0),
which implies that P is not globally hypoelliptic.
The case k = m is similar since it is enough to consider the vectors
v̂(t, ξ) = (v̂1, . . . , v̂k−1, v̂m) and ĝ(t, ξ) = (ĝ1, . . . , ĝk−1, ĝm),
for which (Dt+Λ(t, ξ)+N (t, ξ))v̂(t, ξ) = ĝ(t, ξ). Thus, the proof is completed.

Example 2. Let P = Dt + Q(t, Dx) be a system such that Q(t, Dx) =
c(t)[Qj,k(Dx)]. In this case Q(t, ξ) = c(t)Q(ξ) is strongly triangularizable,
since we can apply Schur’s triangularization for Q(ξ). Hence, Pu = f is
equivalent to
Dtv(t, ξ) + c(t)(Λ(ξ) +N (ξ))v(t, ξ) = g(t, ξ).
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The eigenvalues of this system are λk(t, ξ) = c(t)λk(ξ) with averages
λ0,k(ξ) = c0λk(ξ), where c0 = (2π)
−1
∫ 2π
0
c(t)dt. Then, we have
L
ξ
k = Dt + c(t)λk(ξ), and L0,k = Dt + c0λk(Dx).
Further, if (B3) is fulfilled, then P is globally hypoelliptic if and only if
there exist positive constants Ck, Mk and Rk such that
|τ + c0λk(ξ)| ≥ Ck(|τ |+ |ξ|)
−Mk , for all |τ |+ |ξ| ≥ Rk,
for k = 1, . . . , m.
Example 3. Let {Aj}nj=1 be a family of m × m commuting matrices with
eigenvalues {σj,ℓ}mℓ=1. Given n pseudo-differential operators Pj(Dxj), each
one defined on Txj , we can set the following system
P = Dt +
n∑
j=1
cj(t)AjPj(Dxj ), (t, x) ∈ T
n+1.
In view of the commutative assumption, we may apply the simultaneous
triangularization to {Aj}
n
j=1. Then, the corresponding system (17) can be
rewritten as
Dtv(t, ξ) +A(t, ξ)v(t, ξ) = g(t, ξ),
where
A(t, ξ) =

λ1(t, ξ) ρ1,2(t, ξ) . . . ρ1,m(t, ξ)
0 λ2(t, ξ) . . . ρ2,m(t, ξ)
...
...
...
...
0 0 . . . λm(t, ξ)
 ,
with
λℓ(t, ξ) =
n∑
j=1
cj(t)σj,ℓ pj(ξj), and ρℓ,k(t, ξ) =
n∑
j=1
cj(t)r
j
ℓ,kpj(ξj).
In this case we have the operators
Lℓ = Dt +
n∑
j=1
cj(t)σj,ℓ Pj(Dxj) and L0,ℓ = Dt +
n∑
j=1
c0,jσj,ℓ Pj(Dxj).
28
Thus, if λℓ(t, ξ) satisfies (B3), then P is globally hypoelliptic if and only if
there are positive constants Cℓ, Mℓ and Rℓ such that∣∣∣∣∣τ +
n∑
j=1
c0,jσj,ℓ pj(ξj)
∣∣∣∣∣ ≥ Cℓ(|τ |+ |ξ|)−Mℓ, for all |τ |+ |ξ| ≥ Rℓ,
for ℓ = 1, . . . , m.
4. Reduction to the triangular form
The aim of this Section is to present sufficient conditions on a matrix
symbol Q(t, ξ) such that it can be triangularized in the sense of definition
(3.3). The triangularization process shown in the sequel follow the same ideas
used in [13], hence it is possible to omit some steps in this presentation. In
view of this, attention will be focused on the verification that, under suitable
hypotheses, the triangularization
S−1(t, ξ)Q(t, ξ)S(t, ξ) = Λ(t, ξ) +N (t, ξ)
is smooth, that is, the matrices S, S−1 and N have entries belonging to
C∞(T× Zn).
Furthermore, Theorem 4.4 exhibits conditions such that
sup
t∈T
‖∂αt S(t, ξ)‖Cm×m ≤ C1|ξ|
γ1 and sup
t∈T
‖∂αt S
−1(t, ξ)‖Cm×m ≤ C2|ξ|
γ2, (27)
as |ξ| → ∞, for some constants Cj and γj .
Theorem 4.1. Let A(t, ξ) = [aj,k(t, ξ)] be a m ×m matrix with aj,k(t, ξ) ∈
C∞(T×Zn). Admit that its eigenvalues λ1(t, ξ), . . . , λm(t, ξ) and correspond-
ing eigenvectors h1(t, ξ), . . . , hm−1(t, ξ) are also smooth and that
〈h(i)(t, ξ), e1〉 6= 0, ∀(t, ξ) ∈ T× Z
n,
holds for all i = 1, . . . , m − 1, with the notation to be explained, and e1 ∈
Rm−i+1.
Then, there exist smooth matrices S(t, ξ), invertible for all (t, ξ) ∈ T×Zn,
with smooth inverses S−1(t, ξ), such that
S−1(t, ξ)A(t, ξ)S(t, ξ) = Λ(t, ξ) +N (t, ξ),
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for all (t, ξ) ∈ T×Zn, where Λ(t, ξ) = diag(λ1(t, ξ), . . . , λm(t, ξ)) and N (t, ξ)
is an upper-triangular nilpotent matrix with entries rj,k(t, ξ) ∈ C∞(T× Zn).
Remark 4.2. The proof of this theorem is given as follows: by Proposition
4.3 below, it is possible to start by working with a pair eigenvalue-eigenvector,
say λ− h, and exhibit a decomposition
S−1AS =
[
λ ∗
0 E
]
,
for some matrix E , of order m−1. Thus, the procedure consists in successive
reapplications of this process to the matrix E .
Proposition 4.3. Let λ(t, ξ) be an eigenvalue of A(t, ξ) and h(t, ξ) an as-
sociated eigenvector with both of them smooth on T×Zn. Suppose that there
exists j ∈ {1, . . . , m} with
〈h(t, ξ), ej〉Cm 6= 0, ∀(t, ξ) ∈ T× Z
n, (28)
where ej denotes the j-th element of the standard basis of R
m.
Then, there are a smooth matrices E(t, ξ), of order m− 1, and S(t, ξ) of
order m, invertible for all (t, ξ) ∈ T × Zn, with a smooth inverse S−1(t, ξ),
such that
S−1(t, ξ)A(t, ξ)S(t, ξ) =

λ(t, ξ) a1,2(t, ξ) . . . a1,m(t, ξ)
0
... E(t, ξ)
0
 . (29)
Proof: Without lost of generalities (see Remark 5 in [13]) we can admit
j = 1 in (28). Define
vi(t, ξ) =
〈h(t, ξ), ei〉Cm
〈h(t, ξ), e1〉Cm
∈ C∞(T× Zn), i = 1, . . . , m,
and the matrices
S(t, ξ) =

v1 0 . . . 0
v2
... Im−1
vm
 and S−1(t, ξ) =

v1 0 . . . 0
−v2
... Im−1
−vm
 ,
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where Im−1 is the identity matrix of order m− 1.
With these constructions, it can be verified that (29) is fulfilled. Once
each coordinate vi(t, ξ) is smooth, we obtain that S, S
−1 and E are also
smooth on T× Zn.

Proof of Theorem 4.1
As observed, the full triangularization is given by applying Proposition 4.3
to E(t, ξ) for m−2 times. To present a sketch of this process, let A(t, ξ) be as
in the Theorem 4.1 and h1(t, ξ), . . . , hm−1(t, ξ) be the associated eigenvectors
to the eigenvalues λ1(t, ξ), . . . , λm−1(t, ξ).
The construction of vectors h(i)(t, ξ) starts by setting h(1)
.
= h1 and, as in
Proposition 4.3, by assuming
〈h(1)(t, ξ), e1〉 6= 0, ∀(t, ξ) ∈ T× Z
n.
Hence, we obtain
S−11 AS1 =

λ1 a1,2 . . . a1,m
0
... Em−1
0
 ,
where S1 = [v1 e2 . . . em], v1 = [v11 . . . v1m]
T and
v1j(t, ξ) =
〈h(1)(t, ξ), ej〉Cm
〈h(1)(t, ξ), e1〉Cm
∈ C∞(T× Zn).
Now, we shall see how to apply this process to Em−1. For this, consider
the projector πk : R
m → Rm−k, given by πk(x1, . . . , xm) = (xk+1, . . . , xm).
Notice that S−11 h2 is an eigenvector of S
−1
1 AS1, with eigenvalue λ2. Fur-
thermore,
h(2)
.
= (π1 ◦ S
−1
1 ) · h2
is an eigenvector of Em−1, smooth on T× Zn, and corresponding to λ2.
31
By assuming
〈h(2)(t, ξ), e1〉 6= 0, ∀(t, ξ) ∈ T× Z
n,
for e1 = (1, 0, . . . , 0) ∈ Rm−1, we get from Proposition 4.3 the following
decomposition
S˜−12 Em−1S˜2 =

λ2 ∗ . . . ∗
0
... Em−2
0
 ,
where the first row is the first row of Em−1. The matrix S˜2 = [v2 e2 . . . em−1]
is computed by setting v2 = [v22 . . . v2m]
T and
v2j(t, ξ) =
〈h(2)(t, ξ), ej〉Cm−1
〈h(2)(t, ξ), e1〉Cm−1
∈ C∞(T× Zn).
Moreover, by defining
S2 =

1 0 . . . 0
0
... S˜2
0

we get
S−12 S
−1
1 AS1S2 =

λ1 ∗ ∗ . . . ∗
0 λ2 ∗ . . . ∗
0 0
...
... Em−2
0 0
 .
The full triangularization is obtained by using an inductive argument on
the order of the matrices Ej. The exhibition is restricted to only show how
to construct vectors h(i) and matrices Sk: for i ∈ {2, . . . , m− 1}, let us set
h(i)
.
=
(
πi−1 ◦ S
−1
i−1 ◦ S
−1
i−2 ◦ . . . ◦ S
−1
1
)
· hi,
which are evidently smooth on T × Zn. The matrices Sk are inductively
defined by
Sk =
[
Ik−1 0
0 S˜k
]
, with S˜k = [vk e2 . . . em−k], (30)
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where ei ∈ Rm−k and
vkj(t, ξ) =
〈h(k)(t, ξ), ej〉Cm−k
〈h(k)(t, ξ), e1〉Cm−k
∈ C∞(T× Zn), j = k, . . . , m. (31)
Finally, S(t, ξ) is the smooth matrix given by
S = S1 ◦ S2 ◦ . . . ◦ Sm−1. (32)

4.1. Strongly triangularizable symbols
Notice that a matrix symbol Q(t, ξ) that satisfies both condition (A )
and the hypotheses of Theorem 4.1 can be smoothly triangularized. Hence,
conditions such that estimates (27) are fulfilled, are all that remains for the
strong triangularization of Q(t, ξ). This is the aim of the next Theorem.
Theorem 4.4. Let Q(t, ξ) be a symbol satisfying condition (A ) and the hy-
potheses of Theorem 4.1. Assume that the eigenvectors hℓ(t, ξ), ℓ = 1, . . . , m−
1, satisfy the following properties:
(a) for any α ∈ Z+ there exists C > 0 and µℓ = µℓ(α) such that
|∂αt hℓ(t, ξ)| ≤ C|ξ|
µℓ, t ∈ T, |ξ| → ∞;
(b) if hℓ,i(t, ξ) denotes the i-th coordinate of hℓ, then there exists κℓ,i such
that
|hℓ,i(t, ξ)| ≥ C|ξ|
κℓ,i, t ∈ T, |ξ| → ∞.
Under these conditions, Q(t, ξ) is strongly triangularizable.
Proof:
In view of the construction given in the proof of Theorem 4.1 (especially
equations (30) and (32)), it is enough to show that each matrix S˜k satisfies
(27). Hence, we should analyze the derivatives of the entries vkj(t, ξ) given
by (31).
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To simplify the notations let us proceed by omitting the index ℓ in the
eigenvectors. Thus, writing h(k)(t, ξ) = (h
(k)
1 (t, ξ), . . . , h
(k)
m−k(t, ξ)) we obtain
vkj(t, ξ) =
〈h(k)(t, ξ), ej〉Cm−k
〈h(k)(t, ξ), e1〉Cm−k
=
h
(k)
j (t, ξ)
h
(k)
1 (t, ξ)
,
and by the Leibniz formula we get
∂αt vkj =
α∑
γ=0
(
α
γ
)
∂α−γt h
(k)
j ∂
γ
t
(
1
h
(k)
1
)
, α ∈ Z+.
Now, by seek of simplicity, write ω = h
(k)
1 . It follows from the Faa` di
Bruno’s formula that
∂γt
(
ω−1
)
=
∑
∆(γ)
[
γ!
β!
(−1)|β||β|!
(
ω−1
)|β|+1 γ∏
s=1
(
∂stω
s!
)βs]
,
where ∆(γ) = {β ∈ Zγ+;
∑γ
s=1 s βs = γ}.
Conditions (a) and (b) imply that∣∣∣∣∂stωs!
∣∣∣∣βs ≤ C2|ξ|µβs(s!)−βs and |ω|−(|β|+1) ≤ C1|ξ|−κ1(|β|+1),
respectively, for µ = µ(s), and |ξ| ≥ R1. Hence
|∂γt
(
ω−1
)
| ≤
∑
∆(γ)
[
γ!
β!
|β|! C−(|β+1|)1 |ξ|
−κ1(|β|+1)|ξ|µ|β|
γ∏
s=1
(
C2
s!
)βs]
≤ |ξ|µγ
∑
∆(γ)
[
γ!
β!
|β|! C−(|β+1|)1
γ∏
s=1
(
C2
s!
)βs]
= C3|ξ|
µγ, |ξ| ≥ R2. (33)
for a positive constant R2 and µ = µ(γ) = max{µ(s); s = 1, . . . , γ}.
Finally, inequalities |∂α−γt h
(k)
j | ≤ C4|ξ|
µ, for µ = µ(α, γ), and (33) imply
|∂αt vkj| ≤
α∑
γ=0
(
α
γ
)
|∂α−γt h
(k)
j |
∣∣∂γt (ω−1)∣∣
≤ C3C4C5|ξ|
µ,
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as |ξ| → ∞, where µ = µ(α) = max{µ(α, γ) + µ(γ)γ; γ = 0, . . . , α}.
Therefore, there are C > 0 and R > 0 such that
|∂αt vkj(t, ξ)| ≤ C|ξ|
µ, ∀ |ξ| ≥ R,
and the proof is completed.

Example 4. Consider the system P = Dt +Q(t, Dx) given by
Q(t, Dx) =
[
0 a2(t)Dx
Dx 0
]
, (t, x) ∈ T2,
where a(t) 66= 0 is real valued.
The eigenvalues are ±a(t)ξ and we can choose (1 , 1/a(t)) as the eigen-
vector associated to λ1 = a(t)ξ. By applying Proposition 4.1, we obtain[
1 0
−1/a(t) 1
]
Q(t, ξ)
[
1 0
1/a(t) 1
]
=
[
a(t)ξ a2(t)ξ
0 −a(t)ξ
]
.
Notice that Q(t, ξ) is strongly triangularizable with diagonal bounded from
below, since its eigenvalues are real-valued functions. Thus, following the
notations of Section 3 we set
L
ξ
1 = Dt + a(t)ξ and L
ξ
2 = Dt − a(t)ξ.
Hence, system P is globally hypoelliptic if and only if there exist constants
satisfying
|τ ± a0ξ| ≥ C(|τ |+ |ξ|)
−M , for all |τ |+ |ξ| ≥ R,
or equivalent, if a0 is an irrational non-Liouville number.
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