Quelques méthodes d'intelligence artificielle pour la modélisation de l'élève by Py, Dominique
Quelques me´thodes d’intelligence artificielle pour la
mode´lisation de l’e´le`ve
Dominique Py
To cite this version:
Dominique Py. Quelques me´thodes d’intelligence artificielle pour la mode´lisation de l’e´le`ve.
Sciences et Techniques Educatives, Hermes, 1998, 5(2). <hal-00190201>
HAL Id: hal-00190201
https://telearn.archives-ouvertes.fr/hal-00190201
Submitted on 23 Nov 2007
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Quelques methodes d'intelligence arti-
cielle pour la modelisation de l'eleve
Dominique Py
IRISA






E : Cet article presente quelques-unes des techniques d'intelligence articielle
qui ont ete utilisees pour la modelisation de l'eleve : la planication, l'apprentissage,
le diagnostic et la revision de croyances. Chacune de ces techniques est decrite brie-
vement, puis son application a la modelisation de l'eleve est presentee et illustree par
un ou deux exemples representatifs. Les avantages et les inconvenients de ces die-
rentes methodes sont discutes. Enn, nous dressons un bilan de ce tour d'horizon et
evoquons quelques perspectives.
ABSTRACT : This paper presents some of the articial intelligence techniques which
have been used for student modeling : planning, machine learning, diagnosis and belief
revision. Each technique is briey described, then its application to student modeling
is presented and illustrated by a few examples. The advantages and drawbacks of these
methods are discussed. We end this survey with some directions for further researches.
MOTS-CL

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1. Introduction
Les systemes d'Enseignement Intelligemment Assiste par Ordinateur (ou
EIAO), egalement appeles Environnements Interactifs d'Apprentissage avec
Ordinateur, visent a faire acquerir des savoirs a un apprenant. Pour facili-
ter cette acquisition, il est souhaitable d'adapter l'interaction tuteur/eleve en
fonction de chaque eleve. Cette personnalisation est obtenue par l'elaboration
et l'exploitation d'un \modele de l'eleve", ensemble d'informations propres a un
apprenant. Ces informations peuvent e^tre de natures diverses, mais le plus sou-
vent elles portent sur les connaissances et les savoir-faire que le systeme attribue
a l'eleve au vu de son comportement. Sous le terme \modelisation de l'eleve"
sont regroupes des travaux divers, portant sur la modelisation cognitive des
processus d'apprentissage, la representation informatique de ces modeles, ou le
diagnostic de l'etat cognitif d'un eleve. Dans cet article, nous nous interessons
principalement aux techniques d'intelligence articielle qui permettent d'elabo-
rer automatiquement un modele de l'eleve en cours d'interaction. Une grande
variete de methodes a ete proposee depuis l'apparition de cette problematique.
Dans un premier temps, elles etaient pluto^t speciques au tuteur considere,
puis on a cherche a transposer des techniques provenant d'autres domaines de
l'intelligence articielle, qu'elles soient numeriques ou symboliques.
L'objectif de cet article est de presenter quelques-unes des methodes d'intel-
ligence articielle qui ont ete appliquees a la modelisation de l'eleve. Chacune
d'elles est decrite brievement, puis son application a la modelisation de l'eleve
est presentee et illustree par un ou deux exemples representatifs. Il ne s'agit pas
de dresser une liste exhaustive des travaux dans le domaine, mais de decrire
quelques realisations interessantes en essayant de degager leurs avantages et
leurs limites.
Le plan adopte dans cet article est le suivant : la seconde section est consa-
cree aux methodes classiques de modelisation ; les sections trois a six decrivent
quatre familles de travaux portant respectivement sur la planication, l'appren-
tissage, le diagnostic et la revision ; enn la derniere section tire les conclusions
de ce panorama.
2. Methodes classiques de modelisation de l'eleve
Les recherches sur les premiers tuteurs intelligents se sont focalisees sur la
modelisation de l'expertise du domaine. Puis, on a ressenti la necessite de dispo-
ser de connaissances sur l'eleve au sein des tuteurs. Pour adapter l'interaction
et la pedagogie a l'eleve, il est apparu indispensable de disposer d'informa-
tions sur les aptitudes, les connaissances et les lacunes propres a chaque eleve.
Or, ceci etait justement facilite par l'existence d'un corpus de connaissances
constituees sur le domaine : le modele de l'expert. Aussi est-il apparu naturel
de prendre comme modele de l'eleve une copie, plus ou moins complete, du
modele de l'expert.
Dans un modele de type \expertise partielle" (overlay), l'expertise est de-
coupee en unites de base, et le modele de l'eleve se compose d'un sous-ensemble
de ces entites. Aux deux extre^mes, un modele vide correspond a l'eleve qui n'au-
rait aucune connaissance du domaine, tandis qu'un modele identique a celui de
l'expert correspond a l'eleve qui aurait atteint le me^me niveau de ma^trise qu'un
expert du domaine. Chaque item de connaissance du modele de l'eleve peut e^tre
etiquete par une valeur discrete (par exemple, connu/inconnu) ou continue (sur
un intervalle allant de zero a un).
Ce principe de modelisation a ete concu dans le cadre des tuteurs West
[BB 82] et Wusor [GOL 82]. Il a ete repris et etendu de maniere a traiter
explicitement les conceptions incorrectes dans les systemes Buggy et Debuggy
[BUR 82].
2.1. West
West est un tuteur base sur un jeu a deux joueurs, de type \jeu de l'oie".
L'eleve joue contre l'ordinateur. West vise a faire pratiquer l'arithmetique a
l'eleve. Chaque joueur a son tour recoit trois nombres tires au hasard, avec
lesquels il doit composer une expression arithmetique utilisant l'addition, la
soustraction ou la multiplication. La valeur de l'expression obtenue indique le
nombre de cases dont le joueur fait avancer son pion.
Les connaissances necessaires a ce jeu sont d'une part des connaissances
arithmetiques (bon emploi des operateurs et des parentheses), d'autre part des
connaissances strategiques sur le jeu (utilisation des raccourcis, des cases qui
permettent de rejouer, etc.). Ces connaissances sont regroupees dans le modele
de l'expert, qui est ainsi capable de jouer de maniere optimale. Apres chaque
coup joue par l'eleve, le systeme determine les connaissances eectivement uti-
lisees par l'eleve et les compare aux connaissances qu'aurait utilisees l'expert
dans la me^me situation. Le modele de l'eleve memorise, pour chaque connais-
sance, le nombre de fois ou l'eleve l'a utilisee a bon escient, le nombre de fois
ou l'eleve l'a utilisee a mauvais escient, et le nombre de fois ou l'eleve ne l'a
pas utilisee alors que l'expert l'a utilisee.
Le modele de l'eleve est ensuite consulte par le tuteur pour individualiser
le guidage et les aides. Par exemple, le tuteur ne donne des conseils a l'eleve
que sur les connaissances que ce dernier ma^trise mal.
2.2. Wusor
Wusor est un tuteur base sur un jeu qui fait manipuler des probabilites
a l'eleve. Les connaissances exprimees dans le modele de l'expert sont de na-
ture operatoire. Mais a la dierence de West, ou les connaissances ne sont
pas structurees a l'interieur du modele, les connaissances dans Wusor sont or-
ganisees en un graphe genetique. Chaque nud du graphe est une procedure
elementaire. Les arcs entre deux nuds expriment les relations entre les pro-
cedures : generalisation/specialisation, analogie, deviation/correction et simpli-
cation/anement. Des connaissances proches sont donc representees par des
nuds voisins dans le graphe genetique, en particulier les procedures visant le
me^me but forment un ^lot de nuds interconnectes. Cette structuration du mo-
dele permet de guider le diagnostic et l'enseignement. Le modele de l'eleve est
constitue du sous-graphe representant les connaissances attribuees a l'eleve.
Goldstein fait l'hypothese que les connaissances nouvellement acquises sont
proches des connaissances deja acquises, et focalise le diagnostic a la frontiere
du modele de l'eleve. Si l'eleve ameliore ses performances, le tuteur attribuera
de preference ce gain a l'acquisition de connaissances proches des connaissances
deja acquises.
Les interventions pedagogiques de Wusor, comme celles de West, sont gui-
dees par le modele de l'eleve. Les conseils portent sur les connaissances proches
de celles deja acquises, qui sont supposees plus facilement assimilables par
l'eleve que des connaissances eloignees.
Dans les tuteurs tels que West ou Wusor, les erreurs commises par l'eleve
s'expliquent en termes d'absence de connaissances : c'est l'ignorance de telle
regle ou de tel concept qui amene l'eleve a ne pas jouer le meilleur coup possible.
Une autre approche consiste a representer dans le modele de l'eleve des regles
dont l'application produit un resultat incorrect. Cette methode a ete utilisee
par Burton et Brown dans les systemes Buggy et Debuggy.
2.3. Buggy et Debuggy
En etudiant les comportements des eleves sur des problemes d'arithmetique,
Burton et Brown ont fait l'hypothese que les erreurs proviennent de procedures
elementaires incorrectes pluto^t que de dicultes a appliquer l'algorithme. Pour
simuler le comportement d'un eleve qui eectue des soustractions, ils ont realise
le systeme Buggy, dans lequel les connaissances sont representees par un reseau
de procedures elementaires. Toute procedure correcte peut e^tre remplacee par
une procedure incorrecte ayant le me^me domaine d'application (par exemple,
n-0 = n devient 0-n = n). Un tel reseau de procedures correctes et incorrectes
constitue un modele de l'eleve executable, qui eectue des soustractions de
maniere incorrecte mais coherente, en commettant toujours les me^mes types
d'erreurs. Ces principes de representation ont ete appliques a la construction
automatique d'un modele de l'eleve : a partir d'un ensemble de reponses donnees
par un eleve, Debuggy construit le reseau de procedures correctes et incorrectes

















































Figure 2.1 : Methodes classiques de modelisation
Les hypotheses de modelisation sous-jacentes a ces systemes (considerer le
modele de l'eleve comme un sous-ensemble du modele de l'expert, augmente
d'un ensemble de conceptions incorrectes) etaient a l'origine liees a des applica-
tions (West, Wusor, Buggy). Elles ont ete reprises largement et ont donne lieu
a de nombreuses realisations, sans doute en raison de leur relative simplicite
de mise en uvre (reutiliser le modele de l'expert, y adjoindre eventuellement
des erreurs, ce qui necessite cependant un recensement prealable).
2.4. Formalisation logique du diagnostic
Plus recemment, une formalisation logique de ces methodes de diagnostic
a ete proposee par Aiello, Cialdea et Nardi [ACN 91]. Le diagnostic est vu
comme un metaraisonnement, qui suppose de savoir resoudre des problemes
dans le domaine considere, comparer la solution correcte a celle de l'eleve et
engendrer des hypotheses sur les conceptions incorrectes qui expliquent les re-
ponses de l'eleve. Pour cela, trois types de connaissances sont necessaires : le
modele de l'expert E, le modele de l'eleve S et le catalogue des erreurs B.
Ces structures constituent le niveau objet : chacune est une theorie du premier
ordre, constituee d'une collection d'axiomes et d'un systeme logique pour eec-
tuer des deductions. La formule-cle du metaniveau, reliant une theorie objet C
a la metatheorie MT est la formule derivable
C
(x; y) ou x et y sont des variables
libres, telle que pour tout ensemble ni de formules  et toute formule , s'il
existe une preuve non triviale de  dans C utilisant exactement les formules de




La reponse de l'eleve est la formule , les connaissances utilisees pour pro-
duire cette reponse forment l'ensemble , la theorie objet C est E seul (pour
une reponse correcte) ou bien E [B (pour une reponse incorrecte). Expliquer
la reponse de l'eleve se ramene a construire une ou plusieurs derivations, les
comparer et choisir la meilleure suivant le critere souhaite.
Ce cadre logique peut e^tre vu comme une formalisation abstraite des diag-
nostiqueurs implementes dans des systemes tels que Debuggy ou LMS [SLE 82].
3. Planication et reconnaissance de plan
Le raisonnement sur les plans est un theme important en intelligence arti-
cielle. De maniere classique, un plan est considere comme une sequence or-
donnee d'actions qui vise a satisfaire un but donne. Chaque action est denie
par ses preconditions (les faits qui doivent e^tre vrais pour que l'action soit
executable) et ses eets (les modications apportees a l'etat du monde par
l'execution de l'action).
Les premiers travaux en planication portaient sur des actions et des plans
deterministes, dans un monde dont l'etat etait suppose entierement connu. Les
recherches actuelles visent a traiter l'incertitude, l'imprecision et l'incompletude
qui caracterisent les situations reelles.
3.1. Planication en EIAO
Deux familles de travaux se distinguent. La generation de plan consiste a
produire le plan qui permet de satisfaire un but donne (en EIAO, elle s'applique
par exemple a la generation de plans pedagogiques [LFV 92]). La reconnais-
sance de plan est le processus reciproque : elle consiste a decouvrir, a partir de
l'observation de quelques actions, le plan mis en uvre par le sujet observe. Elle
s'applique a la modelisation de l'eleve lorsque la resolution du probleme ne peut
s'obtenir par l'execution pas a pas d'un algorithme (comme en arithmetique),
mais requiert le choix d'actions adaptees, a l'aide d'heuristiques, et peut ame-
ner a des retours en arriere (comme en algebre ou en geometrie). Pour ce type
de problemes, il existe en general plusieurs solutions d'ecacite variable. On
considere alors ces dierentes solutions comme des plans et le systeme cherche
a reconna^tre le plan execute par l'eleve a partir des actions observees. Ceci
permet de prevoir les prochaines actions, ou bien d'inferer les etapes interme-
diaires non observees. La reconnaissance de plan suppose de conna^tre les plans
existants : c'est une contrainte forte dans la mesure ou leur nombre est genera-
lement eleve. Pour contourner cet obstacle, on peut utiliser une bibliotheque de
plans abstraits, qui seront specialises, ou bien generer ces plans a la demande.
La reconnaissance de plan permet d'elaborer un modele local a une session,
ou a un probleme, puisqu'elle vise a inferer la strategie mise en uvre pour
atteindre un but donne. En revanche, elle ne permet pas a elle seule de produire
un modele a long terme des connaissances et des savoir-faire de l'eleve.
3.2. Macsyma Advisor
Un des premiers systemes incluant une modelisation de l'eleve basee sur la
reconnaissance de plan est Macsyma Advisor [GEN 82]. Macsyma est un sys-
teme de calcul formel, qui permet a l'utilisateur de manipuler et transformer des
expressions symboliques. Un probleme, dans Macsyma, consiste par exemple a
resoudre une equation du second degre en lui appliquant des operateurs tels
que \developper" ou \factoriser".
Un probleme peut e^tre resolu par dierentes sequences de commandes. Ces
solutions sont regroupees dans un \plan" abstrait, arborescence exprimant les
dierents choix possibles et dont les actions comportent des variables. La recon-
naissance de plan part de la sequence d'actions produite par l'eleve, et cherche
a lui faire correspondre l'un des plans possibles, en instanciant les variables du
plan avec les valeurs des formules de l'eleve. Il peut y avoir des ecarts si l'eleve
a commis une erreur ou employe une action inadequate. Dans ce cas, le systeme
choisit le plan le plus proche de celui de l'eleve, selon un critere de parcimonie :
il considere que l'eleve a fait le moins d'erreurs possible.
Une caracteristique importante de Macsyma Advisor est de representer,
associes a chaque action, les buts et les croyances qui lui sont lies. Ceci permet
au conseiller de suggerer l'action appropriee aux objectifs de l'eleve, lorsqu'une
erreur est detectee.
3.3. PHI, Mentoniezh
Dans Macsyma Advisor, l'analyse du plan ne debute que lorsque l'utilisateur
a realise entierement sa sequence de commandes. Un autre contexte d'utilisation
de la reconnaissance de plan est celui dans lequel le travail de l'eleve est suivi
etape par etape, en anant le plan reconnu au fur et a mesure. C'est le cas de
PHI [BBD 91], un systeme d'aide intelligent pour les utilisateurs d'Unix. Un
generateur de plan produit, pour un but donne, des plans abstraits sous forme
de formules logiques comportant des operateurs modaux. Ces plans sont vus
comme des candidats a l'explication des actions de l'utilisateur. Apres chaque
action ne sont conserves que les candidats coherents avec les observations. De
plus, les plans abstraits sont instancies avec les commandes et parametres des
actions eectives de l'utilisateur. Enn, s'il est necessaire de retenir un plan
unique parmi les candidats valides, un module de raisonnement probabiliste
selectionne un \meilleur plan" sur des criteres de plausibilite.
Le tuteur Mentoniezh [PY 96], dans le domaine de la demonstration en
geometrie elementaire, est base sur le me^me principe. Un demonstrateur au-
tomatique produit, pour un probleme donne, un ensemble de demonstrations
qui constituent les plans de resolution. Chaque etape de demonstration est une
action du plan. Apres chaque pas de preuve eectue par l'eleve, on determine
l'ensemble des plans qui expliquent au mieux les actions observees.
Suivre le plan de l'utilisateur etape par etape permet de le conseiller plus
ecacement. Par exemple, l'aide peut se focaliser sur la prochaine etape logique
du plan reconnu.
4. Apprentissage symbolique
L'apprentissage symbolique automatique est un des themes d'intelligence
articielle qui a donne lieu au plus grand nombre d'applications en modelisa-
tion de l'eleve. L'apprentissage automatique consiste a construire ou modier la
representation d'un objet ou d'un concept. Cet apprentissage peut se faire par
instruction (dialogue avec un expert humain), par l'exemple (observation et ge-
neralisation a partir d'instances positives et negatives du concept a apprendre)
ou par decouverte (exploration d'un domaine).
4.1. Apprentissage a partir d'exemples
La voie principalement exploree pour la modelisation de l'apprenant est
l'apprentissage par l'exemple. On considere un ensemble de reponses donnees
par l'eleve (les exemples) et on cherche a en inferer les regles abstraites mo-
delisant son comportement. Le modele de l'eleve ainsi obtenu est executable,
comme celui construit par Debuggy, mais il s'en distingue par le fait que les
regles qui le composent ne sont pas predenies : elles sont construites par ap-
prentissage a partir de primitives (des \briques" de base). Ces primitives sont
neutres du point de vue de la correction. Il n'y a donc pas de notion de regle a
priori correcte ou incorrecte, c'est la combinaison de ces regles sur un probleme
donne qui produit un resultat correct ou errone.
Si l'utilisation de primitives ouvre un champ de possibilites beaucoup plus
vaste que les bibliotheques de regles correctes et incorrectes, en contrepartie, elle
peut conduire a la synthese de regles dont la semantique n'est pas claire. C'est
pourquoi il est souvent utile d'appliquer des ltres, bases sur des informations
propres au domaine, an d'ecarter la construction de regles irrealistes.
4.2. ACM
Le systeme ACM (Automated Cognitive Modeling [OL 88]) est l'un des pre-
miers systemes ayant utilise l'apprentissage automatique pour la modelisation
de l'eleve, sur le domaine de la soustraction. Un probleme de soustraction est
vu comme un ensemble de chires organises en colonnes et en rangees (haut,
milieu, resultat). Langley et Ohlsson font l'hypothese que les procedures de
l'eleve peuvent e^tre representees par des regles de production. Ils denissent un
ensemble d'operations primitives pour la soustraction, telles que :
AjouterDix(N,C,R) : ajoute 10 au nombre N situe au rang R, colonne C
Soustraire(N1,N2,C) : calcule la dierence entre les nombres N1 et N2 situes
en colonne C, et ecrit ce chire comme resultat pour la colonne C
ChangerColonne(C) : passe au traitement de la colonne situee a gauche de
la colonne courante











a droite de Colonne
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ACM cherche a inferer les conditions des regles appliquees par l'eleve qui
eectue une soustraction. La resolution d'un probleme de soustraction est vue
comme un parcours dans un espace de recherche, dont les arcs sont des actions
primitives et les nuds des points de choix entre dierentes actions possibles.
Pour analyser la reponse d'un eleve, ACM reconstruit le chemin solution, c'est-
a-dire la sequence d'actions executee par l'eleve. Ce chemin est obtenu par une
exploration de type \meilleur d'abord", guidee par des heuristiques donnant
la priorite au chemin le plus court et le plus proche du chemin solution de
l'expert.
Dans une seconde phase intervient une technique d'apprentissage a partir
d'exemples. Il s'agit, a partir du chemin solution, de determiner les conditions
d'application des operateurs qui ont ete utilises par l'eleve. Pour cela, ACM
parcourt a nouveau le chemin solution, en determinant a chaque point de choix
tous les operateurs applicables. L'operateur eectivement applique par l'eleve
constitue un exemple positif, les autres constituent les exemples negatifs. Un
mecanisme de discrimination permet alors d'inferer les conditions d'application
des operateurs : ce sont les conditions qui ecartent les exemples negatifs et
retiennent l'exemple positif. On obtient des regles telles que :














Le resultat nal est un ensemble de regles qui reproduit le comportement de
l'eleve.
Dans les versions les plus recentes d'ACM, recherche de chemin et construc-
tion des conditions sont menees de front. Les regles deja inferees servent a guider
la recherche, ce qui assure que le chemin suivi reste consistant avec le modele
partiel deja elabore. C'est seulement lorsque le chemin suivi n'est explique par
aucune regle connue que ACM declenche l'apprentissage d'une nouvelle regle,
qui sera incorporee au modele.
4.3. Programmation Logique Inductive
Les developpements recents de la programmation logique inductive (PLI)
ont donne lieu a des recherches originales en modelisation de l'eleve. La PLI est
un domaine de l'apprentissage automatique, dont le but est d'inferer de facon
inductive une theorie logique, a partir de faits devant e^tre prouves par cette
theorie. Le principe general s'enonce ainsi : etant donnes
- une theorie logique B, decrivant le domaine ;
- un ensemble de faits E
+
, qui doivent e^tre prouves par la theorie solution,
les elements de E
+
sont appeles exemples, ou exemples positifs ;
- un ensemble de faits E
 
, qui doivent ne pas e^tre prouves par la theorie
solution, les elements de E
 
sont nommes contre-exemples, ou exemples nega-
tifs ;
trouver une hypothese H (ensemble de clauses) telle que :
{ B ^H j= E
+
(la theorie explique les exemples) ;
{ B ^H 6j= E
 
(la theorie ecarte les contre-exemples).
B ^H constitue la theorie solution.
L'application a la modelisation de l'eleve se fait avec les correspondances
suivantes :




est l'ensemble des couples (probleme, reponse) provenant de l'interac-
tion avec l'eleve ;
- E
 
est vide : en eet, les observations faites sont toutes des exemples du
comportement du sujet, des contre-exemples ne sont donc pas disponibles par
le biais de l'observation ;
- H est une representation du raisonnement mis en uvre par l'eleve.
Emmanuel Siou [SIO 94] applique la PLI a la reconstruction du raisonne-
ment d'un sujet (sourant de troubles du langage) sur des exercices de trans-
codage (passage d'un nombre en lettres a un nombre en chires et recipro-
quement). Il utilise un ensemble de primitives decrivant des manipulations ele-
mentaires sur les nombres et reconstruit automatiquement le raisonnement du
patient sous forme d'un encha^nement de plusieurs de ces primitives exprimees
par des clauses Prolog. Par exemple, si le nombre a transcoder est \vingt mille
vingt" et la reponse du patient \20100020", on obtient :
Procedure induite Execution sur l'exemple
transcode([],[]).





Autrement dit, la procedure suivie par le sujet consiste a traduire separe-
ment chaque mot en un chire, puis a concatener les trois chires obtenus.
La modelisation de l'utilisateur par PLI permet donc l'inference de proce-
dures complexes a partir de primitives et de couples question-reponse. De plus,
il est possible d'aner le diagnostic en choisissant judicieusement les questions
a soumettre : lorsque des hypotheses concurrentes se presentent, le systeme
genere des exemples, par le biais d'exercices, dans le but de departager ces hy-
potheses. Une limitation de cette methode est qu'elle ne prend pas en compte
les contradictions ni l'evolution du sujet : tout raisonnement infere est ajoute
au modele de l'eleve, et l'on risque d'obtenir a terme un modele extre^mement
general qui ne serait plus representatif de l'etat cognitif du sujet. Surmonter
cette diculte necessiterait l'introduction d'un mecanisme qui \oublie" les rai-
sonnements qui ne sont plus utilises, ou bien qui les hierarchise en fonction de
leur emploi eectif.
5. Diagnostic base sur un modele
Le diagnostic en intelligence articielle (diagnostic de pannes, diagnostic
medical) est aborde sous deux points de vue dierents. L'approche \systeme-
expert" est la plus ancienne. Elle consiste a denir des regles exprimant les
relations qui existent entre les sympto^mes (de panne, de maladie) et les diag-
nostics. Un exemple representatif de cette approche est le systeme MYCIN, sur
le domaine des maladies infectieuses, qui produit un diagnostic medical a par-
tir d'un ensemble de sympto^mes et de resultats partiels d'analyses. L'approche
basee sur les modeles (model-based) est plus recente. Elle necessite de disposer
d'un modele de fonctionnement du dispositif considere. Ce modele est utilise
pour predire le comportement attendu du systeme. La comparaison entre les
observations et les predictions permet de determiner, de maniere logique, l'etat
des composants de maniere a identier la source de la panne. L'approche basee
sur les modeles presente l'avantage d'e^tre independante du dispositif considere.
5.1. Exemple
Pour illustrer cette approche, considerons l'exemple classique d'un disposi-
tif de calcul arithmetique compose de deux additionneurs (A1 et A2) et trois
multiplicateurs (M1, M2 et M3). Le fonctionnement de ces composants est de-
crit de maniere logique par des formules telles que :
Additionneur(Ad) ^ :EnPanne(Ad) ^ Entre1(Ad; u) ^ Entre2(Ad; v) ^
Somme(u; v; w)! Sortie(Ad;w)
qui se lit : \Si Ad est un additionneur, s'il n'est pas en panne, s'il recoit en














Figure 5.1 : Circuit arithmetique
Si l'on donne en entree les valeurs A=3, B=2, C=2, D=3, E=3 et que l'on
observe en sortie les valeurs G=12, F=10 (la valeur correcte pour F est 12),
plusieurs diagnostics minimaux se presentent : soit A1 est en panne, soit M1
est en panne, soit M2 et A2 sont en panne, soit M2 et M3 sont en panne.
Ces diagnostics sont minimaux au sens ou il sut que A1 soit en panne pour
expliquer l'observation, mais d'autres composants peuvent e^tre egalement en
panne (on considere qu'un composant en panne fournit un resultat aleatoire).
D'autres criteres peuvent intervenir pour selectionner un diagnostic parmi les
diagnostics minimaux, par exemple on peut preferer les diagnostics impliquant
le plus petit nombre de composants (ici, les diagnostics fA1g et fM1g).
5.2. Diagnostic cognitif base sur un modele
Les methodes classiques de modelisation de l'eleve relevent pluto^t de l'ap-
proche \systeme-expert" : des regles associent des classes de reponses a des
conceptions sous-jacentes. Peut-on appliquer l'approche basee sur les modeles
a la modelisation de l'eleve? John Self a etudie la question en illustrant son pro-
pos sur le domaine de la soustraction [SEL 92]. Il denit un circuit eectuant
une soustraction a trois colonnes, de la forme ABC { DEF = GHI, a partir
de plusieurs types de composants : un \comparateur", un \soustracteur", un
\calculateur de retenue". Il montre que la methode de diagnostic, appliquee
a ce modele, permet de determiner automatiquement la source de l'erreur de
l'eleve. Par exemple, si on soumet le probleme \274 { 129" et la reponse incor-
recte \155" (au lieu de 145), les diagnostics minimaux obtenus indiquent que
l'erreur provient soit du calcul de la retenue dans la premiere colonne, soit du
report de cette retenue dans la seconde colonne, soit de la soustraction eectuee
dans la seconde colonne.
En diagnostic de circuits, les composants en panne sont consideres comme
ayant un comportement aleatoire, c'est-a-dire que le resultat produit est to-
talement imprevisible. Or, en modelisation de l'eleve, certaines erreurs sont
plus frequentes que d'autres. Self montre qu'il est possible d'inclure ces erreurs
speciques dans la description des composants, et que ceci reduit le nombre
de diagnostics candidats. Il remarque egalement que le diagnostic devrait e^tre
base sur plusieurs observations, dans le cadre d'une interaction avec un eleve.
Dans sa conclusion, Self souleve plusieurs problemes non resolus : le fait
que l'eleve evolue et peut \s'auto-reparer", l'accent mis implicitement sur les
erreurs de l'eleve, le fait qu'il n'existe pas de \circuit" predeni qui decrive les
connaissances. Si l'application du diagnostic base sur les modeles a la modeli-
sation de l'eleve est une idee seduisante, elle risque en eet de se heurter a la
diculte de concevoir un circuit pour les domaines complexes, lorsqu'il n'existe
pas d'algorithme de resolution. De plus, ce que l'on cherche a capturer est plu-
to^t l'architecture du circuit que l'etat des composants. L'eleve peut commettre
une erreur due au fait que l'architecture de son \circuit" est dierente de l'ar-
chitecture presumee, me^me si aucun de ses \composants" n'est en panne : le
diagnostic produit n'est alors pas valide. Par exemple l'eleve peut ma^triser les
operations de base telles que la comparaison ou la soustraction de deux chires,
mais ne pas avoir compris le principe de la retenue.
En conclusion, la proposition de Self va dans le sens d'une formalisation
plus poussee de la modelisation de l'eleve, mais elle n'est envisageable dans la
pratique que pour des domaines simples.
6. Incertitude et evolution dans le temps
La prise en compte des aspects dynamiques du modele de l'eleve presente
plusieurs dicultes. D'une part, le contenu du modele est infere a partir du
comportement de l'eleve, donc les informations qu'il contient ne sont pas cer-
taines. D'autre part, l'eleve evolue au cours de l'interaction. Enn, l'eleve peut
donner des reponses contradictoires.
Considerons l'exemple suivant. L'eleve donne une reponse R, que l'on ex-
plique en supposant qu'il conna^t le fait A. La formule sait(A) est ajoutee
au modele. Une regle d'inference exprime que, si l'eleve conna^t A, il est tres
probable qu'il connaisse egalement B. La formule sait(B) est donc ajoutee au
modele. Puis, l'eleve donne une reponse R', que l'on explique en supposant qu'il
ne conna^t pas le fait B. La formule non(sait(B)) est donc ajoutee au modele.
A ce stade, le modele de l'eleve est contradictoire, puisqu'il contient a la fois
sait(B) et non(sait(B)). Plusieurs explications peuvent e^tre apportees a cela :
la regle d'inference est trop forte et l'eleve conna^t A sans conna^tre B, ou bien
l'analyse de la reponse R' ne permettait pas de conclure que l'eleve ne conna^t
pas B, ou encore l'eleve a \oublie" B entre les deux reponses. Le choix de retirer
l'une des deux formules pour restaurer la coherence va se faire sur des criteres
qui permettent de choisir entre les explications possibles : on pourra choisir
de privilegier l'information la plus recente, ou la plus directement obtenue, ou
encore la plus su^re (selon des criteres donnes).
Le traitement des contradictions et de l'evolution des connaissances de
l'eleve n'a ete aborde que depuis peu, et par un nombre restreint de travaux
[BAR 88]. Ce probleme est particulierement delicat car il s'ajoute a celui de
l'inference du modele. C'est pourquoi la plupart des travaux font l'hypothese
que les connaissances de l'eleve sont statiques et se focalisent sur l'inference de
l'etat cognitif, suppose coherent, a partir du comportement.
En intelligence articielle, des problemes similaires sont rencontres dans la
mise a jour de bases de donnees ou de theories logiques. Lorsqu'arrive une
information nouvelle, contradictoire avec le contenu de la base, on cherche a
incorporer cette information en modiant la base de maniere a eliminer la
contradiction. Certains travaux abordent ce theme sous l'angle de la \revision
de theorie". D'autres se basent sur les systemes consacres au maintien de la
coherence, les TMS (Truth Maintenance Systems), denis par Doyle [DOY 79].
Un TMS gere un ensemble d'assertions (qui evolue) et leurs consequences lo-
giques. Lorsque l'arrivee d'une nouvelle assertion amene une contradiction, le
systeme recherche une assertion dont la suppression permet de retablir la co-
herence, et la retire de l'ensemble. Ces deux approches, revision de theorie et
TMS, ont inspire des travaux en modelisation de l'eleve.
6.1. Maintien de la coherence
Huang, McCalla et Greer denissent un systeme de maintenance du modele
de l'eleve qui manipule des connaissances par defaut et permet la revision des
connaissances, en combinant des techniques issues des TMS et du diagnostic
[HCG 90]. Leur modele se veut general et il est applique, pour les besoins de
l'exemple, a un tutoriel du langage Lisp. Les auteurs se placent deliberement
en aval du processus d'analyse des reponses de l'eleve : leur systeme travaille
directement avec les connaissances attribuees a l'eleve.
Le modele de l'eleve contient deux ensembles de connaissances :
- des \connaissances conrmees", qui ont ete obtenues par l'analyse des
reponses de l'eleve ;
- des connaissances par defaut, informations sur les connaissances usuelles
des eleves, qui sont utilisees lorsqu'aucune information plus precise n'est dis-
ponible.
Le premier est appele CBK (Conrmed Body Knowledge) et le second DBK
(Default Body Knowledge). Chacun de ces ensembles peut e^tre soumis a la
revision.
Revision du CBK. Le CBK contient deux types d'elements : les pre-
misses (connaissances directement extraites des reponses de l'eleve, ou bien
regles d'inference de connaissances) et les connaissances inferees (obtenues par
ces regles). Cet ensemble cro^t lorsque de nouvelles connaissances sont infe-
rees gra^ce aux regles ou bien obtenues par l'analyse d'une reponse de l'eleve.
L'ajout de nouvelles informations peut mener a une contradiction : dans ce cas,
le systeme doit retirer un ensemble minimal de premisses de maniere a retablir
la coherence. Lorsque plusieurs ensembles minimaux existent, il est necessaire
d'utiliser des connaissances propres au domaine pour selectionner le plus plau-
sible.
Revision du DBK. Le DBK est exprime sous la forme d'un graphe acy-
clique oriente, dont les nuds sont des ensembles de connaissances etiquetes
par des valeurs (novice, moyen, expert ou inconnu) qui qualient le degre de
ma^trise qu'a l'eleve des concepts. La valeur d'un nud est contrainte par celle
de ses voisins. Par exemple, si l'eleve conna^t mal les fonctions recursives (le
concept \fonction recursive" possede la valeur \novice"), il ne peut ma^triser
les fonctions en general (le concept \fonction" ne doit pas posseder la valeur
\expert"). La mise a jour du DKB se fait par propagation de valeurs. La revi-
sion du CKB peut entra^ner la mise a jour d'une ou plusieurs valeurs du DKB,
qui entra^ne par ricochet la mise a jour des valeurs des nuds voisins, jusqu'a
ce que les contraintes soient satisfaites.
Ce systeme constitue la premiere application des techniques de TMS a la
modelisation de l'eleve et aborde de front l'evolution du modele de l'eleve. La
premiere partie (revision du CBK) propose une solution robuste et elegante
au traitement de la non-monotonie. La seconde partie (revision du DKB) est
moins convaincante dans la mesure ou la semantique des changements eec-
tues n'appara^t pas clairement. En conclusion, les auteurs notent qu'il serait
interessant d'etendre leur modele de maniere a pouvoir exprimer une relative
incoherence dans les croyances de l'eleve.
6.2. Revision de theorie
Dans un autre contexte, Paiva, Self et Hartley proposent un systeme de
maintenance du modele de l'eleve assez proche de la revision de theorie [PSH 94].
Ils considerent deux types d'evolution, qui sont traites de maniere dierente :
l'evolution du systeme, due a l'incertitude du processus d'acquisition, et l'evo-
lution de l'eleve.
Le modele de l'eleve est represente par une base de faits, exprimes dans un
langage logique. Trois types d'evolution du systeme, classiques en revision de
theorie, sont decrits :
Expansion : Ajout d'un fait, qui ne perturbe pas la coherence
Mise a jour : Modication d'un fait, qui ne perturbe pas la coherence
Revision : Modication de la base lorsqu'une incoherence est detectee
Le point delicat est la revision. Il s'agit de retablir la coherence tout en
minimisant les changements apportes a la base. Le choix des faits a retirer est
base sur un critere de rationalite, qui depend de la \conance" que le systeme
accorde aux faits.
De me^me, trois types d'evolution de l'eleve sont decrits :
Evolution elementaire : Expansion (ajout d'un fait), revision (modica-
tion d'un fait) et contraction (retrait d'un fait)
Evolution de la structure : Decoupage (decoupe un ensemble de faits en
deux ou plus, de maniere a conserver la coherence, ce qui permet de faire coha-
biter deux points de vue opposes) et regroupement (regroupe deux ensembles
de faits compatibles en un seul)
Evolution de l'usage : Activation (fait passer le statut d'un fait de \pas-
sif" a \actif") et acceptation (fait passer le statut d'un fait de \actif" a \pas-
sif"), qui expriment la separation entre memoire a court terme et memoire a
long terme.
Cette approche presente l'avantage de ne pas e^tre liee a un domaine parti-
culier. Le systeme de maintenance est independant du module d'acquisition et
d'analyse des reponses de l'eleve : il gere un ensemble de faits, exprimes dans
un formalisme logique, a partir des informations qu'il recoit du module d'ac-
quisition. Si cette methode est bien adaptee a des connaissances factuelles, en
revanche, l'extension aux connaissances procedurales n'est pas immediate et
necessiterait des amenagements importants.
7. Conclusion
Les techniques d'intelligence articielle ont incontestablement donne lieu a
une grande variete d'applications en modelisation de l'eleve. Ceci peut s'ex-
pliquer par la richesse de cette problematique, dont chacune des facettes (an-
ticipation du comportement, construction d'un modele executable, diagnostic
d'erreurs, evolution) peut e^tre abordee dans un cadre theorique a l'aide d'outils
adaptes.
La cooperation entre intelligence articielle et modelisation de l'eleve se
revele fertile dans les deux sens : certains auteurs ont ete amenes a proposer
des variantes ou des ameliorations des techniques utilisees, ameliorations qui
depassent le cadre strict de la modelisation de l'eleve. Par exemple, Siou a deni
un algorithme de recherche bidirectionnelle pour la PLI, an de surmonter les
limitations rencontrees par les algorithmes unidirectionnels classiques, dans le
cadre de la modelisation du patient.
Cependant, les dierentes familles de travaux restent encore relativement
separees. Il n'existe pas d'algorithme general pour la modelisation de l'eleve,
me^me si la description formelle de Aiello, Cialdea et Nardi constitue une avan-
cee dans ce sens. La diversite des disciplines enseignees et des types d'interaction
est probablement un obstacle serieux a l'emergence d'algorithmes transversaux,
de me^me que la variete des options pedagogiques prises par les concepteurs.
Si les methodes et les algorithmes ont ete largement etudies, en comparaison,
moins d'attention a ete portee jusqu'ici a la representation des connaissances
au sein du modele de l'eleve. Les representations basees sur les faits et les regles
predominent. Or, les modeles psychologiques et cognitifs orent des structures
elaborees qui pourraient inspirer des representations a la fois plus complexes
et plus realistes que celles employees actuellement [VER 91]. D'autre part, le
recours excessif a des methodes de modelisation sophistiquees risque de mettre
l'accent sur le formalisme et les manipulations syntaxiques, au detriment de la
signication des modeles obtenus. De maniere generale, la recherche en mode-
lisation de l'eleve a tout intere^t a confronter davantage ses resultats avec ceux
de la psychologie et de la didactique.
Enn, si la validation informatique des modeles proposes est souvent realisee
par l'implementation et les tests, il reste a eectuer la validation pedagogique
de ces modeles dans de reelles situations d'enseignement. Cette validation sou-
leve des problemes non negligeables, en raison des dicultes pratiques de la
mise en uvre d'experimentations en classe, mais aussi du fait que le modele
de l'eleve n'est qu'un element du tuteur. Sa validation suppose que le tuteur
complet soit implemente, ce qui n'est pas toujours le cas, et elle ne peut se faire
independamment de la validation du tuteur lui-me^me : distinguer les eets du^s
en propre au modele de l'eleve dans l'interaction est une ta^che quasi impossible.
Neanmoins, l'experimentation de tuteurs integrant des modeles \intelligents"
de l'eleve reste un objectif majeur et constitue une etape importante vers une
utilisation eective de ces modeles dans les logiciels pour l'enseignement.
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