In this paper a generalization of Kalman's partial realization theory is developed using partial realizations de ned by descriptor systems. The use of singular system realizations in contrast to regular linear systems enables us to circumvent certain technical di culties inherent in the standard approach to partial realizations. An existence and uniqueness result for minimal partial descriptor realizations is proven and a simple rank formula for the McMillan degree is derived.
Introduction
Realization theory is a corner stone of the structure theory of linear dynamical systems. It plays a fundamental role in engineering areas such as system identi cation and modelling and provides a powerful link of input{output methods with state space techniques. From a historical perspective, the early antedates of state space realization theory were Kronecker, Sylvester and Frobenius whose important work on Hankel matrices started the subject. The present form of the theory has been mainly shaped through Kalman's pioneering contributions and today realization theory is seen as being closely linked to diverse areas such as e.g. interpolation theory, Pad e approximation, continued fractions, factorizations and inversion of Hankel and Toeplitz operators, coding theory, Waring's problem for binary forms and even spline approximations and neural networks 1], 2], 9], 14], 17]. Thus realization theory is by no means an isolated topic of linear system theory.
The minimal realization problem for time{invariant, discrete{time linear systems is to nd for any given strictly proper rational matrix G(z) 2 K p m (z) over a eld K , a linear system x t+1 = Ax t + Bu t y t = Cx t ; u t 2 K m ; x t 2 K n ; y t 2 K p ; t = 0; 1; 2; : : : One of the open problems in the eld has been the lack of a convenient rank formula for the However, it would be more desirable to nd a formula that expresses the McMillan degree as the rank of a single Hankel matrix. It is easily checked that the state space dimension n of a minimal partial realization (1.1) satis es n maxfrank H(i; + 1 ? i); i = 1; : : : ; g:
(1.3) Since not every nite Hankel matrix has a rank preserving extension to an in nite Hankel matrix, equality in (1.3) can, in general, not be achieved, i.e. in the nite data case the McMillan degree is no longer easily related to the rank of an associated Hankel matrix. For example, consider the case of the nite scalar sequence (0; : : : ; 0; 1) 2 K where 2. The associated Hankel matrices H(i; + 1 ? i), i = 1; : : : ; have rank 1 whereas the minimal realizations of the form (1.1) are -dimensional.
Thus a simple expression of the McMillan degree as the rank of an associated Hankel seems out of reach. The reason for this di culty lies in focusing on realizations of the form (1.1). In fact, since the McMillan degree of a nite sequence can be strictly larger than the ranks of the underlying Hankels, it is a natural idea to consider the partial realization problem for a larger class of systems than the class of state space systems of the form (1.1).
We therefore extend the concept of partial realization by considering linear descriptor (singular) systems of the form Ex t+1 = Ax t + Bu t y t = Cx t ; t = 0; 1; 2; : : : where E; A 2 K n n , B 2 K n m , C 2 K p n and the following two conditions are satis ed: EA = AE; (1.4) det(zE + wA) 6 0:
(1.5)
Let S n;m;p (K ) be the set of all quadruples (E; A; B; C) 2 K n n K n n K n m K p n which satisfy (1.4), (1.5) . We say that a descriptor system (E; A; B; C) 2 S n;m;p (K ) is an n{dimensional partial descriptor realization of a given nite sequence H Our main approach to solving the partial descriptor realization problem can be stated as follows. In analogy to the well{known unique decomposition of a rational function as sum of a strictly proper rational function and a polynomial there is a corresponding decomposition of nite Hankel matrices. In fact, subject to a rank constraint, every M N Hankel H has a unique decomposition H = H (1) + H (2) into its regular and singular parts H (1) , H (2) (see Lemma 2.11) . By taking canonical regular and singular realizations of H (1) , H (2) one arrives at a minimal descriptor realization for H in Weierstrass form. An important point to show is then that every minimal descriptor realization is equivalent to such a form. This is done in Theorem 4.16 (iii).
Regular and singular parts of nite block Hankels
In this section we introduce a number of concepts for the analysis of nite block Hankel matrices. Some of the de nitions and results which we present in this section, for later use, can already be found in 22].
Throughout the paper let K denote a eld of characteristic zero, and let N = f1; 2; : : :g. For Note that these matrices are not necessarily submatrices of H since either i may be larger than M or j larger than N.
In 22] we extended Iohvidov's 16] notion of the characteristic of a scalar Hankel matrix to the block matrix case. In order to describe this concept we need the following well{known Lemma, see e.g. 24] (Lemma 5.6.9) and 10]. In the block Hankel case the sum of the regularity and singularity indices is bounded by the rank of the matrix, cf. 22].
Lemma 2.8 Suppose that H 2 Hank p;m (M N) has rank n < minfM; Ng and characteristic (r; s). Then either (r = n and s = 0) or (0 r < n and 1 s n ? r). The uniqueness of the decomposition (2.5){(2.7) follows from (2.9) and the uniqueness of the in nite regular extension of H(r; r + 1). Finally, (2.8) is a direct consequence of (2.5){ (2.7).
De nition 2.12 Suppose that H 2 Hank p;m (n; M N), n < minfM; Ng and char H = (r; s). The unique Hankel matrices H (1) 3 7 7 7 7 7 7 7 7 5 ; (2.17) rank H (1) = rank H (1) (r; r) = r; rank H (2) = n ? r; H (2) +1?s 6 = 0:
Since k > M > r, (2.17) induces the following decomposition of the central Hankel H = H (1) + H (2) = 2 6 6 6 6 6 6 6 4 H (2) be the M ( +1?M) Hankel matrix associated with the re ected sequence (H (2) ; H (2) ?1 ; : : : ; H (2) 1 ) andĜ the in nite Hankel matrix associated with the in nite sequence (H (2) ; H (2) ?1 ; : : : ; H (2) 1 ; 0; 0; : : :). ThenĤ (2) is a submatrix ofĜ and rankĜ (2:7) = rank H (2) = t;
hence rank H (2) = rankĤ (2) 
i := 0 for i > : (3.9) Conversely, any pair of nite rank Hankel matrices of the form (3.8), (3.9) de nes a rational matrix (3.7). It turns out that there is a bijective correspondence between the set of rational matrices (3.7) and the set of pairs of in nite block Hankel matrices of the form (3.8), (3.9) with nite ranks. Moreover, since z ?1 G 2 (z ?1 ) is strictly proper, the McMillan degree (3.6) is the sum of the ranks of the associated Hankel matrices
To proceed, it is convenient to work with realizations which are in Weierstrass form.
De nition 3. where 0 r n and E 2 is nilpotent. The least integer l satisfying E l 2 = 0 is referred to as the index of nilpotency of the matrix E 2 . The regular system (I r ; A 1 ; B 1 ; C 1 ) is called the slow subsystem and the descriptor system (E 2 ; I n?r ; B 2 ; C 2 ) the fast subsystem of (E; A; B; C).
Let W n;m;p (K ) denote the set of all descriptor systems (E; A; B; C) which are in Weierstrass form (3.11 (ii) A descriptor system (3.1), (3.2) is the zero matrix. Since (E; B; C) is minimal, according to classical realization theory, the observability and the controllability matrices in the factorization (3.15) both have full rank;
hence E = 0. Since E ?1 6 = 0, the index of nilpotency of E coincides with . Lemma 3.5 Let G(z) be a p m rational matrix as in (3.7) with associated Hankel matrices (3.8), (3.9), and let (E; A; B; C) 2 W n;m;p (K ). The following statements are equivalent:
(i) (E; A; B; C) is a (minimal) descriptor realization of G(z).
(ii) The slow subsystem (I r ; A 1 ; B 1 ; C 1 ) is a (minimal) realization in the usual sense of G 1 (z) and the fast subsystem (E 2 ; I n?r ; B 2 ; C 2 ) is a (minimal) descriptor realization of G 2 (z). (ii)
The last assertion is a consequence of Lemma 3.4.
Motivated by (3.12) (ii) Note that any state space system (I n ; A; B; C) is a descriptor system in Weierstrass form. Therefore, the new concept extends Kalman's original de nition of partial realizations, which was developed for regular state space systems.
The next proposition justi es our de nition. ( We are now in a position to prove the main result of this section. Proof: (i) In view of Proposition 3.8, it su ces to show that the associated strictly proper rational matrices G
H (z) and ?z ?1 G
H (z ?1 ) have minimal realizations (A 1 ; B 1 ; C 1 ) and (E 2 ; B 2 ; C 2 ), respectively. But this follows from classical realization theory. (3.21) and n = r + t are consequences of (3.20) and De nition 2.14. By Lemma 3.4, E 2 is nilpotent and the index of nilpotency of E 2 coincides with the singularity index of H .
(ii) By Proposition 3. (iii) Suppose (E; A; B; C) and (Ẽ;Ã;B;C) are minimal partial descriptor realizations in Weierstrass form of H , or equivalently, of G H (z). According to Theorem 3.1 (iii) they are restricted system equivalent and the result follows from Lemma 3.3 (i).
Partial descriptor realizations
In this section, we generalize the partial realization problem to a larger class of systems than the class of descriptor systems in Weierstrass form. We consider the space S n;m;p (K ) of all descriptor systems (E; A; B; C) 2 K n n K n n K n m K p n which satisfy det(zE + wA) 6 0; EA = AE:
Motivated by the last section, we introduce the following concept of partial realization for systems (E; A; B; C) 2 S n;m;p (K (ii) If (I n ; A; B; C) is a minimal partial descriptor realization of H then it is also a minimal partial realization in the usual sense. In this case the generalized McMillan degree of H coincides with the McMillan degree of H . Note that the converse is not true: A minimal partial realization in the usual sense is not necessarily a minimal partial descriptor realization.
(iii) It is easily seen that every sequence H 2 (K p m ) has a minimal partial descriptor realization with (H ) minfm; pg .
The classical approach to the solution of the minimal partial realization problem for regular state space systems is based on an analysis of the associated nite Hankel matrices (1.2), cf. To continue the development, we need the following rank tests for controllability and observability.
Proposition 4.5 A descriptor system (E; A; B; C) 2 S n;m;p (K ) is controllable (resp. observable) if and only if one of the following two equivalent conditions is satis ed:
(i) rank R N (E; A; B) = n (resp. rank O M (E; A; C) = n) for all N n (resp. M n).
(ii) rank R i (E; A; B) = n (resp. rank O j (E; A; C) = n) for some i 2 N (resp. j 2 N). Proof: In 21] it was shown that the assertion of the Proposition holds for descriptor systems (E; A; B; C) 2 K n n K n n K n m K p n which satisfy the condition I n 2 K E + K A:
Now any system (E; A; B; C) 2 S n;m;p (K ) can be transformed to a system satisfying (4. Conversely, let H := H MN (E; A; B; C) 2 Hank p;m (n; M N) and suppose that E is singular.
Then by (4.2) and since EA = AE H(n; n) = Since M + N ? 2n > 0, the last equation implies rank H(n; n) rank E < n, which yields a contradiction to H 2 Hank p;m (n; M N).
We now turn to properties of minimal partial descriptor realizations. Recall De nition 4.10 For every (E; A; B; C) 2 S n;m;p (K ), g = g ij ] 2 Gl(2; K ), the descriptor system g (E; A; B; C) := (g 11 E + g 12 A; g 21 E + g 22 A; B; C) (4.11) is said to be a Moebius transform of (E; A; B; C).
Lemma 4.11 The mapping
Gl(2; K ) S n;m;p (K ) ?! S n;m;p (K ); g; (E; A; B; C)] 7 ?! g (E; A; B; C) (4.12) is a left group action of Gl(2; K ) on S n;m;p (K ).
Proof: It follows from Lemma 4.9 that g (E; A; B; C) 2 S n;m;p (K ) for all (E; A; B; C) 2 S n;m;p (K ), g 2 Gl(2; K ), i.e. the mapping (4.12) is well de ned. Moreover, if e 2 Gl(2; K ) is the identity matrix, then e (E; A; B; C) = (E; A; B; C) for all (E; A; B; C) 2 S n;m;p (K ). It is easily veri ed thatg g (E; A; B; C)] = (gg) (E; A; B; C) for all (E; A; B; C) 2 S n;m;p (K ) and g;g 2 Gl(2; K ). This completes the proof. Proof: Let g = g ij ] 2 Gl(2; K ), (E; A; B; C) 2 S n;m;p (K ) and let = M + N ? 1 Hankel matrices invariant (see (A.7)), we may assume that E,Ẽ are nonsingular. Proof: (i) Given a nite number of systems (E i ; A i ; B i ; C i ) 2 S n;m;p (K ), i = A; B; C) g (Ẽ;Ã;B;C). Since (4.12) is a group action, the result follows. Remark 4.21 (i) Given (E; A; B; C) 2 S n;m;p (K ), the matrices E t := E + tA are nonsingular for all but a nite number of t 2 K .
(ii) Lemma 4.19 Extending Iohvidov's 16] fundamental notion of the characteristic of a scalar Hankel matrix to the block matrix case we introduced in 22] the concepts of the regular and singular columns and row indices for block Hankel matrices. In the sequel we will characterize these indices via partial descriptor realizations.
It convenient to introduce the following terminology. where the controllability and observability matrices are de ned by (4.3) and (4.4), respectively. The matrix E 2 is nilpotent with index of nilpotency equal to l. Hence R N (E 2 ; I n?r ; B 2 ; C 2 ) and O M (E 2 ; I n?r ; B 2 ; C 2 ) have the following shape R N (E 2 ; I n?r ; B 2 ; C 2 ) = h 0; : : : ; 0; E l?1 2 B 2 ; : : : ; B 2 i 2 K (n?r) Nm ; (5.6) O M (E 2 ; I n?r ; B 2 ; C 2 ) = 2 6 6 6 6 6 6 6 6 6 6 4 . In the present paper we introduce Fischer{Frobenius transforms via binary forms without any use of matrix representations of linear maps involved. In our previous work we de ned Fischer{Frobenius transforms via matrix representations in such a way that a right Gl(2; K ){action was obtained whereas our present de nition (A.3) yields a left Gl(2; K ){action. Consequently the formulae in 21], 22] correspond to formulae in the present paper with g 2 Gl(2; K ) replaced by its transpose.
