Abstract
Introduction
Increasingly large data sets have been generated by science, engineering and medical applications, either by simulation or direct observation. Direct interpretation of this data is usually impossible, due to two factors: size and complexity. To help solve this problem, the discipline of Scientific Visualization has emerged. This brings together two rather distinct fields: the traditional sciences (Physics, Biology, Chemistry, Medicine, etc) and Computer Graphics. In a similar sense, we have been observing a growth of information being stored electronically, which is mostly a consequence of the Internet's emergence. A considerable amount of that information is not directly related to physical data and maybe is not even numeric, but more abstract data. This kind of data requires a different approach to be effectively visualized, which has led to the creation of a new field: Information Visualization. Making a parallel with Scientific Visualization, we can possibly say that this new field now brings together the social sciences and computer graphics. Would it be possible to achieve gains by bringing these two fields rather closer together ?
Let us first consider the case of scientific data: many techniques have been developed to assist in the visualization of this kind of data. For example, in the case of volume data (three dimensional datasets), direct volume rendering is one of the most used approaches. Medical applications are amongst the most popular ones: data acquired from a scanner (computerized tomography, magnetic resonance, etc) is fed to a volume rendering system, allowing physicians and radiologists to see internal structures and organs with much greater detail than with conventional methods.
However, in some cases there is too much data to be displayed at once on a computer display (or the display's resolution may be insufficient for practical use). A simple and widely used solution is to apply a magnification factor to get closer to a specific region. But by doing so, it is equally easy to get lost in the dataset. This is generally called loss of context, because we are no longer able to visualize the entire dataset. When we zoom in, we are focusing on a certain feature that is of interest. In the field of Information Visualization this problem is called focus+context [19] and a number of successful solutions have emerged. The challenge is to find a way of looking at a high level of detail at this area of focus, without losing the overall context. This paper describes work in progress to explore the transfer of focus+context ideas from Information Visualization to Volume Visualization. Section 2 gives background to the two fields which we bring together in this research. In section 3 we present a taxonomy of focus and context methods for volume visualization, in terms of nature of focus region, type of focus effect and space in which the effect is applied. Section 4 details two particular methods that we have implemented, and describes their application to a medical dataset -this dataset is of a cerebral aneurysm in the Circle of Willis, requiring focus on an aneurysm without losing context of the surrounding arteries.
Related Work
This section provides background on the two main fields of interest to the present research: Volume Visualization and Information Visualization.
Volume Visualization
Extensive research has been done on the visualization of three-dimensional datasets. When we are trying to visualize this kind of data, there are primarily two main approaches:
Surface extraction and reconstruction methods: these methods work best when there is a defined structure within the volume. Medical imaging is probably their best application. By applying diverse algorithms to segment and extract surfaces from the image data, this class of methods allow a precise visualization of almost any structure, at the cost of generating a potentially large number of polygons. The classical example among these algorithms is the isosurfacing approach: from a user-specified threshold value, a boundary surface is extracted through the use of some method, like marching cubes [13] .
Direct volume rendering methods: this class of methods deal with the raw 3D data, employing algorithms that build an image without requiring the creation of an underlying geometric structure. Examples of such methods include: ray casting [10] , splatting [22] , shear-warp [5] and 3D texture mapping [1] . In some situations, volume rendering offers a clear advantage over surface extraction, as it is possible to visualize all the data at once, using different colours and opacities.
The 3D texture mapping method is one of the most efficient methods to do volume rendering, because it uses the graphics hardware capabilities, allowing the quick display of an entire volume. This is essential for many applications, especially in medicine. 3D texture mapping works by loading the original dataset (or part of it) into the graphics card texture memory. Then a number of planes (or concentric shells, depending on the method) are drawn, sampling this texture in order to render a 3D object. Parameters such as opacity and colour can be changed, affecting the resulting image.
This algorithm is very effective, but needs a lot of texture memory. This is a lesser problem now, as graphics cards are increasingly getting better. But citing medical technology as an example case, resolution of the imaging devices (scanners) is constantly improving, so more texture memory will likely be required to render a 3D dataset. Thus some research has been done on optimizing texture utilization. Levoy [12] proposed a gaze-directed technique, where the quality of the rendering varied according to the user's gaze (using a head mounted display). LaMar [6] introduced a multiresolution approach to volume rendering, based on a hierarchical texture. Later, Weiler [21] has improved on that, conceiving an algorithm to minimize rendering artifacts due to interpolation. Both rely on the specification of a focus area. In this way, they also deal quite effectively with the texture problem, but at the expense of losing image detail outside their focus area.
Focus+Context (Information Visualization)
According to Leung's [9] taxonomy of presentation techniques for large graphical data spaces, it is possible to categorize techniques in two different ways: non-distorted and distorted views. Examples of non-distorted approaches include scrolling and zooming, and hierarchical views, where part of the information is hidden. This is adequate for small datasets, but using those techniques it is very easy to lose the context in larger amounts of data.
The primary approach to solve this problem is the use of distortion-oriented displays (where a non-linear magnification is applied). This implies presenting the dataset in a distorted fashion, requiring fast processing speeds (for the computation of the distortions) and high resolution displays (needed to provide enough screen space to show the data, even though the approach itself minimizes screen occupation). Those were the main difficulties in the past, as the technology was not readily available. Now there are a number of very high resolution displays, although they still are rather expensive.
One of the first ideas was the Bifocal Display [18] , where an information space was "folded" to allow simultaneous viewing of all data. This concept was implemented as the Perspective Wall [14] : using a three-dimensional perspective effect, it was possible to display all data but at the same time keep the focus on the non-distorted region. A two-dimensional extension of the idea was used earlier [8] , to assist in the presentation of topological networks. In a similar way, Furnas [4] introduced the concept of a Fisheye view: by the suppression of irrelevant data it was possible to present a large number of structures. Sarkar and Brown [17] suggested the application of Furnas' text-based Fisheye view in a graphical fashion, implementing the technique to effectively display large graphs.
Leung [9] classified distortions into cartesian (where each coordinate of each data point is distorted based on the scalar difference between it and the corresponding coordinate of the centre of focus) and polar (where each point of the data is distorted based on the actual (vector) distance between it and the centre of focus). Distortions also can be considered as continuous or non-continuous. A continuous distortion function defines some degree of magnification at the centre of focus and a continuous mathemati-cal function that decreases the magnification gradually with distance from the central point (such as a fisheye view). A non-continuous distortion function defines a fixed magnification in a region of a certain size, surrounding the centre of focus, and a mathematical function that decreases magnification of points outside of that region (such as a bifocal display). 
Non-continuous

Bifocal Display
Perspective Wall
Continuous
Fisheye View Polyfocal Display
Figure 1. Common distortion techniques [9]
For three-dimensional datasets, the foundations were laid by Carpendale's [2] research on the effects of distortion techniques on 3D data. Her work indicated that there is an additional complication when viewing 3D data: occlusion of the focus region. She proposed a distortion technique that allowed a clear visual path to this region. Also important is her analysis on the comprehensibility of distortions [3] , based on human perceptual skills.
Recently Winch [23] presented the 3D Cartesian Fisheye Display and the 3D Polar Fisheye Display. The 3D Cartesian Fisheye Display produces distortions that are magnified along each axis from the centre of magnification, outwards to the edges. The 3D Polar Fisheye Display uses the radial distance from the centre of magnification to the point under consideration to determine the magnification factor. Later, LaMar [7] proposed the use of a magnification lens to explore volume data, allowing one to selectively enlarge regions inside the volume.
Similarly, McGuffin [15] developed a strategy based on surgical metaphors for distortion of volume data: cutting, peeling, spreading. These metaphors were implemented through the use of direct manipulation techniques in 3D. Rendering only point primitives, he was able to achieve fast speeds.
A Framework for Focus and Context in Volume Visualization
Most information visualization techniques create an abstract representation of the original data. For example, a user's file system can be represented as icons on a flat wall. To help comprehension, the representation can be distorted in order to make better use of screen space. In the wall example, we can bend the two ends of the wall backwards and view in perspective (the so-called "perspective wall").
By contrast, volume visualization typically creates a representation which reflects a real spatial relationship amongst the data. We can apply distortion techniques but we need to be aware that we are changing those spatial relationships. Therefore this is one of the research goals: to find out how big an issue this is.
In the earlier part of the paper, we have explained how the "Focus + Context" concept in Information Visualization allows a user to study fine detail in a restricted region of a large dataset, without losing the context of the overall data space. In this section, we aim to develop a taxonomy for F+C in volume visualization, building a classification of existing techniques and identifying possible new approaches. We shall concentrate on direct volume rendering and we shall classify an approach in terms of three attributes:
Focus: this defines the nature of the focus region, which can either be a point or a circular or rectangular region (in 2D or 3D depending on the Visualization Space). In the case of a point, the focus effect is greatest at a single point, and falls off with distance towards the boundary of the visualization space. In the case of a region, the focus effect is constant within the specified region, and then falls off with distance towards the boundary.
Effect: this defines the way in which the detail of the focus is achieved, and can be by refinement or by distortion, or by a combination of both. Refinement is an accuracy attribute, and indicates that the rendering within the focus region is carried out to higher accuracy (but there is no spatial distortion). Distortion on the other hand, achieves the focus effect by spatial deformation of the Visualization Space -the focus region is magnified. It is possible to combine both, where the greater spatial extent of the focus region is accompanied by higher accuracy rendering in that region.
Visualization Space: this defines the space in which the F+C operation is applied, and can be either image space or object space, or indeed both. By object space, we are thinking in terms of the dataset being classified and shaded as though it were a block of inhomogeneous coloured gel -this gel is our object which is rendered.
This taxonomy therefore yields twenty-seven (3 x 3 x 3) different approaches, based on the values of these three attributes. Some approaches are well known, others are relatively new. We look at each in turn, as an instance of the triple {Focus, Effect, Visualization Space}:
1. {Point, Distortion, Image Space}: this is the wellknown fisheye view of Furnas [4] , and later Sarkar and Brown [17] , applied to the image created by a volume rendering algorithm. The distortion is a simple magnification process, with pixels being replicated (or removed) from the original image. This can be applied as a post-processing step on the original image.
{Rectangular Region, Distortion, Image Space}:
this is the bifocal display approach of Spence and Apperley [18] , with similar effect to the above.
3. {Circular Region, Distortion, Image Space}: this is a variant of the Spence and Apperley bifocal display.
Having made this distinction between point and region, for simplicity we now treat them together in what follows, considering point as limiting case of circular region:
4. {Point/Region, Refinement, Image Space}: here the accuracy of each pixel in the image is related to its distance from the focus region. This approach has its origins in the flight simulation area, where high resolution insets were blended in to a low resolution background (see references in Levoy's gaze paper). We can do exactly the same with volume rendering, simply by generating inset images at higher resolution. This is also related to Levoy's "Volume Rendering by Adaptive Refinement" paper [11] where areas of greater image complexity are refined by casting more rays.
5. {Point/Region, Distortion and Refinement, Image Space}: this combines approaches 1, 2 and 3. As well as carrying out the spatial distortion, we also increase the relative accuracy within the focus region, either by increased sampling or by interpolation from existing samples.
6. {Point/Region, Distortion, Object Space}: in this approach, we apply a 3D spatial distortion to the dataset. Within a 3D focus region, the object (that is, the portion of gel within the focus region) is magnified by a certain factor (greater than 1), and the remainder is magnified with decreasing factors as we approach the boundary of the gel. A variation of this approach was presented by LaMar et al in their magnification lens paper [7] . This is also explored further in this paper, for both point and region.
7. {Point/Region, Refinement, Object Space}: in this approach, we model the object, i.e. gel, at higher accuracy within the focus region, before the gel is rendered. An example of this method is LaMar's work on multiresolution volume visualization [6] .
8. {Point/Region, Both, Object Space}: this would combine 6 and 7 above.
9. {Point/Region, Distortion, Both}: this has not been studied, but we could envisage the image distortion being applied as a post-processing step.
10. {Point/Region, Refinement, Both}: this is basically the idea in Levoy's gaze directed volume rendering [12] . Refinement in image space is achieved by higher density of rays cast, and refinement in object space is achieved by higher sampling along the ray. Note that the focus region in object space is a frustum evolved from the focus region in image space.
11. {Point/Region, Both, Both}: this would combine 9 and 10 above.
To serve as a testbed for the implementation and evaluation of new methods, a prototype volume rendering system was developed. This prototype currently uses the traditional 3D texture mapping method, as proposed by [1] . But so far no distortion is actually taking place in the prototype: the distortion methods are being done in a stand-alone program, which reads a volume dataset, applies the desired dis-tortion and creates a new dataset. Only then the new dataset can be visualized on the prototype.
Distortion Methods
According to the taxonomy proposed in section 3, it seemed natural to begin the research with existing methods. So this section discusses the implementation of two threedimensional distortion methods based on two-dimensional counterparts: 3D cartesian bifocal and 3D cartesian fisheye. Applying the terminology already defined, these methods can be classified as {Point/Region, Distortion, Object Space}, as there is no refinement yet.
Normally the distortion can be seen as a mapping function from original coordinates to new (distorted) coordinates. However, in our case we are dealing with discrete data (voxels). If the function was to be applied in the traditional way, the resulting volume possibly would have holes, as happens with image warping. The solution is to use the inverse of the function and work backwards, from distorted coordinates to original ones. This works as follows: first we create a new volume with the same size as the original one. Then we traverse this new volume, applying the inverse mapping function to obtain the original coordinates. Using the computed position, we fetch the corresponding voxel from the original volume and store it on the new one. This process is better illustrated in figure 3 , which shows its application to a two-dimensional image.
Furthermore, it is worth noting that although this is essentially a nearest neighbour sampling, there is nothing that prevents a better interpolation method (e.g. trilinear) from being used. In such a case, the methods would be classified as {Point/Region, Both, Object Space}. 
3D Cartesian Bifocal Display
This method can be seen as an extension to the 2D bifocal display: the focus is a rectangular region which will be uniformly enlarged by a factor and the remaining sections of the volume will be compressed, keeping the same volume size. As stated in section 4, this is an object space method, as it effectively changes the original data before rendering. It is similar to LaMar's magnification lens [7] , but in their case the distortion is localized to a region (lens) within the overall space, which causes a large change of scale at the boundary of the lens itself.
For simplicity, we are assuming all coordinates are normalized. The basic distortion itself is directly adapted from Winch's work [23] , depending on three parameters: The first step is to compute six scaling factors: for each axis and for each side of the focus region. These factors are needed to determine how much the volume is compressed to each side of the focus region. Figure 4 shows how the factors for the x axis are obtained.
Let ¡ Ü· be the distance from the right edge of the original focus region´Ü Ñ Ü µ to the boundary; ¡ Ü ¼ · be the corresponding distance after the distortion. Using similar notation for the left side, we define scaling factors:
(same for y and z)
Then, for each voxel in the new volume (distorted), the following algorithm calculates the corresponding original voxel coordinate V(x,y,z), using the scaling factors and the limits of both regions: if x' is outside focus region:
if x is inside focus region, just apply the magnification factor:
(the formulation is the same for Ý ¼ and Þ ¼ )
3D Cartesian Fisheye Display
Like the previous method, this can be also be seen as an extension of a two dimensional technique, the fisheye display [17] . In this case there is no "focus region", but a focal point (in this case, a voxel). The magnification factor Then, by traversing each voxel in the distorted volume N(x,y,z) the following algorithm calculates the voxel coordinate in the original volume V(x,y,z):
Example of application
To demonstrate how the methods currently perform with real data, a section of a medical dataset has been used, comprising of 512 x 512 x 146 slices. This dataset contains a CTA (Computerized Tomography Angiography) of a patient's Circle of Willis -a circle of arteries at the base of the brain. Congenital defects may occur in these arteries and result in the formation of aneurysms. An aneurysm is a dilation of an artery caused by the vessel wall yielding and stretching due to the pressure of the blood. The surgeon needs a precise view of the region around the aneurysm so that he/she can apply a clamp, but only needs an overview of the wider picture. Thus the idea is to use the aneurysm as a focal point, in order to assess whether the distortion is providing a better visualization and understanding of the data or not.
First we present the results, viewed on a single slice, in figure 5 . The left image shows the original, unaltered slice, where the aneurysm can be seen as a small white ball. The centre image shows the distortion obtained from the 3D cartesian bifocal method. A small region around the aneurysm is used with a magnification factor of two. Finally, the right image presents the results from the 3D cartesian fisheye method. In this image, the focal point is the centre of the aneurysm but here the distortion factor was 1.2, trying to keep the aneurysm roughly with the same size obtained with the bifocal method. From the images, it can be seen how the fisheye method changes to a greater extent the spatial proportions of the data, while the bifocal method retains more of the original balance. This finding is also confirmed by looking at the volume rendered data, as seen in figure 6 . In the right image, it is also easier to notice that the borders of the dataset are indeed very compressed. Therefore, although the bifocal method is non-continuous, this preliminary experiment shows that it is more appropriate for this particular medical dataset. Further experiments are to be conducted with other kinds of data.
Conclusions and Future Work
Volume rendering is a well-known, established technique to visualize three dimensional datasets. A number of different solutions have already been developed to visualize this kind of data, but most of them suffer from the focus+context problem outlined before: usually there is too much data and the most used approach is to zoom in and get closer to the desired feature of interest, at the expense of losing the overall context. Therefore this study aims to provide a better understanding of how Information Visualization ideas can be applied to Scientific Visualization in an effective way, in particular for the visualization of very large volume datasets. This is a relevant problem: in a panel held at IEEE Visualization 2002, Zuiderweld [16] mentioned that the ability to efficiently process very large datasets will be essential in the near future.
A contribution of this work is to develop a number of solutions to this problem, and identify through demonstration which applications would benefit most from focus+context approaches. We intend to investigate the feasibility of new techniques to help visualizing large scale data and to study how the distortion effects change our views and therefore, our understanding of the data. In collaboration with our clinical advisor, we shall evaluate the benefits of the approach in real-life situations. Finally, we also are interested in applying multiple view approaches [20] to our methods, in order to compare and contrast with the current results. Additional applications may include (but are not limited to) CFD, meteorology, failure analysis, molecular modeling, seismic data and oceanography (time-varying) data. 
