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Abstract
Spatial data has particular characteristics that allow its distribution to be inspected using analytical techniques. These techniques can be used to determine whether point datasets display a tendency towards spatial clustering. Locations of any clusters can then be ascertained. 

The Welsh Leukaemia Registry has provided postcode details of all leukaemia cases in Wales between 1991 and 2001.This paper describes a project that aims to examine the extent to which this dataset exhibits clustering tendencies. The exploratory techniques developed can be used to highlight areas where further investigation is needed in order to account for such clusters.

Building upon previous research, the Cluster Location Analysis Procedure (CLAP) has been developed. CLAP incorporates the best attributes of other cluster detection tools (exhaustiveness, independent analysis), while introducing novel qualities of its own. Requiring no previous knowledge of the dataset, CLAP independently interprets the information in order to produce accurate results. CLAP is efficient and unlikely to disregard potential clusters. While CLAP was inspired by the need to analyse the leukaemia data provided, it is applicable to any type of point dataset containing relatively few cases.
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1	Introduction
This paper describes and assesses some of the more popular techniques, identifying their strengths and weaknesses. The development process of CLAP is then explained, detailing obstacles faced and overcome. This development is still very much ongoing, leading to an assessment of work completed to date and speculation as to how further improvements can be made. Aspects that allow scope for further exploration are also discussed. The conclusion considers the various topics that have been described in the paper.

It is important to properly define what is meant by a cluster. Turton (1998) states that a cluster is “a localised excess incidence rate that is unusual in that there is more of some variable than might be expected”.

This problem can be described as a density-based clustering method. This means that for a region to be classified as a ‘cluster’, its immediate neighbourhood must contain at least a minimum number of relevant datapoints. The problem is complicated by the fact that these clusters need not necessarily occur in uniform shapes. It is important that our cluster detection device is able to account for this, identifying boundaries of clusters appropriately.

No prior knowledge of the dataset is provided, nor should there be any need for it. Any clusters must be identified completely independently of any external bias, so as to ensure that results are reliable – the entire point of the technique is that it can detect clusters by itself. One of the major pitfalls that must be avoided is attempting to find evidence to fit a presupposed theory, or ‘fishing for significance’, as examined by Burr (2001).

2	Previously Developed Techniques
In this section, some of the most popular existing techniques for detecting spatial clustering are described and assessed. Primarily, we discuss Knox’s work (1964), Openshaw et al’s Geographical Analysis Machine (1987), and Kulldorff’s Scan (1995). In Table 1, we compare the principle characteristics of several other techniques developed in previous research. The techniques looked at are Besag and Newell’s method (1991), Bithell’s linear risk score test (1995, 1999), the Local Moran Test (Anselin, 1995), Ripley’s K-Function (1981), Turnbull’s Method (1990), and Rogerson’s Method (1995), based upon Tango’s statistic (1995). The table briefly describes how each test operates and assesses some of their advantages and disadvantages.

One of the earliest attempts at creating a cluster detection method was that by Knox (1964). Knox designed a 2x2 test to compare every individual case with every other case, to make a large set of ‘pairs’ that were then examined for interactions in space and/or time. The test became popular, due to its elegance and ease of use. A key benefit to it was that it demanded no prior information regarding controls, requiring knowledge only of cases. 

However, this test is very much of its time, being based purely upon statistics. More modern techniques are able to increase the power of the examinations by taking advantage of advances in computing capability. The process of pairing up cases is a limiting one as the purpose of such investigations is to find large groups containing several cases. The capacity to consider several cases at once is a subject that will play a key role in the work undertaken here.

Another popular program for analysing the distribution of spatial data is the Geographical Analysis Machine (GAM), created and subsequently refined by Openshaw et al. GAM addressed the problem of purely statistical analyses used previously, which did not handle the special characteristics of spatial data, while providing an effective and unbiased search technique for exploratory data analysis, incorporating a graphical display. GAM’s primary novelty is its scanning properties: appropriately shaped search regions (usually circles) are applied to a two-dimensional grid lattice covering the entire region to be analysed. The shape is then moved onto the next grid intersection, until the study region has been completely and evenly covered by circles (assuming a circle is used). The lattice is created such that each circle will have a large overlap with the previous one. The circle radius is then increased by a pre-determined increment, and the process is then repeated until all radii considered relevant have been formed. For every circle, a significance test is performed based upon the number of cases found compared with the population at risk within the zone. This was used to identify potential clusters of childhood leukaemia following concerns that there were potential linkages with nuclear power stations.

One of the greatest assets of GAM is the exhaustive nature of its search, which required no previous knowledge of the data or the study region, and provided a completely unbiased exploration. However, an undesirable side-effect of this was that GAM spent much of its time examining regions in which there may be no relevant cases, or even any background population at all. GAM was criticised for this incredibly computer intensive process, given the technological limits of the era. This was particularly significant if the study area was large.

In contrast, Kulldorff et al’s spatial scan tests are far less intensive, testing far fewer points. They made use of administrative areas to split the study region. For each area, the geographical centre is calculated. Each of these centroids is then examined, counting the number of cases within a specified proximity of the centroid in an attempt to discover clusters. This is inadequate for these purposes, as it is likely to miss any potential clusters that are situated between centroids (the gaps between centroids may be relatively large). Nevertheless, such techniques have been used in a number of studies to identify potential leukaemia clusters (Hjalmers et al., 1996).

Besag and Newell’s method, further described below, uses the locations of cases as a basis for each test. However, precision is reduced by testing not the exact position of the case, but the nearest centroid to it. However, the advantages of this approach seem to be outweighed by its disadvantages, given that the approximation process applied offsets any processing efficiency benefit.

Table 1 – previous cluster detection techniques

Method	Description	Advantages	Disadvantages
Besag and Newell’s method	A circular window focuses upon each area in turn, expanding until it finds the pre-determined number of cases. The population contained within the window is compared with the expected population required to find that level of cases.	Collections of cases will be found, and their level of significance is then assessed.	Circles may need to expand by very large amounts to find sufficient numbers of cases if the expected density is low, diluting the strength of the cluster. It can be hard to ascertain the true significance of a cluster. Regional searching can mean clusters are missed.
Bithell’s linear risk score test	Focused cluster detection, assigning cases in the study area a risk score according to their relative risk from locations examined. This means that changes in risk within the proximity of point sources should be apparent.	Assesses how risk decreases with distance from a particular point – useful for considering environmental hazards with varying field strengths (e.g. electricity lines).  	Significance can be found by default – if there are few cases far from the focus, it may appear that cases have clustered around it.






Ripley’s K-Function	K-functions calculate the number of cases within close proximity of each case in turn. Here, a K-function is calculated and compared with the expected K-function for Poisson distributed data to assess the dataset for global spatial clustering. 	Comparisons are made for every instance, meaning that any cases near to one another will be identified.	May not identify clusters centred around a point, if the cases themselves are not particularly close.
Turnbull’s Method	A circular window is expanded until the population contained reaches a threshold. The number of cases inside the window is assessed for significance. The window is moved onto the next region.	Comparisons between different areas are assisted by consistent population sizes.	Windows often have large overlap, meaning that case counts may not be independent of one another. Regional searching can mean clusters are missed.
Rogerson’s Method	Searches for changes in the pattern of spatial distribution. Each area is examined sequentially, checking whether the number of cases relative to the population is that which would be expected under a Poisson distribution.	Threshold values for detecting changes can be pre-set by the user, allowing clusters of particular strength or size to be searched for.	User set thresholds mean that the extent of clusters may be overlooked. . Regional searching can mean clusters are missed.


From the table it is clear that many techniques suffer from similar problems. The problem Kulldorff’s Scan faces, of overlooking potential clusters by examining insufficient or inappropriate areas is one that affects several other algorithms. Many techniques also find it difficult to prove the significance of clusters that are discovered. 
3	The Cluster Location Analysis Procedure (CLAP)
We have seen some of the tools available to analyse spatial data and identified their strengths and weaknesses. This section will describe how previous research has been built upon.

Motivated by the desire to capitalise upon opportunities created by other work, a data mining tool was created in this project using the programming language Visual C++. The program is capable of identifying clusters of incidence within spatial data. For the purposes of the leukaemia study it was felt that it would be helpful to understand fully the inner workings of the tool being used to analyse the dataset. By creating a new method, the technicalities become completely transparent, creating greater confidence in the results obtained. The development of this device was very much a step-by-step procedure, each modification leading to greater accuracy of results. Key attributes of the device created are:
	It requires no previous knowledge of the dataset;
	It requires little subjective input from the user;
	It is efficient;
	It produces a clear graphical display of results;
In order to operate, CLAP requires only a text file listing the x-y co-ordinates of each incident, as well as details of background population, discussed later in Section 3.6.

3.1	Exhaustive Search
The first simple method for detecting clusters operated in a similar way to GAM. A circular zone of a size defined by the user is placed at the bottom left corner of the study area as illustrated in figure 1. The number of cases within this circle, or ‘window’, is calculated and recorded, before the circle is moved across the study region by a pre-determined increment (figure 2). This new circle should have a significant overlap with the previous one, in order to avoid missing potential clusters. The process is repeated until the entire study region has been covered. This is achieved by retaining the same y co-ordinate for the centre of the window, while increasing the x co-ordinate by a small increment to cover the entire east-west axis of the study region. The x co-ordinate is then reset and the y co-ordinate increased, before the process is repeated. Following this pattern, a large number of points in the study region are assessed, as shown in figure 3. Each is assigned a value according to the number of cases in the vicinity.

3.2	Time
In many studies, such as those concerned with the distribution of disease, clusters deemed to be of the greatest significance need to be close not only spatially, but also chronologically. When combined with a date believed to be appropriate (for example, this could be the date of leukaemia diagnosis), every case can be described in three dimensions. This extra dimension can be incorporated into the search technique, by translating the date into a linear number. In the same way as the spatial window, a user-defined range is set, in terms of a time scale. The base value of this time scale is set as that of the earliest case in the data set. Before increasing the x co-ordinate of the area being examined, the point in time under analysis is increased, again by a pre-determined increment. Cases considered to be part of the same cluster would need to occur in the same place, at the same time.

Note that for investigations searching for chronologically close clusters as well, four different inputs would be required. These limits would vary between investigations and would need to be properly researched so as to be justifiable. Previous research on searching for clusters of leukaemia (for example, Petridou et al (1996), Knox and Gilman (1995), and Taylor and Chavez (2002)) has suggested that spatial limits of between 0.5km and 5km are most appropriate. There seems to be a consensus in the literature that one year is a reasonable time limit for cases to be described as being ‘close in time’, as explained by McNally et al (2002) and Ederer et al (1964).

3.3	Size Of Circles
At this stage, all sectors examined are of identical magnitudes. However, in investigations of this type clusters will not be of uniform sizes, yet still need to be directly evaluated relative to one another. This is done by calculating the case density of each circle examined. For each examined, the number of cases found within the circle is divided by its area. If this number is greater than a pre-determined threshold value, then the radius of the circle is increased by a predetermined increment (figures 4 and 5). As demonstrated in figure 6, greater attention is therefore paid to areas containing more cases.


Only circles containing cases are recorded and saved to the output file. For each point, the circle with the greatest density will have its details retained. Figure 7 uses pseudo-code to describe the algorithm used to calculate the number of cases near to the point under investigation.

3.4	Case to Case
An obvious fault with the exhaustive search is that it is far too inefficient. The vast majority of the areas assessed contain no cases, yet require several calculations. This was solved by limiting the number of points tested. Reducing the exhaustiveness of the search creates a danger of overlooking important areas, making it imperative that those areas that are examined are carefully chosen. The method used to achieve this is to make the circle jump from case to case, shown in figure 7.

This means that the program inspects only those areas guaranteed to contain relevant information. Testing areas in this way has advantages over the three techniques previously described. Firstly, clusters are unlikely to be missed, as with Kulldorff’s Spatial Scan. Secondly, clusters are discovered in a more efficient manner than GAM. Thirdly, accuracy is not sacrificed as efficiency improves, as with Besag and Newell.

3.5	Spatial Indexing
Initially, the algorithm determined the number of cases within the relevant radius of the point in question operated by calculating the Euclidean distance from that point to every case within the dataset. This severely hindered efforts to make the technique as efficient as possible, as it required a large number of calculations that should not logically be required. Ideally, the point should only be compared with other points within a realistic proximity to it. This is achieved by using a simple spatial indexing algorithm. The study area is divided into a grid of small squares, each square represented in a two dimensional array. Every case is assigned to its appropriate square within the array. When a point is under investigation, distance comparisons need only be made with points that fall inside squares adjacent (or within a certain range, as appropriate) to its own base square. In studies where there may be hundreds or thousands of individual points, this dramatically increases computational efficiency.

3.6	Population Estimation
There are flaws to the idea of determining case density purely according to circle area. Given that more cases will occur in conurbations, CLAP needs to determine areas where incidence is greater than expected. One major problem that has repeatedly occurred in research of this type is the accurate mapping of background population. An existing method of representing the distribution of the population is the weighted grid model, described by Martin (1989, 1996). Martin creates a distance-decay function, based upon relative density of nearby political region population-weighted centroids. The population of the region is then distributed among regularly shaped cells. This creates a raster model with population estimates in each cell. 

An alternative technique is also proposed. Access has been obtained to the 1991 UK Census data, indicating the demographic breakdown of population within each Enumeration District (E.D.). At the simplest level, the entire population of the E.D. can be assigned to its geographical centre. The background population of a circle under investigation is then assumed to be the combined population of E.D. centroids contained within the circle. A potential drawback of this technique is that it is quite ineffective when working on a small scale: smaller circles may need to expand by several increments before meeting any of these centroids, giving the impression that a case has occurred in an area completely devoid of any inhabitants. A slightly better method is to make use of population weighted centroids. (Locations of population weighted centroids are listed in the census data and are calculated to indicate the ‘centre of gravity’ of the population of an area.) This approach is somewhat rudimentary, and its deficiencies are highlighted by the differences in accuracy between the mapping of the individual cases and the background population. However, it does allow scope for improvement. 

Further data is available relating to the locations of postcode regions accurate to 100 metres. While it is not possible to state with any certainty the number of people within each postcode, an average number can be calculated and assigned to the centre of that postcode. This greatly increases the number of population points on the map, making it less likely that there will be problems of the type where an impression is created of a case occurring where there is zero population (figure 9). The aim is to illustrate the settlement pattern, rather than the zonal boundaries. This type of depiction is particularly pertinent to regions such as the South Wales valleys, where the majority of the community live in relatively small areas, while the E.D. extends to cover areas of no major population centres. Again, there are limitations to the accuracy, but in the absence of a perfect representation any minor improvement in the generalisation created is to be welcomed. 

In some studies, there will be a very specific group of individuals that are to be considered. For example, different types of leukaemia affect different age groups. It would be important in such an investigation to identify areas where there is an excess of cases relative not simply to the entire population, but rather relative to the population at risk. Census data also includes details of the socio-economic breakdown of population. In the case of leukaemia, it may be more appropriate to calculate the average number of children under 16 per house, as we are likely to target types of leukaemia to which children are most prone.

Diggle (1990) suggested a novel method of indicating the background population, based upon the geographical dispersion of another, more common disease (or other phenomenon) that has the same population at risk. This data is assumed to accurately reflect the spatial distribution of the phenomenon under investigation. Specifically, Diggle used cases of cancer of the lung to provide a background population in his examination of cancer of the larynx in a town in Lancashire, England. Diggle himself describes the idea as ‘perhaps controversial’, and there are a number of important assumptions. Firstly, that the two phenomena will have exactly the same population at risk. Secondly, that the more common phenomenon has evenly distributed itself over the population it is intended to represent and that it has no tendency to cluster itself. Finding suitable phenomena, and the appropriate data, would be very problematical. This would render such a model difficult to implement.

3.7	Statistics
In large datasets, clusters may occur at random making it difficult to ascertain whether a detected ‘cluster’ is a genuine unnatural collection of cases around a particular location. This is a difficult problem to overcome. Indeed, as Turton concedes in the case of GAM, “[it is perhaps better] to use the term database anomaly rather than cluster when referring to the results produced”. This statement very much applies to CLAP as well. These randomly occurring ‘clusters’ can only be accounted for by making the tests statistically robust. 

Leukaemia has been assumed to follow a Poisson distribution, as described by Alexander (1999). The Poisson formula has been incorporated into the program, allowing threshold levels to be set according to the statistical probability of the observed number of cases within a window. 

4	Outputs From CLAP
Results are produced in the form of a text file, listing x and y co-ordinates for each cluster, its size and its case density. These results are fed into a specially created program. In its present form, this program translates the data into a graphical display that represent the results in a clear and concise way, as shown in figure 11. Sizes of circles are accurately reproduced, each one shaded appropriately according to its density. The spectrum of colours used for this can be defined by the user. Those circles with lower density will be shaded lighter, while those of higher density will be darker. If two or more circles overlap, then the circle with the greater density should take priority when being displayed. 

There are some questions that need to be answered before a definitive display mechanism is finalised. Importantly, the chronological order of clusters needs to be taken into consideration. The output file will contain the date at which each cluster occurred, which must be represented. There will sometimes be clashes where two clusters, possibly several years apart, overlap spatially. Kulldorff used a cylinder on a three dimensional map to indicate the time period under consideration: the taller the cylinder, the longer the time period. However, if there is a spatial overlap between clusters can they be shown to be unconnected? Perhaps it will not be possible to incorporate all of this information onto one map without it becoming cluttered and difficult to interpret (negating one of the technique’s key objectives). One solution would be to create several maps, each representing one year, say, of the study period. These individual maps could be combined if necessary to produce a map similar to the original. This allows the user to demonstrate trends over time or space. The use of different visualisation techniques in this project will be explored in future research.

5	Conclusion
Ultimately, the effectiveness of the finished version of CLAP will be judged upon its performance in direct comparison with existing techniques. This can be done by testing it using benchmark data, designed to contain clusters of varying strength. These clusters must be identified correctly, as CLAP will stand or fall by the outcome of this. As for whether it is an improvement upon existing methods, this will depend to a great extent upon how much those techniques are handicapped by their weaknesses. Future work will compare results obtained by CLAP against those from other clustering algorithms, including Knox’s Test, GAM and Kulldorff’s Spatial Scan.

For the most part, CLAP’s features have a lot in common with those of Kulldorff’s SatScan and GAM. The concept of counting points within circular zones and expanding where appropriate is not new, nor is the idea of limiting the number of points examined. Where CLAP is innovative, is the way it has combined these features to provide an alternative which addresses some of the limitations of previous cluster detection techniques. The methods of mapping background population have also been arrived at independently, offering an alternative to existing choropleth maps and Martin’s raster representation.

The techniques developed here have a number of advantages over previous clustering algorithms. These include its exhaustiveness, whereby all relevant areas are examined, whilst greater attention is paid to zones containing more cases (i.e. more likely contain statistically significant clusters). By not wasting time investigating unpopulated areas the techniques have a sound basis for mapping the background population that can easily be developed. The visual display represents results in a clear way, shading of colours making it easy to see relative strength and size of clusters.

6	Future Work
There are still some aspects of CLAP that need to be improved, notably accuracy of mapping background population. A definitive method for representing cluster strength/size needs to be decided upon. Another limitation is the amount of user input required prior to operation. At the outset of the project, one of the stated goals was to create a system that operated completely independently, with no prior knowledge of the type of data being investigated. At present, several important figures need to be supplied by the user, such as the increments by which the circle expands and the maximum/minimum size of potential clusters. These need to be fully automated for CLAP to truly be described as an unbiased cluster detection tool. 

An interesting alternative to moving from case to case is to use other points of interest for the particular study. For example, many theories about possible causes of leukaemia suggest alleged links with environmental hazards. Locations of potential hazards can be used as a basis for the search, as shown in figure 8. This feature means that CLAP, whilst primarily an unfocused search technique, can be used as a focused method if the user desires.

A further aspect in which CLAP can be modified is the process of initialising areas for testing. Primary tests do not necessarily need to be limited to small circles. By testing larger zones as well, it would be possible to identify clusters on a larger scale. Perhaps circles of two different sizes can be studied for each point (the user can suggest maximum and minimum limits for cluster size - these can be used as starting sizes. Their mid-point could also be examined if deemed necessary). If the density of cases is found to be significant at any size, then the circle can be expanded or contracted appropriately. Unfortunately, this introduces the problem of further user input, which can introduce bias into results created. 

As would be expected for a development as complicated as this, there are many issues that need to be addressed. These techniques used to overcome these challenges will be refined in future analysis.
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Figure 10 - These cases may appear to have occurred in an area where there is no population (population is assigned to centroids, represented by squares).

Figure 11 - More population points reflect settlement patterns in a more accurate way.

y=y co-ordinate of the window; x=x co-ordinate of the window;
iCaseY=y co-ordinate of the case being tested; 
iCaseX=x co-ordinate of the case being tested;
iCaseNumber=the number of the case being tested;
iCaseTime=time of the case being tested;

if:
the radius of the window >=
the square root of:(  (iCaseX-x)^2  +  (iCaseY-y)^2  );
And:
The time range >=
the time difference between the earliest point of the time ‘window’and iCaseTime;
	
Then:		{
		Return: iCaseNumber, iCase Time, iCaseX, iCaseY;
			Add 1 to the number of cases found within the window;	
		}  end if;


Figure 9 - alternative points (here represented by squares) can be tested for focused cluster detection.

Figure 5 - ... so the radius of the circle is increased.

Figure 8 - the circles jump from case to case, finding the most appropriately sized circle for each.

Figure 3 - the entire study area is covered.

Figure 12 - the CLAP display.

Figure 4 - here, the number of cases is above the threshold...

Figure 1 - cases inside the window are counted.

Figure 2 - the circle moves by a predetermined increment.

Figure 6 – more attention is paid to areas containing more cases.

Figure 7 - case proximity algorithm



