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ﺑﺨѧѧﻮارزﻣﻴﺘﻰ ﻣﻌﺎﻟﺠѧѧﺔ اﺷѧѧﺎرت اﻟﻜѧѧﻼم / ﻳﻬѧѧﺪف هѧѧﺬا اﻟﺒﺤѧѧﺚ اﻟѧѧﻰ ﺗﻨﻔﻴѧѧﺬ ﻧﻈѧѧﺎم  ﺗѧѧﺸﻔﻴﺮ اﻟѧѧﺼﻮت 
 CPLاﻟﺨѧﻮارزﻣﻴﺘﻦ هﻤѧﺎ ﺧﻮارزﻣﻴѧﺔ ﺗѧﺸﻔﻴﺮ اﻟﺘﻨﺒѧﺆ اﻟﺨﻄѧﻰ . ﻣﺨﺘﻠﻔﺘﻴﻦ ﺑﻐﺮض اﻟﻤﻘﺎرﻧﻪ ﺑﻴﻨﻬﻤﺎ 
(.CPLE   )ﻴﺔ ﺗﺸﻔﻴﺮ اﻟﺘﻨﺒﺆ اﻟﺨﻄﻰ اﻟﻤﺜﺎر ﺑﺎﻟﺼﻮت وﺧﻮارزﻣ
 ﺑﺎﻟﻠﻐﻪ اﻟﻌﺮﺑﻴﻪ ﻻﺻﻮات رﺟﺎﻟﻴﺔ وﻧﺴﺎﺋﻴﺔ  ادﺧﻠﺖ اﻻﺻѧﻮات اﻟѧﻰ اﻟﺤـѧـﺎ ﺳѧﻮب ﺟﻤﻞ ﺗﻢ ﺗﺴﺠﻴﻞ 
 اﺳѧﺘﺨﺪﻣﺖ 61.1  spbKﻪ اﻟﺼﻮت ﺑﻌﺪ اﺧﺘﻴﺎر ﺗﺮدد اﺧѧﺬ اﻟﻌﻴﻨѧﺎت ﻗﺑﻮاﺳﻄﻪ اﻟﻤﻴﻜﺮوﻓﻮن وﺑﻄﺎ
اﻻﺳﺎﺳѧﻴﻪ ﻻﺷѧﺎرة اﻟѧﺼﻮت وﻃﺒﻘﺖ ﺧﻮرزﻣﻴﺎت ﻣﺘﻌﺪدﻩ ﻟﻠﻤﻌﺎﻟﺠﻪ baltaM ﺑﺮﻣﺠﻴﺎت ﻣﺎﺗﻼب 
ﺛѧﻢ .  retlif sisahpme-erp ﻣﺜﻞ ﺗﻘﺴﻴﻢ اﻟﺼﻮت اﻟѧﻰ أﻃѧﺮ وﻣﻌﺎﻟﺠﺘѧﻪ ﺑﻤﺮﺷѧﺢ ﺗﺎآﻴѧﺪ ﻣѧﺴﺒﻖ 
  .ﻴﺮ اﻟﺘﻨﻴﺆ اﻟﺨﻄﺊﻔﻧﻔﺬت ﺧﻮارزﻣﺘﻰ ﺗﺸ
 آﻤѧѧﺎ ﺗѧѧﻢ اﻟﺘﺤﻠﻴѧѧﻞ .ﻢ ﺗﺤﻠﻴѧѧﻞ اﻟﻨﻈѧѧﺎم ﺑﻄﺮﻳﻘѧѧﻪ اﻻﺳѧѧﺘﻤﺎع ﻟﻠѧѧﺼﻮت اﻟﻤѧѧﺸﻔﺮ واﻟﺤﻜѧѧﻢ ﻋﻠѧѧﻰ ﺟﻮدﺗѧѧﻪ ﺗѧѧ
  .ﺑﺤﺴﺎب ﻧﺴﺒﺔ اﻟﻀﺠﻴﺞ ﻟﻼﺷﺎرة
 ﺗﻌﻄѧѧѧﻰ ﻧﺘѧѧѧﺎﺋﺞ اﻓѧѧѧﻀﻞ ﻣѧѧѧﻦ  ﺧﻮارزﻣﻴѧѧѧﺔ اﻟﺘѧѧѧﺸﻔﻴﺮ اﻟﺘﻨﺒѧѧѧﺆ اﻟﺨﻄѧѧѧﺊ  ان اﻇﻬѧѧѧﺮت اﻟﻨﺘѧѧѧﺎﺋﺞ  CPL
.CPLEﺧﻮارزﻣﻴﺔ ﺗﺸﻔﻴﺮ اﻟﺘﻨﻴﺆ اﻟﺨﻄﺊ اﻟﻤﺜﺎر ﺑﺎﻟﺼﻮت 
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Abstract 
 
  
 
 The object of this research is to implement a voice coder and decoder 
system (vocoder) using two LPC algorithms for comparison reason. 
The two algorithms are linear predictive coding (LPC) and voice 
Excited LPC. Sentences were recorded for men and   women. 
The speech acquisition is done by a microphone and the sound card. 
The recorded speech is sampled with 16 Kbps sampling frequency. 
Matlab software is used for implementing the system. Different 
preprocessing techniques were implemented such as signal framing 
and pre-emphasis using a digital filter. 
The analysis was done using both subjective and objective methods. 
The subjective analysis is based on listening to the encoded speech 
signal and making judgement on quality. The objective analysis is 
performed by computing segemental signal to Noise Ratio. The results 
show that the LPC technique is of good quality of better performance 
ELPC technique. 
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Chapter 1 
Introduction 
 
1.1Over View 
Speech coding has been and still is a major issue in the area of digital 
speech processing. Speech coding is the act of transforming the speech 
signal at hand, to a more compact form, which can then be transmitted at 
a considerably smaller bit rate. The motivation behind this is the fact that 
access to unlimited amount of bandwidth is not possible. Therefore, there 
is a need to code and compress speech signals. Speech compression is 
required in long-distance communication, high-quality speech storage, 
and message encryption. For example, in digital cellular technology many 
users need to share the same frequency bandwidth. Utilizing speech 
compression makes it possible for more users to share the available 
system. Another example where speech compression is needed is in 
digital voice storage. For a fixed amount of available memory, 
compression makes it possible to store longer messages [1].  
Speech coding is a lossy type of coding, which means that the output 
signal does not exactly sound like the input. The input and the output 
signals could be distinguished to be different. Coding of audio however, 
is a different kind of problem than speech coding. Audio coding tries to 
code the audio in a perceptually lossless way. This means that even 
though the input and output signals are not mathematically equivalent, the 
sound at the output is the same as the input. This type of coding is used in 
applications for audio storage, broadcasting, and Internet streaming [2].  
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1.2 The Obiective 
The object of this research is to implement a voice code and decoder 
system (vocoder) using two LPC algorithms for comparison reason. 
The speech coder that will be developed is going to be analyzed using 
both subjective and objective analysis. Subjective analysis will consist of 
listening to the encoded speech signal and making judgments on its 
quality. The quality of the played back speech will be solely based on the 
opinion of the listener. The speech can possibly be rated by the listener 
either impossible to understand, intelligible or natural sounding. Even 
though this is a valid measure of quality, an objective analysis will be 
introduced to technically assess the speech quality and to minimize 
human bias. The objective analysis will be performed by computing 
Segmental Signal to Noise Ratio (SEGSNR) between the original and the 
coded speech signal. Further more, an analysis and the study of effects of 
bit rate (comparison), speech again and noise. The mutter speech quality 
at the output will be made. The report will be concluded with the 
summary of results and some ideas for future work [9]. 
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1.3 The Methodology  
There are several different methods to successfully accomplish mutter 
speech coding. Some main categories of mutter speech coders are LPC 
Vocoders, Waveform and Subband coders. The speech coding in this 
project will be accomplished by using a modified version of LPC 
technique. Linear Predictive Coding is one possible technique of 
analyzing and synthesizing human speech. The exact details of the 
analysis and synthesis of this technique that was used to solve our 
problem will be discussed in this section. Only an overview will be 
included in this section, along with the previously mentioned other types 
of coding techniques. 
Matlab software is used for implemeting the system. 
 
1.4 Thesis Layout  
Chapter Two presents literature review on speech coding systems. 
including waveform coding and vocoders. 
Chapter Three illustrates the digital speech processing techniques in both 
time domain and frequency domain, and the different existing 
applications. 
Chapter Four introduces the methodology of different speech coding 
techniques   including the LPC technique and the   Discrete Cosine 
transform technique. 
In Chapter Five the implemented system is introduced with results 
interpreted and analyzied. 
 3
Chapter Six is the conclusion of the thesis with comments and 
recommendation for future work. 
Appendix A illustrates the speech production system. 
 Appendix B introduces the Matlab code. 
 Appendix C gives some LPC technical details. 
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Chapter 2 
Speech coding and excitation 
 
2.1 Waveform Coder 
 We attempt to directly encode waveform in efficient way exploiting the 
tempared and per spectral characteristics of speech signals. 
- Temporal waveform coding. 
There are several analog source coding techniques. That are designed to 
represent the time – domain characteristics of the signal the most 
commonly used methods are described in the section. 
- Spectral waveform coding  
We briefly describe waveform coding methods that filter the source 
output signal info a number of frequency bands or sub bands and 
separately encode the signal in each sub band.  
 
2.2 Time - Domain 
 We choice the delta modulation the simplest application of the concept 
of differential quantization is in delta modulation “ abbreviated DM “ In 
this class of systems, the sampling rate is chosen to be many times the 
Inquest rate for the input signal As a result adjacent sample become 
highly correlated. The autocorrelation of the sequence of samples is just a 
sampled version of the analog autocorrelation. 
Given the properties of autocorrelation function, it is reasonable to expect 
the autocorrelation to increase as T tends to zero Tended we expect that 
for strictly uncorrelated signals. 
This high degree of correlation implies that as T tends to zero and one 
should better able to product the input form past samples and as a 
result.[6] 
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2.2.1 Linear Delta Modulation  
The simplest delta modulation system is depicted in Figure 2.1, in this 
case the equalizer has only two levels and the step size in fixed. 
 
x(n) 
 
∆ 
 
 
d^(n)  
 Z-1
          a         
d(n) 
−
+ C(n) 
Encoder 
 
+
C(n)=0  
d(n) C(n)=1 
∆ 
 
Figure 2.1a: Encoder.  
+ 
aZ-1
Decoder 
C(n)    x^(n) d
^(n) 
 
+
 
Figure 2.1b: Decoder.  
Figure 2.1: Block diagram of a delta modulation system  
a: coder      b: decoder  
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This result can be viewed in only qualitative terms, however, since the 
assumptions under when the expression for (Gp)opt.  
Was derived tend break down for such crude equalization resulting 
samples x(n), x^(n) and for a given sampling period T, and assuming α 
(The feedback multiplier) is set to 1.0 it can be seen from figure 2.1a 
difference equation.  
x^(n) = αx^(n-1) + d^(n)                                                                         (2.1) 
           
With α = 1, this equation is the digital equivalent of integration, in the 
sense that it represents the accumulation of positive and negative 
increments of migrated ∆ we also note that the input to the quantize is 
                                        (2.2)  d(n)=x(n)-x^(n-1)=x(n)-x(n-1)-e(n-1)
This except for the quantization error in x^(n-1), is first back word of 
 x (n). 
 
2.2.2 Differential Pulse Modulation (DPCM) 
In PCM, each sample of the waveform is encoded independently of all 
the others. However, most source signals sampled at Nyquist rate or 
faster exhibit significant correlation between successive samples. In other 
words, the average change in amplitude between successive samples is 
relatively small. Consequently, an encoding that exploits redundancy in 
the samples will result in a lower bit rate for the source output.  
A relatively simple solution is to encode the differences between 
successive samples rather than the samples themselves. Since differences 
between are expected to be smaller the actual sampled amplitudes, fewer 
bits are required to represent the differences. A refinement of this general 
approach is to predict the current sample based on the previous p 
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samples. To be specific, let   denote the current sample from the source 
and let   denote the predicted value of  defined as  
nx
nx
1
1
−
−
− ∑= np
i
in xax
nx
−
nx
−
nx
  (2.3)                      
Thus is a weighted linear combination of the past p samples and the   
{ai} the predictor coefficients. The {ai} are to minimize some function of 
the error between and.   nx
`    
Figure 2.2a: Encoder. 
 
Figure 2.2b: Decoder. 
Figure 2.2: Block diagram of (a) DPCM encoder, (b) DPCM decoder at 
the receiver.  
 
2.3 Voice Coder  
involves the representation of the speech signal by a set of parameters the 
estimation of the parameter from frames speech and the efficient 
encoding for possible transmission or storage the vocoders are based on 
the representation of speech signal by can all pulse model of the vocal 
system  
 (2.4)        )(/)()( zDzNzH =
                  
 Thesis contrast to the waveform encoding methods descended above. 
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Model – base source coding represents a completely different approach. 
In this the source is modeled as a linear systems (filler) that. When 
excited by an appropriate input signal results in the observed source 
output.  
Instead of transmitting the samples of the source waveform to the 
recover.  
The parameter of the linear system are transmitted along with an 
appropriate excitation signal   
 If the number of parameters a large compression of the data. 
The most widely used model – based coding method is called linear 
predictive coding in this. The sampled sequence denoted by   
 (2.5)          ,1......2,1,0,.... −= Nnnx
 is assumed to have been generated by an all-pole (discrete – time) filler 
having the transfer function.  
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Chapter 3 
Digital Speech Processing 
 
3.1 Speech Signal  
 
The purpose of speech is communication. There are several ways of 
characterizing the communication potential of speech. One highly 
quantitative approach is in terms of information theory ideas as 
introduced by signal processing.  
According to information theory, speech can be represented is terms  of 
its message content, or information, alterative way of characterizing 
speech is in terms of the signal carrying . The message information, the 
acoustic wave from although information theoretic ideas have played a 
major role in sophisticated communication system, the speech 
representation based on the wave form  or more parametric model, which 
has most useful in practical applications.  
 
3.1.1 The Speech Signal Processing 
 
The general problem of information manipulation and processing is 
depicted in figure 3.1.In the case of speech signals the human speaker is 
the information source. The measurement or observation is generally 
acoustic wave form   
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                                                                                                      Signal  
                                                                                        Processing 
 
 
 
 
                                                                               
Information 
Source 
Measurement 
or  
Observation 
Signal 
Representation
Signal 
Transformation
Extraction 
Utilization of 
Information 
 
 
Figure 3.1: General view of information manipulation and processing. 
 
Thus, processing of speech signal generally involves tow tasks first; it is 
 a vehicle for obtaining a general representation of speech signal in either 
wave form or parametric form. Second, signal processing serves the 
function of aiding in the process of transforming the signal representation 
into alternate, but more appropriate to specific application.  
We will see numerous examples of the importance of signal processing in 
the area of speech communication.  
 
  
 
  
 11
3.1.2 Digital Speech Signal 
In considering the applications of digital signal processing techniques to 
speech communication problems, it is helpful to focus on three main 
topics. The representation of speech signals in digital form, the 
implementation of sophisticated processing techniques and the classes of 
applications which rely heavily on digital processing.  
    
Figure 3.2: Representation of speech signals. 
Representation 
of 
Speech Signal 
Wave  
Form 
Representation 
Parametric 
Representation 
Vocal 
Tract 
Parameters 
Excitation 
Parameters 
 
 
The process of sampling underlies all of the theory and application of 
digital of speech processing.  
There are many possibilities for discrete representation of speech signal, 
as shown in figure 3.2 these representations can be classified into two 
broad groups, namely waveform representation and parametric 
representation.[7]  
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 3.2 Model of Speech Production 
 
Speech production can be viewed as a filtering operation. In which a 
sound source excites a vocal filter. The source may be either periodic, 
resulting in voiced speech, or noisy and a  periodic, causing unvoiced 
speech, There are also some parts of speech which are neither voiced nor 
unvoiced but a mixture of the two, called the transition region. Amplitude 
versus time plots of typical voiced and unvoiced speech is shown in 
Figure 3.3.  
In this speech production model the excitation source and the vocal tract 
considered independently. While the source and tract interact 
acoustically, their independence causes only secondary effects.  
The voicing source occurs at the larynx at the base of the vocal tract, 
where the airflow from the lungs is interrupted periodically by vocal folds 
generating periodic puffs of air.       
 
 
Figure 3.3: typical voiced and unvoiced speech waveforms. 
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3.3 Frequency – Domain Analysis of the Speech 
 
Most useful parameters in speech processing are found in the spectral 
domain. The speech signal is more consistently and easily analyzed 
spectrally than in the time domain and the common model of speech 
production corresponds well to separate spectral models for the excitation 
and the vocal tract. The hearing mechanism appears to pay much more 
attention to spectral amplitude of speech than to phase or timing aspects. 
For these reasons, spectral analysis is used primarily to extract relevant 
parameters of the speech signal. One form of spectral analysis is short-
time Fourier transform, which is defined, for the signal s(n), as.  
    
∑∞
−=
−−=
1
)()()()(
n
k jwnespnsnkwjwesps                              (3.1) 
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Figure 3.4: Spectra of the voiced and unvoiced speech waveform shown  
                in figure 3.3, and 10-th order LPC envelope. 
The short-time power spectra of the voiced and unvoiced speech 
waveforms of figure 3.2, as well as their 10-th order LPC envelope are 
shown in figure 3.4.    
The discrete Fourier transform (DFT) is used for computation of equation 
(3.1) so that the frequency variable w takes N discrete values (N 
corresponding to the window duration). Since the Fourier transform is 
invertible information is lost in this representation. A more economical 
representation of speech parameters is by the use of linear predictive 
analysis. 
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3.4 Linear Predictive Modeling of the Speech Signal 
 
The ideal behind linear prediction anaylysis is that a speech sample can 
be apprximated as a linear combination of past speech samleby 
minimizing the sumof the square difference (over a finite interval) 
between the actual sample the linear predicted ones.  
The predictor coefficients are the a weighting coefficients used in the 
composite spectrum effects of radiation vocal tract, the global excilation 
are represenlation by a time varying digital filter whose steady state 
system function is of the form.  
Spectral magnitude is a relevant aspect of speech which is widely used in 
speech processing. One source of spectral magnitude is short-time Fourier 
transform. Alternatively, linear predictive coding (LPC) provides an 
accurate and economical representation of the envelope of the short-time 
power spectrum of speech.  
k
k
p
k
za
G
zU
zSzH
−
=
∑−
==
1
1)(
)()(
                                                           (3.2) 
 
ka   = prediction coefficients of the digital filter (k=1, 2,3…... P) 
G   =Gain parameter  
P  =pretiction number  (10 - 18)  
Model parameter  
1- [ ] pretictive coefficient ka
2-Random noise generator 
3-pitch period 
4-vocid/unvocid classification 
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Figure 3.5: Block diagram of the simplified source filter model of speech   
A linear prodictor with predictor coefficients a is defined as a system 
whose output.  
k
)()(
1
knSn
p
k
kS −=∑
=
− α                 (3.3) 
The system function of the prediction is   
k
p
k
k zzP
−
=
∑=
1
)( α                                                                           (3.4)  
The prodictor e (n)  
∑
=
−
−−=
−=
p
k
k knsns
nsnsne
1
)()(
)()()(
α                                                            (3.5)       
Form (3.5) the predictor error sequence is the output of a system whose 
transfer function is   
k
p
k
k zzA
−
=
∑−=
1
1)( α                                                                              (3.6)   
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From (3.2) and (3.5) ; if the speech signal     tke model of equation (3.2) 
exctly, and if = kakα  
Then e(n)=Gu(n) 
)(
)(
zA
GzH = 
∑
=
−−
= p
k
k
k z
GzH
1
1
)(
α                                                                        (3.7) 
linear prediction analysis obtaining a set of predictor coefficient 
)( kαthrough the use equation (3.7)  
Then the prediction error filter 
-speech is time varying 
First a set of processing is necessary  the mean squared predictor  error 
over a short segment of speech   
The short time average predictor error. 
  
)(2 meE
m
m∑=                                                                                  (3.8)        
2)]()([ msmsE
m
nn∑ −−=                                                                (3.9)    
2
1
)]()([ kmsamsE n
p
k
k
m
n −−= ∑∑
=                                                          (3.10)  
Sn(m)= is asegment of speech that has been selected in the sample 
Sn(m)=S(m+n).  
We can find the values of   that minimize in equation (10). ka
 This technique is based on the model of speech production explained in 
section 3.3. A simplified block diagram of this model is shown in figure 
3.5.   
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In this model, the excitation signal, e (n), is either an impulse train (for 
voiced speech) or white noise (for unvoiced speech). The combined 
spectral contribution of the glottal flow, the vocal tract, and the radiation 
of the lips are representation by a time varying digital filter. This filter is 
called the LPC synthesis filter. Its transfer function has both poles and 
zeros, but to minimize analysis complex, the filter is assumed to be all 
pole, with a transfer function given by.   
)(
1
)(1
1
)(
)()(
1
zAzkazE
zszH
p
p
k
k
p
p =
+
==
∑
=
−                          (3.11) 
The LPC analysis filter is given by.  
            
1
( ) 1 ( ).
p
k
p p
k
z kaA z −
=
= +∑                                                     (3.12)      
Transforming Equation (1.2) to the time domain results in.  
                                    (3.13)  
1
( ) ( ) ( ). ( ) ( ) ( )
p
p
k
e n s n k s n k s n s na
−
=
= + − = −∑
It is seen that the current speech sample s (n) is predicted by a linear 
combination of p past samples. Thus the signal e (n) is the prediction 
error of residual signal. Hence, the p-th order of the signal s (n), 
determine the parameters {a1(1),………,ap(p)} so as to minimize the error 
signal e (n)[14].  
  
3.5 Spectral Enhancement 
  
Speech enhancement involves processing signals for human listening as 
preparation for further processing before listening. The main objective of 
speech enhancement is improving one or more perceptual aspects of 
speech, such as overall quality or indelibility.  
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Speech enhancement is desirable in a variety of contexts. 
For example, in environments in which interfering background noise (e.g, 
office, streets and motor vehicles) result in degradation of quality and 
intelligibility of speech. Other application of speech enhancement include 
for room reverberation , correcting for the distortion of speech due to 
pathological difficulties of the speaker, post filtering to improve quality 
of speech coder, and improvement of normal undegraded  speech hearing 
impaired people.  
An example of speech enhancement is the algorithm described in further, 
which was studied for implementation. In this algorithm, spectral 
sharpening is used for both noise reduction and to compensate for the loss 
in frequency selectivity encountered among hearing impaired people.        
 
3.5.1 Digital Hearing Aids 
Analog electroacoustic hearing aids are the primary treatment for most 
people with a moderate-to-sever sensorneural haring impairment. These 
conventional hearing aids contain the basic function of amplification, 
frequency shaping, and limiting of the speech signal. The conventional 
hearing aids provide amount of amplification at different frequency so as 
fit as much of the speech signal as possible in the reduced auditory field 
of the hearing impaired person.  
Digital hearing aids promise many advantages over conventional analog 
hearing aids. The first advantage is the increased precision and 
programmability in the realization of the basic function, the frequency 
response can be tailored to the needs of the patient and also change 
according to different acoustic situations. Another advantage is the 
possibility of adding new functions such as noise reduction, spectral 
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sharpening and feedback cancellation, which are impossible or very 
difficult using analog circuits.  
Furthermore, external computers can be used to simulate and study new 
algorithms to be included in the hearing aids and for new and improved 
methods of prescriptive fitting and evaluation.       
The speech coders and other systems where instantaneous update of 
spectra information is needed, the modified FIR and IIR filters are the 
basis for the post filtering algorithm found in several speech coders and 
vocoders to improve quality of the synthesized speech. These modified 
FIR and IIR filter are also used in LPC coders for perceptual weighting of 
error between the original and synthesized speech. Finally the FIR lattice 
filter is ideal for the implementation of the LPC synthesis filter found in 
most speech coding and synthesis systems, thesis filter found in most 
speech coding and synthesis systems[12][13].  
 
 
 
 
  
  
  
  
  
  
 
 21
Chapter 4 
 
Speech Coding Techniques 
 
4.1 Linear Predictive Coding.  
 
 
Figure 4.1: Block diagram of an LPC vocoder.   
In this section an explanation of the LPC speech coding technique will be 
given. The specific modifications and additions done to improve this 
algorithm will also be covered. However, before jumping into the detailed 
methodology of our solution, it will be helpful to give a brief overview of 
speech production. Speech is produced when velum is lowered to make it 
acoustically coupled with the vocal tract. Nasal sounds of speech are 
produced this way Appendix A. Speech signals consist of several 
sequences of sounds. Each sound can be thought of as a unique 
information. There are voiced and unvoiced types of speech sounds. The 
fundamental difference between these two types of speech sounds comes 
from the way they are produced. The vibrations of the vocal cords 
produce voiced sounds. The rate at which the vocal cords vibrate dictates 
the pitch of the sound. On the other hand, unvoiced sounds do not rely on 
the vibration of the vocal cords. The unvoiced sounds are created by the 
constriction of the vocal tract. The vocal cords remain open and the 
constrictions of the vocal tract force air out to produce the unvoiced 
sounds.   
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LPC technique will be utilized in order to analyze and synthesize speech 
signals. This method is used to successfully estimate basic speech 
parameters like pitch, formants and spectra. A block diagram of an LPC 
vocoder can be seen in Figure 4.1. The principle behind the use of LPC is 
to minimize the sum of the squared differences between the original 
speech signal and the estimated speech signal over a finite duration. This 
could be used to give a unique set of predictor coefficients. These 
predictor coefficients are normally estimated every frame. The predictor 
coefficients are represented by ak. Another important parameter is the 
gain (G). The transfer function of the time-varying digital filter is given 
by:  
                                                                                                (4.1) 
The summation is computed starting at k=1 up to p, which will be 10 for 
the LPC-10 algorithm, and 18 for the improved algorithm that is utilized. 
This means that only the first 18 coefficients are transmitted to the LPC 
synthesizer. The two most commonly used methods to compute the 
coefficients are, but not limited to, the covariance method and the auto-
correlation formulation. For our implementation, we will be using the 
auto-correlation formulation. The reason is that this method is superior to 
the covariance method in the sense that the roots of the polynomial in the 
denominator of the above equation is always guaranteed to be inside the 
unit circle, hence guaranteeing the stability of the system H (z). Levinson 
- Durbin recursion will be utilized to compute the required parameters for 
the auto-correlation method. The block diagram of simplified model for 
speech production can be seen in Figure 4.2 as provided in [1].  
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Figure 4.2: Simplified model for speech production. 
The LPC analysis of each frame also involves the decision-making 
process of concluding if a sound is voiced or unvoiced. If a sound is 
decided to be voiced, an impulse train is used to represent it, with 
nonzero taps occurring every pitch period. A pitch-detecting algorithm is 
employed to determine to correct pitch period / frequency. We used the 
autocorrelation function to estimate the pitch period as proposed in. 
However, if the frame is unvoiced, then white noise is used to represent it 
and a pitch period of T=0 is transmitted. Therefore, either white noise or 
impulse train becomes the excitation of the LPC synthesis filter. It is 
important to re-emphasize that the pitch, gain and coefficient parameters 
will be varying with time from one frame to another.   
4.1.1 Pre-emphasis Filter 
From the speech production model it is known that the speech undergoes 
a spectral tilt of -6dB/oct. To counteract this fact a pre-emphasis filter of 
the following form is used:  
)1(.)()( −−= nxanxny                                                                               (4.2) 
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The frequency response of a typical pre-emphasis filter is shown in 
Figure 4.3 as well as its inverse filter. This is involved during the 
synthesis / reconstruction of the speech signal and is as follows:  
)1(.)()( −+= nxanxny                                                                             (4.3) 
  
Figure 4.3: Frequency response of the pre-emphasis filter and its inverse 
filter  
The main goal of the pre-emphasis filter is to boost the higher frequencies 
in order to flatten the spectrum. To give an idea of the improvement made 
by this filter the reader is referred to the plotted frequency spectrum in 
Figure 4.4 of the vowel /i/ in the word nine. It can be seen how the 
spectrum is flattened. This improvement leads to a better result for the 
calculation of the coefficients using LPC. There are higher peaks visible 
for higher frequencies in the LPC-spectrum as can be seen in Figure 4.5. 
Clearly, the coefficients corresponding to higher frequencies can be better 
estimated.  
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Figure 4.4: Frequency spectrum of the vowel /i/ in the word nine. 
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Figure 4.5: Spectrum of the LPC model for the vowel /i/ in the word 
nine.  
4.1.2 Quantization of LPC-coefficients 
Usually direct Quantization of the predictor coefficients is not considered. 
To ensure stability of the coefficients (the poles and zeros must lie within 
the unit circle in the z-plane) a relatively high accuracy (8-10 bits per 
coefficients) is required. This comes from the effect that small changes in 
the predictor coefficients lead to relatively large changes in the pole 
positions. There are two possible alternatives  to avoid the above 
problem. Only one of them is explained here, namely the partial 
reflection coefficients (PARCOR). These are intermediate values during 
the calculation of the well-known Levinson-Durbin recursion. Quantizing 
the intermediate values is less problematic than quantifying the predictor 
coefficients directly. Thus, a necessary and sufficient condition for the 
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PARCOR values is . Should the poles not lie inside the unit circle 
one just flips the location.  
4.2 Voice-excited LPC Vocoder 
As the test of the sound quality of a plain LPC vocoder showed, the 
weakest part in this methodology is the voice excitation. It is known from 
the literature  that one solution to improve the quality of the sound is the 
use of voice-excited LPC vocoders. Figure 4.6 shows a block diagram of 
a voice-excited LPC vocoder. The main difference to a plain LPC 
vocoder, as showed in Figure 4.1, is the excitation detector, which will be 
explained in the sequel.  
!
 
  
Figure 4.6: Block diagram of a voice-excited LPC vocoder. 
The main idea behind the voice-excitation is to avoid the imprecise 
detection of the pitch and the use of an impulse train while synthesizing 
the speech. One should rather try to come up with a better estimate of the 
excitation signal. Thus the input speech signal in each frame is filtered 
with the estimated transfer function of LPC analyzer. This filtered signal 
is called the residual. If this signal is transmitted to the receiver one can 
achieve a very good quality. The tradeoff, however, is paid by a higher bit 
rate, although there is no longer a need to transfer the pitch frequency and 
the voiced / unvoiced information.   
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4.2.1 Discrete Cosine Transform of Residual Signal 
First of all, for a good reconstruction of the excitation only the low 
frequencies of the residual signal are needed. To achieve a high 
compression rate we employed the discrete cosine transform (DCT) of the 
residual signal. It is known, that the DCT concentrates most of the energy 
of the signal in the first few coefficients. Thus one way to compress the 
signal is to transfer only the coefficients, which contain most of the 
energy. Our tests and simulations showed that these coefficients could 
even be quantized using only 4 bits. The receiver simply performs an 
inverse DCT and uses the resulting signal to excite the voice.[9][15].  
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Chapter 5 
System Implementation and Results  
A comparison of the original speech sentences against the LPC 
reconstructed speech and the voice-excited LPC methods were studied. In 
both cases, the reconstructed mutter speech has a lower quality than the 
input speech sentences. Both of the reconstructed signals sound 
mechanized and noisy with the output of plain LPC vocoder being nearly 
unintelligible. The LPC reconstructed speech sounds guttural with a 
lower pitch than the original sound. The sound seems to be whispered. 
The noisy feeling is very strong. The voice-excited LPC reconstructed 
file sounds more spoken and less whispered. The guttural feeling is also 
less and the words are much easier to understand. Overall the speech that 
was reconstructed using voice-excited LPC sounded better, but still 
sounded muffled. 
The speech contents two functions 
1) The different The Vibratory Patterns of Speech between man and 
woman. 
2) The against of words and vowels. 
The original speech file compared to the coded and reconstructed speech 
file using the provided Matlab-function for implementation of speech 
processing Algorithms, plain LPC vocoder and voice-excit LPC vocoder. 
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5.1The Man and Woman Speech Signal  
1) The speaker saying (man): "ﷲا لﻮﺳر ﺪﻤﺤﻣ ﷲا ﻻا ﻪﻟاﻻ ." 
2) The speaker saying (woman): "ﷲا لﻮﺳر ﺪﻤﺤﻣ ﷲا ﻻا ﻪﻟاﻻ ." 
 
  
Figure 5.1: The speech ﷲا لﻮﺳر ﺪﻤﺤﻣ ﷲا ﻻا ﻪﻟاﻻ  man – size 102 kB, 640  
Samples per frame. 
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Figure 5.2: The speech ﷲا لﻮﺳر ﺪﻤﺤﻣ ﷲا ﻻا ﻪﻟاﻻ   woman – size 91.8 kB, 
1920 Samples per frame. 
Table 5.1: The LPC man and woman. 
Speech in 
LPC
SNR (dB) SNR median (dB) 
   
SNR  mean  (dB) 
Man speech  -0.1579  -15.8532 +27.2875i    -8.00056+13.6438i -8.00056+13.6438i 
Woman 
speech
0.6045   -17.7197+27.2875i 
                              -57.5132+27.2875i
-17.1797+27.2875i -24.8761+18.1917i 
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5.2 The against of words and vowels 
5.2.1 Speech Again 
1) The speaker saying: "  ﺮﺒآا ﷲا " size 46.2 KB  
2) The speaker saying : "    ﺮﺒآا ﷲا ﺮﺒآا ﷲا ﺮﺒآا ﷲا " size 108 KB. 
  
 
Figure 5.3: Speech  – size 46.2 KB, 320 Samples per frame. ﺮﺒآا ﷲا
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Figure 5.4: Speech   ﺮﺒآا ﷲا ﺮﺒآا ﷲا ﺮﺒآا ﷲا – size 108 KB, 640 Samples 
per frame. 
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Figure 5.5: Speech  – size 46.2 KB, 960 Samples per frame. ﺮﺒآا ﷲا
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Figure 5.6 : Speech    ﺮﺒآا ﷲا ﺮﺒآا ﷲا ﺮﺒآا ﷲا  – size 108 KB, 960   
Samples per frame 
speech SNR (dB) SNR median (dB) SNR mean (dB)
one 320 -1.170    -43.3273 
          -26.6416+27.2875i
-26.6516+27.2875i -23.713+9.0958i
Again 
three460
-1.170  -43.3273  -21.668
          -26.6416+27.2875i
-24.1551+13.6438i -23.2021+6.8219i
one 960 -1.170    -43.3273 
          -26.6416+27.2875i
-26.6516+27.2875i -23.713+9.0958i
Again 
three 960
-1.170  -43.3273  -21.668
          -26.6416+27.2875i 
-24.1551+13.6438i -23.2021+6.8219i 
Table5.2: Again speech 
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5.2.2 The Man and Woman Speech Signal 
1) The speaker saying (man) "(  ﻪﺗﺎآﺮﺑو ﻰﻟاﺎﻌﺗ ﷲا ﺔﻤﺣرو مﻼﺴﻟا ﻢﻜﻴﻠﻋو ),size 136 
KB 
2) The speaker saying (woman)"(  ﻪﺗﺎآﺮﺑو ﻰﻟاﺎﻌﺗ ﷲا ﺔﻤﺣرو مﻼﺴﻟا ﻢﻜﻴﻠﻋو ),size 
129 KB 
 
 
Figure 5.7: Speech of man (ﻪﺗﺎآﺮﺑو ﻰﻟاﺎﻌﺗ ﷲا ﺔﻤﺣرو مﻼﺴﻟا ﻢﻜﻴﻠﻋو) Size136 
KB, 480 Samples per frame. 
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 Figure 5.8: Speech of woman (ﻪﺗﺎآﺮﺑو ﻰﻟاﺎﻌﺗ ﷲا ﺔﻤﺣرو مﻼﺴﻟا ﻢﻜﻴﻠﻋو)       
Size129 KB, 480 Samples per frame. 
Table 5.3: The LPC man and woman 
Speech in 
LPC 
SNR (dB) SNR median (dB) 
   
SNR  mean  (dB) 
Man  -0.6497      -19.6416+27.2875i 
                                    -18.9314 
-18.9314 -13.0742+9.0958i 
Woman -1.1710     -24.3117                    -12.7414 -12.7414 
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5.3 Implementation of LPC and Voice- 
Excited LPC 
The main idea behind the voice-excitation is to avoid the imprecise 
detection of the pitch and the use of an impulse train while synthesizing 
the speech. One should rather try to come up with a better estimate of the 
excitation signal. Thus the input speech signal in each frame is filtered 
with the estimated transfer function of LPC analyzer. This filtered signal 
is called the residual. If this signal is transmitted to the receiver one can 
achieve a very good quality. The tradeoff, however, is paid by a higher bit 
rate, although there is no longer a need to transfer the pitch frequency and 
the voiced / unvoiced information. We therefore looked for a solution to 
reduce the bit rate to 16 k bits/sec, which is described in the following 
section, discrete cosine transform. 
First of all, for a good reconstruction of the excitation only the low 
frequencies of the residual signal are needed. To achieve a high 
compression rate we employed the discrete cosine transform (DCT) of the 
residual signal. It is known, that the DCT concentrates most of the energy 
of the signal in the first few coefficients. Thus one way to compress the 
signal is to transfer only the coefficients, which contain most of the 
energy.  
The results in the figures 5.1-8, and tables 5.1-4 defiant function of the 
PLC in the speech, using the Matlab program in the changing 
characteristics speech and listen the output of speakers 
The measured the segmental original waveform of speech signal to LPC 
reconstructed speech signal of the original speech file compared to the 
coded and reconstructed speech in the equation 5.1 and the segmental 
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original waveform of speech signal to voice-exit LPC reconstructed 
speech signal of the original speech file compared to the coded and 
reconstructed speech in the equation 5.2. 
                               (5.1) 
The equation (5.3) is give performance (P) between the plain LPC and 
voice-    exit LPC. 
 
(5.2)   
naldSpeechSigconstructeExcitedLPCiceAmlitudeVo
alSpeechSigneformOfTheriginalWavAmplitudeO
Log
Re
20 −
                                               (5.3)  
The calculation of samples per frame, sampling rate Fs = 16000 Hz (or 
samples/sec.) divination by Window length (frame) in the equation (5.4).  
                                      (5.4))(16000 framegthXWindowLenameSmplePerFr =  
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5.3.1 Implementation of Man and Woman 
Speech Signal  
 1) man  ﻟا ﻻﻪﷲا لﻮﺳر ﺪﻤﺤﻣ ﷲا ﻻا ( size-91.8 KB) 
size-102 KB)  1) woman    ﻟا ﻻﻪﷲا لﻮﺳر ﺪﻤﺤﻣ ﷲا ﻻا (
The main difference to a plain LPC vocoder is the excitation detector; in 
the sequel the necessary bit rates of the two solutions are computed. The 
bit rate for a plain LPC vocoder and the bit rate for a voice-excited LPC 
vocoder with DCT are printed in table 5.4, the speech (man and woman). 
The obtain results are as follows. The calculation of performance in 
speech man (22.50- 0.5=22.00 dB) and woman (26.60- 3.10= 23.50 dB). 
 
Figure 5.9: The speech   man – size 102 kB, ﷲا لﻮﺳر ﺪﻤﺤﻣ ﷲا ﻻا ﻪﻟاﻻ
                                          640  Samples per frame. 
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 Figure 5.10: The speech ﷲا لﻮﺳر ﺪﻤﺤﻣ ﷲا ﻻا ﻪﻟاﻻ   woman – size 91.8 kB),               
1920 Samples per frame. 
Table 5.4: Plain LPC and Voice-excited LPC. 
Speech in 
LPC
Amplitude 
Plain,Voice-
excited
Plain 
(dB)    
Voice-
excited 
(dB)
Sample 
per 
frame 
     Size 
(KB)
Performance
     dB 
Man speech  4.0000,0.31776 
   
-22.50 -0.5 640 91.8 kB 22.00
Woman 
speech
3.0000,0.2000 -26.60 -3.10 1920 102 kB  23.50
In the sequel the necessary bit rates of the two solutions are computed. 
The bit rate for a plain LPC vocoder and the bit rate for a voice-excited 
LPC vocoder with DCT is printed in Table 5.5. The following parameters 
were fixed for the calculation: 
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· Speech signal bandwidth B = 8 kHz 
· Sampling rate Fs = 16000 Hz (or samples/sec.) 
· Window length (frame): man= 40 ms,woman=120ms 
· There are 50 frames per second 
· Number of predictor coefficients of the LPC model = 10. 
· Overlapping: 20 ms for man and 100 ms for woman (overlapping is 
needed for perfect reconstruction) 
  Speech Signal LPC Voice-
excited 
LPC 
Man speech -12.04 dB 9.958 dB
Woman speech -9.54 dB 14 dB
Predictor 
coefficients
10 * 8 = 
80
10 * 8 = 
80
Pitch period 6
Gain 5 5
DCT coefficients 50 * 4 = 
200
Voiced/unvoiced 
switch
1
Total Number of 
bits per frame
92 285
Overall bit rate 50 * 92= 
4600 bits / 
second
50 * 285= 
14250 bits 
/ second
 
Table 5.5: Bit rate in the original speech. 
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5.3.2 Performance of Again Speech by Sample/ Frame 
1) The speaker saying: "  ﺮﺒآا ﷲا " size 46.2 KB.  
2) The speaker saying : "    ﺮﺒآا ﷲا ﺮﺒآا ﷲا ﺮﺒآا ﷲا " size 108 KB.  
 
Figure 5.11: Speech  – size 46.2 KB, 320 Samples per frame ﺮﺒآا ﷲا
speech Amplitu
de
Original
Amplitude
Plain,Voice-
excited 
LPC 
SNR dB
Voice-
excited 
LPC 
SNR
Sample 
per 
frame
Performance
     dB
one 1.00 8.00,2.00 -18.06  -6.06 dB 320 12
Again 
three 
0.50 10.00,0.85 -26.02 -4.6 dB 640 21.42
one 1.00 20.00,1.80 -26.02 -5.11 dB 960 20.91
Again 
three 
0.50 8.00,0.85 -24.08  -4.6 dB 960 14.68
  
 Table5.6: Again speech. 
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Figure 5.12: Speech   ﺮﺒآا ﷲا ﺮﺒآا ﷲا ﺮﺒآا ﷲا – size 108 KB, 640 Samples 
per frame 
In the sequel the necessary bit rates of the two solutions are computed. 
The bit rate for a plain LPC vocoder and the bit rate for a voice-excited 
LPC vocoder with DCT is printed in Table 5.6. The following parameters 
were fixed for the calculation: 
· Sampling rate Fs = 16000 Hz (or samples/sec.) 
· Window length (frame): Figure 5.11 =20ms, Figure 5.12=40ms, Figure 
5.13=60ms and Figure 5.14=60ms. 
which results in (320, 640, 960 and960 samples per frame by the given 
sampling rate Fs) 
· Overlapping: 20 ms (overlapping is needed for perfect reconstruction 
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Figure 5.13: Speech  – size 46.2 KB, 960 Samples per frame  ﺮﺒآا ﷲا
 
Figure 5.14 : Speech   ﺮﺒآا ﷲا ﺮﺒآا ﷲاﺮﺒآا ﷲا  – size 108 KB, 960 Samples 
per frame. 
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5.3.3 Different Between Man and Woman 
1) Speech of man (ﻪﺗﺎآﺮﺑو ﻰﻟاﺎﻌﺗ ﷲا ﺔﻤﺣرو مﻼﺴﻟا ﻢﻜﻴﻠﻋو) 
2) Speech of woman (ﻪﺗﺎآﺮﺑو ﻰﻟاﺎﻌﺗ ﷲا ﺔﻤﺣرو مﻼﺴﻟا ﻢﻜﻴﻠﻋو) 
  
Figure 5.15: Speech of man (ﻪﺗﺎآﺮﺑو ﻰﻟاﺎﻌﺗ ﷲا ﺔﻤﺣرو مﻼﺴﻟا ﻢﻜﻴﻠﻋو)  
Size136 KB, 480 Samples per frame 
  The specch is again  in the speech (ﺮﺒآا ﷲا ﺮﺒآا ﷲا ﺮﺒآا ﷲا ") the increased 
the samples in frame and give the characteristic of DCR shown in the 
table 6.3.  
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Figure 5.16: Speech of woman (ﻪﺗﺎآﺮﺑو ﻰﻟاﺎﻌﺗ ﷲا ﺔﻤﺣرو مﻼﺴﻟا ﻢﻜﻴﻠﻋو)  
Size129 KB, 480 Samples per frame 
Performance
     dB 
Sample 
per 
frame
Size 
 
KB
Voice-
excited 
LPC 
SNR
dB 
LPC 
SNR
dB 
Amplitude
Plain,Voice-
excited 
Apmli
Orig 
Speech  
18.06480136-6.02-24.08.00,1.000.5 Man
19.085 4801290.915 20.00 3.00,0.27 0.3 Woman
Table5.7: Man and Woman. 
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Chapter 6 
 
Conclusions 
  
The results achieved from the Algorithms of plain LPC are intelligible. 
On the  digital processing of speech, the voice excited LPC results are 
much poorer and barely intelligible. This first implementation gives an 
idea on how a vocoder works, but the result is far below what can be 
achieved using other techniques. Nonetheless the plain LPC used gives 
understandable results. The tradeoffs between quality on one side and 
bandwidth and performance the segmental signal to noise ratio 
(SEGSNR) for the against of word or vowels. 
Explain the different between original speech and LPC compressed, 
coding by voice – excited LPC speech is given good quality reconstructed 
speech, high quality in the table 5.4 and table 5.5.for man and woman but  
the using the voice – excited LPC speech for man and plain LPC speech 
for woman because the samples per frame is low (640) in first speech but 
in second speech is high (1920) and the bit rate for voice – excited equal 
4600 bits / second, for plain LPC equal 14250 bits / second 
Since the plain LPC gives performance pretty good results with all the 
 again speech this shown in the table 5.6 because the again speech is give 
the charactistics of DCR and the DCR depend to again waveform signals.  
The performance of one word equal 20.91dB and again three word equal 
14.68dB, the one of function speech against the word and vowel in the 
figures 5.14 and 5.15. 
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The all results the give the plain PLC is good quality reconstructed 
speech for the man and woman, the man is high quality. The voice – 
excited LPC speech is lower quality of the speech. 
The original amplitude original speech over the plain LPC speech equal -
24.08 dB and amplitude original speech over the voice-exit LPC speech 
equal 20 dB in the table 5.6, is given implementation of speech 
processing by plain LPC for the man only is shown in table 5.3 the man (-
0.6497 dB) and woman (-1.1710 dB), the table man (median -8.00056 
dB) and woman (median    -17.1797 dB). 
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Appendix A 
 
 
Anatomy of Speech System and Acoustical Analysis 
 
 
 
 
A.1Physiology of the Speech Production System. 
The speech wave form is an acoustic sound pressure wave that originates 
from the voluntary movements of anatomical structure which wake up the 
human speech production system. 
Figure A.1 shows a section of the speech system’s anatomy. 
The components of the system are the lungs, trachea (windpipe), larynx 
(loran of voice production), pharyngeal cavity (threat), oral or ducal cavity 
(mouth), and nasal cavity (nose). 
The vocal tract which forms the resonance tube in the speech production 
system mainly consists of larynx and oral cavity. The vocal tract begins at 
the output of the larynx and terminates at the input to the lips. The nasal 
cavity begins at the velum and ends at the nostrils of the nose. 
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Figure A.1: Cross – section through the human head showing the speech 
articulators 
 
 
 
A.2The Vibratory Patterns of Speech 
The vibratory patterns superimposed on the airflow through the vocal tract 
are said to be "voiced" (periodic vibration of vocal cards "unvoiced" 
turbulent flow at constriction or mixed periodic and turbulent. Figures A.2 
and A.3 show these basic types of excitation at time, the glottis 
Vibrations of voiced sound figure A.2 are considerably modified by 
modified by the acoustic resonances of the vocal before they emerge from  
the lips voiced and unvoiced speech. 
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Figure A.2: Typical time waveform of volume velocity pulses at glottis lips 
 
 
 
 
Figure A.3: Time waveform of typical voiced and unvoiced speech 
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The resonant properties of the vocal tract will depend on the dimensions and 
detailed shape of the tract at any particular moment is time. By use of the 
articulators to vary the shape of the vocal treat. The vibratory patterns 
impressed on the airflow change.  
 
A.3 A acoustical Analysis 
The speech sounds are partitioned into two categories: vowels and 
consonants vowels are voiced speech sounds involving a constant vocal treat 
shape. 
They contain no mayor air flow restrictions through the vocal tract, all 
vowels contain large amplitude. The venation in cross-sectional area along 
the vocal treat determines the formants of the vowel. 
Vowels are differentiated by the tongue –hump position and the degree of 
constriction at that position the time – waveform in figure A.4 shows that 
vowels are quasi – periodic  (almost periodic) due to the cyclical vocal – 
fold movement at the glottis which serves as the excitation source . The 
resonant structure of the vocal - tract changes as tongue - hump position and 
degree of constriction are varied. This changing in formant frequency, 
Vowels can be distinguished from the first thee formants. Formant frequency 
locations for vowels are affected by three factors. The overall length of the 
pharyngeal - oral tract, the location of constriction along the tract, and the 
narrowness of the constriction. The length of the vocal tract affects the 
frequency location all vowel formants. 
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Figure A.4: Portion of the vowel from the word ROSCS, the quasi- 
periodic (almost periodic) voiced speech can be observed. 
Consonants 
Consonants represent speech sounds that generally posses vocal - tract 
shapes with a large degree of construction than the vowels. They are a 
mixture of voiced and unvoiced sounds or purely invoiced, they are weaker 
is amplitude and have very high frequency .Low energy sound ware , some 
how like noise figure A.5 shows a portion of the consonant /α/. 
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Appendix B 
 
Matlab LPC Coder 
The Matlab-code used can be found in this section. The first file is the main 
file in section B.1and B.7, which is executed. It calls other files to code, 
decode the sentences and graphs. 
· Speech signal bandwidth B = 8 kHz 
· Sampling rate Fs = 16000 Hz (or samples/sec.) 
· Window length (frame): 20 ms 
which results in 320 samples per frame by the given sampling rate Fs 
· Overlapping: 10 ms (overlapping is needed for perfect reconstruction) 
hence: the actual window length is 30ms or consists of 480 samples 
· There are 50 frames per second 
· Number of predictor coefficients of the LPC model = 10.[18][19]. 
B.1: Main Program 
B.2: Production LPC. 
B.3: Plain LPC vocoder.           B.4: Voice-excited LPC vocoder. 
B.5: Synthesizes LPC1.            B.6: Synthesizes LPC2. 
B.7: Wave files. 
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B.1 Main Program 
InputFilename = 'speecha.wav';  
[inspeech, Fs, bits] = wavread(InputFilename);  
outspeech1 = speechcoder1(inspeech);  
outspeech2 = speechcoder2(inspeech); 
figure(number); 
subplot(3,1,1); 
plot(inspeech); 
grid; 
subplot(3,1,2); 
plot(outspeech1); 
grid; 
subplot(3,1,3); 
plot(outspeech2); 
grid; 
disp('Press a key to play the original sound!'); 
pause; 
soundsc(inspeech, Fs); 
disp('Press a key to play the LPC speech!'); 
pause; 
soundsc(outspeech1, Fs); 
disp('Press a key to play the voice-excited LPC speech!'); 
pause; 
soundsc(outspeech2, Fs); 
 
B.2 Production LPC 
function [aCoeff,resid,pitch,G,parcor,stream] = 
proclpc(data,sr,L,fr,fs,preemp) 
if (nargin<3), L = 13; end 
if (nargin<4), fr = 20; end 
if (nargin<5), fs = 30; end 
if (nargin<6), preemp = .9378; end 
[row col] = size(data); 
if col==1 data=data'; end 
nframe = 0;  
msfr = round(sr/1000*fr);  
msfs = round(sr/1000*fs);  
duration = length(data); 
speech = filter([1 -preemp], 1, data)';  
msoverlap = msfs - msfr; 
ramp = [0:1/(msoverlap-1):1]';  
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for frameIndex=1:msfr:duration-msfs+1  
frameData = speech(frameIndex:(frameIndex+msfs-1));  
nframe = nframe+1; 
autoCor = xcorr(frameData);  
autoCorVec = autoCor(msfs+[0:L]); 
err(1) = autoCorVec(1); 
k(1) = 0; 
A = []; 
for index=1:L 
numerator = [1 A.']*autoCorVec(index+1:-1:2); 
denominator = -1*err(index); 
k(index) = numerator/denominator;  
A = [A+k(index)*flipud(A); k(index)];  
err(index+1) = (1-k(index)^2)*err(index); 
end 
aCoeff(:,nframe) = [1; A]; 
parcor(:,nframe) = k'; 
if 0 
gain=0; 
cft=0:(1/255):1; 
for index=1:L 
gain = gain + aCoeff(index,nframe)*exp(-i*2*pi*cft).^index; 
end 
gain = abs(1./gain); 
spec(:,nframe) = 20*log10(gain(1:128))'; 
plot(20*log10(gain)); 
title(nframe); 
drawnow; 
end 
if 0 
impulseResponse = filter(1, aCoeff(:,nframe), [1 zeros(1,255)]); 
freqResp = 20*log10(abs(fft(impulseResponse))); 
plot(freqResp); 
end 
errSig = filter([1 A'],1,frameData);  
G(nframe) = sqrt(err(L+1));  
autoCorErr = xcorr(errSig);  
[B,I] = sort(autoCorErr); 
num = length(I); 
if B(num-1) > .01*B(num) 
pitch(nframe) = abs(I(num) - I(num-1)); 
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else 
pitch(nframe) = 0; 
end 
resid(:,nframe) = errSig/G(nframe); 
if(frameIndex==1) 
stream = resid(1:msfr,nframe); 
else 
stream = [stream;  
overlap+resid(1:msoverlap,nframe).*ramp;  
resid(msoverlap+1:msfr,nframe)]; 
end 
if(frameIndex+msfr+msfs-1 > duration) 
stream = [stream; resid(msfr+1:msfs,nframe)]; 
else 
overlap = resid(msfr+1:msfs,nframe).*flipud(ramp);  
end  
end 
stream = filter(1, [1 -preemp], stream)'; 
 
B.3 Plain LPC vocoder  
function [ outspeech ] = speechcoder1( inspeech ) 
if ( nargin ~= 1) 
error('argument check failed'); 
end; 
Fs = 16000;  
Order = 10;  
[aCoeff, resid, pitch, G, parcor, stream] = proclpc(inspeech, Fs, Order); 
outspeech = synlpc(aCoeff, pitch, Fs, G); 
 
B.4 Voice-excited LPC vocoder 
function [ outspeech ] = speechcoder2( inspeech ) 
 Speech Coding using Linear Predictive Coding (LPC) 
if ( nargin ~= 1) 
error('argument check failed'); 
end; 
Fs = 16000;  
Order = 10;  
[aCoeff, resid, pitch, G, parcor, stream] = proclpc(inspeech, Fs, Order); 
resid = dct(resid); 
[a,b] = size(resid); 
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resid = [ resid(1:50,:); zeros(430,b) ]; 
resid = uencode(resid,4); 
resid = udecode(resid,4); 
resid = idct(resid); 
noise = [ zeros(50,b); 0.01*randn(430,b) ]; 
resid = resid + noise; 
outspeech = synlpc2(aCoeff, resid, Fs, G); 
 
 
B.5 SYNTHESIZES LPC1  
function synWave = synlpc(aCoeff,pitch,sr,G,fr,fs,preemp) 
% USAGE: synWave = synlpc(aCoeff,pitch,sr,G,fr,fs,preemp); 
if (nargin < 5), fr = 20; end; 
if (nargin < 6), fs = 30; end; 
if (nargin < 7), preemp = .9378; end; 
msfs = round(sr*fs/1000); 
msfr = round(sr*fr/1000);  
msoverlap = msfs - msfr; 
ramp = [0:1/(msoverlap-1):1]'; 
[L1 nframe] = size(aCoeff);   
for frameIndex=1:nframe 
A = aCoeff(:,frameIndex); 
if ( pitch(frameIndex) ~= 0 ) 
t = 0 : 1/sr : fs*10^(-3);  
d = 0 : 1/pitch(frameIndex) : 1;  
residFrame = (pulstran(t, d, 'tripuls', 0.001))';  
residFrame = residFrame + 0.01*randn(msfs+1,1); 
else 
residFrame = []; 
for m = 1:msfs 
residFrame = [residFrame; randn]; 
end  
end; 
synFrame = filter(G(frameIndex), A', residFrame); 
if(frameIndex==1)  
synWave = synFrame(1:msfr); 
else 
synWave = [synWave; overlap+synFrame(1:msoverlap).*ramp; ... 
synFrame(msoverlap+1:msfr)]; 
end 
if(frameIndex==nframe) 
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synWave = [synWave; synFrame(msfr+1:msfs)]; 
else 
overlap = synFrame(msfr+1:msfs).*flipud(ramp);  
end  
end; 
synWave = filter(1, [1 -preemp], synWave); 
 
B.6 SYNTHESIZES LPC2 
function synWave = synlpc2(aCoeff,source,sr,G,fr,fs,preemp) 
if (nargin < 5), fr = 20; end; 
if (nargin < 6), fs = 30; end; 
if (nargin < 7), preemp = .9378; end; 
msfs = round(sr*fs/1000); 
msfr = round(sr*fr/1000); 
msoverlap = msfs - msfr; 
ramp = [0:1/(msoverlap-1):1]'; 
[L1 nframe] = size(aCoeff);  
[row col] = size(source); 
if(row==1 | col==1)  
postFilter = 0; duration = length(source); frameIndex = 1; 
for sampleIndex=1:msfr:duration-msfs+1 
resid(:,frameIndex) = source(sampleIndex:(sampleIndex+msfs-1))'; 
frameIndex = frameIndex+1;  
end 
else 
postFilter = 1; resid = source; 
end 
[row col] = size(resid); 
if col<nframe  
nframe=col; 
end 
for frameIndex=1:nframe 
A = aCoeff(:,frameIndex); 
residFrame = resid(:,frameIndex)*G(frameIndex); 
synFrame = filter(1, A', residFrame);  
if(frameIndex==1)  
synWave = synFrame(1:msfr);  
else 
synWave = [synWave; overlap+synFrame(1:msoverlap).*ramp; ... 
synFrame(msoverlap+1:msfr)]; 
end 
 62
if(frameIndex==nframe) 
synWave = [synWave; synFrame(msfr+1:msfs)]; 
else 
overlap = synFrame(msfr+1:msfs).*flipud(ramp);  
end  
end; 
if(postFilter) 
synWave = filter(1, [1 -preemp], synWave); 
end 
function synWave = synlpc2(aCoeff,source,sr,G,fr,fs,preemp) 
if (nargin < 5), fr = 20; end; 
if (nargin < 6), fs = 30; end; 
if (nargin < 7), preemp = .9378;  
end; 
msfs = round(sr*fs/1000); 
msfr = round(sr*fr/1000); 
msoverlap = msfs - msfr; 
ramp = [0:1/(msoverlap-1):1]'; 
[L1 nframe] = size(aCoeff);  
 [row col] = size(source); 
if(row==1 | col==1) % continous stream; must be windowed 
postFilter = 0; duration = length(source); frameIndex = 1; 
for sampleIndex=1:msfr:duration-msfs+1 
resid(:,frameIndex) = source(sampleIndex:(sampleIndex+msfs-1))'; 
frameIndex = frameIndex+1;  
end 
else 
postFilter = 1; resid = source; 
end 
 [row col] = size(resid); 
if col<nframe  
nframe=col; 
end 
for frameIndex=1:nframe 
A = aCoeff(:,frameIndex); 
residFrame = resid(:,frameIndex)*G(frameIndex); 
synFrame = filter(1, A', residFrame);  
if(frameIndex==1)  
synWave = synFrame(1:msfr);  
else 
synWave = [synWave; overlap+synFrame(1:msoverlap).*ramp; ... 
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synFrame(msoverlap+1:msfr)]; 
end 
if(frameIndex==nframe) 
synWave = [synWave; synFrame(msfr+1:msfs)]; 
else 
overlap = synFrame(msfr+1:msfs).*flipud(ramp);  
end  
end; 
if(postFilter) 
synWave = filter(1, [1 -preemp], synWave); 
end 
 
SNR 
InputFilename2 = 'outspeech2'; 
x=abs(InputFilename)؛
y=abs(InputFilename2); 
b=deconv(x,y); 
t=20*log10(b)؛ 
SNRman= (t)
SNRman=median(t)
SNRman=mean(t)
InputFilename1 = (  );  
InputFilename2 = (  ); 
x=abs(InputFilename1); 
y=abs(InputFilename2); 
h=deconv(x,y); 
t=20*log10(h) 
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وﻋﻠﻴﻜﻢ اﻟﺴﻼم ورﺣﻤﺔ اﷲ ﺗﻌﺎاﻟﻰ وﺑﺮآﺎﺗﻪ  - hceeps retum-nam( hceepS  )
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Appendix C 
 
C.1 LPC Analysis  
Linear predictive coding (LPC) is widely used in different speech processing 
applications for representing the envelope of the short-term power spectrum 
of speech. 
In LPC analysis of order p, the current speech sample is predicted by a 
linear combination of P past samples, . 
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Where is the predictor signal and   are the LPC 
coefficients. The calculation of these coefficients is given in section C.2. 
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The value is  subtracted from , given the residual signal , with 
reduced variance. 
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Taking z-transform of Equation (C.2) given. 
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Where  and  are the transforms of the speech signal and residual 
signal respectively, and  is the LPC analysis filter of order P. 
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This filter is used to remove the short term correlation of the input speech 
signal, giving an output  with approximately flat spectrum. The short-
term power spectral envelope of the speech signal can therefore be modeled 
by the all-pole synthesis filter. 
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Equation (C.3) is the base for the LPC analysis model. Conversely, the LPC 
synthesis model consists of an excitation source , providing input to the 
spectral shaping filter . To yield the synthesis output speech . 
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)(zE And  are chosen following certain constraints, so that  is as 
close as possible in some sense to the original speech. 
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C.2 Calculation of the LPC Coefficients   
In the classical least-squares method, the LPC coefficients are determined by 
minimizing the mean energy of the residual signal, given by. 
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The summation range is limited by windowing either the speech or the 
residual signal, leading to the autocorrelation or covariance method, 
respectively. The autocorrelation method is computationally more efficient 
than the covariance method and the resulting synthesis filter always is stable. 
 
 C.2.1 Autocorrelation method and Durbin’s recursion  
As speech is non- stationary, a frame of N samples of the speech signal, 
{S1………..,SN} is windowed using hamming or other tapered cosine windows, 
the length of the frame is usually  20 to 30 ms for speech sampled at 8khz.  
pεMinimization of  with respect to the LPC coefficients leads to the Yule-
Walker equations. 
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And is the k-th autocorrelation coefficient of the windowed speech 
signal. 
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Here {w(n)} is the window function of N samples. The PLC coefficients are 
given by.   
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The autocorrelation matrix Rp has a Toepliz structure, leading to the solution 
of equation (C.11) through the very efficient levinson-Durdin recursion, 
which is described follows.  
 
..............................(C.12)  
)1(
11....)()()(
).(
)(
1)0(
:1
2
1
11
1
1
1
1
00
mmm
mmmm
m
m
i
immm
mm
m
k
mjforjmakjaja
riar
kma
a
pmfor
r
−=
−≤≤−+=
⎥⎦
⎤⎢⎣
⎡ −−
=
=
≤≤
=
−
−−
−
−
=
−−∑
εε
ε
ε
L
L
 68
The values (Km) are known as the parcor (partial correlation) or reflection 
coefficient, in the case of an order P=10, the computation cost of the 
Levinson- Durbin recursion is 110 multiplications, 100 additions and 10 
divisions. 
An order of P =10 is typically used for narrowband or telephone bandwidth 
(300-400Hz) speech sampled at 8k Hz. Hereafter, an order of P =10 is 
assumed. 
The position of the zero of the 10-th order LPC analysis filter for a 30ms 
segment of the vowel is figure C.1. 
These zeros correspond to the poles of the LPC synthesis filter in figure C.2, 
whose power spectrum is shown in figure C.3  
The formants are resonances or sharp peaks in the power spectrum and are 
due to poles close to the unit circle. The bandwidth of the formants is 
narrower as the poles are close to the unit circle. The LPC coefficients are an 
attractive description of the spectral envelope since they describe the 
perceptually important spectral more accurately than the spectral 
 
Figure C.1: position of the zero of the 10-th order LPC analysis filter. 
A10(z), for a 30 ms segment of the vowel. 
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Figure C.1: Position of the zero of P10 (z) and Q10 (z), for a 30 ms segment 
of the vowel. The zero of P10 (z) and Q10 (z) are denoted by (+) and (0), 
respectively.  
 
Figure C.1: LPC power spectrum and position of corresponding line 
spectrum pairs parameters, for a 30 ms segment of the vowel.  
 
C.3 Bandwidth Expansion    
LPC analysis does not estimate accurately the spectral envelope for high 
pitch voiced speech due to the harmonic spacing, which is too large to 
provide adequate sampling of spectral envelope. Such inaccuracy occurs 
mainly in formant bandwidths, which are underestimated by a large amount, 
resulting in metallic sounding synthesized speech. 
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One method overcome this problem is bandwidth expansion, in which each 
LPC coefficient ap(k) is multiplied by a factor  moving the poles of 
H(z) inward by a factor of and expanding the  bandwidth of all the poles 
by the same amount , given by. ΔΒ
                                                                                 (C.1)  
Where Fs is the sampling frequency, the resulting bandwidth expanded LPC 
synthesis filter is given by.                                                             
                                                         (C.14)
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As bandwidth expansion decreases spectral sensitivity around the spectral 
peak, it is also beneficial for quantization of LPC coefficients. 
Bandwidth expansion is commonly used in speech codes, with typical values 
of  between 0.996 and 0.988, at a sampling frequency of 8 KHz, 
corresponding to 10 to 30 Hz of expansion. 
 
C.4 Quantization of the LPC coefficients                                   
In low rate speech coding, the LPC coefficients are widely used to encode 
spectral envelope. In forward LPC based coders, the LPC coefficients are 
calculated form the original speech input, quantized and transmitted frame 
wise. The transmitted of these coefficients has major contribution to the 
overall bit rate. Thus, it is important to quantize the LPC coefficients using 
as few bits as possible without introducing excessive spectral distortion and 
with reasonable complexity. Avery important requirement is that the all - 
pole synthesis filter Hp (z) remains stable after quantization. 
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