We develop a solution approach for the fixed charge network flow problem (FCNF) that produces provably high-quality solutions quickly. The solution approach combines mathematical programming algorithms with heuristic search techniques. To obtain high-quality solutions it relies on neighborhood search with neighborhoods that involve solving carefully chosen integer programs derived from the arc-based formulation of FCNF. To obtain lower bounds, the linear programming relaxation of the path-based formulation is used and strengthened with cuts discovered during the neighborhood search. The solution approach incorporates randomization to diversify the search and learning to intensify the search. Computational experiments demonstrate the efficacy of the proposed approach.
Introduction
The Fixed Charge Network Flow (FCNF) problem is a classic discrete optimization problem in which a set of commodities has to be routed through a directed network. Each commodity has an origin, a destination, and a quantity. Each network arc has a capacity. There is a fixed cost associated with using an arc and a variable cost that depends on the quantity routed along the arc. The objective is to minimize the total cost. Two versions of the problem are considered: commodities have to be routed along a single path and commodities can be routed along multiple paths. Many real-life instances of FCNF (or of instances of models that contain FCNF as a substructure) are very large (see for example Powell and Sheffi (1989) ) -so much so that sometimes even the linear programming relaxation of the natural arc-based integer programming formulation can be intractable. In such situations, we can use a path-based integer programming formulation, but that necessitates the use of column generation techniques. Furthermore, the linear programming relaxation of the arc-formulation and the path-formulation have the same optimal value which is known to be weak. Hence, it may not just be difficult to find feasible solutions, it may also be challenging to determine the quality of these solutions. As a result, even though much research has been devoted to FCNF, exact methods are only capable of handling small instances, far smaller than many realistic-sized instance. Fortunately, in today's dynamic business environment getting high-quality solutions in a short amount of time is usually more important than getting provably optimal solutions. Hence the focus of our research is to develop a solution approach that produces provably high-quality solutions quickly.
Our solution approach relies heavily on linear and integer programming to take advantage of the power of commercially available linear and integer programming solvers. Algorithmically, we combine mathematical programming techniques with heuristic search techniques. More specifically, we develop
• a primal local search algorithm using neighborhoods that involve solving carefully chosen integer programs, and
• a scheme to generate dual bounds that involves strengthening the linear programming relaxation via cuts discovered while solving these integer programs.
Our approach tightly integrates the use of the arc-based formulation of FCNF and the path-based formulation of FCNF. It also incorporates randomization to diversify the search and learning to intensify the search.
The resulting solution approach is very effective. For instances with 500 nodes, with 2000, 2500 and 3000 arcs, and with 50, 100, 150, and 200 commodities, we compared the quality of the solution produced by our solution approach with the best solution found by CPLEX after 15 minutes of computation and after 12 hours of computation. On average, the solution we found in less than 15 minutes is 35% better than CPLEX' best solution after 15 minutes and 20% better than CPLEX' best solution after 12 hours. Furthermore, we find a better solution than CPLEX' best solution after 15 minutes within 1 minute, and CPLEX' best solution after 12 hours within 3 minutes. On these instances the approach produces dual bounds that are 25% stronger than the LP relaxation. We also compared the quality of the solutions produced by our solution approach with the quality of the solutions produced by a recent implementation of the tabu search algorithm of Ghamlouch et al. (2003) . For nearly all instances in their test set, our solution is better than the solution of the tabu search algorithm and this solution is found much faster.
The key characteristics of our solution approach for FCNF, which differentiate it from existing heuristic approaches, are:
• it uses exact methods to find improving solutions,
• it generates both a primal solution and a dual bound at each iteration, and
• it uses both the arc and path formulations of FCNF to guide the search.
The remainder of the paper is organized as follows. In Section 2, we briefly review some relevant literature. In Section 3, we present the arc formulation and the path formulation of FCNF. In Section 4, we introduce the main ideas and a high-level overview of our solution approach. In Section 4.1, we review the components of the solution approach that are geared towards improving a known solution. In Section 4.2, we focus on the techniques used to strengthen the lower bound. In Section 4.3, we outline the scheme for finding an initial solution. Finally, in Section 5 we present the results of an extensive computational study.
Literature
Metaheuristics have been developed that find good primal solutions to instances of FCNF. A tabu search algorithm using pivot-like moves in the space of path-flow variables is proposed in Crainic et al. (2000) . The scheme has been parallelized in Crainic and Gendreau (2002) . A tabu search algorithm using cycles that allow the re-routing of multiple commodities is given in Ghamlouch et al. (2003) . This cycle-based neighborhood is incorporated within a path-relinking algorithm in Ghamlouch et al. (2004) .
Our heuristic solves carefully chosen integer programs to improve an existing solution. As such, it considers exponential-sized neighborhoods similar to very large-scale neighborhood search (VLSN) (Ahuja et al. (2002) ). However, in contrast to VLSN, no polynomial-time algorithm exists for searching these neighborhoods. General integer programming heuristics such as local branching (Fischetti and Lodi (2003) ) and relaxationinduced neighborhood search (Danna et al. (2005) ) also are integer-programming based local search algorithms, but they are different from ours.
The dual side of the problem is studied in Crainic et al. (2001) , using various lagrangean relaxations and solution methods. Although lagrangean-based heuristics, such as the one proposed in Holmberg and Yuan (2000) generate dual bounds, these bounds are no better than the value of the LP Relaxation. To the best of our knowledge, no heuristic produces dual bounds that are stronger than the LP relaxation.
Combining exact and heuristic search techniques, a key characteristic of our approach, has received quite a bit of attention in recent years, see for example De Franceschi et al. (2006) , Schmid et al. (2008) , Archetti et al. (2008) , and Savelsbergh and Song (2008) .
Formulations
Before describing the main ideas of the proposed solution approach, we present the arcbased formulation and the path-based formulation for FCNF. Let D = (N, A) be a network with node set N and directed arc set A. Let K denote the set of commodities, each of which has a single source s(k), a single sink t(k), and a quantity d k that must be routed from source to sink. Let f ij denote the fixed cost for using arc (i, j), c ij denote the variable cost for routing one unit of flow along arc (i, j) and u ij denote the capacity of arc (i, j). We use variables x k ij to indicate the fraction of commodity k routed along arc (i, j) and binary variables y ij to indicate whether arc (i, j) is used or not. The arc-based formulation of FCNF (Arc-FCNF) is:
If a commodity's demand must follow a single path we have
otherwise, we have
The objective is to minimize the sum of fixed and variable costs. Constraints (1) ensure flow balance, where δ k i indicates whether node i is a source (δ k i = 1), a sink (δ k i = −1) or an intermediate node (δ k i = 0) for commodity k. Constraints (2) are the coupling constraints that ensure that an arc is used if and only if its fixed charge is paid and that the total flow on the arc does not exceed its capacity. It is well-known that Arc-FCNF has a weak LP relaxation and can be strengthened by disaggregating the coupling constraints to
The resulting formulation has a tighter LP relaxation, but comes at the expense of many more constraints. Next, we consider the path-based formulation of FCNF. Let variable x k p denote the fraction of commodity k that uses path p and let P (k) denote the set of feasible paths for commodity k. We will consider instances where P (k) is not known in full. Hence letP (k) ⊆ P (k) denote a subset of all feasible paths for commodity k. The path-based formulation of FCNF (Path-FCNF) is:
k∈K p∈P (k):(i,j)∈p
We again have either x k p ∈ {0, 1} or 0 ≤ x k p ≤ 1 depending on whether a commodity's demand may be split across multiple paths.
As before, the objective is to minimize the sum of fixed and variable costs. Constraints (7) ensure that every commodity is routed through the network and the coupling constraints (8) ensure that fixed charges are paid and that arc capacities are respected. Here too we can disaggregate the coupling constraints:
(10)
Solution Approach
At the heart of the primal side of our solution approach is a neighborhood search procedure. Consider the arc-based formulation of FCNF. By selecting a suitably small subset of the variables (and assuming all other variables are fixed) a tractable integer program can be defined and solved using an IP solver. Hopefully, a better solution to the whole problem is obtained. The process can be repeated multiple times by choosing different subsets of variables. A pseudo-code describing this process is given in Algorithm 1.
Algorithm 1 Neighborhood Search while the search time has not exceeded a prespecified limit T do Choose a subset of variables V Solve the IP defined by variables in V if an improved solution is found then Update the global solution end if end while
Note that the neighborhood in Algorithm 1 is defined by an integer program and searched using an integer programming solver. The key to making this neighborhood search scheme work is in the choice of the subsets of variables V .
This approach can be used on extremely large instances because the algorithm never requires the full instance to be in memory. To evaluate the quality of the solution produced by the neighborhood search we find lower bounds on the value of the primal solution using a path-based formulation since solving the LP relaxation of the arc-based formulation may require too much memory. The number of variables in the path-based formulation is huge, but variables can be considered implicitly rather than explicitly. The LP relaxation is solved over a subset of the variables and a pricing problem is solved to determine whether there is a need to expand the set of variables or not. The pricing problem is a shortest path problem and relies on the dual values associated with the constraints of the path-based formulation. A well-known observation related to this column generation process is that a valid lower bound can be obtained at every pricing iteration. Specifically, let z * LP be the value of the solution to the LP and letc k p be the reduced cost of an optimal path p for the pricing problem for commodity k. Then z * LP + k∈Kc k p is a lower bound for the value of the LP when all columns are considered.
Note that any solution of Arc-FCNF can be converted to a solution of Path-FCNF and vice versa. As a result, a solution to the IP based on a subset of arc variables V can be converted to a set of variables for Path-FCNF. It is highly likely that several of these variables do not appear in the path formulation yet. In this way, the neighborhood search generates variables for Path-FCNF. Similarly, a solution to Path-FCNF can be converted to a solution of Arc-FCNF and can thus be used to guide the choice of subset V in the neighborhood search.
Neighborhood Search
During the neighborhood search, we solve smaller integer programs defined by a subset of arcs in the network or a subset of commodities in the instance. We define a SOLV ER to be one of the two small integer programs together with a selection method for the necessary subset. A high-level implementation of a solver is given in Algorithm 2. A highAlgorithm 2 Solver Template Require: A feasible solution F to the full FCNF instance Require: The set of all feasible paths P found so far Select Subset Solve Subproblem Construct Feasible Solution F ′ to full FCNF instance Determine new paths P ′ found Determine new cuts C ′ found in course of solving subproblem
level implementation of the neighborhood search is given in Algorithm 3. We currently use a stopping criterion of whether the search time has exceeded a prespecified limit T . Given that we have multiple solvers to choose from, we need a scheme for choosing a solver at each iteration. We use a scheme similar to the roulette wheel approach of Ropke and Pisinger (2006) (see also Pisinger and Ropke (2007) ), i.e., we randomly pick solvers with the probability of choosing a solver favoring ones that have recently given improvement. Specifically, if C t is the cost of the feasible solution F t provided to solver S at iteration t and C ′ t is the cost of the feasible solution F ′ t found by S, then we calculate the improvement Algorithm 3 Neighborhood Search Find an initial feasible solution Set best solution = initial feasible solution Set P AT HS = paths from initial feasible solution Set SOLV ERS = set of solvers we wish to consider using Set CU T S = ∅ while not done do Solve path formulation LP only considering P AT HS but with CU T S to get dual bound Select solver S from SOLV ERS if solution found by S better than best solution then Set best solution = solution found by S end if Add new paths p from S to P AT HS Take new cuts (π, π o ) from S, lift and add to CU T S end while for solver S in that iteration as D S t = C t − C ′ t and in iteration T , we give S the score
The larger the value E S is, the more effective solver S has been in improving solutions in recent iterations. Assuming m solvers, ordered such that E S i ≥ E S i+1 for i = 1, ..., m − 1, we assign selection probabilities
We do not use a simple proportional scheme so that solver S i can be chosen even when E S i = 0, and to ensure that the selection is not biased too greatly in favor of solvers that have been effective in the last iterations.
Arc Subset Solves
Given a subset of arcs A ′ ⊆ A, the IP defined by A ′ is Arc-FCNF with A ′ replacing A. Observe that if A ′ contains the arcs associated with the current best solution, then we can seed the arc subset IP with that solution and ensure that we only find solutions at least as good as the current best. Therefore, our schemes for choosing a subset A ′ start from the subset of arcs associated with the current best solution. Also, our schemes do not choose arcs directly but choose paths, thus ensuring that every arc chosen exists in some feasible solution. In fact, the schemes choose paths from among the paths that are part of the path-based formulation that is used to compute a dual bound.
We introduce randomization to diversify our choices of paths as described in Algorithm 4.
Algorithm 4 RandomizedP athSelection(n, P AT HS, s) Require: Desired number of arcs n, set of paths P AT HS, scores s p for each p ∈ P AT HS Assign probability π p to each p ∈ P AT HS such that s p ≥ s q → π p ≥ π q ARCS = ∅ while n ≥ 0 do Randomly choose path p based on probabilities π p n = n − |Arcs(p)| ARCS = ARCS ∪ Arcs(p) end while return ARCS Scheme 1. This scheme selects paths that often appear in improving solutions, but are not in our current best solution. Scheme 1 is given in Algorithm 5.
Algorithm 5 Arc selection -Scheme 1 Require: Desired number of arcs n set ARCS = arcs in best solution found so far for all p ∈ P AT HS, p not in best solution do Set s p = # of times path p appears in the set of paths P ′ returned by a solver end for ARCS = ARCS ∪ RandomizedP athSelection(n − |ARCS|, P AT HS, s) return ARCS Scheme 2. This scheme selects paths that appear in the optimal solution to the LP relaxation of the path-based formulation. Let x k,LP p represent the value of variable x k p in the most recent solution to the LP relaxation of our path-based formulation. Scheme 2 is given in Algorithm 6.
Algorithm 6 Arc selection -Scheme 2 Require: Desired number of arcs n Set ARCS = arcs in best solution found so far Set s p = x k,LP p ∀p ∈ P AT HS ARCS = ARCS ∪ RandomizedP athSelection(n − |ARCS|, P AT HS, s) return ARCS Scheme 3. This scheme selects the path produced for each commodity by the pricing problem. If these paths do not generate enough arcs, we revert to Scheme 2. Scheme 3 is given in Algorithm 7.
Algorithm 7 Arc selection -Scheme 3 Require: Desired number of arcs n Set ARCS = arcs in best solution found so far Set CG P AT HS = ∅ for all k do Solve pricing problem for commodity k if new path p
∀p ∈ P AT HS ARCS = ARCS ∪ RandomizedP athSelection(n − |ARCS|, P AT HS, s) end if
Commodity Subset Solves
Given the current solutionx and a subset of commodities J, let A ′ = {(i, j) ∈ A |x k ij = 0 ∀k ∈ J}, i.e., the set of arcs that is not used by commodities not in J. Let
Then we solve an Arc-FCNF only considering commodities in J and withf ij instead of f ij andũ ij instead of u ij . That is, if there exists a commodity not in J that already uses an arc, we allow the commodities in J to use that arc for free (in terms of the associated fixed cost charge), but we make sure that the available capacity on the arc reflects the flow already on it.
Constructing a feasible solution to the full FCNF instance starting from the solution to the IP requires updating the paths used by the commodities in J and the appropriate y ij variables for (i, j) ∈ A ′ . Note that since we do not have variables y ij for (i, j) ∈ A \ A ′ our subproblem cannot "turn off" an arc used by a commodity not in J. We can again seed the IP with the paths used by the commodities in J in the current best solution. Again, we introduce randomization to diversify our choices of commodities as described in Algorithm 8.
Algorithm 8 RandomizedCommoditySelection(n, P AT HS, s)
Require: A set of commodities K, set S of scores s k for each commodity k, number n of commodities to choose Assign probability
Randomly draw n commodities from K based on probabilities π Scheme 1. This scheme selects commodities whose paths in the current best solution use arcs (i, j) for which the reduced cost of variable y ij , denoted byf ij , in the most recent LP solution are far from 0. In an LP solution complementary slackness implies y ij = 1 only iff ij = 0. Thus we re-route commodities away from arcs that are far away from the complementary slackness condition. Scheme 1 is given in Algorithm 9.
Algorithm 9 Commodity selection -Scheme 1 Require: Desired number of commodities n For arc (i, j), letf ij be the reduced cost of variable y ij in the most recent LP solution Sort arcs in descending order off ij for all (i, j) in sorted list do for all k ∈ K do if commodity k uses arc (i, j) in current best solution then Select commodity k if selected n commodities then break end if end if end for end for Scheme 2. Suppose in the current best solution (x,ȳ), there is a node v with three commodities C1, C2, C3 entering on a single arc, but leaving on three different arcs (see Figure  ?? ). When the arcs leaving node v are not fully used, these three commodities are good candidates for re-optimization. (Of course, a similar situation occurs when we have multiple commodities entering on different incoming arcs, but leaving on a single outgoing arc.) Assume we have a pre-defined utilization threshold U T IL T HRESHOLD, where we calculate the utilization of an arc for the current best solution (x,ȳ) as
Then we can score each node based on the number of under-utilized inbound and outbound arcs in the current best solution. Given those scores, we generate probabilities for selecting a node v and hence for selecting a set of commodities. Scheme 2 is given in Algorithm 10.
Algorithm 10 Commodity selection -Scheme 2 for all nodes v do Set node score v = 0 for all inbound arcs (w, v) do
Scheme 3. Since we want to find sets of commodities that are likely to share arcs, we search for commodities whose paths in the current best solution are close together. Given a randomly chosen node v, we perform breadth-first search with v as root. As we discover nodes visited by commodities k in our current best solution, we mark the commodities. Scheme 3 is given in Algorithm 11.
Scheme 4. Suppose the network is very large and there are two commodities k and l that have only one feasible path from their source to their sink, say p k and p l . In that case, it is unlikely that these paths have a common arc hence re-optimizing commodities k and l together is not likely to lead to improvements. Conversely, if k and l have many paths, then they are likely to share arcs and thus are good candidates to optimize together. During the neighborhood search a collection of feasible pathsP (k) is generated for each commodity k. We use these paths in Scheme 4, which is given in Algorithm 12.
Scheme 5. So far the selection schemes have been geared towards improving the current best solution. The purpose of this scheme is to provide diversification for our arc subset solvers. If there is a commodity k for which we have only generated a single path so far, then an arc subset solver will have little flexibility for re-routing it. Therefore, Scheme 5, Algorithm 11 Commodity selection -Scheme 3 Require: Desired number of commodities n Set COM M ODIT IES = ∅ Randomly choose a node v nodes.push(v) while nodes = ∅ and |COM M ODIT IES| < n do
end for for all inbound arcs (w, v) and outbound arcs (v, w) do nodes.push(w) end for end while Algorithm 12 Commodity selection -Scheme 4 Require: Desired number of commodities n LetP (k) be the set of paths generated for commodity k so far Set
given in Algorithm 13, selects commodities for which we have generated very few paths.
Algorithm 13 Commodity selection -Scheme 5
Require: Desired number of commodities n LetP (k) be the set of paths generated for commodity k so far Set
Scheme 6. The final scheme is specifically designed for instances of FCNF in which a commodity must be routed along a single path. The scheme selects commodities whose demand is split across many paths in the most recent solution to the LP relaxation of the path-based formulation. In a sense, we are "repairing" commodities that violate the single path constraint in the solution to the LP relaxation of the path-based formulation. Scheme 6 is given in Algorithm 14.
Algorithm 14 Commodity selection -Scheme 6
Require: x k,LP p -the value of variable x k p in the solution of the LP relaxation to the path-based formulation Require: Desired number of commodities n Set
Lower Bounds
At each iteration our solution approach produces both an upper and a lower bound. The lower bound is provided by the value of the LP relaxation of the path-based formulation. However, since the pricing problem is a shortest path problem, the bound is no better than the LP relaxation of the arc-based formulation, which is known to be weak. We attempt to strengthen the bound by adding valid inequalities before solving the pathbased formulation. We first note that we can translate inequalities between the arc and path formulations using the transformation
is the set of paths generated for commodity k thus far. Since we want valid inequalities that are violated by the optimal solution to the LP relaxation of the path-based formulation given the setsP (k), a desirable property of a valid inequality (π, π 0 ) is to have π k ij > 0 when x k ij > 0 in the optimal LP solution. We estimate the likelihood of x k ij being greater than 0 in the optimal LP solution by considering the ratio
which calculates the percentage of paths we have generated (and hence will consider in the LP) for commodity k that use arc (i, j). We have focused on two techniques for strengthening the path-formulation LP
• Judiciously adding disaggregate coupling inequalities, and
• Lifting cuts found while solving small IPs during the neighborhood search.
We could further strengthen the path-formulation bound by generating valid inequalities after solving the LP relaxation which the current fractional solution does not satisfy. However, identifying the separating inequality and re-solving the LP relaxation would would take time away from the search for primal solutions. This trade-off could be avoided in a parallel implementation by having separate processes work on the lower and upper bounds.
Disaggregate Inequalities
It is well-known that the disaggregate coupling inequalities (10) strengthen the LP bound, yet due to the great number of them it is typically not possible to add them all. In addition, while adding the disaggregate coupling inequalities strengthens the LP bound they may also increase the solve time for the LP relaxation. Of course adding the inequality (10) for commodity k and arc (i, j) only strengthens the LP bound if in fact
in the optimal LP solution. Hence we determine the arcs (i, j) and commodities k for which the disaggregated coupling constraints will be added using the ratio r k ij . A threshold value T ∈ [0, 1] is specified and the inequality is added for commodity k and arc (i, j) only when r k ij ≥ T .
Lifted Cover Inequalities
We have investigated re-using cuts (π, π 0 ) found while solving small IPs during the neighborhood search. These cuts are lifted to make them globally valid and to strengthen them. As the inequalities are found while solving small IPs during the neighborhood search, the computational effort is only in the lifting process. After lifting, these inequalities are added to the path formulation to strengthen the bounds its LP relaxation provides.
We have focused our efforts on the single-path variant of FCNF and investigated lifting cover inequalities based on arc capacities. A cover with respect to an arc (i, j) is a set C ⊆ K such that k∈C d k > u ij . Since the variables x k ij are binary for the single-path variant we have the cover inequality k∈C x k i,j ≤ |C| − 1. We use the procedure suggested by Gu et al. (1998) for separating cover inequalities. Note that since the cover inequality is generated during the solution of a commodity subset IP some variables are fixed to either 0 or 1. As suggested by Gu et al. (1998) , we first uplift variables fixed to 0 and then down-lift those fixed to 1.
It is well known that the strength of the lifted cover inequality depends on the order in which the variables fixed to 0 (or 1) are lifted. Therefore we first lift variables x k ij whose value is likely to be positive in the optimal LP solution. Hence, the lifting order is quite simple: lift in decreasing order of r k ij . The complete procedure is outlined in Algorithm 15. Currently, we limit ourselves to cover inequalities that are violated in the small IP. Given that we are especially interested in strengthening the LP relaxation of the pathbased formulation, this methodology can be extended to search for cover inequalities that are not violated in the small IP, but are likely to be violated when all commodities are considered.
Since our lifting order depends on the setsP (k) which may change at each iteration, we could re-lift the cover inequalities as the path sets change and get different valid inequalities.
Algorithm 15 Cover Inequality Lifting
Require: Cover Inequality (π, π 0 ) for arc (i, j) from commodity subset IP Require: Set of commodities K 0 such that when generating (π, π 0 ), x k ij fixed to 0 Require: Set of commodities K 1 such that when generating (π, π 0 ),
However, we do not re-lift because of our time-constrained setting and the computational effort lifting requires.
Initial Feasible Solution
Our scheme for generating an initial feasible solution has two phases. In Phase I we find a path for each commodity by solving a shortest path problem where arc costs reflect a linearized fixed charge and are updated using a slope-scaling approach. Heuristics based on updating the linearization of the fixed charge are given in Balinski (1961) , Crainic et al. (2004) , and Kim and Pardalos (1999) . The solution to the LP relaxation of Arc-FCNF has
for each arc (i, j) and then solve a shortest path problem using these arc costs for each commodity k. Instead, we recognize that by assigning paths to commodities sequentially we remove the capacity of some arcs. Hence we update the variable cost on an arc (i, j) to reflect how much of its capacity remains. The details are given in Algorithm 16.
If we have a feasible solution after Phase I, we stop. Since we do not explicitly enforce the capacity constraints on arcs during Phase I, we may not end with a feasible solution. In this case, we go on to Phase II, where for each arc whose capacity is exceeded, we find a set of commodities to re-route away from the arc in an attempt to "fix the infeasibility." The details are given in Algorithm 17. Note that this method cannot guarantee that a feasible solution is found when one exists, nor can it detect whether an instance is infeasible.
Algorithm 16 Phase I algorithm
Sort commodities in descending order of demand
Solve a shortest path problem for commodity k w.r.t. arc costsc ij ; let x k ij indicate when arc (i, j) used by k
Sort commodities using the arc (x k ij = 1) in ascending order of demand d k Find the smallest l such that
Computational Results
There are many questions to answer regarding the primal and dual-side performance of our approach, which we refer to as IP Search. Specifically:
• Primal-Side -How competitive is IP Search with existing metaheuristics and commercial IP solvers?
-Is there value in using both commodity subset and arc subset IPs?
-How successful is the method for finding an initial feasible solution?
-Do the solvers contribute equally to finding good solutions?
-Does the biased selection of solvers lead to better solutions?
• Dual-Side -Does IP Search produce a stronger dual bound than the optimal solution to the LP relaxation of the arc-based formulation?
-Is the dual bound produced by IP Search competitive with the root node bound produced by a commercial IP solver using an arc-based formulation?
-Do the disaggregate inequalities strengthen the dual bound?
-Do the lifted of cover inequalities strengthen the dual bound?
IP Search is implemented in C++ and uses CPLEX 9.1 to solve the subset IPs. Other than those taken from the literature, all the results are obtained from experiments performed on a machine with 8 Intel Xeon CPUs running at 2.66 GHz and 8 GB RAM. Whenever CPLEX 9.1 is used as a benchmark, it was run with an emphasis on integer feasibility, with the disaggregate constraints x k ij ≤ y ij added as user cuts, and with an optimality tolerance set to 5%. All computation times reported are in seconds.
Instance Generation
A network generator was used to create instances for experimentation. The generator creates instances without parallel arcs. The inputs to the generator are:
• The number of nodes, arcs, and commodities in the network We use the same instance classifications as Ghamlouch et al. (2003) . An instance is classified as F if the ratio of fixed to variable cost for an arc is high and V otherwise. An instance is classified as T if the approximate number of commodities that can be accommodated on an arc is low and L otherwise. Hence we have 4 classes of instances
Calibration
Since we solve IPs as subroutines in IP Search, their size is important. If the IP is too large we may not find a good improving solution in the time alloted to the IP solver. On the other hand, if the IP is too small it simply may not yield a large enough neighborhood to contain a good improving solution. We determine the arc and commodity subset sizes for a specific instance size by measuring the performance of the heuristic as the subset size grows. For example, to determine the number of commodities in our subset when running IP Search on instances with 500 nodes, 2500 arcs and 150 commodities we randomly generate 5 instances of that size. We then run the heuristic on each of the 5 instances multiple times, varying the number of commodities selected. Table 1 shows the results for instances of class (F,T) with 500 nodes and 2500 arcs. We report the number of commodities in the instance (K), the number of commodities in a subset (KS), the average percentage improvement (Avg. Imp.), and the average solution time in seconds (Avg. Time). We observe that choosing 20% of the total number of commodities in the instance is a reasonable rule-of-thumb. For instances with 2000 and 3000 arcs the same phenomenon was observed. It is not surprising that the size of the commodity subset grows with the number of commodities in the instance. The more commodities outside of the subset, the more likely an arc (i, j) is used by a commodity outside of the subset, which implies there will be no fixed charge for arc (i, j). Hence the larger the number of commodities in the instance the more the commodity subset IPs become multi-commodity flow problems without fixed charges.
Upper Bound

Comparison to Tabu Cycle and Path Relink
To examine how IP Search compares with existing metaheuristics, we compared it to a cycle-based tabu-search algorithm (Ghamlouch et al. (2003) ) and a cycle-based pathrelinking approach (Ghamlouch et al. (2004) ) on the instances used in Ghamlouch et al. (2004) ; except for the 6 instances identified as "easy" (solved in a few seconds by a commercial IP solver). Note that the comparison is only for the variant in which commodities can be routed along multiple paths (the variant handled by the metaheuristics). The results are shown in Table 2 , where we report the instance, the value of the solution found by CPLEX in 12 hours (CPLEX), the value of the solution obtained by the tabu search algorithm (Tabu Cycle), the value of the solution obtained by the path relinking algorithm (Path Relink), the value of the solution obtained by IP Search (IP Search), the percentage difference between the value of the solution found by IP Search and the value of the solution found by CPLEX in 12 hours (CPLEX gap), the percentage difference between the value of the solution found by IP Search and the best of the values of the solutions found by the tabu search and path relinking algorithms (Best gap), the optimality gap (Opt gap), and for each of the different algorithms the time to reach the best solution (TTB). When we report a percentage difference (or gap) between IP Search and "X", it is computed as 100 IP Search−X IP Search . To compute the the optimality gap, we use the dual bound produced by CPLEX in 12 hours. Note that we imposed a time limit of 15 minutes (900 seconds) on IP Search.
We first observe that IP Search finds a better solution than the metaheuristics in all but 2 of the 37 instances. Since different hardware platforms were used to produce the metaheuristic and IP Search results a comparison of computing times cannot be exact. However, the time to the best solution for instance (30,700,400,F,L) indicates that the computing time is orders of magnitudes longer for the metaheuristics than for IP Search. For the instance (100,400,10,F,T) the percentage difference between the value of the best of the metaheuristics solutions and the value of the solution produced by IP Search is less than 1. Hence, we can comfortably conclude that IP Search is superior to these metaheuristics. We next observe that IP Search is producing solutions that are very competitive with those produced by CPLEX in 12 hours. Even though the instances are relatively small, we see that CPLEX often needs more than 5 hours to find its best solution. Finally, we observe that the optimality gap for the solution produced by IP Search is small, within 5% for 24 of the 37 instances and only 3.96% on average. 
Comparison to Commercial IP Solver
Next we focus on the performance of IP Search on large instances for the variant in which each commodity has to be routed along a single path by comparing the value of the solution produced to the value of the solution produced by CPLEX in 15 minutes (CPLEX-15M) and in 12 hours (CPLEX-12H). We consider 24 instances of the classes (F,T) and (F,L), which we refer to as the GT instances. The results are given in Table 3 . An "X" in a column indicates that no feasible solution was found. As before, the value reported for IP Search is the value of the solution produced within 15 minutes. We observe that in every instance IP Search finds a better solution in 15 minutes than CPLEX does in 12 hours. We also see that the improvement over the solution found by CPLEX in 15 minutes is significant, often greater than 30%. Even the improvement over the solution found by CPLEX in 12 hours is impressive, often greater than 20%. Unfortunately, little can be said with confidence regarding the true optimality gap of the solutions produced by IP Search since the dual bounds produced by CPLEX change very little over the course of the execution and are likely to be weak. In fact, for many of the loosely capacitated instances, CPLEX did not find a significantly better primal solution in 12 hours than it did in 15 minutes. This highlights the difficulty that an LP-based branchand-bound algorithm can have in finding good primal solutions when the dual bounds are weak.
In Table 4 we see that IP Search not only outperforms CPLEX, but it does so in very little time, needing on average less than 3 minutes to produce a solution that is better than the best solution produced by CPLEX in 12 hours. The time limit of 15 minutes on IP Search is, of course, self-imposed. Table 5 reports the results for IP Search after 15, 30, and 60 minutes as well as the percentage improvement over the initial solution found. We see that the greatest percentage improvement occurs in the first 15 minutes, but that IP Search continues to find improving solutions when given more time. The column labeled "Times Phase II" gives the number of times Phase II of the scheme for finding an initial feasible solution is executed. Not surprisingly, Phase II is only executed for tightly-capacitated instances. In fact, for the majority of instances Phase II is not needed at all. We observed in Table 3 that IP Search significantly outperforms CPLEX on large instances when each commodity has to be routed along a single path. Next we investigate what happens when we have small instances but require a commodity to be routed along a single path. The results are given in Table 6 . As before, IP Search is limited to 15 minutes. When CPLEX obtains a better solution than IP Search, we report how long it took CPLEX to find the first solution that is better than the solution found by IP Search (CPLEX Time Beat). We observe that in only 2 of the 37 instances does CPLEX find a better solution in 15 minutes than IP Search. In those 2 instances the difference in solution value between IP Search and CPLEX is less than .15%. On the other hand, IP Search often finds solutions that are 5% better than what CPLEX finds in 15 minutes. The optimality gap information reveals that the solutions produced by IP Search are of high quality, on average within 4% of optimality. When CPLEX does find a better solution, it often requires more than 3 hours to do so. We also see that IP Search produces solutions within 15 minutes that are competitive with what CPLEX produces in 12 hours. CPLEX's best improvement over IP Search occurs for instance (100,400,30,F,L) where it finds a solution that is only 4.52% better than IP Search. Table 7 shows the performance of standard IP Search, IP Search using only arc subset IPs, and IP Search using only commodity subset IPs. The percentage difference, or gap, information for only using subset type X is calculated as 100 X−Arc & Commodity Arc & Commodity . We observe that using each subset IP type by itself is already effective, sometimes even more effective than using them in combination, but that on average the combination yields better solutions. 500,2000,50,F,L 3,910,120 4,256,180 8.85 4,066,470 4.00 500,2000,50,F,T 5,249,040 5,682,850 8.26 5,330,480 1.55 500,2000,100,F,L 6,764,310 7,425,740 9.78 6,735,860 -0.42 500,2000,100,F,T 7,718,750 8,549,650 10.76 8,089,280 4.80 500,2000,150,F,L 8,618,060 8,988,500 4.30 9,207,030 6.83 500,2000,150,F,T 9,448,890 9,257,380 -2.03 9,587,780 1.47 500,2000,200,F,L 10,333,200 10,880,100 5.29 11,229,800 8.68 500,2000,200,F,T 12,425,600 13,030,400 4.87 12,581,300 1.25 500,2500,50,F,L 3,841,350 4,286,400 11.59 3,960,530 3.10 500,2500,50,F,T 4,666,740 4,939,120 5.84 4,635,180 -0.68 500,2500,100,F,L 6,875,420 7,136,500 3.80 6,909,580 0.50 500,2500,100,F,T 7,235,520 7,796,070 7.75 7,859,290 8.62 500,2500,150,F,L 9,730,100 10,013,900 2.92 9,570,420 -1.64 500,2500,150,F,T 7,934,360 8,604,130 8.44 8,497,240 7.09 500,2500,200,F,L 11,261,300 11,188,600 -0.65 11,714,800 4.03 500,2500,200,F,T 12,825,300 12,816,900 -0.07 12,947,200 0.95 500,3000,50,F,L 3,596,980 4,390,700 22.07 3,759,470 4.52 500,3000,50,F,T 4,504,260 4,855,100 7.79 4,380,330 -2.75 500,3000,100,F,L 6,577,980 7,366,460 11.99 6,468,730 -1.66 500,3000,100,F,T 7,517,970 8,211,270 9.22 8,303,140 10.44 500,3000,150,F,L 9,214,960 10,222,900 10.94 9,479,810 2.87 500,3000,150,F,T 9,186,840 9,204,010 0.19 9,206,770 0.22 500,3000,200,F,L 10,853 To gain a greater understanding of the efficacy of each selection scheme, we examine in detail the contribution of each on finding improving solutions. Table 8 gives the breakdown by scheme, averaged over the GT instances, after running IP Search for 60 minutes. We report the percentage of iterations a scheme was executed (% Called) and the percentage improvement that can be attributed to a scheme (% Improvement). The schemes are denoted by A-x for arc subset selection scheme x and C-x for commodity subset selection scheme x. We observe that the vast majority of solution improvement is due to the com- modity subset IPs. This may simply be due to the biased random selection mechanism repeatedly selecting the commodity subset solvers because of their effectiveness. Commod-ity selection scheme 5 results in the largest percentage improvement. Recall that this is the scheme that selects commodities for which few paths have been discovered and was designed to aid in diversification for the arc subset solvers. These results indicate the scheme is effective in finding improving solutions itself.
We also see that the biased randomized selection appears to be working properly as the most effective selection methods are called most frequently. To further evaluate the value of the biased random selection, we compare it to a simple round-robin approach for selecting solvers. Our simple round-robin scheme executes the solvers in the following order: A-1, C-1, C-2, A-2, C-3, C-4, A-3, C-5, and C-6. The results are given in Table 9 where we report the value of the solution obtained when using the biased random selection (Biased Random), the value of the solution obtained when using simple round-robin (Round Robin), and the percentage difference between the two, calculated as 100 Round Robin−Biased Random Round Robin . We see that biased random selection does better than round-robin, but not significantly better. Of course, it may be that we have simply chosen an effective order for the round-robin scheme. The results indicate that IP Search is robust in the sense that the choice of subset type and the choice of subset selection scheme has a relatively minor impact on the overall effectiveness. 
Lower Bound
We have conducted some computational experiments to analyze the quality of the lower bounds produced. Since we want to evaluate the value of the lifted cover inequalities, we only consider the single-path variant of FCNF. First we compare the lower bound IP Search produces with the value of the LP relaxation of the arc-based formulation and with the root node bound CPLEX produces. Since the disaggregate coupling constraints are added as user cuts, they are not present in the LP relaxation, but are reflected in the root node bound in addition to any other cuts generated by CPLEX. The results are shown in Table 10 , where we report the value of the LP-relaxation (LPR), the value of the root node bound (Root Node), the lower bound IP Search produces, and the percentage differences between the bound IP Search produces and the other two bounds (LP Gap and Root Gap). The percentage differences are calculated as 100 IP Search−LPR IP Search and 100 Root Node−IP Search Root Node . Note that this means a positive percentage difference with the value of the LP Relaxation indicates that IP Search has given a stronger lower bound and a positive percentage difference with the value of the root node LP indicates that CPLEX has a stronger root node bound. We observe that IP Search produces lower bounds which are much stronger than the value of the LP Relaxation. Furthermore, the difference is larger for loosely capacitated instances. On the other hand we see that CPLEX produces a much stronger bound at the root node. Next, we perform the same comparison for the Ghamlouch instances. The results are shown in Table 11 . We observe that for these small instances, IP Search produces weaker lower bounds, often less than the value of the LP relaxation. The average values are strongly influenced by two instances, (100,400,10,F,T) and (100,400,30,V,T). When we ignore these instances, IP Search produces better bounds. At the same time, the difference between the lower bound of IP Search and the root node bound CPLEX produces has also narrowed. Table 12 shows the value of the LP relaxation (LPR), the value of the LP relaxation with judiciously added disaggregated coupling constraints (LPR + disaggr), and the value of the LP relaxation with judiciously added disaggregated coupling constraints and lifted cover inequalities (LPR + disaggr + cover). We observe that the judiciously selected disaggregate coupling constraint contribute the most to the bound improvement. We also observe that with a threshold value T = .25 we typically only add 1% of the possible disaggregate coupling constraints. Not surprisingly, the lifted cover inequalities are most effective for tightly-capacitated instances. 
Conclusions
We have proposed a local search heuristic (IP Search) for the fixed charge network flow problem capable of producing high-quality feasible solutions, as well as lower bounds, in a short amount of time. Unlike traditional local search heuristics, we rely on exponentialsized neighborhoods which we search using integer programming technology. Since we use integer programming technology to search neighborhoods, the heuristic can easily handle the different variants of the problem, e.g., with arc capacities, without arc capacities, commodities have to be routed along a single path, commodities can be routed along multiple paths, etc.
Computational experiments demonstrate that IP Search is superior to existing metaheuristics and pure integer programming approaches when it comes to producing highquality primal solutions quickly. Since IP Search produces a lower bound by strengthening the LP relaxation with a limited set of valid inequalities, the bound produced (like those produced by pure integer programming solves) is relatively weak.
IP Search can easily be parallelized, which will likely allow it to produce high-quality solutions even faster. This is at the top of our list for future research. IP Search makes extensive use of both the compact (arc-based) and extended (path-based) formulation of FCNF and we believe this is one reason for its success. Therefore we plan to investigate whether the general framework of IP Search will be successful on other hard discrete optimization problems.
