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Abstract—In this letter, we propose a method to reduce the
peak-to-mean-envelope-power ratio (PMEPR) of multicarrier
signals by modifying the constellation. For -ary phase-shift
keying constellations, we minimize the maximum of the multi-
carrier signal over the sign and amplitude of each subcarrier. In
order to find an efficient solution to the aforementioned nonconvex
optimization problem, we present a suboptimal solution by first
optimizing over the signs, and then optimizing over the amplitudes
given the signs. We prove that the minimization of the maximum
of a continuous multicarrier signal over the amplitude of each
subcarrier can be written as a convex optimization problem with
linear matrix inequality constraints. We also generalize the idea
to other constellations such as 16-quadrature amplitude modula-
tion. Simulation results show that by an average power increase
of 0.21 dB, and not sending information over the sign of each
subcarrier, PMEPR can be decreased by 5.1 dB for a system with
128 subcarriers.
Index Terms—Convex optimization, orthogonal frequency-divi-
sion multiplexing (OFDM), peak-to-average-power ratio, sign ad-
justment.
I. INTRODUCTION
H IGH peak-to-mean-envelope-power ratio (PMEPR) ofmulticarrier signals is one of the major obstacles in
implementing orthogonal frequency-division multiplexing
(OFDM), xDSL, and other broadband multicarrier systems.
The occurrence of the large peaks in the signal seriously ham-
pers the efficiency of the power amplifier.
Over the years, different schemes have been proposed for
PMEPR reduction, such as coding, deliberate clipping, selective
mapping (SLM), reserved carriers, and tone injection [2]–[7]. In
all these schemes, there is always a tradeoff between PMEPR
and other parameters in the systems, including coding rate, av-
erage power, signal distortion, and bandwidth. Methods like
coding usually give a worst-case guarantee on the PMEPR. On
the other hand, there are other methods, such as SLM, that im-
prove the probability distribution of PMEPR, i.e., reduce the
probability of encountering large PMEPR.
Recently, in [1] and [8], an algorithm was proposed to choose
the sign of each subcarrier in order to reduce the PMEPR. In
this letter, we generalize this idea and adjust the sign and ampli-
tude of each subcarrier to further reduce the PMEPR. The price
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to adjust the amplitude of the subcarrier is a slight increase in
the average power, while maintaining the same minimum dis-
tance for the constellation. Even though the optimization over
the signs is not a convex optimization problem, we show that the
amplitude optimization can be written as a convex optimization
problem using the bounded real lemma [9]. This enables us to
solve the problem using convex optimization techniques [12]
and add more practical constraints to the problem, such as lim-
iting the amplitude of each subcarrier in order to bound the peak
to average in the frequency domain.
Our approach can be considered as a method to refine the
constellation for PMEPR reductions and use the sign of each
subcarrier to reduce the PMEPR. Other methods to shape the
constellation have appeared in [7], [10], and [11] to reduce the
maximum of the samples of the multicarrier signal. In [7], ex-
tending the number of constellation points is proposed. How-
ever, in [10] and [11], constellation points are allowed to move
within some distortion constraints. In this letter, we consider a
different constellation modification, and we further show that
reducing the peak of the continuous multicarrier signal by opti-
mizing the amplitude of the subcarriers is a convex optimization
problem. In our approach, we first reduce the peak by optimizing
over the signs of the multicarrier signal, which is not a convex
problem.
Simulation results show that the PMEPR can be significantly
reduced by using just 0.21 dB (i.e., 5%) average power in-
crease. More specifically, for a system with 128 subcarriers,
and considering the peaks with probability less than as
negligible, PMEPR is reduced from 10.3 to 3.1, i.e., a 5.1-dB
PMEPR improvement. The PMEPR improvement increases as
the threshold probability becomes smaller.
The letter is organized as follows. Section II introduces our
notations and the statement of the problem, and further, reviews
the sign optimization algorithm. Section III deals with ampli-
tude optimization and proves that it is a convex problem using
the bounded real lemma. Simulations results are presented in
Section IV, and Section V concludes the letter.
II. DEFINITIONS AND PROBLEM STATEMENT
In this letter, we consider a normalized multicarrier signal
that consists of subcarriers. More specifically
(1)
where is the modulating vector, is
chosen from some constellations like -ary phase-shift keying
(MPSK) or 16-quadrature amplitude modulation (QAM), and
denotes time. Clearly, if is chosen from a binary phase-shift
keying (BPSK) constellation and it adds up coherently,
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will have a large peak of order . Therefore, it is of great prac-
tical interest to reduce the peak of , without excessively
increasing the average power and introducing large peaks in the
modulating codeword .
As a measure for the fluctuation of the multicarrier signal, we
may define the PMEPR of as
PMEPR (2)
where the denominator is the average power of . Thus,
if is chosen independently from a constellation with average
power of , then .
In this letter, we consider the PMEPR reduction by adjusting
the sign and amplitude of each subcarrier. This method is a more
general version of the scheme that was recently proposed in [1]
and [8]. Here, we first consider MPSK constellations, and we
then generalize the idea to other constellations as well.
Here is the statement of the problem. For any given complex
vector where is chosen from any MPSK
constellation, find the solution to the following optimization
problem:
minimize
subject to
(3)
where and are the optimization
variables, denotes the amplitude variations of the th sub-
carrier, and denotes the average power increase. In order to
limit the variation of the new modulating vector
, we further constrain to be less than
. The last constraint also implies that the average power in-
crease is controlled by the parameter . Clearly, the bound on
limits the dynamic range of the quantizer in the transmitter. On
the other hand, limits the total variations of the constellation
points, while the minimum distance between the constellation
points is fixed.
In summary, the price for reducing the PMEPR with
our scheme is a slight increase in the average power, or
dB, and sending no information over the sign
of each subcarrier. For instance, Fig. 1 shows the modified
quaternary phase-shift keying (QPSK) constellation. For
constellations other than MPSK, we let outer points in the
constellation move such that the minimum distance of the
constellation points does not change. This is shown for the
16-QAM constellation in Fig. 2.
It is also worth noting that the receiver is not required to know
the vectors and . Therefore, for the decoding, the receiver
may ignore the sign of each subcarrier, as it does not convey any
information. Furthermore, the receiver may use the same deci-
sion region for the decoding of the constellation points as for
the case where . This is due to the fact that constellation
points are only allowed to move outward, as shown in Figs. 1
and 2.
Fig. 1. Modified QPSK constellation.
Fig. 2. Modified 16-QAM constellation.
In order to compensate the rate loss due to not sending in-
formation over the signs, the transmitter can double the con-
stellation size at the expense of a 3-dB average power increase
(to preserve the minimum distance of the constellation). There-
fore, the total cost for amplitude and sign adjustment will be
dB average power increase.
Clearly, the optimization problem, as stated in (3), is not
convex, due to having an integer constraint, i.e., .
However, assuming that for all , we can find a sub-
optimal solution for the signs using the result of [1] and [8].
Afterwards, given and , we show in Section IV that the
optimization over is convex, and can be done very efficiently.
In what follows, we briefly review the sign optimization
algorithm.
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Algorithm 1: For any , let be an integer
greater than 1 and . Then , and is
recursively determined as the minus sign of
for , where
(4)
and .
It can be shown that the PMEPR of the codeword
is less than for any where is a con-
stant independent of . Even though Algorithm 1 does not give
us the best signs, it is shown in [8] that it can significantly re-
duce the PMEPR. Now by further optimizing over the , we
can further reduce the PMEPR at the price of a slight increase
in the average power. This gives us another degree of freedom
to trade the PMEPR with a negligible average power increase,
and without deteriorating the minimum distance of the constel-
lation.
One might ask whether changing the order of the optimization
might improve the PMEPR reduction. Intuitively, balancing the
maximum of a multicarrier signal which is already fairly bal-
anced by optimizing over the sign of each subcarrier requires
less average power increase than the case where we first opti-
mize the constellation over . Simulation results also confirm
this.
III. AMPLITUDE ADJUSTMENT USING CONVEX OPTIMIZATION
In this section, we solve the problem of minimizing the peak
of the multicarrier signal over given the signs and the infor-
mation symbols , and we show that it is a convex problem
with a linear matrix inequality (LMI) constraint [12]. We further
present a relaxation of the problem that leads to an approximate
solution with less complexity by minimizing the maximum of
the samples of the multicarrier signal.
First of all, we notice the fact that
(5)
where , ,
, and
.
.
.
.
.
.
Given and , we can then restate (3) as the following op-
timization problem:
minimize
subject to
(6)
In order to show that the above problem is convex, we use the
bounded real lemma [9].
Lemma 1 (Bounded Real Lemma): Suppose and is
stable. Then the following two statements are equivalent.
1)
2) There exists a Hermitian such that
Since the matrix is linear in the entries of the matrix , we
can see that the constraint in the optimization problem of (6) is
an LMI [12].
Therefore, given the values of and , we can state the min-
imization in (3) over as the following convex optimization
problem:
minimize
subject to
(7)
where , and the matrix
in is Hermitian.
This problem is a semidefinite program (SDP) and can be
solved globally and efficiently using interior-point methods.
Software packages exist that implement these methods; we use
the recent package SeDuMi 1.02 [13].
Since the size of the LMI in the above SDP is relatively
large, the computational load is still high for practical purposes.
In fact, the complexity is , even though exploiting the
structure of the LMI can lead to faster implementations [12].
Another way to lower the computational load with very little
loss in accuracy is to discretize and then solve the dis-
cretized problem. That is, instead of minimizing the maximum
of over , we consider minimization of the
maximum of uniform samples of at
for .1 This certainly has much less complexity,
and can be written as a quadratically constrained quadratic pro-
gram [12], which is solved much more efficiently than the orig-
inal SDP. We use SeDuMi for solving this problem, as well.
Furthermore, using the relationship between the maximum of
over and the maximum over , we can make our ap-
proximation practically accurate by choosing [14], [15].
More specifically, this optimization problem can be written
as
minimize
subject to
for
(8)
1It is worth mentioning that the resulting s ( ) is the oversampled in-
verse fast Fourier transform of the vector C
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Fig. 3. CCDF of the PMEPR for QPSK by optimizing over  and u for n =
128, u = 1, and  = 0:01; 0:05.
Simulation results show that the solution to the problems in (7)
and (8) are very close by choosing . Therefore, in the
simulations section, we solve the problem in (8) to optimize over
instead of solving (7), which requires more computation.
IV. SIMULATION RESULTS
As we discussed in the previous sections, there is a tradeoff
between PMEPR reduction and average power increase , and
also the range of variation for , i.e., . In this section,
we carry out simulations to explore this tradeoff for
and , and for QPSK and 16-QAM constellations. The
algorithm for designing the signs is applicable to any symmetric
constellation. For the amplitude variation of the constellation
points, we use the schemes shown in Figs. 1 and 2 for QPSK
and 16-QAM, respectively.
Fig. 3 shows the complementary cumulative distribution
function (CCDF) of PMEPR when is chosen from a QPSK
constellation, and for different average power increases.
Clearly, we need at least 0.21 dB average power
increase to get a noticeable PMEPR reduction after optimizing
over the signs. As Fig. 3 suggests for , the PMEPR can
be decreased from 10.5 to 4.5 just by using the signs, and this
can be further pushed down to 3.1 by also optimizing over
with a little average power increase.
We can further do the simulations for a wider range of , i.e.,
. As Fig. 4 shows for , we can further reduce
the PMEPR by allowing more degrees of freedom to each point;
however, this causes large peak-to-average-power ratios for ,
which is not practically favorable.
Fig. 5 also shows the PMEPR reduction when is chosen
from a 16-QAM constellation, and the variation of the constella-
tion points is as in Fig. 2. In summary, simulation results suggest
that by expanding the constellation and increasing the average
power by 0.21 dB, the PMEPR of multicarrier signals can be
decreased dramatically, i.e., from 10.5 to 3.1 for .
Fig. 4. CCDF of the PMEPR for QPSK by optimizing over  and u for n =
128, u = 2, and  = 0:01;0:05;0:1.
Fig. 5. CCDF of the PMEPR for 16-QAM constellation by optimizing over
 and u for n = 64 and  = 0:02;0:1, and the constellation modification is
according to Fig. 2 with u = 0:3 for outer points.
V. CONCLUSION
We presented a method to modify the constellation in order to
reduce the PMEPR. This is done by minimizing the peak value
of the multicarrier signal over the signs and amplitudes of the
subcarriers with a slight increase in the average power. Since the
problem is not a convex problem, we first used the algorithm in
[1] to find a suboptimal solution for the signs, and then we used
the convex optimization algorithm to optimize over the signs.
Simulation results show significant improvement.
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