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CONJECTURES AND RESULTS ABOUT PARABOLIC INDUCTION OF
REPRESENTATIONS OF GLn(F )
EREZ LAPID AND ALBERTO MI´NGUEZ
Abstract. In 1980 Zelevinsky introduced commuting varieties whose irreducible com-
ponents classify complex, irreducible representations of the general linear group over a
non-archimedean local field with a given supercuspidal support. We formulate geometric
conditions for certain triples of such components and conjecture that these conditions
are related to irreducibility of parabolic induction. The conditions are in the spirit of
the Geiss–Leclerc–Schro¨er condition that occurs in the conjectural characterization of -
irreducible representations. We verify some special cases of the new conjecture and check
that the geometric and representation-theoretic conditions are compatible in various ways.
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1. Introduction
1.1. Let F be a local non-archimedean field. The smooth, complex representations of
GLn(F ), n ≥ 0 were studied in depth in the seminal work of Bernstein and Zelevinsky
[1, 2, 27]. In particular, Zelevinsky obtained a classification of the set Irr = ∪ Irrn of
irreducible representations of GLn(F ), n ≥ 0 in terms of multisegments – an essentially
combinatorial object. Denote by Z(m) the irreducible representation corresponding to
a multisegment m. A basic property is that for any π = Z(m), π′ = Z(m′) ∈ Irr, the
representation Z(m + m′) occurs with multiplicity one in the Jordan–Ho¨lder sequence of
the representation π×π′ parabolically induced from π⊗π′. In particular, if π×π′ happens
A.M. was partially funded by grant P12-FQM-2696.
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to be irreducible, then it is equivalent to Z(m+m′). However, the problem of characterizing
the irreducibility of Z(m)× Z(m′) was left open.
An important special case is when π′ = π. We say that a representation π is-irreducible
if π × π is irreducible. It is a well-known consequence of a theorem of Bernstein [4] that
every unitarizable representation π ∈ Irr is -irreducible. However, our emphasis in this
paper is on general irreducible representations. The first example of a non--irreducible
π ∈ Irr was given by Leclerc [18].
The analogues of -irreducible representations in different (but related) contexts (where
a different terminology is used) play an important role in the monoidal categorification of
cluster algebras, a problem considered by Hernandez–Leclerc [8, 9] and more recently by
Kang–Kashiwara–Kim–Oh [12]. We will not say anything about this problem here except
to mention that the argument of [11], adapted to the case at hand, shows that if π is -
irreducible, then for any π′ ∈ Irr, the socles soc(π×π′) and soc(π′×π) are irreducible and
each occurs with multiplicity one in the Jordan–Ho¨lder sequence of π × π′ [17]. It follows
that if at least one of π = Z(m) and π′ = Z(m′) is -irreducible, then the irreducibility of
Z(m)× Z(m′) is equivalent to the conjunction of the condition
(1.1) Z(m+m′) →֒ Z(m)× Z(m′)
and its symmetric counterpart (interchanging m and m′).
On the other hand, Zelevinsky proposed a geometric framework for his classification
[25, 26] and in this context, the work of Geiss–Leclerc–Schro¨er [6] suggests a simple, con-
jectural geometric criterion for the -irreducibility of Z(m). More precisely, fix a finite-
dimensional graded vector space V over C and let G(V ) be the group of grading preserving
automorphisms of V . Then, the multisegments with supercuspidal support determined by
the graded dimension of V , parameterize the finitely many G(V )-orbits on the space of
linear transformations A : V → V that are homogeneous of degree 1 (or alternatively,
−1). They also parameterize the irreducible components of the variety X(V ) of pairs of
commuting linear transformation A,B : V → V of degree 1 and −1 respectively. De-
note by Cm irreducible component corresponding to m. The conjecture of [17], inspired
by [7, Conjecture 18.1], is that Z(m) is -irreducible if and only if Cm admits an open
G(V )-orbit. (See §4 for more details.) This condition can be explicated fairly concretely
and can be efficiently checked, at least probabilistically – see [17] where also a special case
of this conjecture was proved, and was related to singularities of Schubert varieties of type
A.
1.2. The main goal of this paper is to propose and substantiate a conjectural geometric
criterion for the irreducibility of Z(m) × Z(m′), provided that at least one of Z(m) and
Z(m′) is -irreducible. More precisely, suppose that Cm ⊂ X(V ) and Cm′ ⊂ X(V
′). Then,
Cm+m′ ⊂ X(V ⊕ V
′) and we can embed Cm × Cm′ diagonally in Cm+m′.
Conjecture. Suppose that at least one of Z(m) and Z(m′) is -irreducible. Then
Z(m)× Z(m′) is irreducible if and only if G(V ⊕ V ′) · (Cm × Cm′) is dense in Cm+m′.
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1.3. More generally, under the above assumption we give a conjectural geometric criterion
for (1.1). (See §5 for more details.) Recall that Cm comes with a distinguished G(V )-
invariant Zariski open subset C◦m (containing the interior of Cm in X(V ), but not equal to
it in general). Let Y be the subvariety of Cm+m′ consisting of the pairs (A,B) satisfying
the following two conditions.
(1) A(V ′), B(V ′) ⊂ V ′, and (A
∣∣
V ′
, B
∣∣
V ′
) ∈ C◦m′.
(2) The induced pair on the quotient V belongs to C◦m.
Conjecture. Suppose that at least one of Z(m) and Z(m′) is -irreducible. Then
Z(m+m′) →֒ Z(m)× Z(m′) if and only if G(V ⊕ V ′) ·Y is dense in Cm+m′.
This conjecture implies Conjecture 1.2.
The geometric conditions in the two conjectures are in the spirit of the Geiss–Leclerc–
Schro¨er condition. They are equally concrete and can be checked (at least probabilistically)
very efficiently on a computer.
1.4. We will give supportive evidence for Conjecture 1.3, ergo, Conjecture 1.2. (See §6
for more details.) For instance, we show that they hold whenever Z(m) is unitarizable
(without restriction on m′) or if m is a ladder multisegment in the sense of [15]. For the
latter, we use the results of [16]. In fact, the conjecture was forged as an attempt to explain
the results of [16] geometrically. We also show that Conjecture 1.3 satisfies a number of
non-trivial consistency checks. While in all likelihood new ideas will be needed to establish
the conjecture in general, we believe that the attestation that we already have so far cannot
be coincidental.
In the best-case scenario, Conjecture 1.3 may in fact hold without restriction on m
and m′. However, we feel that at this stage it would be too parlous to postulate such a
strong form of Conjecture 1.3 since our evidence for this generality is indirect and far from
conclusive. The main reason is that we do not have a practical way to check the condition
(1.1) independently in general.
In contrast, there are counterexamples for Conjecture 1.2 if we lift the assumptions on m
and m′. In order to obtain a precise irreducibility criterion, we would need to characterize
the condition
Z(m+m′) = soc(Z(m)× Z(m′))
(which in general is stronger than (1.1)) and at present we do not have a conjectural
geometric criterion for this.
In a different direction, a natural follow-up question, which we hope to study in the
future, is to obtain a geometric insight on soc(Z(m)× Z(m′)), assuming as before that at
least one of Z(m) and Z(m′) is -irreducible.
Finally, we point out that our conjectures do not seem to lie in the scope of the Langlands
program.
The contents of the paper are as follows. After introducing the relevant notation and
the Zelevinsky classification (§2) we recall the notion of -irreducible representations and
basic facts about irreducibility of parabolic induction (§3). In §4 we recall the geometric
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condition of Geiss–Leclerc–Schro¨er and the conjecture relating it to -irreducibility. The
heart of the paper is §5 where we state Conjectures 1.2 and 1.3 and analyze the pertinent
geometric conditions. In §6 we state results confirming these conjectures in special cases
and provide several consistency checks for them. These results are proved in §8 using
Jacquet module techniques and other combinatorial tools which are recalled in §7.
1.5. Acknowledgment. We would like to thank David Kazhdan for useful discussions.
The first-named author would like to thank the University of Vienna and the Institute for
Mathematical Sciences, National University of Singapore for their hospitality and support.
Both authors would like thank the University Institute of Mathematics Research of the
University of Seville for its hospitality and support.
2. Notation and preliminaries
2.1. Throughout the paper we fix a non-archimedean local field F with normalized ab-
solute value |·|. For a non-negative integer n let Rn denote the C-linear, locally finite,
abelian category of complex, smooth, finite length (hence admissible) representations of
the group GLn(F ). Set
R = ⊕n≥0Rn
and denote the simple objects of R by
Irr =
∐
n≥0
IrrRn.
In particular, write IrrR0 = {1}. We denote by
Irrc =
∐
n>0
IrrcRn
the subset of irreducible supercuspidal representations. By abuse of notation we often
write π ∈ R to mean that π is an object of R.
For τ, π ∈ R we write τ →֒ π (resp., τ ։ π) if there exists an injective (resp., surjective)
morphism from τ to π. If τ ∈ Irr and π ∈ R, we will write τ ≤ π for the condition that τ
occurs as a subquotient of π (i.e., τ occurs in the Jordan–Ho¨lder sequence JH(π) of π). If
τ occurs with multiplicity one in JH(π), then we will write τ E π.
As customary, normalized parabolic induction with respect to standard (block upper
triangular) parabolic subgroup will be denoted by ×. This is a bilinear biexact bifunctor
with associativity constraints given by induction in stages. In other words, × endows R
with the structure of a ring category with unit element 1. The Grothendieck group
G = ⊕n≥0Gn
of R inherits a structure of a graded commutative ring.
For any π ∈ Rn and a character χ of F
∗, we denote by π ·χ the representation obtained
from π by twisting by the character χ ◦ det. In particular, we write
→
π = π · |·| ,
←
π = π · |·|−1 .
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We denote by π∨ the contragredient of π and by soc(π) the socle of π, i.e., the largest
semisimple subobject of π. (If π 6= 0, then soc(π) 6= 0.)
Definition. We say that π ∈ R is socle irreducible (SI) if soc(π) is irreducible and
soc(π) E π.
By the argument of [20, p. 173], for any π1, π2, τ ∈ Irr we have
(2.1) τ →֒ π1 × π2 ⇐⇒ π2 × π1 ։ τ.
For any set A we denote by N(A) the free commutative monoid generated by the elements
of A. It consists of finite formal sums of elements of A. The standard order on N(A) will
be denoted by ≤.
We may view JH as a map from the objects of R to N(Irr). Thus, for τ ∈ Irr and π ∈ R
we have ρ ≤ π if and only if ρ ≤ JH(π) in N(Irr).
For any π ∈ Irr there exist ρ1, . . . , ρk ∈ Irrc such that π ≤ ρ1×· · ·×ρk. The supercuspidal
support map
s : Irr→ N(Irrc), π 7→ ρ1 + · · ·+ ρk
is well-defined and finite-to-one [2].
2.2. Zelevinsky classification [27]. A segment is a nonempty finite set of the form
∆ = {ρ1, . . . , ρk}
where ρi ∈ Irrc and ρi+1 =
→
ρ i for all i = 1, . . . , k − 1. For any such ∆ we set
Z(∆) := soc(ρ1 × · · · × ρk) ∈ Irr, L(∆) := soc(ρk × · · · × ρ1) ∈ Irr,
supp(∆) = ρ1 + · · ·+ ρk ∈ N(Irrc),
∆∨ = {ρ∨k , . . . , ρ
∨
1 }, b(∆) = ρ1, e(∆) = ρk,
→
∆ = {
→
ρ 1, . . . ,
→
ρk}, ∆
− = {ρ1, . . . , ρk−1}, ∆
+ = {ρ1, . . . , ρk,
→
ρk},
←
∆ = {
←
ρ1, . . . ,
←
ρk},
−∆ = {ρ2, . . . , ρk},
+∆ = {
←
ρ1, ρ1, . . . , ρk}.
For compatibility, we also set Z(∅) = L(∅) = 1. Let SEG be the set of all segments. (Note
that −∆,∆− ∈ SEG if and only if k > 1; otherwise −∆ = ∆− = ∅.) For ∆,∆′ ∈ SEG we
write ∆ ≺ ∆′ (and say that ∆ precedes ∆′) if b(∆) /∈ ∆′, b(∆′) ∈
→
∆ and e(∆′) /∈ ∆. Thus,
(2.2)
←
∆ ≺ ∆′ ⇐⇒ ∆ ≺
→
∆′ ⇐⇒ b(∆′) ∈ ∆ and e(∆) ∈ ∆′.
We say that ∆,∆′ ∈ SEG are linked if either ∆ ≺ ∆′ or ∆′ ≺ ∆. (Equivalently, ∆ ∪∆′ ∈
SEG and ∆,∆′ ( ∆ ∪∆′.)
By definition, a multisegment is an element of N(SEG). We extend the maps ∆ 7→
supp(∆) and ∆ 7→ ∆∨ to an additive map
supp : N(SEG)→ N(Irrc)
and an additive involution m 7→ m∨ on N(SEG), respectively. Given m = ∆1 + · · ·+∆k ∈
N(SEG) we may enumerate the ∆i’s (in possibly more than one way) such that ∆i 6≺ ∆j
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whenever i < j. Then, the representation z(m) = Z(∆1) × · · · × Z(∆k) is SI and up to
equivalence, depends only on m. The main result of Zelevinsky is that the map
m 7→ Z(m) := soc(z(m))
is a bijection between N(SEG) and Irr. There is also a dual bijection given by m 7→ L(m) :=
soc(λ(m)) where λ(m) = L(∆k)× · · ·×L(∆1) (under the same assumption on the order of
the ∆i’s). The latter is essentially the Langlands classification in this context. We refer the
reader to [16, §3] for a summary of the basic properties of these bijections. In particular,
Z(0) = L(0) = 1,
(2.3) Z(m)∨ = Z(m∨) and L(m)∨ = L(m∨) for any m ∈ N(SEG),
s(Z(m)) = s(L(m)) = suppm and
(2.4) Z(m+m′) E Z(m)× Z(m′) for any m,m′ ∈ N(SEG).
The two bijections are related by Deligne–Lusztig type duality. Let t denote the duality
functor on R defined by Schneider–Stuhler in [22], composed with the contragredient (in
order to make it covariant). (See also [3] for a more recent approach.) Then
(2.5) Z(m)t = L(m)
for all m ∈ N(SEG) and
(2.6) (π × π′)t = π′t × πt for any π, π′ ∈ R.
Finally, let
(2.7) # : N(SEG)→ N(SEG)
be the bijection (in fact, involution) such that L(m) = Z(m#). Note that # is not additive.
A combinatorial description of m# was given by Mœglin–Waldspurger [20]. We will
recall it in §7.4 below. (A different one was later on given in [13].)
3. The conditions SA(m,m′) and SSA(m,m′); -irreducibility
3.1. Let m,m′ ∈ N(SEG). The following properties will be our main concern.
Definition. (1) We denote by SA(m,m′) the following equivalent conditions (by (2.1),
(2.5) and (2.6)).
(a) Z(m+m′) →֒ Z(m)× Z(m′).
(b) L(m+m′) →֒ L(m′)× L(m).
(c) Z(m′)× Z(m)։ Z(m+m′).
(d) L(m)× L(m′)։ L(m+m′).
(2) We denote by SSA(m,m′) the following equivalent conditions (by (2.4) and [16,
Lemma 4.2]).
(a) Z(m+m′) ≃ soc(Z(m)× Z(m′)).
(b) ∀τ ∈ Irr, τ →֒ Z(m)× Z(m′) =⇒ τ = Z(m+m′).
(c) Z(m)× Z(m′) →֒ z(m+m′).
(d) L(m+m′) ≃ soc(L(m′)× L(m)).
(e) ∀τ ∈ Irr, τ →֒ L(m′)× L(m) =⇒ τ = L(m+m′).
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(f) λ(m+m′)։ L(m)× L(m′).
(The notation SA(m,m′) and SSA(m,m′) stand for (strongly) “subrepresentation+additive”.)
Clearly, SSA(m,m′) =⇒ SA(m,m′), while
(3.1) the conditions SA(m,m′) and SA(m′∨,m∨) are equivalent.
A simple sufficient condition for SSA(m,m′) is the following (see e.g., [16, Proposition
3.5]).
(3.2) SSA(m,m′) is satisfied if for every segment ∆ in m and ∆′ in m′ we have ∆ 6≺ ∆′.
The conditions SA(m,m′) and SSA(m,m′) are instrumental for proving irreducibility.
More precisely, again by (2.4),
Z(m+m′) is a direct summand of Z(m)× Z(m′) ⇐⇒ SA(m,m′) and SA(m′,m).
(3.3a)
Z(m)× Z(m′) is irreducible ⇐⇒ Z(m+m′) ≃ Z(m)× Z(m′)
⇐⇒ SSA(m,m′) and SSA(m′,m) ⇐⇒ SA(m,m′) and SSA(m′,m).
(3.3b)
As we will recall below, it is possible that Z(m)×Z(m′) is semisimple but not irreducible.
In particular, SSA(m,m′) is strictly stronger than SA(m,m′).
3.2. -irreducible representations. For any πi ∈ Rni, i = 1, 2 consider the standard
(unnormalized) intertwining operators
π1 · |·|
s × π2 → π2 × π1 · |·|
s .
They are given by convergent integrals for ℜs≫ 0 and admit a meromorphic continuation
(e.g., [24, Ch. IV]).1 The leading term in the Laurent expansion at s = 0 is a non-zero
intertwining operator
Rπ1,π2 : π1 × π2 → π2 × π1.
The following key definition is inspired by the work of Hernandez–Leclerc and Kang–
Kashiwara–Kim–Oh.
Definition. (See [11, 12, 17]) An object π of R (necessarily in Irr) is called -irreducible
if the following equivalent conditions are satisfied.
(1) π × π is irreducible.
(2) EndR(π × π) = C.
(3) Rπ,π is a scalar.
(4) π × π is SI.
(5) π = Z(m) and SSA(m,m).
1The intertwining operators depend implicitly on a choice of a Haar measure on the space of n1 × n2
matrices, so technically they are only defined up to a positive scalar. However, for our purposes this is
immaterial.
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We denote by Irr ⊂ Irr the class of -irreducible representations. Clearly, this class is
invariant under contragredient and the duality t. The first example of an irreducible rep-
resentation π (of GL8(F )) which is not -irreducible was given by Leclerc [18]. Explicitly,
if
(3.4) π = Z(m) where m = [1, 2] + [−1, 1] + [0, 0] + [−2,−1],
and for simplicity we write [a, b] for the segment {|·|a , . . . , |·|b} consisting of characters of
GL1(F ) = F
∗, then
π × π = Z(m+m)⊕ Z([1, 2] + [0, 1] + [−1, 2] + [−1, 0] + [−2, 1] + [−2,−1])
= Z(m+m)⊕ (Z([−1, 2] + [−2, 1])× Z([1, 2] + [0, 1] + [−1, 0] + [−2,−1])).
Note that π∨ = πt = π.
3.3. An important property of -irreducible representations is the following.
Proposition. ([17] which is based on [11, 12]) Suppose that π is -irreducible. Then, for
any π′ ∈ Irr
(1) π × π′ and π′ × π are SI.
(2) soc(π × π′) = ImRπ′,π.
(3) soc(π′ × π) = ImRπ,π′.
(4) The following conditions are equivalent:
(a) π × π′ is irreducible.
(b) Rπ,π′ is an isomorphism.
(c) Rπ′,π is an isomorphism.
(d) π × π′ ≃ π′ × π.
(e) soc(π × π′) ≃ soc(π′ × π).
Corollary. Suppose that
(ALO) at least one of Z(m) or Z(m′) is -irreducible.
Then, the following conditions are equivalent.
(1) SA(m,m′).
(2) SSA(m,m′).
(3) The image of RZ(m′),Z(m) is isomorphic to Z(m+m
′).
In particular, Z(m)×Z(m′) is irreducible ⇐⇒ both SA(m,m′) and SA(m′,m) are satisfied.
We do not know whether in general the condition SA(m,m′) implies that Z(m + m′) is
a subrepresentation of the image of RZ(m′),Z(m).
Remark. Let π = Z(m) ∈ Irr and Π = π × π.
(1) By (2.1), every irreducible subrepresentation of Π also occurs as a quotient of Π.
Hence, any irreducible subrepresentation τ of Π such that τ E Π is a direct sum-
mand of Π. It easily follows that if Π is multiplicity free (i.e., if every element
of JH(Π) occurs with multiplicity one), then Π is semisimple, and in particular
SA(m,m) is satisfied.
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(2) In Leclerc’s example (3.4), Π is of length two, and in particular multiplicity free.
Hence, in general the condition SA(m,m) is strictly weaker than SSA(m,m) (i.e.,
the -irreducibility of π).
(3) The first-named author computed JH(Π) for all multisegments m consisting of at
most 6 segments. (The computation involves Kazhdan–Lusztig polynomials of the
symmetric group S12. See [14] for more details.) It turns out that in these cases, Π
is multiplicity free if and only if Π has length one or two. An example where this
condition fails is
m = [1, 3] + [−2, 2] + [−1, 1] + [0, 0] + [−3,−1]
in which Π has length 9 with
Z([−2, 3] + [−3, 2] + [1, 3] + [−1, 2] + [−2, 1] + [0, 1] + [−1, 0] + [−3,−1])
= Z([−2, 3] + [−3, 2])× Z([1, 3] + [−1, 2] + [−2, 1] + [0, 1] + [−1, 0] + [−3,−1])
occurring with multiplicity 2 in JH(Π). Another example is
m = [2, 4] + [−2, 3] + [−1, 2] + [0, 1] + [−4, 0] + [−3,−1]
for which Π has length 257 (the largest possible for m up to 6 segments), with
Z([−2, 4]+[−3, 3]+[−4, 2]+[2, 4]+[−4, 3]+[−1, 2]+[−2, 1]+[−3, 0]+[0, 0]+[−1,−1]) =
Z([−2, 4]+[−3, 3]+[−4, 2])×Z([2, 4]+[−4, 3]+[−1, 2]+[−2, 1]+[−3, 0])×Z([0, 0]+[−1,−1])
occurring with multiplicity 9 (again, the highest possible) in JH(Π).
(4) Unfortunately, in contrast to the multiplicity freeness of Π, we do not have a prac-
tical way to completely determine whether Π is semisimple or whether the condition
SA(m,m) is satisfied. In fact, at the moment we are unable to refute the condition
SA(m,m), or even the semisimplicity of Π, in any single example.
Finally, we mention another simple property, which is a powerful tool to show -
irreducibility ([17, Lemma 2.10]).
(3.5) Suppose that π1, π2 ∈ Irr
, π →֒ π1 × π2 and π × π1 is irreducible. Then, π ∈ Irr
.
An interesting question, which will not be discussed here, is whether conversely, given a
non-supercuspidal π ∈ Irr, do there always exist 1 6= π1, π2 ∈ Irr
 such that π →֒ π1 × π2
and π × π1 is irreducible?
4. A geometric condition of Geiss–Leclerc–Schro¨er
4.1. We recall Zelevinsky’s geometric picture of his classification [13,20,25,26]. Consider
a finite-dimensional Irrc-graded C-vector space
V = ⊕ρ∈IrrcVρ.
Up to isomorphism, V is determined by its graded dimension
grdimV =
∑
ρ∈Irrc
(dimVρ)ρ ∈ N(Irrc).
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Let
G(V) =
∏
ρ∈Irrc
GL(Vρ)
be the group of grading preserving linear automorphisms of V and let
→
E(V) (resp.,
←
E(V))
be the vector space of (nilpotent) linear transformations A : V→ V such that A(Vρ) ⊆ V→ρ
(resp., A(Vρ) ⊆ V←ρ ) for all ρ ∈ Irrc. We will use the notational convention
↔
E(V) to denote
either of the spaces
→
E(V) and
←
E(V). A similar praxis will apply in other instances.
The group G(V) acts on each of the spaces
↔
E(V) (by conjugation) with finitely many
orbits and the spaces
↔
E(V) are in duality with respect to the G(V)-invariant pairing
(A,B) 7→ trAB = trBA. The orbit of an element A ∈
↔
E(V) is determined by the non-
negative integers rkAi
∣∣
Vρ
, i ≥ 0, ρ ∈ Irrc (which are non-zero for only finitely many i’s and
ρ’s). The orbits are parameterized by the multisegments m such that supp(m) = grdimV.
Concretely, given such m =
∑
i∈I ∆i ∈ N(SEG), an element A ∈
↔
E(V) belongs to the orbit
↔
Om corresponding to m if and only if there exists a graded basis xρ,i, i ∈ I, ρ ∈ ∆i (graded
by ρ) of V for which A has a graded Jordan form
(4.1) Axρ,i = x↔ρ ,i
where we set xρ,j = 0 if ρ /∈ ∆j .
The G(V)-orbits in
↔
E(V) are also in one-to-one correspondence with the irreducible
components of the commuting variety
X(V) = {(A,B) ∈
→
E(V)×
←
E(V) : AB = BA}
[21]. These bijections take an orbit O in
↔
E(V) to the Zariski closure of
↔
p−1
V
(O) where
↔
pV : X(V)→
↔
E(V)
are the canonical projections. Let
↔
Cm be the irreducible components of X(V) corresponding
to
↔
Om. They are related by
→
Cm =
←
Cm# [20] where we recall that m
# was defined in (2.7).
We also write
↔
C◦m =
↔
p−1
V
(
↔
Om),
so that
↔
Cm is the Zariski closure of
↔
C◦m. Note that
↔
C◦m is G(V)-invariant and open in
↔
Cm.
(We caution that
↔
C◦m contains the interior
↔
Cm \∪m′ 6=m
↔
Cm′ of
↔
Cm in X(V), but the inclusion
is strict in general.)
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4.2. In general, there are infinitely many G(V)-orbits in X(V). Following Geiss–Leclerc–
Schro¨er [7] we make the following definition. (As before, m ∈ N(SEG) and suppm =
grdimV.)
Definition. We say that the condition GLS(m) holds if
→
Cm admits an open (i.e., dense)
G(V)-orbit.
By [17, Remark 4.6], the analogous condition for
←
Cm is equivalent. Therefore, from now
on we will exclusively work with
→
Cm. In order to simplify the notation, we will henceforth
write Cm instead of
→
Cm. (and similarly for Om and C
◦
m).
Note that an open G(V)-orbit in Cm, if exists, is necessarily contained in C◦m.
Conjecture. ([17], following [7, Conjecture 18.1]) For any multisegment m, Z(m) is -
irreducible if and only if GLS(m) holds.
4.3. As in [17, §4], it is advantageous to explicate the condition GLS(m) by linearization.
More precisely, fix Am ∈ Om and write it in the form (4.1) for a suitable basis xρ,i, ρ ∈ ∆i,
i ∈ I. The map
←
pV identifies the fibre
→
p−1
V
(Am) with the centralizer Cm of Am in
←
E(V).
The stabilizer Gm of Am in G(V) acts linearly on Cm. (Note that Gm is usually not
reductive.) Thus, GLS(m) holds if and only if Gm admits an open (i.e., dense) orbit in
Cm. Passing to the Lie algebra, we can rephrase it by saying that there exists λ ∈ Cm such
that [g, λ] = Cm where gm is the Lie algebra of Gm.
The vector space Cm was explicated in [20, Lemme II.4] as follows. Let Xm be the set
Xm = {(i, j) ∈ I × I : ∆i ≺ ∆j}.
Then, Cm admits a basis αi,j = α
m
i,j, (i, j) ∈ Xm given by
αi,j(xρ,l) = δj,lx←ρ ,i, ρ ∈ ∆l, l ∈ I
where δr,s is Kronecker’s delta. (Recall that by convention, xρ,j = 0 if ρ /∈ ∆j .) For any
λ ∈ Cm, we write the coordinates of λ with respect to the basis αi,j as λi,j ∈ C, (i, j) ∈ Xm.
Thus,
λ(xρ,j) =
∑
i∈I:(i,j)∈Xm
λi,jx←ρ ,i, ρ ∈ ∆j.
Similarly, the group Gm and its Lie algebra gm are described in [20, Lemme II.5]. Let
Ym be the set
Ym = {(i, j) ∈ I × I : ∆i ≺
→
∆j}.
Then, as a vector space, gm has a basis βi,j = β
m
i,j , (i, j) ∈ Ym given by
βi,j(xρ,l) = δj,lxρ,i, ρ ∈ ∆l, l ∈ I.
Thus, g ∈ G(V) is in Gm if and only if
g(xρ,j) =
∑
i:(i,j)∈Ym
gi,jxρ,i, ρ ∈ ∆j
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for scalars gi,j, (i, j) ∈ Ym. We will call gi,j the coordinates of g.
Moreover, we have
[βi,j, αk,l] = δj,kαi,l − δi,lαk,j, (i, j) ∈ Ym, (k, l) ∈ Xm
where for convenience we set αr,s = 0 if (r, s) /∈ Xm.
Therefore, by passing to the dual map we can explicate the surjectivity of the linear map
[·, λ] : gm → Cm as follows.
Lemma. Consider the C-vector space CYm with standard basis {yi,j : (i, j) ∈ Ym}. Then,
GLS(m) is satisfied if and only if there exists λ ∈ Cm, with coordinates λi,j ∈ C, (i, j) ∈
Xm, such that the vectors
vmi,j(λ) :=
∑
k∈I:(k,j)∈Xm,(i,k)∈Ym
λk,jyi,k −
∑
l∈I:(l,j)∈Ym,(i,l)∈Xm
λi,lyl,j, (i, j) ∈ Xm
are linearly independent in CYm.
Note that the linear independence condition of Lemma 4.3 is open and Gm-invariant in
λ ∈ Cm. This condition is also easy to check (at least probabilistically) on a computer.
(See [17, Remark 4.9] for a hypothetical approach to make this deterministic.)
The condition GLS(m) is invariant under the involutions m 7→ m∨ and m 7→ m# [17,
Remark 4.18].
The main result of [17] is that Conjecture 4.2 holds in the special case where m =
∑
i∈I ∆i
is regular, i.e., when e(∆i) 6= e(∆j) and b(∆i) 6= b(∆j) for all i 6= j. In this case, the
condition is also related, somewhat surprisingly, to smoothness of Schubert varieties of
type A.
It was also verified computationally that Conjecture 4.2 holds for m consisting of up to
6 segments.
5. Conjectural geometric conditions for SA(m,m′)
In this section, which is the heart of the paper, we introduce a new, and easy to check,
geometric condition SG(m,m′) pertaining to two multisegments m,m′. This condition is
in the spirit of the condition GLS(m) discussed in §4.2. We conjecture that SG(m,m′) is
equivalent to SA(m,m′), at least under the condition (ALO) of §3.3. In particular, in this
case it would give a practical condition for irreducibility of parabolic induction.
5.1. We continue to work with the geometric setup and the notation of the previous
section.
Let V and V′ be two finite-dimensional Irrc-graded vector spaces over C. Consider the
direct sum V˜ = V ⊕V′ and the short exact sequence
0→ V
ı
−→ V˜

−→ V′ → 0.
Define the spaces
→
Eı(V˜) and
←
Eı(V˜) by
↔
Eı(V˜) = {A ∈
↔
E(V˜) :  ◦ A ◦ ı = 0} = {A ∈
↔
E(V˜) : A(V) ⊂ V}
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and let
Xı(V˜) = X(V˜) ∩ (
→
Eı(V˜)×
←
Eı(V˜)) = {(A,B) ∈ X(V˜) : A(V), B(V) ⊂ V}.
The stabilizer Pı of ı(V) in G(V˜) is a parabolic subgroup of G(V˜) with Levi quotient
isomorphic to G(V)×G(V′) and unipotent radical
Uı = {g ∈ G(V˜) : g ◦ ı = ı and  ◦ g = },
which is commutative.
Any A ∈
↔
Eı(V˜) restricts to a map in
↔
E(V) and induces a map in
↔
E(V′). We denote by
↔
p ı :
↔
Eı(V˜)→
↔
E(V)×
↔
E(V′)
the resulting Pı-equivariant surjective maps (with Uı acting trivially on the target). (These
projections should not be confused with the projections
↔
pV defined in §4.1.) Let
pı = (
→
p ı,
←
p ı)
∣∣
Xı(V˜)
: Xı(V˜)→ X(V)× X(V′).
Again, pı is Pı-equivariant (and in particular, Uı-invariant) and surjective.
Define similarly
↔
Eı
′
(V˜), Xı
′
(V˜), Xı
′
(V˜), Pı
′
, Uı
′
and
pı′ : X
ı′(V˜)→ X(V′)× X(V)
by interchanging the roles of V and V′. The parabolic subgroups Pı and Pı
′
are opposite
with
M := Pı ∩ Pı
′
= {g ∈ G(V˜) : g(V) = V and g(V′) = V′} ≃ G(V)×G(V′).
Finally, let
Σı,ı′ : X(V)× X(V
′)→ X(V˜)
be the diagonal embedding. Its image is
Xı(V˜) ∩ Xı
′
(V˜) = {(A,B) ∈ X(V˜) : A(V), B(V) ⊂ V and A(V′), B(V′) ⊂ V′}
and pı ◦ Σı,ı′ = id.
5.2. Now let m,m′ be two multisegments such that suppm = grdimV and suppm′ =
grdimV′, and let n = m + m′, so that supp n = grdim V˜. As in §4.1, let Om (resp., Om′ ,
On) be the G(V) (resp., G(V′), G(V˜)) orbit in
→
E(V) (resp.,
→
E(V′),
→
E(V˜)) corresponding
to m (resp., m′, n). Recall that C◦m =
→
p−1
V
(Om), C
◦
m′ =
→
p−1
V′
(Om′), C
◦
n =
→
p−1
V˜
(On) and Cm,
Cm′, Cn are the respective (Zariski) closures.
Let
Yım,m′ = Cn ∩ p
−1
ı (C
◦
m × C
◦
m′) ⊂ Cn ∩ p
−1
ı (Cm × Cm′)
and
Yı
′
m′,m = Cn ∩ p
−1
ı′ (C
◦
m′ × C
◦
m) ⊂ Cn ∩ p
−1
ı′ (Cm′ × Cm).
(We do not know whether the above inclusions can be strict, but fortunately this will not
matter in what follows.)
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Let
Zm,m′ = Y
ı
m,m′ ∩Y
ı′
m′,m.
Note that
Zm,m′ = Σı,ı′(Cm × Cm′)
since ⊃ clearly holds while
Zm,m′ ⊂ p
−1
ı (Cm × Cm′) ∩ p
−1
ı′ (Cm′ × Cm) = Σı,ı′(Cm × Cm′).
Clearly, Yı
′
m′,m is P
ı′-invariant and hence, G(V˜) ·Yı′m′,m = U
ı ·Yı
′
m′,m, since U
ıPı
′
is dense
in G(V˜).
Also, Zm,m′ is M-invariant and hence, Pı · Zm,m′ = Uı · Zm,m′.
We can now formulate the main geometric conditions.
Proposition. The following conditions are equivalent.
G(V˜) ·Yı
′
m′,m (or equivalently, U
ı ·Yı
′
m′,m) is dense in Cn.(5.1a)
Pı · Zm,m′ (or equivalently, U
ı · Zm,m′) is dense in Y
ı
m,m′.(5.1b)
Definition. We denote the above equivalent conditions by SG(m,m′). (This stands for
“subrepresentation+geometric”) We denote by IG(m,m′) (for “irreducible+geometric”) the
condition
G(V˜) · Zm,m′ is dense in Cn.
Note that under the proposition above, IG(m,m′) is simply the conjunction of SG(m,m′)
and SG(m′,m). Indeed, IG(m,m′) clearly implies (5.1a) and its symmetric analog (inter-
changing m and m′). Conversely, (5.1b) and the symmetric counterpart of (5.1a) imply
that
G(V˜) · Zm,m′ = G(V˜)Pı · Zm,m′ = G(V˜) ·Yım,m′ = Cn.
We will give some more equivalent conditions for SG(m,m′) in §5.4 below and ultimately
prove the proposition in §5.8.
5.3. We now state the new conjecture.
Conjecture. Suppose (ALO) of §3.3. Then,
(1) The conditions SA(m,m′) and SG(m,m′) are equivalent.
(2) Z(m)× Z(m′) is irreducible if and only if IG(m,m′).
Note that the second part of the conjecture follows from the first one by Corollary 3.3
and the discussion above.
More generally, it would be desirable to have a geometric/combinatorial grasp on soc(Z(m)×
Z(m′)) under (ALO). We hope to get back to this question in the future.
A more ambitious formulation of Conjecture 5.3 is the following.
Question. Are the conditions SA(m,m′) and SG(m,m′) equivalent even without assuming
(ALO) ?
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At any rate, an affirmative answer to this question would not directly give an irreducibil-
ity criterion for π1 × π2 when neither π1 nor π2 is -irreducible.
Remark. (1) As we shall see in §5.4 below, the condition GLS(m) implies SG(m,m)
for any m. (This is consistent with Conjecture 4.2 and the fact that SSA(m,m)
implies SA(m,m).)
(2) By inspection, for m consisting of up to 6 segments, SG(m,m) is equivalent to the
multiplicity freeness of Z(m)×Z(m), and in particular it implies SA(m,m) in these
cases (cf. Remark 3.3). Leclerc’s example (3.4) shows that in general, the condition
SG(m,m) is strictly weaker than GLS(m).
(3) If neither GLS(m) nor GLS(m′) is satisfied, then at the moment we do not have a
conjectural geometric criterion for either SSA(m,m′) or the irreducibility of Z(m)×
Z(m′) (cf. (3.3b)).
5.4. Before proving the equivalence of the conditions in Proposition 5.2 we will first lin-
earize and explicate them in a way similar to what was done for the condition GLS(m) in
§4.3.
Write m =
∑
i∈I ∆i and m
′ =
∑
i′∈I′ ∆i′ with I ∩ I
′ = ∅. Fix Am ∈ Om and Am′ ∈ Om′
and let An = Am ⊕Am′ ∈ On. We take a graded basis xρ,i, ρ ∈ ∆i, i ∈ I (resp., i ∈ I
′) for
V (resp. V′) for which Am (resp., Am′) has a graded Jordan normal form (4.1). Thus, An
has a graded Jordan form with respect to the union xρ,i, ρ ∈ ∆i, i ∈ I ∪ I
′. Let
Xm,m′ = {(i, i
′) ∈ I × I ′ : ∆i ≺ ∆i′}
and
Ym,m′ = {(i, i
′) ∈ I × I ′ : ∆i ≺
→
∆i′},
so that Xm = Xm,m and Ym = Ym,m (see §4.3). We have Xn = Xm ∪ Xm′ ∪ Xm,m′ ∪ Xm′,m
and Yn = Ym ∪ Ym′ ∪ Ym,m′ ∪ Ym′,m (disjoint unions). As in §4.3, let Cm, Cm′ and Cn be the
centralizers of Am Am′ and An in
←
E(V),
←
E(V′) and
←
E(V˜) respectively. Similarly, let Gm
(resp., Gm′ , Gn) be the centralizer of Am (resp., Am′, An) in G(V) (resp., G(V′), G(V˜)).
Let Cın = Cn ∩
←
Eı(V˜). Thus, Cın consists of the elements of Cn whose Xm′,m-coordinates
vanish. Define similarly Cı
′
n and let C
ı,ı′
n = C
ı
n ∩C
ı′
n ≃ Cm ⊕Cm′. Let
Uı = Gn ∩ U
ı = {g ∈ Gn : gi,j = δi,j for all (i, j) ∈ Yn \ Ym,m′},
Pı = Gn ∩ P
ı = {g ∈ Gn : gi,j = 0 for all (i, j) ∈ Ym′,m},
Uı
′
= Gn ∩ U
ı′ = {g ∈ Gn : gi,j = δi,j for all (i, j) ∈ Yn \ Ym′,m},
Pı
′
= Gn ∩ P
ı′ = {g ∈ Gn : gi,j = 0 for all (i, j) ∈ Ym,m′},
M = Gn ∩M = P
ı ∩Pı
′
≃ Gm ×Gm′,
so that
Pı =M⋉Uı, Pı
′
=M⋉Uı
′
.
The Lie algebra of Uı is spanned by βni,j , (i, j) ∈ Ym,m′.
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Proposition. We haveGn ·Cı
′
n = U
ı ·Cı′n and P
ı·Cı,ı
′
n = U
ı·Cı,ı
′
n . Moreover, the following
conditions are equivalent.
(1) Gn ·C
ı′
n (or equivalently, U
ı ·Cı
′
n ) is dense in Cn.
(2) Pı ·Cı,ı
′
n (or equivalently. U
ı ·Cı,ı
′
n ) is dense in C
ı
n.
(3) There exist λ ∈ Cm and λ
′ ∈ Cm′ with coordinates λi,j, (i, j) ∈ Xm and λ
′
i,j,
(i, j) ∈ Xm′ respectively, such that the vectors v
m,m′
i,j (λ, λ
′), (i, j) ∈ Xm,m′ given by
(5.2) vm,m
′
i,j (λ, λ
′) =
∑
r∈I:(i,r)∈Xm,(r,j)∈Ym,m′
λi,ryr,j −
∑
s∈I′:(s,j)∈X
m
′ ,(i,s)∈Y
m,m′
λ′s,jyi,s
are linearly independent in the complex vector space CYm,m′ with standard basis {yi,j :
(i, j) ∈ Ym,m′}.
Moreover, SG(m,m′) is equivalent to the conditions above.
We will prove the proposition below.
Remark. Assume that the above proposition holds. Then,
(1) By the same argument as in the end of §5.2 (or alternatively, using Remark 5.5
below), IG(m,m′) is equivalent to the condition
Gn ·C
ı,ı′
n is dense in Cn.
(2) For any m, GLS(m) implies SG(m,m), since in the notation of Lemma 4.3 we have
vmi,j(λ) = v
m,m
i,j (λ, λ)
for (i, j) ∈ Xm and λ ∈ Cm.
(3) The linear independence of (5.2) is an open and Gm ×Gm′-invariant condition in
(λ, λ′) ∈ Cm ×Cm′.
(4) The conditions SG(m,m′) and SG(m′∨,m∨) are equivalent, since Xm,m′ = Xm′∨,m∨
and Ym,m′ = Ym′∨,m∨. Thus, taking into account (3.1), in Conjecture 5.3 we may
assume without loss of generality that Z(m) is -irreducible.
(5) Condition 3 is the least conceptual but the most practical to check. It can be easily
implemented on a computer, at least as a probabilistic algorithm. Nonetheless, it
would be interesting to replace it by a deterministic criterion.
5.5. Proof of first part of Proposition 5.4. Since Cı,ı
′
n isM-invariant andP
ı =M⋉Uı,
it is clear that Pı ·Cı,ı
′
n = U
ı ·Cı,ı
′
n .
Also, since UıPı
′
is dense in Gn (e.g., by considering the Lie algebras) and C
ı′
n is P
ı′-
invariant, we have Gn ·Cı
′
n = U
ı ·Cı′n .
Next, we show the equivalence of conditions 1, 2 and 3 of Proposition 5.4. We use the
following simple general criterion.
Remark. Suppose that G is a linear algebraic group with a rational (linear) representation
on a finite-dimensional vector space W and let W ′ be a subspace of W . Then,
G ·W ′ is dense in W if and only if there exists w ∈ W ′ such that Lie(G) · w +W ′ = W .
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Returning to the case at hand, we identify
Cın/C
ı,ı
n ≃ Cn/C
ı′
n
with CXm,m′ by considering the Xm,m′-coordinates. For any µ ∈ Cı
′
n the linear map
u ∈ Lie(Uı) 7→ u · µ+Cı
′
n
gives rise to a linear map
Lµ : C
Y
m,m′ → CXm,m′
which depends only on the image (λ, λ′) of µ under the projection Cı
′
n → Cm⊕Cm′ . Thus,
by the remark above, the conditions 1 and 2 of Proposition 5.4 are both equivalent to the
surjectivity of Lµ for some µ ∈ C
ı,ı′
n . Condition 3 is merely an explication of this (or more
precisely, the injectivity of the dual map).
5.6. It remain to show the equivalence of each of the conditions in Proposition 5.2 with
the corresponding condition in Proposition 5.4, thus completing the proof of the two propo-
sitions.
We use the following simple result.
Lemma. Let G be a linear algebraic group acting algebraically on quasi-affine varieties X
and Y and let p : X → Y be a G-equivariant morphism. Let H be a closed subgroup of G
and let W be an H-invariant subvariety of X. Assume that G acts transitively on Y and
fix y0 ∈ Y . Let G0 be the stabilizer of y0 in G, X0 = p
−1(y0) and W0 = W ∩X0. Assume
that X0 is irreducible and that W = HW0. Then, G ·W = G ·W0 and
G ·W is dense in X if and only if G0 ·W0 is dense in X0.
Proof. The first assertion is clear since W = HW0. Suppose that G0 ·W0 = X0. Then
G ·W0 = G ·G0 ·W0 = G ·X0 = X by the transitivity of G on Y . Conversely, suppose
that G ·W0 = X . Then G ·W0 contains an open dense (and without loss of generality,
G-invariant) subset U of X . The set
{y ∈ Y : p−1(y) ∩ U 6= ∅}
is G-invariant and non-empty (and in fact dense in Y ). Since G acts transitively on Y we
infer that p−1(y) ∩ U 6= ∅ for all y ∈ Y . In particular, X0 ∩ U is a non-empty open subset
of X0, hence dense since X0 is irreducible. A fortiori, X0∩G ·W0 is dense in X0. However,
X0∩G ·W0 = G0 ·W0 since if gx0 ∈ X0 where x0 ∈ X0 and g ∈ G, then necessarily g ∈ G0.
Hence, G0 ·W0 is dense in X0 as required. 
5.7. We go back to the setup of §5.2. In order to invoke Lemma 5.6 we will need an
additional result.
Lemma. We have the following equalities of spaces.
Uı ·An = On ∩ (
→
p ı)−1(Am,Am′) = On ∩ (
→
p ı)−1(Am,Am′),(5.3a)
Pı ·An = On ∩ (
→
p ı)−1(Om ×Om′) = On ∩ (
→
p ı)−1(Om ×Om′),(5.3b)
Cn ∩ p
−1
ı (C
◦
m × C
◦
m′) = C
◦
n ∩ p
−1
ı (C
◦
m × C
◦
m′) = P
ı · (
→
p−1
V˜
(An) ∩ X
ı(V˜)).(5.3c)
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A similar statement holds for ı′.
Proof. By the Pı-equivariant of the map
→
p ı and the surjectivity of the map Pı → G(V)×
G(V′), we have
Pı · ((
→
p ı)−1(Am,Am′)) = (
→
p ı)−1(G(V) ·Am,G(V
′) ·Am′) = (
→
p ı)−1(Om ×Om′).
Hence, the equality (5.3a) implies (5.3b)
Next, we show that (5.3b) implies (5.3c). Indeed, assuming (5.3b), we have
Pı · (
→
p−1
V˜
(An)) =
→
p−1
V˜
(Pı ·An) =
→
p−1
V˜
(On∩ (
→
p ı)−1(Om×Om′)) = C
◦
n∩ (
→
p ı ◦
→
p
V˜
)−1(Om×Om′).
Since
(
→
pV,
→
pV′) ◦ pı =
→
p ı ◦
→
p
V˜
∣∣
Xı(V˜)
,
we deduce that
Pı · (
→
p−1
V˜
(An)) ∩ X
ı(V˜) = C◦n ∩ p
−1
ı (
→
p−1
V
(Om)×
→
p−1
V′
(Om′)) = C
◦
n ∩ p
−1
ı (C
◦
m × C
◦
m′).
Also,
→
p
V˜
(Cn ∩ p
−1
ı (C
◦
m × C
◦
m′)) ⊂
→
p
V˜
(Cn) ∩
→
p
V˜
(p−1ı (C
◦
m × C
◦
m′)) ⊂
On ∩ (
→
p ı)−1(
→
pV(C
◦
m),
→
pV′(C
◦
m′)) = On ∩ (
→
p ı)−1(Om ×Om′) ⊂ On
by (5.3b) and hence
Cn ∩ p
−1
ı (C
◦
m × C
◦
m′) ⊂
→
p−1
V˜
(On) = C
◦
n
as required.
Note that the statements with respect to ı′ are obtained from the original ones by
interchanging m and m′. Thus, it remains to prove (5.3a).
Since
→
p ı is Uı-invariant, the Uı-orbit of An is contained in On ∩ (
→
p ı)−1(Am,Am′).
Next, we show that
On ∩ (
→
p ı)−1(Am,Am′) ⊂ On.
Indeed, recall that
On = {D ∈
→
E(V˜) : rkDr
∣∣
V˜ρ
= rkArn
∣∣
V˜ρ
∀ρ ∈ Irrc, r ≥ 0}
and
On = {D ∈
→
E(V˜) : rkDr
∣∣
V˜ρ
≤ rkArn
∣∣
V˜ρ
∀ρ ∈ Irrc, r ≥ 0}.
On the other hand, for any D ∈ (
→
p ı)−1(Am,Am′) we have
rkDr
∣∣
V˜ρ
≥ rkArm
∣∣
Vρ
+ rkArm′
∣∣
V′ρ
= rkArn
∣∣
V˜ρ
.
Our claim follows.
It remains to show that On ∩ (
→
p ı)−1(Am,Am′) is contained in the Uı-orbit of An.
Consider the abelian category whose objects are pairs (U,D) where U is a finite-dimensional
Irrc-graded vector space and D ∈
→
E(U); the morphisms between (U,D) and (U ′, D′) are
the grading preserving linear transformations T : U → U ′ such that T ◦D = D′ ◦ T .
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The statement that we need to prove is that if
(5.4) 0→ (V,Am)
ı
−→ (V˜, D)

−→ (V′,Am′)→ 0
is a short exact sequence and (V˜, D) ≃ (V˜,An) = (V,Am)⊕ (V
′,Am′), then (5.4) splits.
In fact, this is true for any locally finite C-linear abelian category. Indeed, we have an
exact sequence
0→ Hom((V′,Am′), (V,Am))
∗
−→ Hom((V˜, D), (V,Am))
ı∗−→ Hom((V,Am), (V,Am))
and
Hom((V˜, D), (V,Am)) ≃ Hom((V
′,Am′), (V,Am))⊕ Hom((V,Am), (V,Am)).
Comparing dimensions we infer that ı∗ is onto. Hence, (5.4) splits. 
5.8. Conclusion of proof of Propositions 5.2 and 5.4. Using Lemmas 5.6 and 5.7
we show the equivalence of (5.1a) and (5.1b) with the first (resp., second) condition in
Proposition 5.4, thereby completing the proofs of Propositions 5.2 and 5.4.
For the first equivalence we apply Lemma 5.6 to
W = C◦n ∩ p
−1
ı′ (C
◦
m′ × C
◦
m) →֒ X = C
◦
n
→
p
V˜−−→ Y = On ∋ y0 = An,
with G = G(V˜) and H = Pı
′
. Note that G0 = Gn and the embedding W0 →֒ X0 can be
identified via
←
p
V˜
with Cı
′
n →֒ Cn. By Lemma 5.7 (with respect to ı
′) we have W = H ·W0.
For the second equivalence, we apply Lemma 5.6 with
W = Σı,ı′(C
◦
m×C
◦
m′) →֒ X = p
−1
ı (C
◦
m×C
◦
m′)∩C
◦
n
→
p
V˜−−→ Y = On∩(
→
p ı)−1(Om×Om′) ∋ y0 = An,
G = Pı and H = G(V)×G(V′). By Lemma 5.7, G acts transitively on Y . The condition
W = H ·W0 is clear. We have G0 = U
ı and W0 →֒ X0 can be identified using
←
p
V˜
, with
Cı,ı
′
n →֒ C
ı
n. 
Remark. Let p : Cın → Cm ⊕ Cm′ be the restriction of
←
p ı to Cın. Thus, p(λ)i,j = λi,j for
(i, j) ∈ Xm ∪Xm′. Clearly, p is U
ı-invariant, to wit, Uı acts on the fibers of p.
It is not difficult to see that SG(m,m′) is also equivalent to the following conditions.
(1) The set
{(λ, λ′) ∈ Cm ⊕Cm′ : p
−1(λ, λ′) is a Uı-orbit}
is dense in Cm ⊕Cm′.
(2) The set
{(x, y) ∈ Cm × Cm′ : Cn ∩ p
−1
ı (λ, λ
′) is a Uı-orbit}
is dense in Cm × Cm′.
We will not give details since we will not use this result.
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6. Corroborating evidence
6.1. For convenience, let us say that a multisegment m is good if the conditions SA(m,m′)
and SG(m,m′) are equivalent for all m′ ∈ N(SEG). Note that if m is good, then for any
m′ ∈ N(SEG) the irreducibility of Z(m)×Z(m′) is equivalent to IG(m,m′). By remark 5.4,
Conjecture 5.3 is equivalent to saying that every m such that Z(m) ∈ Irr is good, while
Question 5.3 asks whether in fact every m ∈ N(SEG) is good.
Recall that a multisegment m is called a (strict) ladder if it can be written as ∆1+· · ·+∆k
where ∆i+1 ≺ ∆i for all i = 1, . . . , k − 1. The corresponding representations were studied
in [15, 16]. In particular, GLS(m) is satisfied and Z(m) is -irreducible for any ladder m.
The following result provides plenty of examples of good multisegments, in support of
Conjecture 5.3.
Theorem. (1) Every ladder multisegment is good.
(2) Suppose that m1, . . . ,mk are good multisegments and that Z(mi) × Z(mj) is irre-
ducible for all i, j. Then m1 + · · ·+mk is good.
We note that if both m,m′ are ladders, then the condition SG(m,m′) (and consequently,
the irreducibility of Z(m) × Z(m′)) admits a very simple combinatorial description – see
[16, Lemma 6.21].
Corollary. If Z(m) is unitarizable, then m is good.
Indeed, it follows from Tadic´ classification [23] (see also [15]) that if Z(m) is unitarizable,
then we can write m as a sum of multisegments
m = m1 + · · ·+mk
where each mi is a ladder of the form mi = ∆i,1 + · · · + ∆i,ri where ∆i,j+1 =
←
∆i,j, j =
1, . . . , ri − 1, and moreover Z(mi)× Z(mj) is irreducible for all i, j.
Another case which will be useful later is the following.
Example. Suppose that m = ∆1+· · ·+∆k and there exists ρ ∈ Irrc such that b(∆i) ∈ {ρ,
→
ρ}
for all i. Then, we can write m = m1 + · · ·+ ml such that each mi is a ladder (consisting
of either one or two segments) and Z(mi) × Z(mj) is irreducible for all i, j. (See §8.7.1
below.) Thus, m is good.
We will prove the theorem (along with all other results stated in this section) in §8
below.
6.2. The proof of Theorem 6.1 depends on several compatibility properties of the con-
ditions SA(m,m′) and SG(m,m′) which are interesting in their own right. We formulate
them in the following propositions, which provide additional attestation for Conjecture 5.3
as well as for an affirmative answer to Question 5.3.
6.2.1. For convenience (although not absolutely necessary) we fix a total order ≤ on Irrc
subject only to the condition that ρ <
→
ρ for all ρ ∈ Irrc. For any non-zero multisegment
m define maxm := max suppm. We will also define m− in (7.7) below.
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Proposition. Suppose that 0 6= m,m′ ∈ N(SEG) with maxm < maxm′. Then
(1) SA(m,m′) if and only if SA(m,m′−) and (m+m′)− = m+m′−.
(2) SG(m,m′) if and only if SG(m,m′−) and (m+m′)− = m+m′−.
Thus, Conjecture 5.3 and Question 5.3 reduce to the case where maxm′ ≤ maxm.
6.2.2. The first part of Theorem 6.1 will follow from Proposition 6.2.1 and the following.
Proposition. Let m =
∑
i∈I ∆i,m
′ =
∑
i′∈I′ ∆i′ ∈ N(SEG). Assume that I = I1 ∪ I2 and
I ′ = I ′1 ∪ I
′
2 (disjoint unions) and that
for any i ∈ I1 ∪ I
′
1 and j ∈ I2 ∪ I
′
2 we have ∆i 6≺ ∆j,(6.1a)
for any i ∈ I1 ∪ I
′
1 and j ∈ I2 ∪ I
′
2 we have
←
∆i 6≺ ∆j.(6.1b)
Let mr =
∑
i∈Ir
∆i and m
′
r =
∑
i′∈I′r
∆i′, r = 1, 2. Then,
(1) SG(m,m′) implies SG(m1,m
′
1) and SG(m2,m
′
2).
(2) SA(m,m′) implies SA(m1,m
′
1) and SA(m2,m
′
2).
Extending the partial order Irrc lexicographically to SEG (see §7.3) we infer
Corollary. For any two multisegments m =
∑
i∈I ∆i, m
′ =
∑
i′∈I′ ∆i′ and ∆ ∈ SEG we
have
(1) SA(m,m′) =⇒ SA(
∑
i∈I:∆i≥∆
∆i,
∑
i′∈I′:∆i′≥∆
∆i′).
(2) SG(m,m′) =⇒ SG(
∑
i∈I:∆i≥∆
∆i,
∑
i′∈I′:∆i′≥∆
∆i′).
(3) SA(m,m′) =⇒ SA(
∑
i∈I:e(∆i)∈∆
∆i,
∑
i′∈I′:e(∆i′ )∈∆
∆i′).
(4) SG(m,m′) =⇒ SG(
∑
i∈I:e(∆i)∈∆
∆i,
∑
i′∈I′:e(∆i′)∈∆
∆i′).
(5) SA(m,m′) =⇒ SA(
∑
i∈I:b(∆i)∈∆
∆i,
∑
i′∈I′:b(∆i′ )∈∆
∆i′).
(6) SG(m,m′) =⇒ SG(
∑
i∈I:b(∆i)∈∆
∆i,
∑
i′∈I′:b(∆i′)∈∆
∆i′).
6.2.3. The second part of Theorem 6.1 follows from the following more precise statement.
Proposition. Let m,m′, n ∈ N(SEG). Then,
(1) SA(m,m′) and SA(m+m′, n) imply SA(m,m′ + n).
(2) SG(m,m′) and SG(m+m′, n) imply SG(m,m′ + n) and SG(m, n).
(3) SG(m,m′) and SG(m, n) imply SG(m,m′ + n).
(4) SG(m, n) and SG(m′, n) imply SG(m+m′, n).
(5) Suppose that SG(m,m′) and SG(m′,m). Then
SG(m+m′, n) ⇐⇒ SG(m, n) and SG(m′, n).
(6) Suppose that Z(m) and Z(m′) are -irreducible and Z(m) × Z(m′) is irreducible.
Then
SA(m+ m′, n) ⇐⇒ SA(m, n) and SA(m′, n).
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Note the asymmetry in the statements of the proposition. It would be interesting to
show the missing representation-theoretic counterparts, namely
SA(m,m′) and SA(m+m′, n) =⇒ SA(m, n),
SA(m,m′) and SA(m, n) =⇒ SA(m,m′ + n),
SA(m, n) and SA(m′, n) =⇒ SA(m+m′, n),
at least when Z(m), Z(m′) and Z(n) are -irreducible.
6.3. The following compatibility result is motivated by (3.5).
Proposition. Let m,m′ ∈ N(SEG) and n = m+m′.
(1) Suppose that Z(m), Z(m′) are -irreducible and the conditions SA(m,m′) and
SA(n,m) are satisfied. Then, Z(n) is -irreducible.
(2) Suppose that the conditions GLS(m), GLS(m′), SG(m,m′) and SG(n,m) are satis-
fied. Then, GLS(n) holds.
6.4. For the last consistency check that we will state here, we fix ρ ∈ Irrc. For π ∈ Irr
we write ρ ⋔π if there does not exist π′ ∈ Irr such that π →֒ ρ × π′. (A more general
notation will be introduced in §7.2.1 below.) For any π = Z(m) ∈ Irr there exist a unique
integer m ≥ 0 and a unique π′ = Z(m′) ∈ Irr such that π →֒
m︷ ︸︸ ︷
ρ× · · · × ρ×π′ and ρ ⋔π′.
We denote ρm = m
′.
Proposition. Let m,m′ ∈ N(SEG), ρ ∈ Irrc and assume that ρ ⋔Z(m′). Let X˜
ρ
m,m′ and
Y˜ ρm,m′ be as in (8.3) below. Then
(1) SA(m,m′) ⇐⇒ SA( ρm,m
′) and #X˜ρm,m′ = #Y˜
ρ
m,m′.
(2) SG(m,m′) ⇐⇒ SG( ρm,m
′) and #X˜ρm,m′ = #Y˜
ρ
m,m′.
7. Some preparation
7.1. For any n,m ≥ 0 let Jn,m : Rn+m → Rn ⊗Rm be the Jacquet functor with respect
to the standard parabolic subgroup of type (n,m) where we identify Rn ⊗ Rm with the
category of finite-length representations of GLn(F ) × GLm(F ).
2 We obtain the “total”
Jacquet functor
J = ⊕n,m≥0Jn,m : R → R⊗R.
On the level of Grothendieck group this gives rise to a ring homomorphism
Jss : G → G ⊗ G.
For instance, for any segment ∆ = {ρ1, . . . , ρk} with ρi+1 =
→
ρ i, i = 1, . . . , k − 1 we have
J(Z(∆)) = ⊕kl=0Z({ρ1, . . . , ρl})⊗ Z({ρl+1, . . . , ρk}),(7.1a)
J(L(∆)) = ⊕kl=0L({ρl+1, . . . , ρk})⊗ L({ρ1, . . . , ρl}).(7.1b)
2The tensor product of categories was defined by Deligne in [5].
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By Frobenius reciprocity, for any π, π′ ∈ R we have a canonical functorial surjection [2]
pπ,π′ : J(π × π
′)→ π ⊗ π′.
For any s ∈ N(Irrc) let Rs be the Serre subcategory of R consisting of representations
all of whose irreducible subquotients have supercuspidal support s. We have
(7.2) R = ⊕s∈N(Irrc)Rs
and Rs ×Rs′ ⊂ Rs+s′ for any s, s
′ ∈ N(Irrc). For any π ∈ R and s ∈ N(Irrc) we denote by
πs the s-component of π with the respect to the decomposition (7.2). Thus,
π = ⊕s∈N(Irrc)πs.
Similarly, for any Π ∈ R⊗R and s, s′ ∈ N(Irrc) we denote by Πs⊗s′ the s⊗ s′-component
of Π with the respect to the decomposition
R⊗R = ⊕s,s′∈N(Irrc)Rs ⊗Rs′ .
Remark. Let π ∈ R, s ∈ N(Irrc) and τ ∈ Rs. Any morphism p : π → τ factor through
a morphism πs → τ . Suppose that p is surjective. Then, the restriction p
s of p to πs is
surjective. Moreover, the following conditions are equivalent.
(1) ps is an isomorphism.
(2) πs ≃ τ .
(3) JH(πs) = JH(τ).
(4) JH(πs) ≤ JH(τ) in N(Irr).
In this case, we say that p is a component map, or that (somewhat informally) τ “is” the
s-component of π. Similar terminology will apply for R⊗R and s⊗ s′ with s, s′ ∈ N(Irrc).
7.2. Separated representations.
7.2.1. The following technical definition will be useful.
Definition. Suppose that π ∈ Rs and π
′ ∈ Rs′ for some s, s
′ ∈ N(Irrc). We write π ⋔π′
and say that π is left-separated from π′ if the pπ,π′ is a component map, i.e., if the following
equivalent conditions are satisfied.
(1) The map pπ,π′ factors through an isomorphism J(π × π
′)s⊗s′ → π ⊗ π
′.
(2) J(π × π′)s⊗s′ ≃ π ⊗ π
′.
(3) JH(J(π × π′)s⊗s′) = JH(π ⊗ π
′)(= JH(π)⊗ JH(π′)).
(4) JH(J(π × π′)s⊗s′) ≤ JH(π ⊗ π
′).
As the notation suggests, the relation ⋔is not symmetric.
Example. Suppose that ρ ∈ Irrc and π ∈ Irr. Then
(7.3) ρ ⋔π ⇐⇒ ∄π′ ∈ Irr such that π →֒ ρ× π′ ⇐⇒ ∄π′ ∈ R such that π →֒ ρ× π′.
The following easy property will be used repeatedly.
Lemma. Suppose that π ∈ Rs and π
′ ∈ Rs′ for some s, s
′ ∈ N(Irrc). If π ⋔π′, then
τ ⋔τ ′ for any subquotient τ of π and τ ′ of π′. Conversely, if τ ⋔τ ′ for every τ ∈ JH(π)
and τ ′ ∈ JH(π′), then π ⋔π′.
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Proof. Suppose that we have a short exact sequence
0→ σ → π → τ → 0.
Then, we have a commutative diagram
0 // J(σ × π′)s⊗s′
ps⊗s
′
σ,pi′

// J(π × π′)s⊗s′
ps⊗s
′
pi,pi′

// J(τ × π′)s⊗s′ //
ps⊗s
′
τ,pi′

0
0 // σ ⊗ π′ // π ⊗ π′ // τ ⊗ π′ // 0
where the rows are exact and the vertical morphisms are surjective. It follows that π ⋔π′
if and only if σ ⋔π′ and τ ⋔π′. A similar statement holds for a short exact sequence
0→ σ′ → π′ → τ ′ → 0.
The lemma immediately follows. 
We will use two additional properties of the relation ⋔.
7.2.2.
Lemma. Let π, π′ ∈ Irr and suppose that π ⋔π′. Then, π × π′ is SI and
J(soc(π × π′))s(π)⊗s(π′) = π ⊗ π
′.
Moreover, up to isomorphism, soc(π × π′) is the only irreducible subquotient σ of π × π′
such that J(σ)s(π)⊗s(π′) 6= 0.
Proof. If σ is a non-zero subrepresentation of π×π′, then by Frobenius reciprocity J(σ)։
π ⊗ π′. Since π ⋔π′ it follows that J(σ)s(π)⊗s(π′) = J(π × π
′)s(π)⊗s(π′) = π ⊗ π
′. The
statements now follow from the exactness of J . 
7.2.3.
Lemma. Suppose that π ∈ Rs, π
′ ∈ Rs′ and π ⋔π
′. Then,
soc(π × π′) = soc(soc(π)× soc(π′)).
Proof. Clearly, soc(soc(π) × soc(π′)) →֒ soc(π × π′). Let τ be an irreducible subrepre-
sentation of π × π′ and suppose on the contrary that τ is not a subrepresentation of
soc(π) × soc(π′). Then τ ∩ (soc(π) × soc(π′)) = 0, and by the exactness of J we have
J(τ) ∩ J(soc(π)× soc(π′)) = 0. In particular,
(7.4) J(τ)s⊗s′ ∩ J(soc(π)× soc(π
′))s⊗s′ = 0.
On the other hand, we claim that
(7.5) J(soc(π)× soc(π′))s⊗s′ = soc(J(π × π
′)s⊗s′).
Indeed, since π ⋔π′, the restriction of pπ,π′ to J(π × π
′)s⊗s′ is an isomorphism. It is
therefore enough to check that the image of J(soc(π)× soc(π′))s⊗s′ under pπ,π′ is soc(π ⊗
π′) = soc(π)⊗ soc(π′), and this holds since soc(π) ⋔soc(π′) by Lemma 7.2.1.
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It follows from (7.4) and (7.5) that J(τ)s⊗s′ = 0 since any non-zero subrepresentation
of J(π × π′)s⊗s′ must intersect its socle nontrivially. However, by Frobenius reciprocity
Hom(J(τ), π ⊗ π′) 6= 0 and hence J(τ)s⊗s′ 6= 0. We get a contradiction. 
7.3. Recall that we fixed a total order ≤ on Irrc subject only to the condition that ρ <
→
ρ
for all ρ ∈ Irrc. We extend this lexicographically to a total order on SEG (also denoted by
≤), that is, ∆ ≤ ∆′ iff either e(∆) < e(∆′) or e(∆) = e(∆′) and b(∆) ≤ b(∆′). Clearly,
if ∆ ≺ ∆′ (resp.,
←
∆ ≺ ∆′) then ∆ < ∆′ (resp., ∆ ≤ ∆′). Note that if e(∆) = e(∆′) then
∆ ≤ ∆′ if and only if ∆ ⊇ ∆′. (In order to avoid confusion, we will never consider the
partial order on SEG defined by inclusion.)
If m =
∑
i∈I ∆i ∈ N(SEG) and ∆ ∈ SEG, then we write m≥∆ =
∑
i∈I:∆i≥∆
∆i and
similarly for m<∆.
Lemma. Let m =
∑
i∈I ∆i,m
′ =
∑
i′∈I′ ∆i′ ∈ N(SEG) with I ∩ I
′ = ∅. Suppose that
←
∆i 6≺ ∆i′ for all i ∈ I, i
′ ∈ I ′. (For instance, this holds if there exists ∆ ∈ SEG such that
m = m≥∆ and m
′ = m′<∆.) Then, z(m)
⋔z(m′) and λ(m′) ⋔λ(m).
Proof. We show that z(m) ⋔z(m′), the other part being similar. Suppose on the contrary
that this is not the case. Then, by the geometric lemma and (7.1) there exists for each
i ∈ I ∪ I ′ a partition ∆i = Ai ∪ Bi such that
• ρ1 < ρ2 whenever ρ1 ∈ Ai and ρ2 ∈ Bi, i ∈ I. In particular, Ai, Bi ∈ SEG ∪ {∅}.
• 0 6=
∑
i∈I suppBi =
∑
i′∈I′ suppAi′ and in particular ∪i′∈I′Ai′ = ∪i∈IBi 6= ∅.
Let
ρ = min∪i∈IBi = min∪i′∈I′Ai′
and let i ∈ I be such that ρ ∈ Bi. Then, e(∆i) ∈ Bi and therefore there exists i
′ ∈ I ′
such that e(∆i) ∈ Ai′ . Thus, b(∆i′) ∈ Ai′ and we infer that b(∆i′) ≥ ρ by the minimality
of ρ. Hence, b(∆i′) ∈ Bi. It follows from (7.1) that
←
∆i 6≺ ∆i′ in contradiction to our
assumption. 
Corollary. Suppose that π ∈ Rs, π
′ ∈ Rs′ and there exists ∆ ∈ SEG such that each
irreducible subquotient Z(m) of π (resp., π′) satisfies m = m≥∆ (resp., m = m<∆). Then,
π ⋔π′. A similar conclusion holds if each irreducible subquotient L(m) of π (resp., π′)
satisfies m = m<∆ (resp., m = m≥∆).
7.4. Mœglin–Waldspurger algorithm. We recall the recursive algorithm, due to Mœglin–
Waldspurger [20], for the computation of the involution (of sets) m 7→ m# of N(SEG)
defined in (2.7). Set 0# = 0. For 0 6= m =
∑
i∈I ∆i ∈ N(SEG) define
maxm = max
i∈I
e(∆i).
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Let m ≥ 1 and i1, . . . , im ∈ I be indices such that
maxm = e(∆i1) and ∆i1 is maximal with respect to this property,(7.6a)
∆ij+1 ≺ ∆ij , e(∆i) = e(
←
∆ij ) and ∆ij+1 is maximal
with respect to these properties , j = 1, . . . , m− 1,
(7.6b)
There is no i ∈ I such that ∆i ≺ ∆im and e(∆i) = e(
←
∆im).(7.6c)
We call i1, . . . , im leading indices of m. (Note that i1, . . . , im are not uniquely determined,
but m and ∆i1 , . . . ,∆im are.) Let ∆(m) be the segment {e(∆im), . . . , e(∆i1)} and set
(7.7) m− =
∑
i∈I
∆′i where ∆
′
i =
{
∆−i if i ∈ {i1, . . . , im},
∆i otherwise.
(We discard ∆′i if it is the empty set.) By [20, §II.2], m
# = (m−)#+∆(m) and in particular,
supp(m) = supp(m−) + supp(∆(m)). Moreover, ∆(m) is the smallest segment of m# such
that e(∆(m)) = maxm = maxm#.
8. Proofs
In this section we will prove the statements of §6.
For the properties pertaining to the geometric condition SG(m,m′) we will mostly use
the last and most tangible criterion of Proposition 5.4. It is likely, however, that the proofs
can be made more conceptual.
When writing a multisegment m =
∑
i∈I mi it will be sometimes convenient to allow
∆i = ∅. These inconsequential indices will not have any effect on m or on the objects
pertaining to it (such as Xm, Ym of §4.3). We will use this convention throughout.
8.1. Proof of Proposition 6.2.2 and Corollary 6.2.2. Let π = Z(m), π′ = Z(m′),
πj = Z(mj), π
′
j = Z(m
′
j), j = 1, 2. Then, by (3.2) and (6.1a), π = soc(π1 × π2) and
π′ = soc(π′1 × π
′
2). Thus J(π) ։ π1 ⊗ π2 and J(π
′) ։ π′1 ⊗ π
′
2. By the geometric lemma,
it follows that J(π× π′) admits π1 × π
′
1 ⊗ π2 × π
′
2 as a subquotient. On the other hand by
(6.1b) and Lemma 7.3, π1 × π
′
1
⋔π2 × π
′
2 and hence
J(π1 × π
′
1 × π2 × π
′
2)s(π1)+s(π′1)⊗s(π2)+s(π′2) = π1 × π
′
1 ⊗ π2 × π
′
2.
Since JH(π1 × π
′
1 × π2 × π
′
2) = JH(π1 × π2 × π
′
1 × π
′
2), we infer that
J(π × π′)s(π1)+s(π′1)⊗s(π2)+s(π′2) = π1 × π
′
1 ⊗ π2 × π
′
2.
Moreover, Z(m1+m
′
1)
⋔Z(m2+m
′
2) (since π1× π
′
1
⋔π2× π
′
2) and SA(m1+m
′
1,m2+m
′
2)
(by (6.1a) and (3.2)). Hence, by Lemma 7.2.2
J(Z(m+m′))s(π1)+s(π′1)⊗s(π2)+s(π′2) = Z(m1 +m
′
1)⊗ Z(m2 +m
′
2).
If Z(m+m′) →֒ π × π′, then it follows that
Z(m1 +m
′
1)⊗ Z(m2 +m
′
2) →֒ π1 × π
′
1 ⊗ π2 × π
′
2.
This prove the first part of Proposition 6.2.2.
CONJECTURES AND RESULTS ABOUT PARABOLIC INDUCTION 27
To prove the second part, let λ ∈ Cm and λ
′ ∈ Cm′. For r = 1, 2, let λ˜ ∈ Cmr be
such that λ˜i,j = λi,j for all (i, j) ∈ Xmr . Define λ˜
′ ∈ Cm′r similarly. Clearly, for any
(i, j) ∈ Xmr,m′r , the Ymr,m′r -coordinates of v
m,m′
i,j (λ, λ
′) coincide with those of v
mr,m′r
i,j (λ˜, λ˜
′).
On the other hand, the assumptions (6.1a) and (6.1b) imply that the coordinates outside
Ymr,m′r vanish. This clearly implies the second part of Proposition 6.2.2.
Corollary 6.2.2 is now an immediate consequence.
8.2. Proof of first part of Proposition 6.2.1. For any 0 6= m =
∑
i∈I ∆i ∈ N(SEG) we
write m = mmx + mnmx where mmx =
∑
i∈I:e(∆i)=maxm
∆i and mnmx =
∑
i∈I:e(∆i)<maxm
∆i.
For consistency we also write 0mx = 0nmx = 0.
8.2.1.
Lemma. For any m ∈ N(SEG), the representation L(mnmx) × L(mmx) is SI and we have
L(m) = soc(L(mnmx)×L(mmx)). Moreover, suppose that L(m
′) is an irreducible subquotient
of L(mnmx)× L(mmx) such that m
′
mx = mmx. Then, m
′ = m.
This follows from (3.2) and Lemmas 7.2.2 and 7.3.
8.2.2.
Lemma. Suppose that 1 6= π ∈ Irr and 0 6= m ∈ N(SEG) with max supp π < maxm. Then
(8.1) soc(π × L(m)) = soc(π × soc(L(mnmx)× L(mmx)))
= soc(soc(π × L(mnmx))× L(mmx)) = soc(π × L(mnmx)× L(mmx)).
In particular, for any m′ ∈ N(SEG)
L(m′) →֒ π × L(m) ⇐⇒ m′mx = mmx and L(m
′
nmx) →֒ π × L(mnmx).
Proof. The first equality of (8.1) follows from Lemma 8.2.1 while the last one follows from
Lemma 7.2.3, Corollary 7.3 and the condition on π. It remains to show that any irreducible
subrepresentation π′ of π × L(mnmx) × L(mmx) is contained in π × L(m). Assume on the
contrary that this is not the case. Then π′ →֒ π × L(m′′) for some L(m′′) ≤ L(mnmx) ×
L(mmx) with m
′′
mx 6= mmx (by the second part of Lemma 8.2.1). On the other hand, by the
last equality of (8.1) we have π′ →֒ τ ×L(mmx) for some irreducible τ →֒ π×L(mnmx) and
hence by Lemma 8.2.1 we have m′mx = mmx where we write π
′ = L(m′).
Now, π′ →֒ π × L(m′′nmx) × L(m
′′
mx). Hence, π
′ →֒ τ ′ × L(m′′mx) for some irreducible
subquotient τ ′ of π × L(m′′nmx). It follows from Lemma 8.2.1 that m
′′
mx = m
′
mx = mmx. We
get a contradiction.
The last part follows from (8.1) and Lemma 8.2.1. 
Corollary. Let π and m be as in Lemma 8.2.2. Let ∆ be a segment in m such that
e(∆) = maxm. Then, for any m′ ∈ N(SEG)
L(m′) →֒ π × L(m) ⇐⇒ ∆ is contained in m′ and L(m′ −∆) →֒ π × L(m−∆).
Indeed, if max(m−∆) 6= maxm, i.e., if mmx = ∆ then this is just Lemma 8.2.2; otherwise
this follows from Lemma 8.2.2 by applying it to both m and m−∆ (with m′ and m′ −∆
respectively).
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8.2.3. In fact, the following slightly more precise statement holds (although we shall not
use it here).
Corollary. Under the conditions of Corollary 8.2.2 we have
soc(π × L(m)) = soc(soc(π × L(m−∆))× L(∆)) = soc(π × L(m−∆)× L(∆)).
Proof. Since
π × L(m) →֒ π × L(m−∆)× L(∆) →֒ π × L(mnmx)× L(mmx −∆)× L(∆)
and L(mmx) = L(mmx−∆)×L(∆), the equality soc(π×L(m)) = soc(π×L(m−∆)×L(∆))
follows from Lemma 8.2.2 which also implies that
soc(π × L(m)) = soc(soc(π × L(mnmx))× L(mmx −∆)× L(∆)).
Note that since L(mmx) = L(mmx −∆)× L(∆) is -irreducible, for any σ ∈ Irr we have
soc(σ × L(mmx −∆)× L(∆)) = soc(soc(σ × L(mmx −∆))× L(∆)).
The same is therefore true for any semisimple σ. Since soc(π×L(mnmx)) is semisimple (by
definition of soc) we infer that
soc(π × L(m)) = soc(soc(soc(π × L(mnmx))× L(mmx −∆))× L(∆)).
On the other hand, applying Lemma 8.2.2 to m−∆ (if max(m−∆) = maxm) we have
soc(π × L(m−∆)) = soc(soc(π × L(mnmx))× L(mmx −∆)).
(If max(m−∆) 6= maxm then the last relation is trivial.) Hence,
soc(π × L(m)) = soc(soc(π × L(m−∆))× L(∆)).
The corollary follows. 
8.2.4. We can now prove the first part of Proposition 6.2.1, which is a strengthening of
[16, Lemma 4.16].
Suppose first that (m + m′)− = m + m′−. Then, by comparing supp of both sides,
∆(m+m′) = ∆(m′). For simplicity write ∆ = ∆(m′) and π = Z(m). By Corollary 8.2.2,
Z(m+m′) = L((m+m′)#) ≤ soc(π × L(m′#)) = soc(π × Z(m′)) ⇐⇒
Z(m+m′−) = Z((m+m′)−) = L((m+m′)#−∆) ≤ soc(π×L(m′#−∆)) = soc(π×Z(m′−))
as required.
It remains therefore to show that SA(m,m′) implies (m+m′)− = m+m′−. The argument
is essentially in [16]. For completeness we recall it. Write m =
∑
i∈I ∆i, m
′ =
∑
i′∈I′ ∆i′ and
let i′1, . . . , i
′
m′ be leading indices of m
′. Assume on the contrary that (m+m′)− 6= m+m′−.
Then, there exist indices l′ ≤ m′ and l ∈ I such that ∆l ≺ ∆i′
l′
, e(∆l) = e(
←
∆i′
l′
) and either
l′ = m′ or ∆l ( ∆i′
l′+1
. By Corollary 6.2.2 we may replace m and m′ by m≥∆l and m
′
≥∆l
respectively since neither the condition SA(m,m′) nor the assumption (m+m′)− 6= m+m′−
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is affected by this change. Thus, we may assume without loss of generality that m = m≥∆l
and l′ = m′. By Lemma 8.2.2 (applied to m′#), the condition SA(m,m′) implies that
m′#mx = (m+m
′)#mx
However, the right-hand side admits a segment which contains e(∆l) in its support while
the left-hand side does not. We obtain a contradiction.
8.3. Proof of second part of Proposition 6.2.1.
8.3.1.
Lemma. Let m =
∑
i∈I ∆i ∈ N(SEG) and let i1, . . . , im be leading indices of m. (See
§7.4.) Then, any nonempty open Gm-invariant subset A of Cm contains an element λ
whose coordinates satisfy λi,ij = δi,ij+1 for all j = 1, . . . , m − 1 and i ∈ I such that
e(∆i) = e(∆ij+1).
Proof. We argue as in [20]. We prove by induction on l = 0, . . . , m − 1 that there exists
λ ∈ A such λi,ij = δi,ij+1 for all j = 1, . . . , l and i ∈ I such that e(∆i) = e(∆ij+1). The base
of the induction (l = 0) is trivial. For the induction step, we assume that 0 < l < m and
the statement holds for l − 1. In addition, by openness, we may assume that λil+1,il 6= 0.
Take g ∈ Gm whose coordinates are given by
gi,j =
{
λi,il if j = il+1 and e(∆i) = e(∆il+1),
δi,j otherwise,
(i, j) ∈ Ym.
(g is invertible since λil+1,il 6= 0.) Let λ˜ = g
−1λg ∈ A. We show that λ˜ satisfies the
required conditions for l. Suppose first that j < l. By assumption, for any ρ ∈ ∆ij we have
λxρ,ij = x←ρ ,ij+1+ξ where the coordinates of ξ with respect to x
←
ρ ,i
vanish if e(∆i) = e(∆ij+1).
The same condition holds for g−1ξ. It follows that
λ˜xρ,ij = g
−1λgxρ,ij = g
−1λxρ,ij = x←ρ ,ij+1 + g
−1ξ
and hence, λ˜i,ij = δi,ij+1 for all i such that e(∆r) = e(∆ij+1). Also, we may write
λxρ,il =
∑
i:∆i≺∆il and e(∆i)=e(∆il+1 )
λi,ilx←ρ ,i + ξ = gx←ρ ,il+1 + ξ
where the coordinates of ξ with respect to xρ,i vanish if e(∆i) = e(∆il+1). Hence,
λ˜xρ,il = g
−1λxρ,il = x←ρ ,il+1 + g
−1ξ = x←
ρ ,il+1
+ ξ.
It follows that λ˜i,il = δi,il+1 for all i such that e(∆i) = e(∆il+1). This concludes the induction
step. 
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8.3.2. Similarly, we have the following.
Lemma. Let m ∈ N(SEG). Then, any nonempty open Gm−-invariant subset B of Cm−
contains an element λ whose coordinates satisfy λi,j = 0 for all (i, j) ∈ Xm− \Xm.
Proof. Let i1, . . . , im be leading indices of m. Note that
Xm− \Xm = {(ij , i) ∈ Xm− : j = 2, . . . , m and e(∆ij ) = e(∆i)}.
We show by descending induction on l = m, . . . , 1 that there exists λ ∈ B such that
λij ,i = 0 for all j > l and i such that e(∆ij ) = e(∆i). Once again, the base of the induction
(l = m) is trivial.
For the induction step we may assume that ∆il−1 is not a singleton (or equivalently,
(il, il−1) ∈ Xm−) since otherwise, (il, i) /∈ Xm− for all i such that e(∆ij ) = e(∆i). We may
also assume that λ ∈ B satisfies λil,il−1 6= 0. Consider the set
Il = {i ∈ I : (il, i) ∈ Xm− and e(∆il) = e(∆i)}.
Note that it follows from the definition of il that (il−1, i) ∈ Ym− for all i ∈ Il. Let g ∈ Gm−
be such that gil−1,i = −λ
−1
il,il−1
λil,i for all i ∈ Il and gi,j = δi,j if j 6= Il or i 6= il−1. Let
λ˜ = g−1λg ∈ B. Then, for any ρ ∈ ∆i, i ∈ Il the coefficients of
λgxρ,i = λ(xρ,i − λ
−1
il,il−1
λil,ixρ,il−1)
with respect to x←
ρ ,j
are 0 for all j such that ∆j ≥ ∆il . Hence, the coefficient of x←ρ ,il
in λ˜xρ,i is 0 as well. Thus, λ˜il,i = 0 for all i ∈ Il. Moreover, if i ∈ Ij with j > l then
λ˜xρ,i = g
−1λxρ,i = λxρ,i since g fixes x←ρ ,k for all k such that ∆k ≤ ∆il . It follows from
the induction hypothesis that λ˜ij ,i = λij ,i = 0 for all i ∈ Ij . This completes the induction
step. 
8.3.3. Recall the sets Xm,m′ and Ym,m′ defined in §5.4.
Lemma. Suppose that 0 6= m,m′ ∈ N(SEG) with maxm < maxm′. Write m =
∑
i∈I ∆i,
m′ =
∑
i∈I′ ∆i′ and let i
′
1, . . . , i
′
m′ be leading indices of m
′. Write m′− =
∑
i∈I′ ∆
′
i′ where
∆′i′ =
{
∆−i′ if i
′ = i′j′ for some j
′ = 1, . . . , m′,
∆i′ otherwise.
Then, Xm,m′− ⊆ Xm,m′ and Ym,m′− ⊆ Ym,m′. Let X˜m,m′ = Xm,m′ \ Xm,m′− and Y˜m,m′ =
Ym,m′ \Ym,m′− and let fm,m′ : Y˜m,m′ → X˜m,m′ be given by (i, i
′
j′) 7→ (i, i
′
j′−1). Then, upon fixing
a total order on I, the function fm,m′ is strictly monotone increasing with respect to the
lexicographic order, and in particular injective. Moreover, fm,m′ is a bijection (i.e., onto)
if and only if (m+m′)− = m+m′−. In particular, this is the case if #X˜m,m′ ≤ #Y˜m,m′.
Proof. The fact that Xm,m′− ⊆ Xm,m′ and Ym,m′− ⊆ Ym,m′ is clear. The function fm,m′ is
well-defined since maxm < maxm′. Note that
X˜m,m′ = {(i, i
′
j′) ∈ Xm,m′ : j
′ = 1, . . . , m′, e(∆i) = e(
←
∆i′
j′
)}
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and
Y˜m,m′ = {(i, i
′
j′) ∈ Ym,m′ : j
′ = 2, . . . , m′, e(∆i) = e(∆i′
j′
)}.
The monotonicity of fm,m′ is obvious. The equivalence of (m + m
′)− = m + m′− and the
surjectivity of fm,m′ is easy to check (cf., proof of [16, Proposition 6.19]). 
8.3.4. We are now ready to show the second part of Proposition 6.2.1,
let i′1, . . . , i
′
m′ be leading indices of m
′.
As in Lemma 8.3.3 we view Xm,m′− and Ym,m′− as subsets of Xm,m′ and Ym,m′ respectively
and let X˜m,m′ = Xm,m′ \Xm,m′− and Y˜m,m′ = Ym,m′ \ Ym,m′−.
Assume first that SG(m,m′) holds. Thus, vm,m
′
i,j (λ, λ
′), (i, j) ∈ Xm,m′ are linearly inde-
pendent in CYm,m′ for some (λ, λ′) ∈ Cm ×Cm′ (see (5.2)). Let
X˜m′ = {(i
′, i′j′) ∈ Xm′ : j
′ = 1, . . . , m′ − 1, i′ 6= i′j′+1 and e(∆i′) = e(∆i′j′+1)},
Xˆm′ = {(i
′
j′, i
′) ∈ Xm′ : e(∆i′
j′
) = b(
←
∆i′)}.
Note that Xm′ \Xm′− = X˜m′∪Xˆm′ . By Lemma 8.3.1 (applied to m
′) we can assume without
loss of generality that λ′i,j = 0 for all (i, j) ∈ X˜m′ .
Let pr : CYm,m′ → CYm,m′− be the standard projection. It is easy to check that the
vanishing of λ′i,j for (i, j) ∈ X˜m′ (regardless of the values of λ
′
i,j, (i, j) ∈ Xˆm′) implies that
pr(vm,m
′
i,j (λ, λ
′)) = 0 for all (i, j) ∈ X˜m,m′. In particular, #X˜m,m′ ≤ #Y˜m,m′. By Lemma
8.3.3 we infer that (m + m′)− = m + m′− and #X˜m,m′ = #Y˜m,m′. It also follows that
pr(vm,m
′
i,j (λ, λ
′)), (i, j) ∈ Xm,m′− are linearly independent in C
Y
m,m′− . However, once again
because of the condition on λ′, we have pr(vm,m
′
i,j (λ, λ
′)) = vm,m
′−
i,j (λ, λ˜
′) for all (i, j) ∈ Xm,m′−
where the coefficients of λ˜′ ∈ Cm′− are given by λ˜
′
i,j = λ
′
i,j if (i, j) ∈ Xm′−∩Xm′ and λ˜
′
i,j = 0
if (i, j) ∈ Xm′− \Xm′ . Hence, SG(m,m
′−) holds.
Conversely, assume that SG(m,m′−) and (m+m′)− = m+m′−. Let (λ, λ˜′) ∈ Cm ×Cm′
be such that vm,m
′−
i,j (λ, λ˜
′), (i, j) ∈ Xm,m′− are linearly independent in C
Y
m,m′− , and let
f = fm,m′ : Y˜m,m′ → X˜m,m′ be the bijection defined in Lemma 8.3.3. By Lemma 8.3.2 we
may assume without loss of generality that λ˜′i,j = 0 if (i, j) ∈ Xm′− \ Xm′. We may also
assume that λ˜′i′
j′+1
,i′
j′
6= 0 for all j′ = 1, . . . , m′ − 1 such that ∆i′
j′
is not a singleton. Define
λ′ ∈ Cm′ by
λ′i,j =


λ˜′i,j (i, j) ∈ Xm′ ∩Xm′− ,
0 (i, j) ∈ X˜m′ ,
1 (i, j) ∈ Xˆm′ .
As before,
pr(vm,m
′
i,j (λ, λ
′)) =
{
vm,m
′−
i,j (λ, λ˜
′) (i, j) ∈ Xm,m′−,
0 (i, j) ∈ X˜m,m′.
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To conclude SG(m,m′) it suffices to show that vm,m
′
i,j (λ, λ
′), (i, j) ∈ X˜m,m′ are linearly in-
dependent. Indeed, for any (i, j) ∈ Y˜m,m′ the (i, j)-th coefficient of v
m,m′
f(i,j)(λ, λ
′) is λ′j,j′ 6= 0
where f(i, j) = (i, j′) while the only other non-zero coefficients of vm,m
′
i,j (λ, λ
′) (i, j) ∈ X˜m,m′
can occur at coordinates (r, j) with r < i. Thus, upon ordering X˜m,m′ and Y˜m,m′ lexico-
graphically (with respect to a prescribed total order on I), the square matrix formed by the
Y˜m,m′-coordinates of v
m,m′
i,j (λ, λ
′), (i, j) ∈ X˜m,m′ is upper triangular with non-zero diagonal
entries.
8.4. Proof of first part of Theorem 6.1. Suppose that m = ∆1 + · · · + ∆k with
∆i+1 ≺ ∆i for all i = 1, . . . , k − 1. We show by induction on k that the conditions
SA(m,m′) and SG(m,m′) are equivalent for any multisegment m′ =
∑
i∈I′ ∆i′ . The case
k = 0 is trivial. Assume that k > 0 and the statement holds for k−1. By Proposition 6.2.1
we may assume that maxm′ ≤ maxm. In this case, by [16, Proposition 6.1] SA(m,m′)
is equivalent to SA(m − ∆1,m
′
<∆1
). To complete the induction step we show that the
conditions SG(m,m′) and SG(m−∆1,m
′
<∆1
) are also equivalent.
Note that Xm,m′ = Xm−∆1,m′<∆1
∪Xm−∆1,m′≥∆1
, Ym,m′ = Ym−∆1,m′<∆1
∪Y∆1,m′≥∆1
∪Ym−∆1,m′≥∆1
and Xm′ = Xm′
<∆1
∪Xm′
<∆1
,m′
≥∆1
.
We compare the vectors vm,m
′
i,j (λ, λ
′) ∈ CYm,m′ , (i, j) ∈ Xm,m′ for (λ, λ′) ∈ Cm × Cm′ and
v
m−∆1,m′<∆1
i,j (λ˜, λ˜
′) ∈ C
Y
m−∆1,m
′
<∆1 , (i, j) ∈ Xm−∆1,m′<∆1
for (λ˜, λ˜′) ∈ Cm−∆1 ×Cm′<∆1
.
Suppose that λi,j = λ˜i,j for all (i, j) ∈ Xm−∆1 and λ
′
i,j = λ˜
′
i,j for all (i, j) ∈ Xm′<∆1
. Then,
it is easy to check that for all (i, j) ∈ Xm−∆1,m′<∆1
, the Ym−∆1,m′<∆1
-coordinates of vm,m
′
i,j (λ, λ
′)
and v
m−∆1,m′<∆1
i,j (λ˜, λ˜
′) coincide, while the coordinates of vm,m
′
i,j (λ, λ
′) outside Ym−∆1,m′<∆1
all
vanish. It follows that SG(m,m′) =⇒ SG(m −∆1,m
′
<∆1
). For the converse implication,
observe that if (i, j) ∈ Xm−∆1,m′≥∆1
, then (i−1, j) ∈ Ym,m′
≥∆1
, (i, i−1) ∈ Xm and the (i−1, j)-
coordinate of vectors vm,m
′
i,j (λ, λ
′) is λi,i−1. Moreover, if the (i
′, j′)-coordinate of vm,m
′
i,j (λ, λ
′)
is nonzero for some (i′, j′) ∈ Ym,m′
≥∆1
, then j′ = j and i′ < i. By imposing the open
condition λi,i−1 6= 0 for all (i, i− 1) ∈ Xm we see that SG(m−∆1,m
′
<∆1
) =⇒ SG(m,m′).
This completes the induction step.
Remark. In [16, Proposition 6.15] we also proved that if at least one of m and m′ is
a ladder then SG(m,m′) is equivalent to the condition that there exists an injective map
f : Xm,m′ → Ym,m′ such that for all (i, i
′) ∈ Xm,m′ either f(i, i
′) = (i, j′) with ∆j′ ≺ ∆i′
or f(i, i′) = (i, j) with ∆i ≺ ∆j. In general, the latter condition is strictly weaker than
SG(m,m′).
8.5. Proof of Proposition 6.2.3 and second part of Theorem 6.1. Suppose that
Z(m+m′+n) →֒ Z(m+m′)×Z(n) and Z(m+m′) →֒ Z(m)×Z(m′). Then, Z(m+m′+n) →֒
Z(m) × Z(m′) × Z(n). Thus, there exists an irreducible subquotient π of Z(m′) × Z(n)
such that Z(m + m′ + n) →֒ Z(m) × π. Since Z(m + m′ + n) E Z(m) × Z(m′) × Z(n)
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and Z(m+m′ + n) E Z(m)× Z(m′ + n), we infer that necessarily π = Z(m′ + n). Hence,
SA(m,m′ + n).
Now suppose that SG(m+m′, n) holds. As before, we use the criterion 3 of Proposition
5.4. Let λ ∈ Cm+m′ and λ
′ ∈ Cn be such that v
m+m′,n
i,j (λ, λ
′), (i, j) ∈ Xm+m′,n are linearly
independent in CYm+m′,n . Denote by λm the element of Cm whose coordinates coincide with
the Xm-coordinates of λ. Similarly for λm′. If SG(m,m
′) holds, then by Proposition 5.4,
we may assume that λi,j = 0 for all (i, j) ∈ Xm,m′. (We may still assume that (λm, λm′) ∈
Cm × Cm′ is generic.) In this case, the Ym′,n-coordinates of v
m+m′,n
i,j (λ, λ
′), (i, j) ∈ Xm,n
vanish. On the other hand, the Ym,n-coordinates of v
m+m′,n
i,j (λ, λ
′), (i, j) ∈ Xm,n coincide
with those of vm,ni,j (λm, λ
′). The condition SG(m, n) follows.
Consider vm,m
′+n
i,j (λm, µ) where µm′,n = µn,m′ = 0 and µn = λ
′. Then, for (i, j) ∈ Xm,n the
Ym,n-coordinates of v
m,m′+n
i,j (λm, µ) are the same as those of v
m+m′,n
i,j (λ, λ
′) while the Ym,m′-
coordinates vanish. Similarly, for (i, j) ∈ Xm,m′, the Ym,m′-coordinates of v
m,m′+n
i,j (λm, µ)
are the same as those of vm,m
′
i,j (λm, µm′) while the Ym,n-coordinates vanish. The property
SG(m,m′) therefore implies SG(m,m′ + n).
For the third part, write Xm′+n = Xm′ ∪ Xn ∪ Xm′,n ∪ Xn,m′ and take λ ∈ Cm′+n whose
coordinates with respect to Xm′,n ∪Xn,m′ vanish.
The fourth part is similar.
The fifth part is an immediate consequence.
To prove the last part of Proposition 6.2.3, recall that SA(m + m′, n) if and only if the
image of the intertwining operator RZ(n),Z(m+m′) is Z(m+ m
′ + n). On the other hand, by
assumption Z(m+m′) = Z(m)× Z(m′) and therefore
RZ(n),Z(m+m′) = (id×RZ(n),Z(m′)) ◦ (RZ(n),Z(m) × id).
The required equivalence follows from the fact that Z(m + m′ + n) E Z(n) × Z(m + m′),
JH(Z(n + m) × Z(m′)) and JH(Z(n + m′) × Z(m)) and that the images of RZ(n),Z(m+m′),
RZ(n),Z(m) and RZ(n),Z(m′) are irreducible.
This finishes the proof of Proposition 6.2.3.
The second part of Theorem 6.1 now follows by induction on k.
8.6. Proof of Proposition 6.3. The first part is a special case of (3.5). We prove the
second part. Observe that Xn = Xm∪Xm′ ∪Xm,m′ ∪Xm′,m and Yn = Ym∪Ym′ ∪Ym,m′ ∪Ym′,m.
Assume that λ ∈ Cı
′
n . Let λm and λm′ be as in §8.5. Then, for any (i, j) ∈ Xn
(1) The Yn,m-coordinates of v
n
i,j(λ) are v
n,m
i,j (λ, λm) if (i, j) ∈ Xn,m and 0 otherwise.
(2) If (i, j) ∈ Xn,m′ then the Ym′-coordinates of v
n
i,j(λ) are v
m′
i,j(λm′) if (i, j) ∈ Xm′ and 0
otherwise.
(3) If (i, j) ∈ Xm,m′ then the Ym,m′-coordinates of v
n
i,j(λ) are v
m,m′
i,j (λm, λm′).
It follows from the assumptions GLS(m′) and SG(m,m′) that in order to show GLS(n),
it is enough to know that vn,mi,j (λ, λm), (i, j) ∈ Xn,m are linearly independent for generic
λ ∈ Cm′,m. By the condition SG(n,m), v
n,m
i,j (λ, λ
′), (i, j) ∈ Xn,m are linearly independent for
generic (λ, λ′) ∈ Cn ×Cm. Since this condition in λ is invariant under the action of Gn, it
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follows from Proposition 5.4 and the condition SG(m,m′) that vn,mi,j (λ, λ
′), (i, j) ∈ Xn,m are
linearly independent for generic (λ, λ′) ∈ Cı
′
n ×Cm. Since this condition in λ
′ is invariant
under the action of Gm, the condition GLS(m) (which says that Cm admits an open Gm-
orbit) guarantees that we can take λ′ = λm, as required.
8.7. Proof of Proposition 6.4. For this subsection fix ρ ∈ Irrc.
8.7.1. For any π ∈ Irr there exists an integer m ≥ 0 and π′ ∈ Irr such that π →֒ ρ×m × π′
and ρ ⋔π′. Moreover, m and π′ are unique. (In fact, m is the largest non-negative integer
for which π →֒ ρ×m × π′ for some π′ ∈ R.) We write µρ(π) = m and ρπ = π
′ (the left
ρ-derivative of π). If π = Z(m) and π′ = Z(m′) we also write µρ(m) = m and ρm = m
′.
If π is-irreducible then so is ρπ [17, Corollary 2.13]. Similarly, GLS(m) =⇒ GLS( ρm)
[17, Lemma 4.17].
We now recall some results from [10, 19] (see also [16, 17]).
Let m =
∑
i∈I ∆i ∈ N(SEG). We say that two subsets A and B of I are equivalent and
write A ∼ B if
∑
i∈A∆i =
∑
i∈B ∆i. Let
Xρm = {i ∈ I : ρ ≺ ∆i} = {i ∈ I : b(∆i) =
→
ρ}
and
Y ρm = {i ∈ I :
←
ρ ≺ ∆i} = {i ∈ I : b(∆i) = ρ}.
A one-to-one relation R ⊂ Y ρm × X
ρ
m between Y
ρ
m and X
ρ
m is called a ρ-matching (with
respect to m) if ∆i ≺ ∆j for all (i, j) ∈ R. We think of R as a partially defined bijection
and we write R(i) = j and R−1(j) = i if (i, j) ∈ R. We write
A(R) = {i ∈ Y ρm : R(i) is not defined}, B(R) = {j ∈ X
ρ
m : R
−1(j) is not defined}.
Given two ρ-matchings R1, R2 we say that R2 dominates R1 if one of the following
conditions holds.
(1) R2 ⊃ R1.
(2) There exist i, j ∈ Y ρm and k ∈ X
ρ
m such that R2 \ R1 = {(j, k)}, R1 \ R2 = {(i, k)}
and ∆i < ∆j .
(3) There exist i ∈ Y ρm and j, k ∈ X
ρ
m such that R2 \ R1 = {(i, k)}, R1 \ R2 = {(i, j)}
and ∆k < ∆j .
The transitive closure of domination is a partial order on the set of ρ-matchings, which
we denote by ≤. Clearly, if R ≤ R′ then
∑
i∈A(R′)∆i ≤
∑
i∈A(R)∆i in the sense that for
every ∆ ∈ SEG, #{i ∈ A(R′) : ∆i ≥ ∆} ≤ #{i ∈ A(R) : ∆i ≥ ∆}. Clearly, a ρ-matching
R is maximal (with respect to ≤) if and only if whenever ∆i ≺ ∆j with (i, j) ∈ Y
ρ
m ×X
ρ
m
(exactly) one of the following possibilities occurs.
(1) R(i) and R−1(j) are defined.
(2) R(i) is defined, R−1(j) is not defined and ∆j ≥ ∆R(i).
(3) R(i) is not defined, R−1(j) is defined and ∆i ≤ ∆R−1(j).
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We say that two ρ-matchings R1 and R2 are equivalent if∑
(i,j)∈R1
(∆i,∆j) =
∑
(i,j)∈R2
(∆i,∆j)
as elements of N(SEG × SEG).
Maximal ρ-matchings are not unique up to equivalence. (For instance, we could take
m = ∆1 + ∆2 + ∆3 + ∆4 such that X
ρ
m = {3, 4}, Y
ρ
m = {1, 2}, ∆1 6= ∆2, ∆3 6= ∆4 and
∆i ≺ ∆j for i = 1, 2, j = 3, 4. Then both {(1, 3), (2, 4)} and {(1, 4), (2, 3)} are maximal
ρ-matchings.) However, up to equivalence, A(R) and B(R) are independent of R if R
is maximal. We denote them by Aρm and B
ρ
m. (Technically, they are only defined up to
equivalence, but this will not matter in what follows.) Moreover,
(1) ρm =
∑
i∈I ∆
′
i where
∆′i =
{
−∆i i ∈ A
ρ
m,
∆i otherwise.
Thus, µρ(m) = #Aρm and in particular, ρ
⋔Z(m) if and only if Aρm = ∅.
(2) If Bρm = ∅, then soc(ρ × Z(m)) = Z(m + {ρ}). Otherwise, fix an index i0 ∈ B
ρ
m
for which ∆i0 is maximal. Then soc(ρ× Z(m)) = Z(m
′) where m′ =
∑
i∈I ∆
′
i with
∆′i =
{
+∆i if i = i0
∆i otherwise.
A maximal ρ-matching R between Y ρm and X
ρ
m is called best ρ-matching if ∄(i, j), (i
′, j′) ∈
R such that ∆i < ∆i′ ≺ ∆j < ∆j′. A best ρ-matching exists and is unique up to equiv-
alence. Moreover, a maximal ρ-matching R is best if and only if the product of the
representations Z(∆i), i ∈ A
ρ
m∪B
ρ
m and Z(∆i+∆j), (i, j) ∈ R is irreducible, in which case
it is equal to Z(
∑
i∈I:b(∆i)∈{ρ,
→
ρ }
∆i).
In particular, if b(∆i) ∈ {ρ,
→
ρ} for all i, then it follows from Theorem 6.1 that
(8.2) m is good. Moreover, for any m′,
SA(m,m′) ⇐⇒ SA(∆i,m
′) ∀i ∈ Aρm ∪B
ρ
m and SA(∆i +∆j ,m
′) ∀(i, j) ∈ R.
It is useful to introduce another notion which is weaker than maximality.
Definition. We say that a ρ-matching R for m is saturated if Xm ∩ (A(R) × B(R)) = ∅
and for every (i, j) ∈ R and i′ ∈ A(R) such that (i′, j) ∈ Xm we have ∆i′ ≤ ∆i.
Lemma. Let R be a saturated ρ-matching R for m. Then, for any R′ ≥ R, R′ is saturated
and A(R) = A(R′). Hence, A(R) ∼ Aρm.
Proof. It is enough to show it when R′ dominates R. By the saturation of R it is clear that
R′ is obtained from R by replacing a certain pair (i, j) ∈ R by (i, j′) ∈ Xm where j
′ ∈ B(R)
and ∆j′ < ∆j . Thus, A(R) = A(R
′) and B(R′) = B(R) ∪ {j} \ {j′}. Let us show that R′
is saturated. First, if (i′, j) ∈ Xm with i
′ ∈ A(R) then ∆i′ ≤ ∆i by saturation and hence
(i′, j′) ∈ Xm (since (i, j
′) ∈ Xm). Thus, Xm ∩ (A(R
′) × B(R′)) = ∅. On the other hand,
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we cannot have i′ ∈ A(R) with (i′, j′) ∈ Xm since R is saturated. Therefore, the second
condition for saturation for R′ follows from the saturation of R. 
8.7.2. For any m′ ∈ N(SEG) let
(8.3) X˜ρm,m′ = Xm,m′ ∩ (A
ρ
m ×X
ρ
m′), Y˜
ρ
m,m′ = Ym,m′ ∩ (A
ρ
m × Y
ρ
m′).
As usual, we write X˜ρm = X˜
ρ
m,m.
Lemma. Suppose that ρ ⋔Z(m′). Then, #X˜ρm,m′ ≥ #Y˜
ρ
m,m′. Moreover, equality holds if
and only if
(8.4) soc(ρ×µ
ρ(m) × Z( ρm+m
′)) = Z(m+m′).
Proof. Let R and R′ be maximal ρ-matchings with respect to m and m′ respectively. By
assumption, Aρm′ = ∅. The function f : Y˜
ρ
m,m′ → X˜
ρ
m,m′ given by f(i, j
′) = (i, R′(j′)) is
well-defined and injective.
Since R ∪ R′ is a ρ-matching with respect to m+ m′, we have µρ(m+ m′) = #Aρm+m′ ≤
#Aρm = µ
ρ(m). By the above descriptions of ρm and soc(ρ× ∗), the condition (8.4) means
that Aρm+m′ ∼ A
ρ
m. We show that this is equivalent to the surjectivity of f . Suppose that
f is not onto and let (i, j′) ∈ X˜ρm,m′ be outside the image of f . Then, either j
′ ∈ Bρm′ , in
which case R ∪ R′ ∪ {(i, j′)} dominates R ∪ R′, or ∆i′ < ∆i where i
′ = R′−1(j′), in which
case R∪R′ ∪{(i, j′)} \ {(i′, j′)} dominates R∪R′. In both cases
∑
i∈Aρ
m+m′
∆i <
∑
i∈Aρ
m
∆i.
Conversely, suppose that f is onto. Then, R∪R′ is saturated (with respect to m+m′). It
follows from Lemma 8.7.1 that Aρm+m′ ∼ A
ρ
m as required. 
8.7.3. The following result follows from Lemma 7.2.2.
Lemma. Suppose that π ∈ Irr with ρ ⋔π and let m ≥ 1. Then, ρ×m × π is SI,
µρ(soc(ρ×m × π)) = m and if π′ is any subquotient of ρ×m × π other than soc(ρ×m × π)
then µρ(π′) < m.
Corollary. Suppose that π′ ∈ Irr with ρ ⋔π′. Then, for any π ∈ Irr we have
(8.5) soc(π × π′) = soc(ρ×m × ρπ × π
′) = soc(ρ×m × soc( ρπ × π
′)).
Proof. Since ρ ⋔ ρπ and ρ ⋔π
′, we have ρ ⋔ ρπ × π
′. The second equality of (8.5)
follows from Lemma 7.2.3. To prove the first equality suppose on the contrary that σ is
a subrepresentation of ρ×m × ρπ × π
′ which is not a subrepresentation of π × π′. Then,
σ →֒ τ × π′ for some irreducible subquotient τ of ρ×m × ρπ other than π. But then,
µρ(σ) = µρ(τ) < m. On the other hand, we already know by the second equality of (8.5)
that σ →֒ ρ×m × σ′ for some σ′. We get a contradiction. 
8.7.4.
Lemma. Let R be a ρ-matching for m. Then, any non-empty open Gm-invariant subset
S of Cm contains an element λ such that λi,R(j) = δi,j for all (i, j) ∈ Ym ∩ (Y
ρ
m × Y
ρ
m) such
that R(j) is defined.
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Proof. Let {j1, . . . , jr} be the domain of R with ∆j1 ≥ · · · ≥ ∆jr . We show by induction
on l that we can find λ ∈ S such that λi,R(jm) = δi,jm for all m = 1, . . . , l and all i ∈ Y
ρ
m
such that (i, jm) ∈ Ym. The case l = 0 is trivial. For the induction step, let 0 < l ≤ r and
assume that the statement holds for l − 1. By openness, we may assume in addition that
λ satisfies λjl,R(jl) 6= 0. Define g ∈ Gm by
gi,j =
{
λi,R(jl) j = jl,
δi,j otherwise,
(i, j) ∈ Ym.
Note that g is invertible because λjl,R(jl) 6= 0.
Let λ˜ = g−1λg. Then, gx→
ρ ,R(jl)
= x→
ρ ,R(jl)
and
λx→
ρ ,R(jl)
=
∑
i
λi,R(jl)xρ,i = gxρ,jl +
∑
i:(i,jl)/∈Ym
λi,R(jl)xρ,i.
Thus,
λ˜x→
ρ ,R(jl)
= xρ,jl +
∑
i:(i,jl)/∈Ym
λi,R(jl)xρ,i
It follows that λ˜i,R(jl) = δi,jl for all i ∈ Y
ρ
m such that (i, jl) ∈ Ym. Now let m < l. Then,
gx→
ρ ,R(jm)
= x→
ρ ,R(jm)
and by induction hypothesis
λx→
ρ ,R(jm)
= xρ,jm + ξ
where the coordinate of ξ with respect to xρ,i is zero unless i /∈ Y
ρ
m or ∆i > ∆jm. Since
∆jl ≤ ∆jm it follows that
λ˜x→
ρ ,R(jm)
= λx→
ρ ,R(jm)
= xρ,jm + ξ.
This completes the induction hypothesis. 
8.7.5. By passing to the contragredient we get
Lemma. Let R be a ρ-matching for m. Then, any non-empty open Gm-invariant subset S
of Cm contains an element λ such that λR−1(i),j = δi,j for all (i, j) ∈ Ym ∩ (X
ρ
m ×X
ρ
m) such
that R−1(i) is defined.
8.7.6. Finally, we can prove Proposition 6.4.
By Lemma 8.7.2 and Corollary 8.7.3, if #X˜ρm,m′ = #Y˜
ρ
m,m′, then the conditions SA( ρm,m
′)
and SA(m,m′) are equivalent. We show that SA(m,m′) implies #X˜ρm,m′ = #Y˜
ρ
m,m′. By
Corollary 6.2.2, we may assume that b(∆i) ∈ {ρ,
→
ρ} for all i ∈ I ∪ I ′. If SA(m,m′), then
it follows from (8.2) that SA(∆i,m
′) for every i ∈ Aρm. Taking a best matching R
′ for m′,
this means that SA(∆i,∆j′) for every j
′ ∈ Bρm′ and SA(∆i,∆i′ +∆j′) for every (i
′, j′) ∈ R′.
This exactly means that the function f defined in the proof of Lemma 8.7.2 is surjective,
i.e. that #X˜ρm,m′ = #Y˜
ρ
m,m′.
For the second part, note that X
ρm,m′ ⊆ Xm,m′, Y ρm,m′ ⊆ Ym,m′ and
X˜ρm,m′ = Xm,m′ \X ρm,m′, Y˜
ρ
m,m′ = Ym,m′ \ Y ρm,m′.
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Also, we have
Xm \X ρm = X˜
ρ
m,m ∪ Xˆm where Xˆm = {i ∈ I : e(∆i) =
←
ρ} × Aρm,
and
X
ρm \Xm = X ρm ∩ (Y
ρ
m × A
ρ
m).
Suppose that SG(m,m′). Let (λ, λ′) ∈ Cm ×Cm′ be such that v
m,m′
i,j (λ, λ
′), (i, j) ∈ Xm,m′
are linearly independent in CYm,m′ . Note that the Y
ρm,m′-coordinates of v
m,m′
i,j (λ, λ
′), (i, j) ∈
Xm,m′ are independent of the Xˆm-coordinates of λ. By Lemma 8.7.4 (for R maximal) we
may assume that λi,j = 0 for all (i, j) ∈ X˜
ρ
m. This guarantees that
(8.6) for every (i, j) ∈ X˜ρm,m′, the Y ρm,m′-coordinates of v
m,m′
i,j (λ, λ
′) vanish.
Hence, #X˜ρm,m′ ≤ #Y˜
ρ
m,m′. Thus, Lemma 8.7.2 #X˜
ρ
m,m′ = #Y˜
ρ
m,m′. The vanishing of λi,j = 0
for (i, j) ∈ X˜ρm also guarantees that
(8.7) ∀(i, j) ∈ X
ρm,m′, the Y ρm,m′-coordinates of v
m,m′
i,j (λ, λ
′) and v (
m),m′
i,j (λ˜, λ
′) coincide
where λ˜ ∈ C
ρm is given by
λ˜i,j =
{
λi,j (i, j) ∈ X (m) ∩Xm,
0 (i, j) ∈ X
(m) \Xm.
Thus, SG(m,m′) =⇒ SG( ρm,m
′).
Conversely, suppose that SG( ρm,m
′) is satisfied and #X˜ρm,m′ = #Y˜
ρ
m,m′. Let (λ˜, λ
′) ∈
C
ρm × Cm′ be such that v
ρm,m′
i,j (λ˜, λ
′), (i, j) ∈ X
ρm,m′ are linearly independent in C
Y
ρm,m′ .
By Lemma 8.7.5 (applied to ρm and a maximal R) we may assume that λ˜i,j = 0 for
(i, j) ∈ X
ρm \Xm. Define λ ∈ Cm by
λi,j =
{
λ˜i,j (i, j) ∈ Xm ∩X ρm,
0 (i, j) ∈ Xm \X ρm.
Then, (8.6) and (8.7) are satisfied. Consider the (square) matrix M ′(λ′) of size #X˜ρm,m′ ×
#Y˜ ρm,m′ formed by the Y˜
ρ
m,m′-coordinates of v
m,m′
i,j (λ, λ
′), (i, j) ∈ X˜ρm,m′. It is independent
of λ and depends only on the Xm′ ∩ (Y
ρ
m′ × X
ρ
m′)-coordinates of λ
′ (in fact, it does not
depend on the Xm′ ∩ (Y
ρ
m′ × B
ρ
m′)-coordinates of λ
′). To conclude SG(m,m′) it remains
to show that M ′(λ) is non-singular for generic λ′ ∈ Cm′, or equivalently for λ
′ ∈ Cm′ of
our choice. As in the proof of Lemma 8.7.2, let R′ be a maximal ρ-matching with respect
to m′ and let f : Y˜ ρm,m′ → X˜
ρ
m,m′ be the injective function given by f(i, j
′) = (i, R′(j′)).
Since #X˜ρm,m′ = #Y˜
ρ
m,m′, f is onto. Taking λ
′ ∈ Cm′ such that λ
′
i′,j′ = δj′,R′(i′) for all
(i′, j′) ∈ Xm′ ∩ (Y
ρ
m′ ×X
ρ
m′), M
′(λ′) becomes the permutation matrix representing f . Our
claim follows.
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