Superperturbation theory on the real-axis by Jung, Christoph et al.
ar
X
iv
:1
10
2.
32
79
v1
  [
co
nd
-m
at.
str
-el
]  
16
 Fe
b 2
01
1
Ann. Phys. (Berlin) 0, No. 0, 1 – 8 (0)
Superperturbation theory on the real-axis
Christoph Jung1∗, Aljoscha Wilhelm1, Hartmut Hafermann2, Sergey Brener1, and Alexan-
der Lichtenstein1
1 1. Institut fu¨r theoretische Physik
Universita¨t Hamburg
Jungiusstraße 9
22355 Hamburg Germany
2 Centre de Physique The´orique (CPHT)
´Ecole Polytechnique
91128 Palaiseau Cedex, France
Key words superperturbation, dual perturbation theory, Impurity solvers
In this article we formulate the superperturbation theory for the Anderson impurity model on the real axis.
The resulting impurity solver allows to evaluate dynamical quantities without numerical analytical contin-
uation by the maximum entropy method or Pade´ approximants. This makes the solver well suited to study
multiplet effects in solids within the dynamical mean field theory. First examples including multi-orbital
problems are discussed.
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1 Introduction
The investigation of strongly correlated materials is one of the main challenges of modern condensed mat-
ter theory, which has inspired the research activities of many scientists in the last decades. The physical
properties of such materials are characterized by an interplay between the Coulomb interaction of the
nearly confined electrons and their kinetic energy. This competition results in a delicate balance of local-
ization and delocalization, which requires accurate non-perturbative approaches. Dynamical mean-field
theory (DMFT) has become a standard tool for the investigation of strongly correlated materials [1, 2] and
has been applied to models as well as to the investigation of real materials [3–5]. DMFT for the first time
allowed to treat the coherent low-energy excitations and the high-energy excitations as well as their mutual
feedback on the same footing.
The main concept of the DMFT is to replace the correlated lattice by a single impurity embedded in a
self-consistent effective medium. In contrast to classical mean-field approaches, the effective medium in
DMFT is represented by an energy dependent electronic bath which takes local temporal quantum fluctua-
tions into account, whereas spatial fluctuations are frozen out. The solution of the DMFT equations in turn
requires accurate impurity solvers. Quantum Monte Carlo (QMC) algorithms are nowadays widely used
for this purpose. Continuous-time QMC solvers [6, 7] allow to tackle problems with 5 or even 7 orbitals
as required for systems with open d or f -shells, respectively. Nevertheless, they suffer from two major
drawbacks: The fermionic sign problem for a general Coulomb vertex and –more severely– the fact that
QMC algorithms work in the imaginary time domain require the numerically ill-conditioned analytical
continuation of stochastic data to the real axis. This makes it difficult to reliably access spectral properties
and to study e.g. multiplett effects in solids.
In principal a rigorous approach, which can work on the real-axis, is the exact diagonalization (ED) or
Lanczos scheme [8]. Here the continuous bath is discretized by a small collection of bath sites, so that the
problem can be diagonalized exactly. Due to the exponential growth of the Hilbert space with the number
∗ E-mail: cjung@physnet.uni-hamburg.de
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of bath parameters, one is limited to as little as one or two bath sites per d-orbital, so that finite size effects
may become dominant. In addition, an ambiguity arises in determining the effective bath parameters to
find an optimal representation of the input hybridization. Alternative approximate approaches comprise
the iterated perturbation theory (IPT) [9, 10], the fluctuation-exchange (FLEX) [11] or non-crossing ap-
proximation (NCA) [12] and the related hybridization expansion [13]. These perturbative methods are
naturally limited to some parameter window and fail outside this region. FLEX and IPT are applicable for
weak-coupling, while the hybridization expansion works in the strong coupling regime.
Recently an impurity solver has been developed by combining ED with a diagrammatic approach. The
key idea is to formulate a perturbation expansion around the ED solution by employing a transformation to
auxiliary, so-called dual fermions [14]. We refer to the perturbation of a non-trivial (i.e. interacting) albeit
numerically solvable reference problem as a superperturbation [15]. It has been shown that the method be-
comes exact in two opposite limits: For weak coupling and and strong hybridization, the approach becomes
equivalent to a standard perturbation expansion in the interaction. In the opposite limit of strong interac-
tion and weak hybridization the formalism resembles the strong coupling expansion [13]. This method can
be sytematically improved by either including more bath sites in the ED (which essentially decreases the
perturbation) or by including more diagrams.
In the previous work the solver has been formulated in imaginary time. Analytical continuation was
found to be significantly more stable than in QMC due to the absence of statistical noise. In this article, we
formulate the superperturbation theory on the real-axis, making analytical continuation from intermediate
imaginary time results obsolete.
2 Superperturbation formalism
To set the stage, we briefly review the superperturbation formalism in the following. For further reading
we refer the interested reader to [15]. The model under consideration is the Anderson impurity model
described by the following Hamiltonian:
H =
∑
kγ
ǫbkγb
†
kγbkγ +
∑
α
ǫcαc
†
αcα +Hint[c
†, c] +
∑
kαβ
(
V αβk c
†
αbkβ + V
∗βα
k b
†
kαcβ
)
. (1)
Here Greek letters are used as a combined index for orbital and spin degrees of freedom. b† (c†) and b (c)
are the bath (impurity) creation and annihilation operators, respectively. Hint is the local electron-electron
interaction, V αβk are the transition amplitudes for hopping processes from the bath to an impurity orbital.
To derive a dual formulation of the problem, we first integrate out the bath degrees of freedom, which leads
to the conventional action representation:
S[c∗, c] = −
∑
ωαβ
c∗ωα[(iω + µ)1−∆(ω)]αβcωβ + S
int[c∗, c]. (2)
Here S int is a non-gaussian interaction term and
[∆(ω)]αβ =
∑
kγ
V αγk (V
βγ
k )
∗
iω − ǫkγ
is the hybridization function of the full system. The first step in the formulation of the superperturbation is
to express the action of the model in terms of that of an exactly solvable reference problem and a difference
term. To this end, we add and subtract a hybridization function ∆N(ω) corresponding to a discrete bath:
S[c∗, c] = Sref[c∗, c]−
∑
ωαβ
c∗ωα[∆
N(ω)−∆(ω)]αβcωβ , (3)
Sref[c∗, c] = −
∑
ωαβ
c∗ωα[(iω + µ)1−∆
N(ω)]αβcωβ + S
int[c∗, c]. (4)
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The reference system with a discrete bath with N bath sites shares the interaction part of the original
problem and can be solved efficiently by exact diagonalization. Note that this step leaves the hybridization
∆N(ω) unspecified.
The second step is to reformulate the problem in such a way that a perturbative treatment of the dif-
ference term D(ω) = ∆N(ω) −∆(ω) can be performed. Since Sref contains a non-quadratic part Wick’s
theorem is not directly applicable. Therefore, we introduce auxiliary (dual) fermionic degrees of freedom
using an exact Gaussian identity in the path integral:
ec
∗
αaαβb
−1
βγ
aγδcδ =
1
det b
∫
D[f∗, f ]e−f
∗
αbαβfβ+f
∗
αaαβcβ+c
∗
αaαβfβ , (5)
where the matrices a and b have the following form:
a = −g−1(ω)
b = g−1(ω)[∆N(ω)−∆(ω)]−1g−1(ω)
}
→ aαβb
−1
βγaγδ = [∆
N(ω)−∆(ω)]αδ = D(ω), (6)
with g(ω) being the exact single particle Green’s function of the reference system Eq. (4). After the
transformation, the resulting action has a mixed representation of c- and f -fermions:
S[c∗, c, f∗, f ] =Sref[c∗, c] + Sc[f∗, f, c∗, c] +
∑
ωαβ
f∗ωα[g(ω)D(ω)g(ω)]
−1
αβfωβ, (7)
where the coupling between the c and f -fermions is given by
Sc[f∗, f, c∗, c] =
∑
ωαβ
f∗ωαg
−1
αβ (ω)cωβ +
∑
ωαβ
c∗ωαg
−1
αβ (ω)fωβ. (8)
The original fermionic degrees of freedom can formally be integrated out exactly. To this end, we expand
in exp(−Sc) in the path integral representation of the partition function. It is convenient to reexpress the
result in the following form:∫
exp(−Sref[c∗, c]− Sc[c∗, c, f∗, f ])D[c∗, c]
!
= Zref exp(−
∑
ωαβ
f∗ωαg
−1
αβ (ω)fωβ + V [f
∗, f ]).
(9)
This equation defines the dual potential, which gathers two-particle and higher-order interaction terms.
The key point is that due to the presence of Sref on the left-hand-side of (9), integrating out the original
fermions corresponds to performing the average over the degrees of freedom of the reference system:
Zref〈. . .〉ref :=
∫
. . .D[c∗, c]. The resulting dual action has the following form:
Sd[f∗, f ] = −
∑
ωαβ
f∗ωα[G
d
0(ω)]
−1
αβfωβ + V [f
∗, f ]. (10)
As a result of averaging, both the bare dual matrix Green functionGd0(ω) = −g(ω)[g(ω)+D(ω)−1]−1g(ω)
and the dual potential
V [f∗i , fi] = −
1
4
γ
(4)
αβγδf
∗
αfβf
∗
γfδ +
1
36
γ
(6)
αβγδµνf
∗
αfβf
∗
γfδf
∗
µfν ∓ . . . . (11)
contain the correlation functions of the reference system: g(ω) denotes its single-particle Green’s function
and γ(n) are the corresponding reducible vertices. The two-particle vertex for example is given by:
γ
(4)
αβγδ = g
−1
αα′g
−1
γγ′[χ
Ref
α′β′γ′δ′ − χ
0,Ref
α′β′γ′δ′ ]g
−1
β′βg
−1
δ′δ , (12)
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Fig. 1 First few diagrams contributing to the dual
self-energy. Boxes are the reducible vertices of the
reference system (γ(4) and γ(6)), lines denote the dual
propagator (Gd0).
with χref being the two-particle Green’s function of the reference system and χ0,ref its unconnected part.
These quantities can be calculated straightforwardly on Matsubara frequencies from the Lehmann repre-
sentation of the single- and two-particle Green’s functions [15]. So far, (10) is only a reformulation of the
initial action in Eq. (2). The dual problem can now be treated perturbatively, which essentially corresponds
to an expansion around the reference problem. For example the self-energy correction stemming from the
first diagram in Fig. 1 is given by
(Σd(a))αβ = −γ
(4)
αβγδ(G
d
0)δγ . (13)
After summing up a certain class of diagrams, we obtain a physical result (i.e. solution in terms of the
physical c-fermion Green function G) by transforming the dual Green’s function back to c-fermions using
the following exact relation [14]:
G(ω) = D(ω)−1 + [g(ω)D(ω)]−1Gd(ω)[D(ω)g(ω)]−1. (14)
It can be shown that the dual perturbation theory becomes equivalent to conventional perturbation theory
in the limit of small interaction and strong hybridization. It is instructive to consider its behavior in the
opposite strong coupling limit. For an expansion around the atomic limit, i.e. ∆N(ω) ≡ 0, combining
equations (12), (13) and (14) with the lowest order approximation to the dual Green’s function, Gd ≈
Gd0 +G
d
0Σ
d
(a)G
d
0 leads to the following expression:
Gαβ ≈ gαβ + gαββTr[g∆]− χαβγδ∆δγ , (15)
which recovers the result obtained from an expansion of the imaginary time Green function up to first order
in the hybridization, as given in Ref. [13].
The reference system, which is specified through the hybridization function ∆N(ω), should be chosen
in an optimal way. Here this is even more crucial than in conventional ED, since for the present approach
the number of bath sites should be kept at a minimum to increase the efficiency. The choice of ∆N(ω)
directly affects the perturbation D(ω), which in a certain sense should be minimal. This can be achieved
by minimizing a predefined distance function [2, 16].
3 Reformulation on the real axis
In order to access spectral properties, the previous formulation required analytical continuation of the imag-
inary time data. This is an ill-posed problem, and different methods have been developed for this purpose.
The maximum entropy method (MAXENT) [17] was specifically designed for inferring spectral properties
from statistical data using Bayesian methods. Very fine structures, like multiplets for example, are very
hard to resolve using this method. In the Pade´ approach [18] the function of interest is approximated by a
rational function. Pade´ can give accurate information on the real axis, provided it is applied to noise-free
input data. The approximation through a rational function however is unneccessary for the superperturba-
tion approach and may introduce spurious features. It order to extract unbiased real axis information, it is
desirable to formulate this approach directly on the real axis.
c© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.ann-phys.org
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In ED, real axis information is readily obtained by performing the substitution iω → E + iδ in the
Lehmann representation, where δ is a small broadening parameter. For the single-particle Green’s function
this leads to:
gαβ(E + iδ) =
1
Z
∑
n,m
〈n|cα|m〉〈m|c
†
β |n〉
E + iδ + En − Em
(
e−βEn + e−βEm
)
. (16)
From latter expression the density of states (DOS) is obtained as DOS(E) = −1/πIm g(E + iδ). In
the superperturbation, analytical continuation is more involved, as one has to take care of the individual
diagrams. In the following we discuss the analytical continuation of the first diagram (diagram a.) of Fig.
1). This diagram has been found to yield by far largest correction to the initial solution. Inserting (12) into
(13), we obtain
Σ
d(a)
αβ = −g
−1
αββTr[∆
dg] + ∆dαβ − g
−1
αα′χα′β′γ′δ′g
−1
β′β∆
d
δ′γ′ , (17)
which is very similar to expression (15), where now ∆d := [g + (∆N −∆)−1]−1 plays the role of ∆.
While g and ∆N are readily accessed on the real axis , we can make use of a result of Ref. [13] which
allows to calculate the product of the two-particle Green function with ∆d directly within ED.
1
β
∑
iωn′
χαβγδ(iω, iω, iω
′, iω′)∆dδγ(iω
′) =
∑
γδ
∑
ijkl
×
+〈cαc
∗
γcδc
∗
β〉ijkl
[ Rγδ(Ej , Ek)
Ejl(iω − Eji)
+
Rγδ(El, Ek)
Elj(iω − Eli)
+
Qγδ(iω, Ei, Ek)
(iω − Eli)(iω − Eji)
]
+〈cαcδc
∗
γc
∗
β〉ijkl
[ Rγδ(Ek, Ej)
Ejl(iω − Eji)
+
Rγδ(Ek, El)
Elj(iω − Eli)
−
Qγδ(−iω, Ek, Ei)
(iω − Eli)(iω − Eji)
]
+〈c∗γcδcαc
∗
β〉ijkl
[ Rγδ(Ek, Ej)
Eki(iω − Elk)
+
Rγδ(Ei, Ej)
Eik(iω − Eli)
−
Qγδ(−iω, El, Ej)
(iω − Eli)(iω − Elk)
]
+〈cδc
∗
γcαc
∗
β〉ijkl
[ Rγδ(Ej , Ek)
Eki(iω − Elk)
+
Rγδ(Ej , Ei)
Eik(iω − Eli)
+
Qγδ(iω, Ej, El)
(iω − Eli)(iω − Elk)
]
+〈cδcαc
∗
γc
∗
β〉ijkl
1
(iω − Ekj)(iω − Eli)
×[
Rγδ(Ek, El)−Rγδ(Ej , Ei) +Qγδ(iω, Ej , El)−Qγδ(−iω, Ek, Ei)
]
+〈c∗γcαcδc
∗
β〉ijkl
1
(iω − Ekj)(iω − Eli)
×[
Rγδ(El, Ek)−Rγδ(Ei, Ej) +Qγδ(iω, Ei, Ek)−Qγδ(−iω, El, Ej)
]
,
(18)
with the following definitions for the matrix elements:
〈OαOβOγOδ〉ijkl = 〈i|Oα|j〉〈j|Oβ |k〉〈k|Oγ |l〉〈l|Oδ|i〉. (19)
The functionsR and Q have the following definitions:
Rαβ(Ei, Ej) :=
1
Z
(e−βEi + e−βEj)
1
β
∑
iω′
∆dαβ(iω
′)
iω − Eij
, (20)
Qαβ(iω, Ei, Ej) :=
{
− β
Z
e−βEi∆dαβ(iω) for Ei = Ej
1
Z
(e−βEi − e−βEj) 1
β
∑
iω′
∆dαβ(iω
′)
iω′−iω−Eij
else.
(21)
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Fig. 2 top: Standard procedure of
converting a Matsubara sum into a con-
tour integral. In a first step the sum is
replaced by a contour integral over the
function itself times the Fermi func-
tion, which has poles at Matsubara fre-
quencies. In the second and third step
the contour is deformed to two line in-
tegrals along the real axis. The illus-
trated contour deformation is applied
in the calculation of R. bot.: Construc-
tion of the contour integral to calculate
Q. In comparison to the upper case one
has to take into account an additional
pole at z˜ = iω +E12.
The trace over ∆D and g can also be expressed in terms of R:
Tr[g∆d] =
∑
i,j,δ,γ
〈i|cδ|j〉〈j|c
†
γ |i〉Rγδ(Ei, Ej). (22)
Hence the analytic continuation of Eq (17) reduces to the continuation of the functionQ(iω, Ei, Ej). Since
R(Ei, Ej) does not depend on iω the function can be in principle calculated using definition (20). In order
to treat both function evaluations on the same footing, we discuss in the following how R and Q can be
calculated via an integral along the real axis.
The Matsubara sums inQ andR are rewritten as a sum over residues of the function itself times the Fermi
function, which has poles of first order at the Matsubara frequencies:
1
β
∑
iω
F (iω) = −
1
2πi
∮
C
F (E)
eβE + 1
dE. (23)
Afterwards the integral contour is deformed according to figure 2. This leads to the following definitions
of both expressions as integrals along the real axis:
R(E1, E2) =−
X1 +X2
2πi
[∫ ∞
−∞
∆d(z+)f(z+)
z+ − E12
−
∫ ∞
−∞
∆d(z−)f(z−)
z− − E12
]
dz, (24)
Q(iω, E1, E2) =(X1 −X2)
[
−
1
2πi
(∫ ∞
−∞
∆d(z+)f(z+)
z+ − iω − E12
dz
−
∫ ∞
−∞
∆d(z−)f(z−)
z− − iω − E12
dz
)
−
1
1− eβE12
∆d(iω + E12)
]
,
(25)
where z± = z±iǫ, with ǫ < π/β being the offset of the contour from the real axis andXi = exp(−βEi)/Z .
The last term in the expression for Q is due to a residue of Q at z˜ = iω +E12. Now the analytical contin-
uation can be performed by replacing iω by E + iδ:
Q(z˜, E1, E2) = (X1 −X2)
[
−
1
2πi
(∫ ∞
−∞
∆d(z+)f(z+)
z+ − z˜ − E12
dz
−
∫ ∞
−∞
∆d(z−)f(z−)
z− − z˜ − E12
dz
)
−
1
1− eβE12
∆d(z˜ + E12)
]
, (26)
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Fig. 3 SPERT calculations on the real axis
(CORA), in comparison with Pade´ and the
result of the reference system (ED). The
upper part shows an example for β =
10 and U = 3, in units of the half-
bandwidth (W/2). Here the agreement be-
tween CORA and Pade´ is good, but the
CORA shows more structure on the real
axis. The lower part shows the same system
with an applied magnet field: B = 0.05.
Fig. 4 Example of a CORA calculation
for a multi-orbital case. A three orbital im-
purity with U = 1.5, U ′ = 0.7, J = 0.4,
µ = 3.02 and β = 15 (in units of the
quarter-bandwidth) is embedded in a bath
with a constant density of states in the en-
ergy window |E| < W/2. The coupling
to the bath is V = 0.1. The hybridiza-
tion was approximated by a single bath site.
The CORA data set exhibits small features
in the density of states which are absent in
the Pade´ results.
with z˜ = E + iδ, where δ is the usual broadening parameter, which is restricted to values δ > ǫ. This
completes the analytic continuation.
A few remarks are in place. In contrast to Ref. [13] we do not perform the limit ǫ → 0 because of the
particular structure of the “dual” hybridization, which has poles on the real axis. The integrals are evalu-
ated with a small offset ǫ. For not too low temperatures a simple quadrature rule is sufficient. For lower
temperatures, ∆d develops a sharp peak. We therefore employ an adaptive Gauss-Kronrod algorithm taken
from the GNU scientific library [19]. As a check for numerical accuracy one may verify that the value of
the integrals is independent of ǫ.
Figure 3 shows some illustrative results for the AIM with hybridization corresponding to a semielliptical
DOS of bandwidth W . In the upper left plot the calculation on the real axis (CORA) is compared to an
analytic continuation using Pade´ and the initial solution of the reference system (labeled ’ED’). The ED
curve has a clear splitting at the Fermi level, whereas the CORA curve exhibits a Kondo peak. The CORA is
in a good agreement with Pade´. The lower left plot shows an additional example with an applied magnetic
field. Here the splitting of the peaks is clearly visible and the CORA is again in good agreement with Pade´.
For completeness the data on Matsubara frequencies has been added on the right.
In Figure 4 we present an example for a multi-orbital problem with a rotational invariant Coulomb vertex.
A three-orbital impurity has been embedded in a bath, which corresponds to a flat density of states in the
energy window |E| < W/2. The coupling to the bath was moderate and has been approximated by a
single bath site, which was equally connected to all impurity orbitals. In comparison to the solution of
the reference system a clear shift of nearly all peaks in the CORA is visible. The Pade´ solution is in good
www.ann-phys.org c© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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overall agreement with the CORA data, but fails to reproduce some small features. Indeed one may expect
that the CORA results are more accurate than the analytical continuation via Pade´ approximants if the
continued function has rich structure, since the approximation through a rational function becomes less
accurate. For complicated multiorbital systems we expect differences to be more pronounced.
4 Conclusion
In the present work we have presented a multiorbital impurity solver based on the superperturbation for
the Anderson impurity model (AIM). It allows to compute dynamical quantities directly on the real axis,
which has the advantage that no analytic continuation using approximate methods like MAXENT or Pade´
is necessary. Considering three examples including a multi-orbital impurity problem, we compared the
results of the new implementation to results obtained using Pade´. We find overall good agreement. The
direct calculation on the real axis however can resolve finer structures, which will be useful for the study
of multiplett effects in solids. This work has been supported by the Cluster of Excellence Nanospintronics
(LExI Hamburg) and DFG Grant(436113/938/0-R).
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