Abstract. We consider the space U (T) of all continuous functions on the circle T with uniformly convergent Fourier series. We show that if ϕ : T → T is a continuous piecewise linear but not linear map, then e inϕ U (T) ≃ log n. References: 5 items.
Given any integrable function f on the circle T = R/2πZ (where R is the real line and Z is the set of integers), consider Fourier series
Let C(T) be the space of continuous functions f on T with the usual norm f C(T) = sup t∈T |f (t)|.
Let U(T) be the space of all functions f ∈ C(T) whose Fourier series converges uniformly, that is S N (f ) − f C(T) → 0 as N → ∞, where S N (f ) stands for the N -th partial sum of the Fourier series of f :
Endowed with the natural norm
the space U(T) is a Banach space. Consider also the space A(T) of functions f ∈ C(T) with absolutely convergent Fourier series. We put
The space A(T) is a Banach space. We have A(T) ⊂ U(T) and obviously
Let ϕ be a continuous map of the circle T into itself, i.e. a continuous function ϕ : R → R satisfying ϕ(t + 2π) = ϕ(t) (mod 2π), t ∈ R. According to the known Beurling-Helson theorem [1] (see also [2] , [3] ), if e inϕ A(T) = O(1), n → ∞, then ϕ is linear. At the same time it is known that there exist nontrivial maps ϕ : T → T such that e inϕ U (T) = O(1). For a survey of certain results on the maps of the circle and the spaces A(T), U(T) see [3] , [4] . For more recent results see [5] .
The following assertion is due to J.-P. Kahane [2, Ch. IV]. If a nonlinear continuous map ϕ : T → T is piecewise linear (which means that [0, 2π] is a finite union of intervals such that ϕ is linear on each of them), then e inϕ A(T) ≃ log |n|. (The sign ≃ means that for all sufficiently large n ∈ Z the ratio of the corresponding quantities is contained between two positive constants.) Here we shall obtain a similar assertion for the space U(T).
Theorem. Let ϕ be a piecewise linear but not linear continuous map of the circle T into itself. Then e
In particular, this theorem implies that, generally speaking, nontrivial piecewise linear changes of variable destroy the uniform convergence of Fourier series. Moreover they do not act from A(T) to U(T). Indeed, assuming that for each function f ∈ A(T) the superposition f • ϕ belongs to U(T), we would have e inϕ U (T) = O(1) (it suffices to apply the closed graph theorem to the operator f → f • ϕ).
To prove the theorem we only have to prove log |n| lower bound, the upper bound e inϕ U (T) = O(log |n|) follows from inequality · U (T) ≤ · A(T) and the above result of Kahane.
We shall need the following simple lemma that perhaps is of interest in itself.
Lemma. Let m ∈ C(T) be a function such that
Then for each function f ∈ U(T) we have mf ∈ U(T) and
where the constant c > 0 is independent of f and m.
Proof. Let f ∈ U(T). For n ∈ Z we put e n (t) = e int . Let n > 0. Then
It is easy to see that this relation implies the inclusion e n f ∈ U(T).
. At the same time (as is well known) for each function g ∈ C(T) we have
with a constant c > 0 independent of n and g. So (1) yields
Thus, e n f U (T) ≤ c 1 f U (T) log(|n| + 2). The same relation holds for n < 0 (complex conjugation does not affect the norm of a function in U(T)). The assertion of the lemma immediately follows.
Proof of the theorem. In the standard way we identify functions on T with functions on the interval [−π, π]. For v ∈ R define the functions e v on [−π, π] by e v (t) = e ivt . For an arbitrary interval I ⊆ [−π, π] let 1 I denotes its characteristic function: 1 I (t) = 1 for t ∈ I, 1 I (t) = 0 for t ∈ [−π, π] \ I. For 0 < ε < π let ∆ ε be the "triangle" function supported on the interval (−ε, ε), that is a function on [−π, π] defined by ∆ ε (t) = max(0, 1 − |t|/ε).
Let t 0 be a point such that ϕ is linear in some left half-neighborhood of t 0 and is linear in some right half-neighborhood of t 0 , but is not linear in any its neighborhood. Replacing (if necessarily) the function ϕ(t) by ϕ(t+t 0 )−ϕ(t 0 ) we can assume that t 0 = 0 and ϕ(t 0 ) = 0; thus we can assume that for a certain ε, 0 < ε < π, we have ϕ(t) = αt for t ∈ (−ε, 0] and ϕ(t) = βt for t ∈ [0, ε), where α = β.
Direct calculation yields for k = nα, nβ
For λ ∈ R let
It is easy to verify that
We shall show first that for n ∈ Z, n = 0, we have
where c(ϕ) is independent of n.
If g ∈ U(T) then the function g(−t) and the function g(t) (obtained by complex conjugation) belong to U(T) and have the same norm as that of g. So in the proof of estimate (4) we can assume that α > 0 and consider only the following three cases: 1) |β| > α; 2) β = −α; 3) β = 0.
We can also assume that n is positive and is so large that nα ≥ 2.
In what follows we put N = [nα] − 1, where [x] stands for the integer part of a number x.
Case 1). We have
At the same time for |k| ≤ N we have |nβ − k| ≥ |nβ| − |nα| = n(|β| − α), so
Note now that using the Cauchy inequality and the Parseval identity we obtain (see (3))
and similarly
Together relations (5)- (8) imply (see (2) )
and we obtain (4). Case 2). We have
Together with estimates (7), (8), which are true in Case 2), this estimate yields
and we obtain (4) again. Case 3). We have
Note that estimates (7), (8) are true in Case 3) if we replace the range |k| ≤ N in the sums by 1 ≤ |k| ≤ N. Thus we see that
and since | ∆ ε e inϕ (0)| ≤ 1, we obtain
Estimate (4) is proved.
and from (4), using Lemma, we obtain c(ϕ) + 1 2π log |n| ≤ ∆ ε e inϕ U (T) ≤ cM(ε) e inϕ U (T) .
The theorem is proved.
Remark. It would be interesting to describe pointwise multipliers of the space U(T), i.e. the continuous functions m on T such that mf ∈ U(T) whenever f ∈ U(T). According to the lemma obtained above the condition k∈Z | m(k)| log(|k| + 2) < ∞ is a sufficient condition for a function m to be a multiplier. The author does not know if this condition is necessary. The indicated condition can not be replaced by the weaker condition m ∈ A(T) (see [2, Ch. I, § 6]).
