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Abstract 
A linearly recursive sequence in n variables is a tableau of scalars {./i,...i,,) for i 1 , i 2 . . . . .  i, ~> 0. 
such that for each 1 <<.i<~n, all rows parallel to the ith axis satisfy a fixed linearly recursive 
relation hi(x ) with constant coefficients. We show that such a tableau is Hadamard invertible 
(i.e., the tableau (l/fi,...i,) is linearly recursive) if and only if all fi, ..i, ¢0, and each row is 
eventually an interlacing of geometric sequences. The procedure iseffective, i.e., given a linearly 
recursive sequence.f=(.~,...i,), it can be tested for Hadamard invertibility by a finite algorithm. 
These results extend the case n = 1 of Larson and Taft. 
1. Introduction 
Several authors have considered the algebra of l inearly recursive sequences over 
a field k under the Hadamard  (pointwise) product. Recently, Larson and Taft [4] gave 
a Hopf  algebraic proof  of the result determining the invertible lements of this algebra 
as the set of sequences with non-zero initial data which, starting from some coordi-  
nate. become interlacings of a finite number of non-zero geometric sequences. This 
result had been obtained earl ier in [1] by analytic methods for characterist ic k zero, 
and in [6] using algebraic methods. Our  Hopf  algebra methods are also effective, in 
the sense of finite algorithms (see Section 2). In this communicat ion,  we extend the 
discussion to the case of n> 1 variables, i.e., to multisequences (Ji,i2. ~,,), ij>~O for 
l<<.j<~n, which for each such j, and each choice of i, for t:~j, each row 
(./i,.. ij _, si~ ..... i° ).~/> 0 satisfies a linearly recursive relation ( independent of the choice of 
it for t# j ) .  The criterion for Hadamard  invertibi l ity will still be that a finite set of 
initial entries should be non-zero, and that each row should eventually be the 
interlacing of geometric series. Moreover,  the procedure is effective. 
See also [2] for a discussion of the coalgebraic aspects of l inearly recursive 
sequences in several variables. 
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2. The case of  n = 1 variable 
We recall here the ideas and methods of [4]. Let A=k[x]  be the 
polynomial algebra in one variable x, with bialgebra structure given by Ax = x ® x 
and e(x )= l ,  i.e., A and e are algebra homomorphisms from A to A®A and 
k, respectively, such that A (x")= x" ® x" and e(x" )= l  for all n~>0. We consider 
the dual space A* of linear functions on A as all sequences (f.)n~>0 for f .  in k, 
where such a linear function f is identified with (f.) for f .=f  (x") for n>~0. A* has 
a subspace A °, called the continuous linear dual of A, consisting of those f which 
vanish on some ideal of finite codimension in A (see [7-] ). Since each such ideal in A is 
generated by a monic polynomial, one sees that A ° consists precisely of the linearly 
recursive sequences f=( f , ) ,  i.e., there is a polynomial h(x)=x ' -h lx  r-1 . . . . .  h, 
such that f .=h l f~- l+h2fn -2+. . .+hr fn - r  for all n>~r (see [5]). We say that 
(f.) satisfies the relation h(x). If r is minimal, we call h(x) the minimal recursive 
polynomial of f. A ° is a bialgebra, whose algebra structure depends on the coalgebra 
structure of A. In [5], we chose Ax= 1 ® x+x ® 1 and e(x)=0,  yielding the Hurwitz 
(or divided power) product (see also [8-]). In this paper, Ax = x ® x and e(x)= 1, which 
yields the Hadamard  (or pointwise) product ( f , ) ( f . ' )=( f / ' ) ,  wheref ."=f. f :  for all 
n~>0. 
A geometric sequence (ar") for a, r ~ 0 in k satisfies the relation x - r ,  and its inverse 
(a-1 r - " )  satisfies x - r -1 .  We note that we do not assumef  in A ° satisfies h(x) from 
the beginning, i.e., h(0)~0. For example, we allow (rc,~/6,1,2,4,8,16 ....  ) which 
satisfies x 3 -  2x 2. Its inverse (1/~, 1/~/6, l, ½, ~,,1 ~,1 ~1, ... ) satisfies x 3 -½x 2. More gener- 
ally, if (e,=ar"), (f.=bs") . . . . .  (9.=ct") are a finite number m of non-zero geometric 
sequences, then their interlacing (eo,fo . . . . .  9o, e~ ,f l  . . . . .  01, e2 ,f2 . . . . .  /72, e3 ....  ) satis- 
fies (x ' -a ) (x  m-  b)... (x ' - c ) ,  so is linearly recursive. Its inverse is of the same form, 
so is also linearly recursive. In [4], we prove that f in A ° is Hadamard  invertible if and 
only if all f , -~0 and, except for a finite number of terms, f is an interlacing of 
geometric sequences. 
In order to use Hopf  algebra ideas, one needs to extend A = k Ix] to H = k Ix, x -  1], 
Laurent polynomials in x. H is a Hopf  algebra, and so is its continuous dual H °. H ° 
consists of doubly infinite Sg~luences (f,) for n in the integers Z, satisfying a recursive 
relation f ,=h l f . -1  +hz f . -2+ "'" +hrf,_~ for all n~Z, i.e., the polynomial h(x) satis- 
fies h(0)¢0. The restriction map H ° to A ° is a bialgebra homomorphism. There is an 
important bialgebra homomorph ism from A ° to H ° called backsolving. One writes 
the minimal recursive relation for f as h(x)=p(x)x k with p(0)g:0. Then we delete 
fo,- . .  , fk-1, and starting with fk, we use p(x) to backsolve to the left. For example, 
f=  (2, 5, 1, 1,2, 3, 5, 8 ... .  ) satisfies x4 _ x 3 _ x 2 = xZ (X2 - -  X - -  1 ) .  We delete fo = 2 and 
f l  =5,  and obtain a doubly infinite sequence 9=(  .... 92=2,9_x=-  1,0o = 1, 91 =0,  
92 = 1, 03 = 1, 94=2,  05=3,  06=5,  97=8 ....  ). This enables us to transfer the deter- 
mination of the invertible elements of A ° to those of H °. The group of group-like 
elements of H °, i.e., thosef=(f.) .~z with Af=f®fandf~O is precisely the group of 
geometric sequences e(r)=(r"), with e(r)e(s)=e(rs). We then use the Hopf  algebra 
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structure of H ° to show that each invertible element is an interlacing of non-zero 
geometric sequences. 
The procedure is effective, provided one has some information about the non-zero 
roots of a recursive polynomial h(x) for a sequence (J,,),~>0. We write h(x)=xkp(x) 
where p(0):~0. Then we backsolve to consider a doubly infinite sequence (F,) for n in 
Z. We must check that f0 , - - ' , fk -1  are non-zero, and then test (F,) for being an 
interlacing of geometric sequences. We consider the subgroup of the multiplicative 
group k* of non-zero elements of k generated by the roots of p(x). It is a finitely 
generated abelian group, with a torsion subgroup of finite order m. If k has character- 
istic p > 0, let p* be the smallest power of p not less than the largest multiplicity of the 
roots of p(x). Then F is invertible in H ° if and only i fF  is the interlacing ofm geometric 
sequences (or mp ~ geometric sequences at characteristic p > 0). So the finite algorithm 
for f  is to determine iffo . . . . .  fk-1 are non-zero, and then to examine the first 2m tor 
2mp ~) terms in F to predict the m ratios r 1 . . . . .  r,. and the polynomial (xm-r~) 
(x" - r2 ) . . .  (xm-rm) that F would satisfy if it were the interlacing of m (or mprl 
geometric sequences. Then we see if p(x) divides this polynomial. Clearly this is a finite 
procedure, once m has been determined. 
3. The case of  n > 1 variables 
We consider the bialgebra A=k[x l  . . . . .  x , ]  with each xi (and hence each mono- 
nomial x] .... x/") group-like. A=k[x l ]  ® k[x2] ® ... ® k[x.] as an algebra (also as 
a coalgebra), and thus A°~-k [x l ]  ° ® ... ® k [x . ]  ° as a bialgebra. 
Elements of A ° have been called 'recognizable' in [3]. They may also be identified 
with rational functions in several variables whose denominator is of the form 
Pl (xl)p2(x2).. .  p.(x,) for polynomials pl(x) . . . . .  p,(x). 
We identify each f in A* as a multisequence (Jili2...i,) for all il . . . . .  i,>~O, 
where ' _ i, ' ji,i2 i , - f (x  I X'E2...x~"). A 'row' of such a multisequence is a sequence 
{.~, ... J~ , ~i~ ..... ~ Ij t> 0} for a fixed il . . . . .  ie_ 1, i/+ 1 . . . . .  i, ~> 0, which we say is parallel 
to the xe-axis. The product in A* (and in A °) is the Hadamard product. 
Le t f  be in A°,f( J)=O for a cofinite ideal J of A. For each 1 <~i<~n, the powers of 
xi span a finite-dimensional space in A/J, so there is a minimal monic hi(x) in k [x] 
such that each row o f f  parallel to the xi-axis satisfies hi(x). Thus J contains the 
cofinite elementary ideal F generated by hi(x1) . . . . .  h.(x,). 
We introduce H = k [xl ,  x[- 1, x2, x2 1 . . . . .  x., x ,  a], a Hopf  algebra isomorphic to 
k[x l ,x [  1] @ ... ® k[x,,xZ1],  so H°_~k[xl,x1110 @ ... @ k[x. ,x] l ]o.  We think of 
each f in H ° as a scalar field attached to the integral lattice points in n-space. So 
f=  (Ji,...i.,) for il, i2 . . . . .  i. in Z, fi ...... i, =f(x] .... x~"). The rows o f f  are doubly infinite 
sequences with all rows parallel to the xi-axis satisfying a pi(xi) with pi(0)4:0. The 
restriction map H ° --* A ° is a bialgebra homomorphism. We use the elementary ideal 
F to backsolve from A ° to H °. We write hi(xl)=pi(xi)x~' with pi(O)¢=O. In each row 
parallel to the xcaxis, we backsolve starting from the kith coordinate. Let ~ : A ° --, H ° 
396 E.J. Ta/t/Discrete Mathematics 139 (1995) 393 397 
be this backsolving map. If c~(f) is not invertible, i.e., if some row of e ( f )  is not an 
interlacing of geometric sequences, then f is not invertible, f is invertible if and only if 
all f~,...i, ¢0  and each row of f is eventually an interlacing of geometric sequences. 
This is because all rows parallel to a fixed axis must satisfy the same recursive relation, 
and be themselves invertible. This transfers the problem to showing that in H °, each 
row of ct(f) is an interlacing of geometric sequences. 
We claim the procedure is finite, i.e., we only have to check a finite number of rows 
in c~(f) for interlacing of geometric sequences, as well as checking only a finite number 
of coordinates o f f  for being non-zero. Starting at the position k~ k2 ... kn, we consider 
the finite hypercube having fk,...k, in the upper left corner, and which includes all the 
initial data beyond this point, i.e., in each row parallel to the xith axis, include position 
kl to degree hi(x)- 1. Then, we backsolve along each of the (finite number of) rows 
through and in front of the hypercube, which involves deleting only a finite number of 
coordinates of f If some backsolved row is not an interlacing of geometric sequences, 
then f is not invertible. If each of these backsolved rows is an interlacing of geometric 
sequences, then ct(f) is invertible, because outside of these rows, the recursive relation 
will guarantee the interlacing of geometric sequences in the other rows. Then we have 
only to check that the entries deleted in the backsolving were not zero, and then f is 
invertible, since the reciprocal sequence f -1  will satisfy x k' times an appropriate 
interlacing relation for each 1 ~<i~< n. Thus we have an effective procedure to accom- 
pany the following theorem. 
Theorem. f in k[xl  . . . . .  x,] ° is Hadamard invertible if and only if there is a 
finite hypercube in the multisequence r presentation of f such that the rows through 
and in front of the hypercube have non-zero coordinates before the hypercube, and are 
eventually interlacin9 of non-zero 9eometric sequences. 
We illustrate with n=2,  and f ~k [x, y] ° in tableau form 
1 
Y 
y2 
y3 
y4 
y5 
1 x X 2 X 3 X 4 
* * . . . . . .  
* * . . . . . .  
1 5 2 l0  4 
7 9 14 18 28 
3 15 6 30 12 
21 27 42 54 84 
X 5 X 6 
20.-. 
36.-- 
60-.. 
108.-. 
satisfying x3-2x=x(x2--2) and y4--3y2=y2(y2--3). We must first check that the 
* entries are non-zero. Then we test separately the first two rows and the first column 
(here we use row and column in the usual 2 × 2 sense) by the n = 1 method. Then, 
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s tar t ing  wi th  the hypercube  
we test the two rows to the r ight,  and  the two co lumns  go ing down.  Th is  will cer ta in ly  
be inver t ib le  if all the • entr ies  are non-zero .  
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