Absfrocf -Significant problems in basic mobile IPv6 occur due to its inability to support micro-mobility because of long delay and high packet loss during handover. Hierarchical mobile IPv6 (HMIPv6) as an extension of basic Mobile IPv6 solves the problem by separating the handover management to macromobility and micro-mobility. HMIPv6 introduced a new protocol element called Mobility Anchor Point (MAP) to manage the mobility. HMIPv6 can reduce the delay and the amount of signaling during handover. However the protocol still cannot meet the requirement for traffic that is delay sensitive such as voice especially in macro mobility management. Duplicate address detection and the transmission time for the handover operation could cause high handover delay.
Introduction
The next generation of communication system must enable mobility and real time application such as multimedia application in a cost efficient way to the users. Wide area cellular systems, which have been implemented to telecommunication services, have already supported user mobility. However the several factors due to lack of bandwidth and high cost motivates towards a better mobility management protocol to meet the requirement for future communication. There has been recently known that Internet Protocol (IP) bas been defined as the [2] .
Although Mobile IPv6 supports mobility, several mobility requirements have not been achieved. The list of main requirements specific to an IP-based mobility management protocol are as follows [3] :
Hierarchical structure -to localize scope of 
The review of HMIPv6
Hierarchical mobile IPv6 utilizes a new code called Mobility Anchor Point (MAP). MAP will limit the amount of signaling outside the local domain and able to support fast handover to help Mobile IPv6 to achieve seamless mobility. MAP will further diminish signaling generated by MIPv6 over radio services. The new terms for addresses are required, regional care of address (RCoA) on the MAP'S domain and on-link care of address (LCoA) from the access router.
Handover management in HMIPv6 is separated to macro mobility and micro mobility. 
Handover Procedure
In this section we describe the handover procedure involved in HMIPv6.
Handover procedure could be divided into two parts: Handover on lower layers (link layer and Physical Layer) or L2 handover and handover on the network layer or L3 handover.
L2 Handover consists of two components: 1 .Handover Trigger.
MN i s monitoring the Received Signal Strength
(RSS) of the current access router's signal. If RSS from current AR drops under handover threshold, it shows that the wireless link quality of current AR is not good enough to support connection. MN initiates to switch to new AR. However the discussion of handover trigger is still on progress. The usage of L2 trigger in mobile IPv6 will effect to the dependency of mobile IPv6 to access different technologies. Mobile IPv6 should be independent to different access technologies. L3 trigger are proposed based on router advertisement such as lifetime field or advertised network prefix [7] . The discussion is out of the scope of this document. 2. Beacon Period.
Every AR periodically broadcasts a BEACON signal. This signal is an invitation for MN to establish a connection with AR. The time for MN receives the beacon is called beacon period. After MN establishes the new connection from new AR and disconnect with old AR, the L2 handover completed.
The second parts of handover procedure is L3 Handover that considering on mobility signaling at the network layer. The routing scheme starts from MN sends BU to HA/CN until it receives packet from HA/CN. The time for this signaling routing scheme is called registration time or L3 handover time. The delay comes from the Transmission time of the whole signaling and the process of DAD check.
During this operation, MN cannot receive any packets until CN receives BU message.
We have analyzed the scheme and hy to overcome the problem. The details are described below.
Proposal of Routing Scheme for HMIPv6
The On arrival of the in-flight packets at the MAP1, MAPI encapsulates an in-flight packet and then tunnels it to the appropriate multicast addresses in this case are AR2 and AR4. Then ARs buffer the packet in per MN-user. The buffer is based on MN's unique identifier as an index. Then if any request from MN, the AR4 will forward the packet otherwise the packet will be discarded for specific time duration. The process of multicast group subscription takes place while MN still in the MAPI, thus MN is still receiving packet from CN. b. Acquiring new address from new network (MAP 2 network) operation.
1. MN sends BU to MAP2 through AR4 and send request message to forward multicast packet to the MN 2. AR4 receives BU and request message to forward multicast packets to MN. AR4 will forward the oacket to MN.
.
MN sends BU to CN through AR4 and MAP2 6. AR4 sends BU to MAP2
7. MAP2 sends BU to CN 8. CN receives and change the destination address from old RCoA to new RCoA 9. CN sends packet to MN through MAP2 and AR4 10. MAP2 receives and sends to AR4 ll.AR4 receives the packet. AR4 stops sending multicast packet from MAPI and subsequently AR4 sends packet to MN that is directly from
CN.
After the registration operation is finished, MN already able to receive packet based on its new addresses as similar with Hierarchical mobile IPv6.
Performance Testing
The performance is based on simulation study. We use Network Simulator (NS-2) [9] , which is widely used in the networking community to study IP networks. We analyzed and measured the delay and the packet loss during the handover. We measured both of two schemes HMIPv6 and our proposal. For our proposal, we measured the delay from MN sends BU until MN receives multicast packet from new access router and for HMIPv6, we measured from MN sends BU until MN receives packet from new access router.
Simulation Parameters
We can configure the parameters of the topology that already supported by NS-2. In order to simulate the real traffic, we set up-the Correspondent Node The Wireless link is used to the connection between AR to the mobile node. For the wireless link, bandwidth is considered 2 Mbps. The wireless delay can be as propagation delay and varies according to distance and the environment. For this simulation we may assume the propagation delay as the wireless link delay the delay varies from 10 ms to 50 ms. The results are plotted in two figures. Figure 5 represents performance of handover delay for various wireless link delays. We tried to compare between our proposal and HMIPv6.
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Figure 5 -the comparison of Handover Delay between basic HMIPv6 and Proposed Scheme
We have compared the handover delay between HMIPv6 and our proposal. Our Proposal can reduce the delay for MN to receive packet. The reduction is on average 68%. However various human factors studies have shown that maximum tolerable delay for interactive conversation is approximately 200 ms. If we assume that the beacon period is approximately 100 ms [3] , our proposal can meet the requirement only when we set up wireless link delay below 20 ms. We may improve the wireless connection link between access router and MN for the practical environment.
Another parameters for performance testing are packet loss. We assume the scenario similar to the first simulation and we fix the wireless link delay to 10 ms to give better performance. We assume the packet service rate is varied for different application. The packet service rate is the numbcr of packets transmitted per unit time. We vary the packet service rate from 10 packets/second to 100 packetdsecond. Our proposed multicast scheme can reduce the packet loss during the handover operation. Packet loss in HMIPv6 is about 19.84% from the packet service rate. For our multicast scheme, the packet loss is about 2.216%. In [9] , for VOIP requirement, the packet loss is tolerable up to 3%.
Conclusion
We have presented our proposal considering the routing Scheme for macro mobility handover in Mobile IPv6. We focus on the routing scheme of the registration operation that could cause delay. The delay comes from the transmission time of the signaling and the duplicate address detection. We proposed to adopt the multicast scheme to support simultaneous operation between registration operation and the operation of forwarding the packet during handover. The packet will be multicast to new access router. When MN roams to new network, new access router already has the multicast packet. If any request from MN, new access router will forward the multicast packet to MN.
We have simulated the performance using NS-2 and the results shows that the reduction of the handover delay is in average of 68% than HMIPv6 and for the packet loss for our proposed multicast scheme is on average of 2.216% from the packet service rate.
