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Abstract—This paper proposes an analytical framework for
modelling resource contention in multi-robot systems, where the
travel times and task durations are uncertain. It uses several
approximation methods to quickly and accurately calculate the
probability distributions describing the times at which the tasks
start and finish. Specific contributions include a method for
calculating the probability of a set of independent normally
distributed random events occurring in a given order, an upper
bound on that probability, and a method for calculating the
most likely and n-th most likely orders of occurrence for a set
of independent normally distributed random events that have
equal standard deviations. The complete framework is shown
to be much faster than a Monte Carlo approach for the same
accuracy in two multi-robot task allocation problems. This is a
general framework that is agnostic to the optimisation method
and objective function used, and is applicable to a wide range of
robotics and non-robotics problems.
Index Terms—Task allocation, uncertainty, resource contention
I. INTRODUCTION
MULTI-ROBOT Task Allocation (MRTA) problems arisein many scenarios, and involve assigning a set of robots
to a set of tasks. Much of the existing solution methods
assume deterministic robot dynamics, and ignore the effects of
resource contention. This paper explicitly models uncertainty
in the travel times and task durations of the robots, and the ef-
fects that result from multiple robots using mutually exclusive
resources. An analytical framework for calculating the cost
of a set of task assignments is developed, and it is shown to
outperform deterministic and Monte Carlo approaches.
This work is motivated by multi-robot scenarios where there
is a shared resource that cannot be used by all of the robots
at once, such as an intersection or narrow passageway, as well
as situations where the robots cannot perform their tasks in
parallel and must wait for previous robots to finish before
commencing their task, such as construction and maintenance
tasks. The techniques developed in this paper for modelling
these effects are applicable to a wide range of scenarios such
as machine shop scheduling [1], as well as other robotics
problems such as multi-robot path planning [2], and plan-
ning for recharging robots [3]. While there is literature on
MRTA problems that incorporate either uncertainty [4]–[7]
or resource contention [8], [9], to the best of the authors’
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knowledge this is the first work to combine the two. The
framework developed in this paper analytically calculates the
probability distributions describing the times at which the tasks
are started and completed. This framework is independent of
the choice of optimisation method used, facilitates the use of
any objective function, and can also be used in conjunction
with chance constraints. In addition to the framework, specific
contributions of this paper include:
• a method for calculating the probability, and an upper
bound on the probability, of a set of independent normally
distributed random events occurring in a given order;
• a method for calculating the most likely and n-th most
likely orderings of independent normally distributed ran-
dom events, when the standard deviations of the occur-
rence times for each event are equal;
• a normal approximation to the conditional probability
distribution describing a random event given a specific
order of events; and
• a comparison of the framework with deterministic and
Monte Carlo approaches in two simulation examples.
In the remainder of this paper, Section II presents an
overview of related literature, and Section III develops the
analytical framework. Section IV evaluates the utility of the
framework, and Section V concludes the paper with sugges-
tions for future research.
II. RELATED LITERATURE AND BACKGROUND
MRTA problems have been extensively studied in the
literature—a recent review of the state-of-the-art solution
methods for MRTA problems is presented in [10]. The authors
note that solving MRTA problems with complex constraints,
including uncertainty and resource contention, is still an open
question. Uncertainty has been considered by several papers,
but has been dealt with by each in different ways. The
interval Hungarian algorithm was developed in [4] to deal
with problems that have uncertainty in the utility estimate
of a given assignment. This method relies on knowing the
Probability Density Function (PDF) describing the utility. The
interval Hungarian algorithm can be applied to problems with
resource contention, using the framework developed in this
paper to calculate the PDFs of the utility. Task allocation in
teams consisting of both robots and humans was considered
by [5], where humans have the option of rejecting a task
assignment. They developed a replanning algorithm using a
multi-agent Markov decision process that incorporated the
probability that a human will reject the task. Finally, sensitivity
analysis approaches were used in [6], [7] to quantify when a
ar
X
iv
:1
60
7.
04
35
8v
2 
 [c
s.M
A]
  8
 Fe
b 2
01
7
2task assignment should be recomputed in response to changes
in the environment. The effect of resource contention was not
included in any of the above papers.
Resource contention was considered in [8], where a team of
robots operating in an office building frequently encountered
areas where only one robot could operate at a time, such
as doorways and cluttered corridors. The authors introduced
a decentralised method that used aggression signalling to
resolve interactions during task execution. A method for
calculating the optimal task assignment in scenarios with
resource contention was developed in [9]. The costs asso-
ciated with the resource contention were modelled using a
penalisation function, and they showed that the problem is
NP-hard when the penalisation function is polynomial-time
computable. Their approach used Murty’s ranking algorithm
to find next best assignments when ignoring contention costs,
and then evaluated these assignments with the contention costs
included. The above approach could be used in conjunction
with the framework developed in this paper for scenarios
where uncertainty is also considered.
A. Maximum of normally distributed random variables
This subsection presents background theory on analytically
calculating the mean and variance of the maximum of two in-
dependent normally distributed variables, originally presented
in [11]. Consider X ∼ N (µX , σ2X) and Y ∼ N (µY , σ2Y ). Let:
α =
√
σ2X + σ
2
Y , β =
µX − µY
α
. (1)
Using the following notation:
φ(x) =
exp(−x2/2)√
(2pi)
, (2)
Φ(x) =
∫ x
−∞
φ(t)dt =
1
2
(
1 + erf
(
x√
2
))
, (3)
where erf(.) is the error function, defined as:
erf(t) =
2√
pi
t∫
0
exp
(−τ2) dτ, (4)
max(X,Y ) is approximated by a normal distribution, Z ∼
N (µZ , σ2Z), where:
µZ = µXΦ(β) + µY Φ(−β) + αφ(β), (5)
σ2Z = (µ
2
X + σ
2
X)Φ(β) + (µ
2
Y + σ
2
Y )Φ(−β)
+ (µX + µY )αφ(β)− µ2Z . (6)
For more than two variables, the author suggests iteratively
applying the above approximation to pairs of variables.
B. Conditioning random variables
This subsection summarises a method presented in [12] for
calculating the mean and variance of a random variable, B,
that is conditioned on other random variables, A and C, to
satisfy the inequality A < B < C. This method can be
used to calculate (B|B < C) and (B|A < B) by using
µA = −∞ and µC =∞ respectively. The mean and variance
of the conditional probability distribution are denoted as µˆB
and σˆ2B respectively. First, the reference frame is transformed
such that B is a standard normal distribution. This yields
transformations of A and C to D and E respectively:
D ∼ N (µD, σ2D), E ∼ N (µE , σ2E), (7)
where:
µD =
µA − µB
σB
, σ2D =
σ2A
σ2B
, (8)
µE =
µC − µB
σB
, σ2E =
σ2C
σ2B
. (9)
Then, the mean of the conditional probability distribution
is given by:
µN = 2α
(
1√
σ2D + 1
exp
(
− µ
2
D
2(σ2D + 1)
)
− 1√
σ2E + 1
exp
(
− µ
2
E
2(σ2E + 1)
))
, (10)
where:
α =
1
√
2pi
[
erf
(
µE√
2(σ2E+1)
)
− erf
(
µD√
2(σ2D+1)
)] , (11)
and the variance is given by:
σ2N = α
[√
2pi
((
1 + µ2N
)(
erf
(
µE√
2(σ2E + 1)
)
− erf
(
µD√
2(σ2D + 1)
)))
+
2√
σ2D + 1
(
µD
σ2D + 1
− 2µN
)
exp
(
− µ
2
D
2(σ2D + 1)
)
− 2√
σ2E + 1
(
µE
σ2E + 1
− 2µN
)
exp
(
− µ
2
E
2(σ2E + 1)
)]
.
(12)
The new mean and standard deviation are then transformed
back to the original reference frame to give µˆB and σˆ2B :
µˆB = µNσB + µB , σˆ
2
B = σ
2
Nσ
2
B . (13)
The approach used to derive the above method is reliant on
the condition that µA < µC , and the assumption that there is
limited overlap between A and C.
III. FRAMEWORK
This section develops the analytical framework for mod-
elling resource contention when uncertainty is considered. Two
cases are examined—in the first, the order in which the robots
use the resource is specified, while in the second, the order
is determined by the order in which the robots arrive at the
resource. In both cases, the robots have a time that they arrive
at the resource, T aX , and a duration for using the resource, DX ,
that are independent normally distributed random variables,
where X identifies the robot.
3For the first case, consider a simple example of two robots,
A and B, that both need to perform an action at the same
location. Only one robot can perform their action at the
location at a time, so the second robot may have to wait for
the first robot to complete its action before commencing its
own action. If robot A must perform its action before B, then
the time that robot A starts its action, T sA, is simply the time
that it arrives at the location, T aA. The time that it finishes the
action at, T fA, is given by:
T fA = T
s
A +DA, (14)
where the sum is performed by adding the means and variances
of T sA and DA. Since robot B can only commence its action
after A has finished, the time that robot B starts its action,
T sB is given by:
T sB = max(T
f
A, T
a
B), (15)
where the max is calculated using the approximation described
in Section II-A. The time that robot B completes its action,
T fB , is then given by:
T fB = T
s
B +DB . (16)
For 3 or more robots, the start and finish times of their action
are calculated by iteratively applying Eqs. (15) and (16) with
respect to the previous robot to perform its task.
The second case, where the order in which the robots use the
resource is not specified, commonly occurs in situations that
have a First-In First-Out (FIFO) property, such as queues and
some intersections. Consider a similar multi-robot scenario to
the first case where two robots, A and B, travel to a location
and perform a task. In contrast to the first case, the first robot
to arrive at the location is the first to perform its task. Clearly,
there are two possible orders then in which the tasks can
be performed—A followed by B, and B followed by A. To
calculate the completion time for each robot, both orders must
be considered. Consider the case where A arrives before B.
The time that A starts its task is first conditioned on the order
in which the robots arrive:
(T sA|T aA < T aB) = (T aA|T aA < T aB). (17)
The time that A completes its task is given by:
(T fA|T aA < T aB) = (T sA|T aA < T aB) +DA. (18)
The time that B starts its task is then calculated as:
(T sB |T aA < T aB) = max
(
(T fA|T aA < T aB), (T aB |T aA < T aB)
)
,
(19)
and the time that B completes its task is given by:
(T fB |T aA < T aB) = (T sB |T aA < T aB) +DB . (20)
The completion time for each robot, considering all orders
of arrival, is calculated by summing the probability weighted
completion times for each order of arrival. For robot A:
T fA = P (T
a
A < T
a
B)(T
f
A|T aA < T aB)
+ P (T aB < T
a
A)(T
f
A|T aB < T aA), (21)
where P (T aX < T
a
Y ) is the probability that X arrives before
Y . This process extends to n robots, with the downside that
there are n! orders of arrival that have to be considered.
The following subsections present methods for calculating
the probability of an order of arrival (Section III-A), and for
conditioning the arrival times on the order of arrival (Section
III-B). Section III-C discusses some possible approaches for
reducing the computational requirements of the methods.
A. Calculating the probability of an order of arrival
First, consider two robots with arrival times T aA and T
a
B .
The probability that A arrives before B is given by:
P (T aA < T
a
B) =
0∫
−∞
pTaA−TaB (t)dt, (22)
where t is time, and pX(t) denotes the PDF of the random
variable X . If T aA ∼ N (µA, σ2A) and T aB ∼ N (µB , σ2B), then:
P (T aA < T
a
B) =
1
2
(
1 + erf
(
µB − µA√
2 (σ2A + σ
2
B)
))
. (23)
Extending this to three robots, A, B, and C, the probability
that A arrives before B, and that B arrives before C, is given
by:
P ((T aA < T
a
B) ∩ (T aB < T aC))
= P (T aA < T
a
B)× P (T aB < T aC |T aA < T aB). (24)
Calculating the conditional probability P (T aB < T
a
C |T aA <
T aB) is challenging. It is possible to reformulate this problem
as a multivariate normal distribution through a linear transfor-
mation. Let X = T aA − T aB and Y = T aB − T aC , then:
M =
[
X
Y
]
= ST =
[
1 −1 0
0 1 −1
]T aAT aB
T aC
 , (25)
µ =
µAµB
µC
 , Σ =
σ2A 0 00 σ2B 0
0 0 σ2C
 . (26)
The multivariate normal distribution, M , then has mean, µM
and covariance, ΣM , calculated using a linear transformation:
µM = Sµ, (27)
and:
ΣM = SΣS
T . (28)
The probability P ((T aA < T
a
B) ∩ (T aB < T aC)) is calculated
by evaluating the Cumulative Distribution Function (CDF) of
M at X = 0 and Y = 0. Unfortunately, no analytical solution
exists for the CDF of a multivariate normal distribution [13].
However, a numerical approximation approach based on [14]
is readily available as the mvnun function in the stats.mvn
module of the Scipy package for Python.
The mvnun function is computationally expensive, espe-
cially for high-dimensional multivariate distributions. If there
are independent parts of the distribution (e.g., P ((T aA <
T aB) ∩ (T aB < T aC) ∩ (T aD < T aE) ∩ (T aE < T aF )) where ABC
4are independent from DEF ), then, in practice when using
mvnun, it is significantly faster to calculate the probabilities
of each independent part separately and simply multiply the
probabilities together, than to compute the probability using
the entire multivariate distribution.
1) Estimating the probability: The computational require-
ments of mvnun can become excessive as the number of
robots is increased. For example, with 8 robots, there are over
40,000 possible orders of arrival. In this case, mvnun takes
3ms to compute the probability of one arrival order, requiring
a total of 120s to calculate the probability of every order. It
is therefore desirable to have a fast method of estimating the
probability to use either in place of mvnun or to allow unlikely
arrival orders to be discarded before mvnun is called. The
approach proposed here estimates the probability of an order
of arrival by multiplying together the probability of successive
pairs of robots arriving before each other, as outlined in Eq.
(29). The probability of one robot arriving before another is
calculated using Eq. (23). Since this approach ignores any
correlation between the pairs of robots, it is guaranteed to be
an overestimate of the actual probability, providing an upper
bound on the probability of a given order.
P¯
(
(T a1 < T
a
2 ) ∩ · · · ∩ (T an−1 < T an )
) ≈ i=n∏
i=2
P
(
T ai−1 < T
a
i
)
.
(29)
2) Finding the n-th most likely order of arrival: Another
method of reducing the computational requirements of this
approach is to only consider likely orders of arrival. Thus,
it is desirable to be able to determine what the most likely
orders of arrival are. In the general case, this requires an
exhaustive search over all orders of arrival. An approach like
branch and bound combined with the upper bound provided
by the estimate in Section III-A1 is one way to reduce the size
of this search space. The rest of Section III-A2 considers the
special case where the standard deviations of the arrival time
for each robot are equal. In this case, the n-th most likely order
of arrival can be found using a similar approach to Murty’s
ranking algorithm for efficiently ranking assignments by their
cost [15].
Theorem 1. The most likely order of arrival is the order in
which the mean arrival times are ascending.
Proof. See Appendix A for full proof.
Summary: The proof presented in Appendix A shows that
ordering any pair of neighbouring robots in a sequence of
robots by their mean arrival times will result in a higher prob-
ability order of arrival than the opposite ordering. Applying
this to all pairs of robots leads to the conclusion that the most
likely order of arrival can be obtained by sorting the robots
by their mean arrival times.
Corollary 1. The second most likely order of arrival can be
found by swapping one pair of neighbouring robots in the most
likely order of arrival.
Corollary 2. The n-th most likely order of arrival can be
found by swapping at most n−1 pairs of neighbouring robots
when starting with the most likely order.
Input : List of arrival time distributions, T , probability
threshold, φ
Output: Most likely orders of arrival, L
1 O ← T sorted by mean values
2 L← list[O], i← 2
3 while (
∑
probability of Q ∀Q ∈ L) < φ do
4 for Y ∈ neighbours of O that have not been visited
yet do
5 Append Y to L
6 Sort L by probability
7 O ← i-th entry in L
8 i← i+ 1
Algorithm 1: Calculate the most likely orders of arrival
Corollary 3. The (n+ 1)-th most likely order of arrival can
be found by swapping one pair of neighbouring robots in one
of the n most likely orders.
Together, Corollaries 2 and 3 enable the application of a
similar approach to Murty’s ranking algorithm. Algorithm 1
details an approach which finds the set of most likely orders
of arrival up to a threshold on the sum of their probabilities.
The algorithm first finds the most likely order of arrival on
Line 1. It then finds the i-th most likely order on Line 7 by
searching the neighbours of all orders up to the (i − 1)-th
most likely order, disregarding orders that have already been
considered. This is necessary as an order can be reached in
many ways from different parent nodes. When the sum of
the probabilities of the orders considered is greater than the
threshold, the algorithm returns the list of orders.
While this approach is only guaranteed to search through
the orders of arrival in the order of their likelihood for
cases where the distributions describing the arrival times have
equal standard deviations, it can be applied to cases where
the standard deviations are not equal with the loss of this
guarantee.
B. Conditioning the arrival times on the order of arrival
A method for calculating the mean and variance of the
random variable T aB conditioned on the arrival order ABC,
(T aB |T aA < T aB < T aC), was presented in Section II-B.
1) Extension to general conditions: For cases where the
conditions listed in Section II-B are not met, the method is a
poor approximation of the mean and variance. To apply this
approach in such situations, it is proposed that T aA and T
a
C
be applied one at a time. Applying these conditions one at a
time involves using the procedure from Eq. (7) to Eq. (13)
with one of the distributions set to either −∞ or ∞, and then
using the result of that procedure as the distribution for T aB
when applying the remaining condition.
The order in which the conditions are applied can impact the
resultant distribution. In order to determine the order in which
the conditions should be applied, a decision tree was learnt
using the scikit-learn module for Python. The three choices of
method are:
1) apply T aA and T
a
C together;
2) apply T aA followed by T
a
C ; and
5𝛾 > 1.3 
𝜇𝐷 > −𝜇𝐸  
𝜎𝐷 > 𝜎𝐸 or δ < 0.316 𝜎𝐸 > 𝜎𝐷 or δ < 0.316 
Method 1 
Method 2 Method 3 Method 3 Method 2 
True False 
Fig. 1: Decision tree for determining the order in which to
apply the conditions. Note that the means and standard devi-
ations used here are calculated from the original distributions
using Eq. (8) and (9). The first decision checks if the distri-
butions overlap enough to require the conditions to be applied
individually, while the second and third decisions compare
the relative positions and shapes of the two distributions to
determine which should be applied first.
3) apply T aC followed by T
a
A.
The decision tree to determine which method to use is
presented in Figure 1. The parameters γ and δ are an overlap
metric and shape metric respectively, as defined in [12]:
γ =
µC − µA
σC + σA
, δ =
∣∣∣∣log(σAσC
)∣∣∣∣ . (30)
γ is a measure of the degree of overlap between the
probability distributions of the two conditions, and δ is a
measure of the difference in the variances of T aA and T
a
C .
The decision tree was trained on over 200,000 different
combinations of values for T aA and T
a
C , and a separate set
of 10,000 combinations of randomly sampled values was used
for evaluation. KL divergence was used as a measure of error
between the method selected by the decision tree and the
optimal method. The optimal method was selected in 84.8%
of cases. For all cases, the average and Root Mean Squared
(RMS) KL divergences were 3.1E−3 and 9.4E−2 respectively,
and for cases where the incorrect decision was made they were
2.0E−2 and 2.4E−1 respectively. The majority of the error
was accrued in a few cases where the distributions T aA and T
a
C
have a very low probability of satisfying T aA < T
a
C , resulting
in a very high KL divergence (> 1). Thus, even though this is
a poor approximation in a small number of cases, it will have
a negligible impact on the result when it is multiplied by the
probability of that order occurring.
2) Iteratively applying conditions: So far, only the second
robot to arrive in a group of three robots has been consid-
ered. Analytically calculating the mean and variance for the
conditional arrival time of the other robots is a challenging
problem. Instead, it is proposed that the conditions be applied
iteratively. The conditional arrival time of the first robot,
(T aA|T aA < T aB < T aC), is calculated as:
(T aA|T aA < T aB < T aC) = (T aA|T aA < (T aB |T aB < T aC)). (31)
By iteratively applying the conditions, any number of robots
can be considered.
C. Computational complexity
As mentioned previously, there are n! possible orders that n
robots can arrive in. This means that, as the number of robots is
increased, the analytical approach presented above can quickly
become computationally more expensive than numerical meth-
ods. The method of estimating the probability presented in
Section III-A1 reduces the computational cost of each order
considered, and the threshold method developed in Section
III-A2 may reduce the number of orders considered. Another
simple method of reducing the computational complexity is to
examine pairs of robots and disregard a certain arrival order for
that pair of robots if the probability is low enough. Consider
the robots A, B, and C. If the probability that B arrives before
A, evaluated using Eq. (23), is lower than a user specified
threshold, then, of the six possible orders that the robots can
arrive in, only ABC, ACB, and CAB would be evaluated.
IV. RESULTS
This section presents results for two MRTA scenarios. In
the first scenario, the order in which the robots must perform
their tasks was specified, and in the second scenario, the order
that the tasks are performed in was determined by the order
in which the robots arrive at the task. In both cases, it was
assumed that the robots have local collision avoidance algo-
rithms to prevent collisions between robots, and any deviations
in their travel times due to collision avoidance between the
robots was assumed to be captured by the uncertainty of their
travel times. All methods were tested on a laptop with a
2.8GHz Intel i7-4810MQ and were programmed in Python
by the author.
A. Scenario 1: Task order is specified
The first scenario consisted of a heterogeneous fleet of 4
different types of robots performing assembly tasks at four
locations. There were 4 robots of each type, giving a total of
16 robots. The tasks must be executed in a specific order, so
some robots may have to wait for other robots to complete
their task before commencing its own task. The problem was
to allocate one of robot of each type to each location. 100
random instances were considered. In each instance, the means
and standard deviations of the distributions describing the
uncertain travel times and uncertain task durations of each
robot were randomly selected. The optimisation objective was
to minimise the expected cost of the construction, where cost
is incurred if the construction takes longer than a specified
deadline, κ.
The analytical method (A) presented in this paper enables
the calculation of the random variable describing the time
at which the construction is completed, T . From this, the
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Fig. 2: Results for Scenario 1 showing the average of the
cost minus the best known cost for each scenario versus the
calculation time to find the optimal allocation for each method.
The error bars show a 95% confidence interval. The Monte
Carlo method used 5, 10, 20, 40, and 80 samples.
expected tardiness, pi, is calculated as:
pi = E(max(0, T − κ))
=
µT − κ
2
(
1 + erf
(
µT − κ
σT
√
2
))
+
σT√
2pi
exp
(
− (µT − κ)
2
2σ2T
)
, (32)
where E(X) is the expected value of the random variable X .
Both a deterministic (D) and a Monte Carlo (M) approach
were used as benchmarks for the analytical method, with
the number of samples used in the Monte Carlo method
varied between 5 and 80. An exhaustive search over all
possible allocations was used for testing each method, and
ground truth costs were evaluated using a Monte Carlo method
with 100,000 samples. Figure 2 shows the performance of
each method versus its calculation time. For each random
instance, the cost of the lowest cost assignment found by any
method was subtracted from the cost for each method and
then averaged across all instances. It was necessary to use
this relative cost to enable comparison across scenarios. As
can be seen, the analytical approach presented in this paper
consistently resulted in the lowest cost allocations.
B. Scenario 2: Task order is unspecified
The second scenario consisted of multiple robots, with
the caveat that some of the robots were controlled by other
entities and their actions were not coordinated. Such situa-
tions may become common in the future where robots from
multiple vendors coexist in uncontrolled environments without
a centralised controller. In this scenario, 30 robots starting
at random locations each collect a package from one of 30
locations and then deliver the package to its destination. The
robots will encounter other robots collecting packages at the
collection locations and may be required to queue before
collecting the package. Thus, the resources under contention
are the package collection locations. It was assumed that the
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(a) 1 uncontrolled robot per location (n = 1)
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(b) 3 uncontrolled robots per location (n = 3)
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(c) 6 uncontrolled robots per location (n = 6)
Fig. 3: Results for Scenario 2 showing the average of the
cost for each scenario minus the best known cost versus the
calculation time to find the optimal allocation. Values for the
number of robots controlled by other entities at each location,
n, of 1, 3, and 6, were used, as noted under each figure. The
error bars show a 95% confidence interval. The A method used
thresholds on the sum of the probabilities of 80%, 90%, 95%,
99%, and 100%. The MC method used 10, 100, 1,000, and
10,000 samples. In (c), 100,000 samples was also used.
actions of the uncontrolled robots are known to the optimiser.
The optimisation aim was to generate an optimal allocation of
robots to packages that minimised the tardiness cost incurred
for delivering packages after their deadline. In contrast to the
previous scenario, individual deadlines were considered for
each package.
7The number of robots controlled by other entities that visit
each collection location, n, was varied between 1 and 6. When
n = 6, the entire scenario consisted of 30 controlled robots and
180 uncontrolled robots. 100 random scenarios were tested for
each value of n, each with random arrival time distributions
and task durations for each robot, and random deadlines for
each package. The standard deviations of the arrival time
distributions for each robot were set to be equal to one another
to demonstrate the utility of the method presented in Section
III-A2 for calculating the set of most likely orders of arrival.
Note that the results presented here are valid for cases where
the standard deviations are not equal, with the exception of the
methods using Algorithm 1 with a threshold less than 100%.
The analytical method was tested using both the analytical
method for calculating the probability of an order of arrival
(A), and the method for estimating this probability presented
in Section III-A1 (AEst). Only A used Algorithm 1 to limit
the number of orders considered, and values of 80%, 90%,
95%, 99% and 100% were used for the probability threshold.
These approaches were benchmarked against a deterministic
approach (D), and a Monte Carlo approach (M). The number
of samples used in M was varied between 10 and 10,000 for
the cases where n ≤ 5, and between 10 and 100,000 for
the case where n = 6. As the cost incurred by one of the
controlled robots does not depend on the assignments of the
other controlled robots, the cost associated with each robot
being assigned to each task can be calculated prior to the
optimisation and the Hungarian algorithm [16] can then be
used to calculate the optimal allocation. Ground truth costs
were evaluated using a Monte Carlo method with 100,000
samples when n ≤ 5, and 1,000,000 samples when n = 6.
Figure 3 shows the results for each method versus the
calculation time. As can be seen, the A method consistently
achieved the lowest cost solutions when using a probability
threshold of 100%. This came at the expense of calculation
time as the number of external robots was increased. Lowering
the probability threshold resulted in lower calculation times
at the expense of solution cost. The AEst approach gave a
reduction in calculation time of a factor of approximately 5
over the A approach with a probability threshold of 100%,
but also suffered from increased solution cost. For the case
where there is only 1 uncontrolled robot per location, the
probability estimate is equal to the true probability. The A
method with a probability threshold of 100% produced the
best results in all bar one of the examined cases. In the case
where n = 6, the proposed approach produced similar results
to the M approach using 100,000 samples, both in terms of
cost and calculation time. However, the A approach had the
benefit of higher consistency in the results, as evidenced by
the smaller confidence interval compared to the M method.
The number of orders of arrival considered by the A method
suffers from factorial growth as the number of external robots
is increased. These results suggest that, for cases where n > 6
and the robots arrive at similar times, the M approach will
outperform the A approach. However, if it is possible to
separate the robots into multiple groups where the probability
that any of the robots in an earlier group will arrive after any of
the robots in a later group is negligible, then the A approach is
potentially more suitable. The computationally expensive parts
of the approach were calculating the probability of an order of
arrival (81% of calculation time) and conditioning the arrival
times on the order of arrival (14% of calculation time).
V. CONCLUSION
This paper presented an analytical framework for modelling
timing uncertainty and resource contention in multi-robot sce-
narios. The framework was shown to produce more accurate
results than Monte Carlo methods with similar run-times. The
main advantage of this approach over numerical methods is
that it produces an accurate probability distribution of the
result that can then be exploited in more complex optimisation
methods such as chance constrained programming. Certain
aspects of the framework suffer from factorial complexity
with the number of robots. Thus, the most promising avenues
for future work focus on developing methods of segmenting
the problem so that the number of robots considered by
the framework at each resource is minimised. For example,
splitting the robots into different arrival groups such that the
arrival orders of each group can be considered separately.
Other suggestions for reducing the computational burden asso-
ciated with the framework include developing faster methods
of calculating the probability of an order of arrival, and
developing approaches that use and can discard partial orders
of arrival to minimise the total number of orders considered.
APPENDIX A
PROOF OF THEOREM 1
This section proves the claim of Theorem 1 that the most
likely order of arrival in the case where the variances of the
arrival times are equal is the order in which the mean arrival
times are ascending. This can be restated as, for any number of
independent normally distributed random variables with equal
variances, the most likely sequence of the random variables
resulting from sorting using their actual values is the sequence
in which the random variables are sorted by their mean values.
Consider two neighbouring random variables, X and Y ,
in a sequence of random variables, where X and Y are
independent and normally distributed, X ∼ N (µX , σ2) and
Y ∼ N (µY , σ2), with µX < µY and equal variances. This
section will show that, regardless of the random variables
before and after X and Y , the probability that X occurs before
Y is higher than the probability that Y occurs before X . Let a
and b be constants representing the values taken by the random
variables immediately before and after X and Y . Then this can
be stated mathematically as:
P (X < Y |a < X < b, a < Y < b)
> P (Y < X|a < X < b, a < Y < b). (33)
Lemma 1. pX|a<X<b(x) = pY |a<Y <b(x) for one and only
one value of x.
Proof. The probability distribution function pX|a<X<b(x) is
a normal distribution that is truncated between a and b. The
8PDF of a truncated normal distribution is given by:
pX|a<X<b(x) =
1
σφ
(
x−µX
σ
)
Φ
(
b−µX
σ
)
− Φ (a−µXσ ) , (34)
for a ≤ x ≤ b, and 0 otherwise, where φ(.) and Φ(.) are
defined in Eqs. (2) and (3) respectively. As the integrals of
pX|a<X<b(x) and pY |a<Y <b(x) are both 1, it follows that
they must intersect at least once in the range a < x < b. The
following proof shows that they intersect at most once:
pX|a<X<b(x) = pY |a<Y <b(x) (35)
1
σφ
(
x−µX
σ
)
Φ
(
b−µX
σ
)
− Φ (a−µXσ ) =
1
σφ
(
x−µY
σ
)
Φ
(
b−µY
σ
)
− Φ (a−µYσ ) (36)
φ
(
x−µX
σ
)
φ
(
x−µY
σ
) = Φ
(
b−µX
σ
)
− Φ (a−µXσ )
Φ
(
b−µY
σ
)
− Φ (a−µYσ ) . (37)
Let:
c =
Φ
(
b−µX
σ
)
− Φ (a−µXσ )
Φ
(
b−µY
σ
)
− Φ (a−µYσ ) . (38)
Substituting Eq. (2) into Eq. (37), taking the natural loga-
rithm, and rearranging for x gives:
x =
2σ2 ln(c) + µ2X − µ2Y
2(µX − µY ) . (39)
Lemma 2. pX|a<X<b(a) > pY |a<Y <b(a) and
pX|a<X<b(b) < pY |a<Y <b(b).
Proof. By Lemma 1, pX|a<X<b and pY |a<Y <b intersect only
once. As pX|a<X<b and pY |a<Y <b are probability distribu-
tions, they must be positive and have an integral of 1. Thus,
it is sufficient to show that
pX|a<X<b(b)
pX|a<X<b(a)
<
pY |a<Y <b(b)
pY |a<Y <b(a)
, (40)
to prove the Lemma. Substituting in Eq. (34) gives:
φ
(
b−µX
σ
)
φ
(
a−µX
σ
) < φ
(
b−µY
σ
)
φ
(
a−µY
σ
) . (41)
Substituting in Eq. (2), taking the natural logarithm, and
simplifying gives:
µX < µY . (42)
Lemma 3. E(X|a < X < b) < E(Y |a < Y < b).
Proof. Let λ satisfy pX|a<X<b(λ) = pY |a<Y <b(λ). Then:
E(X|a < X < b) =
∫ b
a
xpX|a<X<b(x)dx (43)
=
∫ b−λ
a−λ
(x+ λ)pX|a<X<b(x+ λ)dx
(44)
= λ+
∫ b−λ
a−λ
xpX|a<X<b(x+ λ)dx. (45)
By Lemmas 1 and 2:
pX|a<X<b(x+ λ) > pY |a<Y <b(x+ λ) ∀x < 0, (46)
pX|a<X<b(x+ λ) < pY |a<Y <b(x+ λ) ∀x > 0. (47)
Therefore:∫ b−λ
a−λ
xpX|a<X<b(x+ λ)dx
<
∫ b−λ
a−λ
xpY |a<Y <b(x+ λ)dx. (48)
It is sufficient to show that E(X|a < X < b) < E(Y |a <
Y < b) to prove that X|a < X < b is more likely to
occur before Y |a < Y < b than the opposite order. Thus,
Lemma 3 proves Eq. (33). Applying Eq. (33) to all pairs
of random variables leads to the conclusion that the most
likely sequence will be the sequence resulting from sorting the
random variables by their mean values, proving the theorem.
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