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We point out that the quantum dynamical map of an open quantum system can
be generated by an effective Liouville operator. The effective Liouville shows the
dynamical breaking of time reversibility. This breaking of reversibility is expressed
by the effective Liouville’s discrete spectrum having negative imaginary parts. This
generated dynamics of open quantum systems is capable of memory effects described
by a frequency dependence of the spectrum. When memory effects can be neglected
or smoothed out, the effective Liouville generates the well known semi-group dy-
namics of open systems in the Markov approximation. The spectral analysis of the
effective Liouville -with or without memory- allows to represent the quantum dy-
namical map and expectation values of physical quantities by metric expressions
using complex eigenvalues and bi-orthonormal eigenmodes. The long time dynamics
is dominated by the zero-mode, which forms the stationary state of the open system.
The relaxation time scale τ is set by the inverse of the smallest negative imaginary
part of the non-vanishing effective eigenvalues of the effective Liouville. In generic
cases of system-environment-coupling this time scale τ is the relevant scale for both,
the relaxation of diagonal elements (populations) and the decay of off-diagonal el-
ements (coherences) of an initial density matrix in the stationary state’s diagonal
representation. It also sets the time scale after which the entropy tends to its sta-
tionary value. The effective Liouville and its spectral content thus give a framework
to study the dynamic breaking of time reversibility, memory effects, decoherence,
relaxation to a stationary state and the role of entropy in open quantum systems.
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2I. INTRODUCTION
A system coupled to an environment forming a total closed quantum system with a von
Neumann dynamics is the common framework to study open quantum systems (see [1], [2]
for an introduction). If one neglects the entanglement of the density operator between system
and environment at some single moment, one can use this as a separated initial condition
to gain a closed dynamic description for the density operator reduced to the system. This
dynamic is known (see e.g. Sec. II A.1 in [3]) to be represented as a completely positive trace
preserving map, denoted as quantum dynamical map. It is also known that every quantum
dynamical map has a so called Kraus decomposition which guarantees that the system’s
density operator ρ(t) keeps to be a density operator during its time evolution. However,
the decomposition is not unique and not defined in a constructive way when starting from
microscopic Hamiltonians. Under the further assumption of the dynamic map having the
semi-group property (the so called Markov approximation), a time-independent generator
L for the dynamic exists,
ρ˙(t) = −iLρ(t) . (1)
This generator −iL can be written in the so called Lindblad form which then guarantees
that the system’s density operator ρ(t) keeps to be a density operator during its time evolu-
tion. Again, the Lindblad form is not unique and not defined in a constructive way starting
from microscopic Hamiltonians. Under further approximations it can be made constructive
starting from microscopic Hamiltonians. The approximations usually rely on single scatter-
ing interactions or on weak interactions (or on both) (for discussions see e.g. Sec. 5.4 in
[4]). The Markov approximation can be relaxed when it is possible to invert the dynamic
map at each time t. Then a time local version of (1) can be written down with a time de-
pendent generator L(t), for which a similar to Lindblad representation can be written (see
e.g. Eq. (13) in [3]). Again, the representation is not constructive starting from microscopic
Hamiltonians, except for interactions via single particle-particle exchanges (see e.g. [5]). It
can, however, be used as a constructive intermediate model in a jump modeling approach
(see e.g. [6]).
An alternative approach to open quantum systems is based on a microscopic Hamiltonian
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3and on reducing to the system by path integration in a closed time path formalism (see
e.g. [7]). So far, it has been worked out for continuous variables and field variables in a
perturbative way, but it is -in principle- capable of incorporating renormalization methods to
go beyond perturbative results. A discussion of the limitations of the perturbative approach
and of the single scattering approximation can be found in [8].
It is also known since the early works of Nakajima [9] and Zwanzig [10] that a quantum
dynamical map can be written in a time convolutional form with a memory kernel L(t− t′)
ρ˙(t) = −i
∫ t
t0
dt′L(t− t′)ρ(t′) . (2)
To the authors knowledge this Nakajima-Zwanzig form of a quantum dynamical map has
not been exploited very much beyond the weak coupling approximation and it is stated
often that its construction relies on the solution of the total system’s dynamic. In [11] the
present author has pointed out that it is not necessary to solve the total system’s dynamic
to exploit the Nakajima-Zwanzig form. The key ist to use a Laplace transformed version of
Eq. (2). An early attempt along the Laplace transformed version was undertaken by Fano
in [12], however with a subsequent perturbative treatment. Here we follow a similar line
with a non-perturbative spectral analysis to clarify the overall structure of possible time
evolution in open quantum systems. By using a Laplace transformed version of Eq. (2) and
a well known algebraic method for constructing effective generators on a projected space
it is possible to construct a generator for the system’s reduced density matrix in frequency
space,
ρ(z) = i [z − L(z)]−1 ρ0 , (3)
where ρ0 is the system’s initial density operator and the effective Liouville L(z) is a super
operator acting only on the reduced system. Equation (3) is a powerful substitute for Eq. (1)
when a semi-group structure is missing due to memory effects (2). Its construction can be
made explicit in terms of projections to the system of the total Liouville operator L· = [H, ·]
and a separated propagator within an orthogonol complement to that projection. When
the isolated system has a d-dimensional Hilbert space, the corresponding Hilbert-Schmidt
space of trace class operators is made of d2-dimensional matrices and the super operator
acting on these matrices has dimension d2 × d2. Once it has been set up, the inversion
of a d2 × d2-dimensional super matrix hast to be performed. To get the time dependent
quantum dynamical map a Laplace back transform has to be added. Such situation also
4calls for a spectral analysis of the finite dimensional super operator to represent the quantum
dynamical map of the density matrix and the expectation values of physical quantities by
metric expressions using complex eigenvalues and bi-orthonormal eigenmodes. These steps
are described in this comment. Related works on spectral analysis for quantum dynamical
maps can be found in [13] and in [14].
Based on these steps of spectral analysis of the effective Liouville L(z) we collect a number
of statements about open quantum systems with quantum dynamic maps.
1. Time reversibility of closed systems is unstable with respect to environmental con-
tact provided the system’s energy spectrum can be considered as discrete while the
environment’s spectrum can be treated as smooth continuous.
2. The time evolution of the system’s density matrix is a sum of exponentially damped
oscillations, relaxing to a stationary density matrix. This stationary state is indepen-
dent of the initial condition. The frequencies and relaxation rates of this motion are
given by real parts and negative imaginary parts, respectively, of the solutions zk oft
the equation z = λk(z), where λk(z) is the k-th eigenvalue of the effective Liouville
L(z). Accordingly, expectation values of observables relax to their stationary values
showing a superposition of exponentially damped oscillations.
3. The stationary density matrix ρ∞ is the normalized right zero mode of the effective
Liouville which always exists due to probability conservation. It is unique as long as
the system is not separated into independent subsystems.
4. The inverse oft the smallest negative imaginary part of the effective eigenvalues zk sets
the global relaxation time scale τ for the density matrix ρ(t) to reach the stationary
density matrix ρ∞. In the eigenbasis of the stationary density matrix, under conditions
to be discussed in the text, τ is the decay time of off-diagonal elements (coherences)
and is also the relaxation time scale for diagonal elements (populations) to reach the
stationary distribution.
5. Density matrix elements in the eigenbasis of some other observable can only turn diag-
onal in the stationary limit to a precision given by the commutator of the observable
with the stationary density matrix.
56. Pure dephasing environments (coherences decay while populations stay constant) are
non-generic, because the initial density matrix already has to have stationary popu-
lations. This can only happen in the eigenbasis of some observable which expectation
value keeps to be unaffected by the presence of the environment. For example it could
happen in the energy eigenbasis when the system Hamiltonian commutes with the
interaction Hamiltonian and there is exactly no energy exchange between system and
environment - a clearly non-generic situation.
7. In a generic situation, where some relaxation of populations occurs, coherences typi-
cally decay with the same characteristic time scale of population relaxation.
8. To have a quick decay of coherences, accompanied by a much slower relaxation of
populations in some macroscopic modes, the separated scales stem from two different
ways of opening the closed system: a fast relaxation process with τ1 with little change
of populations (e.g. almost elastic scattering with external modes) and an additional
slow relaxation process with τ2  τ1 (e.g. the few slow macroscopic modes of a system
are coupled inelastically to many fast irrelevant modes). After τ1, the coherences in
the representation of the final stationary state may have shrunk already to small
quasi-stationary values before they finaly, after time τ2, decay to zero. The relaxation
process after time τ1 can then very well be modeled by an ordinary Markov process
for only the populations.
9. The entropy of the system’s density matrix tends to its stationary value after the
time τ . For t & τ , in an overdamped system (or approximately in a low frequency
underdamped system), the relative entropy production stays non-positive and the
relative entropy, being a non-negative function, can serve as a Lyapunov function for
the stability of the stationary state. This is not possible in an underdamped situation
with essential oscillation. At time scales well below τ the relative entropy can never
serve as a Lyapunov function because of irregular oscillations.
II. THE EFFECTIVE LIOUVILLE
In constructing the reduced density operator of a system coupled to an environment we
follow the quite general projector formalism. The reduced density operator is defined by a
6projector P on the Hilbert-Schmidt space of linear operators over the Hilbert space of the
total system,
ρ := P% . (4)
Here % is the total density operator of the total closed system containing relevant (system)
and irrelevant (environment) variables. The standard example of a convenient projector
P can be defined via a partial trace over the Hilbert space of irrelevant (environmental)
variables (denoted by subscriptE),
P· = Tr
E
(·)⊗ ρE , (5)
where ρE is the would-be stationary density operator of the environment - if the environment
was not coupled to our system. The projector on the complement to the relevant variables
is denoted as Q := 1− P . A projector has the property that its square equals it.
The phrase environment is not restricted to spatially external variables interacting by
scattering processes with the system but may also mean variables spatially within the sys-
tem which will (or cannot) be treated as relevant. For example, few macroscopic slow
hydrodynamic modes in a fluid may be of relevance to follow and all other system variables
still interacting in a complicated way with the relevant modes are denoted as irrelevant
variables. Thus, the configurations of the system are described by the relevant variables and
the configurations of the total system by relevant and irrelevant variables.
The dynamics of the total density operator is described by a von Neumann equation with
total Hamiltonian Htot,
∂t%(t) = −iLtot%(t) , (6)
with the Liouville operator Ltot· = [Htot, ·] as the generator of the closed quantum dynamics.
As a super operator it is hermitian and has a real valued spectrum ωαβ = α − β, where α
are the energy eigenvalues of the total Hamiltonian.
The formal solution of the closed quantum dynamics is the time evolution of the total
density operator,
%(t) = e−iLtott%(0) . (7)
We like to construct the dynamic equation for the relevant density operator ρ(t) by using
the decomposition,
% = ρ+Q% . (8)
7We use a concept known from a similar problem for the dynamics of quantum states, where
a so-called effective Hamiltonian is constructed. The basic idea goes back to [15]. For the
projection formalism see [16]. To use this concept is possible by considering the spectral
content of the total time evolution operator e−iLtott. It is captured in the frequency dependent
resolvent (-i times the Laplace transformed of the time evolution operator)
[z − Ltot]−1 = −i
∫ ∞
0
dt eizte−iLtott . (9)
The resolvent is analytic in the upper plane z = ω + i and singular on the real valued
spectrum of eigenvalues ωαβ. The dyads | α〉 〈β | are the corresponding eigenvectors of
Ltot. Note that the eigenvalue 0 is at least dtot-fold degenerate (dtot being the dimension of
the total system’s Hilbert space) for the total Liouville because of the commutator structure
(even for non-degenerate energy eigenvalues). This fact corresponds to many possible choices
for stationary density operators in the total system %st =
∑dtot
α=1 pα | α〉 〈α | with arbitrary
normalized probability distribution pα.
Now, the evolution of the total density operator reads in frequency space
%(z) = i [z − Ltot]−1 %0 . (10)
For the relevant density operator a similar equation (see below (12)) holds for purely al-
gebraic reasons, provided we can treat the full density operator at some initial time as
decoupled between system and environment,
%(t = 0) = ρ0 ⊗ ρE . (11)
This assumption is crucial to reach a closed effective equation for the relevant density oper-
ator. It is well known that this assumption allows to represent the dynamics by a quantum
dynamical map (see e.g. [1]). We will see in our treatment, that the density operator tends
to a stationary state, which is independent of the initial condition ρ0. This shows that the
initial condition is not essential for the system’s time evolution in the long time limit. When
the system can never be treated as decoupled from the environment, the whole approach of
finding a dynamical map for the reduced system is misleading. In the rest of this note, we
stick to the dynamical map approach and consider its construction by a generator L(z),
ρ(z) = i [z − L(z)]−1 ρ0 . (12)
8FIG. 1: Visualizing the effective Liouville in P-space by direct processes and virtual processes via
propagation in Q-space
Here the effective Liouville operator L(z) lives on the P-space only, but depends on the
frequency. The effective Liouville reads (for a short derivation see [11])
L(z) = LP + LPQ [z − LQ]−1 LQP . (13)
The structure is formally the same as for effective Hamiltonians (see e.g. [17]). The terms
have the following interpretation. The first term is the bare Liouville in P-space. It is the
system’s Liouville in the absence of any couplings to irrelevant variables. The second term is
due to virtual processes in P-space. They are produced by hops from P-space to Q-space,
there taking a lift with the propagator [z−LQ]−1 in Q-space, followed by hoping back onto
P-space (see Fig. 1). Equation (12) is a quantum Master equation in frequency space. The
effective Liouville is, in general, no longer hermitian. One can see this in the decomposition
for → 0 of the resolvent in Q-space to separate real and imaginary parts,
lim
→0
[z − LQ]−1 = P [ω − LQ]−1 − ipiδ(ω − LQ) , (14)
where P stands for the Cauchy value on integration. Integration over a dense spec-
trum of modes in Q-space resulting in a smooth z-dependent anti-hermitian contribution
−ipiLPQδ(ω − LQ)LQP to the effective Liouville. This term breaks the hermiticity of the
Liouville and thus the time reversibility of the effective dynamics for the open system. Time
9reversibility of closed systems is therefore unstable with respect to environmental contact
provided the system’s energy spectrum can be considered as discrete while the environment’s
spectrum can be treated as smooth continuous - the first statement of the introduction.
In the time dependent picture the quantum Master equation (12) has the Nakajima-
Zwanzig form (see also Sec. 2.4.1 in [18] for a derivation)
∂tρ(t) = −iLPρ(t) +
∫ t
0
dτ LPQe−iLQ(t−τ)LQP ρ(τ) , (15)
which shows a memory effect: all times between initial time 0 and time t contribute from the
Q-journey. This memory effect is mapped to frequency space by the Laplace transform to the
frequency dependence of the virtual process part of the effective Liouville. If the frequency
dependence of the effective Liouville can be neglected or smoothed out, the effective Liouville
is the semi-group generator of the quantum dynamical semi-group dynamics, as written in
(1) (Markov approximation). However, when this frequency dependence cannot be neglected
or smoothed out, the effective dynamics does not have the semi-group property in the time
dependent picture and lots of solving techniques that rely on the semi-group property cannot
be applied in the time dependent picture. The Laplace transformation circumvents this
problem: in frequency space the algebraic solving techniques are the same with or without
memory. Once the density operator ρ(z) has been found one may go back to the time
dependence by inverse Laplace transformation. It is not necessary to perform the inverse
Laplace transformation if one only likes to study the long time behavior (or the short time
behavior). The long time behavior in an open quantum system is of main interest and the
effective Liouville in frequency space is most convenient to address this long time behavior.
So far, the closed algebraic equation for the relevant density operator represents the dy-
namics as a matrix problem of multiplication and of inversion of given matrices - perhaps
assisted by spectral analysis. The effective Liouville can be constructed explicitly, once
the system model Hamiltonian is defined and a convenient propagator [z − LQ]−1 has been
chosen together with a coupling of this propagator to the system by projection. The corre-
sponding matrix representation will have dimension d2 × d2 when the reduced system has a
d-dimensional Hilbert space. Thus, few relevant system variables and corresponding states
can very well be be studied (e.g. numerically) without further approximations. Technical
details about matrix representations of super operators can be found in [19]
In the following we look at the spectral analysis of Eq. (12).
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III. SOLVING THE DYNAMICS BY SPECTRAL ANALYSIS
For the spectral analysis of non-hermitian super operators one uses a metric on the space
of operators on which the effective Liouville might act. This is done by the Hilbert-Schmidt
scalar product (on which the Hilbert-Schmidt norm is based) on the Hilbert-Schmidt space
of operators as
(A|B) := Tr{A†B} . (16)
In the non-hermitian case a bi-orthogonal eigenbasis of right and left eigenvectors can be
found
L(z) |ΛkR(z)) = λk(z) |ΛkR(z)) , (17)
(ΛkL(z)| L(z) = λk(z) (ΛkL(z)| (18)
and, by proper normalization between left and right eigenvectors (ΛkL(z)|ΛkR(z)) = 1, a
decomposition of the super unity as
1 =
N∑
k=0
|ΛkR(z)) (ΛkL(z)| . (19)
The number N = d2 − 1 for a d-dimensional Hilbert space with associated d2-dimensional
Hilbert-Schmidt space.
Since the probability conservation
(1|ρ(t)) = 1 (20)
translates by Laplace transformation to
(1|ρ(z)) = i
z
, (21)
the effective Liouville must satisfy
(1| L(z) = 0 . (22)
Thus, the unit matrix 1 is always a left eigenvector to L(z) with eigenvalue 0. By transposing
the secular equation for this eigenvalue a right eigenvector with eigenvalue 0 must exist,
too. We call this right eigenvector the zero-mode |0) and let it correspond to the index
k = 0. Since the eigenvectors of the effective Liouville are matrices we will also call them
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eigenmatrices. Since the eigenvalue equation for right eigenmatrices operated from the left
with the unit matrix yields
(1|L(z)ΛkR(z)) = (1|ΛkR(z))λk(z) = 0 (23)
we can conclude: While for the zero-moder a finite value of (1|0) 6= 0 results, all other right
eigenmatrices with non-vanishing eigenvalues have vanishing scalar product with the unit
matrix (they are traceless matrices),
(1|ΛkR(z)) = 0 = Tr ΛkR(z) for k 6= 0 . (24)
The normalized zero-mode is the stationary density matrix denoted as
|ρ∞) := |0) . (25)
The equation of motion in frequency space reads in spectral representation
ρ(z) =
N∑
k=0
(ΛkL(z)|ρ0) i
z − λk(z)ΛkR(z) . (26)
We assume that the eigenmatrices and eigenvalues do not show a singular behavior with
respect to the variable z. This will be the case when the spectrum of the environmental
Liouville alone has a structureless spectrum (dense and gapless, no edges or singular states).
Under such conditions the only singular points of ρ(z) in the lower complex plane stem
from the poles produced by i
z−λk(z) . It is important to realize that the poles can only lie
in the lower z-plane, as required by the analytic properties of the full resolvent and further
substantiated by the positive character of the term LPQδ(ω −LQ)LQP appearing with −ipi
as a prefactor in the effective Liouville. The negative imaginary parts show the instability
of time reversibility against environmental contact (for a related discussion see [20]). For a
sketch of the spectral properties of isolated and open systems see Fig. 2. This is our detailed
argument in favor of statement 1. of the introduction. In the Markov approximation the
z-dependence of eigenmatrices and eigenvalues is absent at all and poles are only at z = λk
in the lower z−plane. In the non-Markovian non-singular case we thus have an analytic z-
dependence such that λk(z) form frequency bands (z = ω+ i0). The Laplace back transform
can then be calculated with the help of residue and is found to be
ρ(t) = ρ∞ +
N∑
k=1
ake
−izktΛkR , (27)
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FIG. 2: Sketch of spectral properties of the total Liouville, the closed system’s Liouville and of the
open system’s effective Liouville
where the solutions zk = ωk − iγk with γk > 0 of
z = λk(z) (28)
will be called effective eigenvalues of the effective Liouville. The complex prefactors ak are
given as
ak =
(ΛkL(zk)|ρ0)
1− λ′k
(29)
where λ′k is the first derivative of λk(z) at value z = zk. Note that we assumed non-degenerate
effective eigenvalues and non-crossing bands λk(z). Degenerate eigenvalues are non-generic
and may happen accidentally resulting in additional terms with time dependence of type
tne−izkt with n = 1, 2, . . .M for a M -fold degenerate eigenvalue.
While the form of Eq. (27) reflects the normalization of the density operator at each value
of t ( Tr ρ∞ = 1, ΛkR are traceless) the hermiticity of ρ is not obvious. This can be made
obvious by adding its hermitian conjugate and taking half of both,
ρ(t) = ρ∞ +
N∑
k=1
1
2
(
Ake
−iωkt + A†ke
iωkt
)
e−γkt , (30)
where the traceless matrices Ak = akΛk. The hermiticity requires that effective eigenvalues
appear in pairs (ωk − iγk and −ωk − iγk) for finite ωk, or alone (−iγk) for vanishing ωk.
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For example, if N is odd, there must be at least one other eigenvalue −iγk with vanishing
frequency ωk .
For some observable Oˆ = Oˆ† the time evolution of its expectation value O(t) = Tr Oˆρ(t) =
(Oˆ | ρ(t)) reads accordingly
O(t) = O∞ +
N∑
k=1
|aOk| cos (ωkt+ φOk) e−γkt , (31)
where a0k = (Oˆ|Ak) = |aOk|e−iφOk are complex strengths from the overlap of Oˆ with matrix
Ak and O∞ is the stationary value of observable Oˆ.
For an open quantum system with an environmental spectrum being relative smooth with
respect to the system’s spectrum Eq. (30) yields the full time evolution of the reduced density
operator (up to additional terms of type tne−izkt in case of accidental degeneracies). Note
that we did not rely on any kind of perturbation theory nor on a Markov approximation. The
non-Markovian character shows up in the positions of the effective eigenvalues zk = λk(zk)
and in the appearance of the derivative λ′k. A Markov approximation would treat the
effective eigenvalues as z−independent eigenvalues of the effective Liouville. Thanks to the
Laplace transform the spectral representation is shown to be of the same form with and
without a Markov approximation - only the correct position of (effective) eigenvalues and
the amplitudes ak will differ.
Due to the exponential damping factors e−γkt in Eq. (30) the density operator will finally
relax to ρ∞, which is the zero-mode of the effective Liouville and does not depend on the ini-
tial state ρ0. The initial state enters the expression (27) only via the prefactors ak of traceless
eigenmatrices and which decay exponentially in ρt. Accordingly (see Eq. (31)) expectation
values of observables relax to their stationary values, showing a superposition of exponen-
tially damped oscillations. The time scale of final relaxation is set by the smallest value of
γk for which aOk is non-vanishing. This substantiates statement 2. of the introduction.
We now like to give few remarks on the zero-mode and arguments in favor of statement
3. of the introduction. As shown above, the existence of a zero-mode is a consequence of
the conservation of probability ((1|ρ(t)) = 1 = Tr ρ(t)). As the coupling to an environment
introduces the non-hermitian term to the effective Liouville, the high degeneracy of the 0-
eigenvalue of the closed system (a consequence of unitary time evolution - symmetry with
respect to time translation) will be lifted on opening the system and generically there will
be no symmetry left which could introduce systematic degeneracies in a finite dimensional
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secular equation. Other degeneracies will be accidental and are unstable against any small
change in the environment. Thus, for a generic opening (no symmetry left) the zero mode
will be non-degenerate, i.e. unique after normalization. There is, however, one obvious
exception when a system separates into two independent subsystems. In such case there
will exist two zero-modes, one for each subsystem. We have not tried to find a more formal
proof for the uniqueness of the zero-mode, but similar findings with more formal arguments
along a variant of the Perron-Frobenius theorem and numerical evidence for randomly chosen
quantum maps are presented in [14, 22]. In these works the spectrum of the quantum map is
addressed directly and not the spectrum of the effective Liouville. They are however related
by taking Φk = e
izk as the spectrum for the quantum map. This spectrum is restricted
to the unit disc and the zero-mode corresponds to Φ0 = 1 (invariant state) and all other
eigenvalues have moduli less than 1 (γk > 0).
From Eq. (30) we can also conclude most of the remaining introductory statements, as
will be substantiated in the following sections.
To put Eq. (30) in a broader context we discuss briefly its limitations. If the environment
has singularities in its spectrum (gaps, edges, isolated points) Eq. (30) will not be correct,
unless one makes by hand a Markov approximation (L independent of z), which enforces
isolated simple poles in the resolvent [z − L]−1 for a finite dimensional L. In non-Markovian
cases of structured environment the Laplace back transform cannot rely on simple poles and
has to be calculated accordingly. Typically, the long time behavior will still depend signifi-
cantly on the initial state, as not all non-zero modes of the Liouville will lead to exponential
damping. Such situations are of importance if one likes to use a system as a quantum probe
of properties of the environment (for examples see [21] and Chap. IV of [3]) or in applications
of quantum information processing, where a structureless environment is disadvantageous,
as it absorbs information from the system. In the following, however, we stick to the situa-
tion of a structureless environment and study how then the system, described by Eq. (30),
evolves to stationarity in the presence of such structureless environment.
IV. TIME EVOLUTION OF DENSITY MATRIX ELEMENTS
To discuss the time evolution of density matrix elements one has to choose a basis. In
the absence of certain symmetries the only preferred choice in hindsight is the eigenbasis of
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the stationary state (zero-mode), as this state emerges as the characterizing timeless state of
the system. However, one is free to choose some other basis before one knows the stationary
state and we consider the density matrix in the matrix representation of eigenstates | n〉 of
some seemingly relevant observable Oˆ =
∑
n on | n〉 〈n | .
ρmn(t) = ρ∞mn +
N∑
k=1
1
2
(
Akmne
−iωkt + A†kmne
iωkt
)
e−γkt . (32)
The hermiticity and trace preserving properties of the density matrix are obvious in the
representation of Eq. (32). To guarantee also the positivity of the density matrix, the matrix
elements Akmn and the eigenvalues = ωk − iγk have to fulfill constraints. Such constraints
will be fulfilled automatically if these values are derived without approximations from the
constructed effective Liouville. If, instead, they are used as modeling parameters, these
constraints have to be respected in the modeling.
If a certain left eigenstate has, by accident, a vanishing trace with the initial density
matrix, then (Ak = 0) it will not contribute to any matrix element of ρnm(t). The den-
sity matrix elements evolve as a superposition of damped irregular oscillations, since each
eigenvalue zk = ωk − iγk contributes with some amplitude and oscillation (for finite ωk),
damped by the exponential factor e−γkt. Let us order those with Ak 6= 0 in increasing or-
der, γ1 < γ2 < γ3 . . .. The shortest value γ1 sets the longest relaxation time τ = (γ1)
−1
of modes contributing to the density matrix. Every non-vanishing matrix element of the
corresponding right eigenmatrix, denoted as Λˆ, will affect the relaxation of matrix elements
of the density matrix to their stationary value.
Now, we are able to substantiate statement 4. of the introduction. In the matrix repre-
sentation of the stationary states eigenbasis the time scale τ sets the common scale of re-
laxation of diagonal elements (called populations) and of the decay of off-diagonal elements
(called coherences) provided the eigenmatrix Λˆ (corresponding to τ) in this representation
has non-vanishing matrix elements at the matrix positions considered. It may happen that
Λˆ has a number of vanishing matrix elements. However, it is not to be expected in a given
basis (eigenbasis of Oˆ or eigenbasis of ρ∞) that the traceless eigenmatrices turn out to be
sparse with many vanishing entries, as the only requirement is that they form a complete
bi-orthonormal set with their left partners.
Statement 5. of the introduction doesn’t need a special argument in this context as
it is always the case that two hermitian matrices (here Oˆ and ρ∞) can be diagonalized
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together if and only if they commute. To reach an approximate common diagonalization
their commutator has to be quantified as small, e.g. by comparison of its Hilbert-Schmidt
norm with the Hilbert-Schmidt norm of the two ways of building their product.
To elucidate statement 6. of the introduction we look at the often discussed situation
where all diagonal elements of all traceless right eigenstates vanish. This very special situ-
ation means that the diagonal elements of the density matrix (populations) are stationary
from the very beginning and not influenced by the opening. It requires a very subtle coupling
of the system to the environment to reach such situation. It means that the relevant observ-
able Oˆ is still a constant of motion, as its expectation value will not change in time. In such
situation only off-diagonal elements change in time and reach their stationary values in an
exponential damped way with characteristic time τ . If in addition, the relevant operator Oˆ
commutes to a high degree with the stationary density matrix (quantitatively controlled by
the ratio of the Hilbert-Schmidt norm of the commutator with that of the products alone),
this very special situation corresponds to so-called pure dephasing where all off-diagonal ele-
ments (called coherences) decay to zero. The characteristic time scale of this pure dephasing
is set by τ . Since a re-population is excluded by an exact symmetry there is no characteristic
time scale for relaxation of populations (it is often treated as infinite).
Let us come back to generic situations with some relaxation of populations and substan-
tiate statement 7. of the introduction. Since every non-vanishing matrix element of Λˆ will
affect the relaxation of matrix elements of the density matrix to their stationary value, this
time scale is characteristic for all of these matrix elements. It may happen that all diag-
onal matrix elements vanish. Then another higher value of γk will set the time scale for
populations, resulting in slightly faster re-population as the decay to stationarity of those
coherences affected by Λ. However, τ and this next shorter time scale will not differ by
orders of magnitude. Also the opposite special situation may occur, where Λ is purely di-
agonal and τ sets the scale of relaxation of populations and γ2 sets the somewhat smaller
characteristic time scale for decay of many coherences to their stationary value. Also in this
special case the time scales are of comparable magnitude. Only in very special situations
each eigenmatrix Λk may be very sparse and have only two or few finite entries. For such
situation to occur the coupling between system and environment has to designed in a sophis-
ticated way adapted to the relevant operator Oˆ, or to its zero mode ρ∞. Then, each matrix
element of the density matrix will represent a single eigenmatrix or very few eigenmatrices
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with individual decay rates. Only in such sophisticatedly designed situations one could have
separated time scales of decay for different matrix elements and a separation of time scales
for slow relaxation (set by τ) of populations and for fast decay of some coherences (set by
very large values of γk). In a generic case of system-environment coupling, however, Eq. (32)
tells that Λ will effect diagonal and off-diagonal matrix elements of the density matrix and
exponential decay of coherences to their stationary value and relaxation of populations to
their stationary value will be characterized by a common time scale τ . In the eigenbasis of
the stationary state the generic situation will have the populations relax to their stationary
value on a common time scale τ with coherences decaying to zero. The vanishing of off-
diagonal matrix elements in the eigenbasis of a relevant operator Oˆ can only be precise to
that extent as its commutator with the stationary density operator can be neglected.
As a typical example -consistent with (32)- of a density matrix time evolution for a two-
value system take the following modeling with decay rates γ1 and γ2 and frequency ω, two
real prefactors r and s, a real phase φ0 and the stationary population p∞ of the first value.
Λ1 with four non-vanishing matrix elements and Λ2 = (Λ3)
† with three non-vanishing matrix
elements and bi-orthonormal left-partners where chosen in a basis where ρ∞ is diagonal,
ρ11(t) = p∞ + se−γ1t + 2r cos(ωt+ φ0)e−γ2t = 1− ρ22(t) ,
ρ12(t) = se
−γ1t + ire−iωt−iφ0−γ2t = ρ∗21(t) . (33)
The parameters have to fulfill the constraints
0 ≤ ρ11(t) ≤ 1 ; det ρ(t) ≥ 0 . (34)
In this modeling γ1 and γ2 are not necessarily ordered, such that the smaller decay rate of
both sets the scale τ of relaxation to the stationary state and the decay of coherences.
To make contact with the widespread folklore that decay of coherences typically happens
much faster than relaxation of populations to stationarity we come to the conclusion of
statement 8. of the introduction. A separation of time scales for population relaxation
and decoherence involves two different couplings of the system to two different types of
environment in order to be consistent with Eq. (32) in a generic situation (not designed
for special purposes). A plausible way is to think of a fast relaxation process with short τ1
by contact to an almost elastic interaction with many scattering modes. Here coherences
may decay very quickly to an intermediate stationary value (it would be stationary in the
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absence of the second environment) and populations will be redistributed only slightly,
but on the same time scale. An additional inelastic equilibrating contact with the second
environment with much slower but perhaps more substantial relaxation of the populations
(and the remaining perhaps tiny coherences) then leads to the final stationary state.
V. TIME EVOLUTION OF THE ENTROPY
We will look at the entropy of the system’s relevant density operator as it captures es-
sential differences between reversible and irreversible dynamics. The entropy quantifies the
information about the spreading of actual states over all possible basic states. For a system
with d basic states it can very between 0 (1 basic state with probability one) and ln d (all
basic states with equal probability 1/d). In classical Hamiltonian dynamics the states will
be redistributed without change of the occupied phase space volume (Liouville’s theorem)
and the entropy stays constant. This expresses the reversible character of classical Hamilto-
nian physics. In standard (non-quantum) Markov stochastic processes the so-called relative
entropy (actual relative to stationary) is a Lyapunov function (a non-negative function with
non-positive derivative which vanishes with vanishing slope at the stable stationary point
of a dynamics) (see e.g Chap. V.5. in [23]). This Lyapunov function property of relative
entropy highlights the irreversible character of standard Markov processes. In quantum
stochastic process of closed systems, oscillations and a constant entropy highlight the re-
versible character of closed quantum processes. Therefore, we like to see what happens to
the entropy in processes of open quantum systems.
The entropy of the system’s relevant density operator ρ(t) is defined in the usual way,
S(t) = Tr
{
Sˆ(t)ρ(t)
}
=
(
Sˆ(t)|ρ(t)
)
, (35)
where Sˆ := − log ρ is the entropy operator (see [18]). For later use we mention that the
conservation of probability Tr ρ(t) = 1 and the fact that ρ(t) and Sˆ(t) commute yields (in
scalar product notation) (
˙ˆ
S(t)|ρ(t)
)
= 0 . (36)
With this relation, the time derivative of the entropy reads
S˙(t) =
(
Sˆ(t)|ρ˙(t)
)
. (37)
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Let us recall the invariant character of entropy in a closed quantum system, where the
time evolution is unitary. Since Sˆ(t) is a function of ρ(t) both transform in the same way
under the unitary time evolution U(t) and we end up with
S(t) = Tr
{
U(t)Sˆ(t = 0)U †(t)U(t)ρ(t = 0)U †(t)
}
= S(0) , (38)
due to the unitary invariance and cyclicity of the trace. In a closed system the reversible
quantum dynamics does not change the information about the spreading of the states over
all possible basic states; a satisfying result. It also possible to see this by invoking Eq. (37)
and using the von Neuman equation, the commutator structure being reminiscent of the
unitary time evolution.
It is clear that the information about the spreading of states within the open quantum
system will not be a constant of motion any longer.
Firstly, we may directly write down the expectation value of S(t) with the help of Eq. (30)
and arrive at an equation which looks similar to the expectation value for an observable
(Eq. (31)),
S(t) = S∞ +
N∑
k=1
|aSk|(t) cos (ωkt+ φSk(t)) e−γkt , (39)
where aSk(t) = (Sˆ(t)|Ak) = |aSk|(t)e−iφSk(t) depend on time. The time dependence of these
coefficients is a crucial difference to the case of an observable which is time independent
(we have adopted the Schro¨dinger picture throughout). In this time dependence the log of
the time dependent density operator enters again and Eq. (39) does not offer the explicit
time dependence of the entropy. Nebvertheless, we can see that it will approach a stationary
value S∞ and other contributions die out exponentially fast. We can also see that the largest
deviation from S∞ after time τ will come from the Λˆ mode,
S(t & τ) = S∞ + |aS|(t) cos (Ωt+ φS(t)) e−t/τ , (40)
where aS(t) is the complex amplitude of that mode and Ω is its frequency. For Ω = 0
(overdamped case) (or Ωτ  1 in an underdamped case) one can neglect (or approximately
neglect) the oscillating behavior and the entropy approximately approaches its stationary
value in a monotonic way after time τ . When ω is not much smaller than 1/τ , the entropy
still oscillates until it reaches its stationary value.
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Now, we will investigate the non-negative relative entropy (see e.g. [24, 25]) of the time
dependent state with respect to the stationary state,
Sρ(t),ρ∞ := Tr ρ(t) log ρ(t)− Tr ρ(t) log ρ∞ ≥ 0 (41)
In scalar product notation it reads Sρ(t),ρ∞ =
(
Sˆ∞ − Sˆ(t)|ρ(t)
)
. One can define another
relative entropy which is non-negative as well by
Sρ∞,ρ(t) :=
(
Sˆ(t)− Sˆ∞|ρ∞
)
≥ 0 . (42)
We now calculate the production of the first relative entropy, use Eq. (36), and find
S˙ρ(t),ρ∞ =
(
Sˆ∞ − Sˆ(t)|ρ˙(t)
)
. (43)
We know the density operator has irregular oscillations for times well below the relaxation
scale τ . Therefore we consider now times t & τ . In this regime the density operator can be
approximated as
ρ(t & τ) = ρ∞ +
1
2
(
Aˆe−iΩt + Aˆ†eiΩt
)
e−t/τ . (44)
In an overdamped case (or in an underdamped case with very low frequency Ωτ  1), we
can approximate
ρ˙(t & τ) = −1
τ
(ρ(t & τ)− ρ∞) . (45)
Consequently the relative entropy production reads in this approximation
S˙ρ(t),ρ∞ =
1
τ
(
Sˆ(t)− Sˆ∞|ρ(t)
)
− 1
τ
(
Sˆ(t)− Sˆ∞|ρ∞
)
≤ 0 , (46)
and thus can serve as a Lyapunov function for the stability of the stationary state. This
substantiates the first part of statement 9. in the introduction. From the foregoing discussion
the second part is also justified, as in all other cases the non-positivity of the relative entropy
production is not valid due to regular or irregular oscillating contributions.
VI. CONCLUSIONS
Our substantial conclusions are already listed as 9 statements in the introduction.
The present comment could have been written more than 50 years ago and the author
wonders if he has overlooked such contribution when studying the literature.
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