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1 Introduction
The objective of the present paper is to study the high energy asymptotics of the
density of states D(λ) for the Schro¨dinger operator L2(Rd), d ≥ 1 with a periodic
potential V :
H = −∆ + V. (1.1)
Here V is a real-valued function periodic with respect to a d-dimensional lattice
Γ ⊂ Rd. Below we denote by O ⊂ Rd a standard fundamental domain of the lattice
Γ, and by O† the fundamental domain of the dual lattice Γ†. For this operator, as
well as for any other elliptic self-adjoint diﬀerential operator, the density of states






Here H(R)D is the restriction of H to the cube [0, R]
d with the Dirichlet boundary
conditions, and N(λ; · ) is the counting function of the discrete spectrum of H(L)D .
The above limit exists for periodic and almost periodic potentials, see [17], [22]. To
be precise, the quantity D(λ) is called the integrated density of states, but for the
sake of brevity we call it simply the density of states. Calculation of the density
of states D0(λ) for the unperturbed operator H0 = −∆ is an elementary exercise:











where wd is the volume of the unit ball in Rd.
For d = 1 it was shown in [20] (see [19] for the almost periodic case) that the
density of states admits a complete asymptotic expansion in the powers of λ−1,
as λ → ∞. On the basis of this result it is natural to conjecture that for general







−j + o(λ−N )
]
, λ →∞, ∀N. (1.4)
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For d = 1 the coeﬃcients bj satisfy simple recursive relations, see [20]. Results for
the multidimensional Schro¨dinger operator are much less advanced: relation (1.4)
has been proved only with N = 1 so far. The ﬁrst formula was found in [21] (see
also [22] for an elementary proof) for almost periodic potentials V :
D(λ) = D0(λ) + O(λ
d
2−1), λ →∞.












The proof in [6] relied based on the powerful methods of microlocal analysis. In
[8], via an advanced version of perturbation theory for periodic operators, this
asymptotics was generalized to the case of the polyharmonic operator (−∆)l + V ,
l > 1/2, with an improvement of the remainder estimate:
D(λl) = D0(λl)
[




, b1,l = b1l−1. (1.6)






+ Dˆ + O(λ−δ), (1.7)
with some small δ > 0 and a constant coeﬃcient Dˆ = DˆV . Recently it was observed
in [11] that Dˆ = 0, and hence the above formula is consistent with the conjecture
(1.4). Note that the density of states was also studied for the magnetic operator
(−i∇− a)2 + V with a periodic magnetic vector-potential a, see [14] and [8]. In
[14] it was shown that D(λ) = D0(λ) + O(λ(d−2)/2+) with an arbitrary  > 0.
Justiﬁcation of the hypothesis (1.4) for large N would be a very hard prob-
lem. However, if one assumes that (1.4) holds, then the coeﬃcients bj can be cal-
culated relatively easily. They are obtained in [11] by a standard argument from
the asymptotics of the heat kernel of the Schro¨dinger operator. These coeﬃcients
are integrals of certain standard polynomials depending on V and derivatives of
V . These polynomials are known both in mathematical and physical literature as
heat kernel invariants. For recent work on the structure of these polynomials see,







which implies that b2 = 0 for d = 2. Moreover, for all even d the coeﬃcients bj
satisfy bj = 0 if j ≥ d/2 + 1.
Our ultimate goal is to justify the conjecture (1.4) with N = 2 for all dimen-
sions d ≥ 2. In this paper this is done for d = 2, while the general case d ≥ 3 will
Vol. 6, 2005 Density of States 33








5+), ∀ > 0, (1.8)
for the density of states of the Schro¨dinger operator with d = 2, see Theorem 2.3.
From the technical point of view the paper is a continuation of [25] where
the density of states was studied in the case d = 1 for elliptic operators of a more
general form than the Schro¨dinger operator. As in [25], our approach is a variant
of the “near-similarity” method, which is usually applied in dimension one (see
[18], [1] and [12], [13]). The central idea is to reduce the operator H with the help
of a suitable similarity transformation, to an operator with constant coeﬃcients.
In the present paper the required similarity is implemented by a unitary operator
eiΨ, where Ψ is a bounded self-adjoint PDO with the symbol ψ(x, ξ). In contrast
to the one-dimensional case considered in [25], for d ≥ 2 a complete reduction to
constant coeﬃcients is not achievable, since instead of a smooth symbol ψ(x, ξ)
(which is the case for d = 1) a straightforward application of the method produces
a symbol ψ with singularities on a set Λ which is a union of hyper-planes {ξ ∈
R
d : θ(ξ + θ/2) = 0} where θ ∈ Γ†, Γ† being the dual lattice. To avoid the
singularity, one studies the neighbourhood of Λ separately from the region away
from Λ. Outside the set Λ the symbol ψ is found as in the case d = 1, from a series
of commutator equations which emerge as a result of the requirement that the
new operator should have constant coeﬃcients. Then the density of states for the
new operator is found by an elementary calculation. Near the “singular” set Λ the
operator H is reduced to a “one-dimensional” eﬀective operator of the Schro¨dinger
type with a pseudo-diﬀerential perturbation. For this operator the density of states
is found using the results of [25].
Although the set Λ emerges in a natural way in the context of the PDO calcu-
lus, there is also a perturbation-theoretic interpretation. Recall that the eigenvalues
of the unperturbed Floquet Hamiltonian H0(k) are given by λ(ω)(k) = (ω + k)2,
where ω ∈ Γ† are points of the dual lattice and k ∈ O† is the quasi-momentum.
The analysis of these eigenvalues under the perturbation V is dramatically diﬀer-
ent for d = 1 and d ≥ 2. If d = 1, then the standard perturbation theory yields a
complete asymptotic expansion of the eigenvalues. On the contrary, for d ≥ 2 the
unperturbed eigenvalues split in two groups behaving diﬀerently under the per-
turbation V , which can be described with the help of the set Λ. The eigenvalues
λ(ω)(k) with ω /∈ Λ can be more or less completely described by the perturbation
theory, see [4], [9]. The eigenvalues with ω ∈ Λ move by a quantity of order ‖V ‖
under the perturbation V . This eﬀect is due to the small divisors arising when the
eigenvalues λ(ω)(k) get close together. In the relevant literature these exceptional
eigenvalues are sometimes called resonant, unstable or singular, see [5], [9]. It was
shown in [5], [9] that their behavior can be described by means of some eﬀective
one-dimensional Schro¨dinger operators.
The resonant set presents a major obstacle when studying spectral properties
of the periodic Schro¨dinger operator, and in particular, the asymptotics of the
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density of states D(λ). The precision of the asymptotics eventually depends on how
well one knows the behavior of the resonant eigenvalues. For instance, estimating
their number from above leads to the remainder estimate in (1.6). The more precise
result (1.7) requires more thorough study of the set Λ, see [8]. In the present paper
the asymptotics (1.8) is also derived via a detailed analysis of the set Λ.
Although the study of the density of states is an object of independent interest
in its own right, it can be also used to investigate other spectral properties of
the Schro¨dinger operator. One such problem is to justify the Bethe-Sommerfeld
conjecture, that is to prove that the number of gaps in the spectrum of H is ﬁnite.
The conjecture is known to be true for all dimensions d ≥ 2 under the condition
that the lattice Γ is rational, see [23]. For general lattices it was justiﬁed so far
only for dimensions d = 2, 3, 4, see [2], [24], [9], [6], [15] and references therein.
This result is derived not directly from (1.5) or (1.6), but from the asymptotics of
the same type for the so-called generalized density of states, see, e.g., [6] or [15]
for deﬁnition. The restriction d ≤ 4 is then dictated by the remainder estimate in
this asymptotics. An improved remainder estimate would lead to the inclusion of
bigger d’s. Moreover, the justiﬁcation of the asymptotics with more terms would
allow one to increase the dimension even further.
The paper is organized as follows. Section 2 contains the precise deﬁnitions
of objects studied in the paper, and the statement of the main result (see Theo-
rem 2.3). In Section 3 necessary information on the calculus of periodic PDO’s is
collected, including their transformations under linear maps. Section 4 describes
partitions of PDO’s which are central for their reduction to constant coeﬃcients.
Section 5 is devoted to the study of the density of states for the model operator,
which is based on its decomposition in the invariant subspaces. Their structure
is explicitly described in terms of the resonant set Λ. On each of the invariant
subspaces the model operator reduces to a one-dimensional Schro¨dinger-type op-
erator, which makes possible the application of the asymptotics established in [25].
At the next step, in Section 6, the Schro¨dinger operator (1.1) is reduced to the
model operator with the help of the unitary operator having the form eiΨ with a
suitable PDO Ψ. We loosely call this operator a gauge transformation. A further
analysis of the model operator leads to the conclusion that its density of states
is determined by its constant coeﬃcients part Ao, see Section 7. The proof of the
Main Theorem is completed in Section 8 together with the asymptotic formula for
the density of states of the operator Ao. The calculation of an integral featuring in
Section 8, is done in the Appendix. We emphasize that although the main result
concerns the case d = 2, we do the calculations for arbitrary dimension d ≥ 2
whenever possible, indicating the points where the argument requires d = 2.
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2 Main result
2.1 Classes of PDO’s
Before we deﬁne the pseudo-diﬀerential operators (PDO’s) we introduce ﬁrst the
relevant classes of symbols. Let Γ ∈ Rd be a lattice. Denote by O its fundamental
domain. For example, for O one can choose a parallelepiped spanned by a basis
of Γ. The dual lattice and its fundamental domain are denoted by Γ† and O†
respectively. Sometimes we reﬂect the dependence on the lattice and write OΓ
and O†Γ. In particular in the case Γ = (2πZ)
d one has Γ† = Zd and it is natural
to take O = [0, 2π)d, O† = [0, 1)d. For any measurable set C ⊂ Rd we denote
by |C| or vol(C) its Lebesgue measure (volume). The volume of the fundamental
domain does not depend on its choice, it is called the determinant of the lattice
Γ and denoted d(Γ) = |O|. By e1, e2, . . . , ed we denote the standard orthonormal
basis in Rd.















e−i〈ξ,x〉f(x)dx, ξ ∈ Rd.
Let us now deﬁne the periodic symbols and PDO’s associated with them. Let
b = b(x, ξ), x, ξ ∈ Rd, be a Γ-periodic complex-valued function, i.e.,
b(x + γ, ξ) = b(x, ξ), ∀γ ∈ Γ.
Let w : Rd → R be a locally bounded function such that w(ξ) ≥ 1, ∀ξ ∈ Rd and
w(ξ + η) ≤ Cw(ξ)〈η〉κ, ∀ξ,η ∈ Rd, (2.1)
for some κ ≥ 0. We say that the symbol b belongs to the class Sα = Sα(w) =








〈θ〉p w(ξ)−α+|s||Dsξbˆ(θ, ξ)| < ∞, (2.2)
is fulﬁlled. If necessary, we reﬂect the dependence of this norm on the weight w and
write b (α)l,s;w. Here we have used the standard notation 〈t〉 =
√
1 + |t|2, ∀t ∈ Rd.
Also, for any s ∈ Zd we denote |s| = s1 + s2 + · · ·+ sd. We mainly use two types
of classes Sα: either with the weight w(ξ) = 〈ξ〉, which satisﬁes (2.1) for κ = 1,
or with a weight w(ξ) = L where a constant L is chosen in a convenient way.
Note that Sα is an increasing function of α, i.e., Sα ⊂ Sβ for α < β. For later
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reference write the following convenient bounds that follow from Deﬁnition (2.2)
and property (2.1):
|Dsξ bˆ(θ, ξ)| ≤ b (α)l,s 〈θ〉−lw(ξ)α−s, (2.3)
|Dsξ bˆ(θ, ξ + η)−Dsξbˆ(θ, ξ)| ≤ C b (α)l,s+1〈θ〉−lw(ξ)α−s−1〈η〉κ|α−s−1||η|, s = |s|,
(2.4)
with a constant C depending only on α, s. We introduce a separate notation for
the set Pα = Pα(w, Γ) ⊃ Sα of symbols b such that b (α)l,0 < ∞ for all l ≥ 0.
Periodic functions V ∈ C∞(Rd) can be also viewed as symbols from P0. For such
functions V (0)l,s = V
(0)
l,0 for any s.








the integral being taken over Rd. Under the condition b ∈ Pα the integral in the
r.h.s. is clearly ﬁnite for any u from the class B(Rd) of functions such that their
Fourier transforms decay faster than any power of ξ, that is
B(Rd) = {u : sup
ξ
〈ξ〉l|(Fu)(ξ)| < ∞, ∀l > 0}. (2.5)
In particular, Op(b) is well deﬁned for u in the Schwarz class S(Rd). Moreover, the
condition b ∈ P0 guarantees the boundedness of Op(b) in L2(Rd), see Proposition
3.1. Unless otherwise stated, from now on S(Rd) is taken as a natural domain for
all PDO’s at hand, although sometimes we need to consider Op(b) on functions
from the bigger class B(Rd) as well. Observe that the operator Op(b) is symmetric
if its symbol satisﬁes the condition
bˆ(θ, ξ) = bˆ(−θ, ξ + θ). (2.6)
We shall call such symbols symmetric.




β−α b (β)l,s . (2.7)
In fact, the introduction of diﬀerent notation for the same class is done here to
reﬂect the dependence on the parameter L.
Throughout the entire paper we adopt the following convention. An estimate
(or an assertion) is said to be uniform in a symbol b ∈ Sα (resp. Pα) if the
constants in the estimate (or assertion) at hand depend only on the constants Cl,s
(resp. Cl,0) in the bounds b
(α)
l,s ≤ Cl,s.
As was indicated in the introduction, our ultimate goal is to study the density
of states of the Schro¨dinger operator H = H0 + V in H = L2(Rd) with H0 = −∆
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and a smooth real-valued periodic potential V . However, some general deﬁnitions
are more natural to give for more general operators. For these purposes it is not
even necessary to assume that H0 = −∆, but it would be suﬃcient to suppose
that H0 = Op(h0) with h0(ξ) = |Fξ|m, m > 0, where F is a non-degenerate d× d-
matrix. Also, the perturbation is allowed to be an arbitrary PDO of order lower
than H0. Another reason of considering more general operators is methodological:




H = Op(h), h(x, ξ) = h0(ξ) + b(x, ξ),
h0(ξ) = |Fξ|m, b ∈ Pα(〈ξ〉), α < m,
(2.8)
with a symmetric symbol b. The operator Op(b) is H0-bounded with an arbitrarily
small relative bound. Thus H is self-adjoint on the domain D(H) = D(H0) =
Hm(Rd). Sometimes we call symbols (PDO’s) of this type elliptic symbols (PDO’s)
of order m. In this paper we do not need to consider more general elliptic symbols.
Due to the Γ-periodicity of the symbol b, the operator H commutes with the shifts
along the lattice vectors, i.e.,
HTγ = TγH, γ ∈ Γ.
with (Tγu)(x) = u(x + γ). This allows us to use the Floquet decomposition.
2.2 Floquet decomposition




Hdk, H = L2(O).







e−i〈k,γ〉u(x + γ), k ∈ O†, (2.9)
which is initially deﬁned on u ∈ S(Rd) and extends by continuity to a unitary
mapping from H onto G. In terms of the Fourier transform the Gelfand transform
is deﬁned as follows: (̂Uu)(θ,k) = (Fu)(θ + k), θ ∈ Γ†. The unitary operator U
reduces Tγ to the diagonal form:
(UTγU−1f)( · ,k) = ei〈k,γ〉f( · ,k), ∀γ ∈ Γ.
Let us consider a self-adjoint operator A in H which commutes with Tγ for all
γ ∈ Γ, i.e., ATγ = TγA. We call such operators Γ-periodic or simply periodic.
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Then A is partially diagonalized by U (see [17]), that is, there exists a measurable





It is easy to show that any periodic symmetric operator T , which is A-bounded
with relative bound  < 1, can be also decomposed into a measurable set of ﬁbers
T (k) in the sense that
(UTf)( · ,k) = T (k)(Uf)( · ,k), a.e. k ∈ O†,
for all f ∈ D(A). Moreover, the ﬁbers T (k) are A(k)-bounded with the bound ,
and if T is symmetric, then the operator A(k) + T (k) is self-adjoint on D(A(k)).
Suppose that the operator A (and hence A(k)) is bounded from below and




, j = 1, 2, . . . , the
eigenvalues of A(k) labelled in the ascending order. Using the min-max principle
one easily sees that each λj(A( · )) is a measurable function of k. Suppose also





= #{j : λj
(
A(k)
) ≤ λ}, λ ∈ R,
is bounded as a function of k ∈ O†. Then we deﬁne the integrated density of states
by the formula










This deﬁnition makes sense for the operator A + T as well, since N
(
λ,A( · ) +
T ( · )) ∈ L∞(O†). Sometimes we need to reﬂect the dependence of the counting






Let us indicate some elementary general properties of the density of states,
following directly from Deﬁnition (2.11).
Proposition 2.1 Let A,A1 be self-adjoint Γ-periodic operators as deﬁned above.
(i) The density of states is monotone in A, that is, if A ≤ A1, then D(λ;A) ≥
D(λ;A1).
(ii) The density of states is a unitary invariant. Precisely, for any unitary Γ-
periodic operator W one has D(λ;W ∗AW ) = D(λ;A).
Proof. The inequality in (i) follows from the inequality A(k) ≤ A1(k), a.a. k ∈ O†.





, where W (k) are the ﬁbres of the operator W in the decomposition (2.10).

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If A = Op(a) with a real-valued symbol a ∈ L∞loc(Rd) depending only on ξ,
then A(k) is a self-adjoint PDO on the torus TdΓ = R








If a(ξ) → ∞ as |ξ| → ∞, then the spectrum of each A(k) is purely discrete with
eigenvalues given by λ(m)(k) = a(m + k),m ∈ Γ†. Consequently, the number
of eigenvalues below each λ ∈ R is essentially bounded from above uniformly in
k ∈ O†. If T is a periodic symmetric operator which is A-bounded with a bound
 < 1, then the spectrum of A(k) + T (k) is also purely discrete and the counting
function is also bounded uniformly in k.
The above applies to the elliptic operator H deﬁned in (2.8), and thus the
quantity D(λ;H) is well deﬁned. In fact, if necessary, one can obtain more infor-
mation on the operators H0(k) and H(k). Applying the Gelfand transform (2.9)
to Op(b), one ﬁnds that, similarly to A considered above, the operator H(k) is a








Moreover, if the symbol b(x, ξ) is smooth in ξ, then the family H(k) is smooth in
k. Note however that for our purposes we need neither this explicit formula, nor
the smoothness property.
Recall that for periodic elliptic diﬀerential operators A there is another,
equivalent, deﬁnition of the density of states given by (1.2). In the case of a
pseudo-diﬀerential operator the formula (1.2) is not applicable, and we use (2.11)
as deﬁnition. It is important however to convince oneself that the formula (2.11)
preserves the invariance of D(λ) with respect to the choice of the lattice in the
following sense: if the operator H happens to be periodic with respect to the lat-
tices Γ and Λ, then DΓ(λ) = DΛ(λ). To this end we write another formula for
D(λ) in terms of the spectral projection E(λ) = χ
(
H ; (−∞, λ]) for H . Here and
everywhere below we denote by χ( · ;C) the characteristic function of a measurable
set C ⊂ Rm. Denote





It is easy to show that this trace is ﬁnite for any bounded set C ⊂ Rd.
Theorem 2.2 Let the operator H be as deﬁned in (2.8). Let D(λ;H) be its density






where KR = [0, R]d.
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Proof. Let us make a preliminary calculation. Let B be a ﬁnite subset of Γ, and
let C = ∪γ∈B(γ +O) be the set consisting of O and its translations by the vectors
γ ∈ B. Using the invariance of the trace under unitary transformations, rewrite
using the Gelfand transform (2.9):
T (λ,C) = tr
(
UE(λ)U∗Uχ( · ,C)U∗).
















which gives trK for any trace-class operator K in a Hilbert space as the sum over









ei〈x,ω〉, γ ∈ Γ,ω ∈ Γ†.











































Now let C> (resp. C<) be the maximal (resp. minimal) set consisting of the domain
O and its translations by the vectors γ ∈ Γ, such that C< ⊂ KR ⊂ C>. Then,
clearly,
T (λ,C<) ≤ T (λ,KR) ≤ T (λ,C>),
and both volumes |C<| and |C>| are Rd + o(Rd), R →∞. Applying (2.12) to C<
and C> we obtain the required formula. 
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2.3 Main result
We are now in a position to state the main result of the paper. Let V be a Γ-periodic
function, and let H = −∆+V . In the main Theorem below we assume that d = 2.
The multidimensional case will be considered in a subsequent publication.
Theorem 2.3 Let d = 2. Assume that V ∈ C∞(Rd) is Γ-periodic and that Vˆ (0) = 0.






5+δ), ∀δ > 0,
for all λ ≥ λ0. The constant λ0 and the remainder estimate are uniform in V in
the sense that they depend only on the constants in the bounds V (0)l,0 ≤ Cl.
The condition Vˆ (0) = 0 does not restrict generality, since Vˆ (0) can be always
incorporated into the spectral parameter λ. This simple argument allows one to
deduce the formula (1.8) announced in the introduction, from Theorem 2.3.
2.4 “Partial” density of states
Now we deﬁne the density of states for PDO’s on their invariant subspaces. To
this end we need to introduce a class of projection operators. Let C ⊂ Rd be a
measurable set. Denote by χ(ξ) = χ(ξ;C) the characteristic function of C. Then
the operator P(C) = χ(D;C) = Op
(
χ( · ;C)) is a projection in H on the subspace
H(C) = P(C)H, and the operator P(k) = P(k;C) is a PDO on the torus with the
symbol χ(γ† + k).
Suppose that H(C) is an invariant subspace of the operator H deﬁned in (2.8),
that is PD(H) ⊂ D(H) and HPD(H) ⊂ H(C). Then the subspace H(k) = P(k)H,
k ∈ O†, is invariant for H(k). Since the spectrum of H(k) is purely discrete, then
so is the spectrum of the restriction of H(k) to the subspace H(k). The counting
function of this restriction is denoted by N
(
λ,H(k);C), and the density of states
by D(λ;H ;C). The same notation can be naturally introduced for any self-adjoint
PDO A such that A(k)  H(k) has a discrete spectrum. For instance, this is the
case for any symbol a ∈ S0(〈ξ〉, Γ), such that for some bounded C the subspace
H(C) is invariant for A. Note that the condition that H(C) is invariant for a
bounded C automatically implies that the symbol h is a trigonometric polynomial
in x, and that the operator H(k)  H(k) is ﬁnite-dimensional. If C consists of
two disjoint components, i.e., C = C1 ∪ C2 with C1 ∩ C2 = ∅, then obviously,
D(λ;H ;C) = D(λ;H ;C1) + D(λ;H ;C2). Sometimes we indicate which lattice of
periodicity is used to compute the partial density of states and write DΓ(λ;H ;C).
On the other hand, similarly to the “full” density of states (see Theorem 2.2), one
can easily show that D(λ;H ;C) does not depend on the choice of the lattice of
periodicity for the symbol h(x, ξ).
The following three statements provide three important examples involving
the density of states, in which the answer can be computed either completely or
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partially in terms of the symbol. The ﬁrst statement provides an explicit formula
for D(λ) in the case of a symbol with constant coeﬃcients. Before proceeding we
introduce a convenient notation. Let a ∈ L∞loc(Rd) be a real-valued function. Denote
E(λ; a) = {ξ ∈ Rd : a(ξ) ≤ λ}, ∀λ ∈ R. (2.13)
Proposition 2.4 Let A = Op(a) with a real-valued symbol a ∈ L∞loc(Rd) such that










0, t < 0;
1, t ≥ 0.














The next lemma deals with the integral of the density of states.
Lemma 2.5 Let C ⊂ Rd be a bounded set. Suppose that h(x, ξ) is a symbol of the











Proof. For any self-adjoint operator A in a ﬁnite-dimensional Hilbert space E one
can write ∫ λ
−∞
N(µ;A)dµ = λdimE− trA, ∀λ ≥ ‖A‖.







dµ = λ#{γ† ∈ Γ† : γ† + k ∈ C} − tr(H(k) H(k)),
if λ ≥ ‖P(C)B‖. Integrating the ﬁrst term in k, we obtain λ|C|. To ﬁnd the second







†−γ†〉h(x,γ† + k)dx, ω†,γ† ∈ C− k,

















After integrating it in k, we obtain the expected integral, thereby completing the
proof. 
In the next example we consider a PDO which admits a partial separation of
variables. To illustrate we use the second order elliptic periodic operators, although
the argument below can be easily extended to more general operators. Let n, l be
two natural numbers such that n + l = d. Let x = (y, t) and ξ = (η,ω) with
y,η ∈ Rn and t,ω ∈ Rl. Let b = b(y,η) be a symmetric elliptic symbol of second
order on Rn × Rn and periodic in y w.r.t. the lattice Λ ⊂ Rn. Let a(ω) = |Rω|2,
with a non-degenerate matrix R. Then the operator H = I ⊗ Op(a) + Op(b) ⊗ I
is self-adjoint on H2(Rd).
Lemma 2.6 Let the operator H be as above and let C ⊂ Rl, D ⊂ Rn be subsets of
R
l and Rn. Then





Proof. The symbol of H is periodic w.r.t. the lattice Λ × (2πZ)l with the funda-
mental domain M = O× [0, 2π)l. The Floquet representative of the operator H is
the operator
H(K) = I ⊗A(k) + B(µ)⊗ I, K = (µ,k), k ∈ [0, 1)l, µ ∈ O†.




N(λ, a(m + k) + B(µ);D), ∀µ ∈ O†,
and thus






N(λ, a(k) + B(µ);D)dµdk,
which leads to the required formula. 
3 Properties of periodic PDO’s
In this section we collect various properties of periodic PDO’s to be used in what
follows.
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3.1 Some basic results on the calculus of periodic PDO’s
We begin by listing without proofs the results established in [25].
Recall that S(Rd) is taken as a natural domain of Op(b). Unless otherwise
stated, all the symbols are supposed to belong to the class Sα = Sα(w, Γ) with
an arbitrary function w satisfying (2.1) and a lattice Γ. The function w and the
lattice Γ are usually omitted from the notation.
Proposition 3.1 Assume that b ∈ P0. Then B = Op(b) is bounded in H and
‖B‖ ≤ Cl b (0)l,0 , ∀l > d, with a constant C = Cl independent of b.
Remark 3.2 The above proposition automatically implies that PDO’s with symbols
b ∈ Sα(L, Γ) are bounded for any α ∈ R and ‖Op(b)‖ ≤ ClLα b (α)l,0 .
Since Op(b)u∈S(Rd) for any b∈Sα and u∈S(Rd), the product Op(b)Op(g),
b∈Sα,g∈Sβ, is well deﬁned on S(Rd). A straightforward calculation leads to the
following formula for the symbol b ◦ g of the product Op(b)Op(g):




bˆ(θ, ξ + φ)gˆ(φ, ξ)ei(θ+φ)x,
and hence




bˆ(θ, ξ + φ)gˆ(φ, ξ), χ ∈ Γ†, ξ ∈ Rd. (3.1)
Here and below θ,φ ∈ Γ†.
Proposition 3.3 Let b ∈ Sα, g ∈ Sβ. Then b ◦ g ∈ Sα+β and
b ◦ g (α+β)p,s ≤ Cl,s b (α)l,s g (β)l,s ,
for some l = l(p).
We are also interested in the estimates for symbols of commutators. For
PDO’s A,Ψl, l = 1, 2, . . . , N , denote
ad(A; Ψ1,Ψ2, . . . ,ΨN ) = i
[
ad(A; Ψ1,Ψ2, . . . ,ΨN−1),ΨN
]
,
ad(A; Ψ) = i[A,Ψ], adN (A; Ψ) = ad(A; Ψ,Ψ, . . . ,Ψ), ad0(A; Ψ) = A.
For the sake of convenience we use the notation ad(a;ψ1,ψ2,...,ψN) and adN (a,ψ)
for the symbols of multiple commutators. It follows from (3.1) that the Fourier
coeﬃcients of the symbol ad(b, g) are given by






bˆ(θ, ξ + φ)gˆ(φ, ξ)− bˆ(θ, ξ)gˆ(φ, ξ + θ)],
χ ∈ Γ†, ξ ∈ Rd. (3.2)
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Proposition 3.4 Let b ∈ Sα and gj ∈ Sβj , j = 1, 2, . . . , N . Then ad(b; g1, . . . , gN) ∈
Sγ with γ = α +
∑N
j=1(βj − 1), and
ad(b; g1, . . . , gN)
(γ)






with some p = p(l, N, s, α, βj), and a constant Cl,s independent of b, gj.
3.2 Asymptotics in the case d = 1
An important part is played by the result obtained in [25] for a PDO acting
in L2(R). We state this result in the form convenient for our purposes. Let b ∈
S0(〈ξ〉,Λ) and A = Op(a0) + Op(b) with a0(ξ) = gξ2 with a constant g > 0. We
assume that Λ is a one-dimensional lattice with period τ > 0, so that d(Λ) = τ .
Note that here and everywhere below, in the case d = 1 we use the notation x and
ξ instead of the boldface letters x, ξ.
Proposition 3.5 Let d = 1. Suppose that b ∈ S0(〈ξ〉,Λ) is a τ-periodic symmetric





− 1√〈λ〉gA(λ, g) + O(〈λ〉












This formula is uniform in the symbol b and in the parameters g and τ satisfying
the bounds c ≤ g ≤ C, c ≤ τ ≤ C.
Remark that the above formula has an asymptotic meaning only for large λ,
and for bounded λ we can only claim that the density D(λ;A) is bounded from
above uniformly in b. However it is useful to express these two facts in one formula
which is valid for all λ ∈ R.
In the study of the density of states for the multidimensional case we shall en-
counter integrals involving densities for lower-dimensional operators. In particular,
there is a need to calculate integrals of the density of states for the one-dimensional




D(t;A)(λ − t) p2 dt, µ < λ, p ∈ R. (3.4)
In the next lemma we apply Lemma 2.5 and Proposition 3.5 to compare the above
integral for the operator A = A0+Op(b) with that for the “unperturbed” operator
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Lemma 3.6 Let  = [−Lg−1/2, Lg−1/2], L > 0. Suppose that b ∈ S0(〈ξ〉, τZ) is a
τ-periodic symmetric symbol such that
‖Op(bo)‖ ≤ L2, ‖Op(b− bo)‖ ≤ L2. (3.6)
Suppose also that the subspace H() is reducing for the operator Op(b) and that
P(R \ ) Op(b) = Op(bo). Then for λ/2 ≥ µ ≥ 3L2 and p ∈ R one has
|Dp(µ, λ;A) −Dp(µ, λ;Ao)| ≤ Cλ
p−2
2 L. (3.7)
The constant C = C(p) in (3.7) is ﬁnite for all p ∈ R. In particular,
D0(µ, λ;A) = D0(µ, λ;Ao).
The constant C(p) is independent of µ, λ and uniform in the symbol b and in the
parameters g and τ satisfying the conditions c ≤ τ ≤ C, c ≤ g ≤ C.
Proof. Compare the densities for A and Ao:

















Let us consider the second integral ﬁrst. Since P(R \ )Op(b) = Op(bo), we have
D(t;A) = D(t;A; ) + D(t;Ao;R \ ),
and hence
D(t;A)−D(t;Ao) = D(t;A; )−D(t;Ao; ).
To ﬁnd the integrals of the terms in the r.h.s. use Lemma 2.5. In view of (3.6),
‖AP()‖ ≤ L2 + ‖Op(b)‖ ≤ 3L2. By the conditions of the lemma this does not
















Hence the second integral in (3.8) vanishes.
To handle the ﬁrst integral in (3.8) we note that in view of Proposition 3.5
|D(t;A)−D(t;Ao)| ≤ C|t|−3/2,
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for all t = 0 with a constant C uniform in the symbol b. Notice also that in view
of the estimates (3.6) and the property that P(R \ )Op(b) = Op(bo), we have
D(t;A) = D(t;Ao) for all t ≥ 3L2, and thus the limits of integration can be
replaced by −3L2 and 3L2. Now, using the straightforward estimate∣∣∣∣(λ− t) p2 − λ p2
∣∣∣∣ ≤ Cλ p2−1|t|, |t| ≤ µ ≤ λ/2,














≤ C˜λ p−22 L.
The last inequality and the formula (3.8) lead to (3.7). 
3.3 Linear change of variables
It is an elementary exercise to describe how the symbols of PDO’s and their densi-
ties of state transform under a linear change of variables. Since in what follows we
heavily use various changes of variables, below we state these elementary formulae
in the form of Lemmas.
Let a ∈ Pα(w, Γ) with a function w satisfying (2.1). Let M : Rd → Rd be a
non-degenerate linear map. Note ﬁrst of all that the lattice Γ transforms into an-
other lattice which we denote Γ˜ = MΓ. Also, Γ˜† = (MT )−1Γ†. It is straightforward
to see that the sets




are fundamental sets of the lattices Γ˜ and Γ˜† respectively, and that
d(Γ˜) = detM d(Γ).




Lemma 3.7 Let M be a non-degenerate linear map from Rd to Rd, and let a ∈
Pα(w, Γ). Then the symbol b(x, ξ) of the operator B = W ∗Op(a)W is given by
b(x, ξ) = a(M−1x,MT ξ). (3.10)
This symbol is Γ˜-periodic with Γ˜ = MΓ, the Fourier transform bˆ(θ, ξ) of the symbol
b is given by
bˆ(θ, ξ) =
√
detM aˆ(MTθ,MT ξ), θ ∈ Γ˜†, (3.11)
and b ∈ Pα(w˜, Γ˜), w˜(ξ) = w(MT ξ). Moreover, if a ∈ Sα(w, Γ), then b ∈ Sα(w˜, Γ˜).
48 A.V. Sobolev Ann. Henri Poincare´
Proof. The formula (3.10) for b follows by a direct elementary calculation. By


















Now it is immediate to see that b ∈ Pα(w˜, Γ˜) if a ∈ Pα(w, Γ), or, b ∈ Sα(w˜, Γ˜)
if a ∈ Sα(w, Γ). 
Let us ﬁnd out how the density of states changes under the change of vari-
ables.
Lemma 3.8 Let M be a non-degenerate linear map from Rd to Rd, and let a be
a Γ-periodic elliptic symbol such that H(C), C ⊂ Rd is an invariant subspace for
A = Op(a). Then the subspace H((MT )−1C) is invariant for B = W ∗AW, W =
WM and
DΓ(λ;A;C) = detM DΓ˜(λ;W
∗AW ; (MT )−1C).
In particular, if C = Rd, then
DΓ(λ;A) = detM DΓ˜(λ;W
∗AW ).
Proof. If H(C) is invariant for A, then the invariance of H(C′), C′ = (MT )−1C, for
B follows from the formula P(C′) = W ∗P(C)W .
The representatives in the Floquet decomposition of A and B = W ∗AW
are the operators A(k),k ∈ O†Γ and B(k˜), k˜ ∈ O†Γ˜ acting in L
2(OΓ) and L2(OΓ˜)
respectively, with the symbols
a(x,γ† + k), γ† ∈ Γ†, and
b(x, γ˜† + k˜) = a(M−1x,γ† + MT k˜), γ˜† = (MT )−1γ† ∈ Γ˜†.
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3.4 A special orthogonal transformation
A special role in what follows will be played by an orthogonal change of variables
associated with a vector ν ∈ Rd. From now on we use the notation
n(ν) = ν|ν|−1, 0 = ν ∈ Rd.
Recall that ej , j = 1, 2, . . . , d denote the vectors of the standard orthonormal basis
in Rd. Let M = M(ν) be an orthogonal transformation M : Rd → Rd such that
e1 = Mn(ν). Clearly, M(tν) = M(ν) for any real t > 0. Let us ﬁnd out how this
transformation acts on certain domains in Rd. Let L ≥ 0, s ≥ 0 be some numbers.
Now deﬁne the domains
Λν = {ξ ∈ Rd : |〈ξ,ν〉| ≤ L|ν|}
= {ξ ∈ Rd : |〈ξ,n(ν)〉| ≤ L}. (3.12)
Ων(s) = {ξ ∈ Rd : |ξ|2 − |〈ξ,n(ν)〉|2 ≥ s2}. (3.13)
The number L will be kept the same throughout the paper and thus it is not
reﬂected in the notation. The geometrical meaning of the sets Λν and Ων is simple:
in particular, Ων is the set of all vectors ξ such that the distance from ξ to the
one-dimensional subspace spanned by ν is greater than s. Clearly, for any t = 0
one has Λtν = Λν and Ωtν = Ων .







Then for any t ∈ R2 the vector t⊥ = Jt is orthogonal to t. Now Ων can be
rewritten as follows:
Ων(s) = {ξ ∈ R2 : |〈n⊥(ν), ξ〉| ≥ s}. (3.15)
The next lemma describes how the sets Λν and Ων(s) transform under M(ν):
Lemma 3.9 Let M = M(ν) be the orthogonal transformation deﬁned above. Then
MΛν = Λe1 = {ξ1 ∈ R : |ξ1| ≤ L} × Rd−1,
MΩν(s) = Ωe1(s) = R× {ξˆ ∈ Rd−1 : |ξˆ| ≥ s}.
Proof. As MC = {ξ ∈ Rd : MT ξ ∈ C} for any set C ⊂ Rd, we have
MΛν = {ξ ∈ Rd : |〈MT ξ,n(ν)〉| ≤ L}
= {ξ ∈ Rd : |〈MT ξ,MTe1〉| ≤ L} = Λe1 .
Here we have used the property e1 = Mn(ν). Similarly for Ων(s). 
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4 Further properties of periodic PDO’s. Partition of symbols
In this section we describe two procedures of partitioning the symbols, that will
play a crucial role in the study of spectral properties of PDO’s. Roughly speaking,
the aim of these partitions is to transform the operators to a form when separation
of variables becomes possible.
4.1 Partition I
The ﬁrst partition is designed to split the symbol into components supported on
diﬀerent parts of the dual space. The general deﬁnitions below will be given for
symbols b ∈ Pα(w, Γ) with an arbitrary weight w, but later we shall make more
restrictive assumptions.
Let Υ ∈ C∞0 (R) be a non-negative function such that
0 ≤ Υ ≤ 1, Υ(t) =
{
1, |t| ≤ 1/4;
0, |t| ≥ 1/2. (4.1)
Assume also for convenience that Υ is even, i.e., Υ(t) = Υ(−t). For a number
L ≥ 1 deﬁne 

ζθ(ξ;L) = Υ




ϕθ(ξ;L) = 1− ζθ(ξ;L).
(4.2)
We point out that
ϕθ(ξ;L) = ϕ−θ(ξ + θ;L), ζθ(ξ;L) = ζ−θ(ξ + θ;L), (4.3)
since the function Υ is even. Note that
|Dsϕθ(ξ;L)|+ |Dsζθ(ξ;L)| ≤ CsL−s, s = |s|. (4.4)
This inequality shows that the functions ζθ and ϕθ, viewed as symbols, belong to
the class S0(L).
Using ϕθ, ζθ, we shall introduce the following linear operations on PDO’s.
Fix a positive parameter r and let
Θr = Θr(Γ) = {θ ∈ Γ† : 0 < |θ| ≤ r}, Θ0r = Θr ∪ {0},
Ξr = Ξr(Γ) = {θ ∈ Γ† : |θ| > r} = Γ† \Θ0r(Γ).
(4.5)
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By deﬁnition of Υ
b = b↑ + bo + b + b.
The symbol b↑ contains only the Fourier coeﬃcients bˆ(θ, ξ) with large θ’s, and
later it will be shown not to contribute to the answer. The remaining symbols are
trigonometric polynomials in x. The Fourier coeﬃcient bˆ(θ, · ) is supported near
the hyperplane 〈θ, ξ+θ/2〉 = 0, whereas bˆ(θ, · ) lives away from this hyperplane.
It is easy to see that for any symbol b ∈ Pα the introduced symbols also belong
to the same class. The corresponding operators are denoted by
B↑ = Op(b↑), B = Op(b), B = Op(b), Bo = Op(bo).
We also denote B,↑ = B + B↑.
Assume now that b ∈ Sα(w, Γ) with a constant weight w = L′ ∈ [1, L]. Then
the operations introduced above preserve the properties of the symbol b, that is
for any b ∈ Sα(L′, Γ) the symbols b, b, b↑, bo belong to the same class and for all








l,s ≤ C b (α)l,s ,
b↑ (α)p,s ≤ Crp−l+d b (α)l,s .
(4.10)
The constant C in the above estimates depends on l, s and on the lattice Γ. The
ﬁrst estimate immediately follows from (4.4). The second bound is a consequence
of (2.3) and (4.5). In the case d = 1 the operation “” possesses one more useful
property:
Lemma 4.1 Let d = 1 and let b ∈ Sα(L, Γ), α ≤ 0. Then for r ≤ L the symbol b
belongs to Sα(〈ξ〉, Γ) and
b
(α)
l,s;〈ξ〉 ≤ Cl,s b (α)l,s;L
with a constant Cl,s depending only on l, s.
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Proof. The proof is similar to the above proof of (4.10) for the classes with a
constant weight. One uses the fact that |ξ| ≤ L/2+ r/2 ≤ L on the support of ζθ,
and thus
|∂sξ bˆ(θ, ξ)| ≤ b l,s;L〈θ〉−lLα−s ≤ Cl,s b l,s;L〈θ〉−l〈ξ〉α−s,
for all ξ ∈ supp ζθ and θ ∈ Θr. It also follows from (4.4) that
|∂sξϕθ(ξ;L)|+ |∂sξζθ(ξ;L)| ≤ Cs〈ξ〉−s.
The above estimates lead to the proclaimed estimate for the norm b (α)l,s;〈ξ〉. 
To check that the introduced operations preserve symmetry, calculate using
(4.3) and remembering that θ and −θ do ( or do not ) belong to Θr simultaneously:
bˆ(−θ, ξ + θ) = bˆ(−θ, ξ + θ)ζ−θ(ξ + θ;L)
= bˆ(θ, ξ)ζθ(ξ;L) = bˆ(θ, ξ).
Thus, by (2.6) the operator B is symmetric if so is B. Similarly for B and B↑.
Let us ﬁnd out how these symbols transform under an orthogonal change of
variables M. Below we use the notation for the transformed objects, introduced
in the beginning of Subsect. 3.3. Note ﬁrst a direct consequence of the Deﬁnition
(4.2) 

ζθ(MT ξ;L) = ζω(ξ;L),
ϕθ(MT ξ;L) = ϕω(ξ;L),
ω = Mθ ∈ Γ˜† = MΓ†. (4.11)
Lemma 4.2 Let M : Rd → Rd be an orthogonal transformation. Let a ∈ Pα(w)
with some α ∈ R. Denote by  any of the symbols ↑, , o or . Then
(
W ∗MAWM
) = W ∗MAWM.
Proof. Let B = W ∗MAWM. We consider only the case  = . By Deﬁnition (4.8)






On the other hand, MTΘr(Γ˜) = Θr(Γ) and by (3.11) the Fourier transform of the
symbol of the operator W ∗MA
WM is given by
aˆ(MTω,MT ξ)ζMT ω(M
T ξ;L), ω ∈ Γ˜†.
In view of (3.11) and (4.11) this coincides with bˆ(ω, ξ)ζω(ξ;L), as required. 
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4.2 Partition II
Here we describe a way to split symbols into components associated with the so-
called primitive vectors ν ∈ Γ†. For a symbol b ∈ Sα(w, Γ) introduce a family
of associated symbols constructed as follows. For a vector 0 = ν ∈ Γ† deﬁne the
subset
Γ†ν = {nν, 0 = n ∈ Z}. (4.12)












Clearly, (bν)ν = bν . Notice that this symbol is symmetric if so is the initial symbol
b(x, ξ), see (2.6). Besides, bν ∈ Sα(w, Γ) and bν (α)l,s ≤ b (α)l,s . Let C ⊂ Rd be a
set, containing along with each point ξ ∈ C the straight line {ξ + tν, t ∈ R}.
Then assuming that all the PDO’s at hand are deﬁned on the set B(Rd) (see
(2.5)), it is straightforward to see H(C) is a reducing subspace of Op(bν), and
in particular, that P(C)Op(bν) = Op(bν)P(C) (see Subsect. 2.4 for deﬁnition of
P(C)). For example, the set Ων = Ων(s) deﬁned in (3.13) possesses this property
and therefore P(Ων)Op(bν) = Op(bν)P(Ων).
Below we decompose any symbol in the sum of symbols of the form bν . To
explain how it is done we need to recall the deﬁnition of a primitive vector.
Definition 4.3 A non-zero vector ν ∈ Λ is said to be a primitive vector of the
lattice Λ ⊂ Rd if
(i) The ﬁrst non-zero coordinate of ν = (ν1, ν2, . . . , νd) is positive;
(ii) There are no vector η ∈ Λ distinct from ν and no integer n > 0 such that
ν = nη.
It follows from this deﬁnition that for each non-zero vector χ ∈ Λ there exist
a uniquely deﬁned integer n and a primitive vector ν ∈ Λ such that χ = nν.
Also, every two primitive vectors are linearly independent. The set of all primitive
vectors of the lattice Λ is denoted by PΛ. Now we can decompose any symbol
b ∈ Sα(w, Γ) into a sum over primitive vectors ν ∈ PΓ†:


















, ∀η ∈ Γ†.
(4.14)
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Denote
Θ˜r = PΓ† ∩Θr. (4.15)
Let us now combine two types of partition introduced above. Observe ﬁrst
that by deﬁnitions (4.6)–(4.8) we always have (b)ν = (bν),  =↑, , , so that one
can use the notation bν without risk of confusion. Moreover, since b
(x, ξ) is a





Due to the presence of a cut-oﬀ in the deﬁnition, the operators bν have an addi-
tional reducing subspace. Let Λν be the set deﬁned in (3.12). Then the following
lemma holds:
Lemma 4.4 Let the operator B with the symbol b ∈ Pα(w) be deﬁned on B(Rd) (see
(2.5)). Suppose that r ≤ L. Then (BP(Λν)) = BνP(Λν) = Bν for any ν ∈ Θr.
For a symmetric symbol b this lemma implies that the subspace H(Λν) is
reducing for the operator Bν and that B

νP(R
2 \ Λν) = 0.
Proof. It suﬃces to check that the support of ζθ,θ = nν ∈ Θr is contained in
the domain Λν . By Deﬁnition (4.1), under the condition r ≤ L we have for each
ξ ∈ supp ζθ and n = 0:





L|θ|+ r|θ|) ≤ L|θ|.
It remains to recall (3.12). 
Suppose now that the symbol b is symmetric. As was already mentioned, the
subspace H(Ων) is then reducing for Bν . Together with Lemma 4.4 this implies
that for the set
Λˆν(s) = Λν ∩ Ων(s) (4.16)
the subspace H(Λˆν) is reducing for Bν if r ≤ L. The properties of the operators
Bν on these reducing subspaces will be a key ingredient in our study of the density
of states. In this study the set Λ = ∪ν∈ΘrΛν plays the role of the resonant set
described in the introduction.
First of all we need to establish some geometric properties of the sets Λˆν .
This will be done for the case d = 2 only.
4.3 Some geometric estimates for d = 2
Recall the notation n(θ) = θ|θ|−1, and t⊥ = Jt, see (3.14) for deﬁnition of J.
Lemma 4.5 Let d = 2. Suppose that θ,η ∈ Θr are linearly independent. Then
|〈n(θ),n⊥(η)〉| ≥ d(Γ†)r−2. (4.17)
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Proof. Let γ1,γ2 be two basis vectors of the lattice Γ
†, so that θ = n1γ1 + n2γ2
and η = m1γ1 + m2γ2 with some integers n1, n2,m1,m2. Consequently,
〈θ, (η)⊥〉 = n1m2〈γ1,γ⊥2 〉+ n2m1〈γ⊥1 ,γ2〉 = (n1m2 − n2m1)〈γ1,γ⊥2 〉.
Since θ and η are linearly independent, the integer factor n1m2 − n2m1 never
vanishes, and thus
|〈θ,η⊥〉| ≥ |〈Jγ1,γ2〉| = d(Γ†).
Since |θ| ≤ r and |η| ≤ r, we obtain (4.17). 
Lemma 4.6 Let d = 2. Suppose that ν,µ ∈ Θr are linearly independent. If
d(Γ†)ρr−2L−1 ≥ 4 and ρL−11 ≥ 4,
then one has
|〈n(µ), ξ〉| ≥ 2−1 d(Γ†)r−2ρ, ∀ξ ∈ Λˆν(ρ− L1). (4.18)
Moreover, Λˆν(ρ−L1)∩Λµ(L) = ∅ and dist
(
Λˆν(ρ−L1),Λµ(L)
) ≥ 4−1 d(Γ†)r−2ρ.
Proof. Use the short-hand notation nµ = n(µ), nν = n(ν). Decompose the vector
nµ into a sum as follows
nµ = 〈nµ,nν〉nν + 〈nµ,n⊥ν 〉n⊥ν
= anν + a⊥n⊥ν .
Then
〈nµ, ξ〉 = a⊥〈n⊥ν , ξ〉+ a〈nν , ξ〉.
If ξ ∈ Λˆν = Λˆν(ρ − L1) then |〈nν , ξ〉| ≤ L and by (3.15), |〈n⊥ν , ξ〉| ≥ ρ − L1, so
that
|〈nµ, ξ〉| ≥ |a⊥|(ρ− L1)− L.
By Lemma 4.5 |a⊥| ≥ κr−2 with κ = d(Γ†), and hence
|〈nµ, ξ〉| ≥ κr−2ρ− (κr−2L1 + L) = κr−2ρ
(
1− L1ρ−1 − κ−1Lr2ρ−1
)
.
Since ρr−2L−1 ≥ 4κ−1 and ρL1 ≥ 4, the r.h.s. is greater than 2−1κρr−2, which
guarantees (4.18). The r.h.s. of (4.18) is also greater than L, which leads to the
identity Λˆν ∩ Λµ = ∅. Also, for any ξ ∈ Λˆν and t ∈ Λµ, we have
|ξ − t| ≥ |〈ξ,nµ〉| − |〈t,nµ〉| ≥ 2−1κρr−2 − L.
Again, under the condition imposed on ρ, r, L we have the required lower bound
for the distance between Λˆν and Λµ. 
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4.4 Separation of variables
Observe that the condition d = 2 is crucial for the previous two lemmas. It guar-
antees that the sets Λˆν and Λµ do not intersect for linearly independent ν and µ.
This fact allows one to ”separate variables” when studying the model operator
A = Ao + B, Ao = Op(ao), ao(ξ) = |ξ|2 + bo(ξ). (4.19)
Lemma 4.7 Let d = 2. Suppose that b ∈ P0(w) is a symmetric symbol. Let λ0 ≥ 0
be a ﬁxed number. Suppose that
1 ≤ r ≤ L,
ρL−11 ≥ 4,
d(Γ†)ρr−2L−1 ≥ 4,
2ρL1 ≥ λ0 + 3L2 + L21,
and that ‖Bo‖+ ‖B‖ ≤ 2L2. Then
D(λ;A) = D
(
λ;Ao;R2 \ Λˆ) + ∑
ν∈Θ˜r
D(λ;Ao + Bν ; Λˆν) (4.20)
for all λ ≥ ρ2 − λ0. Here Λˆν = Λˆν(ρ− L1) and Λˆ = ∪νΛˆν .
Proof. Let Cν = Λν \ Λˆν and
C = ∪νCν , Λ = ∪νΛν , Λˆ = ∪νΛˆν .
By Lemma 4.4 the subspace H(Λ) is invariant for the operator A, and AP(R2\Λ) =
AoP(R2 \ Λ). By virtue of Lemma 4.6 the subspaces H(Λˆ) and H(C) are also
invariant for A and thus
N(λ,A(k)) = N
(
λ,Ao(k);R2 \ Λ) + N(λ,A(k);C) + N(λ,A(k); Λˆ). (4.21)




λ,Ao(k) + Bν(k); Λˆν),








For any ξ ∈ Cν one has:
|ξ|2 = |〈ξ,n(ν)〉|2 + |〈ξ,n⊥(ν)〉|2 ≤ L2 + (ρ− L1)2 = ρ2 − 2ρL1 + L21 + L2.
Since ρL−11 ≥ 4 and 2ρL1 ≥ λ0 + 3L2 + L21, the r.h.s. is bounded from above
by ρ2 − λ0 − 2L2 ≤ λ − 2L2. Consequently, ‖AoP(C)‖ ≤ λ − 2L2 + ‖Bo‖. By
virtue of the condition ‖Bo‖ + ‖B‖ ≤ 2L2 we have ‖AP(C)‖ ≤ λ, which implies
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5 Asymptotics in the invariant subspaces
In this section we study the density of states for the model operator (4.19) in-
troduced in the previous section. Our strategy is dictated by Lemma 4.7: since
the sets Λˆν do not intersect for distinct ν ∈ Θ˜r, the investigation of each term in
the r.h.s. of (4.20) is done independently. Furthermore, the symbol of the opera-
tor Ao + Bν depends only on the projection 〈x,n(ν)〉 (see (4.8)), so that in each
subspace H(Λˆν) the problem reduces to a one-dimensional one.
We begin with studying the operator Ao + Bν . Emphasize that the analysis
of this operator is carried out without any restrictions on the dimension d ≥ 2. On
the contrary, in the closing subsection, dealing with the operator (4.19), we need
to assume that d = 2 in order to use Lemma 4.7.
5.1 A new class of symbols
In order to describe the reduction to a one-dimensional problem we need to intro-
duce a new class of symbols that encode the “one-dimensionality”.
Let z = z(x, η),x ∈ Rd, η ∈ R be a function and L ≥ 1 be a constant. We
say that this function belongs to the class Tα(L, Γ), α ∈ R, if it is Γ-periodic,
C∞-smooth in η and its Fourier coeﬃcients satisfy the condition
|∂sη zˆ(θ, η)| ≤ Cl,s〈θ〉−lLα−s,

















θ, 〈ξ,n(θ)〉), θ = 0,
0, θ = 0.
(5.1)
Clearly, b ∈ Sα(L, Γ) and
C−1l,s z
(α)
l,s ≤ b (α)l,s ≤ Cl,s z (α)l,s , (5.2)
with some constant Cl,s. We call the symbol z symmetric if
zˆ(θ, η) = zˆ(−θ,−η − |θ|). (5.3)
It is straightforward to check that under this condition the symbol (5.1) is sym-
metric in the sense of Deﬁnition (2.6).
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5.2 Reduction to the case d = 1
Assuming, that the symbol b is deﬁned by (5.1) we study the density of states for
an operator with the symbol
a(x, ξ) = ao(ξ) + bν(x, ξ),
ao(ξ) = |ξ|2 + f(〈ξ,n(ν)〉), (5.4)
with some 0 = ν ∈ Γ†, and some real-valued uniformly bounded function f .
We are interested in the “partial” density of states D(λ;A;C) with C = Ων
or C = Λˆν . The ﬁrst step is to perform a change of variables which reduces Ων
and Λˆν to Ωe1 and Λˆe1 . Let M = M(ν) be the orthogonal map from Subsect. 3.4,
and let W = WM be the unitary operator deﬁned in (3.9). Then by Lemma 3.7
the symbol of A˜ = W ∗AW is given by
a˜(x, ξ) = |ξ|2 + f(〈MT ξ,n(ν)〉) + bν(M−1x,MT ξ).
Remembering that Mn(ν) = e1, we have 〈MT ξ,n(ν)〉 = ξ1. Using the last relation








lν, l|l|−1η)ei|ν|lx, x ∈ R, η ∈ R. (5.5)
Consequently, 

a˜(x, ξ) = a˜o(ξ) + b˜(x1, ξ1),




, ξˆ = (ξ2, ξ3, . . . , ξd).
(5.6)
Note that the symbol b˜ is periodic in x with the period
τ = τ(ν) = 2π
[|ν|] + 1
|ν| , (5.7)
so that the whole symbol a˜ is periodic w.r.t. the lattice Λ = (τZ)× (2πZ)d−1. Note
that τ(ν) is bounded from above and below uniformly in ν ∈ PΓ†. By Lemma 3.8
we have
DΓ(λ;A;C) = DΓ˜(λ; A˜;MC), Γ˜ = MΓ.
Since the density of states does not depend on the lattice (see Subsection 2.4), we
can replace Γ˜ with Λ deﬁned above, and thus
DΓ(λ;A;C) = DΛ(λ; A˜;MC), Λ = (τZ) × (2πZ)d−1. (5.8)
In the next three lemmas we show that up to a controllable error the densities of
states for the operator A = Op(a) and Ao = Op(ao) coincide. We begin with a
reduction to a one-dimensional operator T with the symbol




, x ∈ R, η ∈ R. (5.9)
Vol. 6, 2005 Density of States 59
The following lemma compares the densities of states for the operatorsA = Ao+Bν
and Ao+Bν with those for the operators T and T
o+T  respectively, see subsection
4.1 for deﬁnitions.
Lemma 5.1 Suppose that z ∈ Tα(L, Γ) is a symmetric symbol. Let b be a symbol
deﬁned as in (5.1), and let f be a real-valued uniformly bounded function on R.
Let b˜ and t be the symbols deﬁned in (5.5) and (5.9) respectively. Then
(i) The symbol b˜ belongs to Sα(L, τZ) with τ speciﬁed in (5.7), it is symmetric,
and b˜ (α)l,s ≤ Cl,s z (α)l,s with a constant Cl,s depending only on the lattice
Γ;







= σDd−3(λ− s2, λ, T ),
D
(
λ;Ao + Bν ; Ων(s)
)







ωp = (p + 1)wp+1, p ≥ 1, (5.11)
is the surface area of a unit sphere in Rp+1, ω0 = 2, and the quantity Dq is
deﬁned in (3.4).
Proof. (i) The τ -periodicity of the symbol b˜ with the speciﬁed τ has already been
observed. The estimate for the norm b˜ follows by inspection. The symmetry of
b˜ follows from (5.3).
(ii) To prove (5.10) we use Lemma 3.9:
MΩν(s) = Ωe1(s) = R× {ξˆ ∈ Rd−1 : |ξˆ| ≥ s}.












D(λ − |ξˆ|2; T )dξˆ = ωd−2
∫
ξ≥s






D(µ;T )(λ− µ) d−32 dµ.
By Lemma 4.2 an analogous formula holds for operators Ao + Bν and T o + T .
Deﬁnition (3.4) leads to the proclaimed formula (5.10). 
Before calculating the asymptotics of the r.h.s. of (5.10) we need to study
the density of states for the operator Ao = Op(ao) with the symbol ao deﬁned in
(5.4). We shall need the notation E(λ; · ) introduced in (2.13).
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Lemma 5.2 Let f be a uniformly bounded function. Suppose that s ≥ 0 and λ ≥ 0
and 0 ≤ λ0 ≤ λ/2 are numbers such that





|f(η)| ≤ λ− λ0
2
. (5.13)
Then for any λ′, λ′′ ∈ [λ− λ0, λ + λ0]∣∣D(λ′, Ao; Λˆν(s))−D(λ′′, Ao; Λˆν(s))∣∣ ≤ Cλ d−32 |λ′ − λ′′|L, (5.14)
with a constant C independent of the numbers λ, λ′, λ′′, L, s, vector ν and symbol f .
Proof. Let M = M(ν) be the orthogonal map from Subsection 3.4. By Deﬁnition
(4.16) and Lemma 3.9
MΛˆν(s) = Λˆe1(s) = {|ξ1| ≤ L} × {|ξˆ| ≥ s}.
According to (5.8), formula (5.6) and Proposition 2.4, under the condition (5.12)

















λ′ − η2 − f(η)] d−12 dη − 2Lwd−1 sd−1.
Here wp is the volume of the unit ball in Rp. Under the conditions (5.12) and
(5.13) the above formula yields (5.14). 
The next lemma yields an important intermediate result – it provides an
asymptotic formula for the density of states of the operator Ao + Bν :
Lemma 5.3 Let f be a uniformly bounded function, and let b be deﬁned by (5.1)
with a symmetric symbol z ∈ T0(L, Γ). Suppose that r ≤ L and that for some
λ0 ∈ [0, λ/2] 

‖Bν‖ ≤ L2, supη |f(η)| ≤ L2,
3L2 ≤ λ− λ0 − s2, s2 ≥ λ + λ02 .
(5.15)
Then for all λ′, λ′′ ∈ [λ− λ0, λ + λ0] one has
∣∣D(λ′, Ao + Bν ; Λˆν(s))− 1(2π)d vol
(
Λˆν(s) ∩ E(λ′; ao)
)∣∣ ≤ Cλ d−52 L, (5.16)
and
|D(λ′;Ao + Bν ; Λˆν(s))−D(λ′′;Ao + Bν ; Λˆν(s))|
≤ Cλ d−32 L(|λ′ − λ′′|+ λ−1). (5.17)
Vol. 6, 2005 Density of States 61
The constants in bounds (5.16) and (5.17) depend on λ0. They do not depend on
λ, s, ν, L, f , and are uniform in the symbol z.
Proof. We derive the required formulas from the relation (5.10) with the use of
Lemma 3.6. Let us check that its conditions are satisﬁed. The symbol t = b˜ =
b˜(x, η) (see (5.9) for deﬁnition of t) has the form considered in Lemma 3.6 with
g = 1. Moreover, since r < L, by Lemma 4.4 we have P()Op(b˜) = Op(b˜), where




l,s;〈η〉 ≤ C b˜ (α)l,s;L ≤ C˜ z (α)l,s ,
with some universal constants. And ﬁnally, the conditions (5.15) guarantee that
‖Op(f)‖ ≤ L2, ‖T ‖ ≤ L2 and λ′/2 ≥ λ′ − s2 ≥ 3L2, for all λ′ ∈ [λ− λ0, λ + λ0].
Now we can apply Lemma 3.6 with p = d−3 to the r.h.s. of (5.10), which leads to
∣∣Dd−3(λ′ − s2, λ′;T o + T )−Dd−3(λ′ − s2, λ′;T o)∣∣ ≤ Cλ′ d−52 L ≤ C˜λ d−52 L,
and hence ∣∣D(λ′, Ao + Bν ; Ων(s)) −D(λ′, Ao; Ων(s))∣∣ ≤ C′λ d−52 L, (5.18)
for all λ′ ∈ [λ− λ0, λ + λ0]. To establish a similar estimate for the set Λˆν(s) note
that by Lemma 4.4
D
(
λ′, Ao + Bν ; Λˆν(s)) = D(λ
′;Ao + Bν ; Ων(s)
)−D(λ′, Ao; Ων(s) \ Λˆν(s)),
and hence (5.18) yields
∣∣D(λ′, Ao + Bν ; Λˆν(s)) −D(λ′, Ao; Λˆν(s))∣∣ ≤ C′λ d−52 L, (5.19)










Note that the conditions (5.15) guarantee (5.12) and (5.13). Now to obtain
(5.17) it suﬃces to use (5.19) for λ′, λ′′, and (5.14). 
5.3 Density of states for the model operator (4.19)
Our goal in this subsection is to establish a formula similar to (5.16) for the model
operator (4.19). Now it is crucial to assume that d = 2.
Let us ﬁrst specify the symbols that we are working with. Let f (ν) = f (ν)(η),
η ∈ R, ν ∈ Θ˜r be a collection of real-valued uniformly bounded functions. Also
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is ﬁnite for some β ≥ 0. This implies that
|f (ν)(η)| ≤ κν |η|−β , ∀|η| ≥ 4L. (5.20)
Instead of (5.4) assume that





All the subsequent results will be uniform in the function f in the sense that they
depend only on the constant C in the bound supξ |f(ξ)| ≤ C.
The perturbation symbol b is chosen in the same way as above, i.e., it is
deﬁned by the formula (5.1) for some symmetric z ∈ T0(L, Γ). Our objective is to
compare the density of states for the operator A = Ao + B with that of Ao. We
are going to use the notation already exploited in the proof of Lemma 4.7:
Λ = ∪ν∈Θ˜rΛν , Λˆν = Λˆν(ρ− L1), Λˆ = ∪ν∈Θ˜r Λˆν .
For technical reasons we also need to include a bounded perturbation given by a
self-adjoint PDO Q with a symbol q ∈ P0(w) with an arbitrary weight w.
Theorem 5.4 Let d = 2. Let the operator A be as described above with z ∈ T0(L, Γ),







For a ﬁxed λ0 ≥ 0 denote
λ1 = λ0 + δ + κ(4L)−β . (5.22)
Suppose that ρ2 ≥ 16λ1 and that





2ρL1 ≥ 2λ1 + 3L2 + L21. (5.24)
Then there exists a constant L0 = L0(z, q, f) such that under the condition
L ≥ L0, (5.25)
one has
∣∣D(λ;Ao + B + Q)− 1
(2π)2
volE(λ; ao)
∣∣ ≤ Cr2ρ−1L(κr2βρ−β + δ) + Cr2ρ−3L,
for all λ ∈ [ρ2 − λ0, ρ2 + λ0]. The constants C,L0 are uniform in the symbols f, q
and z, and C may depend on λ0 and λ1.
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Proof. Since z ∈ T0(L) and q ∈ P0(w), the operators B,B, Q,Q are bounded
by Proposition 3.1 and Lemma 5.1(i):


‖Bν‖+ ‖B‖+ ‖B‖ ≤ Cl z (0)l,0 ,
‖Qν‖+ ‖Q‖+ ‖Q‖ ≤ Cl q (0)l,0 ,
∀ν ∈ Γ†, l > 2.
Choosing suﬃciently large L0 one ensures that ‖Op(f)‖ + ‖B + Q‖ ≤ 2L2.
Remembering also (5.23), (5.24), one guarantees that the conditions of Lemma 4.7
are fulﬁlled. Consequently, in view of (4.20)
D(λ;Ao + B + Q) = D(λ;Ao;R2 \ Λˆ) +
∑
ν∈Θ˜r
D(λ;Ao + Bν + Q

ν ; Λˆν), (5.26)
for all λ ≥ ρ2 − λ1. By Proposition 2.4 the ﬁrst term equals





2 \ Λˆ ∩ E(λ; ao)). (5.27)
Let us consider each summand in the second term separately. Let us ﬁx a ν ∈ Θ˜r
and deﬁne
yo(ξ) = |ξ|2 + f (ν)(〈n(ν), ξ〉), Y o = Op(yo).
Note that in view of (4.18) we have |〈n(µ), ξ〉| ≥ 2−1 d(Γ†)r−2ρ ≥ 4L for all










∣∣∣∣ ≤ 2β(d(Γ†))−βκr2βρ−β ≤ κ(4L)−β .
Consequently, with δν = ‖QνP(Λˆν)‖ one has




κr2βρ−β − δν ≤ Ao + Bν + Qν




κr2βρ−β + δν . (5.28)
Here we assume that all the operators are considered on their invariant sub-
space H(Λˆν). Choosing L0 suﬃciently large we may assume that ‖Bν‖ ≤ L2,
supη |f (ν)(η)| ≤ L2, so that the ﬁrst half of the conditions (5.15) are satisﬁed.
Using the bounds ρ2 ≥ 16λ1 and (5.24), under the condition λ ∈ [ρ2−λ1, ρ2 +λ1]
(see (5.22) for deﬁnition of λ1) one proves that the second half of (5.15) is also
satisﬁed with s = ρ− L1 and λ1 instead of λ0. Therefore, by (5.16)
∣∣D(λ;Y o + Bν ; Λˆν)− 1(2π)2 vol
(
Λˆν ∩ E(λ; yo)
)∣∣ ≤ Cρ−3L,
∀λ ∈ [ρ2 − λ1, ρ2 + λ1].
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In view of monotonicity of the density of states (see Proposition 2.1) and the
bounds (5.28), (5.17) we have
|D(λ;Y o+Bν ;Λˆν)−D(λ;Ao+Bν +Qν ;Λˆν)|≤Cρ−3L+C′ρ−1L(κr2βρ−β +δ),
∀λ∈ [ρ2−λ0,ρ2+λ0].
The last two estimates lead to the bound
∣∣D(λ;Ao + Bν + Qν ; Λˆν)− 1(2π)2 vol
(
Λˆν ∩ E(λ; yo)
)∣∣
≤ Cρ−3L + C′ρ−1L(κr2βρ−β + δ), (5.29)
∀λ ∈ [ρ2 − λ0, ρ2 + λ0].
Using this estimate for Q = B = 0, in combination with Proposition 2.4 one also
concludes that∣∣vol(Λˆν ∩ E(λ; ao))− vol(Λˆν ∩ E(λ; yo))∣∣ ≤ Cρ−3L + C′ρ−1Lκr2βρ−β .
This shows that in the estimate (5.29) the set E(λ; yo) can be replaced with
E(λ; ao). Adding together the formulae (5.29) for all ν ∈ Θ˜r, taking into account
that card Θ˜r ≤ Cr2, we obtain that
∣∣ ∑
ν∈Θ˜r







Λˆ ∩ E(λ; ao))∣∣
≤ Cr2ρ−3L + C′r2ρ−1L(κr2βρ−β + δ).
It remains to combine the obtained formula with (5.27), using (5.26). 
6 A “gauge transformation”
In this and all the subsequent sections we use the notation Sα for the class Sα(L).
For the classes Sα(w) with diﬀerent weight w we use the full notation to avoid
confusion.
6.1 Preparation
Our strategy will be to ﬁnd a unitary operator which reduces an elliptic PDO
H = H0 + Op(b) (see Deﬁnition (2.8)) with b ∈ Sα(〈ξ〉), α < m to another PDO,
whose symbol, up to some controllable small errors, depends only on ξ. Very soon
we shall focus on the operators of second order, but in this subsection the order is
irrelevant and it is allowed to be any positive m > 0. The sought unitary operator
will be constructed in the form U = eiΨ with a suitable bounded self-adjoint Γ-
periodic PDO Ψ. This is why we sometimes call it a “gauge transformation”. It is
useful to consider eiΨ as an element of the group
U(t) = exp{iΨt}, ∀t ∈ R.
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We assume that the operator ad(H0,Ψ) is bounded, so that U(t)D(H0) = D(H0).
This assumption will be justiﬁed later on. Let us express the operator
At = U(−t)HU(t)
via its (weak) derivative w.r.t. t:
At = H +
∫ t
0
U(−τ) ad(H ; Ψ)U(τ)dτ.















dτ2 . . .
∫ τM
0
U(−τM+1) adM+1(H ; Ψ)U(τM+1)dτM+1.




Ψk, Ψk = Op(ψk), ψk ∈ Sk(α−m)+1. (6.2)
Substitute this formula in (6.1) and rewrite, regrouping the terms:









ad(H ; Ψk1 ,Ψk2 , . . . ,Ψkj )












ad(H ; Ψk1 ,Ψk2 , . . . ,Ψkj ). (6.3)
Rewrite:



























Switch the summation signs:













































ad(H0; Ψk1 ,Ψk2 , . . . ,Ψkj ), l ≥ 2. (6.5)
We emphasize that the operators Bl and Tl depend only on Ψ1,Ψ2, . . . ,Ψl−1. One
more rearrangement:















Now we can specify our algorithm for ﬁnding Ψk’s. The symbols ψk will be found
from the following system of commutator equations:
ad(H0; Ψ1) + B

1 = 0, (6.7)




l = 0, l ≥ 2, (6.8)
and hence 



















Below, in Lemma 6.3 we shall prove that all the symbols bl and tl belong to





the same property. This means that Bl and T

l are bounded (see Proposition 3.1)
and hence the commutators ad(H0,Ψl) are also bounded in view of (6.7), (6.8).
This justiﬁes the assumption that ad(H0,Ψ) is bounded, made in the beginning
of the formal calculations in this Section.
6.2 Commutator equations
Since our primary concern is the Schro¨dinger operator, from now on we assume
that m = 2 and F = I in Deﬁnition (2.8). Before proceeding to the study of the
commutator equations (6.7), (6.8) note that the symbol
τθ(ξ) = h0(ξ + θ)− h0(ξ) = 2〈θ, ξ + θ/2〉 (6.10)
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satisﬁes the bound
|Dsξτ−1θ | ≤ Cs|θ|−1L−s−1, θ = 0, (6.11)
for all ξ in the support of the function ϕθ (see (4.2)). This estimate will come in
handy in the next lemma.
Lemma 6.1 Let A = Op(a) be a symmetric PDO such that a ∈ Sα. Then the PDO
Ψ with the Fourier coeﬃcients of the symbol ψ(x, ξ) given by





ad(H0; Ψ) + Op(a) = 0. (6.13)
Moreover, the operator Ψ is bounded and self-adjoint, ψ ∈ Sα−1 and
ψ
(α−1)
l,s ≤ C a (α)l−1,s.
The constant C is independent of the parameter L ≥ 1 and the symbol a.
Proof. Let t be the symbol of ad(H0; Ψ). The Fourier transform tˆ(θ, ξ) is easy to
ﬁnd using (3.2):
tˆ(θ, ξ) = i
(
h0(ξ + θ)− h0(ξ)
)
ψˆ(θ, ξ) = iτθ(ξ)ψˆ(θ, ξ).
Therefore the equation (6.13) amounts to
iτθ(ξ)ψˆ(θ, ξ) = −aˆ(θ, ξ) = −aˆ(θ, ξ)ϕθ(ξ;L).
By deﬁnition of the function ϕθ, a solution ψˆ exists and is given by (6.12). This
symbol satisﬁes the condition (2.6), so that Ψ is a symmetric operator. Note also
that by (4.4) and (6.11) the symbol ψ belongs to Sα−1 and one easily shows that
ψ
(α−1)
l,s ≤ C a (α)l−1,s.
This estimate for s = 0 and Proposition 3.1 ensure the boundedness of Ψ. 
Remark 6.2 Let the symbols a and ψ be as in Lemma 6.1 and consider the com-













gˆ(φ, ξ + θ)aˆ(θ, ξ)
τθ(ξ)
− gˆ(φ, ξ)aˆ
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Analogously, one can easily derive a formula for the commutator symbol aµ,η =
ad(gµ, ψη) with arbitrary µ,η ∈ Γ†, see Subsection 4.2 for deﬁnition of these
symbols. It is the same formula as above, but with the summation restricted to
appropriate subsets of the lattice Γ†:






gˆ(φ, ξ + θ)aˆ(θ, ξ)
τθ(ξ)
− gˆ(φ, ξ)aˆ





see (4.12) for deﬁnition of Γ†ν . Recalling that τ−θ(ξ + θ) = −τθ(ξ), and using the
property (2.6) we obtain





gˆ(−θ, ξ + θ)aˆ(θ, ξ)
τθ(ξ)
− gˆ(θ, ξ)aˆ










gˆ(θ, ξ)aˆ(θ, ξ) + gˆ(θ, ξ)aˆ(θ, ξ)
]
.
Let us apply Lemma 6.1 to equations (6.7) and (6.8).
Lemma 6.3 Let b ∈ Sα be a symmetric symbol. Then there exists a sequence of self-
adjoint bounded PDO’s Ψl, l = 1, 2, . . . with the symbols ψl ∈ Sβl , βl = l(α−2)+1,
such that (6.7) and (6.8) hold, and
(i) ψl (βl)r,s ≤ C
(
b (α)p,n)
l, l ≥ 1; (6.15)
(ii) The symbols bl, tl of the corresponding operators Bl, Tl belong to Sγl with





r,s ≤ C( b (α)p,n)l, l ≥ 2; (6.16)













The constant C in (6.15) and (6.16) does not depend on b, but depends on l, r, s, α.
The integer-valued parameters p, n in (6.15) and (6.16) depend on l, r, s, α.
(iv) If b (α)l,s ≤ Cl,sL2−α for all l and s, then for some positive integer n, p the
following bounds hold:




l,s ≤ C˜ b (α)p,n, p = p(l, s, α,M), n = n(l, s, α,M). (6.19)
The constant C˜ depends only on the constants Cl,s and the parameters M,α.
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Proof. The existence of ψ1 ∈ Sβ1 with required properties follows from Lemma
6.1. Further proof is by induction.
To make the calculations less cumbersome, throughout the proof we adopt
the following notational convention. If two symbols, φ1 and φ2 satisfy the esti-
mate φ1
(β)
l,s ≤ C φ2 (ω)p,n with some p = p(l, s) and n = n(l, s) we simply write
φ1
(β) ≤ C φ2 (ω).
Suppose that ψk with k = 1, 2, . . . ,K − 1 satisfy (6.15). In order to conclude
that ψK also satisﬁes (6.15), ﬁrst we need to check that bK and tK satisfy (6.16).
Step I. Estimates for bl. To begin with we prove that all the symbols bl with l ≤ K,
satisfy the estimate (6.16). We ﬁrst obtain a bound for ad(b;ψk1ψk2 , . . . , ψkj ) with
k1+k2+ · · ·+kj = l−1 . To this end we use (6.15) and Proposition 3.4 to conclude
that
ad(b;ψk1 , ψk2 , . . . , ψkj )
(γ) ≤ C b (α)
j∏
n=1





(βkj −1) = α+
j∑
n=1
kj(α−2) = (l−1)(α−2)+α−2+2 = l(α−2)+2.
This implies that bl satisﬁes (6.16) for all l ≤ K.
Step II. Estimates for tl. For the symbols tl the proof is by induction. First of all,
note that ad(h0;ψ1, ψ1) = − ad(b, ψ1), so that, by Proposition 3.4
ad(h0;ψ1, ψ1) (2α−2) ≤ C( b (α))2,
and thus t2 satisﬁes (6.16). Suppose that all tk with k ≤ l − 1 ≤ K − 1 satisfy
(6.16). Then by Deﬁnition (6.8) and (4.10) all ad(h0;ψk), k ≤ l − 1, satisfy the
same bound. Remembering that the deﬁnition of tl involves only ψk with k ≤ l−1,
and applying Proposition 3.4, we obtain for k1 + k2 + · · ·+ kj = l, j ≥ 2:
ad(h0;ψk1 , ψk2 , . . . , ψkj )
(γ) = ad
(
ad(h0;ψk1);ψk2 , . . . , ψkj
)
(γ) ≤ ( b (α))l,
(6.21)
with
γ = k1(α − 2) + 2 +
j∑
n=2
(kn(α− 2) + 1− 1) = l(α− 2) + 2.
This leads to (6.16) for all tl, l ≤ K.
Step III. To handle ΨK we use the solution Ψ of the equation (6.13) constructed
in Lemma 6.1. Then from Deﬁnition (6.8) and steps I, II we immediately conclude
that ψK ∈ Sγ with γ = β − 1, β = K(α− 2) + 2 and that
ψK
(β) ≤ C( bK (β) + tK (β)) ≤ C( b (α))K ,
as required.
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Step IV. Proof of (iii). By (6.4) and by (6.5), (6.7)
B2 = ad(B; Ψ1), T2 = −12 ad(B
; Ψ1).
It follows from (6.12) that























Adding them up and recalling that ϕθ = 1− ζθ, we get (6.17).
Step V. Proof of (iv). The remainder RM+1 (see (6.6)) consists of three compo-
nents. In view of (6.16), bM+1 ∈ S(M+1)(α−2)+2, so that by Remark 3.2 the norm
of BM+1 is bounded by ( b (α))M+1L(M+1)(α−2)+2 as required.
Consider now R(1)M+1 deﬁned in (6.1). Let ψ =
∑M
l=1 ψl. Since b
(α) ≤
CL2−α, according to (6.15), (2.7) we have
ψl
(α−1) ≤ CL(l−1)(α−2)( b (α))l ≤ C′ b (α).
Similarly, by Deﬁnition (6.9) we have X (α) ≤ C b (α) in view of (6.16), which
proves (6.19). It follows from (6.7) and (6.8) that ad(H0,Ψ)+X = 0. Now, repeat-
ing the same argument as on Steps 1 and II, we conclude that adM+1(H,Ψ) (γ) ≤(
b (α)
)M+1 with γ = (M +1)(α−2)+2. By Remark 3.2 this leads to the required
estimate for the norm ‖R(1)M+1‖.
In the same way the norm of the error R(2)M+1 deﬁned in (6.3) can be shown
to satisfy the same bound. This completes the proof of (6.18). 
7 Density of states for operator A1
In this section we apply the transformation constructed in the previous section,
to the Schro¨dinger operator, that is to the operator (2.8) with m = 2 and F = I,
b(x, ξ) = V (x), so that α = 0. For the proof of Theorem 2.3 we shall need the
representation (6.9) with M = 2.
We begin with deriving further consequences from Lemma 6.3. From now on
we shall use the notation Vj instead of Bj , j = 1, 2, . . . . All the estimates below
are uniform in V .
The majority of the results below are obtained for d = 2, although for some
intermediate results the condition d ≥ 2 will be suﬃcient.
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7.1 Operators V 2 and T

2
Let us investigate in more detail the operators V 2 and T 2 . Recall again that by
(6.4), (6.5) and (6.7)
V2 = ad(V ; Ψ1), T2 = −12 ad(V
; Ψ1).









with µ,η ∈ PΓ†, see Subsection 4.2 for deﬁnition of the symbols bν and of the set
of the primitive lattice vectors PΓ†. By (4.14), (4.10) and Lemma 6.3 used with







l,s ≤ Cl,s V (0)l,0 , (ψ1)η (−1)l,s ≤ Cl,s V (0)p,0, p = p(l, s).





l,s ≤ Cl,s( V (0)p,0)2, p = p(l, s), (7.1)
uniformly in µ,η ∈ PΓ†. We shall need more detailed properties of these commu-
tators. In particular, let us ﬁnd bounds for symbols (aµ,η)ν and (bµ,η)ν , ν ∈ PΓ†.
In the next lemma and further on we shall need the explicit formulas for these sym-
bols, which follow from (6.14) and (6.22). For brevity we write only the formula
for aˆµ,η:













In this formula χ ∈ Γ† and τθ is deﬁned in (6.10). Recall the notation Λˆν =
Λˆν(ρ− L1) and (4.15).
Lemma 7.1 Let d = 2. Let V be as above and ψ1 be as found in Lemma 6.3.
Suppose that 










(aµ,η)νχ( · ; Λˆν) (0)l,0 + (bµ,η)νχ( · ; Λˆν) (0)l,0
)
≤ Cl( V (0)p,0)2r4ρ−2,
(7.4)
for all l ≥ 0, p = p(l), uniformly in ν ∈ Θ˜r. (Here χ( · ; Λˆν) denotes the multipli-
cation by the function χ(ξ; Λˆν).)
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Proof. Let us estimate each term in the sum (7.4) individually. For the sake of
brevity we conduct the proof only for the case of the symbol aµ,η. For this we
use (7.2) with χ ∈ Γ†ν , assuming that ξ ∈ Λˆν . Since we are interested in the
operator aµ,η, we may assume that χ ∈ Θr (see Deﬁnition (4.8)), and hence we
have φ ∈ Θ2r in (7.2).
Let us estimate ﬁrst the terms in the square brackets in (7.2). Since µ = η,
the vectors ν and θ,φ in (7.2) are pairwise linearly independent. Consequently, in
view of (4.18) and (7.3) we have for ξ ∈ Λˆν the bounds
|〈n(θ), ξ〉| ≥ 2−1 d(Γ†)r−2ρ ≥ 8L,
|〈n(θ), ξ + φ〉| ≥ 2−1 d(Γ†)r−2ρ− 2r ≥ 6L,
and |τθ(ξ)| = 2|〈θ, ξ + θ/2〉|
≥ |θ|(d(Γ†)r−2ρ− r) ≥ 1
2
|θ| d(Γ†)r−2ρ, (7.5)
|τθ(ξ + φ)| = 2|〈θ, ξ + φ + θ/2〉|
≥ |θ|(d(Γ†)r−2ρ− 5r) ≥ 1
2
|θ| d(Γ†)r−2ρ. (7.6)
By Deﬁnitions (4.1) and (4.2), in view of the above bounds we have
ϕθ(ξ) = ϕθ(ξ + φ) = 1, ∀ξ ∈ Λˆν ,
and hence for χ ∈ Θr ∩ Γ†ν , ξ ∈ Λˆν the symbol aˆµ,η has the form:













According to (7.5), (7.6),∣∣∣∣ 1τθ(ξ) −
1
τθ(ξ + φ)















The r.h.s. is ﬁnite since V ∈ S0. Summing these estimates over µ ∈ PΓ† and












for any p > l+3. Consequently, the estimate (7.4) is fulﬁlled. The symbol bµ,η can
be treated in the same way. These calculations are omitted to avoid repetitions. 
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Using (4.13) for V, V  and ψ1, we can now decompose the symbol V2 + t2 as
follows:
V2 + t2 = V o2 + t
o










(aµ,η + bµ,η)ν . (7.7)
Our objective is to show that the symbol f has the form (5.1) and the symbol g
has a “small” norm. These properties are proved in the next lemma.
Theorem 7.2 Let d = 2. The symbols f, g deﬁned above, satisfy the following prop-
erties:
(i) f, g ∈ S−2(L) and f (−2)l,s + g (−2)l,s ≤ Cl,s( V (0)p,0)2, p = p(l, s);
(ii) For some z ∈ T−2(L) one has
fˆ(χ, ξ) = zˆ(χ, 〈ξ,n(χ)〉), χ = 0, (7.8)
z
(−2)
l,s ≤ Cl,s( V (0)p,0)2, p = p(l, s). (7.9)
(iii) Let the conditions (7.3) be fulﬁlled. Then
‖Op(gν)P(Λˆν)‖ ≤ Cp( V (0)p,0)2r4ρ−2, Λˆν = Λˆν(ρ− L1), (7.10)
with some integer p, uniformly in ν ∈ Θ˜r.
The constants C in the above inequalities are independent of V and ρ, L, r.
Proof. Let us prove (i) ﬁrst. By Lemma 6.3 we have V2 + t2
(−2)
l,s ≤ Cl,s( V (0)p,0)2
with some p = p(l, s). By (4.14) this guarantees the same estimate for V o2 and t
o
2.
Consequently, part (i) will be proved if we establish this estimate for f only. The
required bound follows from (7.1) in view of (4.14).





τθ(ξ) = 2〈θ, ξ + θ/2〉,
by Deﬁnitions (4.2) and (6.10), we conclude that fˆν = aˆν,ν + bˆν,ν has the form
(5.1). This means that fˆ also has this property, that is fˆ satisﬁes (7.8) with some
function z. Moreover, in view of (5.2) and part (i), the function z belongs to T−2
and satisﬁes the bound (7.9). One can write an explicit formula for the function
z, but it is too cumbersome and is therefore omitted.
Proof of (iii). The estimate (7.10) follows from Deﬁnition (7.7) by virtue of
(7.4) and Proposition 3.1. 
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7.2 Operator A1
Now we use the established results to study the operator A1 from Section 6 with
M = 2. According to (6.9)















‖R3‖ ≤ CL−4, ‖X↑2‖ ≤ Cpr−p, ∀p > 0. (7.12)
Indeed, the estimate for R3 follows from (6.18) used with α = 0 and M = 2. Fur-
thermore, the estimate for X↑2 is a consequence of (6.19), (4.10) and Remark 3.2.
In this section we establish a suitable asymptotic formula for the density of
states of the operator Ao + V  + V 2 + T

2 with the help of Theorem 5.4. Let us
verify ﬁrst that the symbol ao has the required form.
Lemma 7.3 Let d ≥ 2. The symbol ao has the form (5.21) with










, ν ∈ Θ˜r.
(7.13)
The function f =
∑
ν∈Θ˜r f
(ν) in (5.21) belongs to S−2(L) uniformly in V . More-
over, under the condition 1 ≤ r ≤ L one has
sup
|η|≥4L
|η|2|f (ν)(η)| ≤ κν , κ =
∑
ν∈Θ˜r
κν ≤ 1d(Γ)‖V ‖
2
L2 . (7.14)
Proof. We need to show that the symbol V o2 + t
o
2 has the form f(ξ) as speciﬁed in










(η + l|ν|/2)L−1), τθ(ξ) = 2l|ν|(η + l|ν|/2).
Now it is clear that f = V o2 + t
o
2 has the form (5.21) with f
(ν) as in (7.13). Observe
also that according to Lemma 6.3(ii), the function f belongs to S−2 uniformly
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in V . In order to establish (7.14) observe that for r ≤ L and |η| ≥ 4L the function
Υ in the Deﬁnition (7.13) vanishes (see Deﬁnition (4.1)), and hence























η2 − l2|ν|2/4 .
Remembering again that |η| ≥ 4L ≥ 4r ≥ 4|l||ν|, we conclude that for |η| ≥ 4L















We need to specify the operators which will play the role of B and Q in
Theorem 5.4. Let f and g be as deﬁned in (7.7). We use Theorem 5.4 with B =
Op(b), Q = Op(q) where
b = V + f, q = g. (7.15)
Let us establish a useful estimate for the operator Q stating the result in a form
of a lemma for the reference convenience:
Lemma 7.4 Let d = 2. Under conditions (7.3) one has
δ = max
ν∈Θ˜r
‖QνP(Λˆν)‖ ≤ Cr4ρ−2, Λˆν = Λˆν(ρ− L1), (7.16)
with a constant uniform in V .
Proof. The sought result immediately follows from the Deﬁnition (7.15) and the
bound (7.10). 
Theorem 7.5 Let d = 2 and let κ and δ be as deﬁned in (7.14) and (7.16). Let
λ ∈ [ρ2−λ0, ρ2 +λ0] with some λ0 ≥ 1, and let ρ2 ≥ 20λ0. Assume that (7.3) and
(5.24) are satisﬁed. Then there exists a constant L0 = L0(V ) such that under the
condition (5.25) one has
∣∣D(λ;Ao + V  + V 2 + T 2)− 1(2π)2 volE(λ; ao)
∣∣ ≤ Cr6ρ−3L.
The constants L0, C are uniform in V and do not depend on λ, ρ, L, r.
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Proof. Note ﬁrst of all that in view of (7.3) the conditions (5.23) are satisﬁed.
Moreover, by the third estimate in (7.3), δ ≤ CL−2 and for suﬃciently large
L ≥ L0 the condition ρ2 ≥ 20λ0 will ensure that ρ2 ≥ 16λ1 with the number λ1
deﬁned in (5.22).
Let us check now that further conditions of Theorem 5.4 are fulﬁlled. Let
B = Op(b) and Q = Op(q) with the symbols b, q deﬁned in (7.15). From Theorem
7.2(i) we know that q ∈ P0(L), and that the symbol b can be represented in the
form (5.1) with some z ∈ T0(L). Besides, according to Lemma 7.3 the symbol
ao = h0 + V o2 + t
o
2 can be represented in the form (5.21), and the property (5.20)
is satisﬁed with β = 2 and κν speciﬁed in (7.14). Remembering the bound (7.16)
and applying Theorem 5.4, we obtain that
∣∣D(λ;Ao+V +V 2 +T 2)− 1(2π)2 volE(λ;ao)
∣∣≤Cr2ρ−1L(r4ρ−2+r4ρ−2)+Cr2ρ−3L,
which leads to the stated estimate. 
8 Density of states for operator Ao. Proof of Theorem 2.3
8.1 Operator Ao
The last step of the proof of Theorem 2.3 is the asymptotics of the quantity
volE(λ; ao). Recall that ao(ξ) = |ξ|2 + f(ξ), f = V o2 + to2. Now we do not need
the formula (7.13) for f , but apply the initial formula (6.17):










Recall that τθ and ζθ are deﬁned in (6.10) and (4.2) respectively. The calculations
in this section are done for the case of a general dimension d ≥ 2.
Our aim is to prove
Theorem 8.1 Let ao be as deﬁned above. Suppose that 2L ≤ ρ with some  ∈ (0, 1).
Then for any l > d/2 one has







ρ−1 + ρ4−3 ln ρ + r−2l+d + L−4 + ρL−5
]
.
The constant Cl is uniform in V .
To begin with, we need to ﬁnd the formula describing the level surface ao(ξ) =
ρ2. Denote
ξ = tω, t = |ξ|, |ω| = 1.
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Rewrite the equation ao(ξ) = ρ2:
t2 + f(tω) = ρ2,
and solve it for t. Since f ∈ S−2(L) (see Lemma 7.3), one can write |∇ξf(ξ)| ≤
CL−3, so that the solution of this equation is
t = t(ρ,ω) = ρ− f(ρω)
2ρ
+ O(ρ−3L−4) + O(ρ−2L−5).





















ρd − dρd−2 f
2
]
dω + O(ρd−4L−4) + O(ρd−3L−5)
= wd ρd − ρd−2 12
∫
Sd−1
f(ρω)dω + O(ρd−4L−4) + O(ρd−3L−5).
(8.1)







Let us rewrite the function f in a more manageable form:





2|θ|〈n(θ), ξ〉+ |θ|2 g
(〈n(θ), ξ〉+ |θ|/2),
where
g(η) = 1−Υ2(ηL−1). (8.3)
The value of f(ξ) will not change if we replace θ by −θ in the above sum. Re-
membering that the function Υ is even ( see (4.1)) and adding up both sums we
conclude that

















η − η0 .
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Lemma 8.2 Let the functions g and z be as deﬁned above, and let 0 ≤ η0 ≤ L,
2L ≤ ρ for some  ∈ (0, 1). Then
Z(ρ; η0) = 2d(d− 2)wd η0ρ−2 + η0O(ρ−3) + O(ρ4−5 ln ρ) + O(η30ρ−4).







z(ρ cosβ; η0) sind−2 βdβ = ωd−2
∫ 1
−1




z(t, η0)(1 − t2ρ−2)κdt, κ = d− 32 .










t− η0 (1− t
2ρ−2)κdt,
so that Z = ρ−1ωd−2(S1 − S2).
Step 1. Each of these two integrals is split into the sum of two integrals in the
following way. Represent the integrals S1, S2 in the form























t− η0 (1− t
2ρ−2)κdt,
For the integrals S11 and S21 we use the decomposition
(1− t2ρ−2)κ = 1− κt2ρ−2 + O(ρ4(−1)), |t| ≤ Cρ,
Recalling Deﬁnitions (8.3), (4.1) one can write






















1− κ(t + η0)2ρ−2
]
dt.
Vol. 6, 2005 Density of States 79
Consequently,




g(t)dt + O(ρ4(−1) ln ρ)
= O(η0ρ−2) + O(ρ4(−1) ln ρ).
Step 2. Let us now concentrate on the remaining integrals S12, S22. Introduce the
following contours (paths):
12 = [−ρ, ρ] \ (−ρ − η0, ρ − η0), 22 = [−ρ, ρ] \ (−ρ + η0, ρ + η0),
11 = {z ∈ C : Im z ≥ 0, |z + η0| = ρ}, 21 = {z ∈ C : Im z ≥ 0, |z − η0| = ρ},
2 = {z ∈ C : Im z ≥ 0, |z| = ρ}.
The paths 12, 22 consist of two segments each. Deﬁne also
1 = {z ∈ C : Im z ≥ 0, |z| = ρ},
so that 11, 21 can be rewritten as
11 = {z ∈ C : z + η0 ∈ 1}, 21 = {z ∈ C : z − η0 ∈ 1}. (8.4)
By Deﬁnition (8.3) and because of the conditions 2L ≤ ρ, η0 ≤ L, we have












t− η0 (1 − t
2ρ−2)κdt.
In view of the analyticity of the integrands away from ±t0 and ±ρ, these integrals
























The direction of integration is counter-clockwise. Let us show ﬁrst that the integrals
over 11 and 21 give a lower order contribution. Using (8.4), as in Step 1 write





dz + O(ρ4(−1) ln ρ) = η0O(ρ−2) + O(ρ4(−1) ln ρ).
























(1− z2ρ−2)κdz + O(η30ρ−3).
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After rewriting the integral over 2 with substitution z = ρeiφ, φ ∈ [0, π], and
collecting all the pieces together we obtain:





Adding to this the estimate for S11 − S21 obtained on Step I, recalling that Z =
ωd−2ρ−1(S1−S2), and using the formula (9.1) derived in the Appendix, we arrive
at the expected formula. 
Let us now calculate M(ρ), see (8.2):
Lemma 8.3 Let r ≤ 2L ≤ ρ for some  ∈ (0, 1). Then for any l > d/2
∣∣∣∣M(ρ) + d(d− 2)wd8ρ2 d(Γ) ‖V ‖2L2(O)
∣∣∣∣ ≤ Cl(ρ−2r−2l+d + ρ−3 + ρ4−5 ln ρ)
with a constant Cl uniform in V .
Proof. It follows from deﬁnition of Z(ρ; η0) that












|Vˆ (θ)|2 = −d(d− 2)wd
8ρ2 d(Γ)




see (4.5) for deﬁnition of Ξr. The error term does not exceed, up to a multiplicative
constant independent of ρ and V ,
(ρ−3 + ρ4−5 ln ρ)‖V ‖2L2(O) + ρ−4‖∆V ‖2L2(O).
In view of (2.3), for any l > d/2 one has
∑
θ∈Ξr
|Vˆ (θ)|2 ≤ V (0)l,0
∑
|θ|≥r
|θ|−2l ≤ Cl V (0)l,0 r−2l+d.
This leads to the proclaimed formula. 
Proof of Theorem 8.1. The required asymptotics immediately follows from Lem-
ma 8.3 and formula (8.1). 
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8.2 Completion of the proof of Theorem 2.3
In contrast to the previous subsection, where we could allow any dimension d ≥ 2,
now we restrict ourselves to d = 2 only.
Recall that the unitary operator U = eiΨ constructed in Section 6 is Γ-
periodic. Consequently, by Proposition 2.1(ii), we have D(λ;H) = D(λ;A1), and
hence it remains to establish the sought asymptotics for the operator A1 only. To
this end we shall use the formula (7.11). By monotonicity of the density of states
(see Proposition 2.1(i)) the formulae (7.12) and (7.11) give the estimates
D(ρ2 − CL−4 − Cr−p;Ao + B + B2 + T 2) ≤ D(ρ2;A1)
≤ D(ρ2 + CL−4 + Cr−p;Ao + B + B2 + T 2).
In order to apply Theorem 7.5, assume that L = L1 = ρ/2, r = ρβ with some
 ∈ (0, 1) and β ∈ (0,min{, (1− )/2}), so that the conditions (7.3), (5.23), (5.25)
are satisﬁed for all ρ ≥ ρ0 with a suﬃciently large ρ0 = ρ0(V ) which is uniform in
V . According to Theorems 7.5 and 8.1 we have
∣∣∣∣D(ρ2;A1)− w2(2π)2 ρ2
∣∣∣∣ ≤ Clρ−2[ρ−1 + ρ4−3 ln ρ
+ r−2l+d + L−4 + ρL−5 + r6ρ−1L
]
+ C′L−4 + C′′p r
−p, ∀l > d/2, ∀p > 0.
Substitute L = ρ/2 and r = ρβ :
Cρ−2
[
r6βρ−1 + ρ4−3 ln ρ + ρ2−4
]
+ C′pρ
−pβ , ∀p > 0.
Optimizing in  we get  = 3/5. Choose an arbitrarily small β and a suitably
large p. 
9 Appendix




e−iφ(1− e2iφ)κdφ, κ = d− 3
2
,
featuring in the proof of Lemma 8.2.
Lemma 9.1 The integral J is given by


































so that we need to prove only that J coincides with the r.h.s. of (9.1).





e−iφ(1− te2iφ)κdφ, |t| < 1.













































= 2(1− 1)1/2 = 0.
For d ≥ 3 use [3], formula 1.4(2), which implies that the r.h.s. of (9.2) coincides
with
−Γ










































this leads to (9.1). 
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