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From set mapping theorems, Erdbs, Hajnal and Milner proved that every graph on a limit 
ordinal cy< w;U+* either contains an independent set of type (Y or an infinite path. In this 
paper, Martin’s Axiom is used to extend the positive result to all limit ordinals less than the 
continuum. In another paper, under the assumption of Jensen’s Diamond Principle, Baum- 
gartner and Larson have constructed counter-examples for ordinals (Y with UJ~+’ < (Y < w2. 
1. Introduction 
In 1969, Erdiis, Hajnal and Milner [3] published “Set mappings and polarized 
partition relations”, in which they applied a set mapping theorem to show 
&Y--, (a; infinite path)‘, for all limit ordinals smaller than c$‘+‘. (It is not hard to 
construct a counter-example when (Y is a successor ordinal.) The set mapping 
theorem that they used, fails for WY+*, but they speculated that this partition 
relation might hold for all limit ordinals. Baumgartner and Larson [l] have 
constructed counter-examples from Jensen’s Diamond Principle. This paper uses 
Martin’s Axiom to extend the positive result to limit ordinals less than the 
continuum. 
Theorem 1.1. Assume Martin’s Axiom and 2% > ol. Then for all limit ordinals 
(Y < c, a--, (a, infinite path)2. 
The situation for the critical ordinal my+2 is not even completely settled. The 
positive result can be obtained from the weaker assumption that there is no scale 
of type w1 under eventual domination in ww (see Larson [5]). That leaves a gap. 
In particular, the following question remains open: Is it consistent with the 
Continuum Hypothesis that o?+~* (w?+~, path)‘? 
The proof of Theorem 1.1 splits into two parts. In Section 2, the decomposable 
case is reduced to the indecomposable case (an ordinal is decomposable if it is the 
sum of two smaller ordinals). Martin’s Axiom is not needed here. In Section 3, 
Martin’s Axiom is used to prove the positive result for indecomposable ordinals. 
Our set-theoretic notation is standard, and Jech’s book Set Theory [4] may be 
used as a reference. For the convenience of the reader, a short description of 
Martin’s Axiom concludes this section. 
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Martin’s Axiom posits the existence of ‘generic’ filters for ‘nice’ partial 
orderings. Two elements p, q of a partially ordered set P = (P, <) are compatible 
if there is some r in P so that r up and r s q; otherwise they are incompatible. A 
partially ordered set (P, <) satisfies the countable chain condition if P has no 
uncountable set of pairwise incompatible elements. The countable chain condi- 
tion distinguishes the partial orders to which Martin’s Axiom applies. 
A subset F of P is a jilter of P if 
(i) F is non-empty; 
(ii) if p < q and p is in F, then q is in F; 
(iii) if p, q are in F, then there is some r in F so that r <p and r < q. 
A subset D of P is dense if for every p in P there is some q in D with q G p. Given 
a collection 9 of dense subsets of P, a subset G of P is 5%generic if G is a filter on 
P and G meets every dense set in 9. 
Martin’s Axiom. If (P, <) is a patially ordered set that satisfies the countable 
chain condition, and 9 is a collection of less than continuum many dense subsets 
of P, then there exists a B-generic filter. 
2. Decompossable ordinals 
If LY is a decomposable ordinal, then it may be written uniquely as the sum of a 
non-increasing sequence of indecomposable ordinals. This expression is a version 
of the Cantor Normal Form (see Combinatorial Set Theory [7]). The first step in 
the proof of Theorem 1.1 is to show that a decomposable ordinal satisfies the 
positive partition relation exactly when each of its summands does. 
Theorem 2.1. Suppose a = a0 + a1 + + . * + CX,,_~ where (Y > a0 > a1 5 . . .a CU,_~ 
and each a; is indecomposable. Then cx+ (CX, infinite path)’ if and only if ai* 
(ai, infinite path)’ for all i < n. 
Proof. LetA=A,UA,U.*. UA,_r be a set of type LY where the type of A, is ai 
and where A,<A, < - - - <A,_,. Here X < Y means that for all x in X, for all y 
in Y, x <y. 
First suppose for some i < n, ai f, ( cui, infinite path)‘. That is, there is a graph 
Ei on Ai with no independent set of type Cui and no infinite path. Set E = Ei to be 
the graph on A. Since any subset B of A of type (Y intersects Ai in a set of type ai, 
it follows that of* (CY, infinite path)‘. 
Now suppose for all i < n, Cui + ((Ui, infinite path)‘. Further assume E is a 
graph on A with no infinite path. To prove the theorem, an independent set must 
be found. Let Ei be the graph induced on Ai by E. The hypothesis ai+ (ai, 
infinite path)’ means there is an independent set Af E Ai of type ai. Set 
A*=A,*UA;U. . . UA,*_l. Now all edges between points of A* join a point of 
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some AT to a point of some A,?. Because there are only finitely many summands, 
it suffices to treat them two at a time. Lemma 2.2 handles the case in which the 
summands have different cardinalities and Lemma 2.4 handles the case in which 
they have the same cardinality. 
Lemma 2.2. Suppose f3 = /$I + PI where /IO, PI are indecomposable and lf3,J > 
I&I. Zf pi+ (Pi, infinite path)* for i = 0, 1, then /3+ (/3, infinite path)2. 
Proof. Let B = B0 U B1 be a set of type /3 where B0 < B1 and Bi has type pi. 
Suppose G is a graph on B with no infinite path. Extend G to G* as follows. Let 
x and y be joined in G* if and only if they are joined in G or both are in some Bi 
and there infinitely many z in Bl-i, such that x and y are both joined to z. Note 
that G* has no infinite path, since an infinite path in G* would give rise to one in 
G. Let Ci E Bi be an independent for G* set of type pi for i = 0, 1. Note that for 
any given pair X, y of points of Ci, there are only finitely many points of CI_i that 
are joined to both x and y. Let J be the set of points of C, joined to at least two 
points of C1. Since ICI/ = I B1l is smaller than (Co1 = I BOl and /3” is indecom- 
posable, C,, -J has type p,,. Furthermore, every point of Co -.l is joined to at 
most one point of Cr. Partition C, = 0: U 0: into two sets of type PI. This 
partition of C, induces a partition of Co - J = 0: U 0: where every point of 0: is 
joined to some point of 0: and no point of 0: is joined to any point of 0:. One 
of Dz, DA has type &,. Thus one of 08 U 0’: and 0; U 0: is an independent set of 
type PO + PI. 0 
The next lemma is used in the proof of Lemma 2.4. 
Lemma 2.3. Suppose V is a well-ordered set and G is a graph on V with no infinite 
paths. For any infkite order type (Y, if U c V has order type CX, then there is a set 
A s U of order type a and a finite set H c V so that 
(1) every element of H is joined to every element of A; 
(2) every element of V - H is joined to fewer than a elements of A. 
Proof. Let A0 = U. As long as possible, define a sequence AO, x1, AI, x2, AZ, . . . 
sothatA,zA,z*** is a sequence of sets of order type cu, xi is not in Ai and xi is 
joined to every element of Ai. This sequence cannot be continued indefinitely, 
since then one can choose yj in Ai+l, all distinct and with yj #xi for j 6 i, so that a 
subsequence of x1, y,, x2, y2, . - . is an infinite path. One may need to eliminate 
loops induced by yi = xi where i < j. 
Set A = A, where A, is the last set in the sequence to be defined, and 
H = {x1, x2, . . . , x,}. Since the sequence cannot be extended, A and H satisfy 
(1) and (2). 0 
Lemma 2.4. Suppose /3 = PO + /3, where PO, @I are indecomposable, p > & 3 PI 
and l/301 = IPJ. If pi+ (Pi, infinite path)2 for i = 0, 1 then /3+ (f3, infinite path)2. 
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Proof. The proof is like that of Lemma 2.2 with certain variations. Suppose 
B = B. U B1 as before, G is given with no infinite path and G* is defined as 
before. Let C,, !z B,,, Cl E B1 be sets of types PO, /I1 respectively, independent for 
G*. Let C=C,UC,. 
Let K= l&l = l/311. If K is singular of cofinality A, let (K~: LY < h) be an 
increasing sequence of regular cardinals with limit K. Every indecomposable 
ordinal a can be expressed uniquely as (Y = cyO - c-xl * . . . - CYX~_~ where each ai is of 
the form pi w for some cardinal pi and ordinal a(i) < $, and where y, > pi > 
- - - > pk_-l 3 w. In particular, /I0 = K. bo, PI = K * bl for some ordinals bO, br. It 
may happen that K * bi = bi, as o1 * or = or. Thus Co and C1 can be partitioned, 
Ci = lJ {C,(Y): Y < bi}, SO that for Y < 6, C,(Y) < Ci(S) and each C,(Y) has type 
K. If K is singular, each C,(Y) can be partitioned, C,(Y) = U {Ci(Y, 6): 6 < cl}, so 
that for 6 < E, Ci(Y, 6) < Ci(Y, E) and each Ci(Y, 6) has type KS. 
Use Lemma 2.3 to shrink each C,(Y) (or Ci(Y, 6)) to a set Q(Y) (or Di(Y, 6)) 
of the same type and assign a finite set hi(Y) (or hi(Y, 6)) so that every element of 
MY) (or k(Y* 4) ’ j ’ IS outed to every point of Di(y) (Q(y, 6)) and every point of 
C-hi(Y) (or C-hi(Y, 6)) . j ’ is omed to fewer than K (or K~) elements of Di(y) (or 
Di(y, 6)). Let Oi be the union of these sets. 
AS a subset of C’i, Di is independent. Thus hi(Y) tl D (or hi(Y, 6) fl D) must be 
a subset of D1_i. Since oi(Y) (or Di(Y, 6)) is infinite, and D1_i is independent for 
G*, hi(Y) n D (hi(Y, 6) n D) can have at most one point. Define ii on Oi so that 
for X in oi(Y) (or Di(Y9 a)), ji(x) is the unique point in hi(Y) rl D (or 
hi(y, 6) fl D) if there is one, and ii(X) is 0 otherwise. Let j on D be the union of 
these two functions. 
The next step is to find a subset E of D of type PO + fil, so that if x, y in E are 
joined by an edge, then x =j(y) or y = j(x). Let (ci(Y): v < K), for i = 0, 1, be 
sequences listing K repetitions of each element of bi. Since K = IK * bi(, such an 
enumeration exists. Define (Xi(Y) : Y < K) by recursion so that 
(1) Xi(Y) is in Di(Y) for Y = Ci(Y); 
(2) if Y # Y’, then Xi(v) #Xi(v’); 
(3) if K is singular, then xi(v) is in Q(y, 6) where 6 is the least ordinal so that 
Kg>O-IYI; 
(4) if x =x0(v), y = xi(v’) are joined by an edge, then x = j(y) or y = j(x). 
At stage Y of the recursion, choose first x0(v), then xi(v). Choices satisfying the 
four conditions are always possible, since at stage v, only 2 - Y elements have 
been chosen, and if edges associated with j are ignored, then these points are 
joined to fewer than K elements of Oi(Y), fewer than Kg elements of Di(Y, 6) if K 
is singular. Let Ei = {xi(v): Y < K} and E = E. U El. Since each element of bj 
occurs K times, by conditions (1) and (2), Ei intersects Di(Y) in a set of power K. 
Thus Ei has order type /Ii, and E has type /.I0 + pi. Condition (4) guarantees the 
only edges between points in E are associated with j. 
Complete the argument as in the previous claim. First split E. = Lg U Lh into 
two sets of type &,. This split induces a partition of El = Ly U L: where for any 
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point x in Lb, j(x) is in L:-‘. For one of j = 0 or 1, L1 = L{ has type /Ii. Let 
L,, = Li,. Continue the argument, starting with L1 = M’: U M:, to get finally 
M = MO U Ml of type p0 + /I1 so that if x is in M, then j(x) is not. Thus M is the 
independent set required to prove the lemma. 0 
As remarked before, Lemmas 2.2 and 2.4 complete the proof of Theorem 
2.1. Cl 
Martin’s Axiom and indecomposable ordinals 
In order to use Martin’s Axiom to prove the main theorem of the paper for 
indecomposable ordinals smaller than the continuum, the notion of a complete 
subset of an indecomposable ordinal is used. To develop that concept, the notions 
of partition sum and partition tree are needed. This basis concept comes from 
Laver (see [6]) and matches the notion of full in Carlson [2]. 
Definition 3.1. Suppose a well-ordered set A has type (Y where (Y is indecom- 
posable and of cofinality K. A sum parfifion of A is a partition A = IJ {A, : y < K} 
so that 
(1) a; = tp A,, is indecomposable and +, < a; 
(2) ( a; : y < K) is either constant or increasing; 
(3) if y < 6 < K, then A, < Ag. 
Here are some examples to illustrate this definition. One sum partition of wi is 
gotten by setting A, = {y}. This partition corresponds to the fact that B = o1 = 
c y<R 1. Another sum partition of o1 is gotten by setting A,, = [a~“, my+l) for 
y > 0, and A,, = [0, 0). A sum partition of o? is gotten by setting A,, = 
[ WY, o;+l) for 12 > 0, and A, = [0, ml). 
Consider the following recursive procedure for building a tree under reverse 
inclusion of subsets of a well-ordered set A. Let .& = {A}. Suppose &,, has been 
defined. Expand Sa, to &,+i by adding the cells of a sum partition of X for each 
maximal element X of Sa, which is not a singleton. Let 1 be the union of ,& for 
n < w. Note that each element of .G& has at most n predecessors. & has no 
infinite branch, since X 3 Y implies tp X > tp Y, and the ordinals are well- 
ordered. Thus the maximal elements of & are singletons. This procedure 
motivates the next definition. 
Definition 3.2. For a well-ordered set (A, <) of indecomposable order type, a 
partition free d is a collection of subsets ordered by =, satisfying the following 
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properties: 
(1) (a, 2) is a tree; 
(2) A is in .rB; 
(3) the maximal elements of & are singletons; 
(4) if X in & is not a maximal element, then the immediate successors of X are 
a sum partition of X. 
From property (4) of the definition, it follows that if X properly includes Y in 
d, then the order type of X is larger than the order type of Y. Thus since the 
ordinals are well-founded, each element of a partition tree has only finitely many 
predecessors, and the tree has no infinite branch. 
Definition 3.3. Suppose & is a tree under reverse inclusion of subsets of A and W 
is a subtree of d. Say 9 is complete if 6% is non-empty, closed downwards and 
every non-maximal in SB element X of 99 has the same number of immediate 
successors in 99 as in &. 
Lemma 3.4. Suppose d is a tree under reverse inclusion of subsets of A, 99 is a 
complete subtree of d. 
(1) The maximal elements of 53 are maximal elements of d. 
(2) Zf & has no infinite branch, then the maximal elements of W determine 9. 
(3) Zf .& is a partition tree, then 5% is determined by the subset B of A of 
members of maximal elements of 9% 
(4) Zf % is a complete subtree of 53, then ‘G: is a complete subtree of d. 
Definition 3.5. If .& is a partition tree of A and W is a subtree of &, then the set 
of leaves of 9, denoted L(9), is the set of all b in A with {b} in 9% Say a subset 
C c A is complete (for a) if L(B) E C for some complete subtree W of .&; 
otherwise call it incomplete. 
The notion of a complete subset of a well-ordered set is the one used in the 
proof. The first important fact about complete subsets of a set A is that such a set 
has the full order type. To prove it, an inductive way of looking at complete 
subtrees is needed. 
Deli&ion 3.6. Suppose & is a partition tree of A, and !B is a subtree of .&. For 
eachXinW,therestrictionof98toXis9l~={Ye93:YnXf0}. 
Lemma 3.7. Suppose s4 is a partition tree of A and 93 is a non-empty subtree of 
&G?. 
(1) Zf X is a non-maximal element of &, then Ja, is a partition tree of X. 
(2) Zf X b a non-maximal element of 9, then X is the root of ax. 
(3) Zf W is a complete subtree of JB and X is a non-maximal element of 53, then 
9& is a complete subtree of ,(a,. 
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(4) 93 tk a complete subtree of d if and only if A is in 9 and has the same 
number of immediate successors in both .& and C&I, and if for every non-maximal in 
ti immediate successor X of A in 3, 9& is a complete subtree of &,. 
Lemma 3.8. If B is a complete subset of an infinite set A of indecomposable order 
type, then A and B have the same order type. 
Proof. The proof proceeds by induction on indecomposable ordinals. Complete 
subsets of o are infinite, so the lemma holds for w. A complete subset of a 
regular cardinal A must include elements from A immediate successors of the root, 
so the lemma holds for any regular cardinal. Otherwise Lemma 3.7(4) can be 
used to reduce the problem, and the definitions of partition tree and partition 
sum applied to continue the induction. Cl 
Lemma 3.9. Suppose A is infinite, E is a graph on A with no infinite paths, .& is a 
partition tree on A, and 93X is a complete subtree of dx, for some infinite X in &. 
Then there is a finite set h(X) E A and a complete subtree %& c C?&, so that 
(1) for all x in h(X), x is joined to every point of L(%&); 
(2) for all x in A - h(X), x is joined to an incomplete subset of L(qx). 
Proof. Let Z0 = &. As long as possible, define a sequence %‘,,, x1, %r, x2, 
%2, . . . so that %‘i+l is a complete subtree of VZj and xi+l is joined to every point of 
I?(%~+~). Note each %$ is a complete subtree of Sa,, thus each L($) is infinite. 
Now complete the proof as in Lemma 2.3 Cl 
Lemma 3.10. Suppose A is a well-ordered set of indecomposable order type, E is 
a graph on A with no infinite path, and d is a partition tree on A. Then there is a 
complete % c d and a function h which assigns each element of %’ a finite subset of 
A so that 
(1) for all non-maximal X in %, for ally in h(X), y is joined to every element of 
L(G); 
(2) for all non-maximal X in %, for all y in A -h(X), y is joined to an 
incomplete subset of L( zx); 
(3) for all maximal X in %‘, h(X) = 0. 
Proof. Use recursion and the previous lemma. 
Theorem 3.11. Assume Martin’s Axiom and 2% > ol. Zf CY is an infinite 
indecomposable ordinal of power less than the continuum, than CY+ ((u, infinite 
path)2. 
Proof. Let A be a set of order type cu, .& a partition tree on cu, and G a graph on 
A with no infinite path. Let Ce c .& be a complete subtree and h a function as 
defined in the previous lemma. 
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Martin’s Axiom will be used to construct a complete subtree from finite 
approximations o that L(9) is independent. Since it is a complete Subtree of s8, 
by Lemma 3.8, L(9) has order type a: 
Let P be the collection of all finite, non-empty, downwards closed subtrees p of 
% so that 
(1) t(p) is an independent subset of A, possibly empty; 
(2) if x is in L(p) and Y in p is not maximal in zz2, then x is not in h(Y). 
Order P by reverse inclusion. 
Claim 3.12. P has the countable chain condition. 
Proof. Assume by way of contradiction that K G P is an uncountable set of 
pairwise incompatible elements. Some uncountable subset K’ c K has the 
property that if p, q are in K’, then L(p), L(q) h ave the same finite cardinality 
and p, q have the same finite cardinality. Further there is an uncountable subset 
K” E K’ so that the sets L(p) form a A-system with core L. That is, 
L(p) fl L(q) = L for all p, q in K”. (See Lemma 22.6 of [4].) Thus without loss of 
generality, assume K has these properties. Then if p, q are in K, they have the 
same number of elements which are not maximal in Se. For each p in K, fix an 
enumeration (x,(p), x1(p), . . . , x[__~(P)) of L(p) - L and an enumeration 
(XI(P)7 Y,(P), . - * * Yn_I(p)) of the sets of p not maximal in &?. 
Some uncountable subset K’ of K has the property that if p, q are in K’, then 
for all i <n, Ih(k;(p))l = Ih(x(q))l = ki, for some finite ki. Thus without loss of 
generality, assume that K has this property. 
Well-order K by <. Suppose p, q are in K and p <q. Note that p U q is a 
non-empty, finite, downwards closed subtree of JZZ which includes both p and q. 
Since K is a collection of pairwise incompatible elements, p U q fails to satisfy 
either (1) or (2) of the definition of P. Since p, q satisfy both these conditions, 
one of the following must hold: 
Cxixj) xi(P)9 xj(q) are joined by an edge; 
(xi?) xi(p) is in h(q(q)); 
(&Xi) Xi(q) is in h(K(p)). 
One can define a partition on the pairs of elements of K by these conditions. 
By Ramsey’s theorem, there is an infinite set L c K all of whose pairs satisfy the 
same condition. Enumerate the elements of L as po, pl, . . . . 
Case 1: Every pair from L satisfies (XiXj). 
If i =j, then x,(po), x,(pl), . . . is an infinite path. If i #i, then x,(po), Xj(pz), 
xi(PI)9 xj(P3), xi(P4), . . . is an infinite path. All the elements are distinct, since 
they are from L(pk) - L where the sets L(pk) form a A-system with core L. This 
contradiction shows Case 1 cannot hold. 
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Case 2: Every pair from L satisfies &I$). 
Choose k larger than (h(y(p,,))l. The k points x,(p& xi(pl), . . . , xi(pkPl) are 
all in h(q(pk)). Furthermore they are distinct since they are from outside the 
core L. Thus lh(q(p,))l 2 k contradicting the fact that Ih(q(pk))) = 
IwxPd)l <k. 
Case 3: Every pair from L satisjies (I$). 
The contradiction is similar to that of Case 2. 
Since in each case a contradiction was reached, no such anti-chain can exist, 
and P satisfies the countable chain condition. 0 
For each non-maximal element X of d, enumerate the immediate successors of 
X in & in the natural order determined by the fact that these successors form a 
partition sum of X. 
For each non-maximal element X of % and each ordinal p less than the number 
of immediate successors of X, let D(X, p) be the set of all p in P so that either 
L(p) II h(X) is non-empty or X is in p and X has an immediate successor in p 
that is the yth or later successor of X in d. Note that D(X, p) is dense in P. 
Let 9 be the collection of all such dense sets D(X, p). Note that 9 has the 
same cardinality as % and as &?. Since every element of A is in only finitely many 
elements of &, and (Y is infinite, & has cardinality at most l(~l, which is less than 
the continuum. Thus 9 has power less than the continuum. 
Therefore, by Martin’s Axiom, there is a filter G E P which intersects every 
dense set in 9. The collection lJ G is non-empty, downwards closed, so it forms 
a subtree of &‘. Note that if p, q are in G, both are included in some r in G. Thus 
L(P) u L(q) = L(P u 4) is included in L(r), which is independent. It follows that 
L(lJ G) is independent. 
Since G intersects D(X, ,u) for every non-maximal X in % and for each p less 
than the number of immediate successors of X, it follows that lJ G is a complete 
subtree of V. Thus it is a complete subtree of &, and L(lJ G) is a complete 
subset of A. By Lemma 3.8, L(lJ G) has order type cy. Therefore L(U G) is the 
set required to prove the theorem. 0 
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