










The handle http://hdl.handle.net/1887/37391 holds various files of this Leiden University 
dissertation 
 
Author: Peters, Sabine 
Title: The adolescent brain : unraveling the neural mechanisms of cognitive and affective 
development 










































































































































Adolescence  is  an  important  developmental  stage marking  the  transition  from  childhood  to 
adulthood. The exact time period of adolescence is not well‐defined, but it is generally thought to 
begin with the onset of puberty (around age 9‐12 years; Marshall & Tanner, 1969, 1970). Puberty is 
characterized by a sudden surge  in sex hormones, most markedly  the hormone  testosterone  for 
boys and estradiol  for girls. This surge  in hormones  is associated with  the development of sec‐
ondary  sex  characteristics,  such  as  body  hair  growth  and  voice  lowering  for  boys,  and  breast 




  Aside  from drastic changes  in physical characteristics, adolescence  is also known as a 
period  of marked  behavioral  changes. During  adolescence,  there  is  a  gradual  development  of 
cognitive  control or  ‘executive  functions’,  i.e.,  the ability  to  control and  regulate one’s own ac‐
tions, but at the same time, adolescents show increased sensitivity to affective and social rewards 
(Galvan, 2013). For  instance, adolescents are prone  to  increased  impulsivity and risk  taking be‐
haviors, such as substance use, reckless driving, unprotected sex, and violent behaviors (Steinberg 
et al., 2008). Health‐risk behaviors are the leading cause of mortality amongst persons 10‐24 years 






















gray matter  (the brain  cells,  i.e. neurons) and white matter  (the  connections between neurons). 
Research has shown  that white matter  increases  in a roughly  linear  fashion between childhood 
and  adulthood  (Giedd,  2004; Giorgio  et  al.,  2010). Gray matter,  on  the  other hand,  follows  an 
inverse U‐shaped developmental  trajectory, with cortical  thickness  increasing  in childhood and 
decreasing in adolescence until the levels stabilize in adulthood (Giedd, 2004; Gogtay et al., 2004; 
Tamnes  et  al.,  2010).  Importantly,  the development of gray matter does not occur  at  the  same 






ity  for  cognitive  control  from childhood  to adulthood, as well as  the adolescent‐specific  rise  in 
risk taking. These and other studies have led to the formulation of models for brain development 
that attempted  to explain  the  increased  incidence of  risk  taking behavior  in adolescence. These 
models  (e.g. Ernst, Pine, & Hardin, 2006; Somerville & Casey, 2010; Steinberg, 2008) have used 







The models  are based on  the  findings  that  structural brain development  in  ‘cognitive’  regions 
(e.g.  frontal and parietal cortex)  is  relatively delayed compared  to  ‘affective’ brain  regions  (e.g. 
striatum, amygdala). Specifically, it appears that affective brain regions mature relatively quickly, 
with  some  studies  showing  an  adolescent peak  in  activity  (Braams, Peters, Peper, Güroğlu, & 
Crone,  2014;  Braams,  van  Duijvenvoorde,  Peper,  &  Crone,  2015;  Galvan  et  al.,  2006;  Van 



































2012) have voiced  the need  for  adjustments  to  imbalance  accounts of  adolescent development. 
One of  the main  reasons  for  this was  that  findings on development of  functional brain activity 
were not always  consistent with an  imbalance model of adolescent development. For  instance, 
although many  studies  found  an  increase with  age  in  activity  in  the  prefrontal  cortex  during 
cognitive tasks (as predicted by imbalance models), numerous studies also reported decreases in 
activity with  increasing age. Both  increases  and decreases  in  activity with  advancing  age have 
been interpreted as reflecting increasing maturity (Pfeifer & Allen, 2012). That is, decreased activi‐
ty in children and adolescents relative to adults has been interpreted as reflecting the immaturity 
of underlying  brain  structure  and/or  an  inability  to  recruit  these  regions, whereas  the  studies 












computer game, planning  a birthday party),  frontoparietal  regions  can be  recruited by  adoles‐
cents, and under very salient circumstances possibly even more strongly than in adults. Support 
for  the  idea  that  frontoparietal  recruitment  is not  only  a matter  of  increasing  age  comes  from 
several sources. First, studies on relatively complex forms of executive functions such as perfor‐
mance  monitoring  paradigms,  which  rely  on  multiple  executive  functions  such  as  working 
memory,  inhibition  and  switching,  have  shown  that  the  frontoparietal  network  is  not  exactly 
‘offline’  in younger children. Instead,  it appears that this network  is activated  in different situa‐










performance  (Booth  et  al.,  2004;  Bunge,  Dudukovic,  Thomason,  Vaidya,  &  Gabrieli,  2002; 
Koolschijn, Schel, de Rooij, Rombouts, & Crone, 2011) and strategy differences (Andersen, Visser, 



















project,  the overarching goal was  to  investigate normative development of cognitive, social and 
affective domains  in relation  to brain development, hormones and genes. To  this end, data was 
collected from 299 normally developing participants ranging from 8 to 25 years at the first time 














tive  control  and  specifically  cognitive  flexibility  in  childhood  and  adolescence. This  theoretical 




for neural reactions  to positive and negative  feedback  in particular. The goal was  to  investigate 
whether brain regions in the frontoparietal network were mostly sensitive to the valence of feed‐
back, or  rather  to  the  informative value of  feedback.  In Chapter 4,  I describe a  comprehensive 
study on the neural development of feedback learning in a large child and adolescent sample. In 







Chapter 6  I  investigated  longitudinal rather  than cross‐sectional patterns of change  in  the  fron‐
toparietal  network.  The  same  participants  from Chapter  4  and  5 were  followed‐up  two  years 
later. With  this paper,  I assessed within‐person  changes and  thus more accurately  investigated 
developmental  trajectories.  In  addition,  I  explored which  factors  contribute  to  developmental 
change over and beyond age: performance, working memory and/or cortical thickness. The final 
chapter  in  the  section on cognitive development  is Chapter 7.  In  this chapter,  I  tested whether 
performance  and  neural  activity  during  the  feedback  learning  task, were  predictive  of  “real‐
world”  learning as measured by  school performance  indices  (reading and mathematics perfor‐
mance).  
  The  next  chapters  (Chapters  8‐9)  concerned  developmental  changes  in  the  affective 
domain, particularly  risk  taking behavior,  and how  this  relates  to brain development. Alcohol 
consumption was used as a real‐life index of risk taking behavior in adolescence. In Chapter 8, I 
investigated the relationship between amygdala‐prefrontal functional connectivity during resting 
state and alcohol use.  It has been hypothesized  that  increased connectivity between subcortical 
and  cortical  regions protects  against  impulsive behaviors.  In  addition,  I  tested whether  testos‐























































opment of  these  two  types of cognitive  flexibility. For  instructed  flexibility, results  indicate  that 




different  types  of  feedback, which  carry  different  informative  value  for  future  behavior.  This 
indicates that  instructed and adaptive flexibility are separable processes with different develop‐
mental trajectories. Future studies should focus on the interaction between instructed and adap‐



















challenging  situations,  and  to  overcome  automatic  thoughts  and  behaviors  (Garon, Bryson, & 
Smith, 2008). Executive  functions are  thought  to consist of at  least 3 sub processes:  (1) working 
memory,  (2)  inhibition  and  (3)  cognitive  flexibility  (Huizinga, Dolan, &  van  der Molen,  2006; 






nition, creative problem solving and  ‘out of  the box’  thinking. Without cognitive  flexibility, we 
would be stuck in rigid behavioral patterns and we would be having difficulty adapting to new 
situations. Cognitive  flexibility  is, because of  its  inherently adaptive nature, arguably  the most 
important  component of  executive  functioning,  as well  as  the  component  that  shows  the most 
profound changes across child and adolescent development. However, cognitive  flexibility can‐
not be seen as an entirely distinct executive function, because it relies heavily on two other execu‐
tive  functions: working memory and  inhibition  (Huizinga et al., 2006). Working memory  is  im‐





Cognitive  flexibility  undergoes  profound  changes  across  child  and  adolescent  development 
(Cragg & Chevalier, 2012). The development of cognitive flexibility is of considerable importance 
for  successful  school performance. For  instance,  cognitive  flexibility  scores  are  related  to math 
scores and phonemic awareness in preschoolers (Blair & Razza, 2007) and task switching perfor‐
mance was found to be related to reading and math scores  in a  longitudinal study  in preschool 
and primary school  (Bull, Espy, & Wiebe, 2008). Furthermore,  interventions aiming  to  improve 
executive  functioning  skills  (including  flexibility)  improve  school  readiness  in  young  children 










Cognitive  flexibility  has  been  studied with many  different  experimental  paradigms  (Ionescu, 
2012). Many  researchers have  argued  for  a better  conceptual understanding of  a  complex  and 
multifaceted construct such as cognitive flexibility (Cragg & Chevalier, 2012; Morton, 2010). Con‐




In  this chapter, we describe  the development of  these  two different  types of cognitive 




ment of cognitive  flexibility has  focused on preschool years  (Blair, Zelazo, & Greenberg, 2005), 




tive  flexibility,  researchers  have  adopted  a  new  approach  to  complement  behavioral  research. 
That  is  to say,  the processes  involved  in cognitive  flexibility and  their developmental  trajectory 






















digms  to  investigate  in more detail  the  specific  contributions of  these brain  areas  (Kim, Cilles, 
Johnson, & Gold,  2012). The main  aim was  to distinguish brain  areas  that  are domain‐general 
(activate across different types of flexibility) and which areas are specialized for different types of 
flexibility. Three different  types of paradigms were distinguished by  the authors:  two  types of 
instructed flexibility (perceptual attention switching and response switching) and adaptive flexi‐
bility (referred to as ‘context‐based switching’ by the authors). In response switching paradigms, 
participants are  trained  to make  certain  stimulus‐response mappings  (e.g. press  left  for  circles, 
right  for squares). After a switch,  the correct stimulus‐response mapping  is changed  (e.g. press 
left  for squares, right  for circles).  In attention switching paradigms, participants respond with a 
key press  to different dimensions of  the  same  stimuli. For  instance, prior  to  the  switch partici‐
pants could be asked to respond based on the color of the stimuli. After a switch, participants still 
see the same stimuli, but now they have to attend to a new dimension (e.g., shape) and ignore the 
previously  correct  dimension.  In  adaptive  flexibility  paradigms,  participants  are  required  to 




and  the  thalamus were  found. This was  consistent with previous meta‐analyses which did not 
distinguish  between  different  switching  types  (Buchsbaum,  Greer,  Chang,  &  Berman,  2005; 
Derrfuss, Brass, Neumann, & von Cramon, 2005; Wager, Jonides, & Reading, 2004). To investigate 
areas that are domain‐general in nature, the researchers investigated which areas were activated 
for  all  three  types  of  switching. Regions  in  the  inferior  frontal  junction  and  posterior  parietal 
cortex were found. The researchers therefore argue that that these areas are probably involved in 
representing  and updating  task  sets, because  these processes  are  essential  in  all  three  types of 
switching (Miyake et al., 2000). Subsequently, they examined which areas were specifically acti‐
vated for the three switching paradigms. The results revealed that in addition to domain‐general 



















observed  in white matter  connectivity  (Barnea‐Goraly  et al., 2005; Giedd  et al., 1999). For gray 
matter development, a nonlinear pattern has been found (Casey, Giedd, & Thomas, 2000): For the 
first  two postnatal years of development, gray matter volume  increases. After  that period, gray 
matter decreases again with different brain areas differing in the rate at which they mature. The 







Several  studies  have  investigated  the  neural  development  of  instructed  flexibility,  using  two 





















cence  (Huizinga et al., 2006).  In a comprehensive  review,   Cragg and Chevalier  (2012)  summa‐
rized many different processes which may contribute  to  these developmental differences. First, 
they mention that developmental differences may result from an improvement in goal setting. For 
example,  in  the alternating  run paradigm  it  is necessary  to maintain  the  task  set  in mind  (e.g., 
Task A, Task A, Task B, Task B, Task A, Task A) and  in cued  task  switching  it  is necessary  to 




ple, Cepeda, Kramer,  and Gonzalez de Sather  (2001)  showed  that  increasing  the  time between 
trials reduced switch costs in adults but not in children, suggesting that children experience larger 
interference from previous task set activation. Third, developmental differences may be related to 
interference  from  overlapping  stimulus  response mappings.  For  example,  Crone  et  al.  (2006) 
showed  that  it  is  relatively more difficult  for  children  to  switch  tasks when  the  switch  trial  is 
associated with  the same  response hand as on  the previous  trial compared  to when  the switch 
trial  is  associated with  the  opposite  response hand, most  likely  because  they  experience more 







lus‐response mappings. Rubia et al.  (2006) used a response switching  task  in which adolescents 
(10‐17 years, all males), and adults  (20‐43 years, all males) were presented with a grid divided 
into four squares, with either a horizontal or vertical bidirectional arrow in the middle. On each 
trial, a  red dot appeared  in one of  the quadrants. When  the arrow was horizontal, participants 
had to judge whether the dot was on the left or right side of the grid. When the arrow was verti‐




ing  switch  trials  to non‐switch  trials,  adults  showed more  activation  than  adolescents  in  right 
inferior PFC, left parietal cortex, anterior cingulate cortex and putamen. The same areas were also 




Researchers  from  the same  laboratory performed a second study using a similar para‐
digm with a sample of 63 participants between 13‐38 years old (38 males) (Christakou et al., 2009). 
The behavioral results showed that there were switch costs for both adults and adolescents, but 









response mappings)  or  univalent  stimuli  (stimuli  that were  always  associated with  the  same 
response). Switching performance was better  for adults and adolescents  than  for  children. The 






ten  found between  children  and  adults. Thomas  et  al.  (2011)  addressed  this  issue by using  an 
algorithm  that  adjusts  task  difficulty  to  ensure  a  similar  task  performance  for  all  age  groups. 
Participants (21 adolescents 10‐16 years and 21 adults 22‐40 years) were accustomed to a certain 






tral  lobule). To  summarize,  the developmental  fMRI  studies  investigating  instructed  flexibility 
with  response  switching  paradigms  generally  find  increased  activation  in  frontal  and  parietal 
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opmental  fMRI study. Adults  (18‐23 years, N = 7) and children  (7‐11 years, N = 7) performed a 
task in which they were instructed to judge which of three objects was unique. The unique attrib‐
ute could be either color or shape, and was alternated on each trial without cueing. Performance 
on  these  switch blocks was  compared with  control blocks,  in which  the  relevant  attribute was 
always  color  or  always  shape. Adults performed  better  on  this  task  in  terms  of  accuracy  and 
reaction time than children. However, no switch costs were found, as indicated by similar behav‐




both adults and  children. Adults  showed more activation during  switches  than  children  in  the 




and Ansari  (2009)  instructed participants  (14 children 11‐13 years and 13 adults 19‐25 years)  to 
perform the Dimensional Change Card Sorting task. In this task, participants were  instructed to 




more  activation  than  adults  in  the  right  superior  frontal  sulcus.  Behavioral  performance was 
similar  for  children  and  adults,  suggesting  that  the  age differences  could  not  be  explained  in 
terms of performance differences. The authors hypothesized  that  the parietal cortex  is  less effi‐












were  slightly different,  indicating  that  response  switching and attention  switching may  rely on 
different underlying processes. In line with this hypothesis, similar findings were reported in the 
direct comparison of these two types of switching in the meta‐analysis on adult studies by Kim et 
al.  (2012). An unexpected  result was  that Morton  et  al.  (2009)  found  increased  activation  in  a 
frontal area in children relative to adults. Possibly, the dimensional task switching paradigm used 
in  the Morton et al.  (2009)  study  requires additional processes  that are not present  in  response 
shifting.  This may  cause  strategy  differences  between  children  and  adults, which  in  turn  can 
result in different patterns of neural activity. Children may, for instance, resort to more effortful 
strategies for updating working memory, which explains the increase in frontal activity. Together, 
these  findings demonstrate  that specific  task demands can result  in different patterns of neural 







mance  feedback. Rather  than  switching based on  an  arbitrary  cue, performance  feedback  indi‐
cates whether a  switch  is necessary  in order  to maintain optimal performance. This method of 
studying cognitive flexibility may more closely resemble real‐life situations.  
The  task  that has been  the most widely used  to study performance‐based switching  is 
the Wisconsin Card Sorting Task (WCST; Milner, 1963). In the WCST, participants are instructed 
to sort cards with pictures following different sorting rules (based on number, color and shape). 
After  sorting,  positive  or  negative  performance  feedback  is  provided,  indicating whether  the 
correct rule was applied. The rule can change without warning;  therefore,  the switch cue  is  the 
unexpected negative feedback after a certain number of correct sorts. When this happens, partici‐
pants have to use positive and negative feedback to find the correct rule again. Performance on 














One of  the complications  in  the study of performance‐based switching  is  that positive 
and negative  feedback can have different meanings  in different stages of an experimental  task. 




guished  first positive  feedback  (the  first positive  feedback when  the new correct  rule  is  found) 
and correct responses (when participants are continuing to use the correct response). First posi‐
tive  feedback provides new  information  that  is valuable  for  learning, whereas  correct positive 
feedback merely  confirms what  the participant  already knows. Because  of  these differences  in 
informative value, it is important to distinguish different feedback types, since they may rely on 
different neural processes. 




subsequent  behavioral  response.  To  date,  several  neuroimaging  studies  have  investigated  the 
neural underpinnings of feedback processing in adults.  
The previously mentioned meta‐analysis on different types of task switcshing in adults 
already  indicated  that  there  are  both  domain‐general  areas  that  are  activated  for  all  types  of 
switching,  as well  as  specific  activations  for  adaptive  flexibility  (Kim  et  al.,  2012). Most of  the 
studies analyzed in this meta‐analysis on adaptive flexibility used paradigms based on the WCST, 
but also  included semantic classification  tasks,  letter matching  tasks, visual detection  tasks and 
intra‐extradimensional switching tasks. The focus in these studies was usually on the differences 
in activity  for  switch and non‐switch  trials. Other  studies have  specifically  investigated activa‐






2004; Zanolie  et  al.,  2008). These  areas have  typically been  found when  comparing  activity  for 
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negative  feedback with activity  for positive  feedback. This contrast  is similar  to  the comparison 
between switch and non‐switch trials, because negative feedback by definition indicates a ‘switch’ 
in behavior  is necessary  for optimal performance. However, not all studies have replicated  this 
negative  feedback  network.  For  instance, Nieuwenhuis,  Slagter,  von  Geusau, Heslenfeld  and 
Holroyd  (2005)  failed  to  find differential activity  to negative  feedback  in  the medial prefrontal 
cortex using a  time‐estimation paradigm. Possibly, both positive and negative  feedback  signals 
are informative for adaptive learning, especially when both can be used to improve performance. 
Further research is necessary to unravel the exact contributions of the cognitive control network 




The  first  neuroimaging  study  to  investigate  adaptive  flexibility  in  children  used  a WCST‐like 
paradigm  (Crone et al., 2008). The  task was child‐friendly and  instead of  the extra‐dimensional 









children have difficulty recognizing  the  informative value  for  learning  in  the different  feedback 
types.  Together  these  results  indicate  that  over  the  course  of  development, ACC  and DLPFC 
regions become more specialized for different types of feedback.   
One of  the difficulties with  the Crone et al.  (2008) study  is  that negative  feedback was 
unexpected  and  therefore  may  have  been  more  salient  than  positive  feedback.  Van 
Duijvenvoorde,  Zanolie,  Rombouts,  Raijmakers  and  Crone  (2008)  examined  this  question  by 
focusing on learning from positive and negative feedback. Participants (18 children 8‐9y, 19 early 
adolescents 11‐13y, 18 adults 18‐25y) performed a  task  in which positive and negative  feedback 
were used  to  find one of  two correct sorting rules  (sort by color or sort by shape). Two stimuli 
were always presented  in pairs of  trials: a guess  trial and a repetition  trial. On guess  trials,  the 
correct  sorting  rule  (e.g.  color or  shape) was  cued, and  the participant had  to  infer  the  correct 
answer based on positive or negative  feedback  (with an expected value of 50% correct). On  the 
subsequent  trial,  the  participant was  expected  to  apply  the  correct  rule  based  on  information 













ing  task.  In  such  paradigms,  feedback  is  correct  on  approximately  70‐80  percent  of  the  trials. 
These tasks are more complex than tasks that use determinative feedback (which is by definition 





















The neural circuits underlying  the development of  instructed  flexibility and adaptive  flexibility 
were  reviewed  in  this  chapter. The development of  instructed  flexibility has been  investigated 
with  two  types  of  task  switching:  response  switching  and  attention  switching.  For  both para‐
digms, better behavioral performance was generally found for adults compared to children (but 
see Christakou et al. (2009) and Morton et al. (2009) for exceptions). Concurrent with these behav‐
ioral differences,  increased activity  for adults compared  to children  for switching was  found  in 
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frontal and parietal areas,  the basal ganglia and  the  thalamus. Morton et al.  (2009) additionally 
found  increased  activity  for  children  in  the  right  superior  frontal  sulcus,  suggesting  possible 
strategy differences between adults and children. Second,  for adaptive  flexibility a different de‐
velopmental pattern was  found. Performance‐monitoring paradigms have  found an age‐related 
















after 3.5 years: 10 adults, 12 adolescents and 10 children). The  results  indicated  that  the neural 






mental  psychology  and  developmental  cognitive  neuroscience.  Longitudinal  studies  have  im‐
portant advantages over cross‐sectional  studies  (where different age groups are compared as a 
proxy for development). With longitudinal designs, it is possible to truly investigate development 














brain areas.  It  is assumed  that a  temporal correlation means  that  these regions work  in concert. 
Research  into  the  development  of  functional  connectivity  is  an  important  future  venture  that 
undoubtedly will provide us with further insights into the neural development of cognitive flexi‐
bility (Morton, 2010; Stevens, 2009).  







negative prediction  error was generated,  resulting  in  a  lower decision weight. The  researchers 
found that the representation of the prediction error resulted in robust activation in the striatum, 
an  effect  that was  similar  across  age  groups.  Interestingly,  a  functional  connectivity  analysis 






Finally,  recent  studies  have  indicated  that  there  are  profound  genetic  influences  on  executive 
functioning. This has been found with both quantitative and molecular genetics studies (Morton, 
2010).  In quantitative genetic  studies,  family members who  share different percentages of  their 
genes are  compared  in  executive  functioning  skills. For  instance, monozygotic  twins  share 100 
percent of  their genes, whereas dizygotic  twins and  siblings  share 50 percent of  their genes. A 
comparison of executive functioning in the different family members can provide an estimate of 
the  amount of variation  that  is  explained by genes or  environmental  influences. With  this  ap‐







be compared  in executive  functioning skills  to people with another variation of  the gene. With 
this approach, genetic differences that influence dopamine functioning have already been found 
in  adults  for  learning  from  errors  (Klein  et  al.,  2007)  and  task  switching  (Colzato, Waszak, 
Nieuwenhuis, Posthuma, & Hommel, 2010; van Holstein et al., 2011) and in children for feedback 
processing (Althaus et al., 2009). Although few studies have investigated genetic influences on the 




Executive  functions  in  general,  and  cognitive  flexibility  in particular,  are  important  aspects  of 
child development. Cognitive flexibility has been studied extensively in children, which has led to 
important  insights  on  its  developmental  origins.  Two main  types  of  cognitive  flexibility were 
described  in this chapter:  instructed and adaptive flexibility. Maturation of brain areas  involved 
in cognitive flexibility tasks seems to play an important role in the development of both types of 
flexibility. Despite the great progress in this area of research, there are also still many open ques‐
tions.  Future  studies  should  focus  on  combined  approaches using different  types  of  cognitive 
flexibility in the same individuals, to investigate whether they rely on similar neural mechanisms. 
Additionally, developmental  theories  have  often  been  inferred  from  studies  on  cross‐sectional 
samples. For truly developmental models, longitudinal studies are essential.  
To further advance our knowledge, functional connectivity within the cognitive flexibil‐














































spread  brain  network  is  activated  for  feedback  learning,  including  the  dorsolateral  prefrontal 












showing more  activation  after  negative  learning  compared  to  positive  learning. Additionally, 












to  adjust  future  behavior.  Feedback  can  be  either positive,  signaling  a  continuation  of  current 





ed  the neural basis of positive  and negative  feedback  learning  in  a  complex  repeated  learning 










Many  of  these  studies  reported more  activation  after  negative  feedback  compared  to  positive 
feedback.  For  example,  a  paradigm  that  has  frequently  been  used  to  investigate  performance 
monitoring  and  feedback  learning  across multiple  trials  is  the Wisconsin  Card  Sorting  Task 
(WCST; Milner, 1963). In the WCST, participants are instructed to sort cards according to different 
sorting  rules  (based on number,  color or  shape),  followed by positive or negative performance 
feedback.  In  addition,  the  task  encompasses  occasional  unexpected  rule  switches,  signaled  by 
negative  feedback.  These  studies,  and  related  switching  studies,  reported  specifically  more 






in  a probabilistic  learning  task,  the DLPFC  and  SPC were more  active  after positive  feedback 
when participants were applying the correct rule, compared to negative feedback (van den Bos et 
al.,  2009). One proposed  explanation  for  these  conflicting  findings  is  that  the DLPFC  and SPC 





The previous experimental paradigms  thus differed  in  the  informative value that was provided 
by positive and negative feedback; in the latter probabilistic paradigm (van den Bos et al., 2009) 
positive  feedback could be more  informative  than negative  feedback. One way  to unravel  these 
inconsistent  findings  is  by  studying  feedback processing  in  a more  complex  but deterministic 
learning environment,  in which both positive and negative  feedback are  important  for  learning 
but might differ in informative value between trials.  
Prior  studies have  shown  that  collapsing performance  and using  simple performance 
indices as correlates for neural activation fails to take into account much of the variance in behav‐
ior.    In previous behavioral  studies  it was  found  that  individual differences  in  learning perfor‐
mance are partially due  to categorically different strategies  that participants apply  (Johansen & 
Palmeri, 2002; Schmittmann, Visser, & Raijmakers, 2006; Steyvers, Tenenbaum, Wagenmakers, & 
Blum, 2003). These strategies can be characterized based on the degree to which participants take 
into  account  the  informative  value  of  feedback.  These  prior  studies  hypothesized  that  neural 
engagement differs depending on  the efficiency of strategy use  (Schmittmann, van der Maas, & 





In  the  current  study, we  used  a  higher‐order  rule‐learning  paradigm, which  distin‐
guished different  feedback  types based on early and  late  learning. This  idea relates  to prior re‐
search  in which early and  late  learning were compared  (Brovelli, Laksiri, Nazarian, Meunier, & 








First, we predicted  that neural  responses  in DLPFC, SPC,  and pre‐SMA/ACC  to both 
positive and negative feedback would be larger when learning compared to when applying cor‐
rect sorting rules. This hypothesis was based on a prior study  that  found  that  for novel higher‐
order rule‐learning, the DLPFC and pre‐SMA were more active for early than late learning, con‐
sistent with the  idea that these areas are sensitive to  informative value for  learning (Boettiger & 
D’Esposito, 2005). Second, we addressed the question whether negative feedback would result in 












Thirty‐two healthy young  adults were  included  in  the  study  (16 women,  18‐25 years old, M  = 









































be  found. Performance  feedback was presented  in  the  form of a plus‐sign  for positive  feedback 
and a minus‐sign for negative feedback. After applying the correct location twice for each stimu‐
lus, or  after  twelve  trials,  a new  sequence with new  stimuli was presented. New  stimuli were 
chosen to prevent participants from trying to find a relation between sequences. In total, fifteen 
sequences were presented, which resulted in a maximum of 180 trials. Prior to scanning, partici‐
pants practiced  three sequences similar  to  the experimental  task  to ensure  they understood  the 









found  the  correct  location of  the  stimulus,  and were guessing or  reasoning  to  find  the  correct 








by  a  correct  response  the next  time  that  stimulus  appears.  (b) Negative  learning: An  incorrect 














A second way  in which performance relations were studied was by  looking at  the efficiency of 
strategy use. In the experimental task, several strategies differing in efficiency could be employed 
to  learn  the correct stimulus‐location relations. The most optimal strategy accounts not only  for 
feedback on the former responses of the same stimulus but also for other stimuli. This is based on 
two  insights  into  the  learning  task:  first,  a  location  can  only  be  associated with  one  stimulus 






were  included):  (a) Mistake: repeating a previously made error  (no reasoning required  to know 
this  is an  incorrect  response) or making an  error after an  earlier  correct  response  for  the  same 
stimulus. (b) Inefficient: when the  location of a picture  is known, the participant fails to deduce 
this  location  is  not  the  correct  location  of  another  picture.  (c)  Suboptimal: when  participants 
learned that a picture does not belong in a certain location (and if that is the only knowledge), the 







(b) which strategy each participant employed. Based on  time series of  trials  that were coded  in 
terms  of  the  efficiency  of  responses  (4‐valued multinomial  data),  latent  strategy  performance 
groups  were  determined  using  finite mixtures  of  log‐linear  regression models  (Leisch,  2004; 
McLachlan & Peel, 2000). More advanced hidden Markov models were applied as well  (Visser, 
2011), but these analyses resulted in less optimal models. Finite‐mixture models assume that there 




















Leiden University Medical  Center.  The  functional  scans were  acquired  using  a  T2*‐weighted 
echo‐planar  imaging  (EPI) during  two  functional  runs with  a variable number of volumes per 
subject, because the length of the task varied per subject. The first two volumes were discarded to 
allow for equilibration of T1 saturation effects (TR = 2.2 sec, TE = 30 ms, sequential acquisition, 38 
slices  of  2.75 mm,  field  of  view  220 mm,  80x80 matrix,  in‐plane  resolution  2.75 mm). A high‐
resolution 3D T1‐FFE scan  for anatomical reference was obtained  (TR = 9.760 ms; TE = 4.59 ms, 
flip angle = 8 degrees, 140 slices, 0.875 × 0.875 × 1.2 mm3 voxels, FOV = 224 × 168 × 177 mm3). Head 




All  data was  analyzed with  SPM8  (Wellcome Department  of  Cognitive Neurology,  London). 
Images were corrected for differences in timing of slice acquisition and rigid body motion. Struc‐
tural and functional volumes were spatially normalized to T1 templates. Translational movement 
parameters never  exceeded  1 voxel  (<  3 mm)  in  any direction  for  any participant or  scan. The 
normalization  algorithm  used  a  12‐parameter  affine  transformation  together with  a  nonlinear 
transformation involving cosine basis functions and resampled the volumes to 3 mm cubic voxels. 
Templates were  based  on  the MNI305  stereotaxic  space  (Cocosco, Kollokian, Kwan, &  Evans, 
1997), an approximation of Talairach  space  (Talairach & Tourneaux, 1988). Functional volumes 
were spatially smoothed with an 8mm FWHM isotropic Gaussian kernel. Statistical analyses were 




that high‐pass  filtered  the data, and a covariate  for session effects. The  least‐squares parameter 









Region‐of‐interest  (ROI)  analyses  were  performed  with  the Marsbar  toolbox  in  SPM8  (Brett, 




















The optimal mixture model,  i.e.  the model with  the  lowest BIC, was one with  two performance 
groups, referred to as the ‘low‐strategy learners’ and the ‘high‐strategy learners’ (see Table 1 for 
the fit statistics of the fitted models).  The high‐strategy learners have stable response probabilities 
over sub  trials with very high probability of optimal  responses. The  low‐strategy‐learners have 
response  probabilities  that  depend  on  sub  trial  number,  such  that  suboptimal  and  inefficient 
responses mainly occur during the first few trials. Figure 2 shows the observed response probabil‐
ities for each performance group. The two groups did not differ in age, sex, or estimated IQ. As 
expected,  low‐strategy and high‐strategy performers differed  in  learning rate (t = 4.60, p <  .001), 



















Model  loglike df BIC
1  ‐1134.5  3  2294.1 
1b  ‐1073.7  6  2197.6 
1, 1  ‐1094.7  7  2248.0 
1, 1b*  ‐1041.6  10  2166.8 
1b, 1b  ‐1032.9  13  2174.5 
1, 1, 1  ‐1088.7  11  2269.4 

























difference  between  conditions  is  informative  value  for  learning.  This  contrast  also  resulted  in 
robust activation in bilateral lateral PFC, pre‐SMA and bilateral parietal cortex. As can be seen in 
Figure  3,  there was high overlap  in brain  regions  that were  recruited  for positive  learning vs. 






Figure 3:  (a): Negative  learning compared  to application  (red), positive  learning compared  to application 








 To  test which  areas were  sensitive  to  feedback  valence, we  focused  on  the  contrast  negative 
learning > positive learning and vice versa. We chose to compare positive and negative learning 







Table 2: Areas  that  are  activated  for  the  contrast negative  feedback > positive  feedback during  learning, 
FWE‐corrected, 10 contiguous voxels. 
 
Area of activation  x  y  z 
R superior medial frontal gyrus  9  21  42 
L superior medial frontal gyrus  ‐6  30  33 
R superior frontal gyrus  21  3  54 
R opercular inferior frontal gyrus  42  9  36 




Neural  differences  between  high‐strategy  and  low‐strategy  learners were  investigated with  a 
whole brain contrast comparing learning > application in the two groups. Uncorrected results are 
reported because the relatively small group of low‐strategy learners did not survive FWE or FDR 














Table  3: Areas  that  are more  activated  for  the  contrast  learning  >  application  in  high‐strategy  learners 
compared to low‐strategy learners, p < .001, uncorrected, 10 contiguous voxels. 
 
Area of activation  x  y  z 
L opercular inferior frontal gyrus  ‐45  9  12 
L opercular inferior frontal gyrus  ‐57  6  6 
L inferior temporal gyrus  ‐39  ‐21  ‐21 
L opercular inferior frontal gyrus  ‐33  6  21 
L supplementary motor area  ‐3  12  57 














All areas  that were  included  in  the ROI analysis were sensitive  to  learning value. This was de‐
fined as relatively more activity for feedback during learning than during application. That is to 
say,  there were main effects of  feedback  type  for all  six ROIs  (all ps <  .001). Follow up paired‐









son of valence  (positive  and negative  learning)  for  the  left  and  right DLPFC  revealed  that  the 
difference between negative learning and positive learning was larger in right than in left DLPFC 
(Interaction Region x Condition; F (1,31) = 10.41, p = .003). 













p =  .160) A comparison of  region and valence confirmed  that  left and  right SPC demonstrate a 
different pattern (Interaction Region x Condition; F (1,31) = 8.65, p = .006). 
Taken  together,  all  a priori  selected ROIs were more  active  for positive  and negative 





































ing. Our  results  are  consistent with  a  prior  single‐trial  learning  study  demonstrating  a wide‐
spread network  including  the DLPFC and parietal areas which was  sensitive  to  learning value 






result  in similar neural activation as negative  feedback when  it  is presented  in a more complex 
learning  setting  that  requires multiple  trial  learning. Prior  studies have  remained  inconclusive 
about whether areas in the feedback learning network respond more to negative than to positive 
feedback. With stringent Bonferroni correction for multiple comparisons, three areas were found 





























tions  were  found  for  strategy  performance  in  several  regions  within  left  and  right  DLPFC, 
demonstrating that especially these areas are related to individual differences in learning strategy 
(Andersen et al., 2014). Future studies should focus on deviant  learning groups, and  investigate 






especially  left and right DLPFC are associated with strategy differences  in  learning. These find‐
ings highlight the importance of distinguishing different subtypes of positive and negative feed‐
back based on value for  learning. In future research, the transition towards studying  individual 















































The  ability  to  learn  from  environmental  cues  is  an  important  contributor  to  successful perfor‐
mance  in a variety of  settings,  including  school. Despite  the progress  in unraveling  the neural 
correlates of cognitive control in childhood and adolescence, relatively little is known about how 
these brain  regions  contribute  to  learning.  In  this  study,  268 participants  aged  8‐25  years per‐


















Across  development,  children  show  marked  improvements  in  feedback  learning  (Crone, 
Wendelken,  Donohue,  &  Bunge,  2006;  Eppinger, Mock,  &  Kray,  2009; Welsh,  Pennington, & 
Groisser, 1991), which is evident from performance on neuropsychological tasks such as the Wis‐
consin  Card  Sorting  Task  and  experimental  switch  tasks  such  as  task‐switching  paradigms 
(Eppinger et al., 2009; van den Bos et al., 2009). Given  the  importance of  learning  in school set‐
tings, it is essential to unravel the mechanisms behind the development of feedback learning.   
Prior  studies of brain mechanisms  for negative  feedback processing  in adults  showed 
increased  activation  in  dorsolateral  prefrontal  cortex  (DLPFC),  pre‐supplementary motor  area 
(pre‐SMA)/anterior  cingulate  cortex  (ACC),  and  superior  parietal  cortex  (SPC)  (Zanolie  et  al., 
2008)  after  receiving  negative  feedback  relative  to  positive  feedback.  In  children,  these  areas 
showed  less  activation  following negative  feedback  relative  to positive  feedback,  compared  to 
adults  (Crone  et  al.,  2008). This  finding  is  consistent with  evidence  that  these  regions  are  still 




ion  (Bunge & Wright,  2007;  Somerville,  Jones, & Casey,  2010). However,  recent  reviews  ques‐
tioned whether  cognitive development  is associated with a  linear  increase  in  the  frontoparietal 
network.  (Crone & Dahl,  2012; Pfeifer & Allen,  2012).  For  example, prior  studies  on  feedback 
learning indicated that children showed not only less activation after negative feedback compared 
to adults, but also more activation  in  the  same  regions  in  the  frontoparietal network  following 
positive  feedback  (van den Bos et al., 2009; van Duijvenvoorde et al., 2008). This  suggests  that 
there may  be  a  qualitative  shift with  development  in  recruitment  of  brain  areas  for  feedback 
learning.  
The interpretation of prior studies is complicated due to differences in age group selec‐
tion.  Some  studies  compared  8‐year‐olds  with  12‐year‐olds  (van  Duijvenvoorde  et  al.,  2008) 
whereas others collapsed across 8‐12‐year‐olds (Crone et al., 2008; Eppinger et al., 2009). Adoles‐
cent groups were selected from a wide age range from 13 to 16 years, which is problematic given 
that neural development continues  in  this period  (van den Bos et al., 2009). Additionally, prior 
studies have not investigated the influence of pubertal maturation, which may explain additional 
variance  in developmental change  (Forbes & Dahl, 2010). For example,  it was previously  found 
that  self‐reported puberty  scores  explained additional variance over age  in neural activity  in a 
working memory study (Schweinsburg, Nagel, & Tapert, 2005). Others have suggested that brain 







opmental  differences  in  feedback  learning with  increased  precision.  Participants  performed  a 
learning  task  in which  stimuli were  sorted at one of  three possible  locations, and choices were 
followed by negative or positive feedback. To control for  informative value of feedback we dis‐
tinguished between a  learning phase and an application phase. These phases were based on a 
distinction between  early  feedback  (informative  for  learning) and  late  feedback  (uninformative 
for learning) (Eliassen et al., 2012). We formed two hypotheses: a) We predicted more activation 
in DLPFC, pre‐SMA/ACC and SPC after  feedback, both negative and positive, during  learning 
compared  to  application  of  rules. We  hypothesized  that  distinguishing  between  feedback  in‐
formative  for  learning  (learning  phase)  and  uninformative  feedback  (application  phase)  is  an 
ability that develops with age and contributes to performance. b) We predicted more activity  in 
adults  than  children  in DLPFC  and SPC  after negative  feedback  and more  activity  in  children 
than adults in DLPFC and SPC after positive feedback (van Duijvenvoorde et al., 2008). In addi‐
tion, we  tested  at what  age  activity patterns become  adult‐like  and whether  the  transition be‐







years old  (M = 14.22, SD = 3.63), who were recruited  through  local schools and advertisements. 
We selected age groups such that each age was represented by N > 20. Because of the relatively 
small number of 8‐ and 9‐year‐olds,  they were combined  into one age group,  to ensure similar 
group  sizes. See Table 1  for  the  final number of participants per age group and per  sex. A chi 
square test indicated that the proportion of males to females was similar across age groups (χ2(9) 
= 8.70, p = .465). IQ was estimated with two subtests of the WAIS‐III or WISC‐III (Similarities and 
Block Design). All  estimated  IQ‐scores were within  the normal  range  (M  =  110.25, SD  =  10.62, 
range  =  80‐143). Adults  received payment  for participation  and  children  and  their parents  re‐
ceived a present and travel reimbursement. None of the participants reported a history of neuro‐





























with  three new stimuli. There were 15 sequences  in  total, resulting  in a maximum of 180  trials. 
Before the MRI session, all participants practiced three sequences. The task was divided into two 






  Female  Male  Total 
8/9 years  20  9  29 
10 years  11  12  23 
11 years  13  14  27 
12 years  19  11  30 
13 years  16  20  36 
14 years  10  17  27 
15 years  10  11  21 
16 years  11  9  20 
17 years  12  11  23 
18‐25 years  16  16  32 




























































body growth, body hair,  facial hair,  skin  changes and voice  changes. Fourteen girls and  seven 
boys as well as the adults (18‐25 years) did not fill out the PDS  list,  leaving the total number of 









girls collected saliva on  the 7th day of  the menstrual cycle,  to control  for hormonal  fluctuations 
during the cycle. Girls using contraceptives without a stopping period, such as hormonal intrau‐








saliva  for analysis,  leaving  the  total number of  included hormonal samples at 237. Testosterone 
levels were highly skewed, thus a  log‐transformation of the scores was used for further calcula‐
tions. Testosterone  levels were highly correlated with self‐report PDS  in both boys  (r =    .70, p < 
.001) and girls (r =  .64, p <  .001). Salivary estradiol was determined using an enzyme  linked  im‐
munosorbent assay (ELISA; DRG Instruments, Marburg, Germany). Inter‐assay CV was 8% and 
15% at 10 and 40 pg/L, respectively. For eleven girls and fifteen males estradiol could not be de‐






MRI  scans were acquired with a  standard whole‐head  coil on a Philips 3.0 Tesla MRI  scanner. 










All data was analyzed with SPM8  (Wellcome Trust Centre  for Neuroimaging, London).  Images 
were corrected for slice timing acquisition and rigid body motion. Structural and functional vol‐
umes  were  spatially  normalized  to  T1  templates.  The  normalization  algorithm  used  a  12‐
parameter affine transform together with a nonlinear transformation involving cosine basis func‐
tions and  resampled  the volumes  to 3 mm cubic voxels. Templates were based on  the MNI305 
stereotaxic  space  (Cocosco  et  al.,  1997),  an  approximation  of  Talairach  space  (Talairach  & 
Tourneaux, 1988). Functional volumes were  spatially  smoothed with an 8mm FWHM  isotropic 
Gaussian kernel. The fMRI time series data were modeled by a series of events convolved with a 
canonical hemodynamic  response  function. The modeled  events were  “Positive Learning”  (se‐
quence [CORRECT, correct], “Negative Learning” (sequence [ERROR, correct or error]) and “Ap‐




data. The  least‐squares parameter estimates of height of  the best‐fitting canonical HRF  for each 
condition were used in pair‐wise contrasts. The resulting contrast images, computed on a subject‐
by‐subject basis, were submitted to higher‐level analyses, also referred to as group analyses. We 
calculated  the  contrast  Learning  (positive  and  negative  feedback  combined)  > Application  to 
examine which areas contribute to  learning from positive and negative feedback. To  investigate 
valence  effects,  the  contrasts  Positive  Learning  > Negative  Learning  and Negative  Learning  > 
Positive Learning were calculated.  We used a 10‐voxel spatial extent combined with a stringent 











feedback, but at  the  same  time  reveals  task‐relevant areas. The  resulting ROIs  spanned  several 
brain regions. Therefore, the ROIs were subdivided by masking the functional ROI with the fol‐
lowing  anatomical Marsbar  ROIs  (based  on  Automated  Anatomical  Labeling):  left  and  right 
DLPFC (Middle Frontal Gyrus), pre‐SMA/ACC (Supplementary Motor Area; left and right com‐
bined),  left  and  right  SPC  (Superior Parietal Gyrus). These ROIs were  selected based  on prior 
research indicating that these areas show age differences for feedback learning (Crone et al., 2008; 

































archical  linear  regression analyses were performed with SPSS 19  to  investigate contributions of 
age and puberty to performance and neural measures. Age and puberty were added as continu‐




















































on  the contrast Learning > Application with  learning rate as a positive regressor  (controlled for 
age),  to unravel activity patterns  that were associated with better performance. We only  found 
activity  in a small cluster  in  left pre‐SMA/ACC  (local maximum at  ‐9, 15, 51, T = 5.23, size = 13 









Table  2: MNI  coordinates  local maxima  activated  for  the  contrast  Learning  > Application. Anatomical 
labels were acquired with Automated Anatomical Labeling (AAL). 
 
  Area of activation  x  y  z  voxels  T 
  Learning > Application 
Frontal Cortex/  Superior medial frontal gyrus  0  24  42  11313  32.28 
Subcortical  R putamen  30  21  0    30.74 
  R superior frontal gyrus  24  9  60    29.73 
Parietal Cortex  R inferior parietal lobule  45  ‐42  48  8653  29.86 
  L inferior parietal lobule  ‐48  ‐45  48    25.92 
  R precuneus  6  ‐66  48    24.35 
Temporal Cortex  L middle temporal gyrus  ‐57  ‐30  ‐9  113  12.77 
  R middle cingulum  3  ‐30  27  12  5.94 
  Learning > Application, age as positive regressor 
Frontal Cortex  R middle frontal gyrus  30  9  60  521  9.29 
  R inferior frontal gyrus  48  12  33    6.57 
  R inferior frontal gyrus  45  33  24    6.29 
  L precentral gyrus  ‐36  0  60  732  8.24 
  L precentral gyrus  ‐48  3  51    7.68 
  L superior frontal gyrus  ‐21  12  63    7.37 
  L inferior frontal gyrus  ‐30  30  0  65  5.58 
  L inferior frontal gyrus  ‐45  21  ‐3    5.42 
  L middle frontal gyrus  ‐36  54  15  30  5.50 
Subcortical  R caudate nucleus  6  21  0  260  7.00 
  L caudate nucleus  ‐9  9  0    6.79 
  R caudate nucleus  9  9  0    6.63 
Parietal Cortex  R inferior parietal lobule  42  ‐39  48  2127  10.15 
  R superior parietal lobule  21  ‐69  54    9.36 
  L superior parietal lobule  ‐27  ‐63  54    9.07 
Occipital Cortex  L inferior occipital gyrus  ‐48  ‐66  ‐15  407  8.54 
  L fusiform gyrus  ‐33  ‐51  ‐18    5.54 
  L middle occipital gyrus  ‐36  ‐84  6    5.24 
Temporal Cortex/  R inferior temporal gyrus  51  ‐60  ‐15  292  8.06 
Occipital Cortex/  R cerebellum  33  ‐69  ‐21    5.75 
Cerebellum  R inferior occipital gyrus  27  ‐93  ‐12    4.96 
  L cerebellum  ‐3  ‐81  ‐18  52  6.13 





Frontal Cortex  R middle frontal gyrus  30  12  60  76  7.56 
  L precentral gyrus  ‐36  0  60  164  6.60 
  L superior frontal gyrus  ‐21  12  63    6.19 
  L precentral gyrus  ‐51  12  42    5.54 
  R inferior frontal gyrus  51  12  33  25  5.02 
  R middle frontal gyrus  51  12  45    4.79 
  R inferior frontal gyrus  45  33  24  10  4.98 
Subcortical  R caudate nucleus  6  18  0  76  5.88 
  L caudate nucleus  ‐6  9  0    5.70 
  L caudate nucleus  ‐3  18  0    5.19 
Parietal Cortex/  R inferior parietal lobule  42  ‐39  48  626  8.16 
Occipital Cortex  R superior parietal lobule  21  ‐69  54    7.21 
  R middle occipital gyrus  33  ‐72  33    7.08 
  L superior parietal lobule  ‐27  ‐63  54  480  6.99 
  L inferior parietal lobule  ‐42  ‐45  57    6.50 
  L inferior parietal lobule  ‐39  ‐45  48    6.34 
  L inferior occipital gyrus  ‐48  ‐66  ‐15  123  6.75 
  L fusiform gyrus  ‐33  ‐72  ‐18    5.05 
Temporal Cortex/  R inferior temporal gyrus  51  ‐60  ‐15  104  6.25 











ity  that  is specifically  linked  to age and not performance differences. This resulted  in  increased 
activity in superior frontal gyrus, SPC and occipital areas (see Figure 4 c, Table 3). Age as a nega‐
tive regressor did not result in any activity. We also calculated this contrast with learning rate as a 
positive  regressor  (controlled  for age), but  this did not  result  in any  significant activation. The 















  Area of activation  x  y  z  voxels  T 
  Negative Learning > Positive Learning 
Frontal Cortex  R superior medial frontal gyrus  9  27  39  3638  17.88 
  R insula  30  24  0    16.18 
  R superior frontal gyrus  21  9  57    14.75 
  L middle frontal gyrus  ‐42  24  39  60  6.80 
  L middle frontal gyrus  ‐30  51  9  75  6.30 
Frontal Cortex/  L insula  ‐30  21  ‐3  552  11.23 
Subcortical  R caudate nucleus  15  18  9    9.42 
  L caudate nucleus  ‐12  15  9    9.41 




  L inferior parietal lobule  ‐51  ‐54  39  303  8.47 
  L inferior parietal lobule  ‐42  ‐42  42    7.73 
  R precuneus  9  ‐63  48  38  7.15 
  L precuneus  ‐9  ‐63  48  14  5.84 
Temporal Cortex  L calcarine gyrus  ‐9  ‐90  6  94  7.12 
  R superior temporal gyrus  51  ‐24  ‐6  61  6.81 
  Negative Learning > Positive Learning, age as positive regressor 
Frontal Cortex  R superior frontal gyrus  24  9  57  150  6.52 
  R inferior frontal gyrus  45  9  30  79  5.76 
  L supplementary motor area  ‐12  6  66  69  5.65 
  L superior frontal gyrus  ‐18  12  60    5.37 
  L middle frontal gyrus  ‐30  6  57    5.04 
  R middle frontal gyrus  48  39  21  23  5.08 
Parietal Cortex/  R superior parietal lobule  27  ‐63  54  891  7.31 
Occipital Cortex  R middle occipital gyrus  30  ‐69  30    7.07 
  R angular gyrus  27  ‐60  39    6.58 
Temporal Cortex/  R inferior temporal gyrus  51  ‐51  ‐12  265  6.28 
Occipital Cortex  R inferior occipital gyrus  30  ‐90  ‐3    5.62 
  R inferior occipital gyrus  36  ‐87  ‐12    5.30 
Occipital Cortex  L middle occipital gyrus  ‐24  ‐93  3  290  5.55 
  L inferior occipital gyrus  ‐27  ‐93  ‐6    5.42 
  L middle occipital gyrus  ‐30  ‐84  0    5.20 
  L inferior occipital gyrus  ‐48  ‐75  ‐12  25  5.14 
Negative Learning > Positive Learning, age as positive regressor, controlled for learning rate 
Frontal Cortex  R superior frontal gyrus  21  9  51  96  6.31 
  L superior frontal gyrus  ‐21  12  57  15  5.14 
  L supplementary motor area  ‐12  6  66    4.94 
Parietal Cortex  L superior parietal lobule  ‐21  ‐69  45  29  4.87 
  L superior parietal lobule  ‐24  ‐69  54    4.86 
  L superior parietal lobule  ‐15  ‐63  54    4.72 
Parietal Cortex/  R middle occipital gyrus  30  ‐66  30  306  6.24 
Occipital Cortex  R superior parietal lobule  24  ‐63  54    5.94 
  R superior occipital gyrus  24  ‐60  39    5.58 
Temporal Cortex  R inferior temporal gyrus  45  ‐57  ‐9  75  5.62 
  R supramarginal gyrus  42  ‐42  42  13  5.00 
Occipital Cortex  L inferior occipital gyrus  ‐27  ‐93  ‐12  64  5.15 




  L middle occipital gyrus  ‐30  ‐78  30  16  5.08 
  R inferior occipital gyrus  27  ‐93  ‐3  50  5.04 
  R middle occipital gyrus  33  ‐84  0    4.95 











   Area of activation  x  y  z  voxels  T 
  Positive Learning > Negative Learning  
Frontal Cortex/  L precentral gyrus  ‐24  ‐27  66  14051  13.93 
Parietal Cortex/  L precuneus  ‐9  ‐57  12    13.11 
Subcortical  R caudate nucleus  21  ‐6  30    12.88 
Frontal Cortex  L medial orbital frontal gyrus  ‐3  60  ‐3  372  12.27 
  L superior medial frontal gyrus  ‐9  66  12    9.96 
  L superior medial frontal gyrus  ‐9  63  21    9.15 
  R inferior frontal gyrus  54  33  6  21  7.91 
Parietal Cortex  L angular gyrus  ‐45  ‐75  27  117  7.87 
Temporal Cortex/  L middle occipital gyrus  ‐27  ‐93  0  132  8.51 
Occipital Cortex  L inferior occipital gyrus  ‐33  ‐90  ‐9    7.16 






























= 0.48, p =  .886, η2 =  .02). A second set of post hoc analyses  tested  for  the valence effects within 
each  age  group.  Paired‐samples  t‐tests were  performed  for  each  age  group  between  Positive 
Learning and Negative Learning. All ages  except 8/9‐year olds  showed a  significant difference 

















was adult‐like. For  this analysis, we used  the difference  score between Negative Learning and 
Positive Learning, which differed across age groups  (F  (9,258) = 3.38, p =  .001 η2 =  .11). An LSD 
post‐hoc comparison with the adult group as baseline  indicated that ages 8/9, 11, 12 and 13 dif‐
fered significantly from the adult group (8/9y: p =  .006, 11y: p =  .006, 12y: p =  .018, 13y p =  .021), 




















The age x valence ANOVA  for  left mid‐DLPFC resulted  in a main effect of valence  (F  (1,258) = 
43.790, p < .001, η2 = .14), but no age x valence interaction (F (9,258) = 1.78, p = .072, η2 = .05). There‐
fore, no further follow‐up tests were performed. However, the valence x age x hemisphere inter‐










16  to  18‐25 year olds, differentiated between Positive Learningand Negative Learning  (all  ps  < 
.05). Notably, 8/9‐year olds show more activation after Positive Learning, whereas ages 16 to 18‐
25  years  show more  activity  after Negative  Learning  (all  ps  <  .05).  Participants  aged  10  to14 
showed no significant differentiation between Positive Learningand Negative Learning.  
A  final  post‐hoc  test was  performed  to  investigate when  activation  patterns  reached 







































(± SEM). Asterisks  represent  a  significant difference between Positive Learning  and Negative Learning, 
with  one  asterisk  (*)  indicating p <  .05,  and  two  asterisks  (**)  indicating p <  .01. Stars  (☆)  indicate  a 












positive  regressor.  To  further  investigate  age  effect  s  in  the  pre‐SMA/ACC, we  selected  this 
wholebrain activated cluster and masked it with an anatomical mask of the pre‐SMA/ACC. Sub‐
sequently, we  performed  follow‐up  analyses  on  these  ROI‐extracted  values  to  test which  age 
groups were driving this effect. We first tested for age differences in Positive Learning and Nega‐



















To  investigate whether  structural  brain  development  influenced  the  relation  between  age  and 
brain activity, we performed a regression analysis with age as  first predictor and cortical  thick‐










cation  of  rules,  but  contributed  differentially  to  learning  from  positive  and  negative  feedback 


















activation  following  positive  feedback  compared  to  negative  feedback,  a  pattern  that  has  also 
been observed  in a prior study  (van Duijvenvoorde, et al., 2008). Also  in  this area,  reactions  to 
positive  feedback  did  not  change with  development, whereas  reactions  to  negative  feedback 
increased with age. It therefore seems that this effect occurred mainly because of decreased acti‐

























2011). Also,  the  strength  of  short‐range  connections  seems  to  decrease with  age, whereas  the 
strength  of  long‐range  connections  increases with  adolescent  development  (Dosenbach  et  al., 
2010; Fair et al., 2009).  
Another explanation for immature activity is that children differ from adults in strategy 
use. This  is  supported  by  findings  that  adults  generally perform  learning  tasks  in  an  efficient 
hypothesis‐testing approach, whereas children are more likely to use an inefficient trial‐and‐error 
approach (Schmittmann et al., 2006). An intriguing question is whether there is a bias for positive 






14/15,  future  research  is needed  to unravel  the mechanisms behind  this  transition. One mecha‐
nism we  explored was pubertal development. Theoretical models  have  suggested  a dual pro‐
cessing network for adolescent development, such that the development of limbic areas is influ‐
enced by puberty, whereas the functional development of the frontoparietal network occurs rela‐
tively  independent  of  hormones  (Nelson,  Leibenluft, McClure, &  Pine,  2005;  Steinberg  et  al., 
2008). Our  findings  are  consistent with  this model,  and  show  no  additional  influence  of  self‐
reported puberty stage, testosterone and estradiol on neural activity. Interestingly though, we did 
find an additional effect of pubertal development in boys on behavioral performance. However, 






was  successful,  and we have not  investigated what happened  in  the  small percentage of  trials 





cross‐sectional which does not  allow us  to draw  conclusions  about  change within  individuals. 
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Learning  from  feedback  is  an  important  aspect  of  executive  functioning  that  shows  profound 
improvements during childhood and adolescence. This is accompanied by neural changes in the 
feedback  learning network, which  includes pre‐supplementary motor  area  (pre‐ SMA)/anterior 
cingulate  cortex  (ACC), dorsolateral prefrontal  cortex  (DLPFC),  superior parietal  cortex  (SPC), 
and the basal ganglia. However, there can be considerable differences within age ranges  in per‐
formance  that are ascribed  to differences  in strategy use. This  is problematic  for  traditional ap‐
proaches of analyzing developmental data, in which age groups are assumed to be homogenous 
in strategy use. In this study, we used latent variable models to investigate if underlying strategy 
groups  could  be  detected  for  a  feedback  learning  task  and whether  there were  differences  in 
neural activation patterns between strategies. In a sample of 268 participants between ages 8 to 25 
years, we observed four underlying strategy groups, which cut across age groups and varied in 
the  optimality  of  executive  functioning.  These  strategy  groups  also  differed  in  neural  activity 
during learning; especially the most optimal performing group showed more activity in DLPFC, 
SPC and pre‐SMA/ACC  compared  to  the other groups. However, age differences  remained an 
important  contributor  to  neural  activation,  even when  correcting  for  strategy.  These  findings 
contribute to the debate of age versus performance predictors of neural development, and high‐












working memory  and  cognitive  flexibility  (Diamond,  2013). Higher‐order  executive  functions 
such as reasoning, planning and learning from prior experiences rely upon combinations of these 
three core functions. The ability to adapt behavior based on prior experiences (i.e. adaptive con‐
trol)  shows  a  marked  improvement  during  childhood  and  adolescence  (Tamnes,  Walhovd, 
Torstveit, Sells, & Fjell, 2013). For example,  in  the classic Wisconsin Card Sorting Task  (WCST), 
there is a developmental improvement in flexibly adapting behavior based on positive and nega‐
tive feedback (Huizinga et al., 2006) and in probabilistic feedback learning tasks there is a devel‐
opmental  improvement  in  adapting  behavior  successfully  based  on  informative  versus  non‐





pared  to  their  peers?  Studying  the  behavioral  and  neural mechanisms  underlying  successful 
learning  is  important  to  advance  our  understanding  of  executive  control  processes  and  their 
development. 
Most prior  studies on  the development of  feedback  learning have  focused on perfor‐






It  is  thought  that a dopamine‐initiated alarm signal  in pre‐SMA/ACC signals  that outcomes are 
worse than expected. Subsequently, the DLPFC is a primary site for implementation of adaptive 
control (Kerns et al., 2004; Ridderinkhof, Ullsperger, Crone, & Nieuwenhuis, 2004).  
   Prior developmental studies have shown  that  this  feedback  learning network becomes 
increasingly  activated with  age  (Crone  et  al.,  2008;  Peters,  Braams,  Raijmakers, Koolschijn, & 








back  learning  studies. Moreover, most  studies have  assumed  that performance differences  are 
continuous,  implying that all participants within an age group perform the task using the same 
strategy.   However, performance  is not  constant within  age groups: Some  children perform  at 
levels similar  to adults, whereas others never seem  to reach  the highest performing  levels.  It  is 
possible that these individual differences in performance can be described by differences in strat‐
egy use. Such differences in performance and strategy use within age groups pose a considerable 
problem  for  traditional ways of analyzing developmental data, because  these are based on  the 
assumption of homogenous strategy use within age groups. 
A  robust  approach  for  analyzing  individual differences  are  categorical  latent variable 
models, which allow  for detection of different strategies based on  individuals’ responses across 
trials. Such techniques have been applied by a number of studies that distinguished distinct learn‐









ods  to a  feedback  learning  task and  investigated whether distinct  learning  strategies were also 
observable at the neural level.  




tive  reasoning  steps  could be  applied  to use  a more  efficient hypothesis  testing  strategy. This 
made  the  task  suitable  for differentiating between  categorically different  strategies,  rather  than 
simply assessing performance differences within one strategy. We asked 268 participants ranging 












































ders or  current use of psychotropic medication. All  anatomical MRI  scans were  reviewed  and 
cleared by a radiologist. The study was approved by the Institutional Review Board at the Leiden 
University Medical  Center  and  all  participants  (or  participant’s  parents  for minors)  provided 
Age  N Female N Male N Total
8 years  6  4  10 
9 years  14  5  19 
10 years  11  12  23 
11 years  13  14  27 
12 years  19  11  30 
13 years  16  20  36 
14 years  10  17  27 
15 years  10  11  21 
16 years  11  9  20 
17 years  12  11  23 
18‐25 years  16  16  32 








Twenty‐five  participants were  excluded  (not  included  in  Table  1)  from  further  analyses  after 
participation for the following reasons: Nineteen participants were excluded because movement 
in the MRI scanner exceeded 3.0 mm in any direction, three participants were excluded because of 
technical problems and  three participants were excluded because  they were outliers  (more  than 





On  each  trial,  they  saw  three  empty  squares,  under which  one  of  three  different  stimuli was 
presented (see Figure 1). We explained to the participants that each stimulus belonged in one of 
the  three squares and  they had  to  find  the correct  location  for all stimuli by using performance 
feedback.  Performance  feedback was  a  plus‐sign  for  positive  feedback  and  a minus‐sign  for 
negative  feedback. After  either  12  trials,  or when  the  participant  correctly  applied  the  correct 
location twice in total for each stimulus, the sequence ended and a new sequence was presented 
with  three new stimuli. There were 15 sequences  in  total, resulting  in a maximum of 180  trials. 
Stimuli were presented in a pseudorandom order, with a maximum of two identical stimuli in a 
































into new  trial‐by‐trial data, which  categorizes different  response  types  that  revealed  reasoning 
level. Each  trial was scored as one of  these  four response  types,  in ascending order of  the com‐
plexity of reasoning involved:  
(a) Mistake: repeating a previously made error or making an error after an earlier correct response 
for  the  same  stimulus. This can be  seen as a short‐term memory  (STM) error  (Diamond, 2013), 
where the subject has forgotten the correct answer it has seen before; no active working memory 
(WM)  calculations were necessary  to  avoid  a mistake.  (b)  Inefficient: when  the  location  of  one 





33 percent). Failing  to use  this strategy  is suboptimal  in reasoning,  i.e.,  the subject did not opti‐
mize  the probabilities of a  correct  choice. The avoidance of  suboptimal  trials  involves complex 
executive functions, such as planning and reasoning (Diamond, 2013). (d) Optimal: all other cases, 
i.e. choosing the best possible option given the information that is acquired from previous trials.  
The resulting  trial‐by‐trial data on response  types was used  to distinguish  individuals 
with  distinct  learning  strategies.  To  detect  latent  strategies  in  trial‐by‐trial  data, we  used  two 
types of categorical  latent variables models. The  first  type  is a static,  finite mixture distribution 
model. Finite mixture distribution models group individuals per learning strategy (based on their 
response pattern), which is assumed to be constant across the task. The second type is a dynamic 
Markov model  that  defines  changes  in  learning  strategies  across  trials  (Rabiner,  1989; Visser, 
2011). Simulation studies show that such latent variable models are robust statistical techniques, 
which  are necessary  to make  a  reliable decision  about  the number of  strategies  and  about  the 
nature of the strategies, compared to more ad hoc methods for distinguishing between different 
learning strategies (van der Maas & Straatemeier, 2008). For fitting models to the data, we calcu‐
lated maximum  likelihood  estimates of  the parameters  in  the model by using  the  statistical R‐
package  depmixS4  (Visser &  Speekenbrink,  2010).  To  determine  the most  parsimonious,  best 
fitting  model  to  the  data,  i.e.,  the  optimal  model,  the  Bayesian  Information  Criterion  (BIC) 
(Schwarz, 1978) was used. 











categorically  different  strategies  is  better  than  one  with  continuous  performance  differences. 
Second, we  applied  a  dynamic Markov model  to  the  data. Markov models  define  changes  in 









strategies,  corresponding  to  the  firstly described  static  finite mixture distribution models were 
optimal  for  this data  compared  to  the dynamic Markov models.  In  the  results  section, we will 
therefore focus on the static finite mixture distribution models and discuss the number of  latent 






For  the  fMRI  analysis, we used  a  contrast  that  reveals brain  areas with  sensitivity  to  feedback 
with learning value. That is, we aimed to find areas that respond more to feedback that provides 
new information, compared to feedback that provides information that is already known. In our 
opinion, distinguishing between  ‘useful’ and  ‘less useful’  feedback  is one of  the key aspects of 
feedback learning, which is why we expected that this contrast is related to individual differences 
in performance and strategy use.  To identify ‘useful’ and ‘less useful’ feedback, we distinguished 
between a  learning phase and an application phase  for each  stimulus. The  learning phase was 
defined as those trials  in which participants had not yet responded with the correct  location for 
the stimulus, and were thus still trying to find the correct solution. We only  included trials that 
actually resulted  in  learning  (M = 96.35 %, SD = 3.03 % of all  trials). For  learning  from positive 
feedback (Positive Learning), this meant choosing the same location on a next trial for that same 
stimulus, and for learning from negative feedback (Negative Learning), that meant not choosing 












ally  tested  if  including  negative  feedback  in  the  contrast did  not  lead  to  additional  activation 




















MRI  scans were acquired with a  standard whole‐head  coil on a Philips 3.0 Tesla MRI  scanner. 














All  data were  analyzed with  SPM8  (Wellcome Department  of Cognitive Neurology, London). 
Images were corrected  for  slice  timing acquisition and  rigid body motion. Structural and  func‐
tional volumes were  spatially normalized  to T1  templates. The normalization algorithm used a 
12‐parameter  affine  transform  together with  a nonlinear  transformation  involving  cosine basis 
functions  and  resampled  the  volumes  to  3 mm  cubic  voxels.  Templates  were  based  on  the 
MNI305 stereotaxic space (Cocosco et al., 1997), an approximation of Talairach space (Talairach & 
Tourneaux, 1988). Functional volumes were  spatially  smoothed with an 8mm FWHM  isotropic 
Gaussian kernel. The fMRI time series data were modeled by a series of events convolved with a 
canonical hemodynamic response function. The modeled events were “Positive Learning”, “Neg‐
ative Learning”, and “Application”, which were  time‐locked with 0‐duration  to  the moment of 
feedback. All other trials (e.g., trials that did not result in learning or too‐late trials) were modeled 
as events of no interest. The trials were used as covariates in a general linear model; along with a 
basic  set  of  cosine  functions  that high‐pass  filtered  the data. The  least‐squares parameter  esti‐
mates of height of the best‐fitting canonical HRF for each condition were used in pair‐wise con‐
trasts. The resulting contrast  images, computed on a subject‐by‐subject basis, were submitted to 












mal model  to describe  the data. Table 2  shows  the  fit  statistics of  the different models. First,  it 
appeared that a continuous variation of response probabilities with age was not the optimal way 
to describe  the data. That  is,  the 1‐state age model does not have  the  lowest BIC. The optimal 
model assumed  the presence of  four  latent groups  (4‐states model). We did not  test more  than 
five groups because the BIC increased with five groups compared to four groups. Table 3 shows 
the number of participants per group  and how  the  four groups  are defined by percentages of 
response types.  
As can be seen in Table 3, the four strategy groups differed in the number of trials per 
trial  type. We described  these  four groups as  follows: 1) Low  strategy group: Relatively many 












Model  Loglike  df  BIC 
1 state  ‐15106.51  3  30244.56 
1 state age  ‐14898.26  6  29859.60 
2 states  ‐14605.19  7  29283.97 
3 states  ‐14496.1  11  29107.84 
4 states*  ‐14461.58  15  29080.87 










Strategy group  N  Mistake Inefficient Suboptimal Optimal
Low  33  7.04 %  8.14 %  7.52 %  77.30 % 
Medium‐Suboptimal 46  2.12 %  3.58 %  6.77 %  87.53 % 
Medium  76  2.91 %  4.51 %  2.22 %  90.36 % 
High  113 0.74 %  1.45 %  1.04 %  96.77 % 
 
A  repeated‐measures  analyses with  the  frequencies  of  the  four  response  types  as  the within‐
subjects variables, and strategy group as between‐subjects variable yielded a significant  interac‐
tion between response‐type and strategy group   (F (9, 792) = 109.94, p <  .001), which  is to be ex‐



















indicates that age  is an  important factor contributing to strategy use. However, even  in the two 
extreme groups (Low and High strategy), children and adults of different ages were distributed 
over these strategy groups, such that, for instance, some young children (from 9 years onwards) 












group are displayed  in Table 4. Note  that  the  total number of  trials could differ per participant 









Strategy Group  Positive Learning  Negative Learning  Application  Other trials 
Low  24.86 (2.66)  25.36 (3.93)  35.65 (3.77)  14.13 (4.81) 
Medium‐SO  29.98 (2.18)  21.33 (2.63)  42.82 (2.35)  5.87 (2.37) 
Medium  29.23 (2.47)  19.92 (2.06)  42.93 (2.39)  7.91 (3.01) 





Our  hypothesis was  that  age  effects  for  the  contrast Learning  > Application  can partly  be  ex‐















Area of activation  x  y  z  voxels  T 
R inferior parietal lobule  42  ‐39  48  2127  10.15 
R superior parietal lobule  21  ‐69  54  9.36 
L superior parietal lobule  ‐27  ‐63  54  9.07 
R middle frontal gyrus  30  9  60  521  9.29 
R inferior gyrus  48  12  33  6.57 
R inferior gyrus  45  33  24  6.29 
L inferior occipital gyrus  ‐48  ‐66  ‐15  407  8.54 
L fusiform gyrus  ‐33  ‐51  ‐18  5.54 
L middle occipital gyrus  ‐36  ‐84  6  5.24 
L precentral gyrus  ‐36  0  60  732  8.24 
L precentral gyrus  ‐48  3  51  7.68 
L superior frontal gyrus  ‐21  12  63  7.37 
R inferior temporal gyrus  51  ‐60  ‐15  292  8.06 
R cerebellum  33  ‐69  ‐21  5.75 
R inferior occipital gyrus  27  ‐93  ‐12  4.96 
R caudate nucleus  6  21  0  260  7.00 
L caudate nucleus  ‐9  9  0  6.79 
R caudate nucleus  9  9  0  6.53 
L cerebellum  ‐3  ‐81  ‐18  52  6.13 
L lingual gyrus  ‐12  ‐93  ‐15  4.89 
L inferior frontal gyrus  ‐30  30  0  65  5.58 
L inferior frontal gyrus  ‐45  21  ‐3  5.42 




From  these  functional  activations we  created ROIs.  The  resulting ROIs  spanned  several  brain 
regions, therefore we applied anatomical masks (based on Marsbar Automated Anatomical Label‐
ing)  for  the key regions  implicated  in  the development of  feedback  learning  (Peters et al., 2014; 
Crone  et  al,  2008; Van Duijvenvoorde  et  al.,  2008)):  left  and  right DLPFC  (AAL mask: Middle 
Frontal Gyrus), pre‐SMA/ACC  (Supplementary Motor Area,  left  and  right  combined),  and  left 










this contrast  (see Figure 4). For  these ROIs, we  first  tested whether  the  four groups differed  in 





highest activity  for  the High strategy group. LSD post‐hoc  tests  for each region separately  indi‐
cated  that  for pre‐SMA/ACC, all groups  showed  lower activity  than  the High group, but  there 
were no other differences (all ps < .005). For right SPC, we found that all groups except Medium 
and Medium‐Suboptimal differed from each other (all ps < .024), and for left SPC, all groups ex‐





















For  the  four ROIs  that  showed a  significant  contribution of  strategy group above age, we per‐
formed mediation  analyses with  the  R  package  for  causal mediation  analysis  (Imai, Keele, & 








































In  addition, we  also  tested  if  there were  differences  on  a whole‐brain  basis  between  strategy 
groups, to investigate whether the ROI results were also observable on a whole‐brain level, and to 
test whether  there were effects of  strategy group  (above age)  in areas outside of  the ROIs. We 
used an ANOVA model with the four strategy groups as between‐subjects variable and age as an 
additional regressor. We added age as a regressor because the strategy groups were not equally 
divided over  age groups. First, we  calculated  the  contrast Learning  > Application  for  the  four 
strategy groups separately, corrected for age (see Figure 6, Table 6). These analyses showed wide‐
spread activity  (FWE‐corrected at p <  .05, > 10 contiguous voxels)  for all strategy groups  in  the 
bilateral  frontoparietal  network,  as  well  as  in  the  pre‐SMA/ACC,  basal  ganglia  and  occipi‐










Table  6: MNI  coordinates  local maxima  activated  for  the  contrast  Learning  > Application  per  strategy 
group, FWE corrected at p < .05, > contiguous 10 voxels 
 
Strategy Group  Area of activation  x  y  z  voxels  T 
Low  R inferior parietal lobule  45  ‐42  48  1778  10.39 
L inferior parietal lobule  ‐35  ‐45  42  7.54 
L inferior parietal lobule  ‐48  ‐39  45  7.39 
L superior medial gyrus  ‐3  24  45  2588  9.99 
R superior frontal gyrus  24  9  57  9.50 
R middle frontal gyrus  42  30  33  9.14 
R putamen  30  21  0  1018  3.06 
L insula lobe  ‐30  21  ‐3  8.43 
L caudate nucleus  ‐15  6  12  7.13 
L middle frontal gyrus  ‐30  51  18  277  6.93 
L middle frontal gyrus  ‐36  48  6  6.62 
L superior orbital gyrus  ‐30  54  ‐3  6.59 
R middle temporal gyrus  57  ‐30  ‐9  53  6.42 
L calcarine gyrus  ‐3  ‐90  ‐9  71  5.59 
R inferior occipital gyrus  42  ‐78  ‐12  36  5.16 
R fusiform gyrus  36  ‐75  ‐18  5.05 
R cerebellar vermis  6  ‐75  ‐18  21  5.11 
L cerebellum  ‐6  ‐78  ‐18  4.91 
R cerebellar vermis  3  ‐54  ‐15  27  5.04 
Medium‐SO  R inferior parietal lobule  45  ‐42  48  3087  17.34 
R angular gyrus  36  ‐57  45  16.69 
L inferior parietal lobule  ‐48  ‐42  48  12.67 
Superior medial gyrus  0  24  45  6258  16.17 
R putamen  30  21  0  14.77 
R middle frontal gyrus  45  27  36  14.67 
L superior occipital gyrus  ‐9  ‐99  6  972  9.09 
R cuneus  12  ‐96  12  8.21 
L fusiform gyrus  ‐39  ‐69  ‐18  7.78 
R middle temporal gyrus  57  ‐30  ‐9  18  6.45 
Medium  R superior frontal gyrus  24  9  60  7784  18.16 
Superior medial gyrus  0  24  42  17.18 
R putamen  30  21  0  15.17 




L inferior parietal lobule  ‐48  ‐45  48  15.11 
R precuneus  6  ‐66  51  14.13 
L middle temporal gyrus  ‐57  ‐30  ‐9  16  6.28 
High  R supplementary motor area  3  21  45  9890  22.07 
L supplementary motor area  ‐3  15  48  21.40 
L supplementary motor area  ‐6  9  54  20.57 
R supramarginal gyrus  39  ‐42  42  7336  21.61 
L inferior parietal lobule  ‐36  ‐48  45  18.52 
L inferior parietal lobule  ‐45  ‐42  45  18.52 



































approaches were combined with neuroimaging. The results showed  that 1)  learning  from  feed‐
back in a sorting task resulted in variance in performance, which could be distinguished into four 
latent  strategy groups, 2) even  though age was  strongly  linked  to  strategy use,  such  that older 
participants were more often present in high performing strategy groups and young participants 
in low strategy groups, there was still considerable variance in strategy groups within age groups, 
3)  strategy  explained  additional  variance  in  neural  activity  above  age  in  pre‐SMA/ACC,  left 










gy  groups  could  be  distinguished.  The  highest  performing  strategy  group  responded  almost 
perfectly  in  terms of  the efficiency of  strategy use. This  strategy  required optimal use of  short‐
term memory, working memory  and more  complex  executive  functions  (Diamond,  2013). The 
lowest performing  strategy group, however, made more mistakes and did not adequately  take 
into account  the  information  from  the other stimuli,  thereby missing opportunities  for  learning. 
The  lowest strategy seemed  to  involve regular  flaws  in STM, WM and more complex executive 
functions. The other two groups represented intermediate variants. 
















respond more  to  feedback  that provides new  information  compared  to  feedback  that provides 















areas are  important  for executive  functioning. The pre‐SMA/ACC  is  thought  to be  important  to 
detect conflict between competing representations  (Carter & van Veen, 2007) and  for  top‐down 
control  of  response  selection  and  preparation  (Schulz,  Bedard,  Czarnecki,  &  Fan,  2011).  The 
DLPFC and SPC are important for executive functions such as working memory (Klingberg et al., 
2002), and the DLPFC is also associated with inhibition (Nyffeler et al., 2007) and cognitive flexi‐
bility  (Ravizza & Carter, 2008). These  executive processes are  important  to achieve  the highest 
level  of  performance  in  the  current  feedback  learning  paradigm.  Possibly,  these  fMRI  results 
indicate that high performing learners are better at distinguishing feedback that is important for 
learning  compared  to  relatively  uninformative  feedback  (i.e.,  feedback  during  the  application 
phase, which does not provide new information).  
In addition, a whole‐brain approach showed  that  the  feedback  learning network  (pre‐
SMA/ACC, DLPFC, SPC and basal ganglia) was activated in all strategy groups (after age correc‐
tion) while participants  received  feedback during  learning  compared  to applying known  rules. 
These  findings are consistent with prior  studies  that  showed  that  this network  is  implicated  in 
feedback  learning  across  development  (Crone  et  al.,  2008;  van  den  Bos  et  al.,  2009;  van 
Duijvenvoorde  et  al.,  2008). However, when  testing  for  differences  between  the  groups while 
correcting for age, there were no neural differences which survived correction for multiple com‐









which brain areas  show a positive  correlation with age, while  correcting  for  strategy group,  to 
find unique activation related to age. We found widespread activation  in the frontoparietal net‐
work,  pre‐SMA/ACC  and  basal  ganglia, which  survived  correction  for multiple‐comparisons. 
Together with the ROI findings, these results suggest that age is the most significant contributor 
to neural activation patterns compared  to strategy use  in  this study. This  is consistent with  the 
previously mentioned maturational viewpoint which suggests that age is a vital contributor to the 
development of patterns of neural activation (Dosenbach et al., 2010).  
Therefore,  our  results  only  partly  correspond  to  prior  studies which  found  that  age‐
related differences in neural activation can be explained by performance differences (Booth et al., 
2004; Bunge et al., 2002; Koolschijn et al., 2011). For instance, in a longitudinal study, when per‐




gate  if participants progress to faster strategy groups with development, and  if this  is accompa‐





There are  several  limitations  to  this  study. First,  as  is often  the  case  in developmental  studies, 
children  received  relatively more negative  feedback  compared  to adults  (e.g., Koolschijn  et al., 




strategy groups. A study with a similarly  large sample but with  less variation  in age would be 
better  suited  to  investigate effects of  strategy within  smaller age  ranges.  In addition,  the  study 
was cross‐sectional and future studies should test changes  in strategy use and neural activation 
patterns within  the  same  individuals,  to  examine whether  switching  to  a  different  strategy  is 
accompanied by neural change within individuals. Finally, since we did not fit confirmative pro‐





tinuous  performance  variation. However,  there  are  good  reasons  to  believe  that  qualitatively 
different  strategy  groups  played  an  important  role  in  performance  differences  of  individuals. 
First, model comparisons indicated that the fit of a model that presumes continuous variation was 
relatively worse. Second,  in the selected model the posterior probabilities to belong to a specific 


















































Even though  it  is well conceptualized that neural activity  in the frontoparietal network changes 




was  to  test  for  linear  and  non‐linear  developmental  trajectories  of  activity  in  the  dorsolateral 
prefrontal cortex  (DLPFC),  superior parietal cortex  (SPC) and  the pre‐supplementary motor ar‐
ea/anterior  cingulate  cortex  (pre‐SMA/ACC). Our  second  aim was  to  test which  factors  drive 
developmental  change  in  the  frontoparietal network besides  age. Contributions of  task perfor‐
mance, working memory and cortical thickness were investigated. To these ends, a developmen‐





tional variance  in pre‐SMA/ACC activity, but not  in DLPFC and SPC. Together,  these  findings 
















Specifically, we  tested whether  frontoparietal  activity  follows  a  linear  pattern  (i.e. monotonic 
development  over  time,  no  adolescent‐specific  changes),  a  quadratic  pattern  (i.e.,  adolescent‐
specific effects) or a cubic pattern (adolescent‐emergent; e.g. stable levels during childhood, steep 















al., 2014; van den Bos et al., 2009; van Duijvenvoorde et al., 2008). These  findings  indicate  that 
young adolescents are capable of recruiting frontoparietal regions but in different situations than 




inspired  by  the Wisconsin Card  Sorting Test  (Milner,  1963). We designed  this  task  to  capture 
multiple  aspects  of  cognitive  control  functioning  and we  focused  on  three  regions within  the 
frontoparietal  network,  dorsolateral  prefrontal  cortex  (DLPFC),  pre‐supplementary  motor  ar‐






focusing on  these  three  regions  is based on  findings  showing  that DLPFC, pre‐SMA/ACC and 





previous  studies  demonstrated  important  individual  differences  in  developmental  trajectories 
that can be overlooked in cross‐sectional designs (Koolschijn et al., 2011; Ordaz, Foran, Velanova, 




was  to  investigate  other  factors  influencing  time‐related  changes  in  frontoparietal  activity  in 
addition  to  age. There  are multiple processes  closely  related  to  advancing  age  that may drive 
changes  in neural activity. That  is, an  increase  in age could be  the only  factor explaining  time‐
related  increases  or decreases  in  activity,  but  other  factors might  also play  a  role. The  factors 
investigated in this study were task performance, working memory capacity and structural brain 
development. Task performance has been  shown  to  influence neural  activity,  and  there  is  evi‐
dence  that a portion of developmental changes attributed  to advancing age are related more  to 
increases  in performance  (Church  et  al.,  2010; Koolschijn  et  al.,  2011). Here we  tested whether 
performance  on  the  feedback‐learning  task partly  explained  changes  in  neural  activation  over 
time. Working memory has previously been argued to be a core prerequisite for cognitive devel‐
opment (Case, 1992) and cognitive control functions (Huizinga et al., 2006), and as such was  in‐
vestigated as an  important contributor  to changes over  time  in neural activity during  feedback‐
learning. That is, we aimed to study whether a portion of changes in neural activity during feed‐
back learning was explained by individual differences in working memory capacity. A final factor 
that was  investigated  is cortical  thickness. Several cross‐sectional studies have suggested a  link 
between  functional activity and  structural gray matter  in adults  (Harms, Wang, Csernansky, & 
Barch,  2013; Hegarty  et  al.,  2012)  and  children  (Lu  et  al.,  2009; Wendelken, O’Hare, Whitaker, 
Ferrer, & Bunge, 2011). It is likely that developmental changes in neural activity are at least partly 
influenced by structural development of  these brain  regions, although  the  longitudinal  relation 
between structural maturation and development of brain function is not well understood.  































participants were only excluded  from  the analyses where cortical  thickness was a  factor. Taken 
together, the analyses with fMRI in the model contained a total of 208 participants (105 females), 





TP2  (80‐147, Mean  =  108.92, SD  =  10.18). The  study was  approved by  the  Institutional Review 
Board at  the Leiden University Medical Center and all participants  (or participant’s parents  in 
case of minors) provided written  informed  consent. Adults  received payment  for participation 








Participants performed a child‐friendly  feedback  learning  task  in  the MRI  scanner described  in 




one of  the  three boxes and  that  they had  to  find  the  correct box  for each picture. Performance 
feedback was provided in the form of a plus‐sign (‘+’) for correct choices (positive feedback) and a 
minus‐sign (‘‐’) for incorrect choices (negative feedback). Stimuli were presented in a pseudoran‐
dom order  (maximum  two  identical pictures  in  a  row). The  sequence  ended  after  12  trials,  or 
when participants chose  the correct  location  twice  for all  three stimuli. Subsequently, a new se‐
quence with  three  new  pictures was  presented.  In  total,  participants  completed  15  sequences, 
which  resulted  in a maximum of 180  trials. The  task was divided  into  two blocks of eight and 
seven sequences, respectively. Before performing the task in the MRI scanner, participants prac‐
ticed three sequences in a separate practice session. All trials started with a 500 ms fixation cross, 
followed by a 2500 ms  time window during which  the stimulus was presented and a  response 


















stimulus and were  still using  feedback  to  find  the correct  locations. The application phase was 
defined as the trials where each stimulus was sorted correctly previously and was continued to be 
sorted correctly on subsequent trials. We excluded trials in the learning phase that did not result 




















As a  task performance measure, we calculated  the  ‘learning  rate’  for each participant. 
This was defined as the percentage of trials in the learning phase for which feedback was success‐
fully used  on  the next  trial,  compared  to  the  total number of  trials during  the  learning phase 




Working memory was  assessed with  the Mental  Counters  task  (Larson, Merritt, & Williams, 
1988), which has been shown in a prior developmental study to be a well‐suited task to measure 
the  latent  factor of working memory  in children  (Huizinga et al., 2006). Similar  to  the  feedback 






















































provided as a  ‘+’  for a correct button press, a  ‘‐‘  for an  incorrect button press and an  ‘x’  for an 


















analyses we  used  SPM8  (Wellcome Department  of  Cognitive Neurology,  London)  to  analyze 
fMRI data. All scans were corrected for slice timing acquisition and rigid body motion. All vol‐
umes were  spatially normalized  to T1  templates, using a 12‐parameter affine  transform with a 










trials  (e.g.,  trials  that did not result  in  learning or  too‐late  trials) were modeled as events of no 
interest. These  events were used as  covariates  in a general  linear model  together with a  set of 
cosine functions that high‐pass filtered the data. The least‐squares parameter estimates of height 
of the best‐fitting canonical HRF for each condition were used in pair‐wise contrasts.  
The main  fMRI  contrast was  the  learning  contrast:  Learning  (Positive  and Negative 
combined) > Application. With this contrast, we  investigated neural activity for feedback that  is 
















































Cortex)  for pre‐SMA/ACC. Because  the anatomical ROIs based on probability maps were  large 
and  to  ensure  the  selected voxels had  a high probability of belonging  to  the  targeted ROI, we 













  To  extract  reliable  volume  and  thickness  estimates,  images where  automatically  pro‐




maps and parcellations were  then  initialized with common  information  from  the within‐subject 
template, significantly increasing reliability and statistical power (Reuter et al., 2012). 
  To extract average cortical  thickness  from  the FSL anatomical ROIs, we performed  the 
following steps: 1) Each anatomical ROI (DLPFC, pre‐SMA/ACC and SPC) was registered auto‐
matically  to  the  FreeSurfer  “fsaverage”  template with  normalized mutual  information  and  in‐
spected for accuracy of registration. Of note, as FreeSurfer calculates cortical thickness per hemi‐











To model  the  shape of  individual growth  curves, we used mixed model analyses  (also  termed 
“random effects”, “multilevel modeling”, or hierarchical  linear model‐analyses) on  the ROI val‐
ues  for  contrasts  of  interest  (Ordaz  et  al.,  2013).  This method  expands  on multiple  regression 
analyses and  is suited for  longitudinal data because  it takes  into account the repeated‐nature of 
the data, and  controls  for  the dependency  in measures within  individuals  (i.e., nested data).  It 
was not necessary  to  calculate  change  scores, because mixed models  take  into account all data 















We  first  tested  for  each dependent variable  (task performance, working memory  capacity  and 
activity and cortical  thickness  for each ROI) which age shape best described  the developmental 
pattern. The base‐model included a fixed intercept and a random intercept, with the latter captur‐
ing  the variation  in  the  intercept  to account  for  the repeated nature of  the data. Next,  the base‐
model was tested against three models that tested the shape of the grand mean trajectory for age. 
We tested for a linear effect of age (i.e., monotonic development), a quadratic effect of age (i.e., an 






would  indicate  that  the effect of age on  the dependent measure differs  for each  individual. An 














ty  at  the  average  age of  the  sample.  β10  reflects  the grand mean  slope of age  effects on neural 
activity, and eti represents the residual error term. This example model displays a random inter‐
cept  (r0i)  indicating different starting points of development  for each participant, and a random 
slope of age  (r1i),  indicating  individual variability  in  the  change over  time. All models were  fit 
with full information maximum likelihood estimates. A random slope did not improve model fit 




The  second aim was  to  investigate which  factors explain development of neural activity  in  the 
frontoparietal network  in  addition  to  age. The predictors we  tested  for  significance  above  age 
were task performance, working memory capacity and cortical thickness. Therefore, we tested a 
combined model  including  all predictors  to  account  for neural  activity  in  the  three ROIs. The 
model‐building procedure consisted of multiple steps. We started with the best fitting age‐model 
(linear, quadratic or cubic) for the ROI determined in the previous analysis. To test wether other 
measurements  explained  additional  variance  above  age, we  first  added  task performance  as  a 
second predictor to investigate whether performance explained additional variance above age. If 
this was  the  case, performance was  included  in  the next  step  and  if  this was not  the  case, we 
continued  to  the next step with only  the  linear, quadratic or cubic age  term. The next step was 
adding working memory capacity the model, followed by cortical thickness of the ROI as a final 
step. AIC and log‐likelihood values were used to test whether model fit improved by adding the 




For visualization purposes,  the whole‐brain  results  for  the Learning  > Application  contrast  for 
TP1 and TP2 across all participants are displayed in Figure 2a and Table 1.   The results showed 










Area of activation  x  y  z  voxels  T 
R inferior parietal lobule  45  ‐43  49  22000  33.64 
R supplementary motor area  3  17  49  s.c.  31.87 
R middle frontal gyrus  45  29  34  s.c.  31.79 
R superior frontal gyrus  27  2  58  s.c.  30.33 
R angular gyrus  33  ‐58  49  s.c.  28.34 
Supplementary motor area  0  11  55  s.c.  27.65 
L supplementary motor area  ‐3  8  58  s.c.  27.17 
R insula lobe  33  23  1  s.c.  26.91 
R precuneus  6  ‐70  55  s.c.  26.60 
R precuneus  9  ‐73  58  s.c.  26.13 
L middle frontal gyrus  ‐45  23  37  s.c.  25.93 
L insula lobe  ‐30  20  4  s.c.  25.74 
L middle frontal gyrus  ‐48  26  34  s.c.  25.68 
L inferior parietal lobule  ‐48  ‐43  46  s.c.  25.46 
L inferior parietal lobule  ‐42  ‐52  55  s.c.  25.04 
R middle frontal gyrus  33  53  13  s.c.  25.01 
R posterior cingulate cortex  3  ‐31  25  26  7.21 
Cerebellar vermis  0  ‐52  ‐8  13  5.68 
Abbreviations: L = Left; R = Right; s.c. = same cluster 
 




























performance, working memory  capacity  and  cortical  thickness) whether  a  linear,  quadratic  or 
cubic age pattern best described developmental change. AIC values and a log‐likelihood test were 
used  to  test which model best  fit  the data. AIC values  for  the base model  (without age),  linear, 
quadratic and cubic age model for each measure are listed in Table 3.  
For neural activity  (i.e.,  the Learning > Application contrast), we observed distinct de‐
velopmental  changes  across  the different ROIs.  For DLPFC,  the  relationship  between  age  and 
neural activity was best described by both a  linear and a quadratic term for age,  i.e. activity  in‐
creased with  age,  and  leveled off  in  late  adolescence  and young adulthood  (see Figure  4). For 
SPC, there was a quadratic but not a  linear effect of age, which  indicated that activity  increased 











Time point 1  DLPFC  SPC  SMA  DLPFC CT  SPC CT  SMA CT  WM  Perf  Age TP1 
DLPFC  1 
SPC  .463**  1 
SMA  .489**  .574**  1 
DLPFC CT  ‐.192**  n.s.  n.s.  1 
SPC CT  n.s.  n.s.  n.s.  .390**  1 
SMA CT  n.s.  n.s.  n.s.  .423**  .332**  1 
WM  .203**  n.s.  n.s.  n.s.  n.s.  ‐.144*  1 
Perf  .343**  .222**  .155*  ‐.140*  n.s.  n.s.  .437**  1 
Age TP1  .410**  .205**  .210**  ‐.382**  ‐.162*  ‐.307**  .340**  .444**  1 
Time point 2  DLPFC  SPC  SMA  DLPFC CT  SPC CT  SMA CT  WM  Perf  Age TP2 
DLPFC  1 
SPC  .326**  1 
SMA  .400**  .389**  1 
DLPFC CT  ‐.146*  n.s.  ‐.170*  1 
SPC CT  n.s.  n.s.  n.s.  .383**  1 
SMA CT  n.s.  n.s.  n.s.  .491**  .341**  1 
WM  .165*  n.s.  n.s.  n.s.  n.s.  n.s.  1 
Perf  .227**  n.s.  .159*  n.s.  n.s.  n.s.  .285**  1 







Base  Linear  Quadratic  Cubic 
AIC  AIC  p  AIC  p  AIC  p 
DLPFC activity  1562.10 1537.33  <.001 1533.26 .014  1535.09  .675 
Pre‐SMA/ACC activity 1872.18 1851.03  <.001 1851.70 .249  1853.45  .618 
SPC activity  1688.66 1690.18  .486  1683.57 .003  1685.30  .600 
DLPFC CT  ‐425.54  ‐553.83  <.001 ‐553.17  .248  ‐553.715 .110 
Pre‐SMA/ACC CT  ‐336.29  ‐421.659 <.001 ‐421.60  .164  ‐430.81  <.001
SPC CT  ‐447.86  ‐478.99  <.001 ‐488.05  <.001 ‐486.25  .656 
Performance  2442.43 2406.12  <.001 2387.45 <.001 2386.47  .084 










































































































































































































































Figure 5: Predicted data and  raw data  for  feedback  learning performance and working memory  capacity. 


































































For  task performance,  there was a  linear and quadratic effect of age on  task performance. Note 
that although the AIC value was slightly lower for a cubic model than for a quadratic model, this 
difference was not significant according to a log‐likelihood test (p = .084). This indicated that task 








ing on  the  region. For DLPFC, a  linear model with decreasing  cortical  thickness with age best 
described  the data.  In contrast,  in SPC  the  relationship between age and cortical  thickness was 
best described by a quadratic model with a significant linear and quadratic term for age. That is, 
cortical  thickness  decreased with  age  and  stabilized  in  late  adolescence/young  adulthood  (see 
Figure 4). For pre‐SMA/ACC, a model with both a  linear and cubic (but not quadratic) effect of 
age best described  the data,  i.e.,  cortical  thickness  showed  a  relatively  stable pattern  in young 





To  investigate which  factors additionally drive  these developmental changes  in neural activity, 
we tested the contributions of task performance, working memory capacity, and cortical thickness 
in addition to age  in a hierarchical mixed regression model. Neural activity (i.e., the Learning > 
Application  contrast) was  the dependent variable  (for  each ROI  separately)  and  the predictors 
task performance, working memory  and  cortical  thickness were  added  in  a  consecutive  order 
above age. The starting model was the model with the best fitting age shape (linear, quadratic or 
cubic). Next,  task performance, working memory  and  cortical  thickness were  added  in hierar‐
chical steps (see Methods section). For DLPFC, the model that best explained neural activity was a 
model including a linear (but no longer quadratic) age effect and a positive effect of task perfor‐










but  not  for  task  performance  and working memory.  This model  indicated  a  positive  relation 






            95% CI 
Area  Variance  β  p  Lower  Upper 
DLPFC                
Random effect 
Intercept  0.69  0.49  0.98 
Fixed effects 
Intercept  3.09  <.001  2.92  3.25 
Age  5.89  <.001  2.57  9.22 
Age2  ‐2.17  .18  ‐5.35  1.00 
Performance  0.07  <.001  0.035  0.11 
SPC                
Random effect 
Intercept  1.09  0.087  1.36 
Fixed effects 
Intercept  1.18  <.001  0.96  1.39 
Age  ‐0.46  .833  ‐4.74  3.92 
Age2  ‐4.36  .036  ‐8.4  ‐0.31 
Performance  0.05  .044  0.0015  0.09 
Pre‐SMA/ACC                
Random effect 
Intercept  1.51  1.26  1.82 
Fixed effects 
Intercept  1.29  <.001  1.01  1.56 
Age  0.20  <.001  0.12  0.28 









The main  aim of  this  study was  to  examine  the developmental  trajectory of  the  frontoparietal 
network during a feedback‐learning task that captures multiple aspects of cognitive control. We 
tested  for different developmental  trajectories  (linear, quadratic and  cubic)  in neural activation 
and for factors contributing to time‐related changes  in brain activity for cognitive control above 
age, particularly task performance, working memory capacity and cortical thickness as an index 
of  structural brain development. The  results  showed  that  1) neural  activity during  a  feedback 
learning task was best characterized by a quadratic age function in DLPFC and SPC, increasing in 
early  adolescence  and  leveling  off/decreasing  into  adulthood,  but  a  linear  pattern  for  pre‐
SMA/ACC,  i.e.  increasing  monotonically  across  adolescence,  2)  Task  performance  explained 
additional variance above age  in DLPFC and SPC, but not pre‐SMA/ACC activity, with higher 
performance  predicting  increased  neural  activation,  3) Cortical  thickness  explained  additional 
variance  in pre‐SMA/ACC but not  in DLPFC and SPC activity, with  increased cortical thickness 





Mixed model  analyses  of  the  longitudinal  data  showed  that  neural  activity was  described  by 
different  patterns  in  the  neural  regions  of  interest.  The  linearly  increasing  pattern  in  pre‐
SMA/ACC  fits with  prevailing  developmental  theories  of monotonously  increasing  cognitive 
control. However, the quadratic pattern in DLPFC and SPC is more novel and contradicts initial 
theories  of prefrontal  cortex maturation, which  suggested  a  linearly protracted developmental 
pattern until the early twenties. A closer inspection of the studies reported to date shows that no 
prior  large‐scale study  included our age range of 8‐27 years.  Instead, prior studies selected age 
groups, such as adolescents aged 13‐17 versus adults aged 25‐30 years or other age selections that 
did not span the whole range of adolescence and early adulthood (Geier, Garver, Terwilliger, & 
Luna,  2009;  Thomason  et  al.,  2009;  van  den  Bos  et  al.,  2009;  van Duijvenvoorde  et  al.,  2008; 




showing  increases  in  activation with  increasing  age  and  others  showing  decreases,  and  both 
patterns were  interpreted as  reflecting  immaturity  in adolescence  (Pfeifer & Allen, 2012).  Intri‐











to  unravel whether, when,  and  how DLPFC  and  SPC  show  peak  activity  in  late  adolescence. 
Recently, it was found that adolescents recruit DLPFC more strongly than adults when financial 










feedback  learning  task. We  first  tested  the general age patterns  for  these  individual differences, 
and  subsequently  related  these  to  changes  over  time  in  activation  patterns.  First,  for  cortical 
thickness, all areas showed a decrease with age, which fits with prior studies showing an initial 





and  cubic  function,  showing  relatively  stable  levels  in  early  adolescence, decreasing  steeply  in 
adolescence,  and  leveling  off  in young  adulthood. The overall pattern  of  a developmental de‐
crease is consistent with earlier reports. 
Second, both performance on the feedback learning task and working memory capacity 
showed a quadratic pattern  for age, with steadily  increasing performance  in adolescence which 
leveled off  in adulthood. A close examination of the  literature shows that few studies examined 
















age  in activity  in pre‐SMA/ACC but not  in DLPFC or SPC. The  latter  finding  is consistent with 
earlier studies  that showed  that DLPFC and SPC structure could not explain age differences  in 
neural activity (Haier, Karama, Leyba, & Jung, 2009; Squeglia et al., 2013). The relation between 
pre‐SMA/ACC  cortical  thickness  and  neural  activity was  positive,  such  that  increased  cortical 
thickness  (i.e.,  less mature)  is  associated with  increased  activity.  This  is  surprising  given  that 
cortical  thickness decreased with age.  Intuitively, one might expect  that pruning of connections 
during  development  increases  selectivity  and  effectiveness  of  synaptic  activity  and,  therefore, 





musicians  (Bermudez, Lerch, Evans, & Zatorre, 2009).  Interestingly, our  findings are  consistent 
with  a  study  in  adult participants  by Hegarty  et  al.  (2012) who  also  found  a positive  relation 
between cortical thickness and activity in pre‐SMA/ACC, but not in other prefrontal areas.  















period of  three months  (Zanto, Pa, & Gazzaley, 2014) and  there  is modest  to good reliability of 





ined, but a  recent  study  suggested  fair  reliability  in DLPFC, SPC and ACC  in 123 participants 
between ages 9  to 29  in an oculomotor  inhibition  task  (Ordaz et al., 2013). The current  findings 
demonstrate that in a large sample of 208 participants, reliability across two years is fair to good 
across ages 8‐27 years in bilateral DLPFC, SPC and pre‐SMA/ACC. The relatively high reliability 





















evaluative processes. A  specific  limitation  of  this  study  is  that  the  feedback  learning  task was 
relatively  easy  and performance was near‐perfect  for older participants. Future  studies  should 



















































Although many  studies  use  feedback  learning  paradigms  to  study  the  process  of  learning  in 
laboratory settings,  little  is known about their relevance for real‐world  learning settings such as 
school.  In a  large developmental sample  (N = 228, 8‐27 years), we  investigated whether perfor‐
mance and neural activity during a  feedback  learning  task predicted  reading and mathematics 
performance two years later. The results indicated that feedback learning performance predicted 
both  reading  and mathematics performance. Activity during  feedback  learning  in  left  superior 
dorsolateral prefrontal cortex  (DLPFC) and  left superior parietal cortex  (SPC) predicted reading 
performance, whereas  activity  in pre‐supplementary motor  area/anterior  cingulate  cortex  (pre‐
SMA/ACC)  predicted  mathematical  performance.  Moreover,  left  superior  DLPFC  and  pre‐
SMA/ACC activity predicted unique variance in reading and mathematics ability over behavioral 
testing of feedback  learning performance alone. These results provide valuable  insights  into the 














based on  changes  in  environmental demands  (Holroyd & Coles,  2002). Thus,  it  is  an  adaptive 
form of  learning which allows  individuals  to  flexibly and  creatively adapt  to a  changing  envi‐
ronment  in  a  successful way.  Feedback  learning  is  often  investigated  in  controlled  laboratory 
settings  to study  the process of  learning. However,  it  is unclear how  feedback  learning  in  these 
controlled experimental paradigms relates to real‐world learning in settings such as school. In this 
study, we investigated this question in a large developmental sample of participants between 8‐27 











ed  evidence  that both  feedback  learning  and  reading  and mathematics  are  linked  to  executive 
functions. Executive functions are defined as the ability to behave in goal‐directed actions in new 
situations  and  to  overcome  automatic  thoughts  and  behaviors  (Garon  et  al.,  2008).  Executive 
functions are  thought  to consist of  three subprocesses, or basic executive  functions:  (1) working 
memory, (2) inhibition and (3) switching (Huizinga et al., 2006; Miyake et al., 2000). Prior research 
using structural equation modeling showed  that complex executive  function  tasks, such as per‐




2002), possibly because  these  tasks are more  similar  to everyday challenges. Feedback  learning 
can also be interpreted as a complex executive control process, which most likely relies on multi‐
ple subprocesses of executive functions (Peters & Crone, 2014), and may rely partly on working 
memory  capacity,  given  that  feedback  learning  shares  commonalities with  the  classic WCST 
(Huizinga et al., 2006).  
Evidence  for  the  relationship  between  school performance  and  executive  functioning 
comes from numerous studies that demonstrated a link between working memory, inhibition and 













A second  reason why  feedback  learning and reading and mathematical ability are ex‐
pected  to be  related,  is because  they  rely on similar brain mechanisms.   The main neural areas 
involved  during  feedback  processing  are  the  dorsolateral  prefrontal  cortex  (DLPFC),  superior 










behavioral measures  is  the hypothesis  that brain measures can provide unique predictive  infor‐
mation over behavioral measures alone (Dumontheil & Klingberg, 2012; Hoeft et al., 2007). In the 
current study, we  investigated  the  link between  learning  in a controlled  laboratory setting, and 
reading  and mathematical  ability  as  indices  for  real‐world  learning. We  focused on  fluency  at 
reading single words, because this is one of the most crucial aspects of reading determining read‐
ing ability at a  later stage  (Jenkins, Fuchs, Van Den Broek, Espin, & Deno, 2003;  Juel, 1988). To 
assess  mathematics  proficiency,  we  used  a  standardized  arithmetic  test  that  is  part  of  the 
Wechsler  Adult  Intelligence  Scale  and  the  Wechsler  Intelligence  Scale  for  Children,  which 
measures numerical  reasoning and mathematical problem solving.  In addition, we  investigated 
whether  individual differences  in working memory  capacity  could  explain  a  possible  link  be‐
tween feedback learning and reading and mathematics performance. For instance, Huizinga et al. 
(2006)  found  that  from  the  factors working memory,  inhibition  and  switching,  only working 
memory  predicted WCST  performance,  a  task  that  also  relies  on  learning  from  feedback. We 
hypothesized  that  feedback  learning performance would predict  reading and mathematics per‐












consisted  of  268 participants. At T1 participants were  excluded  from  analyses  for  a  variety  of 
reasons, such as reported history of neurological or psychiatric disorders or use of psychotropic 
medication, movement in the MRI scanner exceeding 3.0 mm (N = 19), technical issues (N = 3) or 






WISC‐III  (participants  8‐15 years  old)  or WAIS‐III  (participants  16‐25 years  old). Estimated  IQ 
scores ranged from 85 to 143 (M = 110.78, SD = 9.80). The study was approved by the Institutional 








Technical  reading  skills were measured with a  reading  fluency  task at T2. We used one of  the 
tests in the Dutch “Three‐Minute‐Test” (Krom, Jongen, Verhelst, Kamphuis, & Kleintjes, 2010). In 
this task, participants received a list of words and were instructed to read aloud as many words 








































1). Participants were  instructed  that each stimulus belonged  in one of  three boxes  for an entire 
sequence  and  they had  to  find  the  correct  location  for  all  three  stimuli  by using performance 
feedback. Each  trial  started with a 500 ms  fixation  cross, presented  in  the  center of  the  screen. 
After  fixation  the  stimulus display was presented  for 2500 ms, during which participants were 
required to sort the stimulus  in one of three squares. Participants responded by pressing one of 
three buttons  strapped  to  their  right  leg.  If participants  failed  to  respond within 2500 ms “Too 
Late” was presented  in  the  centre of  the  screen, after which  the  sequence  continued. After  the 
response, performance feedback was presented for 1000 ms. When a participant sorted a stimulus 





(blank  screen) was  jittered  to optimize  the  timing  for  fMRI based on OptSeq  (Dale, 1999) with 
intervals between  0  and  6  seconds. A  sequence was  aborted when  the participant  sorted  each 
stimulus  twice  in  the correct  location, or after 12  trials  in  total. When a sequence ended a new 
sequence with three new unique stimuli was presented. There were 15 sequences in total, result‐
ing  in a maximum of 180 trials. Stimuli were presented  in a pseudorandom order, with a maxi‐
mum of  two  identical  stimuli  in a  row. Before  the MRI  session, all participants practiced  three 
sequences. During  the MRI  session  the  task was divided  into  two  runs of  eight  and  seven  se‐
quences, respectively.  
To calculate a performance measure for feedback learning we calculated the percentage 
of  trials  in  the  learning phase where  feedback was  successfully used on  the next  trial. For  this 












































We used SPM8  (Wellcome Department of Cognitive Neurology, London)  to analyze  fMRI. The 
following pre‐processing steps were used: correction for slice timing acquisition and rigid body 
motion,  spatial normalization  to T1  templates  (MNI305  stereotaxic  space  (Cocosco et al., 1997)) 
using a 12‐parameter affine transform together with a nonlinear transformation involving cosine 
basis functions and resampling of the volumes to 3 mm voxels. Functional scans were smoothed 




activity  for  ‘informative’  and  ‘uninformative’  feedback, we  distinguished  between  a  learning 
phase  and  an  application  phase  for  each  stimulus.  For  the  learning  phase, we  included  trials 
where participants had not correctly sorted this particular stimulus yet, and were thus still using 
feedback to determine the correct location. Only trials for which feedback was used appropriately 
on  the next  trial  for  that  stimulus were  included. Thus,  feedback was  categorized  as  learning, 
when positive feedback resulted in choosing the same location on a next trial and when negative 
feedback resulted  in sorting  in a different  location. These  trials during  the  learning phase were 
compared to the application phase: trials in which a stimulus was sorted correctly on a preceding 
trial, and continued to be sorted correctly. All further analyses were based on a comparison be‐
tween  the  learning phase and  the application phase,  i.e.  the contrast Learning > Application.  In 
order  to  calculate  this  contrast  for all participants, we  first modeled  the  fMRI  time  series with 
events corresponding to the events “Positive Learning”, “Negative Learning”, and “Application”, 
time‐locked with 0‐duration to the moment of feedback, which were convolved with a canonical 
hemodynamic response  function. Other  trials  (e.g.,  trials during  the  learning phase  that did not 
result  in  learning or trials where participants responded too  late) were modeled as events of no 
interest. The  events were used  in  a general  linear model;  along with  a  set  of  cosine  functions 
which high‐pass  filtered  the data. The  least‐squares parameter  estimates  of height of  the best‐
fitting canonical HRF  for each condition were used  for  the calculation of  the contrast Learning 












anatomical Marsbar  ROIs  (based  on  Automated  Anatomical  Labeling  (AAL)):  left  and  right 
DLPFC (Middle Frontal Gyrus in AAL), pre‐SMA/ACC (Supplementary Motor Area in AAL; left 












































bles of  interest  (neural activity and behavioral performance  for  feedback  learning, and   reading 









   Mean  SD  Min  Max  Mean  SD  Min  Max  p sex 
Age T1  14.10  3.39  8.01  22.79  14.63  3.75  8.01  24.55  .27 
Age T2  16.10  3.40  10.02 24.83  16.60  3.77  9.92  26.62  .30 
IQ T1  109.83 10.09 85.00 143.00 111.81 9.40  93.00 138.00 .13 
Working Memory T1  0.79  0.17  0.13  1.00  0.86  0.12  0.38  1.00  p<.001
Feedback Learning T1 93.62  5.36  71.29 100.00 93.78  4.40  81.11 100.00 .81 
Reading Fluency T2  98.02  14.51 64.00 120.00 97.72  15.46 58.00 120.00 .88 




<  .001), and feedback  learning performance (r =  .47, p <  .001). Age was also positively related to 
neural activity for the difference score Learning > Application in all 7 ROIs. Therefore, we correct‐
























We  first  investigated whether  reading  and mathematics performance  at T2  could be predicted 
from behavioral performance on the feedback learning task at T1. A hierarchical regression with 
age at T1 entered as a first step and feedback learning performance at T1 as a second step, showed 









Table 2: Hierarchical  linear regression models with age and  feedback  learning performance as significant 
predictors for reading and mathematics performance. 
 
Steps  Predictor  B  SE B β  p  F  R2 
Dependent: Reading Fluency T2
1  Overall model  23.10*** .09
Age T1  1.28 .27  .30 <.001***
2  Overall model  16.96*** .13
Age T1  .84  .30  .20 .005** 
Feedback Learning T1  .67  .21  .22 .002** 
Dependent: Mathematics T2 
1  Overall model  5.47*  .02
Age T1  .12  .05  .15 .020* 
2  Overall model          10.53*** .09
Age T1  .02  .06  .02 .760 




Predicting  reading and mathematics performance at T2  from T1 neural activity during  feed‐
back learning 









ance  in reading and mathematics above age and behavioral performance  for  feedback  learning. 
We  analyzed  this with  hierarchical  regressions with  age  at T1  as  first  step,  feedback  learning 
performance  at T1  as  second  step,  and neural  activity  (per ROI)  as  third  step. Neural  activity 
explained additional variance for reading fluency (left sup‐DLPFC remained significant (β = .20, p 
=  .004),  left SPC did not  remain  significant  (β =  .12, p =  .096) and mathematics  (pre‐SMA/ACC 
remained significant  (β =  .15, p =  .029), right sup‐DLPFC did not remain significant  (β =  .11, p = 
.113)). This indicates that neural activity in left sup‐DLPFC and pre‐SMA/ACC explained unique 


























 Steps  Predictor  B  SE B β  p  F  R2 
Dependent: Mathematics 
1  Overall model  5.47*  .02
Age T1  .12 .05  .15 .020* 
2  Overall model  6.31** .05
Age T1  .08 .05  .10 .159 
Pre‐SMA/ACC  .54 .21  .18 .009**
1  Overall model  5.47*  .02
Age T1  .12 .05  .15 .020* 
2  Overall model  4.73*  .03
Age T1  .09 .05  .11 .120 













Steps  Predictor  B  SE B β  p  F  R2 
Dependent: Reading Fluency T2
1  Overall model  23.10*** .09
Age T1  1.28  .27  .31 <.001***
2  Overall model  13.96*** .11
Age T1  .97  .30  .23 .002** 
SPC L  1.897 .90  .15 .036* 
1  Overall model  23.10*** .09
Age T1  1.28  .27  .31 <.001***
2  Overall model  17.56*** .14
Age T1  .90  .28  .21 .002** 













significant predictors  in  this model. Together,  these  results  indicate  that  some of  the  effects of 




















































































































ing paradigm, used  to study  learning processes  in a controlled  laboratory setting, could predict 
indices of  real‐world  learning performance  in  school  two years  later  (reading and mathematics 
performance). The results of this study showed that 1) Feedback learning performance predicted 
both reading and mathematics performance  two years  later, 2) Neural activity during  feedback 
learning  in  left sup‐DLPFC and  left SPC predicted reading  fluency, and neural activity  in right 
sup‐DLPFC and pre‐SMA/ACC predicted mathematics performance two years later, 3) Left sup‐






For both  reading  and mathematical  ability, we  found  that performance  could be predicted by 
feedback  learning performance two years earlier. Possibly, this relation can be explained by un‐
derlying individual differences in executive functions. It is well conceptualized that both feedback 
learning and school performance are related  to executive  functions  (Diamond, 2013). Especially 





















measures  can predict  reading  (Hoeft  et  al.,  2007; Maurer  et  al.,  2009)  and mathematics perfor‐





mathematics  ability  two years  later. This  fits with meta‐analyses  showing  involvement of pre‐
SMA/ACC and DLPFC during arithmetical tasks (Arsalidou & Taylor, 2011; Houdé et al., 2010). 
Notably,  for  all  areas we  found  a  positive  relation,  indicating  that  increased  activity  predicts 
better performance on reading or mathematics tests. With the current design, it is not possible to 
determine whether higher activity might indicate better functioning or perhaps earlier maturation 




nificant predictors when  controlling  for behavioral  feedback  learning were  left  sup‐DLPFC  for 
reading and right sup‐DLPFC and pre‐SMA/ACC for mathematics. This indicated that assessing 
feedback  learning  ability  is useful  for predicting  reading  and mathematics,  but  adding  neural 
measures  in addition  to behavioral assessment  further enhanced predictive ability. The  finding 
that  neural  activity measures  have  added  value  over  behavioral  testing  alone  fits with  earlier 
studies  for  the  prediction  of  reading  (Hoeft  et  al.,  2007)  and  mathematics  (Dumontheil  & 
Klingberg, 2012; Hoeft et al., 2007).   
Prior  research  suggested  that working memory  is  an  important  component  of  both 
feedback learning (Miyake et al., 2000) and reading and mathematics (Alloway & Alloway, 2010), 
therefore it was possible that working memory is the underlying factor explaining these relations. 
Indeed,  the prediction of  reading performance  from  left SPC activity was no  longer  significant 





icant prediction of reading fluency from feedback  learning performance and activity  in  left sup‐
DLPFC, and  for prediction of mathematics  from  feedback  learning performance and activity  in 
pre‐SMA/ACC. This indicates that although working memory plays a role in the relation between 








back  learning  predicted  reading  ability,  whereas  activity  in  right  superior  DLPFC  predicted 
mathematical ability. The left‐right distinction fits nicely with the well‐established finding that the 
neural network for learning is left‐lateralized (Frost et al., 1999). There is no conclusive evidence 













tures abilities  that are  essential  to both  reading and mathematics. Third,  IQ was assessed with 
only two subtests of the WISC/WAIS. A more comprehensive assessment of IQ might give a more 
definite answer to the question whether the relation between feedback  learning and school per‐




in  separate age groups. These analyses  showed  that  the prediction of mathematics  scores  from 
behavioral performance and neural activity for feedback learning was only present in the young‐











ty  in predicting school outcomes two years  later. This provides evidence that studying  learning 
processes  through  simplified  laboratory  tasks  provides  at  least  some  relevance  for  real‐world 
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In  line with  this, prior studies  in adults  indicate a  link between alcohol use and  func‐


























that  adolescents with  advanced  pubertal maturation  show  relatively  higher  levels  of  alcohol 









drogen  receptors  as  shown  in  animal  studies  (Simerly, Chang, Muramatsu, &  Swanson,  1990).  
Moreover, the amygdala response to emotional faces can be modulated by testosterone (Derntl et 
al., 2009; Hermans, Ramsey, & van Honk, 2008; Manuck et al., 2010; Stanton, Wirth, Waugh, & 
Schultheiss, 2009). With regard  to alcohol,  the amygdala  is one of  the key regions of  interest  in 
animal studies on alcohol use (McBride, 2002) and human research shows that alcohol ingestion 
leads  to  reduced  amygdala  activity  for  fearful/angry  faces  (Gilman,  Ramchandani,  Crouss, & 
Hommer,  2012;  Gilman,  Ramchandani,  Davis,  Bjork,  &  Hommer,  2008;  Sripada,  Angstadt, 
McNamara, King, & Phan, 2011) and a  lower amygdala response to fearful faces  is  linked to in‐
creased risk for future alcohol abuse (Glahn, Lovallo, & Fox, 2007).  
Since  the amygdala  is highly  interconnected with other brain regions  (Cole, Pathak, & 
Schneider, 2010), it is important to also take into account the functional connections of the amyg‐
dala. The connection with  the orbitofrontal cortex  (OFC)  is of particular  interest, as  the OFC  is 
directly  connected  to  the  amygdala  through  the uncinate  fasciculus  (Von Der Heide,  Skipper, 
Klobusicky, & Olson,  2013),  an  association  tract  that  develops well  into  adolescence  (Lebel & 
Beaulieu,  2011).  In  adults,  it  has  been  demonstrated  that  functional  connectivity  between  the 






endogenous  testosterone  (Spielberg  et  al.,  2014)  showed  similar  reducing  effects on  amygdala‐
OFC functional connectivity. 
We  therefore  argue  that  it  is  vital  to  study  the  interplay  between  testosterone  and 
amygdala‐OFC connectivity in adolescents to explain individual differences in alcohol consump‐
tion. We  tested  this  in a  large cross‐sectional adolescent sample using a resting state paradigm, 














years and older  (N = 209) were asked  to  fill out  the alcohol questionnaire and younger partici‐
pants were therefore excluded from further analyses. Other reasons for exclusion were: not com‐
pleting  the alcohol questionnaire  (N = 11), missing  testosterone  levels  (N = 16), excessive move‐
ment in the MRI scanner (> 3 mm; N = 3) and excessive micromovements (> 20% of volumes with 
>  .05 mm movement; N = 5). Note  that several participants were excluded  for multiple reasons, 
e.g. both excessive movement and missing testosterone data. 
Participants were recruited through local schools and advertisements. IQ was estimated 
with  two subtests of  the WAIS‐III or WISC‐III  (Similarities and Block Design). All estimated  IQ 
scores were within the normal range (M = 109.39, SD = 9.67, range: 80‐135) and there was no cor‐
relation with age  (r =  .05, p =  .53). Adults  (18 years and older)  received payment  (60 euros)  for 
participation,  children  received  presents  and  their  parents  received  30  euros  for  travel  reim‐
bursement. The study was approved by the Institutional Review Board at the Leiden University 
Medical Center. The participants  (or  in  case  of minors, participant’s parents)  signed  a written 
informed consent. All anatomical MRI scans were reviewed and cleared by a radiologist. None of 








Mean  SD  Mean  SD 
Age  16.10  3.39  15.60  2.77 
IQ  109.63  9.85  109.07  9.66 
Lifetime alcohol use  30.82  40.30  28.69  36.23 
Recent alcohol use  7.97  14.70  5.68  10.71 
Testosterone (pmol/l)  258.37  164.79  26.66  38.71 
Right amy‐OFC connectivity  0.50  0.79  0.69  0.71 








46)  collected  saliva on  the  7th day of  the menstrual  cycle. Testosterone  levels  from  saliva were 
determined by  isotope dilution  ‐ online solid phase extraction  liquid chromatography – tandem 
mass spectrometry (ID‐XLC‐MS/MS; Intra‐essay coefficient of variation (CV) was 11% and 4%, at 
10 and 140 pmol/L, respectively and inter‐assay CV was 8% and 5%, at 31 and 195 pmol/L, respec‐






































177.33 ×  168 mm;  in‐plane  resolution  =  0.875 x  0.875 mm;  slice  thickness  = 2 mm)  and  a high‐
resolution T2*‐weighted gradient echo EPI scan (84 slices; TR = 2200 ms; TE = 30 ms; flip angle = 
80°; FOV = 220 x 220 x 168 mm;  in‐plane resolution = 1.96 x 1.96; slice  thickness = 2 mm) were 
acquired after  the  resting  state  scan. Participants were  instructed  to close  their eyes during  the 
resting state, and a video was presented during the structural and high‐resolution T2*‐weighted 











removal using BET  (Smith,  2002);  spatial  smoothing using  a Gaussian kernel  of FWHM  5mm; 
grand‐mean  intensity  normalization  of  the  entire  4D  dataset  by  a  single multiplicative  factor; 
high‐pass  temporal  filtering of 100 s  (Gaussian‐weighted  least‐squares straight  line  fitting, with 
sigma = 50 s). The resting state scan was registered with FLIRT (Jenkinson et al., 2002; Jenkinson 
& Smith, 2001) to the high resolution T2*‐weighted scan, which in turn was registered to the T1‐




A  seed‐based  correlation  approach  (Fox & Raichle,  2007) was used  to  find  brain  regions with 


















eters  (rigid  body:  three  translations  and  three  rotations).  For  participants with  excessive mi‐






from  the  analysis.  Participants  for  whom  more  than  20%  of  volumes  were  affected  by  mi‐
cromovements (> .05 mm) were excluded from further analyses. Next, we performed a first‐level 
























Koolschijn, & Crone,  2013). Throughout  all  analyses, we  corrected  for  age. We used  the boot‐
strapping method of Preacher and Hayes (Preacher & Hayes, 2004, 2008) to test the indirect effect 







FSL)  to  examine whether  effects were  specific  for  the  coupling between  the amygdala and  the 
OFC or whether other regions were implicated as well. We examined the relation between amyg‐




alcohol use  (lifetime  and  recent  use). Age was  included  as  covariate  of  no‐interest. Z  statistic 






To  test  the hypothesis  that  testosterone  influences  alcohol use  through  an  effect on  amygdala‐
OFC connectivity, we used mediation analyses with alcohol use as outcome variable and amyg‐
dala‐OFC connectivity as mediator variable (corrected for age). For boys, the results showed that 
testosterone  influenced alcohol use  through amygdala‐OFC  connectivity,  for  recent alcohol use 
(right and left amygdala‐OFC connectivity: 95% CI = 0.16 – 5.50 and 0.12 ‐ 4.69, respectively) and 
lifetime  alcohol use  (right  amygdala‐OFC  connectivity only  (95% CI  =  0.34  –  10.61)  (Figure  3). 
That  is, higher testosterone  levels were associated with  less  functional connectivity between  the 
amygdala and OFC  (path a), and  less amygdala‐OFC  connectivity was  in  turn associated with 
more  alcohol use  (path b). There was no direct  relation between  testosterone  and  alcohol  con‐
sumption (path c and c’) (see Figure 3 for the statistical values), but a significant direct effect is not 


























turn  is strongly related to testosterone (r =  .50, p <  .001). Possibly, effects of testosterone are  less 
pronounced due to the correction for age. When analyzing the relationship between testosterone 



































































































Brain Region  Z  x  y  z  voxels 
R cingulate gyrus  3.73  10  38  4  397 
R frontal medial cortex  3.43  12  34  ‐10  s.c. 
R frontal pole  3.26  20  42  ‐16  s.c. 
R frontal medial cortex  3.2  6  40  ‐14  s.c. 
R frontal pole  3.16  28  52  ‐12  s.c. 


















alcohol  use  in  a  sample  of  173  typically  developing  adolescents.  In  agreement  with  our 
hypothesis, increased testosterone levels were related to increased alcohol consumption, through 






The  results  of  this  study  fit  well  with  prior  research  reporting  reduced  amygdala‐OFC 
connectivity with  increased testosterone using task‐based functional connectivity  in adults (Bos, 
Panksepp, Bluthe, & van Honk, 2012; van Wingen et al., 2010) and adolescents (Spielberg et al., 
2014), as well as a prior study  that  found reduced  task‐based amygdala‐OFC connectivity after 
alcohol  ingestion  in adult heavy  social drinkers  (Gorka  et al., 2013). These  results  suggest  that 
testosterone and alcohol use are linked to similar brain mechanisms. Because our sample included 
Brain Region  Z  x  y  z  voxels 
Recent alcohol use 
L subcallosal cortex  4.16  ‐6  24  ‐6  786 
R subcallosal cortex  3.98  8  20  ‐10  s.c. 
R frontal pole  3.74  4  58  ‐2  s.c. 
R frontal medial cortex  3.68  14  52  ‐4  s.c. 
R cingulate gyrus  3.66  6  38  ‐4  s.c. 
Paracingulate gyrus  3.4  0  38  ‐8  s.c. 
Lifetime alcohol use 
L frontal orbital cortex  4.57  ‐16  14  ‐12  853 
R frontal orbital cortex  3.89  24  18  ‐12  s.c. 
L paracingulate gyrus  3.72  ‐6  32  6  s.c. 
L subcallosal cortex  3.63  ‐8  20  ‐10  s.c. 
R cingulate gyrus  3.55  2  38  ‐6  s.c. 






we  tested  how  amygdala‐OFC  connectivity  changed with  age. We  did  not  find  a  correlation 
between  amygdala‐OFC  connectivity  and  age,  but  there  was  a  negative  correlation  in  boys 
between amygdala‐OFC connectivity and  testosterone, controlling  for age  (but see also Gabard‐
Durnam et al., 2014). 
The amygdala and the OFC are hypothesized to work together during the processing of 
both negative and appetitive emotional stimuli  (Baxter & Murray, 2002). That  is,  it has been ar‐
gued that the amygdala detects the valence of affective stimuli, while the OFC guides decisions 





However,  further  research  is warranted  to  understand  the  link  between  task‐related 
versus  intrinsic brain  activity on behavior. Raichle  (2010) argues  that brain  function  should be 
seen  as  mostly  intrinsic,  rather  than  reflexive  (task‐related)  in  nature.  In  terms  of  energy 
allocation,  this  fits  with  the  finding  that  task‐related  brain  activity  ‐compared  to  intrinsic 
activation‐ only uses 5% additional energy  (Raichle, 2010).  It  is possible  that decreased  intrinsic 








risk  taking  individuals  (based on an assessment of many different  forms of  risk  taking),  rather 
than only alcohol use as a real‐life form of risk taking measured on a continuous scale. ii) DeWitt 
et al.’s sample was relatively small compared to the current study, in an age range of 12 to 17 with 





connectivity  from  the  amygdala  to  the OFC  (i.e.,  the  direction  of  connectivity). We  examined 
functional  connectivity  using  the  amygdala  as  a  seed  region  because  of  its  high  density  of 






2002;  Sripada  et  al.,  2011).  Future  research  should  further  explore  effects  of  alcohol  and 
testosterone on  functional brain  connectivity, by  –for  instance‐  focusing on  the OFC  as  a  seed 








Although we  found evidence  for an  indirect relationship between  testosterone and alcohol con‐
sumption (through amygdala‐OFC connectivity) in boys, a direct effect of testosterone on alcohol 
use was not significant. From a statistical point of view, a significant direct effect is not necessary 
for  a  significant mediation  effect  (MacKinnon  et  al.,  2000; MacKinnon  et  al.,  2002;  Shrout  and 
Bolger, 2002; Hayes, 2009; Rucker et al., 2011; Zhao et al., 2010). For  instance,  it  is possible  that 
multiple indirect effects are influencing alcohol use, which can explain why a direct effect was not 
found  (Hayes,  2009). The  lack  of  a direct  effect was, however,  contrary  to  our  expectations  as 
prior studies  indicated an effect of advanced pubertal maturation on alcohol  intake (Biehl et al., 
2007; Bratberg et al., 2005; Westling et al., 2008).   
A possible explanation can be  found  in  the  fact  that  testosterone can either have slow 
effects  through  genetic  mechanims,  such  as  on  the  structural  organization  and  functional 
coupling of brain pathways, or fast nongenomic effects in the order of minutes to seconds, such as 
activitation of brain areas after the administration of testosterone (Bos, Panksepp, Bluthe, & van 
Honk,  2012).  Possibly,  endogeneous  and  gradual  increases  of  testosterone  during  adolescence 
might not have  influenced  a person’s  immediate decision  about  consuming alcohol, but might 
have  indirectly  influenced brain mechanisms  involved  in  less behavioral  control and  increased 







than  in  girls  for  risk  taking  behavior  (Peper, Koolschijn,  et  al.,  2013)  and  brain  development 







However,  Van  Wingen  et  al  (2010)  and  Bos  et  al.  (2012)  did  show  an  effect  of 
testosterone  administration  on  task‐based  amygdala‐OFC  connectivity  in  (adult) women.  The 
relatively  low  endogenous  levels  of  testosterone  in  adolescent  girls  compared  to  boys  were 
possibly not able to reliably affect functional connectivity during a resting state scan.. In addition, 
although  we  corrected  for menstrual  cycle  in  girls  at  the  time  of  saliva  collection  (all  post‐
















The  current  study was  cross‐sectional,  therefore we  could only  evaluate whether  there was an 
association between testosterone and alcohol use, but it was not possible to assess whether future 
alcohol  use  can  be  predicted  based  on  current  testosterone  levels.  Future  longitudinal  studies 
should unravel factors predicting alcohol use. An important advantage of longitudinal studies is 






found  evidence  for an  indirect  effect of  testosterone on alcohol  consumption,  through  reduced 
amygdala‐OFC  connectivity  in  boys.  This  provides  important  insights  into  the  mechanisms 
behind alcohol consumption, and may contribute to the development of prevention work aimed 
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Adolescence  is  a  developmental  period  that  is  associated with  increased  risk  taking  behavior 
(Steinberg, 2008). One of  the most prevalent  forms of  risk  taking  in adolescence  is alcohol con‐
sumption (Hibell et al., 2012). There is considerable evidence that alcohol use increases sharply in 




study addressed  this question with an assessment at  two  time points  for alcohol use and brain 
function in an accelerated longitudinal design with participants between 8‐27 years old.  







tal  cortex  regions  that  exert  control  over  subcortical  brain  regions, possibly  explaining  the  in‐
creased incidence of risk taking in adolescence (Ernst et al., 2006; Somerville & Casey, 2010). We 
recently demonstrated that decreased connectivity between the amygdala and orbitofrontal cortex 






For  instance, an attenuated amygdala  response  to emotional  faces has been demonstrated after 
alcohol  ingestion  (Gilman et al., 2012, 2008; Sripada et al., 2011) and reduced coupling between 
the  amygdala  and  the OFC  during  an  emotional  face  processing  task  after  alcohol  ingestion 




However, relatively  little  is known about  the direction of  the  longitudinal relationship 







ies  in human participants, which showed  that substance use  is  linked  to abnormalities  in white 
matter,  gray matter  volume  and  abnormal  activation  during  cognitive  tasks  (for  a  review  see 
Squeglia, Jacobus, & Tapert, 2009). On the other hand, it is also possible that aberrant connectivity 
























pation,  and  children  received presents  and  their parents  received  30  euros  (for  12‐17 year old 
children) or 25 euros  (for 8‐11 year old  children)  for  travel  reimbursement. The  study was ap‐
proved by  the  Institutional Review Board at  the Leiden University Medical Center. The partici‐
pants (or in case of minors, participant’s parents) signed a written informed consent. All anatomi‐








micromovements  (see criteria  in  the  fMRI analysis section)  (n = 14), a psychiatric diagnosis dis‐
closed after participation (n = 1), and insufficient quality data (n = 2). At T2, 13 of the 299 initial 














   T1  T2  T1  T2 
Participation  299  286  8‐25  10‐27 
MRI scan of sufficient quality  274  231  8‐25  10‐27 























T1  and T2. Functional  scans were  acquired with T2*‐weighted  echo‐planar  imaging  (EPI). The 
first two volumes were discarded to allow for equilibration of T1 saturation effects. The following 
scan parameters were used: 140 volumes; 38 slices; sequential acquisition; TR = 2200 ms, TE = 30 
ms;  flip  angle  =  80°;  FOV  =  220x220x114.67 mm;  slice  thickness  =  2.75 mm. A  high‐resolution 
anatomical  scan  (T1‐weighted;  140  slices;  TR  =  9.76 ms;  TE  =  4.59 ms;  flip  angle  =  8°;  FOV  = 
224×177.33×168 mm;  in‐plane  resolution = 0.875x0.875 mm; slice  thickness = 2 mm) and a high‐
resolution T2*‐weighted gradient echo EPI scan (84 slices; TR = 2200 ms; TE = 30 ms; flip angle = 
80°; FOV  =  220x220x168 mm;  in‐plane  resolution  =  1.96x1.96;  slice  thickness  =  2 mm) were  ac‐
quired  after  the  resting  state  scan.  Participants were  instructed  to  close  their  eyes  during  the 






kinson,  Bannister,  Brady, &  Smith,  2002);  non‐brain  removal  using  BET  (Smith,  2002);  spatial 
smoothing using a Gaussian kernel of FWHM 5mm; grand‐mean  intensity normalization of  the 
entire 4D dataset by a single multiplicative factor; high‐pass temporal filtering of 100 s (Gaussian‐
weighted  least‐squares straight  line  fitting, with sigma = 50 s). The resting state scan was regis‐
tered with FLIRT  (Jenkinson  et  al.,  2002;  Jenkinson &  Smith,  2001)  to  the high  resolution T2*‐








to native space  (each  individual’s resting state scan) with a binary  threshold of 0.5. Next, mean 





ters  (rigid  body:  three  translations  and  three  rotations).  For  participants  with  excessive  mi‐


























































examine  the direction of  the  relationship between alcohol use and amygdala‐OFC connectivity. 
















2007). Models were compared using  the Akaike  Information Criterion  (AIC) with  lower values 
indicating a better model fit. We additionally tested with log‐likelihood‐tests whether changes in 
AIC model  fit were significant. These model‐building steps were used: First, we  tested  for each 
variable (left and right amygdala‐OFC connectivity, recent and  lifetime alcohol use; at two time 
points) which pattern best described the developmental trajectory. The base model consisted of a 
fixed and a random  intercept, describing variation  in starting points  (intercepts) of  individuals. 
Next, we tested with polynomials (Braams et al., 2015) whether a model with age as a linear effect 
resulted in a better fit compared to the base model without age. Then, a model including a linear 
and quadratic  term  for age was compared  to  the  linear model, and  finally, we  tested  if a com‐
























The next  set  of  analyses  addressed  the question whether  current  alcohol use  can be predicted 
from  amygdala‐OFC  connectivity  at  an  earlier  time  point,  or whether  current  amygdala‐OFC 



























































































































































Table 2: AIC  and  loglikelihood p‐values  for  a  base model  (without  age),  linear,  quadratic  and  cubic  age 
pattern. The best‐fitting model is highlighted in bold font. 
 
Base  Linear  Quadratic  Cubic 
 
AIC  AIC  p  AIC  p  AIC  p 
Lifetime alcohol  4321  3972  <.001  3956  <.001  3920  <.001 
Recent alcohol  3435  3252  <.001  3254  .917  3235  <.001 
Left amygdala‐OFC  1348  1348  .273  1351  .870  1353  .727 














In our prior  study based on cross‐sectional comparisons we  reported a correlation between  re‐
duced amygdala‐OFC connectivity and increased alcohol use (Peters et al., 2015). Our main goal 
in  the current study was  to  investigate  the directionality of  the relationship between amygdala‐
OFC connectivity and alcohol consumption using longitudinal data on two time points. We tested 
whether reduced amygdala‐OFC connectivity preceded alcohol use  (suggesting vulnerability  to 
alcohol  use  due  to  reduced  coupling  of  prefrontal  and  subcortical  brain  systems),  or whether 
increased  alcohol use preceded  reduced  amygdala‐OFC  connectivity  (suggesting  a  ‘damaging’ 










These  findings are  in  line with  the  idea  that  subcortical‐prefrontal  connectivity  is  im‐
portant  for  top‐down  control  over  behavioral  approach  tendencies.  For  instance, prior  studies 
showed  that  increased  connectivity  between  the  amygdala  and  the OFC was  associated with 
improved  emotion  regulation  and behavioral  control  (Banks  et  al.,  2007; Lee  et  al.,  2012). This 
suggests that  increased connectivity  is protective against risk taking, which fits with the current 
findings that decreased amygdala‐OFC connectivity predicts increased alcohol use.  
No  evidence was  found  for  the  reverse  direction,  i.e.  alcohol  use  preceding  reduced 
connectivity between  the amygdala and  the OFC. Although prior  studies  reported  that alcohol 
consumption can affect brain structure and function (Squeglia et al., 2009), this is the first longitu‐
dinal study specifically investigating amygdala‐OFC connectivity during resting state. Our find‐
ings  suggest  that, with  regard  to  the  specific connectivity between  the amygdala and  the OFC, 
increased  alcohol  use  does  not  affect  coupling  between  these  regions.  This  highlights  the  im‐





alcohol  use  and  amygdala‐OFC  connectivity within  a  two‐year  period. All measures  showed 
significant correlations between T1 and T2, confirming  that  they are valid  indices of  individual 
variation. Alcohol use  showed  relatively high  stability over  time. The  correlation of amygdala‐
OFC connectivity over two time points was modest but significant. It should be noted that a limi‐
tation of  this  study was  the  relatively  short assessment  time  for  resting  state analyses. That  is, 
prior studies have argued  that resting state connectivity  is a reliable measure of brain  function, 














for both  lifetime consumption and recent alcohol use  (over  the past month).  It should be noted 
that the index of lifetime alcohol use reached a ceiling effect (i.e., the maximum amount of glasses 





tivity. These  results do not  concur with an earlier  cross‐sectional  study  in a  smaller‐scale  task‐




ing  connectivity during  adolescent development. Future  studies  should  investigate  age‐related 
changes  in  amygdala‐prefrontal  connectivity  in more  detail, with more  optimized  acquisition 





large‐scale  longitudinal data could be used  to  find  support  for  the direction of  the  relation be‐
tween alcohol use and amygdala‐OFC connectivity, such studies in human participants still can‐













dow  for starting alcohol use  (Ernst et al., 2006; Somerville & Casey, 2010). Eventually,  these re‐



















cognitive  control develops  and how  reckless behavior  can be prevented.  Several  authors have 
constructed brain‐based models to explain the phenomena of steadily increasing cognitive control 
from childhood to adulthood and the adolescent peak in risk taking. The most influential of these 
models,  known  as  e.g.  imbalance  models  (e.g.  Ernst  et  al.,  2006;  Somerville  &  Casey,  2010; 
Steinberg, 2008) theorized that increased risk taking in adolescence can be explained in terms of 





no  information about  true developmental  trajectories. Possibly as a result of  this, several  incon‐
sistencies have arisen  in the  literature regarding development of neural activity, such as studies 
reporting both  age‐related  increases  as well  as  age‐related decreases  in  frontal  control  regions 
(Crone & Dahl, 2012). In this thesis, I reported data from a large cross‐sectional and longitudinal 
sample of children, adolescents and adults ranging between 8 and 27 years old. The main ques‐





In  the  first part of  this  thesis  (Chapters 2‐7),  I  examined  the development of brain  regions  im‐
portant for cognitive control using both cross‐sectional and longitudinal samples. In Chapter 2, an 























In Chapter 3,  I examined  learning  from positive and negative  feedback  in a sample of 32 adult 





3T MRI  scanner where  they  viewed  three  empty  boxes with  a  picture  presented  underneath. 
Participants were instructed to determine which picture (out of three possible options) belonged 
in which of  the  three boxes, which  could be  inferred  from positive  and negative performance 
feedback. To analyze neural sensitivity to valence and/or informative value of feedback, a distinc‐
tion was made between the learning phase and the application phase of the experiment. We de‐
fined  the  learning phase  as  the  trials where  the  correct  location was not yet known;  therefore 
feedback during this phase was still informative for learning. The application phase started when 
participants were simply repeating correct responses they already provided before, and feedback 
was  therefore  no  longer  informative  for  learning.  The  neuroimaging  results  indicated  that  all 


















ment, and  importantly, whether  children were also able  to  recruit  these  regions  (which would 




age, as would be expected  from  imbalance models  (which hypothesize  that control  regions be‐
come increasingly ‘on‐line’ with development). However, children actually showed more activity 
than  adults  in parietal  areas when  they  received positive  feedback,  supporting  the notion  that 
children can effectively  recruit  these areas. Second,  I  showed  that neural  reactions  for negative 
feedback  increased with  age, whereas  neural  activity  for  positive  feedback  remained  constant 
between ages 8 and 25.  In addition,  I discovered  that both behavioral performance and neural 
activity reached adult  levels around age 14‐15 years, which was consistent with prior  literature 
but was not yet confirmed in a study with a large number of participants per age group. Finally, I 
showed  that  the pubertal hormones  testosterone and estradiol as well as pubertal stage did not 
explain  additional  variance  above  age,  suggesting  that  areas  in  the  cognitive  control  network 
develop relatively independent from pubertal influences.  
  In Chapter 5, I analyzed the behavioral data from the cross‐sectional study using a dif‐
ferent method. During  the  feedback  learning  task,  participants  could  use  reasoning  strategies 
with different  levels of complexity  (e.g., a complex statistical  reasoning strategy would be:  ‘the 
lion did not belong in the left box, so I am now trying this box first for the elephant’, but it was 
also possible  to  complete  the  task by only  relying on  simple memory  skills with no  reasoning 
required). Markov modeling procedures were used  to search whether underlying groups could 
be  detected which  differed  in  strategy  use.  The  results  showed  that  there were  four different 
strategy groups, which differed  in how advanced  their  reasoning  strategies were.  Importantly, 
the complexity of reasoning did not correspond directly  to age, e.g., a substantial proportion of 
young children used more complex reasoning strategies  than some of  the adults.  I also demon‐
strated  that  the more advanced strategy groups showed more activity  in  the  frontoparietal net‐
work during the task. An important question I aimed to answer was whether more efficient strat‐
egy use was an explanation for the fact that older participants showed more activity in frontopa‐











SMA/ACC) was best characterized by a  linear  increase with age, but  the SPC and DLPFC were 
best described by quadratic  trajectories,  showing a peak  in adolescence or  leveling off  towards 
adulthood. An increase in behavioral performance explained additional variance above age alone 








strated  that both performance  and neural  activity during  the  feedback  learning  task predicted 
reading  and mathematics  performance  two  years  later.  This  effect  remained  significant  even 
when  correcting  for  age, working memory  capacity  and  IQ,  suggesting  that  feedback  learning 
captures  a unique  aspect  of  variation  in  reading  and mathematics performance.  In  addition,  I 





To  get  a more  complete  view  on  adolescent development  I  also  examined  affective  aspects  of 































Taken  together,  the  studies described  in  this  thesis  revealed  several  important  findings. First,  I 
demonstrated  that  recruitment  of  the  frontoparietal  network  cannot  be  explained  by  a  simple 
linear increase with age. For instance, although regions in the frontoparietal network did show an 
age‐related increase in activity after receiving negative feedback, a number of these regions were 
actually more activated  in children  than  in adults after receiving positive  feedback  (Chapter 4). 
Furthermore, the results from a  longitudinal study presented  in this thesis (Chapter 6) revealed 










instead  that  they  are  involved during  different  processes  compared  to  adults.  In Chapter  6,  I 
found support for a quadratic pattern with an adolescent peak or leveling off in late adolescence 
in  behavioral  performance  and  recruitment  of  SPC  and DLPFC. A  similar  peak  in  behavioral 












Chein, Albert, O’Brien, Uckert, & Steinberg, 2011),  it has been shown  that  the presence of peers 





increased  flexibility  of  adolescent  cognition,  thus  further  research  is  necessary  to  confirm  this 
intriguing hypothesis. 
Unraveling  the mechanisms underlying cognitive development  is especially  important 
given  the potential  relevance  for  learning  in  school  settings.  In Chapter 7,  I demonstrated  that 
both behavioral performance and neural activity during a feedback learning task were predictive 
of reading and mathematics performance  two years  later. An  interesting discussion  that  is rele‐
vant for school interventions is whether children learn better from positive compared to negative 
feedback. In Chapter 4, I found no evidence at the behavioral level that children learn relatively 
more  from positive  than  from negative  feedback: Children  learned  less  overall  from  feedback 
compared to adults, but there was no developmental difference in the ratio of learning from posi‐
tive compared to negative feedback (but see van Duijvenvoorde et al., 2008).  However, the find‐
ing  that  frontoparietal  activity  for  negative  feedback  increased with  age, whereas  activity  for 
positive  feedback  remained  constant with  age, may  indicate  that processing negative  feedback 
requires more effort as indicated by increased recruitment of cognitive control regions by adults. 
Negative feedback may be inherently more difficult than positive feedback, because an additional 
inference has  to  be made which demands more  from  the  cognitive  system  (e.g.  if  response A 




apparent.  Encouraging  teachers  to  focus more  on  positive  rather  than  negative  feedback may 
improve  children’s  performance  because  positive  feedback demands  less  from  the developing 
cognitive system, but this needs to be confirmed in further research. 




2015)  suggest  that  adolescents may benefit  relatively more  than other  age groups  from  for  in‐









other factors  influencing the  level of frontoparietal recruitment during a feedback  learning task. 
This  is an  important  line of research given that age‐related changes  interpreted  in prior studies, 




that  a  portion  of  age‐related  increases  in  neural  activity  during  a  feedback  learning  task was 
mediated by differences  in strategy use. That  is, not only  increased age, but also more efficient 
strategy use was related to increased recruitment of the frontoparietal network. Therefore, it was 
possible  that young  children who used  relatively advanced  reasoning  strategies,  showed more 






bution  of  individual  differences  to  developmental  changes  in  neural  activity.  The  individual 
differences  I  tested  in  thesis,  i.e.  task performance, working memory, cortical thickness and pu‐
bertal development,  are  so  intricately  linked with development  that  it  is  currently not  certain 
whether  they  should be  studied  separately  from  age.  It  is  an  interesting  theoretical discussion 
whether  these  individual  differences  should  be  regarded  as  a  crucial  part  of  development,  or 
whether these are factors that should be corrected for so that pure age‐related differences remain. 
Related to this issue, in Chapter 4 I found no relation between sex hormones and cognitive per‐
formance  or  frontoparietal  activity.  This  is  consistent with  prevailing  developmental  theories 
which hypothesized that cognitive brain systems develop relatively independently from hormo‐
nal  influences  (Nelson  et  al.,  2005; Steinberg, 2008). This may  indicate  that  advancing  age and 
pubertal development are separable processes that should be studied independently. 
With  regard  to  the  relevance of  studying  individual differences  for  learning  in  school 
settings, it is intriguing that I found a relation between feedback learning performance and neural 
activity for feedback that is informative compared to feedback that is not informative for learning. 
Therefore  it  is  possible  that,  the  larger  the  difference  between  neural  activity  for  learning  vs. 
applying rules, the more sensitive these neural areas are to learning signals. This neural difference 
may be an  interesting brain‐based  index of  learning capacity  that should be explored  in  further 






thesis  demonstrated  that more  advanced  reasoning  strategies were  associated with  increased 


















to  decreased  (frontal)  control  over  (subcortical)  approach  tendencies.  On  the  other  hand,  in‐
creased connectivity between these regions may protect against risky decisions such as the choice 
to  consume  alcohol,  for  instance  by  increased  top‐down  frontal  control  over more  ‘emotional’ 






Another  interesting  discussion  surrounding  imbalance models  is whether  risk  taking 
should be seen as purely a societal problem, or also as a normal and perhaps even adaptive aspect 
of development. For alcohol specifically, it could be argued that alcohol use is in fact normative 
during adolescence, given  the high prevalence during  this developmental period  (Hibell  et al., 
2012). It has also been shown that alcohol use is associated with popularity (Balsa, Homer, French, 















ing  these  findings.   Below  I make several recommendations  for  future research which  I believe 
will be crucial in order to advance our understanding of the developing brain. 
The studies described in the first part of this thesis fit with recent models of adolescent 














is  related  to  risk  taking behavior. However,  the  relation  to  cognitive performance was not yet 
investigated in this thesis. It should also be noted that with the resting state methods employed in 
these  chapters,  it was  not  possible  to  determine whether  activity  in  the OFC  down‐regulated 






















In  conclusion,  this  thesis  provides  a  comprehensive  overview  of  both  cognitive  and  affective 
aspects  of  development  in  relation  to  neural maturation  and  pubertal  hormones.  The  results 





















teit  (Steinberg, 2008). Een belangrijke bevinding uit  eerder onderzoek  is dat de  cognitieve ver‐















een disbalans  tussen  twee belangrijke hersensystemen: de  cognitieve gebieden  en de affectieve 
gebieden. Binnen deze modellen wordt gedacht dat affectieve hersengebieden, dat wil zeggen de 
gebieden  die  betrokken  zijn  bij  emotionele  processen  zoals  gevoeligheid  voor  beloningen,  op 
relatief  jonge  leeftijd volwassen zijn of zelfs een piek  in activiteit  laten zien  in de adolescentie. 
Aan de andere kant wordt gedacht dat cognitieve gebieden  juist relatief  lang door ontwikkelen 
(Somerville & Casey, 2010). Dit  leidde  tot de hypothese dat de cognitieve hersengebieden  in de 
adolescentie nog niet ver genoeg ontwikkeld zijn om de impulsieve neigingen vanuit de affectie‐
ve  hersengebieden  ‘onder  controle’  te  houden. Deze  imbalance modellen  hebben  veel  nieuwe 
onderzoeken  geïnspireerd  en  hebben  daarnaast  een  belangrijke  populair‐wetenschappelijke  en 
maatschappelijke impact gehad.  










wetenschappelijke  publicaties.  Dit  komt  mede  doordat  er  weinig  grootschalige  onderzoeken 
onder  grote  groepen  adolescenten  zijn  uitgevoerd.  Daarnaast  waren  de meeste  onderzoeken 
cross‐sectioneel van aard, wat inhoudt dat adolescenten van verschillende leeftijden op één tijds‐










In  hoofdstuk  2 werd  een  literatuuroverzicht  gegeven  van  verschillende  onderzoeken  naar  de 
ontwikkeling van cognitieve controle, en cognitieve flexibiliteit in het bijzonder. Cognitieve flexi‐
biliteit wordt gezien als een van de drie  ‘executieve functies’, en wordt omschreven als het ver‐
mogen om  je  flexibel aan  te passen aan  een omgeving die  continu verandert.  In dit hoofdstuk 










dat het  cognitieve  systeem  langzaam  ‘online’ komt. Studies naar  adaptieve  flexibiliteit vonden 
echter dat er eerder sprake is van een specialisatie van cognitieve hersengebieden en niet simpel‐
weg een  toename  in activatie met  leeftijd. De resultaten  lieten zien dat die hersengebieden met 
toenemende  leeftijd steeds verder gespecialiseerd raken  in het verwerken van  feedback met  in‐
formatieve waarde. Dat wil  zeggen,  de  hersenen  van  jonge  kinderen  reageren  nog  op  allerlei 
vormen van  feedback, ook wanneer die  feedback zo gemanipuleerd  is dat die niet nuttig of  in‐
formatief was voor de prestatie. Naarmate kinderen ouder werden, gingen de hersenen  steeds 








In het derde hoofdstuk werd  een  studie beschreven naar het  leren van positieve  en negatieve 
feedback bij 32 volwassenen participanten  (18‐25  jaar). Het doel van deze studie was om  te on‐























de  feedback die  zij ontvingen. De  toepasfase begon als  ze het  figuur  al  een keer goed hadden 
geplaatst. De verdere feedback die zij in de toepasfase ontvingen had geen informatieve waarde 
meer, omdat de deelnemers de  juiste  locatie al wisten. De fMRI‐resultaten  lieten zien dat gebie‐































den voor  cognitieve  controle wel degelijk kunnen gebruiken, maar op  een  andere manier dan 
volwassenen. Daarnaast werd gevonden dat de prestatie op de  cognitieve  taak  een volwassen 
niveau bereikte rond de  leeftijd van 14  jaar. De neurale reacties  lieten een vergelijkbaar patroon 
zien: activiteit  in de frontale cortex  liet een toename zien tot de  leeftijd van ongeveer 14  jaar, en 
verschilde daarna niet meer van de activiteit voor volwassenen. Voor de parietale  cortex werd 
een volwassen niveau bereikt rond 15  jaar. De hormonen testosteron en oestradiol hadden geen 
invloed op activiteit  tijdens deze cognitieve  taak, wat past bij het  idee dat puberteitshormonen 
voornamelijk affectieve maar niet cognitieve processen beïnvloeden.  
In hoofdstuk 5 werd de data van dezelfde cross‐sectionele studie op een andere manier 
geanalyseerd.  In  de  feedback  leertaak was  het mogelijk  om  het  leerproces  te  versnellen  door 




groot  deel  van  het  strategiegebruik  bepaalde, waren  er  bijvoorbeeld  ook  kinderen  die  betere 
strategieën gebruikten dan sommige volwassenen. Uit de fMRI‐resultaten bleek dat er verschillen 
tussen de  strategiegroepen waren  in de mate waarin het  frontoparietale netwerk werd  geacti‐
veerd  tijdens de  taak. Hoe beter het  strategiegebruik, hoe meer  activiteit  in het  frontoparietale 
netwerk werd waargenomen. Tot slot heb ik met een mediatieanalyse gekeken of strategiegebruik 
een verklaring was voor het  feit dat oudere kinderen vaak meer activiteit  in het  frontoparietale 
netwerk  laten  zien  dan  jongere  kinderen. Dit  is  belangrijk  omdat  eerdere  onderzoekers  vaak 
















teit  in de dorsolaterale prefrontale en parietale cortex,  terwijl corticale dikte  (een maat voor de 
structuur van de grijze stof) juist extra variantie verklaarde in de mediale prefrontale cortex. Dit is 
een van de eerste studies die de longitudinale leeftijdspatronen in het frontoparietale netwerk in 
de  adolescentie  heeft  bestudeerd,  en  evidentie  voor  non‐lineaire  ontwikkeling  in  dit  netwerk 
heeft gevonden. Deze  resultaten benadrukken het belang van het gebruiken van  longitudinale 





















cognitieve  gebieden  op  het  alcoholgebruik  van  jongeren.  In hoofdstuk  8 wordt  een  studie  be‐
schreven in dezelfde groep participanten als de eerdere hoofdstukken. Het doel van deze studie 
was  om  de  relatie  tussen  hersenconnectiviteit,  alcoholgebruik  en  testosteron  te  onderzoeken. 





















gebruikt. Hoe  slechter  de  verbinding,  hoe meer  alcohol  er werd  gebruikt. Mogelijk  zorgt  een 
verslechterde verbinding voor verminderde controle van cognitieve hersengebieden over emotio‐
nele hersengebieden, wat kan leiden tot een toename van risicovol gedrag. Voor de omgekeerde 
richting werd  geen  bewijs  gevonden: Meer  alcoholgebruik  voorspelde  niet  een  verslechterde 







rijk  in de discussie  rondom  imbalance modellen van hersenontwikkeling  in de adolescentie, en 
laten  zien  dat  een meer  genuanceerde  beschrijving  van  ontwikkeling  in  hersengebieden  voor 
cognitieve  controle  nodig  is. Het  cognitieve  hersensysteem  kan wel  degelijk  gebruikt worden 
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