Abstract: Depth edge represents contours of depth images. However, captured images often have low resolution. Furthermore, conventional edge detection methods fail to handle depth images with low resolution. To cater depth images with low resolution, we propose a novel edge detection method with high accuracy and computational speed. The proposed method modifies the local binary pattern and selects an adaptive threshold to obtain a rough edge map. Then, it removes irrelevant edges to obtain the result. Experimental results show that the proposed method can rapidly acquire accurate depth edge maps and is applicable to depth images with low resolution. The proposed method is compared with and outperforms other renowned edge detection methods.
Introduction
An efficient edge detector is necessary to the extraction of object contours from depth edges. Edge detector is significant in various depth scenes [1] such as target recognition [2] , human posture recognition [3] , [4] , and robot navigation [5] - [7] . In contemporary applications, depth images can be acquired through the use of time-of-flight (TOF) cameras [8] , [9] , binocular cameras [10] , structured light cameras [11] and through light detection and ranging(LIDAR) [12] , [13] . However, images captured through these techniques often have low resolution mostly because of the limit in processing speed or bandwidth of the camera. For example, the resolution of Mesa Imaging's TOF camera (product model: SR4000) is 176 × 144, and the resolution of Microsoft's Kinect V1 is 320 × 240. Moreover, the resolution of a novel single photon-counting camera produced by Photon Force is only 32 × 32. Although the resolution of depth images can be enhanced using multiple methods [14] - [16] , they are usually impractical for real-time application given that the processing time is great. In addition, artifacts and blur produced by these methods [17] are problematic. So it's necessary to deal with low resolution images in some cases. Low resolution images are used in many practical applications such as target detection [18] , [19] , facial recognition [20] , pose estimation [21] , autonomous exploration [22] , and edge detection [23] . However, acquiring useful edge information from low resolution depth images is relatively challenging and lacks extensive study. Therefore, the current work focuses on developing an efficient edge detection method for depth images with low resolution.
Many edge detection methods have been proposed in the past. Most of these conventional methods use gradients in the image to detect edges. For example, Lejeune et al. proposed a rapid jump edge detection method for 3D cameras based on the principles of canny edge detector [24] . Similarly, Fu et al. applied canny edge detection algorithm to locate the sky area accurately [25] . However, these methods often have poor edge detection accuracy. An alternative scheme using aligned color images to detect edges in the depth image was also proposed. Schwarz et al. proposed to detect edges in a depth image and corresponding aligned color image and got a fine result [26] . This method was also adopted by Camplani et al. [27] . However, these methods are often noise-sensitive and may introduce false edges from color images. Recently, learningbased methods gained significant attention from the research community. For instance, Ferstl et al. proposed to learn a dictionary of edge priors from an external database of high and low resolution samples [28] . Similarly, Xie et al. proposed to learn the high resolution edge map from the edge map of the upsampled low resolution depth image [29] . Although these methods work effectively, they are often complex and require substantial processing time.
In summary, the existing edge detection methods are often accompanied by low accuracy and high processing time for depth images with low resolution. To counter these problems, an efficient edge detection method is proposed with high accuracy and computational speed for depth images with low and high resolutions. In the proposed method, the local binary pattern (LBP) is modified and an adaptive threshold is selected to obtain a rough edge map. Then, all irrelevant edges are removed to obtain the result. The proposed method is exhaustively tested for its performance by setting up several experiments.
Method
For the depth image, the pixel values that belong to the same plane change continuously, generally increasing or decreasing towards a specific direction. However, the depth values of pixels belonging to different planes change discontinuously and often show large changes. The discontinuities in an image are the edges. This characteristic of depth image indicates that the texture information can be used to detect edges. For this purpose, LBP operator is selected due to its low computational complexity and high sensitivity to details. The original LBP operator obtains a texture map from a depth image, as shown in Fig. 1 . Fig. 1(a) shows the depth image, and Fig. 1(b) shows the LBP texture map of Fig. 1(a) . These figures show that the LBP operator accurately detects and retains all edges. All irrelevant textures should be removed to obtain the final edge map accurately. So we modify and improve the performance of the original LBP operator for depth edge detection given that it cannot be used directly in depth edge detection. The basic idea of the proposed method is to adjust the contrast of depth image and obtain a rough edge map through the use of modified LBP operator. Finally, all irrelevant edges are removed. The method is discussed in detail as follows.
Adjusting the Contrast of Depth Image
Depth images often have insufficient contrast. Common methods for adjusting image contrast include linear transformation and nonlinear transformation. However, nonlinear transformation may strengthen the contrast of the background excessively, linear transformation is more suitable for processing depth images. A common linear transformation is expressed as follows:
where i is the original gray value of the depth image, G is the adjusted gray value, and low and high are two thresholds determined by the given depth image. The lower and upper bounds of the threshold imply that: pixels less than low threshold value accounts for 1% of the entire image and pixels more than high threshold value accounts for 1% of the entire image. The contrast of an image can be enhanced via these thresholds, as shown in 
Using Modified LBP Operator
The LBP operator was introduced by Ojala et al. [30] for texture classification. Given a center pixel in the 3 × 3 pattern, the LBP value is obtained by comparing its gray scale value with its neighborhoods [31] with the following formula:
where i c denotes the gray value of the center pixel (x, y), i p is the gray value of its neighbors, and p stands for the number of neighbors. We modify the LBP operator to use it in depth edge detection, that is, Depth LBP (DLBP). The DLBP is defined as follows:
where i max represents the maximum value of 3 × 3 pattern, and i aver is the average of the 3 × 3 pattern. i T is an adaptive threshold used to determine whether an edge exists between pixel i c and i p . If i max is much bigger than i aver in this pattern, then it can be decided that an edge may exist in this pattern if i p is also much bigger than i c . After using DLBP, a further judgment is required, as follows:
If the average value of the 3 × 3 pattern is sufficiently close to the center pixel, then this pattern is the same plane, and no edge exists in this pattern. Consequently, a rough edge map is obtained by calculating R(x, y) of every pixel.
Remove Isolated Edges
Although a rough depth edge map is obtained by the DLBP operator, some isolated edges remain in the depth image. We use a mask to remove these edges. In general, the removal of isolated edges is high when the width of the mask is small. However, if the mask has an extremely small width, then some large isolated edges are left. After several tests and comparison, the width of the mask is optimized to a value of 5, as shown in Fig. 3 . If none of the outermost pixels of the mask is an edge pixel, then the other pixels in the mask are set to zero. Similarly, if none of the second ring pixels of the mask is an edge pixel, then the center pixel is set to zero. In this approach, the isolated edges are removed, and the final depth edge image is obtained. 
Experimental Results
Several experiments are set to test the proposed method. First, depth images with low resolutions are tested using the proposed method and other existing renowned methods. For the evaluation of the performance, the F1 and time results are compared. Finally, the consistency of proposed method is discussed.
Edge Results on Depth Images With Low Resolutions
The proposed method is compared with the canny edge detector [32] and SE-MS method [33] . The canny edge detector is a powerful edge detection method and widely used in many applications. The SE-MS method proposed by Piotr Dollár et al. is capable of real-time frame rates while achieving state-of-the-art accuracy. The depth images in Figs. 4(a) to (c) are from Middleburry 2006 datasets [34] and 2014 datasets [35] . These depth images have high resolution. Then each depth image is downsampled to 1/2, 1/3, 1/4, and 1/5 for testing purposes.
The edge results are shown in Fig. 5 . Figs. 5(a) to (d) are four comparative results with four downsampling factors. The images of the first row in each figure are depth images with low resolution, whereas the images of the following rows are the edge detection results by SE-MS, Canny, and the proposed method. The proposed method performs better than other two methods under different resolutions. In the results of SE-MS, the loss of edge information is extremely high, and the details on the image can hardly be recognized. For example, in the scene "Aloe", the edges of the leaves and flowerpot are unclear and lack details. In the case of canny edge detector, many distorted edges are observed and some edges are lost. For example, in the scene "Pipes", the edges of many pipes are distorted and lost. On the contrary, the proposed method retains most edges and shows effective performance even under the downsampling factor of 1/5, as shown in Fig. 5 .
For fair comparison, linear transformation of contrast proposed in chapter 2.1 is also performed in SE-MS and Canny to prove the effectiveness of proposed method and results are shown in Fig. 6 . Compared with Fig. 5 , there are no significant difference in the results of Fig. 6 . As a result, the proposed method proves it has better performance than other two methods on depth images with low resolutions.
Comparison of F1 Results
F1 is used to quantitatively evaluate the proposed method. F1 is the harmonic mean of precision and recall traditionally, as follows
where precision is the number of accurate positive results divided by the number of all positive results, and recall is the number of accurate positive results divided by the number of positive results that should have been returned. F1 can be interpreted as a weighted average of precision and recall, and it is a synthetic indicator. Better edge result often has larger F1. The F1 results of the proposed method and other two edge detectors are shown in Fig. 7 . Evidently, the proposed method shows improved F1 results in most scenarios. For example, in the results of "Aloe", the F1 value of the proposed method is approximately 0.5 (for different downsampling factors), whereas, the results of the other two methods are smaller than 0.5. The other two scenes also have similar results. Furthermore, compared with the other two methods, the F1 of the proposed method has insignificant change with the decrease in resolution, thereby showing better reliability than the other methods. The main reason is that the proposed method is based on the LBP algorithm, which is sensitive to details of low resolution images, and the local adaptive threshold is self-adaptive over the entire image. Although SE-MS method and canny edge detector have acceptable performance on original images, they are poor in handling low resolution depth images. Therefore, the proposed method clearly surpasses the other two methods in terms of accuracy. 
Comparison of Computational Times
To further validate the effectiveness of the proposed method, we compare the computational times of different methods in Fig. 8 . The computational time is evaluated on the platform of Intel i3-2120 CPU with 8 GB memory. All algorithms are implemented on Matlab (version of r2015a) and all other conditions are exactly the same. Fig. 8 shows that all computational times are less than 110 ms. The proposed method requires a little more time than the Canny edge detector. However, given its detection accuracy, this difference is insignificant. Moreover, the proposed method is faster than SE-MS. The results show that the proposed method is potential for real-time applications.
Discussion on the Consistency of Proposed Method
To further test the proposed method, high resolution depth images are also used. As shown in Fig. 9 , all methods produce similar results given that depth edges are effectively detected by these methods. Moreover, the detected edges are clear and accurate. Furthermore, the results of the proposed method on depth images with high resolution are similar to those with low resolution, thereby confirming that the proposed method has a consistent performance on depth images with high and low resolutions.
Conclusions
A novel edge detection method applicable to depth images with low resolution is proposed. We modify the LBP, select an adaptive threshold to obtain a rough edge map, and further remove irrelevant edges to obtain the result. The F1 result of the proposed method is approximately 0.5, whereas the results of the other two methods (SE-MS and Canny) are smaller than 0.5. Furthermore, the computational time of the proposed method is less than 110 ms, making it suitable for real-time applications. Experimental results indicate that the proposed method is more effective than the traditional methods in detecting depth edges on depth images with low resolution. The advantages of this method include simplicity, rapid processing, and accuracy. It can be used for applications, such as image segmentation, target recognition, and resolution enhancement. Future work will involve performance evaluation for the proposed method in real-life depth scenes.
