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Density Operator Description of Atomic Ordered Spatial Modes in Cavity QED
Zhen Fang, Baoguo Yang, Xuzong Chen, and Xiaoji Zhou∗
School of Electronics Engineering & Computer Science, Peking University, Beijing 100871,China
We present a quantum Monte-Carlo simulation for a pumped atom in a strong coupling cavity
with dissipation, where two ordered spatial modes are formed for the atomic probability density,
with the peaks distributed either only in the odd sites or only in the even ones of the lattice formed
by the cavity field. A mixed state density operator model, which describes the coupling between
different atomic spatial modes and the corresponding cavity field components, is proposed, which
goes beyond the pure state interpretation. We develop a new decomposition treatment to derive
the atomic spatial modes as well as the cavity field statistics from the simulation results for the
steady state. With this treatment, we also investigate the dynamical process for the probabilities
of the atomic spatial modes in the adiabatic limit. According to the analysis of the fitting error
between the simulation results and the density operator model, the latter is a good description for
the system.
PACS numbers: 37.10.Jk, 42.50.Pq, 05.10.Ln
I. INTRODUCTION
Laser light has been widely used for manipulating
cold or ultracold atomic samples [1]. Such experiments
include the quantum phase transition from superfluid
phase to Mott insulator phase in optical lattices [2], free-
space or cavity-enhanced superradiant scattering of Bose-
Einstein condensates (BEC) [3–5], and collective atomic
recoil lasing (CARL) [4, 6, 7]. During the last decade,
strong light-matter coupling regime in cavity quantum
electrodynamics (cavity QED) becomes accessible, mak-
ing the cavity QED system an important platform for
studying the interaction between a quantized light field
and atomic samples [8]. In such a system the photons
make several round trips before they decay out of the
cavity, and the back-action of the atomic distribution
on the light field is important. Because of the fast re-
sponse and high sensitivity to optical fields, cavity QED
systems have been used as sensors at the quantum level
in many experiments, such as quantum nondemolition
measurement [9], atomic dynamics detection [10], atomic
quantum phase probing [11] and quantum optomechan-
ics [12, 13]. Some new phenomena, such as cavity cool-
ing [14, 15], atomic self-organization [16–19], and Dicke
model phase transition [20–22] also appear in cavity QED
systems.
When an atom is pumped by a far-detuned standing-
wave laser perpendicular to the cavity axis,two ordered
spatial modes are quickly formed, with the peaks of the
probability density distributed either only in the odd
sites or only in the even ones. These two modes scatter
photons with opposite phases, and the scattered photons
form an optical lattice potential in the cavity. With quan-
tum fluctuations and cavity field amplitude collapses the
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atomic spatial distribution may reordered into one of the
two modes or back into this symmetric composite mode,
which is known well as the atomic self-organization [16–
19, 23]. Although in most researches the decay through
the cavity mirror is considered, the state for the atom-
cavity system is still interpreted by a pure entangled state
given as |odd〉|α〉 + |even〉| − α〉, where |odd〉 and |even〉
are states of the atomic ordered modes, and |α〉 and |−α〉
are states of the cavity field [18, 23]. Indeed, for a short
time at the beginning, the effect of the cavity decay is
small, and the state of the system can be regarded as a
pure state. However, this transient state is far different
from the steady state of the system. After the evolution
over a long time, the dissipation process plays an impor-
tant role [24], and the system may no longer be a pure
state. Therefore, it is more reasonable by describing the
system with a mixed state density operator rather than
a pure state. Moreover, as mentioned in Ref. [23], there
should be a vacuum state component for the steady state,
and an atomic spatial mode, which we call “the residual
mode”, is together with this state component. Besides,
the quantitative study on the proportions of the atomic
modes is still missing. Furthermore, the time evolution
for the weights for these three modes, that is, the dy-
namical process for the growth of the ordered modes and
the decrease of the residual mode, has not been given
quantitatively, with the presence of the cavity decay. In
order to clarify these problems, the model we investi-
gated in this paper is slightly different from the ones by
other researchers [18, 23, 25, 26]. Here the atomic sample
is confined by, for example, an external magnetic trap,
instead of a strong optical lattice. The average photon
number in the cavity can be very low, and the quantum
fluctuations of the cavity field are notable. The tunneling
of the atom between neighboring lattice sites can be sig-
nificant, and the atomic spatial distribution is not so well
localized as has been investigated in many researches. In
this situation it is not valid to consider only the lowest
2vibrational energy band in the Wannier expansion of the
atomic wave function. Therefore, a Bose-Hubbard-type
Hamiltonian can no longer be implemented, and a fully
quantum mechanical model is required to describe such
a system. The steady state and dynamical properties are
described by corresponding density operators. Instead of
investigating the dynamics for atomic self-organization
(or the Dicke model phase transition), this model is ap-
propriate for studying the steady state properties and the
time evolution of the atomic spatial modes, which is the
main purpose of this paper.
This paper is organized as follows. In Section 2, we
present a fully quantum mechanical model in first quan-
tization form, which describes a coherently-pumped atom
(or a non-interacting BEC) strongly coupled to a weak
cavity field with dissipation through the cavity mirrors.
In Section 3, we first introduce the Monte-Carlo wave
function method, which is used to simulate the stochas-
tic evolution of the state vector of the system [24, 27, 28],
and from which we can derive the stationary and time-
dependent density operators to describe the steady state
and time evolution properties of the system. By analyz-
ing the atomic coherence and the cavity field properties
of the simulation results, we give a mixed state density
operator model describing the coupling between atomic
spatial modes and corresponding cavity field components.
Based on this model, we develop a mathematical treat-
ment to decompose the atomic modes from the simulated
density operator. According to the analysis of the fitting
accuracy, this model density operator is a good fitting
to the simulated results. In Section 4, by acting this
decomposition treatment on the time-dependent density
operator, we investigate the time evolution of the atomic
spatial modes, from which we show how the atomic or-
dered modes are formed with the establishment of the
cavity field. The conclusion is given in Section 5.
II. MODEL OF A TRANSVERSALLY-PUMPED
ATOM IN THE CAVITY
We start with a two-level atom with mass µ and transi-
tion frequency ωa strongly coupled to a single-mode cav-
ity field with frequency ωc. The upper and lower states
of the atom are represented as |e〉 and |g〉, respectively.
The coupling strength between the atom and the cavity
field is g. A plane standing-wave laser with frequency ωp
and pumping strength ηt, which is perpendicular to the
cavity axis, illuminates the atom directly. This scheme
is often referred to as the atomic or transverse pumping
(see Fig. 1). The wave numbers are K for the cavity field
and kp for the pumping field, and the atomic recoil fre-
quency by scattering a cavity photon is ωr = ~K
2/(2µ).
Using the rotating-wave and electric-dipole approxima-
tions, the Jaynes-Cummings Hamiltonian of the system
FIG. 1: (Color online) The atom pump scheme. A two-
level atom with transition frequency ωa is illuminated by a
standing-wave laser with frequency ωp directly in a strong
coupling cavity with resonance frequency ωc. The photons
can be scattered into the cavity by the atom and an optical
lattice can be formed. The strength of the pumping laser is
ηt. The cavity decay rate is 2κ and the coupling strength
between the atom and the cavity field is g. For simplicity, in
our calculation the cavity is approximated as a 1D box for
confining the cavity photons along its axial direction.
can be depicted in the frame rotating with ωp as
H = −~∆caˆ†aˆ+ pˆ
2
2µ
+ V (rˆ)− ~∆aσˆ+σˆ−
−i~gf(rˆ) (σˆ+aˆ− σˆ−aˆ†)− i~ηtζ(rˆ) (σˆ+ − σˆ−) ,(1)
where the terms on the right side describe free cavity
field, atomic kinetic energy, external trapping potential,
atomic excitation, coupling between the atom and the
cavity field, and pumping of the atom by the transverse
laser, respectively. ∆c = ωp − ωc and ∆a = ωp − ωa are
the cavity and atomic detunings from the frequency of
the pumping laser, respectively. f(rˆ) is the cavity mode
function and ζ(rˆ) is the pumping laser mode function. aˆ
and aˆ† are the annihilation and creation operators of the
cavity field. σˆ+ = |e〉〈g| and σˆ− = |g〉〈e| are the raising
and lowering operators of the atom. As it is difficult to
treat a 2D model numerically due to high dimensions of
the momentum space, we assume the potential V (rˆ) is
very tight in the y − z plane and very loose along x di-
rection(in our work it is treated as a constant potential
V0). Therefore, the atomic motion is in fact restricted
along the cavity axis (x direction), and our model is re-
duced to 1D. Such an assumption has been discussed in
researches about atomic self-organization [18, 23]. The
cavity in our model is regarded as a 1D box, which con-
fines the photons in the cavity along its axial direction.
The cavity field is taken to be a sinusoidal plane wave
f(rˆ) = f(xˆ) = sin (Kx). The mode function of the trans-
verse laser is approximated by ζ(rˆ) = cos (kpy). With 1D
assumption (where the atomic motion is confined along
y = 0), the mode function of the transverse laser equals
to 1.
In the case of far-off-resonance pumping, the large
atomic detuning leads to weak atomic excitation, and
the atomic spontaneous emission is negligible. However,
3the cavity loss with decay rate 2κ still needs to be con-
sidered in this model, which is the dominant dissipation
process for the system. From Eq. (1) we can write the
Heisenberg equations for σˆ− and aˆ with the dissipation
included
dσˆ−
dt
= i∆aσˆ− − (gf(xˆ)aˆ+ ηt), (2)
daˆ
dt
= (i∆c − κ) aˆ+ gf(xˆ)σ−. (3)
Due to low saturation, we can adiabatically eliminate
the atomic internal degrees of freedom, and the lowering
operator of the atom is then presented as
σˆ− ≈ gf(xˆ)aˆ+ ηt
i∆a
, (4)
with the raising operator σˆ+ = σˆ
†
−. We put these expres-
sions back into Eq. (1) to obtain the effective Hamiltonian
for this 1D model
Heff = −~∆caˆ†aˆ+ pˆ
2
2µ
+ ~U0 sin
2(Kxˆ)aˆ†aˆ
+~Ut sin(Kxˆ)
(
aˆ† + aˆ
)
. (5)
In the effective Hamiltonian the terms describing the ex-
ternal trapping potential V0 and the coupling between
the atom and the pumping laser ~η2t /∆a, which are both
constant terms, are neglected. U0 = g
2/∆a is the effec-
tive coupling strength between the atom and the cavity
field, and Ut = gηt/∆a is the effective pumping strength
of the cavity field by atomic scattering.
Finally, we can write the master equation for the sys-
tem
ρ˙ =
1
i~
[Heff , ρ] + Lρ. (6)
Here ρ is the density operator of the system. The Liou-
villean term can be depicted as
Lρ = 2κaˆρaˆ† − κ[aˆ†aˆ, ρ]+ = JˆcρJˆ†c −
1
2
[Jˆ†c Jˆc, ρ]+, (7)
with the effect of cavity loss described by the jump op-
erator Jˆc =
√
2κaˆ.
III. MIXED STATE DENSITY OPERATOR OF
THE ATOM-CAVITY SYSTEM
A. Quantum Monte-Carlo wave function simulation
In our model, the state of the atom is given in the ba-
sis {|k〉}, where |k〉 denotes the kth atomic momentum
state with a momenta p = ~kK. The state of the cav-
ity field is expressed in Fock basis {|n〉}, with |n〉 the
number state of n photons. Since the minimal change of
the atomic momentum is ±K by absorbing or emitting
a cavity photon, it is physically reasonable to divide the
momentum space with a step K. The state vector of the
system is then given by |ψ(t)〉 = ∑k,n Ck,n(t)|k, n〉. Be-
cause of the atomic momentum diffusion in the periodic
potential, we need a very large dimension for describing
the atomic momentum space, which is taken to be 26
from −32~K to 32~K in our simulation. The Fock ba-
sis of the cavity field state is truncated up to the 10th
state, which is reasonable as long as the average photon
number in the cavity is very small. Initially, the cavity
field is in the vacuum state, and the atom is in the zero-
momentum state. If we neglect all kinds of fluctuations
that might exist in real experimental circumstance, the
system has a spatial period Kx = 2π, and the atomic
initial state has translational symmetry. Therefore, the
state vector of the system also has a period of 2π, and
we can consider a model which consists of only two lat-
tice sites with periodic boundary conditions. This is the
simplest system that can reveal the physics during the
formation of the atomic ordered spatial modes.
In order to investigate the time evolution of the sys-
tem presented in the previous section, we need to solve
the master equation (6) and get the time dependence for
each matrix element ρk,n;k′,n′(t). Unfortunately, as the
dimension of the Hibert space for the state vector is very
large, it requires great effort for this numerical computa-
tion (in our simulation we need to solve 409600 differen-
tial equations). For reducing the numerical difficulty, we
use the Monte-Carlo wave function (MCWF) method to
simulate the stochastic time evolution of the state vector
|ψ(t)〉 [27, 28]. During a time step δt, the probability
for the cavity decay is Pc = 2κ〈aˆ†aˆ〉δt, where δt has to
be chosen to satisfy Pc ≪ 1 to ensure the validity of the
MCWF method. A random number ǫ between 0 and 1
is generated to justify whether a cavity decay event hap-
pens. If ǫ > Pc, no photon decays out of the cavity. The
state vector evolves according to the Schro¨dinger equa-
tion governed by the non-Hermitian Hamiltonian
HnH = Heff − i
2
Jˆ†c Jˆc, (8)
and after a time step δt, the state vector has the form
|ψ(t+ δt)〉 = 1√
1− Pc
(
1− i δt
~
HnH
)
|ψ(t)〉. (9)
On the contrary, if ǫ < Pc, the state vector is
|ψ(t+ δt)〉 =
√
δt√
Pc
Jˆc|ψ(t)〉. (10)
It has been proved that the density operator ρ(t) de-
rived by averaging |ψ(t)〉〈ψ(t)| over several stochastic
trajectories of |ψ(t)〉 evolves according to the standard
master equation [27]. According to the ergodic hypoth-
esis, the steady-state property of the system can be ex-
pressed by running only one trajectory |ψ(t)〉 for a long
time T and calculating the steady-state density operator
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FIG. 2: (Color online) (a) Atomic probability distribution in
coordinate space for the steady state. The solid sinusoidal
curve shows the spatial distribution of the lattice. (b) The
common logarithm of the atomic spatial correlation function
χ(x) for steady state. All results are calculated from the
steady state density operator. The dash-dotted, dashed and
solid curves correspond to Ut = −22ωr, −38ωr and −49ωr,
respectively. Other parameters are: κ = 31.25ωr , ∆c = U0 =
−390ωr.
ρss = (1/T )
∫ T
Trel
dt |ψ(t)〉 〈ψ(t)| [15, 24]. Here the influ-
ence of the initial transients is neglected, as T is very
large compared with Trel. In our simulation we choose
κT = 25000, which is much larger than κTrel ≈ 20.
The dynamical process of the system can be expressed
by running several (N = 200 in our simulation) trajec-
tories |ψi(t)〉 and calculating the time-dependent density
operator ρ(t) = (1/N)
∑N
i=1 |ψi(t)〉 〈ψi(t)|.
B. Model density operator describing the mixed
state
Based on the results of MCWF simulation, we will
present a model density operator, which can giver a bet-
ter interpretation for the steady state of the system com-
pared to the pure state description. With this model, we
are able to decompose the steady state density operator
and get the density matrix for each atomic ordered mode
with corresponding cavity field component.
The last term of the effective Hamiltonian (5), which
describes the scattering process, is the key point in the
formation of the atomic ordered modes. The sinusoidal
expression of the atomic spatial coordinate in this term
indicates that the scattering process strongly depends on
the atomic spatial distribution. For a symmetric atomic
distribution in the odd and even sites, where the atom
scatters photons with opposite phases, the resulting cav-
ity field has a zero amplitude. This is consistent with our
simulation results. We can verify this argument from the
Hersenberg equation (3) of aˆ. Assuming that the cav-
ity field adiabatically follows the atomic dynamics, the
cavity field operator and photon number operator can be
expressed by the atomic coordinate operator
aˆ =
iUt sin(Kxˆ)
i
[
∆c − U0 sin2(Kxˆ)
]− κ, (11)
aˆ†aˆ =
U2t sin
2(Kxˆ)[
∆c − U0 sin2(Kxˆ)
]2
+ κ2
. (12)
From the expressions above we can see that aˆ and aˆ†aˆ
are odd and even functions of xˆ, respectively. Therefore,
the mean value of the cavity field operator 〈aˆ〉, which
is given by its integration over a period of the atomic
spatial wave function, is zero for a symmetric initial state,
while the average photon number
〈
aˆ†aˆ
〉
is not. In an
adiabatical limit the cavity field should be composed by
coherent state components, and thus we can write these
components as |α〉, | − α〉 and |0〉 [18, 23].
On the other hand, the atom can be recoiled with oppo-
site phases by scattering a photon of the state |α〉 or |−α〉.
The scattered field in the cavity provides an effective po-
tential for the atom, which is composed by two parts:
one is the dipole trap described by the sin2(Kxˆ) term (as
shown by the sinusoidal curve in Fig. 2a), and the other
is due to the scattering force described by the sin(Kxˆ)
term. The field component with amplitude α (−α) deep-
ens the potential for, for example, the odd (even) sites,
and raises the barriers for the even (odd) ones. There-
fore, the atomic probability density forms two spatial
modes, which are referred to as the odd mode and the
even mode. We can define the correlation function as
χ(x) =
∫
d(Kξ)|ρat(ξ, ξ+x)| to describe the atomic spa-
tial correlation property with distance x, with ρat(x1, x2)
the reduced density matrix describing the atomic mo-
tion [15]. The atomic spatial coherence can be obtained
experimentally by detecting the cavity field intensity
through the photons decay out of the cavity [9, 29]. From
Fig. 2b we can see that, for the steady state, the coher-
ence between neighboring sites is destroyed(χ(π) ≪ 1),
while the coherence between next-nearest-neighbor sites
preserved. Therefore, the atomic density operator can be
written as ρat = |odd〉〈odd|+ |even〉〈even|.
According to the analysis above, we can see that the
scattering process changes the period of the atomic spa-
tial distribution from λ/2 to λ, with λ = 2π/K the wave-
length of the cavity field, and the atomic spatial coher-
ence between neighboring sites is destroyed. This means
that, two independent atomic spatial modes, coupling
with two opposite coherent state components of the cav-
ity field, respectively, are formed when the system gets
into the steady state, which is shown in Fig. 3. The
peaks of atomic spatial distribution centered at the odd
sites form a matter-wave grating, which is referred to as
the atomic odd spatial mode below (see Fig. 3a), and a
coherent state component with amplitude α is coupled to
the odd spatial mode. The peaks centered at even sites
form the atomic even spatial mode, (see Fig. 3b), which
is coupled to a coherent state component with amplitude
−α. The density operator of the system can be described
5FIG. 3: (Color online) Schematic diagram of the atomic odd
(a) and even modes (b), which are generated by scattering
photons of the state component |α〉 and |−α〉, respectively. (c)
shows the real quantum state composed of both the odd and
the even modes. These two separated atomic modes scatter
photons from pumping laser into the cavity and form two
coherent state components with opposite phases.
as
ρfit = ǫρ
(O)
at ⊗ |α〉〈α| + ǫρ(E)at ⊗ | − α〉〈−α|
+(1− 2ǫ)ρ(R)at ⊗ |0〉〈0|. (13)
Here ρ
(O)
at (ρ
(E)
at ) describes the atomic density matrix of
the odd (even) mode and |α〉〈α| (|α〉〈−α|) the field com-
ponent scattered by the odd (even) mode. ρ
(R)
at is the
residual mode, coupled to the vacuum field |0〉〈0|. This
residual mode comes from the quantum property of the
atom. Since the cavity field is weak, the atom is not well
localized at any site, and there is still probability to find
the atom at nodes of the cavity field. ǫ is the weight
factor for the odd and even modes.
C. Decomposition of atomic spatial modes and
cavity field states
We use the model described by Eq. (13) to fit the
steady-state density matrix ρss from the Monte-Carlo
simulation. First, we need to determine the amplitude
of the two coherent state components α (or −α) and
the weight factor ǫ, which can be calculated simply by
accessing the information of the cavity field. The re-
duced density operator for the cavity field is given by
ρcav(n1, n2) = 〈n1| (
∑
k〈k|ρss|k〉) |n2〉, and from Eq. (13)
we easily get
ρcav fit = ǫ |α〉 〈α|+ ǫ |−α〉 〈−α|+ (1− 2ǫ) |0〉 〈0| . (14)
By using Eq. (14) to fit ρcav, we have
〈
aˆ2
〉
= 2ǫα2,
〈
aˆ4
〉
=
2ǫα4,
〈
aˆ†aˆ
〉
= 2ǫ |α|2. Thus, ±α are equal to the
square roots of
〈
aˆ4
〉
/
〈
aˆ2
〉
, and the weight factor ǫ =〈
aˆ†aˆ
〉
/
(
2 |α|2
)
. The fitting error can be measured by
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FIG. 4: (Color online) (a) and (b) show the photon number
distribution from the Monte-Carlo simulation (bars) and the
fit of the model described by Eq. (14) (crosses). The effective
pumping strength Ut equals to −22ωr for (a) and −49ωr for
(b). The error measured by Tr(|ρcav fit − ρcav|) is 0.13% for
(a) and 7.78% for (b). (c) Fitted odd mode ρ
(O)
at (dashed
line), even mode ρ
(E)
at (dash-dotted line) and residual mode
ρ
(R)
at (solid line) of the atomic spatial distribution for steady
state with Ut = −38ωr. The solid sinusoidal curve shows
the dipole trap potential in the cavity. (d) The probability
of the residual mode (blue solid line) and the odd or even
mode (red dashed line) for different Ut. With the increasing
of the pumping strength, the probability for the odd and even
modes increases while that for the residual mode decreases.
Other parameters are: κ = 31.25ωr , ∆c = U0 = −390ωr.
Tr(|ρcav fit − ρcav|). Fig. 4a - 4b shows the fitting results
for the cavity photon statistics. With the increasing of
the pumping strength, the average photon number in the
cavity grows, and the fitting error becomes larger, which
is due to the limited cutoff of the Fock basis for the cav-
ity field. Nevertheless, as we can see in the figures, the
fitted results (crosses) coincide well with the simulation
results (bars) for different Ut.
By applying the operators aˆ and aˆ2 on both sides of
Eq. (13), and assuming that Eq. (13) exactly describes
the real density operator of the system ρss, the three parts
in Eq. (13) can be derived to be
ǫρ
(O)
at |α〉 〈α| =
1
2α2
[
aˆ2ρss + αaˆρss
]
, (15)
ǫρ
(E)
at |−α〉 〈−α| =
1
2α2
[
aˆ2ρss − αaˆρss
]
, (16)
(1− 2ǫ)ρ(R)at |0〉 〈0| = ρss −
1
α2
aˆ2ρss. (17)
By calculating the reduced density matrix for the atomic
motion, ρ
(O)
at , ρ
(E)
at and ρ
(R)
at can be got. The fitted steady
state spatial distribution for different atomic modes is
plotted in Fig. 4c. We can see clearly the spatial distri-
bution of the three atomic spatial modes. The residual
mode is approximately uniform except for fluctuations
6due to the treatment error. This error follows the fact
that in our treatment the | ± α〉 states are not indepen-
dent with the vacuum state and there can be a small
dip in the residual mode’s density at the position of the
peaks of the odd and even modes. The small peaks in the
center of the dips of the residual mode may imply the ex-
istence of some higher-order modes. This residual mode
implies that for a quantum particle, there is still certain
probability to find it at the nodes. The weight factor
ǫ describes how much of the atomic probability density
has entered the ordered modes. Fig. 4d shows the depen-
dence of the weights of the residual mode (blue solid line)
and the ordered mode (red dashed line) on the pumping
strength for the steady state results. We can see that
with the increasing of the pumping strength, the proba-
bility for the residual mode becomes smaller, while that
for the odd and even mode gets larger.
IV. DYNAMICS OF THE CAVITY FIELD AND
ATOMIC SPATIAL MODES
A. Dynamics of entanglement and cavity field
properties
In many-body physics an important goal is to re-
veal the connection between the entanglement and the
quantum phase transitions. In previous work Ritsch
et al has shown that the atom-field entanglement plays
a crucial role during the process of self-organization.
Here we investigate the entanglement of our fully quan-
tum mechanical model and compare it with their results
from a Bose-Hubbard-type model [18]. For convenience,
we use a non-interacting BEC model to describe the
physics. When illuminated by a transverse laser, the
atoms scatter photons into the cavity. The state vec-
tor of the system immediately evolves into a superposi-
tion of two coherent states with opposite phases entan-
gled to two ordered atomic states, respectively, that is,
|ψ〉 = |odd〉|α〉 + |even〉| − α〉 [18]. The entanglement
can be measured by the negativity = |∑i λi| , λi < 0
with λi the negative eigenvalue of the partial transposed
density operator 〈n1, k1| ρPT |n2, k2〉 ≡ 〈n1, k2| ρ |n2, k1〉.
Due to the cavity loss, the entanglement decays fast and
the density matrix evolves into a mixed one as described
by Eq. (13), as shown in Fig. 5a. The evolution of the
cavity field can be described by the statistical distribu-
tion of the photons, which can be reflected by the Mandel
Q factor defined asQ =
(
∆
(
aˆ†aˆ
)− 〈aˆ†aˆ〉) / 〈aˆ†aˆ〉. From
Fig. 5b we can see that the Q factor follows the evolution
of the negativity, revealing the mutual influence between
the atomic distribution and the cavity field. Finally, a
stable optical lattice is established in the cavity consist-
ing of two opposite coherent state components, and two
ordered spatial modes of the atoms are formed, as shown
in Fig. 3. The time evolution of negativity shows coinci-
dence with the results from a Bose-Hubbard model [18].
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FIG. 5: (Color online) Time evolution (dashed line) and
steady-state value (solid line) of negativity (a) and Man-
del Q factor (b) of the system. Parameters: κ = 31.25ωr ,
∆c = U0 = −390ωr and Ut = −49ωr.
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FIG. 6: (Color online) Time evolution of different atom
modes. The figures (a)-(c) corresponds to the time κt=2.5, 5
and 50. The red dashed line corresponds to the odd mode ρ
(a)
O ,
the black dot-dashed line to even mode ρ
(a)
E , and the blue solid
line the resident distribution ρ
(a)
R . Parameters: κ = 31.25ωr,
∆c = U0 = −390ωr, Ut = −49ωr. The solid sinusoidal curve
in figure (a) shows the potential. (d) The time evolution of the
probability of the homogeneous component (blue solid line)
and the odd or even mode component (red dashed line) for
Ut = −49ωr. We can see clearly that the odd and even mode
arise from the uniform distribution.
B. Dynamical process for the formation of atomic
ordered modes
From Fig. 5a we can see that, since about κt = 2 the
negativity decays smoothly and tends to its steady state
value. As the cavity field adiabatically follows the atomic
motion with our parameters, it is possible to use the
method described in the previous section to deal for the
steady state to deal with the time-dependent density ma-
trix, assuming that the cavity field adiabatically follows
the atomic dynamics. Fig. 6 shows the time evolution of
the three atomic spatial modes. We can see clearly that
the atomic odd and even modes are established gradually
by consuming the residual mode.
7V. CONCLUSION
In conclusion, considering the dissipation due to the
cavity loss, we present a mixed state density operator
model for the steady state of the system, which describes
the atomic odd, even and residual spatial modes with cav-
ity field states of amplitudes α, −α and 0, respectively.
We use a decomposition treatment to get the spatial dis-
tribution of the atomic modes individually. According to
the estimation of fitting error between the density oper-
ator and the simulation results, we find that this density
operator is a good description of the system. By imple-
menting this decomposition on the time-dependent sim-
ulation results, we show the dynamical process for the
formation of the odd and even modes by consuming the
residual mode. The mixed state density operator can be
extended into a two dimensional model, and the atomic
ordered spatial modes become the well-known “checker-
board patterns”, which can be directly compared with
experimental results. Besides, the model and the de-
composition treatment can also be applied to the Bose-
Hubbard-type model with an additional classical optical
lattice potential in the Mott insulator regime, and the
atomic modes may be quite different due to the presence
of interatomic interaction. With quantum fluctuations
and cavity field amplitude collapses, the atomic ordered
modes can be self-organized to almost one of them, whose
spatial or momentum distribution can be observed by in-
situ imaging or time-of-flight (TOF) imaging technique.
By inspecting the photons which decay out of the cav-
ity, we can detect the field amplitude through homodyne
detection, or the photon statistics with a single-photon-
counting module (SPCM).
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