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Abstract
Ubiquitous computing, which is the innovative technological era, continues to
invade human existence as they willingly incorporate new devices into their
everyday lives. This willingness creates an acceptance for computer scientists
to decode people’s tactic behavior when interacting with peers. Doing this will
help better merge technologies with everyday life. If there is tactic behavior
through a series of gestures and distances between people this is also reflected
by their gaze. Therefore, eyes play a fundamental role in human behavior and
are necessary to be used as a modality in ubiquitous systems. The purpose
of this work is to improve the understanding of human gaze, how technology
can analyze it and better integrate it into a proxemic ubiquitous system: an
interactive panel in a public place.
Re´sume´
L’informatique ubiquitaire, la nouvelle e`re technologique, envahit petit a` petit le
quotidien des hommes. Ceux-ci inte`grent volontiers de nouveaux dispositifs dans
leur vie de tous les jours jusqu’a` parfois meˆme conside´rer la technologie comme
son e´gal. Il n’est pas alors insense´ de permettre a` l’informatique de de´coder le
langage tacite de l’homme dans ses interactions avec ses semblables afin que la
technologie se fonde de plus en plus dans ce quotidien. Et si ce comportement
tacite passe par toute une se´rie de gestes et de distances entre les personnes, il
se traduit aussi et principalement par le regard. Les yeux jouent donc un roˆle
fondamental dans le comportement humain et il est donc ne´cessaire de l’inte´grer
comme modalite´ dans un syste`me dit ubiquitaire. L’objectif de ce travail a pour
but de mieux comprendre le regard de l’homme et son analyse par la technologie
ainsi que de permettre une meilleure inte´gration de ces donne´es dans un syste`me
ubiquitaire proxe´mique : un panneau interactif dans un lieu public.
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Chapitre 1
Introduction
Un monde totalement informatise´, ou` la te´le´vision s’allumerait a` peine entre´
dans la pie`ce pour se brancher sur la chaine favorite de son utilisateur ; ou`,
lorsqu’il souhaite changer de chaine, il n’aurait plus qu’a` balayer l’espace d’un
mouvement de la main ; ou` le son se couperait lorsque ce dernier rec¸oit un appel
te´le´phonique. Dans ce meˆme monde, l’homme pourrait controˆler les panneaux
publicitaires d’un regard, avoir l’horaire de sa se´ance de cine´ma en balayant
l’e´cran des yeux ou encore pourrait zoomer sur un plan e´lectronique du centre
commercial sans avoir a` aller appuyer sur un bouton. Et tout cela s’effectue-
rait sans que l’homme ait meˆme conscience que l’informatique se cache derrie`re.
Toutes ces taˆches s’inte´greraient a` son quotidien de fac¸on a` ce qu’il utilise cha-
cun de ces objets informatiques sans plus se poser de question. Ne serait-ce pas
quelque peu magique ?
Si cette vision semble totalement futuriste, c’est cependant ce vers quoi
tend le futur. Et rien de magique ne se cache derrie`re tout cela, c’est simple-
ment le re´sultat de la combinaison de principes sociologiques (les interactions
proxe´miques) avec la technologie embarque´e pousse´e a` l’extreˆme (l’informatique
ubiquitaire).
Les sujets de l’informatique ubiquitaire, tre`s en vogue ces dernie`res anne´es,
ont de´ja` fait l’objet de nombreuses recherches, et, bien qu’actuellement aucun
objet ne masque comple`tement l’inte´gration de la technologie, certains concepts
plongent tout de meˆme l’humain au cœur de certains films de science-fiction.
Cependant, il a plus rarement e´te´ couple´ aux interactions proxe´miques afin d’in-
clure la technologie au meˆme stade que l’homme et de ramener leurs interactions
sur un pied d’e´galite´.
Bien que le croisement de ces deux concepts pourrait certainement faire
avancer l’e`re technologique actuelle, il est difficile d’imaginer l’homme commen-
cer a` interagir avec les objets technologiques comme s’ils e´taient un de leurs
semblables, surtout dans des lieux publics. Alors, plus discre`tement, serait-ce
une option envisageable de coupler le regard avec ces syste`mes ubiquitaires
proxe´miques ?
Le but de ce travail est alors de se pencher sur les challenges que pre´sentent
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la re´alisation d’un panneau interactif place´ dans un lieu public avec lequel les
passants seraient capables d’interagir via le regard, sans meˆme une formation
ou une explication donne´e par un professionnel. Un tel e´nonce´ pre´sentant des
besoins aussi particuliers permettait d’ouvrir la porte sur une multitude de ques-
tions.
Il sera donc envisage´ en quoi et comment le regard peut eˆtre une modalite´
dans une informatique ubiquitaire couple´e aux interactions proxe´miques, ou` en
sont les avance´es dans le domaine actuel, quelles sont les difficulte´s auxquelles
les chercheurs vont eˆtre confronte´s afin de re´soudre un tel challenge.
De plus, une seconde question sera pose´e : en quoi la situation awareness
(la conscience de la situation), un concept fort pre´sent dans les e´tudes d’utilisa-
teurs mais rarement employe´ pour les ressources qu’il met en œuvre lui meˆme,
pourrait pre´senter un avantage dans le cadre de l’inte´gration du regard dans ces
syste`mes informatiques plus que pousse´s.
Pour tenter de re´pondre a` ces questions, plusieurs travaux ont e´te´ re´alise´s :
le premier dans le cadre d’un stage re´alise´ a` l’Universite´ du Texas de Austin,
dans la section de l’e´cole d’Information, combinant eye tracking et situation
awareness et permettant la maitrise de ces deux premiers concepts, et le second
re´alise´ en vue de l’e´criture de ce travail et tentant de lier la partie de´ja` re´alise´e
avec l’interaction proxe´mique et l’informatique ubiquitaire.
Ce travail tentera de re´pondre aux questions pose´es en pre´sentant alors la
structure suivante : tout d’abord un e´tat de l’art complet de´finira successivement
l’eye tracking, en expliquant d’abord le fonctionnement biologique et psycholo-
gique du regard humain avant de pre´senter les dispositifs de tracking disponibles
actuellement. Une fois cette technologie comprise, une explication de´taille´e de
la situation awareness sera apporte´e afin de comprendre ce dont il s’agit, ainsi
que les diffe´rentes manie`res de la calculer. L’e´tat de l’art se terminera enfin en
pre´sentant ce phe´nome`ne psychologique appele´ interactions proxe´miques ainsi
que le concept d’informatique ubiquitaire avant de lier toutes ces parties en-
semble pour montrer les particularite´s the´oriques d’un tel projet. Ensuite, la
partie de re´alisation sera aborde´e afin de pre´senter les diffe´rents travaux re´alise´s
dans le cadre de cet e´crit. Enfin, avant de conclure, une partie permettant a` de
futures recherches d’eˆtre entame´es sera aborde´e afin de pre´senter les challenges
qui ont ou non e´te´ re´solus lors de ce travail.
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Chapitre 2
E´tat de l’art
Cette partie permettra de poser et d’e´tablir des connaissances the´oriques de
la matie`re avant de pouvoir aborder le coˆte´ pratique de ce travail. Diffe´rentes
notions y sont de´crites afin que le lecteur ait en main toutes les donne´es ne´ces-
saires a` la bonne compre´hension de la suite de ce travail.
De ce fait, le premier e´le´ment qui sera aborde´ sera la compre´hension de l’eye
tracking et du regard de l’homme en ge´ne´ral. Ensuite, les mesures d’attention
seront aborde´es en focalisant plus particulie`rement sur celles qui ont e´te´ em-
ploye´es dans le cadre du stage re´alise´ a` l’Universite´ du Texas, a` Austin. Enfin,
la question des interactions proxe´miques sera e´voque´e, d’abord de fac¸on plus
ge´ne´rale avant d’y incorporer les notions d’informatique ubiquitaire et d’eye
tracking.
2.1 Eye tracking
L’homme est comme un animal en queˆte de nourriture : il est  infom-
nivore1 . Il de´sire trouver des informations rapidement et ne souhaite pas
de´ployer trop d’efforts sous peine d’abandonner une piste qui ne lui fournira
pas assez rapidement la sensation qu’il se rapproche de son but[10]. C’est pour-
quoi les e´tudes d’utilisabilite´ (UX) deviennent une tendance incontournable a`
l’e`re actuelle. Le fournisseur de contenu souhaite offrir a` l’utilisateur ce qu’il
de´sire afin de le fide´liser.
Cette queˆte d’information s’effectue principalement par le regard, qui va
fournir a` l’utilisateur un premier point d’entre´e face au dispositif parcouru,
comme un site internet, par exemple. Or, le mouvement de l’œil est un mou-
vement qui n’est ni facilement controˆlable, ni facilement observable[3]. Par-
fois conscient, parfois inconscient, il offre aux e´tudes d’UX, notamment, une
meilleure compre´hension du comportement et des pense´es de l’utilisateur. C’est
pourquoi il est inte´ressant d’e´tudier le fonctionnement d’un eye tracker et les
informations qu’il fournit.
1Qui consomme des informations.
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Le proce´de´ de traquage de l’œil est un proce´de´ d’identification qui permet
de recenser ou` une personne regarde et comment elle regarde cet endroit. Ce
processus sera explique´ plus en de´tails un peu plus loin dans ce chapitre. Cepen-
dant, il est important de faire le point sur quelques notions basiques concernant
l’œil avant de continuer. Ensuite seront explique´s le fonctionnement d’un eye
tracker et son utilite´. Enfin, une description des diffe´rents proce´de´s de tracking
seront aborde´s.
2.1.1 L’œil et le regard
Avant de plus entrer dans les de´tails concernant l’eye tracking, il est im-
portant de comprendre pourquoi l’œil bouge ainsi que son fonctionnement. En
effet, nous ne pouvons e´tudier leur mouvement que parce que les yeux ne res-
tent pas fixes. Or, quelle en est la raison ? Il est donc impe´ratif de comprendre le
fonctionnement biologique du regard pour pouvoir le traquer de fac¸on efficace.
Le mouvement de l’œil
Pour des raisons de survie, l’œil humain posse`de une vision pe´riphe´rique
e´norme (90◦ sur le plan vertical et 90◦ par œil sur le plan horizontal), comme
il est possible de le voir dans la Figure 2.1. Cependant, si tout ce que l’homme
voyait dans ce champ de vision e´tait net, son cerveau serait surcharge´ d’infor-
mations plus ou moins utiles. De`s lors, seul un foyer d’approximativement 2◦
est parfaitement net (vision fove´ale) ; de 2 a` 5◦ un premier flou commence a` re-
couvrir les de´tails (vision parafove´ale) ; et au-dela` des 5◦ tout est comple`tement
floute´ (vision pe´riphe´rique)[3]. Ce flou progressif est illustre´ a` la Figure 2.2.
Pourtant, il n’y a pas besoin de faire l’exercice pour se rendre compte que,
lorsque l’homme regarde devant lui, il est tre`s rare que la majorite´ des e´le´ments
qu’il voit soient flous tandis que seule une infime ouverture lui semble nette.
C’est graˆce au mouvement des yeux. En effet, l’œil humain saute d’emplace-
ments en emplacements jusqu’a` plusieurs fois par secondes. Ces mouvements
sont appele´s des saccades oculaires et durent ge´ne´ralement moins de 50ms. Lors
d’arreˆts temporaires, appele´s fixations oculaires, le cerveau va profiter pour ex-
traire les informations nettes de la vision.
Ainsi, l’œil bouge afin de re´colter une multitude de petites images nettes qui
seront assemble´es par le cerveau telles des pie`ces de puzzle afin de laisser croire
a` l’homme qu’il voit tout de fac¸on nette.
L’attrait du regard
Pre´ce´demment, il a e´te´ e´tabli que l’œil bougeait afin de fournir une image
nette et pre´cise des alentours. Cependant, tous les hommes ne regardent pas les
meˆmes choses dans le meˆme ordre ou en leur accordant la meˆme importance.
C’est la` que se trouve alors tout l’inte´reˆt du traquage de l’œil.
En effet, le comportement visuel est influence´ par ce qui attire subitement
l’homme (base´ sur des stimuli, des objets qui contrastent) mais aussi par l’in-
tention volontaire de regarder quelque chose (base´ sur la connaissance et les
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Figure 2.1: Angle de vision permis par les yeux[3].
Figure 2.2: La vision fove´ale de 2◦.[3].
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attentes). De`s lors, deux personnes regardant la meˆme sce`ne ne verront pas les
e´le´ments dans le meˆme ordre, voire ne verront pas du tout certains e´le´ments qui
ont pu en interpeler d’autres.
Puisque le regard et l’attention sont lie´s, il est facile de comprendre l’utilite´
de traquer le regard des utilisateurs lors de certaines recherches. Capturer ou`
leur regard se pose et comment il bouge permet de savoir ou` et comment leur
attention est re´partie et, de`s lors, de nombreuses actions peuvent eˆtre mene´es
afin d’amener les utilisateurs a` pre´fe´rer un moyen d’obtenir des informations a`
un autre, tel qu’il le sera explique´ par la suite.
2.1.2 Les eye trackers
Maintenant que ce point biologique a e´te´ pose´ et que le fonctionnement de
l’œil a e´te´ compris, le cœur de ce travail peut eˆtre aborde´ : le fonctionnement
des eye trackers.
Comme explique´ ci-avant, l’eye tracking consiste en l’identification de l’en-
droit et de la fac¸on dont une personne regarde. De ce fait, le tracker va mesurer
les caracte´ristiques lie´es au regard (localisation, temps passe´ a` fixer certains
points, mouvements des yeux) comme celles de l’œil en lui-meˆme (taille de la
pupille)[3].
Qu’est-ce qu’un eye tracker ?
Il faut savoir qu’un eye tracker, en tant que dispositif spe´cifique2, est un
objet capable d’enregistrer le mouvement des yeux d’une personne. Son fonc-
tionnement est assez simple : le dispositif est muni de lumie`res infra-rouges qui
se refle`tent alors sur le visage de l’utilisateur. Le choix de l’infra-rouge n’est
pas anodin puisqu’il est non visible par l’homme, ce qui ne le de´concentrera
pas de sa taˆche, et peu dangereux pour l’œil, a` condition de n’y eˆtre expose´
qu’a` faibles doses. A` l’aide d’une came´ra sensible a` cette fre´quence, l’appareil va
pouvoir capturer la re´flexion re´tinienne (re´flexion des canaux sanguins afin de
capter le centre de la pupille, voir Figure 2.3) et la re´flexion corne´enne (l’espe`ce
de point blanc pre´sent sur l’œil)[3].
Quand l’appareil posse`de ces deux donne´es, il n’a plus qu’a` les soustraire
l’une a` l’autre pour obtenir le ratio entre les deux. C’est lorsque ce ratio change
qu’il est alors possible de savoir que le regard n’est plus au meˆme emplacement
et de calculer quel est le nouveau point que l’utilisateur regarde. Quelques parti-
cularite´s sont tout de meˆme a` relever : lorsque l’œil bouge, la re´flexion corne´enne
reste au meˆme endroit alors que la pupille change clairement de position (voir
Figure 2.4), tandis que lorsque la teˆte de l’utilisateur se de´place alors qu’il fixe
toujours le meˆme endroit, le ratio entre les deux ne change plus (voir Figure
2.5)[3].
Afin de pouvoir obtenir ces deux donne´es et de les associer a` quelques points
initiaux, ce qui permet de fixer une base aux calculs du tracker, une calibration
2Comme il le sera explique´ un peu plus loin, une webcam peut servir d’eye tracker. Cepen-
dant, son fonctionnement n’est pas du tout similaire a` celui de´crit ici.
13
Figure 2.3: Sche´ma d’un œil[3].
Figure 2.4: La re´flexion corne´enne ne change pas quand l’œil bouge[3].
Figure 2.5: Le ratio entre les re´flexions reste identique quand la teˆte bouge[3].
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doit eˆtre effectue´e. Les eye trackers modernes sont de´sormais tous capables d’ef-
fectuer la taˆche en quelques secondes[24]. La calibration consiste a` demander a`
l’utilisateur de regarder des points pre´de´finis, par exemple (voir Figure 2.6). De
la sorte, le tracker peut associer les re´flexions de´tecte´es a` une position connue.
Comme tout homme est constitue´ diffe´remment, ses  parame`tres  de regard
sont diffe´rents (vitesse, pre´cision, etc.). La calibration va permettre de re´duire
les erreurs de traquage induites par ces diffe´rences-la`.
Figure 2.6: Une se´quence de calibration typique[24].
A` quoi sert un eye tracker ?
Il a e´te´ explique´ plus haut ce qu’e´tait un eye tracker et comment l’appareil
fonctionnait. Cependant, il est important de se poser la question de l’utilite´ de
ce dernier.
Comme e´voque´ tre`s brie`vement en de´but de chapitre, ce dispositif, qui per-
met d’enregistrer le regard de l’utilisateur, est employe´ par de nombreuses per-
sonnes, que ce soient des chercheurs, des ergonomes ou des experts des e´tudes
d’expe´rience utilisateurs (UX)[24]. Par la suite, seul le terme  chercheurs  sera
employe´, cependant, il re´fe`re a` toutes les personnes menant une e´tude avec un
eye tracker, quelle qu’en soit la finalite´.
Bien qu’un eye tracker ait des utilite´s diverses, ses principales utilite´s sont
les suivantes : la recherche, les e´tudes UX et les e´tudes de marketing. Si la
premie`re a pour but d’e´tudier le comportement du regard et de trouver des
applications nouvelles a` l’eye tracking, les suivantes trouvent plus souvent leur
place en tant que conseil dans les entreprises. En effet, bien que les e´tudes UX
visent un contenu virtuel, ces deux formes d’e´tudes se comple`tent afin de prou-
ver, par exemple, a` un PDG et ses investisseurs a` quel point il est primordial de
refaire le design de l’application ou du site web de la compagnie, voire meˆme le
pakaging d’un objet mis sur le marche´. Les e´tudes de marketing viseront surtout
a` montrer que l’utilisateur est perdu face aux informations qui sont mises a` sa
disposition, tandis que les e´tudes UX auront plutoˆt pour but de comprendre ou`
l’utilisateur s’est trompe´, pourquoi n’a-t-il pas e´te´ plus attire´ par certains conte-
nus, permettant alors aux ergonomes et aux designers de retravailler le style d’un
site web, par exemple. Pour re´sumer, l’eye tracking est donc une me´thodologie
15
Figure 2.7: Visualisation de type heatmap [3].
qui aide les chercheurs a` comprendre l’attention visuelle des personnes en queˆte
d’information[24].
Lors de l’utilisation d’un eye tracker, le chercheur va re´cupe´rer plusieurs
types de donne´es, comme la position de la pupille droite, de la pupille gauche,
leur taille respective, ... Selon la marque et le type d’appareil employe´, un ta-
bleau plus ou moins complet va lui eˆtre fourni (Voir Annexe B.3). Ces donne´es
peuvent eˆtre traite´es manuellement, par un logiciel  maison  ou encore par
des logiciels industriels puissants (fournis ou non par les de´veloppeurs meˆme de
la technologie).
Tandis que les deux premie`res options ne seront pas de´taille´es plus, car
elles de´pendent de besoins spe´cifiques a` chaque chercheur, la troisie`me me´rite
d’eˆtre analyse´e un peu plus en profondeur. En effet, ces logiciels permettent
de ge´ne´rer presque instantane´ment des visualisations de donne´es re´colte´es au
cours de l’expe´rience. Celles-ci s’expriment sous forme de graphiques, dont les
deux types les plus employe´s dans le cadre des expe´riences utilisateurs sont les
heatmaps et les gaze plots.
Une heatmap (voir Figure 2.7) consiste en un genre de cartographie en cou-
leurs afin de pouvoir placer ou` les fixations ont e´te´ les plus nombreuses ou les
plus longues. Typiquement, les couleurs qui y sont employe´es pre´sentent un
de´grade´ du rouge, pour les zones de condensation forte, au vert, symbole de la
condensation la plus faible[24]. Les zones sans couleur sont des zones ou` aucune
fixation n’a e´te´ enregistre´e. Bien que cela semble e´trange, une zone qui n’en-
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Figure 2.8: Visualisation de type gaze plot[20].
registre pas de fixations ne signifie cependant pas que l’emplacement n’a pas
e´te´ examine´ au cours de la collecte d’informations. En effet, il a e´te´ explique´
pre´ce´demment que l’homme ne percevait de fac¸on nette qu’environ 8% de son
champ de vision. Cependant, il est capable de distinguer des e´le´ments pre´sents
dans ses visions parafove´ales et pe´riphe´riques. Ainsi, ce n’est pas parce que l’eye
tracker n’a pas de´tecte´ de fixations ou de saccades dans une zone que cela signifie
que l’utilisateur ne l’a pas vue. Il l’a surement capte´e de fac¸on ge´ne´rale mais cet
endroit n’a pas suscite´ suffisamment son attention pour qu’il s’y attarde[24]. Un
exemple typique d’utilisation d’une heatmap serait, par exemple, de pre´senter
au client ce que l’utilisateur voit ou pas sur son site pour lui prouver qu’il doit
revoir le design de ce dernier[20].
Un gaze plot (voir Figure 2.8) consiste en un graphique de fixations et de
saccades pour un laps de temps particulier. Typiquement, les fixations sont
repre´sente´es par des ronds et les saccades par les barres les reliant. Plus une
fixation est longue, plus le rond qui la repre´sente est e´tendu[24]. De plus, l’ordre
d’enchainement des fixations est notifie´ au sein des ronds correspondants, ce qui
permet de pouvoir retracer avec certitude la fac¸on dont la page a e´te´ scanne´e
par un utilisateur[20]. Cela permet de distinguer des points d’entre´e sur un site,
par exemple, ou encore de voir comment il parcourt un texte litte´raire.
Les diffe´rents appareils
L’homme s’inte´resse au regard de ses semblables depuis la fin des anne´es
1800 et on retrouve meˆme un premier appareil du de´but du 20e sie`cle ayant des
apparences de machine de torture (voir Annexe A.1). Fort heureusement, les
eyes trackers ont bien e´volue´ depuis cette e´poque.
Actuellement, les appareils se distinguent en deux grandes cate´gories : les
dispositifs portables et les dispositifs distants[3] (voir Figure 2.9). La princi-
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Figure 2.9: Diffe´rents types d’eye trackers : en haut a` gauche, un eye tracker
distant inte´gre´ ; en haut a` droite, un eye tracker distant externe ; en bas a` gauche,
un eye tracker portable ; en bas a` droite : un eye tracker distant inde´pendant[3].
pale diffe´rence entre les deux est e´videmment la localisation de l’e´quipement
pendant l’expe´rience puisque les premiers, mobiles, se situent sur la teˆte de
l’utilisateur, tandis que les seconds restent fixes. De meˆme, au sein des eye tra-
ckers distants, on peut retrouver plusieurs grandes cate´gories. D’une part, les
appareils qui sont relie´s a` un ordinateur (inte´gre´s ou a` brancher), et, d’autre
part, les appareils inde´pendants, qui peuvent alors tracker le regard pour n’im-
porte quel e´quipement. Chaque type de dispositifs posse`de des avantages sur les
autres ; ainsi, les trackers connecte´s a` l’ordinateur sont plug and play tandis que
les inde´pendants sont plus simples a` configurer et, enfin, les trackers portables
sont plus e´cologiques mais offrent un moins bon controˆle quant a` l’analyse des
donne´es[3].
Il existe plusieurs mesures pour comparer les diffe´rents appareils d’un meˆme
type et choisir le meilleur. Bien qu’elles ne pre´sentent pas toutes le meˆme stade
d’utilite´ et que, souvent, le choix du tracker se fasse plutoˆt a` la re´putation de la
marque, il est important d’en e´voquer quelques unes qui s’ave`rent eˆtre les plus
employe´es.
Le crite`re de comparaison le plus populaire, utile pour comparer les mode`les
au sein d’une meˆme marque, est le taux d’e´chantillonnage (Hz)[3]. Ce taux se
de´finit comme e´tant le nombre de fois ou` le tracker enregistre la localisation du
regard de l’utilisateur en une seconde. Par exemple, un appareil a` 250Hz enregis-
trera 250 points pour 1 seconde e´coule´e. Le taux minimum d’e´chantillonnage est
de 25Hz tandis que le taux le plus e´leve´ se situe aux environs de 2000Hz. Pas be-
soin de posse´der un eye tracker a` un taux d’e´chantillonnage tre`s e´leve´ pour faire
de simples e´tudes. En effet, typiquement, l’appareil tournera aux alentours de
18
50 a` 120 Hz. Cependant, lorsqu’il est important d’avoir une meilleure pre´cision
quant aux donne´es re´colte´es, comme, notamment, la dure´e des fixations, un eye
tracker soumis a` un plus grand taux d’e´chantillonnage est ne´cessaire (le taux
d’erreur lors de l’estimation du temps de fixation s’approcherait des 20ms a`
25Hz et seulement des 2ms a` 250Hz). Un appareil qui tourne a` plus de 250Hz
sera typiquement employe´ pour la reconnaissance de saccades et les clignements
des yeux, en plus des fixations.
Les autres crite`res jouent un roˆle moins important dans le choix du tracker,
cependant, il est toujours utile de les mentionner. Ainsi, il existe des crite`res
d’exactitude et de pre´cision[3]. L’exactitude se mesure par la diffe´rence entre
ce que l’œil regarde re´ellement et la position enregistre´e par l’appareil, tandis
que la pre´cision mesure la capacite´ de l’eye tracker a` reproduire exactement un
mouvement des yeux effectue´ plus d’une fois a` la suite (voir Annexe B.2). Une
autre mesure serait la taille de la boite de teˆte, c’est-a`-dire la boite virtuelle dans
laquelle la teˆte de l’utilisateur peut se de´placer tout en sachant que le tracker
sera encore capable de traquer le mouvement des yeux[3]. Il est aussi possible de
comparer les dispositifs qui n’enregistrent la position que d’un seul œil contre
ceux qui se calquent sur les deux ou encore la fac¸on dont ils illuminent les pu-
pilles pour les faire contraster avec les iris (il est possible de noircir la pupille
ou de l’e´claircir)[3]. Cependant, ces deux dernie`res caracte´ristiques ne sont pas
assez importantes que pour permettre de faire un choix de´cisif de l’appareil a`
utiliser.
En outre, bien que ne faisant pas partie de la famille des eye trackers, une
webcam peut aussi servir de dispositif pour enregistrer le mouvement de l’œil
de l’utilisateur. Au lieu d’utiliser des lumie`res infrarouges qui vont illuminer le
visage et permettre de capter les diffe´rentes re´flexions des yeux, tel qu’explique´
plus toˆt dans ce chapitre, la came´ra se contente d’enregistrer une succession
d’image a` un rythme plus ou moins important (frames per second). Cet ap-
pareil va alors extraire des images les donne´es caracte´ristiques du visage, afin
d’identifier les yeux et les traquer. Afin d’accomplir cette prouesse, diverses tech-
niques peuvent eˆtre employe´es : demander a` l’utilisateur de pointer lui-meˆme
son œil, jouer avec le contraste et la luminosite´ afin de ne plus percevoir que
certaines caracte´ristiques du visage, utiliser des techniques de machine learning
afin de de´tecter l’œil, ... Ces me´thodes ne permettent que la de´tection des yeux
sur le visage d’un utilisateur, elles ne sont donc pas exemptes d’une calibration,
au meˆme titre que les eye trackers.
Selon le taux de rafraichissement de la came´ra, sa re´solution, la luminosite´
ou l’e´clairage de la pie`ce, la position de l’utilisateur et bien d’autres facteurs,
ces techniques seront plus ou moins efficaces pour capter le regard d’un utili-
sateur efficacement. Bien que les algorithmes de machine learning permettent
une meilleure pre´cision, ils ne´cessitent d’y consacrer beaucoup de temps et de
moyens, ainsi que la pre´sence de nombreux  cobayes  permettant d’entrai-
ner le logiciel. Ainsi, les autres techniques seront plus souvent privile´gie´es, au
de´triment de la pre´cision.
L’emploi d’une webcam peut eˆtre be´ne´fique et justifie´ dans certaines e´tudes.
En effet, bien que sa pre´cision soit amoindrie comparativement a` celle des eye
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trackers3, ce dispositif, peu cher, offre une solution accessible a` un grand nombre
d’utilisateurs. De cette popularite´ de la came´ra, ce petit appareil, tre`s re´pandu
dans les foyers, peut offrir une plus grande couverture des e´tudes UX : plus
besoin de faire venir l’utilisateur jusqu’a` une centrale de test ou` le mate´riel
est pre´sent, il peut se faire interroger depuis chez lui. Par ailleurs, certaines
e´tudes se basent de´ja` sur l’utilisation de la webcam (par exemple, la reconnais-
sance d’e´motions) et il peut eˆtre plus rentable, lorsque plusieurs me´triques sont
e´tudie´es, de n’utiliser qu’un seul instrument de mesure4.
3Un e´cart moyen de 10cm entre ce que l’utilisateur regarde et ce qui est enregistre´ a e´te´
calcule´[7].
4Plus de de´tails sur les avantages et inconve´nients des webcams peuvent eˆtre trouve´s sur le
blog de iMotions : https://imotions.com/blog/webcam-eye-tracking-vs-an-eye-tracker/
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2.2 Situation Awareness
Il n’est pas rare, lors de la lecture d’e´tudes base´es sur l’eye tracking, d’eˆtre
confronte´ au concept de  conscience de la situation, re´fe´re´ plus commune´ment
dans les travaux scientifiques par sa traduction anglaise : situation awareness (a`
partir de ce point, ce concept sera toujours abre´ge´ par son sigle, SA).
Dans cette partie, il sera explique´ au lecteur pourquoi ces e´tudes sont sou-
vent associe´es et comment elles se comple`tent, apre`s avoir explique´ en de´tail ce
concept qu’est la SA. Enfin, il sera de´taille´ de fac¸on the´orique les diffe´rentes
mesures qui ont e´te´ retenues dans le cadre de ce travail. Afin de permettre une
meilleure compre´hension de ces mesures, un aparte´ devra eˆtre fait afin d’expli-
quer une notion intimement lie´e au domaine des eye trackers : les zones d’inte´reˆt.
2.2.1 Compre´hension de la SA
L’homme posse`de une capacite´ d’attention limite´e de´die´e aux taˆches qu’il
doit effectuer. Lorsqu’il accomplit une mission caracte´rise´e par un ou plusieurs
objectifs, il doit diviser cette attention entre plusieurs taˆches, plusieurs e´ve´ne-
ments, qui, parfois, ont lieu simultane´ment. Quand la demande totale d’attention
exce`de cette capacite´ maximale, l’homme doit alors sacrifier son attention sur
des taˆches qu’il conside`re comme non prioritaires face aux autres. Si l’attention
place´e dans une taˆche diminue en-dessous d’un certain seuil, alors ses perfor-
mances s’en trouvent diminue´es[11].
Comme il est explique´ de fac¸on quelque peu de´tourne´e dans ce cas de figure,
la SA se caracte´rise par la conscience de ce qui se passe autour de soi ( sa-
voir ce qu’il se passe [8]) et par la compre´hension d’une information et des
conse´quences qu’elle aura sur la situation actuelle et future[9]. La de´finition la
plus reprise est celle de Ensley[8] :  C’est la perception des e´le´ments dans un
environnement e´tant donne´ un volume de temps et d’espace, la compre´hension
de leur signification et la projection de leur statut dans un futur proche. 
Il est important de noter que la SA est toujours de´finie dans des termes
ope´rationnels, c’est-a`-dire en vue d’un but a` accomplir, dans une situation
pre´cise, afin que l’agent puisse prendre les de´cisions qui y sont lie´es[9]. Le
terme SA est emprunte´ au vocabulaire militaire qui l’utilisait lors de missions
de pilotages pe´rilleuses et difficiles ; toute leur attention e´tait alors requise afin
de prendre des de´cisions judicieuses[9]. Il est alors e´vident qu’il ne faut pas
confondre conscience de la situation avec prise de de´cisions : le premier est un
des facteurs pre´curseurs influenc¸ant et e´tant influence´ par le second (voir Annexe
A.2)[8].
Les trois niveaux
Cette de´finition contient beaucoup de concepts importants et il est essentiel
de les expliciter un minimum afin d’obtenir une connaissance vaste et comple`te
du sujet. En relisant attentivement la de´finition donne´e ci-dessus, il est visible
que le concept soit de´coupe´ en trois parties : la phase de perception, la phase
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Figure 2.10: Sche´ma de la formation du mode`le mental via les 3 niveaux[9].
de compre´hension et la phase de projection[18]. Ces trois niveaux sont essen-
tiels dans la cre´ation d’un sche´ma mental (compre´hension du fonctionnement
des choses a` l’aide d’une repre´sentation syste´matique) qui sera lui-meˆme un
e´le´ment cle´ de la prise de de´cision (voir Figure 2.10).
Le premier niveau de´fini est la phase de perception. Bien que diffe´rente pour
chaque taˆche spe´cifique, la perception se fait de la meˆme fac¸on pour tous : au
moyen des sens (vue, odorat, ou¨ıe, toucher, gouˆt) et est lie´e a` l’environnement
direct de l’utilisateur[9]. Cette taˆche est fondamentale, ce qui permet a` tout un
chacun de se repre´senter une image correcte de la situation[8]. C’est a` ce mo-
ment que l’utilisateur acquiert l’information ne´cessaire pour la suite[18]. Cette
e´tape est tellement primordiale que dans de nombreuses e´tudes mene´es, 76% des
erreurs faites lors de la prise de de´cision proviennent d’une mauvaise perception
de l’information (qu’elle soit donne´e a` la mauvaise personne ou non pre´sente au
moment ou` l’agent en a besoin)[9].
Le second niveau est appele´ phase de compre´hension. Comme son nom l’in-
dique, c’est a` ce niveau que l’utilisateur va comprendre les donne´es qu’il a a`
sa disposition et leur donner un sens[9]. L’agent, dans la phase pre´ce´dente, a
re´colte´ de nombreuses informations, sans lien apparent entre elles, et doit, a`
ce niveau, les combiner et les prioriser afin de leur donner une signification
sense´e[9]. Lorsque l’homme traite l’information, il faut cependant faire atten-
tion car il veut que la donne´e serve son but. De`s lors, cette dernie`re posse`de a` la
fois une signification subjective ( awareness ) et a` la fois objective ( situa-
tion )[8]. Selon les meˆmes e´tudes que cite´es au niveau pre´ce´dent, a` ce stade de
compre´hension, l’agent a un risque de 20% de faire une erreur (qui ne provient
pas de la collecte d’information)[9].
Enfin, le troisie`me et dernier niveau est appele´ la phase de projection. C’est
l’activite´ mentale re´sultante de tout ce proce´de´[18]. Quand l’utilisateur a com-
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pris a` quoi servent les e´le´ments, il doit imaginer leur impact concernant le
futur[9]. Ce dernier pilier demande un niveau de compre´hension de la situa-
tion (niveau 2) assez e´leve´ [8].
Par ailleurs, force est de constater que la temporalite´ joue un roˆle crucial
dans la SA d’un mode`le dynamique. En effet, mis a` part son e´vocation dans la
de´finition de cette dernie`re ( [...] dans un environnement e´tant donne´ un volume
de temps et d’espace [...] ), il est possible de de´cortiquer les niveaux pour y
montrer que tous sont assujettis a` la proble´matique. Dans le niveau 3, cela est
de´montrable de fac¸on tre`s e´vidente : par exemple, lorsqu’un utilisateur pose un
acte, il doit se demander combien de temps est mis a` sa disposition avant que
ce dernier n’ait un impact sur ses objectifs. Le deuxie`me niveau est, lui aussi,
facilement impacte´ par le temps puisque l’utilisateur peut passer plus ou moins
de temps a` apposer une signification sur les diffe´rents e´le´ments re´colte´s. Enfin,
le premier niveau est lui aussi soumis a` la proble´matique de la temporalite´,
meˆme si cette notion est y moins naturellement pre´sente. En effet, le mode`le
dynamique est base´ sur le monde re´el, et qui dit monde re´el dit informations qui
fluctuent en fonction du temps, justement. De`s lors, il est important de noter
que la temporalite´ influencera la fac¸on dont l’utilisateur traite les informations
(et donc la fac¸on dont l’utilisateur est conscient de la situation).
Pourquoi mesurer la SA ?
Comme mentionne´ pre´ce´demment, e´tudier la SA revient a` s’inte´resser a` la
compre´hension de l’utilisateur de son environnement. Cela permet d’avoir un
meilleur savoir concernant l’acquisition des connaissances, de comprendre com-
ment l’homme assemble les diffe´rentes pie`ces du puzzle pour former une  image
ope´rationnelle 5[8].
Pour ne citer que les utilisations les plus re´pandues, graˆce aux e´tudes de SA,
il est possible d’e´valuer le design, d’un site internet par exemple, ou d’e´valuer
des techniques d’entrainement spe´cifiques, comme les simulateurs de pilotage
d’avions. Ce genre d’e´tudes est rarement employe´ seul dans le but de pratiquer
uniquement la SA ; il est plus courant et naturel d’inte´grer ce concept dans des
e´tudes UX[8].
De meˆme, eˆtre capable de mesurer la SA permet de mieux maitriser les fac-
teurs qui l’influencent[8], et de`s lors, en construire de meilleurs mode`les dyna-
miques. La Figure 2.11 d’Endsley montre la repre´sentation typique des mode`les
dynamiques en SA. Ainsi, par exemple, Wortelen[32], se basant sur cette the´orie
des sche´mas dynamiques a pu construire une simulation dynamique6 de l’atten-
tion des automobilistes.
5Jargon militaire
6Dans sa simulation, Wortelen n’emploie pas les meˆmes termes que Endsley. Cependant,
ses trois e´tapes sont similaires : il reconnait le proce´de´ cognitif (traitement d’une situation
jamais rencontre´e auparavant ; ou` l’utilisateur n’a aucune expe´rience), le proce´de´ associatif
(traitement d’une situation familie`re ou` l’agent se base sur des re`gles) et le proce´de´ autonome
(situation tellement bien entraine´e que la re´solution se fait sans que l’agent soit conscient de
celle-ci)[32].
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Figure 2.11: Sche´ma d’un mode`le de SA dynamique[8].
Dans le cadre de ce travail, la SA a e´te´ e´tudie´e afin de pouvoir eˆtre inte´gre´e
dans les logiciels de´veloppe´s, en tant que modalite´. En effet, le but ici e´tait
de pouvoir mesurer l’attention de l’utilisateur lorsque son regard e´tait traque´.
Cette mise en situation sera explique´e plus en de´tails dans la partie technique de
cet e´crit. Ne´anmoins, les mesures qui ont e´te´ employe´es, et uniquement celles-la`,
seront explique´es the´oriquement dans le point suivant.
2.2.2 Zones d’inte´reˆt (AOI)
Afin de pouvoir traiter les mesures employe´es pour les e´tudes de conscience
de l’utilisateur, il est ne´cessaire de faire un petit saut dans la matie`re pre´ce´dente,
les e´tudes d’eye tracking, et d’expliquer un concept qui avait e´te´ laisse´ de coˆte´ :
les zones d’inte´reˆt (ou AOI7).
Comme cela a e´te´ e´voque´ pre´ce´demment, la recherche visuelle est diffe´rente
selon les personnes. Ainsi, meˆme si des comportements assez identiques se
de´gagent, il n’est pas toujours e´vident de comprendre ce processus parmi les
utilisateurs. Par exemple, l’homme aura tendance a` examiner les objets en haut
a` gauche d’une page internet et de les examiner dans la forme d’un F (aussi
appele´ triangle dore´, illustre´ a` l’Annexe A.3). De meˆme, lorsqu’un utilisateur
navigue entre les sites web, il peut soit scanner rapidement le contenu pour
savoir s’il lui plait (mode par de´faut), soit diriger son attention en queˆte de
certaines informations pre´cises (influence´ par une strate´gie de recherche)[6]. De
plus, un utilisateur peut tre`s bien devenir, de fac¸on inconsciente,  aveugle face
a` certaines formes de contenu. En effet, ce dernier ignore totalement toutes les
bannie`res que son cerveau identifie comme s’apparentant a` de la pub, quand bien
meˆme cette bannie`re contiendrait des informations importantes et utiles[6]. En-
7Areas of Interest
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Figure 2.12: Lecture non line´aire d’un paragraphe[10].
fin, lorsque l’homme de´cide de s’arreˆter sur du contenu dans le but de le lire,
il a e´te´ constate´ que sa lecture n’e´tait pas line´aire (voir Figure 2.12) mais qu’il
sautait des mots, revenait en arrie`re, fixait des parties de certains mots plus ou
moins longtemps, etc.[10].
Il est donc assez simple de voir que tous les objets pre´sents sur un design (site
web, simulation d’un cockpit en aviation, etc.) se font concurrence et tentent tous
d’accaparer l’attention de l’utilisateur qui les regarde[6]. Pour pouvoir e´tudier
cette concurrence et les strate´gies de scan mises en place par le cerveau humain
et par l’œil, il a e´te´ inte´ressant de de´finir des zones d’inte´reˆt (AOI).
Une AOI est une zone spe´cifique sur l’interface qui inte´resse l’e´quipe me-
nant l’e´tude UX (voir Figure 2.13)[20]. Cartographier les affichages en re´gions
inte´ressantes[24] pre´sente bien des avantages. En effet, cela permet d’extraire
des informations beaucoup plus facilement qu’en e´tudiant  manuellement  les
donne´es re´cupe´re´es de l’e´tude d’eye tracking. Par exemple, l’e´quipe en charge
pourra de´terminer aise´ment ou` l’utilisateur a regarde´ en premier (quel e´tait son
point d’entre´e), comment et combien de temps a-t-il regarde´ certaines zones,
est-il passe´ rapidement a` autre chose ou s’est-il attarde´ sur cette zone, combien
de fois est-il revenu pour observer ceci ou cela, dans quel ordre a-t-il analyse´ les
choses, etc.
Graˆce aux zones d’inte´reˆt, toutes ces questions trouvent une re´ponse beau-
coup plus facilement et permettent une meilleure maitrise de la proble´matique
e´nonce´e ci-avant. De plus, ces zones sont facilement imple´mente´es (il s’agit de la
de´finition de forme) et beaucoup de logiciels d’eye tracking industriels et com-
plets, tel que iMotions, permettent de les inte´grer tre`s facilement (trac¸age des
formes a` la souris sur les interfaces). Par ailleurs, ces logiciels proposent aussi
leur propre me´trique d’analyse des AOI via des mesures populaires de SA (voir
Annexe A.4). Ceci est a` la fois un avantage et un inconve´nient car l’e´quipe
d’analyse n’a pas besoin d’eˆtre experte dans l’e´tude de la SA, cependant, ces
analyses sont limite´es par les de´finitions des de´veloppeurs de ces logiciels et ne
permettent pas la personnalisation quant aux besoins spe´cifiques d’une e´tude.
2.2.3 Les diffe´rentes mesures
Cet aparte´ concernant les AOI permet enfin la possibilite´ d’expliquer quelles
mesures ont e´te´ se´lectionne´es comme utiles dans le cadre de ce travail. Dans
cette partie, les mesures seront explique´es de fac¸on tre`s the´oriques. Cependant,
les de´tails d’imple´mentation trouveront eux aussi une place dans la suite ce tra-
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Figure 2.13: Exemple de zones d’inte´reˆt sur une interface[24].
vail, e´tant donne´ les particularite´s qu’ils pre´sentent.
Le choix des me´triques inte´ressantes, dans le cadre des recherches mene´es
pour ce travail, servant a` mesurer la SA et l’attention de l’utilisateur a e´te´
principalement influence´ par les travaux de Van De Merwe[18], Steichen[26] et
Toker[27].
La premie`re mesure qui a e´te´ exploite´e est le dwell time ou, en franc¸ais, le
temps de se´jour. Cette mesure permet de connaitre le temps de fixations to-
tal passe´ au sein d’une AOI. Au plus le dwell time est e´leve´ dans une certaine
zone, au plus l’utilisateur a fixe´ cette AOI pendant la pe´riode de temps e´tudie´e.
Lorsque le contexte est combine´ a` cette mesure, il est aise´ de comprendre si
l’utilisateur e´tait perdu face a` une interface ou s’il fixe telle partie de l’affi-
chage pour certaines raisons. Beaucoup d’auteurs pre´fe`rent calculer le ratio (ou
pourcentage[31]) du temps de se´jour, ce qui n’est qu’une toute petite manipu-
lation supple´mentaire a` re´aliser et permet une analyse parfois plus simplifie´e.
Cependant, pour des raisons techniques qu’impliquent le temps re´el8, calculer
le ratio, bien que cela aurait e´te´ possible, n’aurait pas facilite´ la taˆche dans le
cadre de ce travail. Il est cependant important de noter que ce calcul de ratio
est souvent la mesure qui est pre´fe´re´e dans les travaux traitant de la SA com-
parativement au dwell time.
8Cette contrainte, comme il le sera explique´ dans le chapitre suivant e´tait une partie ma-
jeure de ce travail.
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La seconde mesure qui a e´te´ inte´ressante d’analyser est l’entropie. Ce terme
de´signe le degre´ d’impre´dictibilite´ d’un contenu (ici, le regard). Si l’entropie est
e´leve´e, cela signifie que l’utilisateur est surcharge´ visuellement et mentalement.
De plus, au plus cette mesure est basse, au plus le mouvement de l’œil suit un
comportement totalement pre´visible (0 e´tant le seul le plus bas et de´crivant un
pattern devinable) et si la mesure est e´leve´e, l’œil suit un sche´ma tout a` fait
ale´atoire[18]. Cette entropie est calcule´e, pour une meˆme interface, a` l’aide des
diffe´rentes AOI qui y sont de´finies. Cette mesure permet de voir si a` un mo-
ment spe´cifique, lors d’une expe´rience de simulation, par exemple, l’utilisateur
se retrouve submerge´ par les informations et comple`tement perdu face a` une
interface ou pas.
La troisie`me mesure qui a e´te´ travaille´e est la distance entre des fixations qui
se suivent. En effet, chaque fixation posse`de des coordonne´es carte´siennes (x, y),
place´es a` l’e´picentre de la fixation9. Il est donc possible de calculer l’e´cart pre´sent
entre deux fixations a` l’aide de la formule bien connue de distance carte´sienne
entre deux points. Il est important de noter que la distance n’est pas calcule´e
entre deux fixations totalement ale´atoires mais bien entre celles qui se suivent
directement ; cela a de l’importance pour l’interpre´tation de cette mesure. Ces
donne´es permettent de connaitre la dispersion du regard de l’utilisateur, et donc,
par extension, de savoir si l’utilisateur suit un certain pattern re´gulier ou non
lors de ses fixations[19].
La dernie`re mesure exploite´e est la distance totale parcourue par les yeux
de l’utilisateur. De fac¸on assez similaire a` la me´thode pre´ce´dente, cela consiste
a` calculer les distances carte´siennes entre les fixations et d’additionner toutes
ces mesures. De meˆme, l’interpre´tation qui en re´sulte reste assez proche des in-
terpre´tations pre´ce´dentes et va en leur sens : plus la distance parcourue par le
regard est grande, plus l’utilisateur a eu un comportement visuel disperse´, et
donc probablement perdu, et vice-versa.
Bien que toutes ces donne´es semblent parfois redondantes dans leur analyse
de la SA, elles permettent toutes d’aborder les choses avec des points de vue
diffe´rents. De plus, la liste ci-dessus ne pre´sente pas une liste exhaustive des
mesures a` employer lors d’une e´tude de SA. D’autres se trouvent pre´sentes
dans les travaux cite´s tout au long de cette section, qui sont retrouvables en
bibliographie, mais aussi dans d’autres articles non exploite´s dans le cadre de
ce travail10. Par ailleurs, il faut rester attentif aux besoins de son e´tude et il est
tre`s aise´ de de´finir de nouvelles me´thodes pour mesurer la SA et lui apporter
une interpre´tation qui fait sens. Enfin, il est a` noter que les donne´es re´colte´es
sont toujours traite´es selon les besoins spe´cifiques : soit en y posant une analyse
mathe´matique afin de clore une expe´rience pratique et concre`te11, soit en les
traitant ulte´rieurement (c’est ce qui a e´te´ re´alise´ dans la seconde partie de ce
travail).
9Le regard se pose rarement 2 fois au meˆme endroit ; meˆme lors de fixations, il ne reste
pas de marbre. Une fixation est alors de´termine´e comme e´tant l’ensemble des points dans un
rayon acceptable pendant une certaine dure´e.
10Il est aussi possible de retrouver certaines mesures dans des logiciels tre`s complets, comme
iMotions (voir Annexe A.4).
11Pour ce faire, la me´thode la plus employe´e est l’ANOVA et le test de Fisher.
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2.3 Les interactions proxe´miques
L’homme interagit avec ses semblables quasiment tout au long de sa journe´e.
Qu’il soit dans la rue, entoure´ d’inconnus, qu’il prenne le bus avec son ami de
toujours ou qu’il soit au travail et communique avec ses colle`gues ; l’homme est
toujours en interaction avec ses semblables. Et de la meˆme fac¸on qu’il sait quelle
forme de langage employer dans chacune des situations mentionne´es ci-avant, il
sait aussi comment se tenir en socie´te´.
Ces re`gles tacites qui lui semblent si naturelles ont e´te´ e´tudie´es par les socio-
logues et appele´es  interactions proxe´miques . Dans cette partie, ces re`gles se-
ront e´tudie´es en profondeur d’un point de vue sociologique avant d’eˆtre inte´gre´es
a` l’informatique ubiquitaire. Enfin, cette partie se cloˆturera par l’inte´gration du
regard dans les interactions proxe´miques ; l’axe central de ce travail.
2.3.1 The´orie des interactions proxe´miques
Comme mentionne´ ci-dessus, l’homme est sujet a` des re`gles tacites ; un code
de conduite en pre´sence de ses semblables. Ces re`gles se forment car l’homme
a une certaine perception des autres. Ainsi, selon les personnes qui l’entou-
reront et le contexte dans lequel il se trouvera, il sera plus ou moins proche
(physiquement) de certains que d’autres. Ces distances interpersonnelles sont
utilise´es quotidiennement comme me´diatrices dans les interactions entre les
personnes[17].
Ce qui vient d’eˆtre explique´ ci-dessus pre´sente brie`vement ce que sont les
interactions proxe´miques. Ce terme, mentionne´ par Hall pour la premie`re fois
en 1966, peut eˆtre de´compose´ en  prox , du latin proimitas, qui signifie  ce
qui est rapproche´ , et  e´mique  qui se rapporte, en sciences sociales, aux
recherches du point de vue inte´rieur d’un groupe social[17]. Les interactions
proxe´miques de´signent donc une des strate´gies de canalisation des interactions
entre les personnes[15] ; c’est une forme de communication implicite et non-
verbale12[17].
Selon Hall, e´tudier les informations proxe´miques serait utile dans le but
de comprendre  l’organisation de l’espace dans les maisons et buildings et,
ultimement, le layout dans les villes  et pas simplement dans le but d’en savoir
plus sur le comportement interactif de l’homme[17]. En effet, il sera vu un peu
plus loin dans cette section que l’arrangement des espaces a une incidence sur
le comportement et les interactions entre personnes en socie´te´.
Espace personnel
Les interactions proxe´miques consistent en toutes les re`gles comprises impli-
citement par l’homme lorsqu’il ge`re ses relations spatiales[2]. Malgre´ la pre´sence
d’autres facteurs, Hall, dans ses e´tudes sociologiques, a remarque´ la pre´sence
d’une corre´lation entre la distance physique entre les personnes et la distance
sociale qui caracte´rise ces meˆmes individus[17].
12Hall appelle aussi cela le  langage silencieux [17].
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Figure 2.14: Exemples de formes que peut prendre l’espace personnel[17].
L’espace personnel repre´sente la bulle d’espace que l’homme de´sire placer
autour de son corps et qu’il autorise a` envahir sous certaines conditions (voir
Figure 2.14). Ce terme a d’abord de´signe´, en zoologie, la bulle de se´curite´ qui
entourait un animal avant qu’il soit en danger face a` un pre´dateur[17]. Il est, de`s
lors, important de distinguer l’espace personnel du territoire. Ce dernier de´signe
une position fixe munie de limites claires et visibles (dans le cas de l’homme, en
tout cas) tandis que la premie`re notion de´signe une aire invisible autour du corps
qui se de´place alors avec la personne qui a  dessine´  cette bulle[17]. Selon les
caracte`res, les relations, le ve´cu et d’autres parame`tres, cette aire est plus ou
moins grande et influence les interactions entre un homme et ses semblables[17].
Selon la vision de Hall, l’homme divise sa bulle d’espace personnel en 4 sous-
bulles, chacune correspondant a` des relations particulie`res (voir Figure 2.15) :
• La zone intime. De 0 a` 50 centime`tres[15], c’est la relation la plus proche
que Hall conside`re qu’il puisse exister. A ce stade, la personne est capable
d’acque´rir des informations sur l’autre assez aise´ment. En effet, son sem-
blable est a` une distance visuelle ou` les de´tails sont distinguables, il est
possible de percevoir ses paroles, meˆme chuchote´es, de capter jusqu’a` la
sensation de chaleur de´gage´e par les corps ou d’en sentir l’odeur. La per-
sonne est touchable sans qu’il faille e´tendre totalement le bras[17]. Il est
important de noter que, mis a` part circonstances exceptionnelles lie´es a` un
environnement contraignant, il faut une autorisation des gens pour entrer
a` ce point dans leur bulle d’espace personnel[17].
• La zone personnelle. De 0,5 a` 1 me`tre[15], l’homme laisse l’acce`s a` cette
bulle pour les amis et la famille. Souvent, l’autre personne se trouve a` la
distance d’un bras, il est encore donc possible de la toucher. E´videmment,
l’homme est capable de voir et d’entendre la personne, cependant l’orateur
devra augmenter le´ge`rement le volume afin de se faire comprendre[17].
• La zone sociale. De 1 a` 4 me`tres[15], cette bulle laisse place a` des rela-
tions et interactions plus formelles (comme dans le cadre d’une discussion
entre colle`gues, au bureau). Dans ce cas, les personnes ne sont plus attei-
gnables dans la distance du bras et il n’est plus possible de les toucher.
Lors de conversations, l’orateur devra parler avec un volume plus e´leve´
que pre´ce´demment et son ton sera beaucoup plus formel[17].
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Figure 2.15: Cate´gorisation des distances d’espace personnel selon Hall[17].
• La zone publique. De 4 a` 7 me`tres[15] (et meˆme au-dela`), l’homme se
situe plus comme un orateur face a` une assemble´e. Les e´le´ments principaux
pour glaner de l’information sont la vue et l’ou¨ıe (a` condition que le volume
de la voix soit tre`s amplifie´)[17].
Si ces distances ne sont pas explicitement de´finies dans la vie courante et ne
font pas l’unanimite´ aupre`s des diffe´rents sociologues13, les re´actions des per-
sonnes aux violations de ces limites sont, elles, tre`s concre`tes. Ainsi, l’homme
va eˆtre sans cesse dans l’ajustement et l’adaptation en re´action a` la pre´sence et
aux interactions de ses semblables. Plusieurs variables peuvent eˆtre modifie´es
dans le cadre d’une re´action aux intrusions. Ainsi, la distance, l’orientation ou
le contact visuel sont des me´canismes simples mais perceptifs qu’une personne
peut mettre en place en guise de re´action. De meˆme, ces variables sont inter-
changeables, si pour une raison particulie`re une de ces variables ne peut eˆtre
modifie´e, l’homme va en corriger une autre pour maintenir l’e´quilibre[17]. Ainsi,
par exemple, s’il est coince´ dans un ascenseur bonde´, qu’il ne peut modifier les
distances interpersonnelles, il peut choisir de regarder le sol et d’e´viter le contact
visuel avec les personnes qui l’entourent.
Agencements des personnes et de l’espace
Au de´but de cette section, il a e´te´ e´voque´ que l’e´tude des interactions
proxe´miques pourrait mener, a` terme, a` une meilleure compre´hension de l’agen-
cement des espaces prive´s et des villes. Cette affirmation est possible car, comme
il le sera explique´ ci-apre`s, l’un et l’autre sont e´troitement lie´s.
13Aiello, par exemple, conside`re qu’il n’existe pas un point de transition exact entre les zones
et pre´fe`re voir une distance proxe´mique continue et dynamique propre a` chaque eˆtre[17].
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Figure 2.16: Sche´ma de l’agencement sociofuge et sociope`te[17].
Plus toˆt, il a e´te´ e´nonce´ que les distances proxe´miques entre les eˆtres humains
n’e´taient pas statiques et de´pendaient de plusieurs variables. En effet, selon la
culture d’une personne14, son genre, son aˆge, sa personnalite´ et sa relation avec
l’autre (amitie´, connaissance, passe´), elle sera plus ou moins prompte a` laisser
entrer cet autre dans sa bulle d’espace personnel. Cependant, il existe un dernier
facteur qui influence cette donne´e : l’agencement de l’espace[17].
Dans une pie`ce, il y a 2 facteurs qui en influencent l’agencement : les pro-
prie´te´s fixes et les semi-fixes. Les premie`res de´signent tout ce qui est immobile,
c’est-a`-dire la forme de la pie`ce ou du baˆtiment, la position de ses murs, portes
et feneˆtres, etc. Les secondes de´signent tout ce qui caracte´rise une pie`ce mais
qui peut eˆtre de´place´. Typiquement, cette proposition e´voque les meubles tels
que les tables, les chaises ou les canape´s, par exemple[17].
Si l’homme ne peut modifier aise´ment la structure fixe d’une pie`ce, il peut
re´-agencer le mobilier semi-fixe afin que le design soit plus propice a` la taˆche
qu’il souhaite effectuer. Ainsi, certains agencements sont plutoˆt prompts a` re´unir
les gens (sociope`tes) tandis que d’autres tendent a` les se´parer (sociofuges)[17],
tel qu’illustre´ a` la Figure 2.16. Lors d’une interaction groupe´e, l’homme peut
choisir le style d’agencement pre´fe´re´. Souvent, cet agencement se fait de fac¸on a`
ce que la taˆche a` accomplir se de´roule de fac¸on simple et efficace. Par exemple, il
pre´fe´rera une structure face-a`-face pour une taˆche de nature plutoˆt compe´titive,
coˆte-a`-coˆte pour quelque chose de plus coope´ratif et d’un coin a` un autre pour
des conversations[17].
14Il a e´te´ prouve´ que les personnes me´diterrane´ennes et latines sont plus promptes au contact
physique que les personnes issues de la culture anglo-saxonne[17].
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Figure 2.17: Informatique ubiquitaire avec des appareils de toute taille[2].
2.3.2 Interactions proxe´miques et ubicomp
L’homme interagit, il le fait avec ses semblables, depuis toujours et de fac¸on
presque inconsciente. Mais que penser d’un monde ou` l’eˆtre humain interagirait
avec les appareils e´lectroniques de la meˆme fac¸on ? N’est-ce de´ja` pas le cas, lors
de l’observation de la relation qui le lie a` son ordinateur ou son te´le´phone por-
table ? Un monde ou` les relations de personne a` personne, de personne a` appareil
et d’appareil a` appareil seraient sur le meˆme pied d’e´galite´ est-il envisageable[2] ?
Informatique ubiquitaire
Pour tenter de re´pondre aux questions pose´es ci-dessus, il est ne´cessaire de
comprendre ce qu’est l’informatique ubiquitaire (aussi appele´e ubicomp). Ce
terme est apparu pour la premie`re fois dans les anne´es 90, dans un article
scientifique e´crit par Weiser. Ce dernier y expliquait sa vision de l’informa-
tique et y de´coupa celle-ci en 3 grandes e`res. La premie`re e´tait celle des ordi-
nateurs centraux caracte´rise´e par un ordinateur pour plusieurs personnes ; la
seconde e´tait celle des ordinateurs personnels de´crite par le fait qu’un ordina-
teur e´tait de´sormais disponible pour une seule personne ; la troisie`me e´tait une
 pre´diction  que Weiser appela informatique ubiquitaire et qui pre´voyait qu’il
y aurait plusieurs appareils digitaux pour une seule et meˆme personne[17].
A l’heure actuelle ou` l’acce`s a` l’information digitale est en hausse[15], il peut
eˆtre affirme´ sans se tromper que la vision de Weiser e´tait correcte. L’homme
posse`de des appareils de toute sorte et de toute taille, comme illustre´ a` la Fi-
gure 2.17 (Weiser de´finit lui-meˆme 3 e´chelles de classement allant des grands
objets tels que des panneaux interactifs de plus d’un me`tre aux petits appareils
d’environ 2 centime`tres qui peuvent eˆtre tenus dans une main en passant par
les appareils de taille moyenne comme un ordinateur portable[17]).
Cependant, l’e`re actuelle n’est pas encore pleinement dans l’e`re ubiquitaire
telle qu’elle est de´crite par Weiser. En effet, dans la vision de ce dernier, il pre´dit
une informatique embarque´e a` son apoge´e. Pour lui, dans l’e`re ubicomp, l’ap-
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pareil digital doit devenir un outil tellement intuitif et inte´gre´ qu’il en devient
invisible. Il entend par la` que l’utilisateur ne doit plus avoir conscience qu’il uti-
lise un appareil digital pour acce´der a` l’information et que sa taˆche doit se faire
naturellement, telle qu’elle s’est toujours de´roule´e par le passe´[17]. L’ubicomp
doit prendre en compte l’environnement naturel de l’homme pour s’y inte´grer de
fac¸on tellement fluide que l’ordinateur serait comple`tement cache´ dans le de´cor
de cet environnement.
Bien que les syste`mes ne soient pas encore totalement intuitifs et cache´s
dans les objets du quotidien, certains dispositifs posse`dent de´ja` un stade de
reconnaissance avance´ et permettent alors deux modes d’interaction. Il y a les
interactions explicites, tre`s re´pandues au quotidien et qui ne´cessitent des actions
de controˆle explicites initie´es par l’utilisateur (emploi d’une te´le´commande, ges-
tuelle a` effectuer, commandes vocales tarabiscote´es), et les interactions impli-
cites, intuitives, ou` l’utilisateur se comporte de fac¸on tout a` fait naturelle (entrer
dans une pie`ce, jeter un coup d’œil sur un e´cran, commandes vocales intuitives
et simples) pendant que l’ordinateur en de´duit les actions a` effectuer dans ces
situations (allumage d’un appareil, agrandissement d’une image, changement
de chaine de te´le´vision). Ce mode ne devrait pas eˆtre lie´ qu’a` l’utilisateur mais
initierait automatiquement la connexion avec les appareils digitaux a` proxi-
mite´ afin de faciliter le transfert de donne´es, par exemple. Ide´alement, dans la
vision d’un e´cosyste`me ubicomp parfait, les interactions intuitives seraient le
seul mode existant et l’utilisateur utiliserait alors les syste`mes de fac¸on plus
naturelle. Au lieu d’allumer la te´le´vision par une succession de pressions sur
une te´le´commande, le fait d’entrer dans un pie`ce et de s’asseoir devant l’e´cran
pourrait de´clencher son allumage, par exemple.
Inte´gration de la the´orie proxe´mique
Il n’est pas facile d’atteindre la vision du futur telle que Weiser l’a de´crite.
L’imple´mentation fait face a` plusieurs obstacles, parfois de taille. Marquardt en
a releve´ six[16] dont l’incitation et la facilite´ que l’homme a a` interagir avec une
technologie sans interface, la confusion dans les donne´es perc¸ues (ces donne´es
constituent-elles des interactions avec le syste`me ou font-elles partie de la rou-
tine de l’utilisateur), le respect de l’intimite´ et de la se´curite´ tout en permettant
l’e´tablissement de connexions entre les diffe´rents appareils ou encore la gestion
des erreurs d’interpre´tation dans des contextes de´licats[16].
Il est possible de surmonter certains de ces obstacles en inte´grant aux tech-
nologies e´mergentes les the´ories proxe´miques. En appliquant les connaissances
posse´de´es concernant les interactions entre humains a` la technologie, de nou-
velles techniques d’interaction vont e´merger[17]. Il sera alors possible de de´finir
de nouvelles relations : de personne a` appareil digital, d’appareil digital a` appa-
reil digital, voire meˆme d’appareil digital a` objet classique (fixe ou semi-fixe),
comme il est possible de le voir sur la Figure 2.18.
Cette section va pre´senter quelles informations il faut tirer de la the´orie
proxe´mique et comment les appliquer a` l’informatique ubiquitaire afin de cre´er
des e´cosyste`mes conformes a` la de´finition de Weiser.
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Figure 2.18: Interactions proxe´miques comple`tes (entre les hommes, les appa-
reils digitaux et le mobilier non digital) et un zoom sur un cas d’utilisation[17].
L’homme, dans ses interactions quotidiennes, est naturellement muni de
capteurs (ses sens) et d’un syste`me capable d’assimiler le contexte autour de
lui (son cerveau). Cependant, l’ordinateur ne posse`de pas naturellement les
connaissances ne´cessaires pour pouvoir appliquer et interpre´ter des interactions
proxe´miques. Il est donc ne´cessaire de lui fournir des senseurs ou des capteurs
qu’il est apte a` comprendre (ce point sera explicite´ plus loin), un syste`me et des
re`gles capables de situer le contexte et re´agir face aux changements (ce qui sera
appele´ conscience de contexte).
Pour de´finir un contexte qui entoure un syste`me, il faut capter 3 aspects
diffe´rents : ou` se trouve la personne, avec qui se trouve-t-elle et quelles sont les
ressources exploitables a` proximite´. Ces diffe´rentes donne´es vont permettre de
designer un environnement re´actif qui va pouvoir induire des contextes d’utili-
sations et influencer les actions du syste`me. De`s lors, c’est cette technologie qui
sera utilise´e afin de mettre en place un e´cosyste`me ubicomp capable d’exe´cuter
des actions pro-activement (mode d’interaction implicite, tel que de´fini plus
haut).
Ne´anmoins, l’imple´mentation d’une conscience de contexte n’est pas e´vidente.
Un contexte est une donne´e dynamique et instable, il n’est pas possible d’en iden-
tifier pre´cise´ment toutes les informations qui le de´finissent. Par exemple, certains
contextes sociaux de´pendent d’un historique entre les personnes qui ne peut eˆtre
perc¸u par le syste`me, aussi bien conc¸u qu’il puisse l’eˆtre. De meˆme, l’e´tat d’es-
prit d’une personne qui rentre en interaction, ses e´motions ou son objectif du
moment sont des donne´es qui ne sont pas percevables par de simples capteurs.
De`s lors, il est impossible de cre´er des re`gles qui donneraient au syste`me des
indications sur ce qu’il doit interpre´ter dans tous les contextes possibles.
Greenberg recommande alors de ne pas simplifier un contexte a` outrance en
le rendant be´nin et d’e´viter d’employer des syste`mes d’environnement re´actif
quand les actions et de´cisions d’interpre´tation sont de´licates et peuvent mener a`
effectuer des actions inade´quates et risque´es. Il pre´conise aussi que tout syste`me
explicite fortement les actions qu’il entreprend et qu’il soit ouvert a` la re´e´criture
manuelle dans le cas d’actions errone´es.
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Figure 2.19: Les 5 mesures d’inte´reˆt dans les e´cosyste`mes ubicomp[17].
Cependant, la proble´matique de l’interpre´tation du contexte s’apparente plus
a` des proble`mes d’intelligence artificielle et ne sera pas traite´e plus en profon-
deur dans le cadre de ce travail.
Comme mentionne´ plus toˆt, la technologie doit impe´rativement posse´der
des capteurs afin de pouvoir infe´rer un contexte. Ces capteurs sont divers et
varie´s, ils peuvent consister en tags RFID, came´ras et bien d’autres15. Lorsqu’un
e´cosyste`me ubicomp d’une telle ampleur est cre´e´, il faut s’inte´resser a` 5 mesures
proxe´miques en particulier (voir Figure 2.19), qui serviront de base pour tout le
syste`me16 :
• La distance. Que ce soit entre les personnes, les appareils digitaux ou les
objets simples, la distance se mesure entre les diffe´rentes entite´s. Elle peut
eˆtre caracte´rise´e par des cate´gories (comme les distances proxe´miques qui
sont divise´es en 4 groupes, tel que dans la Figure 2.20) ou par une mesure
pre´cise de longueur. De meˆme, elle peut eˆtre discre`te ou continue ; ou
encore elle peut eˆtre absolue ou relative. Lorsqu’on parle d’une position
relative, on se contente de calculer la distance entre 2 entite´s distinctes en
tout genre, dans le cas d’une position absolue, on de´finit un point fixe qui
ne bougera jamais et la distance de chaque entite´ par rapport a` ce point
sera calcule´e.
• L’orientation. Cette mesure repre´sente la direction que prend une entite´.
Pour une personne, cela peut eˆtre l’orientation de son corps, de sa teˆte
mais aussi de ses membres ou son regard. Pour un objet, il faut de´finir un
avant diffe´rentiable. D’autres faces peuvent eˆtre identifiables si les besoins
ne´cessitent vraiment un tel niveau de sophistication. Cette me´trique peut
eˆtre donne´e de fac¸on qualitative (telle entite´ fait face a` ceci ou telle entite´
est de dos, par exemple) ou de fac¸on quantitative (angle pre´cis). La seconde
me´thode permet de savoir quand deux rayons sont en intersection, ce qui
peut eˆtre utile, par exemple, lorsqu’un groupe de personnes se font face,
l’intersection de leurs rayons corporels de´finit la zone de travail consacre´e
a` la taˆche-objectif de ce meˆme groupe.
• Le mouvement. Il est caracte´ristique du changement a` la fois de po-
sition et/ou d’orientation et s’applique aux donne´es tant bien relatives
15Une liste exhaustive des capteurs qu’il est possible d’employer se trouve dans le Tableau
B.4
16Bien e´videmment, d’autres mesures et capteurs peuvent eˆtre ajoute´s en fonction des be-
soins, ne sont pre´sente´s ici que les besoins e´le´mentaires dans le cadre d’un tel syste`me.
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qu’absolues. Le mouvement se calcule sur une pe´riode de temps et pas
a` un instant pre´cis et permet de connaitre la ve´locite´ de ce changement
ainsi que l’acce´le´ration d’une entite´. Cela permet de savoir, par exemple,
comment une personne s’approche d’une autre entite´ quelconque et de
re´pondre a` des questions telles que celles-ci : ralentit-elle, lui fait-elle face,
se tourne-t-elle subitement vers une autre entite´ ?
• L’identite´. Il est primordial de pouvoir de´crire chaque entite´ de fac¸on
unique. Cependant, le niveau de description d’une entite´ peut varier d’une
caracte´risation pre´cise (telle personne, le te´le´phone de tel homme) a` une
identification vague (objet non digital). Il est possible que le niveau de
de´tail se situe entre ces deux extreˆmes en cate´gorisant l’entite´ (une per-
sonne, une chaise) ou encore de l’affilier a` des groupes bien de´finis (membre
de la famille, visiteur). L’identite´ de l’entite´ doit eˆtre de´finie selon les be-
soins du syste`me, ainsi, il n’est pas ne´cessaire de reconnaitre pre´cise´ment
chaque personne qui passe devant un panneau publicitaire en rue, par
exemple.
• La localisation. Diffe´rente de la distance/position, cette me´trique con-
cerne plutoˆt les aspects qualitatifs et quantitatifs du lieu ou` les interactions
prennent place. Cela prend en compte l’agencement de l’espace (tel qu’il
a e´te´ de´fini plus toˆt dans ce travail) et le contexte de localisation. Cela
doit eˆtre vu comme un tout qui fournit des me´ta-informations concernant
les pratiques sociales dans ce lieu, le contexte d’utilisation du syste`me.
Par exemple, les interactions et le contexte seront diffe´rents selon que
l’e´cosyste`me ubiquitaire se trouve dans un lieu de travail ou dans une
maison.
Il faut cependant noter que l’inte´gration pour cre´er un environnement re´actif
ne se fait pas sur un coup de teˆte et qu’il faut suivre une certaine proce´dure
logique de traitement des donne´es. En effet, le syste`me est de´sormais muni d’une
technologie sensible capable de capter et traquer certaines donne´es sur les entite´s
(les inputs). La premie`re information que le syste`me va extraire et traiter sera
les donne´es de localisation, afin d’eˆtre informe´ du contexte et de l’agencement
de l’endroit (quelles sont les donne´es fixes et semi-fixes). Ensuite, le syste`me
va tenter d’identifier les entite´s pre´sentes pour dresser une liste des diffe´rents
acteurs. Puis, le syste`me va traiter les informations de distance et d’orientation,
bien souvent relatives, entre les diffe´rentes entite´s reconnues. De par ces deux
donne´es, le syste`me va aussi eˆtre capable de traiter les donne´es de mouvement.
Collecter la distance, l’orientation et, de la sorte, le mouvement permet de ne
pas se cantonner a` une vision discre`te de l’interaction et, de`s lors, d’eˆtre plus
pre´cis quant a` la gestion de l’attention de l’utilisateur[30]. A ce stade, il est en
possession des 5 me´triques telles que de´finies ci-avant et il va pouvoir commencer
le travail d’interpre´tation via les re`gles de comportement qui lui ont e´te´ de´finies.
Apre`s tout ce processus, le syste`me va de´livrer une re´ponse adapte´e (output).
Ce de´roulement est synthe´tise´ de fac¸on sche´matique a` la Figure 2.21.
Un syste`me bien travaille´ et qui suit les e´tapes explique´es tout au long de
cette partie permettra de fournir une technologie ubiquitaire qui s’inte`gre de
mieux en mieux a` la vision de Weiser. Il faut cependant ne pas perdre de vue
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Figure 2.20: Capteurs de distance et zones proxe´miques[17].
Figure 2.21: Sche´ma de de´roulement d’un syste`me ubiquitaire proxe´mique[17].
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les diffe´rentes proble´matiques aborde´es au long de cette section pour cre´er un
syste`me qui ne sera pas frustrant a` employer.
2.3.3 Interactions proxe´miques et le regard
Bien que l’inte´gration des interactions proxe´miques a` l’informatique semble
une bonne ide´e, il y a quelques de´sagre´ments aux techniques d’interactions que
cette combinaison propose. En effet, dans le cas d’un panneau interactif public,
par exemple, certaines personnes pourraient eˆtre intimide´es d’aller au devant
de ce panneau pour le toucher et interagir, voire meˆme se sentir ridicules de
faire des mouvements dans les airs pour donner des instructions a` celui-ci[12].
Il peut eˆtre inte´ressant d’envisager un moyen plus discret d’interagir avec un
e´cosyste`me ubicomp : y inte´grer des techniques d’eye tracking.
Les avantages a` traquer le regard et l’attention visuelle sont multiples. Comme
mentionne´ ci-dessus, le regard est quelque chose de discret qu’il est facile de
diriger. De plus, il refle`te bien le niveau d’attention d’un utilisateur face a` un
syste`me[12]. En effet, en captant simplement les relations de distance et d’orien-
tation d’un utilisateur potentiel face a` un syste`me, et que ce dernier ignore tota-
lement l’interaction, le chercheur est alors en droit de se demander si le contenu
a e´te´ vu et ignore´ ou si, justement, l’utilisateur est passe´ a` coˆte´ de la fonction-
nalite´ interactive. De plus, ces donne´es lui permettent de savoir quelles e´taient
la re´action et l’appre´ciation de l’utilisateur face a` ce contenu[30]. Finalement, le
regard est parfois aussi plus pre´cis que la gestuelle[1].
De par le nombre limite´ de re´fe´rences relatives au sujet, il est difficile de citer
tous les avantages que pre´sentent l’inte´gration de l’eye tracking a` un syste`me
ubicomp proxe´mique. De plus, si le niveau d’attention visuel a e´te´ e´tudie´ au
travers de tels syste`mes[29], il est plus rare d’utiliser la SA comme une input
dans les interactions proxe´miques. Il faut alors jouer de son imagination et de son
esprit cre´atif afin de voir que la combinaison de ces technologies est inte´ressante
a` bien des niveaux.
Les challenges
L’inte´gration des techniques d’eye tracking et de SA, telles que de´finies plus
toˆt dans ce chapitre, aux interactions proxe´miques et a` l’informatique ubiqui-
taire n’ont cependant pas encore e´te´ beaucoup exploite´es au cours des dernie`res
anne´es. Cela peut sembler surprenant puisque tous ces concepts ne sont pas
re´cents et que les prix du marche´ se de´mocratisent petit a` petit. Ne´anmoins,
une telle prouesse demande de surmonter de nombreux challenges, notamment
dans le cadre de syste`mes inte´gre´s dans les lieux publics.
Le premier et plus gros proble`me rencontre´ dans le cadre de ce couplage est la
calibration. Ce proble`me est pointe´ par de nombreux travaux s’e´tant attaque´s
a` l’inte´gration du regard dans les e´cosyste`mes ubicomp. En effet, lorsque le
syste`me pre´sente une interaction dans un endroit restreint (maison ou bureau),
il est aise´ de calibrer le regard des utilisateurs et de conserver ces donne´es
puisque les personnes sont re´gulie`res et identifie´es. Cependant, dans le cadre
d’un e´cran public, par exemple, il n’est pas possible et ne´cessaire d’identifier
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chaque personne tre`s pre´cise´ment. De plus, un passant ne va pas prendre le
temps de s’arreˆter devant l’e´cran et perdre de pre´cieuses minutes afin de cali-
brer le tracker avant d’enfin pouvoir de´couvrir ledit environnement interactif. Si
certains chercheurs ont pre´fe´re´s miser sur une calibration implicite et donc plus
rapide[13], la solution la plus envisage´e est de comple`tement sauter la calibra-
tion, trop consommatrice de temps[4]. E´videmment, cela entraine une perte de
pre´cision et de possibilite´ de mouvements capte´s[7].
Cette solution ame`ne alors la seconde proble´matique : la pre´cision[4]. En
effet, un eye tracker ne permet pas de pointer exactement ce que l’utilisateur
regarde avec une fiabilite´ totale. Souvent, cependant, ce de´calage est vraiment
mineur : pour un eye tracker distant, il y a une marge d’erreur de plus ou moins
0,5◦[4]. Dans le cas d’un appareil mobile (comme les lunettes), la marge est
plutoˆt de 1◦, car il faut ge´rer les distances et le mouvement de l’utilisateur[4].
Dans le cas de l’emploi d’une webcam dans les interactions proxe´miques, la
marge d’erreur peut meˆme atteindre les 10cm d’e´cart avec le point re´ellement
regarde´ par l’utilisateur[7].
De meˆme, du fait de l’absence de calibration et de ce manque de pre´cision,
le mouvement de l’œil ne peut eˆtre traite´ et lie´ a` l’e´cran que d’une certaine
fac¸on. Ainsi, il y a une perte de verticalite´ dans le controˆle de l’ubicomp par le
regard[33]. De plus, en lien avec les impre´cisions mentionne´es ci-avant, le regard
ne peut eˆtre lie´ que relativement a` l’e´cran et non plus absolument, comme c’est
le cas lorsque l’utilisateur est seul devant son ordinateur. De`s lors, une solution
possible est de lier le regard sur 3 positions : la gauche, le centre et la droite[7].
Une autre proble´matique e´voque´e est le guidage de l’utilisateur. Placer un
panneau interactif dans un lieu public peut eˆtre une bonne chose, mais l’utili-
sateur peut ne pas eˆtre conscient de l’emploi de ce dernier. E´videmment, l’uti-
lisateur ne peut pas suivre un entrainement a priori pour eˆtre pre´pare´ dans la
possible e´ventualite´ de rencontrer un tel panneau[33]. Le dispositif doit donc
guider l’utilisateur pour lui indiquer quel comportement adopter pour inter-
agir. Par exemple, dans le projet concernant un eye tracker mobile qui suit le
de´placement de l’utilisateur, il faut informer de fac¸on autonome a` cette personne
qu’elle peut continuer a` se de´placer totalement normalement, tout en regardant
l’e´cran, sans que cela n’empeˆche l’interaction. En effet, certains s’imaginaient
devoir marcher en crabe pour le bon fonctionnement du panneau[12].
Enfin, un dernier point est a` soulever : le proble`me de Midas. Ceci rele`ve
de la difficulte´ de diffe´rencier un mouvement de l’œil intentionnel afin de cre´er
une interaction et un mouvement autre (par exemple parce que l’utilisateur est
attire´ par un e´ve´nement en dehors du cadre de l’expe´rience d’activite´)[4]. Pour
tenter de re´soudre cette proble´matique, il faut coupler le regard avec d’autres
donne´es, d’interactions proxe´miques par exemple.
Dans le chapitre suivant, il sera explique´ comment ce travail a tente´ de
surmonter certains de ces challenges tout en essayant d’inte´grer les principes
d’eye tracking et de SA aux interactions proxe´miques.
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Chapitre 3
Imple´mentation et re´sultats
Ce travail a pour but de pre´senter l’inte´reˆt de l’utilisation du regard dans
un e´cosyste`me ubicomp dirige´ par des interactions proxe´miques. Pre´ce´demment,
diffe´rents aspects the´oriques ont e´te´ aborde´s de fac¸on assez distincts les uns des
autres et ne permettant pas de clairement comprendre l’inte´gration de toutes
ces parties ensemble.
Afin d’amener a` une meilleure compre´hension de cette inte´gration comple`te
et complexe, un cas d’utilisation a e´te´ imple´mente´. Le contexte de cette imple´-
mentation e´tait de re´aliser un panneau interactif place´ dans un lieu public re´gi
par les principes de l’interaction proxe´mique auquel la the´orie de l’eye tracking
avait e´te´ inte´gre´e.
Cependant, des hypothe`ses ont duˆ eˆtre e´mises afin de simplifier le cas d’uti-
lisation, pour des raisons explique´es ci-apre`s. De`s lors, la re´alisation s’en est
alors trouve´e limite´e au cas suivant : un petit panneau restant dans un cadre
d’utilisation prive´ mais qui peut eˆtre dirige´ par le regard de l’homme.
L’imple´mentation de cet exemple sera de´taille´e dans cette partie du travail au
travers de trois grandes e´tapes. Tout d’abord, l’organisation du travail technique
sera explique´e afin de se´parer et cate´goriser ce de´veloppement en deux grandes
phases : le stage et l’apre`s stage. Ensuite, le de´veloppement de chaque partie sera
de´taille´ en deux phases, d’abord le choix de la technologie employe´e et enfin la
partie d’imple´mentation qui permettra d’expliquer les spe´cificite´s de re´alisation
plus amplement.
3.1 Organisation
Dans le cadre de ce travail, une partie d’imple´mentation a duˆ eˆtre mise en
place. Cette partie a permis l’acquisition de connaissances concernant le sujet
traite´ en plus de la re´alisation d’une partie logicielle, et il est important d’en
de´cortiquer quelque peu son organisation.
Ce travail s’est donc imple´mente´ en deux grandes phases, la premie`re e´tant
le stage re´alise´ a` l’Universite´ du Texas d’Austin, dans la faculte´ d’Information,
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et la seconde e´tant une adaptation de ce premier travail dans le cadre des inter-
actions proxe´miques.
Comme explique´ ci-avant, la premie`re partie du travail a pris place pendant
la phase de stage. C’est au cours de cette phase que les connaissances concernant
l’eye tracking et la SA ont e´te´ acquises. En effet, le produit re´alise´ lors de ce
stage e´tait un script Python permettant de capturer le regard et d’en mesurer,
en temps re´el, les donne´es ne´cessaires afin de calculer la SA telle que de´finie
the´oriquement dans ce travail.
La seconde phase a pris place lors de la fin du stage et pendant toute
la seconde partie de l’anne´e. Elle consistait en l’adaptation du travail re´alise´
pre´ce´demment sur d’autres technologies, puis, en l’inte´gration des interactions
proxe´miques afin de permettre la cre´ation d’un e´cosyste`me unbicomp dirige´ par
le regard. Cette phase a pose´ quelques proble`mes d’ordre technique quant aux
emplois de technologies possibles, ce qui sera explique´ dans les sections suivantes.
La suite de ce travail pre´sentera les explications concernant le travail re´alise´
pendant le stage de fac¸on inte´grale et puis repartira sur l’apre`s-stage pour mon-
trer comment la premie`re imple´mentation a pu eˆtre incorpore´e dans la seconde.
3.2 Eye tracking et SA
La premie`re partie du travail consistait en une phase de recherches the´oriques
permettant d’apprendre a` utiliser un eye tracker, quelles techniques e´taient
couple´es a` son utilisation et ensuite d’y incorporer des mesures de SA inte´ressantes.
Le but de ce travail e´tait de fournir un outil de recherche combinable a` iMo-
tions, un logiciel d’analyses biome´triques complexe servant a` faire des e´tudes
UX pousse´es et fortement employe´ sur le lieu de stage. L’outil devait pre´senter
les deux fonctionnalite´s suivantes : l’ajout de calcul de SA que iMotions ne fai-
sait que partiellement et la possibilite´ de re´aliser ces analyses en temps re´el,
ce qu’aucun logiciel ne fournit actuellement. Ce comple´ment devait eˆtre le plus
silencieux possible, c’est-a`-dire qu’une fois lance´, l’utilisateur et le chercheur
n’avaient pas a` se pre´occuper de l’outil et pouvaient pleinement se focaliser sur
l’e´tude mene´e via iMotions.
Dans cette partie, il sera explique´ comment cet outil a e´te´ re´alise´ en mon-
trant d’abord les choix technologiques pertinents qui ont e´te´ faits et, ensuite,
en expliquant le de´veloppement et l’imple´mentation meˆme de ce travail. A` titre
d’information, certaines parties du code source pre´sentant des innovations im-
portantes se trouvent en Annexe C, mais il n’est pas ne´cessaire de les pre´senter
plus en de´tail.
3.2.1 Technologie employe´e
Afin de re´aliser ce travail, diffe´rentes technologies ont e´te´ envisage´es et com-
pare´es avant de faire un choix. Dans cette partie, il sera explique´ comment le
choix s’est porte´ entre les diffe´rents mate´riels, langages de programmation et
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librairies employe´s.
La premie`re partie de ce travail s’est focalise´e sur la compre´hension et l’em-
ploi d’un eye tracker, puis, la maitrise de la SA. Le mate´riel fourni a donc e´te´ un
eye tracker distant inte´gre´ a` l’ordinateur de la marque Tobii1. Cet appareil, bien
que n’e´tant plus de dernie`re ge´ne´ration, est un appareil d’une qualite´ supe´rieure
qui permet l’analyse de donne´es de fac¸on tre`s pointue et pousse´e. Graˆce a` son
taux d’e´chantillonnage de 300Hz, il permet de de´tecter tre`s en de´tail les fixa-
tions et saccades oculaires ainsi que d’identifier les clignements de l’œil. Une
telle pre´cision dans le cadre de recherches scientifiques pousse´es est un avantage
conside´rable.
Au niveau du langage de programmation utilise´, c’est Python qui a e´te´ choisi.
En effet, ce langage a pour avantage d’eˆtre compatible avec de nombreux eye
trackers, notamment ceux de la marque Tobii, sous peine d’avoir une licence
professionnelle. Cette licence, uniquement valable pour le langage Python, per-
met l’acce`s a` des donne´es plus pousse´es que d’autres SDK fournis par la marque
Tobii, comme il le sera explique´ plus loin.
Le langage utilise´ permet de se connecter directement a` l’appareil et, donc,
de collecter les donne´es en temps re´el afin de ne pas passer par un logiciel ex-
terne qui pourrait induire du de´calage ou filtrer ces donne´es. Cependant, cette
solution a pour de´savantage que, puisque les donne´es sont fournies en temps
re´el, le SDK de Tobii ne permet pas de distinguer les fixations, des saccades ou
des clignements de l’œil. Il y a donc une perte de l’analyse de´taille´e que peut
fournir une telle technologie couple´e a` la licence professionnelle.
Pour palier a` cela, une librairie non ne´gligeable a e´te´ utilise´e : PyGaze2.
Cette solution est une des seules qui permet d’analyser les donne´es de regard
en temps re´el. Ses algorithmes sont assez simples a` comprendre et faciles d’uti-
lisation ce qui a permis de s’y habituer et de la maitriser assez rapidement, a`
de´faut d’avoir une documentation bien de´taille´e. De plus, cette librairie n’est pas
limite´e sur son emploi avec les eye trackers de la marque Tobii mais fonctionne
aussi bien avec certaines autres marques[5], ce qui offre un possible changement
de mate´riel sans devoir re´e´crire tout le code. Cependant, cette librairie pre´sente
deux de´savantages assez conse´quents : calculs analytiques moins pre´cis que ceux
fournis par Tobii ou iMotions3 et un manque de stabilite´.
En effet, bien que les me´thodes de´finies dans PyGaze permettent de diffe´ren-
cier fixation de saccade et meˆme du clignement de l’œil, il se base sur un calcul
simple de proximite´. Cela signifie que son calcul se contente juste de ve´rifier si
le regard se trouve dans une certaine zone autour du point de de´part pour une
pe´riode de temps de´finie. Cependant, malgre´ la pre´sence, au niveau du calcul
de saccade, de la ve´locite´ du mouvement de l’œil, ces algorithmes ne sont pas
base´s sur les standards I-VT pour les fixations[21, 22, 23].
1Tobbi Pro TX300
2https://www.pygaze.org/
3Un logiciel d’analyses biome´triques.
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Quelques librairies supple´mentaires ont e´te´ ne´cessaires pour la re´alisation de
ce travail mais moins importantes et beaucoup plus traditionnelles, ainsi elles ne
seront que cite´es. Les principales librairies employe´es ont e´te´ Numpy, PyGame
et PsychoPy en plus de celles ne´cessaires au bon fonctionnement de PyGaze et
le SDK Pro de Tobii.
3.2.2 De´veloppement et produit fini
L’imple´mentation de ce travail peut eˆtre de´coupe´e en trois grandes parties : la
connexion a` iMotions et aux AOI, le lancement de l’eye tracker et enfin le calcul
en temps re´el de la SA. Dans cette section, il sera explique´ comment fonctionne
le programme, quelques subtilite´s d’imple´mentation importantes ainsi que les
tests de validation qui ont e´te´ mis en place.
Fonctionnement ge´ne´ral
Pour faire fonctionner le script Python, il est impe´ratif que des AOI soient
de´finies. En effet, comme cela a de´ja` e´te´ mentionne´ de fac¸on the´orique dans le
chapitre pre´ce´dent, et comme il le sera explique´ de fac¸on plus approfondie par la
suite, la notion de SA de´pend tre`s fortement de ces zones et il n’y a d’inte´reˆt a` la
calculer si aucune AOI n’est de´finie. Afin que l’outil puisse extraire les donne´es
ne´cessaires a` la de´finition de ces zones d’inte´reˆt, il faut lui fournir un dossier (a`
de´finir dans le code selon les pre´fe´rences) contenant des fichiers XML portant
un nom standard. Ces fichiers sont en re´alite´ des templates ge´ne´re´s par iMotions
lors de la de´finition d’AOI et qu’il suffit d’exporter au bon endroit.
Le bon fonctionnement de ce script de´pend aussi du fait qu’iMotions soit
de´ja` ouvert sur un re´seau accessible par l’ordinateur qui fera tourner le script4.
Comme l’outil a pour vocation d’eˆtre un comple´ment dudit logiciel, il est ne´cessaire
que cette connexion soit faite afin que les deux programmes travaillent sur les
meˆmes input au meˆme moment. Une fois qu’iMotions est ouvert, le script peut
eˆtre lance´, et lorsqu’il tourne en arrie`re plan, l’e´tude du regard peut eˆtre lance´e
sur iMotions.
Cette manipulation permet de rajouter l’e´tape du lancement du script Py-
thon sans pour autant changer totalement les habitudes d’e´tude des chercheurs
voue´s a` l’employer. Cela permet de rester sur un outil discret et silencieux qui
tourne en arrie`re plan.
Pendant toute l’exe´cution du script, la SA est calcule´e en temps re´el. Cela
permet aux personnes en charge de l’e´tude d’avoir imme´diatement les re´sultats
pour chaque action que l’utilisateur pose et de`s lors d’adapter les stimuli de
fac¸on ne´cessaire si besoin. Ce calcul sera explicite´ un peu plus au point suivant.
4Il existe une version du code source qui ne de´pend pas d’iMotions, cependant, cette version
est assez instable de par la manie`re dont PyGaze appelle PyGame ou PsychoPy. Ne´anmoins,
cette version est tout a` fait capable de tourner seule.
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Calcul de la SA
Comme explique´ pre´ce´demment, le but du travail e´tait de fournir des me-
sures de SA en temps re´el. Dans le chapitre pre´ce´dent, ces donne´es inte´ressantes
ont e´te´ explique´es the´oriquement. Cette partie ajoutera un coˆte´ plus concret et
pratique sur le calcul de ces donne´es.
La premie`re mesure e´tait le dwell time et repre´sentait le temps passe´ au sein
d’une certaine AOI. La me´thode va donc calculer pour chaque AOI son temps
de se´jour de la fac¸on suivante :∑
fixTAOI , ou` fixT est le temps de fixation.
La seconde donne´e qu’il e´tait souhaitable d’avoir e´tait le calcul de l’entropie.
Pour bref rappel, il s’agissait de la disparite´ du regard et se mesurait sur une
e´chelle allant de 0 a` 1. Pour calculer cette dernie`re, il fallait d’abord de´finir des
matrices de transition : 
(AOI0, AOI1) numFix0,1
(AOI1, AOI2) numFix1,2
(AOI2, AOI3) numFix2,3
... ...

Ou` numFixi,j est le nombre de fixation entre les AOIi et AOIj . Ensuite, les
matrices de transitions e´taient transforme´es en matrices de probabilite´s :

(AOI0, AOI1) proba0,1 = numFix0,1/
∑
numFix
(AOI1, AOI2) proba1,2 = numFix1,2/
∑
numFix
(AOI2, AOI3) proba2,3 = numFix2,3/
∑
numFix
... ...

Ou`
∑
numFix repre´sente le nombre total de fixations. On divise le nombre
de fixations par AOI par le nombre total de fixations pour avoir la probabilite´
d’avoir une transition entre les AOIi et AOIj . Une dernie`re modification est
effectue´e sur les matrices avant d’eˆtre apte a` calculer l’entropie :

(AOI0, AOI1) log2(proba0,1)
(AOI1, AOI2) log2(proba1,2)
(AOI2, AOI3) log2(proba2,3)
... ...

Enfin, l’entropie est calcule´e comme qui suit :
entropie = −1 ∗∑ probai,j
La troisie`me mesure e´tait la distance entre les fixations. Pour ce faire, il
suffit de prendre deux fixations qui se suivent, d’en extraire les coordonne´es et
y appliquer une formule de distance carte´sienne :
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xi = xfixi − xfixi−1
yi = yfixi − yfixi−1
distancei =
√
x2i + y
2
i
La dernie`re mesure de SA calcule´e est la distance totale parcourue par le
regard de l’utilisateur. Pour ce faire, il faut calculer pre´alablement la distance
entre les AOI. Comme la majeure partie des distances parcourues par le regard
sont les transitions entre ces zones d’inte´reˆt, il n’y a plus qu’a` multiplier le
nombre de transitions qu’il y a entre ces AOI (calcule´ pre´ce´demment par la
matrice de transition) et la distance qu’il y a effectivement entre ces zones.
Ainsi, a` la fin, il suffit d’additionner toutes les distances parcourues lors des
transitions pour avoir la distance totale :
distTot =
∑
transitioni,j ∗ distancei,j
Une fois que les formules mathe´matiques ont e´te´ pose´es, il e´tait aise´ de les
imple´menter comme partie inte´grante du code.
Figure 3.1: Re´sultats partiels fournis par le script.
La Figure 3.1 montre les re´sultats tels que pre´sente´s lors de l’exe´cution du
script. Lors du lancement de ce dernier, l’utilisateur doit rentrer son nom. En-
suite, les AOI sont encode´es depuis les fichiers XML. A savoir que PyGaze n’ac-
cepte que certaines formes d’AOI (les rectangles et les ellipses). Ceci explique la
pre´sence des lignes 2 et 3 qui, a` titre indicatif pour les meneurs d’expe´rience, si-
gnalent que certaines formes d’AOI fournies depuis iMotions ne seront pas prises
en compte e´tant donne´ la non-conformite´ de celles-ci. Enfin, les lignes suivantes
pre´sentent les re´sultats du calcul de SA. Ce script s’exe´cutant en temps re´el, ces
calculs sont mis a` jour toutes les secondes. Cependant, par souci de lisibilite´,
seuls les premiers re´sultats ont e´te´ affiche´s dans la capture d’e´cran.
Le dwell time est affiche´ sous forme de liste ou` chaque temps est classe´
en fonction de l’AOI correspondant. Ainsi, dans cet exemple, l’utilisateur aura
fixe´ pendant pre`s d’une seconde entie`re la premie`re zone d’inte´reˆt. Ce manque
de mouvement de la part de l’utilisateur se traduit par une entropie a` 0 et
des distances entre les fixations tre`s petites. Ces donne´es sont d’ailleurs, elles
aussi, pre´sente´es sous forme d’une liste ou` chaque e´le´ment repre´sente la distance
parcourue entre une fixation et sa suivante (ainsi, l’e´le´ment 1 pre´sente la distance
parcourue entre les 1re et 2e fixations). Cette remarque est aussi valable pour la
distance entre les AOI, si ce n’est que ce ne sont pas sur les fixations que sont
trie´s les e´le´ments mais bien entre les zones de´finies.
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Validation
Si ce script n’a pas pu eˆtre employe´ par des utilisateurs re´els lors d’e´tudes
UX, il a tout de meˆme e´te´ teste´ de 3 fac¸ons diffe´rentes afin de garantir la validite´
des re´sultats renvoye´s et permettre son utilisation optimale. La fonctionnalite´
principale a` tester e´tait le calcul de la SA. En effet, les donne´es de fixations
de´pendent de la librairie PyGaze et le parsing d’un fichier XML s’est ave´re´ cor-
rect assez rapidement, via des comparaisons a` iMotions.
La premie`re source de comparaison de ces re´sultats e´tait iMotions. En effet,
bien que ce logiciel ne permette pas le calcul de SA, il renvoie tout de meˆme les
donne´es de dwell time. Si le logiciel ne permet pas le calcul en temps re´el et que
le script de´veloppe´ fonctionnait a` l’aide d’une feneˆtre de temps coulissante, il a
tout de meˆme e´te´ possible, a` l’aide d’un calcul supple´mentaire, de comparer les
dwell time mesure´s afin de savoir si le script renvoyait des donne´es avoisinant
celles de iMotions.
Par ailleurs, au cours des tests d’exe´cution du script, des donne´es re´elles de
positions de l’œil sur l’e´cran et de temps de fixations ont e´te´ re´cupe´re´es afin
d’eˆtre calcule´es manuellement et permettre la comparaison avec les re´sultats
obtenus.
Enfin, des tests informatise´s ont e´te´ e´crits. Lors des recherches the´oriques
mene´es sur les me´triques inte´ressantes de SA, des exemples de donne´es ont e´te´
trouve´s. De`s lors, il suffisait d’e´crire des tests prenant les inputs des exemples et
comparant leurs outputs avec les re´sultats calcule´s par le script. A la fin des com-
paraisons, les re´sultats e´taient identiques au millionie`me degre´, ces diffe´rences
e´tant dues a` des approximations et arrondis.
Graˆce a` ces me´thodes de validation des re´sultats, il a pu eˆtre affirme´ que le
travail re´alise´ au niveau de la SA e´tait correct et que les donne´es fournies en
output pouvaient donc eˆtre fiables.
L’objectif de cette partie a bien e´te´ rempli puisqu’il permettait d’effectuer la
taˆche demande´e, bien que le script pre´sente des ame´liorations comme le passage
de PyGaze a` une librairie ou des me´thodes  maison  permettant d’inclure
les standards I-VT dans l’estimation des fixations. Cependant, ce travail a e´te´
laisse´ pour une e´quipe de de´veloppement interne au lieu de stage.
Ceci conclut la re´alisation d’un premier travail qui couvre le stage re´alise´
dans les premiers mois. La partie qui suit expliquera plus en de´tail l’inte´gration
proxe´mique du regard.
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3.3 Inte´gration des interactions proxe´miques
Cette seconde phase de la partie pratique du travail couvre la re´alisation
technique qui lie ce qui a e´te´ pre´ce´demment produit avec la SA a` l’interaction
proxe´mique. Elle consiste en la recherche et documentation sur l’interaction
proxe´mique et l’informatique ubiquitaire, puis en l’adaptation et l’inte´gration
du travail mentionne´ ci-dessus afin de fournir un produit cohe´rent.
Le but de cette inte´gration n’e´tait pas de fournir un produit fini et preˆt a`
l’emploi. En effet, elle consistait plutoˆt en la re´alisation d’un prototypage rapide
d’une solution accessible au grand public afin de tester rapidement un setup.
Dans cette partie, il sera explique´ comment l’outil fini a e´te´ re´alise´. Tout
d’abord, il y sera de´taille´ quelles sont les technologies possiblement envisa-
geables, les motivations du choix et de l’utilisation de certaines. Ensuite, le
travail final sera pre´sente´ afin de mettre en avant les hypothe`ses qui ont e´te´
pose´es et ce qu’il a e´te´ possible de re´aliser.
3.3.1 Technologie employe´e
Lors de la transition entre les deux re´alisations, afin de pouvoir continuer le
travail effectue´, le mate´riel a duˆ eˆtre change´ pour diverses raisons de couˆts et
de fin de production de la technologie. Cependant, afin de pouvoir inte´grer les
notions d’interactions proxe´miques a` l’eye tracking, il a fallu trouver une alter-
native envisageable financie`rement et technologiquement. Plusieurs possibilite´s
ont e´te´ envisage´es, de l’eye tracker de moins bonne qualite´ a` la webcam, et une a
e´te´ retenue. Dans cette partie, les diffe´rents mate´riels ayant e´te´ employe´s seront
pre´sente´s avec leurs avantages, leurs inconve´nients et les choix qui ont motive´
la de´cision actuelle.
Eye trackers
Dans un premier temps, afin de mener a` bien cette e´tude, la technologie la
plus e´vidente envisage´e a e´te´ l’eye tracker. Deux choix ont e´te´ e´tudie´s et seront
pre´sente´s ci-dessous.
Comme mentionne´ pre´ce´demment, le Tobii Pro TX300 e´tait le premier appa-
reil mis a` disposition. Bien que fort complet et pre´cis dans les analyses qu’il pro-
pose, la production de ce dernier a e´te´ stoppe´e et le mode`le est conside´re´ comme
e´tant de´passe´. De plus, un tel dispositif pre´sentait de se´rieux de´savantages
comme le fait qu’il soit inte´gre´ a` l’ordinateur ou que, de par son haut taux
d’e´chantillonnage et sa pre´cision importante, il n’autorisait que peu de mou-
vements de la part de l’utilisateur. Tout ceci posait alors de fortes contraintes
concernant le souhait d’e´tudier les interactions proxe´miques, notamment dans
le cadre d’un panneau pre´sent dans un large environnement public ou` les gens
vont et viennent et ne restent pas fixes a` une position indique´e. En conclusion,
tout sugge´rait que l’emploi de cet appareil e´tait peu indique´ dans le cadre de
cette e´tude.
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Cependant, la marque Tobii posse´dant une renomme´e certaine dans le milieu
des eye trackers et proposant des dispositifs moins contraignant, le choix s’est
pose´ sur un appareil a` petit budget qui semblait tout a` fait indique´ dans le cadre
de cette e´tude : le Tobii 4C. Ce petit tracker distant inde´pendant conc¸u pour
le gaming demande une pre´cision beaucoup moins importante qu’un appareil
taille´ pour les analyses pre´cises. De plus, il importait surtout que l’appareil soit
capable de de´tecter le regard et d’en renvoyer les coordonne´es. Sa pre´cision et
son aspect gaming garantit que l’utilisateur peut donc de´tourner le regard de
ce dernier, ou bouger plus fortement la teˆte sans que celui-ci ne perde le fil des
donne´es capture´es5.
Bien que ce dernier pouvait pre´senter toutes les caracte´ristiques plus que
ne´cessaires pour l’exe´cution de ce travail, il n’e´tait pas compatible avec le code
pre´ce´demment e´crit. En effet, pour travailler sur un eye tracker de la marque
Tobii en Python, il faut acheter une licence professionnelle, comme mentionne´
plus toˆt dans ce travail. Or celle-ci pre´sente un couˆt assez de´raisonnable. Une
alternative avait e´te´ explore´e, mais n’avait abouti a` rien, en utilisant les SDK
compatibles avec le C# de par le manque de documentation mise a` la disposition
des de´veloppeurs et du manque de re´ponse de la part du support de la marque.
Webcams
Par manques de moyens, il n’e´tait donc pas envisageable d’acheter un eye
tracker d’une autre marque qui ne garantirait toujours pas le bon fonction-
nement du projet. Lors de la lecture d’articles, a` la fois sur les dispositifs de
tracking et a` la fois sur les interactions proxe´miques[33], il est apparu qu’il e´tait
possible de re´aliser ce proce´de´ via la webcam.
De plus, l’emploi d’une webcam, dans le but de re´aliser le tracking d’un
œil, dans ce contexte tre`s pre´cis, peut tout a` fait se justifier de fac¸on judi-
cieuse. En effet, cette technologie n’est pas de´pendante d’une calibration forte,
et il est possible d’outrepasser cette exigence. Cela semble plutoˆt inte´ressant
puisque dans le cas d’e´tude de l’interaction proxe´mique, l’utilisateur ne sou-
haite pas perdre quelques minutes de son exploration visuelle pour calibrer la
machine. Par ailleurs, de par son manque extreˆme de pre´cision et son champ
de de´tection plus large, l’utilisateur est plus libre quant a` ses de´placements et
mouvements de la teˆte. Enfin, de nombreux projets lie´s a` l’inte´gration des inter-
actions proxe´miques utilisent de´ja` des webcams en guise de capteur, l’inte´gration
du regard dans les me´triques du proxe´mique ne poserait pas de proble`mes de
couˆts supple´mentaires et d’adaptation du mate´riel.
Pour re´aliser un tel de´fi, il e´tait e´videmment impossible d’envisager d’enta-
mer le de´veloppement d’un logiciel capable de de´tecter l’œil et son mouvement
depuis une webcam. En effet, ce proce´de´ rele`ve de techniques d’intelligence
artificielle pour lesquelles les ressources, les compe´tences et le temps e´taient
clairement manquant.
5Cette capacite´ a e´te´ teste´e lors des premiers jours d’acquisition du tracker.
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Comparatif des librairies
De`s lors, diffe´rentes librairies existantes ont e´te´ explore´es. Ces dernie`res se-
ront alors pre´sente´es en quelques mots avant d’aborder leurs points positifs et
ne´gatifs. Un re´sume´ de ce comparatif des librairies existantes se trouvera dans
le Tableau 3.1.
La premie`re librairie a avoir e´te´ creuse´e e´tait Gaze Tracking Library6, une
librairie open-source au fonctionnement similaire a` un eye tracker et se basant
sur les re´flexions re´tinienne et corne´enne afin de traquer le centre de la pupille.
Cette dernie`re ne´cessitait l’emploi du C# ainsi qu’un framework .NET pour
fonctionner. Cependant, le projet n’ayant plus e´te´ mis a` jour depuis 2015, il a
e´te´ remarque´ que le projet n’e´tait plus compatible avec les technologies actuelles.
La librairie suivante est celle de XLab7. Cette dernie`re offre un tracking
de l’œil pour des applications web. Son fonctionnement base´ sur du machine
learning rend l’approche plus qu’inte´ressante puisque les de´veloppeurs mettent
a` disposition du grand public une technologie base´e sur des algorithmes puis-
sants. Cependant, cette dernie`re ne peut eˆtre employe´e que via un plug-in du
navigateur web et ne permet pas le de´veloppement d’une application logicielle.
GazeRecorder8 et GazePointer sont deux logiciels qui ont e´te´ envisage´s. Ils
sont tous les deux supporte´s par GazeFlow et permettent plus ou moins la meˆme
chose : le controˆle de la souris a` l’aide du regard. GazeFlow, l’outil de tracking,
montre des re´sultats tre`s satisfaisant, avec une diffe´rence de pre´cision compare´
a` un eye tracker (SMI) de 1◦9. Cependant, aucun des logiciels que supporte la
technologie de tracking n’est munis d’un SDK ou d’une API utilisable.
Pre´sentant le meˆme proble`me que les deux logiciels pre´ce´dents, EyeTwig10 ne
pouvait pas non plus pre´senter une solution envisageable. De plus, le de´veloppement
dudit logiciel a e´te´ stoppe´ pour les syste`mes d’ope´rations Windows, limitant
alors la portabilite´ et l’accessibilite´ de ce dernier.
OpenCV11 permet de re´aliser un tracking de l’œil via  haarcascade . Cette
dernie`re est inte´ressante puisque existe pour Python, ce qui permettait de re-
partir sur la base cre´e´e pendant le stage. De plus, cette librairie est entraine´e
via du machine learning, pour la reconnaissance des caracte´ristiques faciales.
Apre`s plusieurs tests, il s’est ave´re´ que ses capacite´s de tracking n’e´taient pas
mauvaises et sa pre´cision plutoˆt bonne (90% de re´ussite[14]). Cependant, cette
dernie`re pre´sente tout de meˆme des proble`mes : puisqu’elle ne de´tecte pas qu’un
seul œil, elle peut en trouver plus de deux sur l’image (notamment la` ou` il n’y
en a pas, ailleurs sur le visage qu’au niveau des yeux). Cela implique alors que
si des personnes passent dans l’arrie`re-plan lors d’une utilisation, la librairie va
se servir de tous les yeux de´tecte´s afin de trouver ce que l’utilisateur regarde.
6https://sourceforge.net/projects/gazetrackinglib/
7https://xlabsgaze.com
8http://gazerecorder.christiaanboersma.com/
9http://gazerecorder.christiaanboersma.com/gazeflow/
10http://www.eyetwig.com/
11https://opencv.org/ et https://docs.opencv.org/2.4/doc/tutorials/objdetect/
cascade_classifier/cascade_classifier.html
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Cela peut porter a` confusion et n’est donc pas une solution tre`s viable. Enfin,
cette dernie`re est assez complexe a` prendre en main, et il a donc e´te´ pre´fe´re´ de
chercher une meilleure alternative.
Finalement, une librairie fournie par le cre´ateur de PyGaze12 a e´te´ trouve´e
(elle sera aussi nomme´e PyGaze puisque cette librairie initiale n’est plus em-
ploye´e dans cette partie du travail). Celle-ci permet la de´tection de l’œil en
jouant avec des luminosite´s et contrastes et donne la possibilite´ a` l’utilisateur
d’appliquer les re´glages qu’il souhaite afin d’optimiser la de´tection de l’œil. De
plus, cette librairie a aussi pour point positif d’eˆtre compatible avec le code
e´crit dans la premie`re partie du projet, et qu’il ne faut alors pas migrer totale-
ment le code existant, risquant de perdre une fonctionnalite´ stable. Cependant,
le code de la librairie consistait surtout en un challenge-test personnel pour le
de´veloppeur, Edwin Dalmajier, et pre´sente donc une qualite´ de de´tection assez
faible : l’ope´ration se fait a` chaque fois mais il y a des risques de perte de cette
de´tection si quelque chose de semblable (en coloris du moins) a` un œil se place
dans le champ de vision de la came´ra (80% des essais ont de´place´ l’œil pour le
situer dans l’arrie`re-plan ou ailleurs sur le corps).
Table 3.1: Tableau comparatif des librairies explore´es.
12https://www.pygaze.org/2015/06/webcam-eye-tracker/
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C’est donc la librairie PyGaze qui a e´te´ employe´e pour re´aliser cette partie-
ci. En effet, elle s’inte`gre facilement dans le code pre´ce´demment e´crit. Bien que
sa de´tection de l’œil soit moins bonne que celle d’OpenCV, il est plus facile et
rapide d’entrer dans le code de PyGaze et de le comprendre. Les deux librai-
ries ayant une bonne communaute´ de support, elles pre´sentent toutes deux des
avantages qui s’e´quivalent. C’est par souci de cre´ation d’un prototypage rapide
et constance d’inte´gration par rapport a` la partie pre´ce´dente que PyGaze a e´te´
pre´fe´re´. Il n’est cependant pas impossible de travailler avec OpenCV. Les autres
librairies, quant a` elles, ne peuvent eˆtre employe´es tant les inconve´nients qui les
qualifient sont importants.
Afin de faire fonctionner le code de de´tection de l’œil, il est important d’ins-
taller une librairie supple´mentaire : VideoCapture. Cette dernie`re n’ayant pas
e´te´ mise a` jour depuis longtemps, certaines me´thodes sont de´pre´cie´es et ne
s’exe´cutent alors pas. Il est donc primordial de remplacer a` la ligne 138 :
Image.fromstring('RGB', (width, height), buffer, 'raw', 'BGR', 0, -1)
par
Image.frombytes('RGB', (width, height), buffer, 'raw', 'BGR', 0, -1)
3.3.2 De´veloppement et produit fini
Avant d’aborder le fonctionnement du logiciel de´veloppe´, il est important
d’introduire les diffe´rentes hypothe`ses qui ont e´te´ pose´es sur le use case. En effet,
l’ide´e originelle e´tait la cre´ation d’un panneau interactif fonctionnant sous cer-
tains principes des interactions proxe´miques auquel y serait ajoute´ un controˆle
par le regard. Cependant, de par le choix de la librairie et les contraintes tech-
niques, il n’e´tait pas envisageable d’employer ce logiciel dans un lieu public.
En effet, comme mentionne´ pre´ce´demment, PyGaze se base sur la de´tection via
des coloris, la luminosite´ et le contraste. De`s lors, la librairie est tre`s sensible
aux couleurs et changements dans l’arrie`re-plan. Un exemple plus concret sera
donne´ ci-dessous. De plus, cette technologie demande une forte mise au point
par rapport a` l’utilisateur et sa de´tection e´tant me´diocre, le contexte d’utilisa-
tion devait alors eˆtre tre`s spe´cifique, comme explicite´ un peu plus loin dans cette
section. Cela ne permet donc pas d’inte´grer les interactions proxe´miques au sens
des distances, mouvements, orientations, etc. qui ont e´te´ de´finies the´oriquement.
De`s lors, le projet re´alise´ consiste donc en un petit panneau (limite´ a` l’e´cran
d’un ordinateur) utilise´ dans une sphe`re prive´e mais permettant tout de meˆme
la se´lection sur l’e´cran par le regard.
Dans cette partie, le fonctionnement du script sera explique´, notamment la
partie de de´tection de l’œil, pre´sentant certaines particularite´s.
Ce script Python, qui propose un petit use case mais n’est pas utilisable dans
un environnement public, fonctionne en deux grandes parties : d’abord la phase
de de´tection de l’œil et, ensuite, l’affichage d’une feneˆtre comportant plusieurs
images (ici, deux) susceptibles d’eˆtre se´lectionne´es et agrandies via le regard et
la SA.
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Figure 3.2: Interfaces de la de´tection de l’œil.
Lors du lancement du script, la de´tection oculaire de´marre. Cette dernie`re
se pre´sente dans une nouvelle feneˆtre qui consiste en un e´cran de configuration
et d’adaptation de la de´tection, afin que l’œil de l’utilisateur soit bel et bien
cible´. Pour le bon fonctionnement de cette e´tape (et du programme en ge´ne´ral),
il est primordial que l’utilisateur se trouve dans un environnement neutre, face
a` un mur dans les tons blancs, par exemple. De plus, si celui-ci a des cheveux
de couleur fonce´e, il est pre´fe´rable qu’il porte un accessoire de teˆte plus clair,
afin que la de´tection ne se fasse pas au niveau du haut de son craˆne.
L’interface de de´tection de l’œil se pre´sente simplement, en 3 boutons13. Le
premier sert a` re´gler les ombres, le second a` former une petite boite autour de
l’œil et le troisie`me a` de´tecter la pupille. Afin d’effectuer ces re´glages, il est
important de d’abord cliquer sur le bouton  togl , qui passera alors l’image
dans une nuance de mauves destine´ a` effectuer ces re´glages.
Dans la premie`re option, le but est de jouer avec les contrastes (typiquement
en le baissant, a` l’aide de la fle`che du bas) afin d’e´liminer toute zone sombre sur
le visage mis a` part la partie correspondant aux yeux, similaire a` ce que l’on
peut voir dans la Figure 3.3. Il faut faire attention a` ne pas trop baisser cette
mesure afin que la zone des yeux soit toujours visible. Une fois que cette zone
se de´marque, l’utilisateur peut passer a` l’e´tape suivante. Celle-ci consiste en la
de´marcation de l’œil dans une petite boite. Pour cela, il faut alors cliquer sur la
tache sombre correspondant et ajuster la taille de la boite qui l’entoure a` l’aide
des fle`ches pour qu’elle encadre bien l’œil, comme dans la Figure 3.4. Enfin,
la dernie`re e´tape consiste a` identifier la pupille, toujours a` l’aide d’une petite
boite. A ce moment, il n’est pas toujours ne´cessaire de jouer avec les fle`ches afin
d’adapter les re´glages, cependant, cela peut se faire. Apre`s cela, il est possible
13Voir Figure 3.2
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Figure 3.3: Diminution du contraste.
de revenir en mode couleur en cliquant a` nouveau sur le bouton  togl  et de
voir sa pupille de´tecte´e, comme dans la Figure 3.5.
Ce qui est inte´ressant avec cette me´thode de de´tection de l’œil, c’est que, si
jamais la teˆte bouge radicalement sur l’e´cran, la pupille est toujours reconnue,
pour peu qu’elle soit encore visible par la came´ra et que le fond soit uniforme.
Cela permet une liberte´ de mouvement qui est la bienvenue dans le contexte d’in-
teractions proxe´miques face a` un large e´cran. Cependant, cela pre´sente aussi un
le´ger de´savantage : les coordonne´es de la pupille sur l’e´cran sont assez impre´cises
lorsque seulement celle-ci bouge . En effet, il n’y a alors que 20 pixels d’e´cart
entre un œil qui regarde totalement a` gauche de l’e´cran et puis a` l’extreˆme droite
de celui-ci.
Sur base de ces mesures, le choix a e´te´ pose´ de n’afficher que deux images
dans le use case, afin de scinder l’e´cran en deux parties : la droite et la gauche.
Ainsi, une fois la de´tection termine´e, en appuyant sur la petite fle`che en bas a`
droite, une nouvelle feneˆtre s’affiche, proposant deux images de choix. Si l’œil est
conside´re´ eˆtre dans la partie droite de l’e´cran, le choix 1 sera agrandi pour une
dure´e de 10 secondes. Dans le cas contraire, c’est le choix 2 qui sera affiche´. Pour
cela, il est possible de simuler le clic sur une feneˆtre graˆce a` la librairie OpenCV.
Afin d’exe´cuter ce  faux clic , la SA a e´te´ employe´e. Bien que plusieurs
mesures aient e´te´ exploite´es dans la premie`re partie de ce travail, toutes ne sont
pas ne´cessaires dans le cadre de cette imple´mentation. En effet, il n’est pas utile
de mesurer l’entropie ou les distances parcourues par l’œil pour savoir ce qui
a inte´resse´ l’utilisateur. De`s lors, deux AOI ont e´te´ de´finies ; une pour chaque
image, et la mesure employe´e est le dwell time. Pour une pe´riode de 3 secondes,
les temps de se´jour dans l’une et l’autre sont compare´s et l’image ayant la valeur
la plus e´leve´e est conside´re´e comme celle ayant le plus attire´ l’utilisateur. Elle
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Figure 3.4: Identification d’un œil.
est donc agrandie pour une pe´riode de temps limite´e.
Concre`tement, cet usage fait office de prototype afin de tester les possibilite´s
technologiques mais n’est pas approprie´ dans le cadre d’un cas re´el d’affichage
sur un e´cran dans un lieu public. En effet, de par la mauvaise qualite´ et pre´cision
du syste`me, les bruits de l’image peuvent totalement fausser les re´glages, ce qui
donne lieu a` des de´tections d’yeux a` des endroits parfois improbables. De plus,
l’utilisateur potentiel ne va pas se balader sans cesse avec un bonnet blanc au
cas ou` il a les cheveux de couleur fonce´e. Enfin, la proce´dure de de´tection de
l’œil est meˆme plus longue et fastidieuse que la calibration traditionnelle (par
eye tracker ou par webcam). Par ailleurs, au vu des hypothe`ses qui ont e´te´ mises
en place pour palier a` la mauvaise qualite´ de la technologie, un tel syste`me e´tait
voue´ a` eˆtre limite´ dans son cas d’utilisation.
Pour pallier a` la de´tection me´diocre de la librairie employe´e, il faudrait en
utiliser une autre. Cependant, comme il l’a e´te´ explique´ en profondeur dans la
section pre´ce´dente, peu d’alternatives sont fournies a` PyGaze. Si OpenCV n’est
pas sujette aux meˆmes critiques, sa de´tection d’un nombre d’yeux illimite´ ne
la rend pas force´ment meilleure candidate. De`s lors, pour que ce prototypage
puisse devenir un cas concret d’utilisation, il est ne´cessaire d’employer des al-
gorithmes de machine learning pousse´s, ce qui n’e´tait pas envisageable dans le
cadre de ce travail.
Dans le chapitre suivant, les techniques qui auraient pu eˆtre mises en place
sous condition d’une technologie acceptable et de plus de moyens seront pre´sente´es
afin de comprendre ce qui pourrait potentiellement ame´liorer le syste`me et per-
mettre la mise en place un re´el syste`me ubiquitaire afin de traquer l’œil sur un
e´cran dans un lieu public.
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Figure 3.5: Identification de la pupille.
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Chapitre 4
Perspectives et travaux
futurs
Dans les chapitres pre´ce´dents, les grands challenge de l’inte´gration de l’eye
tracking aux interactions proxe´miques ont e´te´ pre´sente´s et une tentative d’im-
ple´mentation d’un cas d’utilisation a e´te´ re´alise´e. Lors de la re´alisation de ce
programme, de nombreuses difficulte´s ont elles aussi e´te´ rencontre´es.
Dans ce chapitre, des solutions vont eˆtre pre´sente´es et explore´es afin de
pouvoir fournir des e´le´ments de re´ponses dans le cas ou` de futures recherches
dans le meˆme domaine seraient entame´es. De`s lors, ces solutions auront pour
but de re´pondre aux grands challenges pre´sente´s dans l’e´tat de l’art, et seront
a` la fois des re´sultats the´oriques tire´s d’articles s’e´tant penche´s sur la question
et de constations ressortant des difficulte´s auxquelles il a fallu faire face dans
la cadre de ce travail. Enfin, quelques proble´matiques qui ont e´te´ mises de coˆte´
seront souleve´es afin qu’elles soient toujours prises en compte lors d’extensions
de ce travail.
4.1 Solutions envisageables
Comme il a e´te´ e´voque´ plus toˆt, plusieurs grands challenges ont e´te´ iden-
tifie´s au cours de l’e´tat de l’art, plus pre´cise´ment cinq (voir Section 2.3.3). Ces
proble´matiques concernaient la calibration, la pre´cision, la verticalite´, le guidage
de l’utilisateur et ce qui avait e´te´ appele´ le  proble`me de Midas . En outre,
des difficulte´s, essentiellement technologiques, avaient e´te´ rencontre´es au cours
de l’imple´mentation du cas d’utilisation.
Dans cette section, il sera pre´sente´ plus en de´tail quelles solutions ont e´te´
apporte´es a` chacun de ces challenges et comment elles ont e´te´ mises en place,
que ce soit a` l’aide d’ouvrages ou graˆce au travail d’imple´mentation effectue´.
Le premier point qu’il semble normal d’aborder est le choix de la technologie.
En effet, comme il l’a e´te´ e´voque´ au point pre´ce´dent, la technologie a pose´ plus
qu’un proble`me dans la re´alisation de ce travail, qui en de´pend comple`tement.
Afin de re´aliser le syste`me imagine´, il est possible d’employer soit les eye trackers
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distants, soit les webcams, comme cela a pu eˆtre explore´ au point pre´ce´dent. Les
seules technologies qu’il faille a` tout prix exclure sont les eye tracker portables.
En effet, bien que ceux-ci soient plus pre´cis que le tracking par webcam, il est
difficilement envisageable de fournir une paire de lunettes technologiques a` tous
les utilisateurs potentiels au cas ou` ils auraient a` utiliser un panneau interactif.
Comparativement, le choix de la webcam ou de l’eye tracker est assez e´quivalent
puisque les technologies pre´sentent toutes les deux leurs avantages et leurs in-
conve´nients. Plusieurs projets utilisent le premier[33] tandis que d’autres pre´fe`rent
le second[12]. Si l’eye tracker est en effet plus pre´cis, il est e´galement plus sensible
face aux changements de positions de l’utilisateur qui ne va pas rester immo-
bile pendant une dure´e plus ou moins longue. De plus, la webcam e´tant de´ja`
beaucoup utilise´e dans le cadre des interactions proxe´miques, y ajouter la fonc-
tionnalite´ de trackage de l’œil peut pre´senter un avantage de couˆt conside´rable.
Lors de la partie technique, un comparatif des diffe´rentes librairies permet-
tant de traquer le regard via une webcam a e´te´ dresse´ (voir Tableau 3.1). Si beau-
coup de possibilite´s ont e´te´ explore´es, rares sont celles qui se sont de´marque´es
positivement. En effet, mis a` part PyGaze et OpenCV dont les forces et les
faiblesses ont de´ja` e´te´ passe´es en revue, seuls les logiciels GazePointer et Ga-
zeTracker sont sortis du lot pour leur tracking impeccable mais leur manque
d’API ou SDK. De`s lors, la seule solution viable pour un potentiel tracking par
webcam serait de cre´er une librairie  maison  sur base d’algorithmes de ma-
chine learning de reconnaissance d’images. Ceci ne´cessiterait alors, en plus, la
recherche d’un nombre de personnes suffisant pour roder le syste`me.
De plus, lorsque le choix technologique se porte sur le tracking par web-
cam, il faut s’assurer de posse´der un mate´riel d’une qualite´ suffisante. Ainsi,
Zhang pre´conise une webcam de re´solution 1280 par 720 pixels et une fre´quence
de 30Hz[33] et Edwin Dalmaijer, le cre´ateur de PyGaze, conseille l’utilisation
d’une webcam de 1280 par 1024 pixels ainsi que des leds pour illuminer son
visage1.
Par ailleurs, le travail s’est aussi, au de´but, base´ sur des eye trackers, notam-
ment le mode`le Tobii 4C. Bien que le travail n’ait pas abouti pour des soucis
d’ordre technique, cela reste inte´ressant d’utiliser un eye tracker pre´sentant une
meilleure pre´cision et fiabilite´. Bien que rares soient les technologies pouvant
concurrencer Tobii, marque la plus re´pandue, certaines alternatives existent en-
core sur le marche´. Si le souhait du potentiel futur chercheur est de reprendre le
code Python de´ja` cre´e´, il existe les trackers de la marque Eyelink, compatibles
avec le Python 2.7 et la librairie PyGaze, qui sont fournis avec de tre`s bons
guides du programmeur2.
Que le choix se porte sur l’une ou l’autre technologie, la seconde difficulte´ a`
affronter se trouve eˆtre la calibration. En effet, comme mentionne´ plus toˆt dans
ce travail, la calibration pose un couˆt a` la fois en temps (dure´e plus ou moins
longue qui empie`te sur le temps de de´couverte que l’utilisateur est preˆt a` ac-
1https://www.pygaze.org/2015/06/webcam-eye-tracker/
2http://human.cbtc.utoronto.ca/tutorials/eyelink/EyeLink_Programmer_Guide.pdf
ainsi que http://download.sr-support.com/dispdoc/group__setup__eyelink.html
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corder au panneau interactif) et en performances (il faudrait alors eˆtre capable
de garder en me´moire les donne´es de calibration de chaque personne et eˆtre ca-
pable de reconnaitre un ancien utilisateur dans le but de ressortir cette donne´e).
Plusieurs options sont possibles afin d’e´viter la calibration. Certains auteurs
se basent sur des donne´es mathe´matiques pures. En effet, il existe un point com-
mun a` tous les yeux : la re´flexion corne´enne, qui se traduit par un point blanc sur
l’œil. De`s lors, a` l’aide d’une se´rie d’ope´rations mathe´matiques, il est possible
de passer outre les ope´rations de calibration[25]. Une autre technique consiste
a` se baser sur des objets dynamiques et corre´ler le regard a` ces objets, ce qui
permet d’outrepasser la phase de calibration[28]. Il est d’ailleurs meˆme possible
d’appliquer cette technique a` de la lecture de textes. Cependant, cela donne
des re´sultats un peu moins pre´cis[13]. Ces trois techniques pre´ce´dentes ont e´te´
applique´es aux eye trackers. Dans le cas de l’emploi d’une webcam, la technique
re´fe´rence´e dans les ouvrages est celle qui a e´te´ employe´e dans ce travail : la divi-
sion de l’e´cran en deux ou trois cate´gories (gauche, droite, centre) afin de limiter
les besoins en pre´cision et donc de se de´barrasser de l’utilite´ de la calibration[33].
Les impre´cisions et la perte de verticalite´ seront toujours des proble´matiques
qui ne pourront jamais eˆtre totalement re´solues. Bien que le port d’eye trackers
portables puisse apporter une solution, il a de´ja` e´te´ de´montre´ plus toˆt que ce
n’e´tait pas envisageable dans une situation re´elle. Pourtant, l’utilisation d’eye
trackers peut eˆtre une bonne ide´e pour re´duire ces impre´cisions, contrairement a`
une webcam. Il faut alors trouver un moyen de palier au manque de mouvement
de cet eye tracker et a` son champ assez limite´. Pour cela, Khamis a mis en place
un eye tracker mobile, monte´ sur des rails qui, couple´s a` une kinect, permettent
de suivre l’utilisateur[12].
Le proble`me de Midas est un nouvel e´le´ment qui avait e´te´ releve´ dans les
ouvrages. Pour rappel, il concernait les mouvements parasites, c’est-a`-dire mou-
vements involontaires qui viendraient cependant a` eˆtre capte´s par la technologie
et donc fausser les re´sultats. Cette proble´matique est particulie`rement valable
dans le cadre de l’utilisation de l’œil en tant que modalite´ d’interactions, puisque
les mouvements des yeux sont les plus incontroˆle´s et traduisent justement de la
re´action subconsciente de l’utilisateur. Dans les ouvrages, aucune solution ne se
distingue re´ellement pour palier a` ce proble`me. Cependant, graˆce aux connais-
sances the´oriques acquises au cours de ce travail, il pourrait eˆtre envisageable
d’introduire la SA comme solution. En effet, cette me´trique a pour but de poin-
ter la` ou` l’utilisateur est conscient de la situation. Cet ajout permet alors aux
mouvements parasites de se fondre dans la masse et de n’avoir pas plus d’inci-
dence et d’influence qu’ils n’en ont re´ellement. Ainsi, a` l’inverse de Walter qui
utilise ces interactions proxe´miques pour comprendre l’attention visuelle[29],
c’est cette attention qui va influencer le comportement proxe´mique du panneau
dans un lieu public.
La dernie`re proble´matique qui a e´te´ identifie´e est celle du guidage de l’uti-
lisateur. En effet, ce dernier doit eˆtre capable d’approcher le panneau et d’ins-
tinctivement comprendre qu’il est interactif. De plus, il ne doit pas ne´cessiter
les explications d’un expert afin d’eˆtre utilisable. Pour solutionner ce cas, il est
ne´cessaire de mettre l’accent sur le design d’interaction. Ainsi, par exemple,
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allumer l’e´cran lorsque celui-ci s’approche de la zone du panneau, un peu a`
l’ide´e du lecteur de musique dans un salon[2], peut eˆtre une des solutions mises
en place pour guider l’utilisateur. De plus, un e´cran d’accueil attractif et expli-
quant brie`vement les modalite´s d’utilisation en quelques mots est une possibilite´
envisageable. La meilleure fac¸on de re´gler cela est de conduire une expe´rience
utilisateur sur le syste`me afin de voir ce qu’il faut ame´liorer ou pas.
Malgre´ la mention de toutes ces proble´matiques et leurs solutions, un point
n’a toujours pas e´te´ aborde´ : la question des utilisateurs multiples. En effet,
souvent les ouvrages font une hypothe`se que l’utilisateur est seul face au dispo-
sitif puisqu’un eye tracker ne ge`re typiquement pas plusieurs paires d’yeux (et
pose d’ailleurs beaucoup de proble`mes de calibration lorsqu’un second visage se
trouve dans son champ d’enregistrement). Pourtant, Dostal a mis en place une
solution permettant de diviser l’e´cran en plusieurs sous-e´crans afin de laisser jus-
qu’a` 4 personnes interagir avec le panneau qu’il met en place. Pour cela, il utilise
des techniques de tracking particulie`res a` l’aide d’une came´ra et d’une Kinect[7].
4.2 Challenges en suspens
Tout au long de ce travail, certains points ont e´te´ volontairement mis de
coˆte´ afin de mettre l’accent sur ce qui e´tait plus important. Cependant, ces
hypothe`ses simplificatrices doivent eˆtre liste´es afin de pouvoir guider une po-
tentielle future e´tude de la fac¸on la plus correcte possible. Cependant, toutes
ces hypothe`ses ne posse`dent pas toujours une solution, de par le manque de
technologie mise a` disposition du grand public.
Tout d’abord, dans le cadre de l’imple´mentation, suite aux soucis technolo-
giques e´voque´s pre´ce´demment, le coˆte´ proxe´mique a totalement e´te´ mis de coˆte´
afin de se focaliser sur l’interaction du regard avec l’e´cran. Ainsi, bien qu’il y
ait une interaction, il manque un toolkit permettant de reconnaitre la proxi-
mite´ d’un utilisateur, de de´finir diffe´rentes zones d’interaction comme explique´
pre´ce´demment, etc.[15]
De plus, il ne faut pas perdre de vue la de´finition donne´e par Weiser signi-
fiant que l’informatique doit totalement se fondre dans le contexte d’utilisation,
que l’utilisateur doit effectuer les taˆches comme il le ferait naturellement. Ainsi,
dans ce cas, cela signifie la pre´sence d’un panneau interactif dans un endroit ou`
il semble utile de placer un tel dispositif et pas dans le but de faire de l’interac-
tion inutile. Par exemple, dans un ae´roport, un panneau affichant les horaires de
vol et ou` l’utilisateur serait capable de faire de´filer les pages jusqu’a` trouver le
vol qu’il cherche. Ou encore, la pre´sence d’un panneau interactif dans un centre
commercial, permettant d’afficher un plan et de zoomer sur certains magasins
a` l’aide du regard.
Enfin, il faut faire attention a` se´curiser le syste`me[16]. En effet, les donne´es
capte´es par celui-ci pourraient inte´resser certaines personnes mal intentionne´es
qui de´cideraient alors de s’y introduire de fac¸on ille´gale. Il est donc important
de prendre des pre´cautions avant de mettre un syste`me en e´tat de marche re´el.
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Chapitre 5
Conclusion
Ce travail avait pour but de ve´rifier si l’eye tracking pouvait devenir une
modalite´ dans un syste`me ubiquitaire proxe´mique. En particulier, cette proble´-
matique avait e´te´ applique´e a` un cas spe´cifique : un panneau interactif dans
un lieu public peut-il eˆtre controˆle´ principalement par le regard ? De plus, la
question du roˆle que peut jouer la SA dans un tel syste`me a e´te´ e´tudie´e de plus
pre`s.
Dans le but de pouvoir re´pondre a` ces questions, il a d’abord fallu se plon-
ger dans la the´orie afin de comprendre en profondeur les diffe´rentes notions
e´voque´es. Cela s’est fait au travers du stage re´alise´ a` l’Universite´ du Texas
d’Austin, lors de la conception d’une premie`re application liant eye tracking et
SA.
Cette re´alisation a vraiment e´te´ axe´e sur l’inte´gration des diffe´rentes notions
de la SA afin de cre´er un outil de recherche unique pour l’universite´. En effet,
celui-ci devait eˆtre couple´ a` un logiciel appele´ iMotions dans le but de faire des
e´tudes d’utilisabilite´ pousse´es. Ainsi, les donne´es de dwell time, d’entropie et de
distances parcourues par le regard pouvaient eˆtre affiche´es en temps re´el, per-
mettant alors aux chercheurs de modifier le cours de l’e´tude graˆce aux re´sultats
pre´sente´s.
Ensuite, les notions d’informatique ubiquitaire et d’interactions proxe´miques
ont e´te´ inte´gre´es petit a` petit afin de tenter de re´aliser un syste`me interactif tel
que de´crit ci-avant.
Suite aux difficulte´s techniques inde´pendantes de toute volonte´ rencontre´es
au cours de ce travail, certaines hypothe`ses ont e´te´ mises en place afin de sim-
plifier le cas d’utilisation tout en permettant quand meˆme de re´pondre aux
questions pose´es en de´but de travail. L’application re´sultant alors des recherches
mene´es e´tait un petit programme permettant de se´lectionner, a` l’aide du regard,
une image et de l’agrandir sur un e´cran d’ordinateur.
Si le syste`me conc¸u ne permet pas de re´pondre cate´goriquement a` la ques-
tion du regard en tant que modalite´ dans un syste`me ubiquitaire proxe´mique,
une re´ponse partielle peut eˆtre formule´e. En effet, s’il n’est pas possible de sa-
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voir si le regard peut constituer une telle modalite´, il est re´aliste d’affirmer que
la re´alisation et mise en place d’un tel syste`me constituent un de´fi de taille
et demande des investissements et des connaissances pousse´es. Cependant, cer-
taines parties du script re´alise´ au cours de ce travail permettent la re´solution
de certains challenges, comme le contournement de la calibration. De plus, cet
e´crit permet d’ouvrir des portes concernant une future e´tude en pre´sentant une
analyse assez comple`te des technologies mises a` la disposition du grand public.
Enfin, dans la dernie`re partie de ce travail, les grands challenges que pre´sentent
une telle inte´gration sont de´monte´s a` l’aide de solutions afin d’ouvrir la porte
a` de futures recherches. Il est d’ailleurs a` noter que chaque auteur re´pond a`
une des proble´matiques cite´es dans cette partie mais aucun ne semble avoir pris
l’initiative de combiner les diverses solutions afin de tenter d’e´liminer toutes les
proble´matiques souleve´es en une seule fois et ce, malgre´ l’existence de certains
articles parus depuis plusieurs anne´es. Il est donc la` une piste a` explorer pour
un futur travail.
Par ailleurs, ce travail permet tout de meˆme de re´pondre a` la seconde ques-
tion. En effet, le roˆle de la SA dans les syste`mes ubiquitaires proxe´miques uti-
lisant le regard comme une modalite´ pourrait eˆtre de corriger le  proble`me
de Midas . En effet, s’il est certain que l’œil de l’utilisateur est sujet a` des
mouvements incontroˆlables lui permettant d’avoir une vision comple`te de son
environnement, ici l’e´cran, l’utilisation des donne´es traite´es par des mesures de
SA permet de garantir que ces petits mouvements se noient dans la masse des
fixations sur ce qui inte´resse re´ellement l’utilisateur.
En conclusion, si l’inte´gration de l’eye tracking aux syste`mes ubiquitaires
proxe´miques n’est pas ce qu’il y a de plus simple, ce sujet pre´sente des ap-
plications plus qu’inte´ressantes qui me´riteraient qu’un financement et des re-
cherches plus pousse´es lui soient accorde´s. De plus, bien que la the´orie concer-
nant l’inte´gration de la SA a` un tel syste`me pointe vers une e´limination du
proble`me de Midas, il pourrait eˆtre inte´ressant d’appliquer cette the´orie a` un
syste`me fonctionnel dans des e´tudes avec utilisateur.
Enfin, force est de constater que le sujet de l’eye tracking, tre`s en vogue il y a
une dizaine d’anne´es, ne semble plus eˆtre utilise´ pour autre chose que des e´tudes
UX. De`s lors, une des raisons ayant mene´ ce travail vers un e´chec quant a` sa
question principale de l’inte´gration de l’eye tracking aux syste`mes ubiquitaires
proxe´miques est le manque de mises a` jour et de mate´riels disponibles. En effet,
beaucoup de marques d’eye tracker se sont faites racheter par de plus grandes
boites qui les ont ensuite laisse´es de´pe´rir.
61
Bibliographie
[1] Sriram Karthik Badam, Fereshteh Amini, Niklas Elmqvist, and Pourang
Irani. Supporting visual exploration for multiple users in large display
environments. In 2016 IEEE Conference on Visual Analytics Science and
Technology, VAST 2016 - Proceedings, pages 1–10, 2016.
[2] Till Ballendat, Nicolai Marquardt, and Saul Greenberg. Proxemic Interac-
tion : Designing for a Proximity and Orientation-Aware Environment. ACM
International Conference on Interactive Tabletops and Surfaces - ITS ’10,
pages 121–130, 2010.
[3] Aga Bojko. Eye tracking the user experience. Rosenfeld Media, 2013.
[4] Andreas Bulling and Hans Gellersen. Toward Mobile Eye-Based Human-
Computer Interaction. IEEE Pervasive Computing, 9(4) :8–12, 2010.
[5] Edwin S. Dalmaijer, Sebastiaan Mathoˆt, and Stefan Van der Stigchel. Py-
Gaze : an open-source, cross-platform toolbox for minimal-effort program-
ming of eyetracking experiments. Behavior research methods, 46(4) :913–
921, 2014.
[6] Soussan Djamasbi and Adrienne Hall-Phillips. Visual Search. Elsevier Inc.,
2014.
[7] Jakub Dostal, Uta Hinrichs, Per Ola Kristensson, and Aaron Quigley. Spi-
derEyes : designing attention- and proximity-aware collaborative interfaces
for wall-sized displays. In Proceedings of the 19th international conference
on Intelligent User Interfaces - IUI ’14, pages 143–152, Haifa, 2014.
[8] Mica R. Endsley. Theoretical Underpinnings of Situation Awareness : A
Critical Review. Situation Awareness Analysis and Measurement, pages
3–32, 2000.
[9] Mica R. Endsley and Debra G. Jones. Designing for situation awareness :
an approach to user-centered design. CRC Press, 2012.
[10] Ian Everdell. Web Content. Eye Tracking in User Experience Design, pages
163–186, 2014.
[11] Aaron W. Johnson, Kevin R. Duda, Thomas B. Sheridan, and Charles M.
Oman. A closed-loop model of operator visual attention, situation aware-
ness, and performance across automation mode transitions. Human Fac-
tors, 59(2) :229–241, 2017.
62
[12] Mohamed Khamis, Axel Hoesl, Alexander Klimczak, Martin Reiss, Florian
Alt, and Andreas Bulling. EyeScout : Active Eye Tracking for Position
and Movement Independent Gaze Interaction with Large Public Displays.
In UIST ’17 Proceedings of the 30th Annual ACM Symposium on User
Interface Software and Technology, pages 155–166, Quebec City, 2017.
[13] Mohamed Khamis, Ozan Saltuk, Alina Hang, Katharina Stolz, Andreas
Bulling, and Florian Alt. TextPursuits : Using Text for Pursuits-Based
Interaction and Calibration on Public Displays. Proceedings of the 2016
ACM International Joint Conference on Pervasive and Ubiquitous Compu-
ting, pages 274–285, 2016.
[14] Erik Learned-Miller, Gary B. Huang, Aruni RoyChowdhury, Haoxiang Li,
and Gang Hua. Labeled faces in the wild : A survey. In Advances in Face
Detection and Facial Image Analysis, pages 189–248. Springer, 2016.
[15] Nicolai Marquardt, Robert Diaz-Marino, Sebastian Boring, and Saul Green-
berg. The Proximity Toolkit : Prototyping Proxemic Interactions in Ubiqui-
tous Computing Ecologies. Proceedings of the 24th Annual Symposium on
User Interface Software and Technology (UIST’11), pages 315–325, 2011.
[16] Nicolai Marquardt and Saul Greenberg. Informing the design of proxemic
interactions. IEEE Pervasive Computing, 11(2) :14–23, 2012.
[17] Nicolai Marquardt and Saul Greenberg. Proxemic Interactions : From
Theory to Practice. Synthesis Lectures on Human-Centered Informatics,
8(1) :1–199, 2015.
[18] Koen Van De Merwe, Henk Van Dijk, and Rolf Zon. Eye Movements as an
Indicator of Situation Awareness in a Flight Simulator Experiment. The
International Journal of Aviation Psychology, 22(1) :78–95, 2016.
[19] Kristin Moore and Leo Gugerty. Development of a novel measure of situa-
tion awareness : The case for eye movement analysis. Proceedings of the
Human Factors and Ergonomics Society Annual Meeting, 54(19) :1650–
1654, 2010.
[20] Erica Olmsted-Hawala, Temika Holland, and Victor Quach. Usability Tes-
ting. Eye Tracking in User Experience Design, pages 49–80, 2014.
[21] Anneli Olsen. Determining the Tobii I-VT Fixation Filter ’ s Default Va-
lues. Tobii Technology, 2012.
[22] Anneli Olsen. The Tobii I-VT Fixation Filter : Algorithm description. Tobii
Technology, page 21, 2012.
[23] Matos Ricardo Olsen Anneli. Identifying parameter values for an I-VT
fixation filter suitable for handling data sampled with various sampling
frequencies. In Proceedings of the Symposium on Eye Tracking Research
and Applications, pages 317–320, Santa Barbara, 2012.
[24] Andrew Schall and Jennifer Romano Bergstrom. Introduction to Eye Tra-
cking. Elsevier Inc., 2014.
63
[25] Sheng-wen Shih, Yu-te Wu, and Jin Liu. A calibration-free gaze tracking
technique. In Proceedings of the International Conference on Pattern Re-
cognition, volume 4, pages 201–204, 2000.
[26] Ben Steichen, Giuseppe Carenini, and Cristina Conati. User-adaptive in-
formation visualization : using eye gaze data to infer visualization tasks and
user cognitive abilities. In Proceedings of the 2013 international conference
on Intelligent user interfaces, pages 317–328, Santa Monica, 2013.
[27] Dereck Toker, Ben Steichen, Matthew Gingerich, Cristina Conati, and Giu-
seppe Carenini. Towards Facilitating User Skill Acquisition : Identifying
Untrained Visualization Users through Eye Tracking. In Proceedings of the
19th international conference on Intelligent User Interfaces - IUI ’14, pages
105–114, Haifa, 2014.
[28] Melodie Me´lodie Vidal, Andreas Bulling, and Hans Gellersen. Pursuits :
Spontaneous interaction with displays based on smooth pursuit eye move-
ment and moving targets. In Proceedings of the 2013 ACM International
Joint Conference on Pervasive and Ubiquitous Computing, pages 439–448,
Zurich, 2013.
[29] Robert Walter, Andreas Bulling, David Lindlbauer, Martin Schuessler, and
Jo¨rg Mu¨ller. Analyzing visual attention during whole body interaction
with public displays. In Proceedings of the 2015 ACM International Joint
Conference on Pervasive and Ubiquitous Computing - UbiComp ’15, pages
1263–1267, Osaka, 2015.
[30] Miaosen Wang, Sebastian Boring, and Saul Greenberg. Proxemic Peddler :
A Public Advertising Display that Captures and Preserves the Attention
of a Passerby. Proceedings of the International Symposium on Pervasive
Displays (PerDis ’12), pages 3–9, 2012.
[31] Christopher D. Wickens, Juliana Goh, John Helleberg, William J. Horrey,
and Donald A. Talleur. Attentional Models of Multitask Pilot Performance
Using Advanced Display Technology. Human Factors : The Journal of the
Human Factors and Ergonomics Society, 45(3) :360–380, 2003.
[32] Bertram Wortelen, Martin Baumann, and Andreas Lu¨dtke. Dynamic si-
mulation and prediction of drivers’ attention distribution. Transportation
Research Part F : Traffic Psychology and Behaviour, 21 :278–294, 2013.
[33] Yanxia Zhang, Ming Ki Chong, Jo¨rg Mu¨ller, Andreas Bulling, and Hans
Gellersen. Eye tracking for public displays in the wild. Personal and Ubi-
quitous Computing, 19(5-6) :967–981, 2015.
64
Annexe A
Sche´mas
Figure A.1: Le premier eye tracker[24].
65
Figure A.2: Schema du processus de prise de de´cision[9].
Figure A.3: Scan de la page selon le F Pattern (ou triangle dore´)[10].
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Figure A.4: Analyse propose´e par le logiciel iMotions a` la fin d’une e´tude du
regard.1
Figure A.5: Exemple d’un panneau interactif[17].
1https://imotions.com/
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Annexe B
Tableaux
Figure B.1: Tableau comparatif des eye trackers distants versus portables[3].
69
Figure B.2: Tableau liant pre´cision (precision) et exactitude (accuracy)[3].
Figure B.3: Tableau de donne´es typique fourni par un eye tracker[24].
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Figure B.4: Tableau des diffe´rentes fac¸ons de capter des donne´es de
distance[17].
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Annexe C
Code source des
imple´mentations
Eye tracking et SA
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
# Listener to iMotions and use of PyGaze #
# Writen by Amelie #
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
# # # # # # # # # # # #
# Connect to iMotions
s = socket.socket()
host = 'localhost'
port = 11000
s.connect((host, port))
# # # # # # # # # # # #
# Connect to PyGaze
# visuals
disp = Display()
scr = Screen()
# input
kb = Keyboard()
tracker = EyeTracker(disp, trackertype=TRACKERTYPE, resolution=DISPSIZE,
eyedatafile=LOGFILENAME, logfile=LOGFILE, fgc=FGC, bgc=BGC)
# display instructions
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scr.draw_text(text="Press any key to start the calibration.",
fontsize=TEXTSIZE)
disp.fill(scr)
disp.show()
# wait for a keypress
kb.get_key(keylist=None, timeout=None, flush=True)
tracker.calibrate()
# perform a drift check
tracker.drift_correction()
# close the Display
disp.close()
# writing in a file to see better the data
f = open("testFile.txt", 'w')
recording = False
# # # # # # # # # # # #
# Collect the data
while True:
# receiving the data from iMotions
data = s.recv(2048)
f.write(data)
# splitting the data to every ";"
separated = data.split(';')
# the event type is the 3rd data in the line
eventType = separated[2]
# when a new image is displayed
if eventType == 'SlideStart':
# clean old data
fixTStart = []
fixTStop = []
fixPos = []
totalPos = []
print '\n old data cleared'
# getting the image name so we can load the new AoI
imageName = separated[6]
imageType = separated[7]
aoiName = imageName + '.xml'
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# initialize a new AOI
# AoIs xml file have to have the same name as the image file
aoi, aoiListD = ParsingAOI.parseAoi(os.path.join(AOIDIR, aoiName),
DISPSIZE)
aoiDist = SA.dist_aoiList(aoiListD)
print 'AoI loaded'
# start tracking
tracker.start_recording()
recording = True
print 'Start recording \n'
# initiate the timer
initTimer = timer.get_time()
# when the image is not displayed anymore
elif eventType == 'SlideEnd' and recording:
tracker.stop_recording()
recording = False
print 'Stop recording'
# when we can collect eye tracker data
elif eventType == 'EyeData' and recording:
# waiting for fixation starting and ending time and position
timeStart, timeStop, pos = Useful.fixation_complete_method(tracker, totalPos)
fixTStart.append(timeStart)
fixTStop.append(timeStop)
fixPos.append(pos)
# every COMPUTETIME spend, we start to compute the situation awareness
if timer.get_time() - initTimer > COMPUTETIME:
print '\n Start computing \n'
dwellTime = SA.dwell_time(fixTStart, fixTStop, fixPos, aoi) # dwell time
matrix = SA.trans_matrix(fixPos, aoi) # transition matrix
entro = SA.entropy(SA.prob_matrix(matrix)) # entropy
distanceF = SA.dist_fix(fixPos) # distance between 2 fixations
distanceA = SA.totalDist(matrix, aoiDist) # distance between AoIs like asked
# sliding window: get rid of the first data
fixTStart.pop(0)
fixTStop.pop(0)
fixPos.pop(0)
# displaying the value in the console
print ('Dwell time = ' + str(dwellTime))
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print ('Entropy = ' + str(entro))
print ('Distance between fixation = ' + str(distanceF))
print ('Distance between AoIs = ' + str(distanceA))
s.close()
f.close()
Code C.1: Listener. Genre de main qui permet de se connecter a` iMotions,
d’utiliser PyGaze pour se connecter a` l’eye tracker de type Tobii Pro et de
lancer les calculs de SA.
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# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
# Computing the Situation Awareness #
# Writen by Ame´lie #
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
# this method is used to compute the dwell time on each AOI
def dwell_time(start, stop, pos, aoiList):
# checking we have the same data for the same fixation
if len(start) != len(stop) or len(start) != len(pos) :
print 'Data not valid!'
return -1
# zipping the corresponding measures together so it is easier to compute
# and avoid mistakes
fixation = zip(start, stop, pos)
# dwell time expressed as a list of dwell times for each AOI
dt = []
# looping on each AOI to compute each different dwell time
for ao in aoiList:
time = 0
# looping on each fixation to figure out if they are part of the current AOI
for fix in fixation:
if ao[1].contains(fix[2]):
# dwell time = sum of each fixation time (ending time - starting time)
# on the AOI
time = time + (fix[1] - fix[0])
dt.append(time)
return dt
# this method is used to compute the transition matrix for the AOI
def trans_matrix(fixPos, aoiList):
i = 1
# transition matrix expressed as a list of the (previous AOI,
# current AOI) and the number of time this happened
trans = []
# used to know the previous AOI where there was a fixation
aoiPrev = None
# looping on each fixation to compute the transitions
while i < len(fixPos):
# looping on each AOI to know where the previous fixation was
for ao in aoiList:
if ao[1].contains(fixPos[i - 1]):
# keeping track of the previous AOI where the previous fixation was
aoiPrev = ao
# looping on each AOI to know where the current fixation is
for a in aoiList:
# if the current fixation is in a AOI then check that it's not the
# same as the previous one since we don't want to have transition
# for one AOI to the same one
if a[1].contains(fixPos[i]) and aoiPrev is not None and aoiPrev[0] != a[0]:
# keep track of the two AOI (previous one to the current one)
aoiTrans = (aoiPrev[0], a[0])
found = False
# if empty list of transition, add the current transition
if not trans:
element = (aoiTrans, 1)
trans.append(element)
else :
# checking if the transition already happened in the past so
# we can update the counter
for elem in trans:
if elem[0] == aoiTrans:
# updating the counter
count = elem[1] + 1
# removing the previous transition so we don't have double
trans.remove(elem)
trans.append((elem[0], count))
found = True
# if the transition never happened before then adding it and
# starting counting from 1
if not found:
element = (aoiTrans, 1)
trans.append(element)
# once we compute the transtion, the previous one has to be forgotten
aoiPrev = None
i = i + 1
return trans
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# this method is used to define the matrix of probabilities
def prob_matrix(trans):
prob = []
total = 0
# we need the total amount of transition between all the AoIs
for elem in trans:
total = total + elem[1]
# for each transition, we compute the probability as number of transition / total
for elem in trans:
count = elem[1] / float(total)
prob.append((elem[0], count))
return prob
# this method is used to define the entropy
def entropy(prob):
sum = 0
for elem in prob:
# based on the formula we compute probability * log2(probability)
log2 = math.log(elem[1], 2)
product = elem[1] * log2
# we sum every result from each AoI together
sum = sum + product
# the entropy is -1 * the sum
return -1 * sum
# this method is used to compute the distance between fixations
def dist_fix(fixPosList):
distance = []
i = 1
# we compute the distance between the previous and the current fixations
while i < len(fixPosList):
# based on the eucledian distance formula
x = fixPosList[i][0] - fixPosList[i-1][0]
y = fixPosList[i][1] - fixPosList[i-1][1]
dist = math.sqrt((x ** 2) + (y ** 2))
distance.append(dist)
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i = i + 1
return distance
# this method is used to compute the distance between two AoIs
def dist_aoi(aoi1, aoi2):
# get the aoi coordinates (xa, ya) (xb, yb) for the 2 vertices
xa1 = aoi1[0]
xb1 = aoi1[2]
ya1 = aoi1[1]
yb1 = aoi1[3]
xa2 = aoi2[0]
xb2 = aoi2[2]
ya2 = aoi2[1]
yb2 = aoi2[3]
# base value
x = 0
y = 0
# should we compute to the left, right, top or bottom
left = xb2 < xa1
right = xb1 < xa2
bottom = yb2 < ya1
top = yb1 < ya2
# get the x value based on left or right
if left:
x = xa1 - xb2
elif right:
x = xb1 - xa2
# get the y value based on top or bottom
if bottom:
y = ya1 - yb2
elif top:
y = yb1 - ya2
# eucledian distance formula
dist = math.sqrt((x ** 2) + (y ** 2))
return dist
# this method is used to compute the distance for all the AoIs
def dist_aoiList(aoiList):
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distance = []
for aoi in aoiList:
for ao in aoiList:
# avoid computing the distance for the same AoI or something already computed
if ao == aoi:
break
# making sure the label is written by a convention (smaller, bigger) numbers
if aoi[4] < ao[4]:
distance.append(((aoi[4], ao[4]),dist_aoi(aoi, ao)))
else:
distance.append(((ao[4], aoi[4]), dist_aoi(aoi, ao)))
return distance
# this method is used to compute the total distance between the AoIs
def totalDist(transMatrix, aoiDist):
total = 0
for aoi in aoiDist:
for elem in transMatrix:
# compare the labels
if(aoi[0] == elem[0]):
# compute distance between AoIs * number of time doing the same path
dist = aoi[1] * elem[1]
total = total + dist
return total
Code C.2: SituationAwareness. Tous les calculs de la SA sont de´finis ici.
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