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ABSTRACT
Ice nucleation is an important process in many scientific fields. However, what makes a good ice
nucleator is still poorly understood. Therefore further experimental work is required to unravel
how certain surfaces can greatly reduce the barrier to ice nucleation. Here three ice nucleation
experimental methods are developed and discussed. The first is a pyroelectric thermal sensor
for automating cold plate array experiments. The thermal sensor is shown to reliably detect
microlitre volume droplets of water freezing via the latent heat released. The effectiveness
of the thermal sensor is demonstrated on a cold plate array experiment using a crystalline
and glassy form of the same K-feldspar sample. Glassy K-feldspar is shown to be a poor ice
nucleator compared to the crystalline form. The second method is a device designed for repeatedly
freeze/thaw cycling a 0.5 ml sample, known as automated lag-time apparatus (ALTA). The cooling
rate dependence of ice nucleation temperatures is demonstrated with the crystalline K-feldspar
sample. The nucleation rates measured using a single sample freeze/thaw cycled in ALTA are
compared to the results using the pyroelectric thermal sensor. Finally, a set-up for acoustically
levitating water droplets in a temperature controlled chamber is described. The design process is
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1. Who porks new study group? (8)
4. Pinch wrong’un before start of punch-up (5)
7. Famous Brie is the greatest, very runny centre
(6)
9. Paper gun, a raid bungled (8)
10. Tea in packs for work groups (5, 5)
13. Captain’s men, partners after crime starts (4)
14. Cut-price shop (3)
15. Order French friend into jet (6)
16. Letter will get here about this point (3)
18. My record around university bar (3)
20, 21. Glossy publication by students: love child
to take in second celebrity chef (6, 7)
22. Maybe Sedah is a bitch? (3)
25. Insincere ebullience holds back depressant (4)
26. Foolish, idiotic, backwards regarding position
(5, 3, 2)
27. Gorgeous products of church and religious stud-
ies surrounding old poetry (8)
28. Cover article inside xerox (6)
29. Mythical creature placed by lineback (5)
30. Remove restrictions from Axis drug, after inter-
national organisation pardon (8)
Down
1. Bonds piece from broken lathe into empty wood-
carver (7)
2. Star students return (3)
3. Extract from cyborg, a numbing accompaniment
(7)
5. Censor communist operation (6)
6. The most cruel enema involved case of termites
from below (7)
8. Dodgy key on repository floor (6)
11. Howls of protest smothered by wind (7)
12. Ostentatious agent takes cane (7)
17. Famous mole broken and in possession of re-
stricted intelligence activity origins (6)
19. Ancient city soldiers adopt modern currency for
a liquid exit (7)
21. See 20
23. Marshal that is more than a fan (7)
24. End of week dust-up captivates papers (6)
28. Alternately, acquire bad egg (3)
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4.1 A table showing the range of temperatures over which different concentration sus-
pensions of K-Feldspar froze. The non-uniform values use a fresh droplet for every
repeat. The original data is shown in Figure 3.7A. The uniform values correspond to
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Nucleation represents the evolution of a system which is out of thermodynamic equilibrium to-
wards equilibrium, and is of great importance to many fields of research. For instance metallurgy
[5], natural gas hydrates [6], drug development [7], proteins [8] and ice nucleation [9] are all
highly active areas of research. Investigations include measuring the rates of nucleation under
given conditions and how the nucleation rate can be altered by external factors. This thesis is
concerned with ice nucleation, which is central to a wide variety of scientific fields. For instance,
control of ice growth is vital to cryopreservation [10–12], which enables stable extended storage
of biological material, as long as damage in the freezing process can be prevented. The prevention
of ice nucleation is also important, build-up on wind turbine blades and plane wings can have
disastrous consequences [13, 14]. However, the design of anti-icing materials requires better
knowledge of the ice nucleation process. Most importantly, ice nucleation has a huge impact on the
Earth’s environment [15]. A better understanding of ice nucleation will allow better forecasting
and perhaps, in light of the threat of global warming, the potential to modify the environment to
maintain a stable climate.
Much experimental ice nucleation literature is focused on the atmosphere, as the concentra-
tion of ice in clouds will determine their properties, such as lifetime, albedo and precipitation.
The presence of ice nucleating particles (INPs) can drastically change the temperatures at which
super-cooled droplets of water freeze. Therefore, a knowledge of the ice nucleating ability of
common atmospheric INPs is vital for accurate climate modelling. Ice nucleation is typically
separated into four modes, shown in Figure 1.1. In the absence of any INPs ice nucleation is
homogeneous. However, if ice forms due to the presence of an INP it is termed heterogeneous
nucleation. Heterogeneous nucleation is further broken down into three modes: immersion mode
if the INP is fully submerged in a water droplet, contact mode if an INP collides with a super-
cooled water droplet triggering nucleation and deposition mode if ice is formed directly from
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Figure 1.1: The four most common modes of ice nucleation. The lower three modes are all classed
as heterogeneous nucleation.
water vapour*. Immersion freezing is considered to be the dominant mode in mixed-phase clouds
[9] and it the only mode studied in this thesis.
There are a wide range of atmospheric INPs, both natural and anthropogenic. For example
mineral dust [17], soot [18], ash [19], fungal spores [20], pollen [21] and bacteria [22] have all
been found to nucleate ice with varying degrees of efficiency. Each of these categories is very
broad, and can be broken down into many further subcategories. One of the most important
contributions to natural mineral dust INPs is K-feldspar, despite making up a small proportion
of the total dust volume [2]. It has since become the subject of many experiments [23–30], just as
silver iodide was the subject of many experiments [31–35] after it was discovered to be a good ice
nucleator in the 1940s. Efficient ice nucleators are of great interest and K-feldspar is the INP
used in the experiments presented in this thesis.
Immersion mode ice nucleation has not been observed experimentally at the molecular scale
due to the difficulties involved, as ice nucleation events are exceedingly rare. Consider a picolitre
droplet of water, containing 1013 water molecules. Using the best approximated parameters
[36, 37] in classical nucleation theory, the first cluster of ice which forms at −15 ◦C is formed of
approximately 8000 molecules [38]. The probability of observing the right water molecules at
the right time is too low to be practical. Molecular simulations of ice nucleation are continually
improving, and can offer insights into what makes a good ice nucleator and how the first cluster
of ice forms [39–41]. However, they are still limited, mostly due to the time-scales which are
currently feasible to simulate [42]. A trade off has to be made between the accuracy of the
*Deposition mode nucleation could in fact be due to pore condensation freezing [16]
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water molecule model, the number of molecules in the system and the level of super-cooling to
observe nucleation within the time frame of the simulation. Coarse grained water models can
simulate on the order of 106 molecules for around one millisecond [43], more detailed models
reduce the number of molecules to 105 on a similar time scale, and ab initio calculations are
currently limited to around 100 molecules [44]. These numbers may be compared to a picolitre
of water, at the smaller end of the experimental scale and can remain liquid for hours even at
very low temperatures. A novel method for reducing the simulation time is by careful seeding of
the molecules into ice-like structures [39]. However, this could produce unpredictable biases in
the results. Simulated results require experimental values for comparison. However, as stated,
immersion mode ice nucleation has never been observed at the molecular scale. Instead, a metric
common to both simulations and real world experiments must be used: the nucleation rate. This
will be discussed in more detail in the next chapter, for now it is enough to know that it is a
normalised probability of ice forming per unit time. Details on how to calculate the nucleation
rate from experimental data are also given in the next chapter. By building up a bank of carefully
measured ice nucleation rates, the results can be compared to simulated results allowing insights
into the ice nucleation process at a molecular scale to be extracted. This is the key to unlocking
the mechanisms behind ice nucleation, and pushing the field beyond measuring and comparing
INPs to being able to design surfaces which encourage or prohibit the formation of ice.
Therefore, the focus here is not just on what makes a good ice nucleator, but the methods used
to measure the ice nucleating ability of different INPs. Ice nucleation experiments can be used to
quantify the ice nucleating ability of aerosol. This is essential for simulating clouds accurately
[45]. There are many experimental methods for determining ice nucleation rates, including cloud
chambers [46, 47], continuous flow diffusion chambers (CFDCs) [48–52], lab-on-a-chip devices
[53, 54], levitators [55–57] and, most commonly, cold plate droplet arrays [30, 50, 58–62], each
with advantages and disadvantages, able to probe different conditions for ice nucleation [63].
Cloud chambers are large temperature and pressure controlled vessels. By expanding the
gas in the chamber, via pumping, the water saturation ratio and temperature of the gas can be
controlled. Water will condense onto the introduced INPs, and on cooling eventually form ice
particles. Depending on the temperature at which a super-saturation of water is achieved, each
of the ice nucleation modes in Figure 1.1 can be investigated. Cloud chambers are particularly
attractive to atmospheric scientists as they recreate the natural dynamics of cloud formation
over a wide range of temperatures. However, they suffer from problems with detection of small
particles, as well as particles settling out in the course of the experiment, leading to biases in
the ice nucleation rates obtained [64]. CFDCs use a similar mechanism to cloud chambers, with
water vapour and INPs introduced to a temperature controlled chamber. However, the water
saturation is controlled via a temperature gradient between two iced surfaces, which the vapour
flows between [65]. As the water vapour is exposed to a super-saturation it condenses around the
INPs, with a proportion freezing and continuing to grow at the expense of the liquid droplets.
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These frozen particles are counted as they exit the chamber. CFDCs are also particularly useful
for atmospheric scientists, as they can be mounted to planes [66], allowing direct sampling of
atmospheric INPs. However, assumptions have to be made about the mode of nucleation according
to the relative humidity, with deposition mode or pore condensation mode [16] assumed below
100% and immersion/condensation mode assumed above [67]. Furthermore, there is an upper
temperature limit, suggested by Hiranuma et al. [50] to be −9 ◦C beyond which the saturation
conditions cannot be maintained and there is also the issue of particle detection, e.g. Tobo et al.
[68] were unable to detect particles smaller than 0.5 µm.
Another problem common to both cloud chambers and CFDCs is that they only probe small
numbers of INPs, making the evaluation of poor nucleators difficult. This can be rectified by
greatly increasing the concentration of the INP being measured per droplet. That is, instead of
condensing water around a single ice nucleating particle, make up a suspension of the particle in
pure water. This is the method used in cold plate arrays, where aliquots from a larger suspension
are placed onto a temperature controlled surface, commonly by pipette [60] or atomiser [58].
Then, as the temperature is lowered, the freezing temperature of each aliquot is recorded. By
varying the size of each aliquot and the concentration of the suspension, the freezing efficiency
of an INP can be measured over a wide temperature range. However, the surface which the
aliquots are placed on can influence the nucleation temperature. This is usually mitigated as
far as possible by placing the aliquots onto a hyrdophobic surface. Even so, when using aliquots
around a microlitre in volume most experiments note an average freezing temperature of pure
water well above the expected homogeneous value [60, 69], suggesting contamination in some
form is very difficult to avoid.
In all of the methods discussed so far each droplet or aliquot is only frozen once. However,
there is also interest in the spread of temperatures at which any particular INP will nucleate ice.
By repeatedly freezing/thawing one sample the range of freezing temperatures can be measured.
This is not possible in cloud chambers or CFDCs, and is rarely implemented in droplet arrays.
This type of experiment is better suited to a specific piece of equipment known as Automated
Lag-Time Apparatus (ALTA) [35, 70]. Here, a single sample is repeatedly cooled until frozen, with
the temperature of each repeat freezing being automatically detected and recorded. This allows
statistics to be built up for one sample, which can be analysed in a similar way to the methods
previously discussed. ALTA is complementary to the previous methods discussed, as the random
fluctuations in the freezing temperature of a single sample can be compared to the random
fluctuations in the freezing temperature of a wider INP population, which will be influenced not
only by the stochastic nature of ice nucleation, but also the variation in the surfaces of individual
INPs. One of the current problems with ALTA is the relatively large sample volume to facilitate
the detection of each freezing event. This leads to the same issue of contamination, meaning
low temperatures cannot be reached without freezing occurring irrespective of the INP being
investigated. This method is also suitable for levitated droplets, which can be freeze/thaw cycled
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without interference from any surfaces, perhaps allowing lower temperatures to be reached.
Here three experimental methods have been modified or developed. The thesis is structured
as follows. First classical nucleation theory will be derived and discussed for the homogeneous
and heterogeneous cases. Next the analysis of ice nucleation data is laid out for isothermal and
constant cooling rate experiments, with discussion of the singular and stochastic interpretations
of ice nucleation data. Chapter 3 is a way of automating data capture from cold plate arrays by
detecting the latent heat released from a freezing droplet. The method is used to collect data
and compare the ice nucleating abilities of crystalline and glassy K-feldspar samples. Chapter 4
describes the design and calibration of an ALTA device for repeatedly freezing/thawing a single
sample, taking advantage of the advances in micro-controller and Peltier technology since the
original papers were published. Data is collected on a single sample of crystalline K-feldspar
and compared to the results from chapter 3. In chapter 5 the design and implementation of an
acoustic levitator with a temperature controlled environment is described, with details on it’s





2.1 Classical Nucleation Theory
As nucleation is a ubiquitous process it has earned a great deal of study. However, predicting
nucleation rates remains a challenge. Much work is done via simulation, from the crystallization
of hard spheres [71] to molecular dynamics which attempt to capture the interactions of indi-
vidual water molecules [72]. Nucleation rates can also be approximated by using macroscopic
thermodynamic properties, based on the change in free energy between the two states. Classical
nucleation theory (CNT) was developed in the 1920s/30s [73–75], originally for the condensation
of droplets from a vapour, but applicable to phase transitions in general. The following sections
will provide a brief derivation of CNT following Christian [76] but for the specific case of water
freezing, starting with the simplest case of only water molecules being present before considering
the influence of any surfaces the water may be in contact with.
2.1.1 Homogeneous Nucleation
Homogeneous nucleation refers to ice which forms due to the random fluctuations and rearrange-
ments of water molecules without any influence from surfaces or solutes. Below 0 ◦C ice has a
lower free energy per unit volume than liquid water and it is therefore energetically favourable
for a phase change to occur. However, the change cannot be instantaneous. Instead, bulk ice
spreads from a small initial nucleus of water molecules in an ice like configuration. Consider the
free energy contributions of this nucleus, a negative term due to the volume and a positive term
due to the creation of an ice/water interface at the surface. The change in free energy due to the
nucleus formed of n molecules is given by
∆Gn = ησn2/3 +n(gi − gl). (2.1)
7
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Figure 2.1: The change in free energy due to the creation of a spherical ice nucleus formed of n
water molecules.
The first part of equation 2.1 corresponds to the surface term, where σ is the water/ice inter-facial
free energy and η is a shape factor, for instance η= (36π)1/3(νi)2/3 for a spherical nucleus, where
νi is the volume per atom for ice. The second part corresponds to the volume term, with gi and
gl the chemical potential per molecule in the ice and liquid phase respectively. Below 0 ◦C the
second part will be negative, however, when n is small the surface area to volume ratio of the
nucleus will be large, meaning the first term in equation 2.1 dominates. Hence there is a barrier
to nucleation, shown in Figure 2.1.
The height of the barrier to nucleation, ∆Gc, occurs at the critical size, nc, which is found by














To proceed, the equilibrium case is assumed, where the distribution of nuclei of size n, labelled
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Nn, is static. The static distribution of nuclei follows the Gibbs distribution,





where N0 is a constant proportional to the total number of molecules in the system and k is
the Boltzmann constant. The shape of Nn is shown in Figure 2.2 for a temperature below 0 ◦C,
cut off at nc, after which the prediction of equation 2.4 is unphysical, due to the system not
actually being in equilibrium. However, above 0 ◦C, equation 2.4 is perfectly valid, and the kinetic
equations for molecules joining and leaving nuclei of size n are balanced,
Nn Anqn = Nn+1 An+1qn+1, (2.5)
where the left hand-side represents nuclei formed of n molecules gaining a molecule, and the
right hand-side represents nuclei formed of n+1 molecules losing a molecule. An is the surface
area of a nucleus formed of n molecules and q is a flux of molecules crossing the nucleus/water
boundary, with qn representing molecules joining a nucleus of size n and qn+1 representing
molecules leaving a nucleus of size n+1.
It is easier to imagine the flux of water molecules joining and leaving the nucleus in the case
of the vapour to liquid transition, where any molecule from the vapour that collides with the
nucleus is absorbed by it, and any molecule in the nucleus with the right velocity escapes it. In
the case of ice formation, the distances between molecules in the nucleus and the neighbouring
molecules in the liquid phase are small. Instead it is their hydrogen bond configurations that
must be considered. Following the analysis of Turnbull and Fisher [77], the probability that a
liquid water molecule neighbouring the nucleus will have sufficient energy to join the nucleus
follows the Boltzmann distribution,





where h is Planck’s constant and ∆g is the height of the maximum energy state a molecule will
pass through to orientate to an ice-like configuration [78]. A generalized free energy profile of a
water molecule joining the nucleus is shown in Figure 2.3. The activation energy for a molecule
leaving a nucleus is less than the activation energy joining a nucleus, but both final states have a
lower free energy than the transition state. The average height of the activation barrier, ∆g∗, is
the activation energy for diffusion, which is independent of n.
For nucleation to occur the system cannot be in equilibrium. A full treatment [79, 80] with
the time taken for the distribution of nuclei to form is beyond the scope of this derivation. The
number of nuclei of size n is denoted Zn in the non-equilibrium case. Now there can be a net
exchange of molecules, given by
jhom = Zn Anqn −Zn+1 An+1qn+1, (2.7)
where j is the nucleation rate. Equation 2.7 is only valid for small j, where the number of liquid
molecules is much greater than the number of nuclei, as it does not account for nucleus-nucleus
9











Figure 2.2: Nn is the distribution of ice nuclei following equation 2.4 for a temperature below
0 ◦C but assuming the system is in equilibrium. The quasi-equilibrium distribution, Zn, is shown
in orange, with the number of critical nuclei less than half of the equilibrium case.
interactions, or the growth of a nucleus as it spreads to the bulk. Substituting equations 2.5 and












Nothing so far suggests the form of Zn, although the limits for small and large n are known.
For small n, Zn closely approximates Nn. For large n (n >> nc), Zn must go to 0. Using these
limits the rough shape of Zn is shown in Figure 2.2. The limits can be arbitrarily set, with Zn = Nn
when n ≤ a and Zn = 0 when n ≥ b. The critical-sized nucleus will lie somewhere between these
values, a ≤ nc ≤ b. The exact values of a and b are not important, as will be demonstrated.











since most of the right hand-side terms cancel and the remainder are easily evaluated. In order
to evaluate the left hand side the summation is converted to an integral, that is to assume n is a
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*
Figure 2.3: The free energy profile of a water molecule joining a nucleus of size n, where n <
nc. The maximum height represents an unfavourable bond configuration as the molecule re-
orientates.
continuous variable. As the contributions of individual molecules to ∆Gc are very small when j is
small, meaning it’s not a bad approximation.
From equation 2.4 there will be a sharp minimum in Nn when n = nc, meaning only terms near
the critical value will be important in equation 2.9. In this case An can be taken as approximately
constant at Anc , and removed from the integral. This leaves two components, 1/Nn and 1/qn, to
be approximated by Taylor expansion around nc. First, the energy barrier to molecules joining a





where ∆g∗ is independent of n as previously stated. For values of n close to nc the first derivative
of ∆Gn is very small, as nc is the turning point. Therefore the exponential of the derivative is










dn = 1. (2.11)
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Expanding equation 2.1 about nc gives








where ξ= n−nc. The linear term in the expansion is zero as in the previous case, however this
time two terms of the expansion are taken, because ∆Gn is the main driver behind nucleation.














Again taking advantage of the fact that only values near nc are important, the limits of the
integral can be extended to ±∞. The function inside the integral is of the form e−ξ2/a, where a
is 9kTn2c/∆Gc. This is a standard integral, with the result
p
π/a. The integral will reduce the
nucleation rate depending on the shape of the free energy barrier near the critical point, and is
usually referred to as the Zeldovich factor [81, 82]. The physical interpretation of the Zeldovich
factor is that it accounts for the number of critical or super-critical sized nuclei which do not end












This final equation can be tidied up by collecting the Zeldovich factor and molecular flux into
constants,














Here Z denotes the Zeldovich factor, and should not be confused with Zn, the distribution of
nuclei.
Some of the limitations of CNT are immediately apparent, not least from the number of
approximations made in the derivation. To actually use equation 2.15 the various constants, such
as σ and gs − gl are usually taken from values for bulk ice. However the validity of macroscopic
values being applied to ice nuclei formed of as few as hundreds of molecules is dubious. For
instance, nuclei will have significant curvature, making σ a function of n [83] and perhaps
significantly different to the ice/water free energy of a flat surface. Also, the exact polymorph
of ice which forms is not necessarily well defined, with the current consensus that an early
stage of nucleation involves alternating layers of cubic and hexagonal ice [84–87], known as
stacking disordered ice, ISD. It is difficult to directly measure the properties of ice ISD, therefore
the chemical potential per molecule and surface tension are based on ratios of its constituent
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polymorphs. These are themselves functions of temperature and difficult to measure directly at
the large supercoolings where homogeneous nucleation occurs. Furthermore, uncertainties in the
parameters in equation 2.3 have the largest effect due to the exponential dependence of jhom on
∆Gc.
Despite these shortcomings, CNT can still provide useful predictions for homogeneous ice
nucleation and compares favourably with experimental data [88, 89], albeit within large uncer-
tainties. Due to the difficulty in pinning down parameters, such as σ, some experiments have
worked backwards from CNT [89, 90]. Assuming CNT to be true produced values of σ which
compared favourably with simulation [91, 92] and careful parameterizations [36, 93]. The pre-
dicted values for ∆Gc also compare well with molecular dynamic simulations [38, 94]. Although
the exact pathway to nucleation is not yet fully understood [87], using simple thermodynamic
arguments jhom can be well predicted. However, although homogeneous nucleation is relevant to
atmospheric ice nucleation [95], there is much greater interest in INPs, which can nucleate ice at
much higher temperatures.
2.1.2 Heterogeneous Classical Nucleation Theory
Foreign surfaces present in super-cooled water can act as catalysts to ice nucleation by lowering
the free energy barrier. The simplest way to approach this using CNT is to consider equation 2.1
for the case of a hemispherical nucleus with radius of curvature r sat on a flat surface, as shown
in Figure 2.4. Now the change in free energy due to the formation of a nucleus on a surface, ∆Gs,
is complicated by additional inter-facial energy terms,
∆Gs = r2(ηl iσl i +ηsi(σsi −σsl))+ ηr
3
νi
(gs − gl), (2.16)
where the superscripts i, l and s refer to ice, water and the surface respectively, with pairs
corresponding to the interfaces between the surfaces. In the case of a partial spherical ice-cap on




ηsi = ηsl =πsin2(θ), (2.18)
ηl i = 2π(1−cos(θ)), (2.19)
where η without superscripts is a shape factor for the volume of the ice nucleus. Many other
possible shapes have been evaluated by Fletcher [96]. The inter-facial free energies must balance
where they meet, assuming they are in equilibrium. The condition for balancing the inter-facial
free energies is
σsl =σsi +σl i cos(θ), (2.20)
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Figure 2.4: A partial spherical ice nucleus sat on a surface. The balancing of the different
inter-facial free energies, σ, leads to a contact angle of θ.
where θ is the contact angle, as shown in Figure 2.4. Equation 2.20 is only valid for 0≤ θ ≤π. The




(ηl iσl i +ηsi(σsi −σsl))3(νi)2
(gl − gs)2η2 . (2.21)
This term appears far less concise than equation 2.3, however it can be simplified. Substituting





(gl − gi)2 , (2.22)
which is the same as the homogeneous case (equation 2.3) multiplied by (2−3cos(θ)+cos3(θ))/4.
The heterogeneous barrier to nucleation is significantly lower than the homogeneous one for
small values of θ, that is, when the ice nucleus ‘wets’ the surface. The nucleation rate can be
found using a similar method to the previous section.
Assuming ∆Gsc ¿∆Gc, only the nuclei in contact with the surface present will be relevant.
Instead of normalizing by the number of molecules present, N0 in equation 2.4, the distribution
of nuclei is normalized by the number of molecules in contact with the surface present. The new
constant is labelled Ns and the heterogeneous nucleation rate is given by





Therefore the only differences between jhet and jhom are the scaling of the energy barrier
depending on the contact angle θ and conversion from N0 to Ns. However, all of the previous
calculations are highly idealized. In the real world, INPs are not formed of neat atomically flat
surfaces, but have a wide variety of surface textures. For instance, natural mineral dusts will
feature pits, inclusions, grain boundaries, stacking defects and steps, any of which could be
favourable sites for an ice nucleus to form, perhaps with a lower free energy barrier than a
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spherical ice cap on a flat surface. These special locations are known as active sites, and have
long been assumed to be the drivers behind heterogeneous ice nucleation. However, it was only
recently demonstrated by Holden et al. [97] by using high-speed optical microscopy to trace the
origin of the critical ice nucleus on a variety of feldspars. The existence of active sites means the
interpretation of equation 2.23 must change. As the distribution of active sites is unknown it is
difficult to normalize the distribution of ice nuclei by area, and a single value of θ may not apply
to any given active site, let alone the spread of different active sites. Never the less, the basic
idea of INPs lowering the homogeneous free energy barrier by a simple function is still useful in
the analysis of ice nucleation data [98].
An important question is what makes a good INP. Pruppacher and Klett [99] suggest five
characteristics which affect the performance of an INP in deposition mode:
1. Good INPs are typically insoluble, although there is evidence for soluble molecules raising
the average freezing temperature [100].
2. The size of the particles, for instance having sufficient surface area to support a critical
sized nucleus.
3. The chemical structure at the surface, perhaps suitability to form hydrogen bonds with ice
nuclei.
4. A good lattice match with ice, strains due to mismatches will increase the free energy cost
of forming a nucleus.
5. The presence of active sites for adsorption of water from the vapour.
These are relevant to immersion mode as well, although an active site which is effective in deposi-
tion mode will not necessarily be as effective for immersion mode nucleation. Investigations, both
experimental and simulations, into how selected properties of INPs affect their nucleating ability
yield some light on what makes a good INP. These include size [101–103], surface topography
[104–107], surface chemistry [108–110], surface charges [111–113] and crystallographic lattice
match [114], although many of these characteristics are not independent of each other. To gain a
fundamental understanding of what makes a good INP these experiments must continue, along
with the design of apparatus to conduct the experiments.
2.2 Ice Nucleation Data Analysis
So far the discussion of nucleation has been from a molecular scale upwards. However, to
date, immersion mode ice nucleation has not been experimentally observed at the molecular
scale. Several experiments have used environmental scanning electron microscopy to observe
ice nucleation on various minerals in deposition mode [25, 115–117], achieving a resolution
down to a few microns. Kiselev et al. [25] showed that ice preferentially formed in a particular
alignment on the (100) plane of K-feldspar. Pach and Verdaguer [117] showed that deposition
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mode nucleation on feldspars is pore dominated, although the surfaces within the pores remain
unknown. Whether or not the ice formation is direct deposition from vapour, or condenses as
water first which subsequently freezes [16] there are important differences to immersion mode
nucleation, where the whole surface is in contact with water. Simulations [42, 118, 119] suggest
that the arrangement of water molecules between smooth crystalline surfaces and bulk ice are
complex, with several intermediate partially disorganised layers bridging the interface. The
complexity only increases when taking into account defects, steps and hydrophobic/hydrophilic
regions. High speed atomic force microscopy is advancing quickly [120] and may reveal the
structure of a critical nucleus at some point, but for now the molecular level can only be probed
via simulation, or indirectly via the freezing of macroscopic droplets.
In all current immersion mode ice nucleation experiments it is not the critical nucleus which
is detected, but the growth of bulk ice, in the vast majority of experiments without any knowledge
of where the critical nucleus formed. However, insights into the nucleation process can still be
gleaned from the analysis of many freezing events. All of the following analysis assumes the
stochastic nature of ice nucleation, with time and temperature dependence in the probability
that a droplet remains liquid. However, it is worth noting that ice nucleation experiments are
frequently analysed using only a temperature dependence, which is known as the singular
interpretation[121–123]. The singular interpretation uses the exponential dependence of the
nucleation rate on temperature to make the approximation that any given active site has a
characteristic temperature, above which there is zero probability of freezing and below which it
is guaranteed to trigger nucleation. Variation in freezing temperatures arises from the spread of
active sites and their characteristic temperatures. The stochastic and singular descriptions will
be discussed at the end of this chapter, however, as there are isothermal experiments in chapter
4 which cannot be analysed using the singular view, only the stochastic interpretation will be
discussed in detail.
From now on each individual volume of water being frozen will be referred to as a droplet.
The proportion of droplets which are still liquid after time t (for isothermal experiments) or
temperature T (for constant cooling rate experiments) approximates the underlying probability
of a droplet being liquid at any given time/temperature, Pliq(T, t). The location and gradient
of the liquid proportion curve is defined by the ice nucleating ability of the INP being tested.
However, considerations also have to be made for the type of experiment and type of sample.
Here all of the experiments can be divided into four categories from the possible combinations
of isothermal/constant cooling rate experiments, and uniform/non-uniform droplets. Uniformity
refers to whether or not the INP content of each droplet is identical. When using many droplets
this is almost impossible to guarantee. For instance, no two mineral dust particles will be identical
at the nanometre scale. Even biological INPs which are nominally identical at the nanometre
scale will lead to non-uniform droplet populations when sampling errors and aggregation are
taken into account. Here uniformity is only achieved by freeze/thaw cycling a single droplet,
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Figure 2.5: A simulated isothermal experiment consisting of 150 droplets each with a freez-
ing rate of 0.02 s−1. (A) The exponential decay of the number of liquid droplets fitted with
scipy.optimize.curve_fit using the Levenberg–Marquardt algorithm. (B) The same data
plotted using the log of the liquid proportion and fitted using a standard least squares linear fit.
In the constrained fit the intercept is forced through zero.
assuming it does not change with time. The validity of this assumption will be discussed in
chapter 4. In the next four subsections the analysis for each experimental category will be
detailed, starting with the simplest (uniform isothermal) and combining the variations until
reaching non-uniform constant cooling rate experiments. The method for simulating experiments
for the graphs is described in Appendix A.
2.2.1 Uniform Isothermal
Uniform isothermal experiments are the simplest to analyse because the probability per unit time
of a droplet freezing remains constant. Following the nomenclature of Vali [124] this probability
is denoted the freezing rate, ω, with units s−1*. With knowledge of what the sample contains, ω
can be normalised to a more useful constant. For instance, if the droplet was pure water dividing
by the volume would provide jhom, the homogeneous nucleation rate, assuming the effect of any
surfaces in contact with the droplet are not relevant. However, before a normalizing constant
is introduced the freezing rate is specific to the droplet, and ω is used to avoid confusion with
homogeneous or heterogeneous nucleation rates typically labelled jhom and jhet. Ice nucleation
can be modelled by a Poisson point process as it fits the following criteria [125] reasonably well:
1. The number of nucleation events at t = 0 is 0.
2. Nucleation events are independent of each other.
*In Vali’s paper the freezing rate is labelled R, which has been changed to ω here.
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3. The number of nucleation events in an interval of length t is a Poisson random variable
with a mean of ωt.
The final point is perhaps not always fulfilled, as each nucleation event is detected as a
macroscopic sample freezing as opposed to the critical nucleus forming. Although once a Nucleus
exceeds a critical size it will spread to the bulk, this takes a finite amount of time, depending
on the size of the sample and the level of supercooling [126–128]. It is possible that more than
one nucleus will exceed the critical size in any given sample and only one event will be counted.
However, in all samples and at the temperatures experimentally measured here the time for
ice to spread dendritically to the bulk is in the range of tens of milliseconds [126]. The larger
samples used in ALTA (0.5 ml) may take up to 40 seconds to completely freeze but it is the initial
growth which is detected.
Given a freezing rate of ω, the probability of seeing k nucleation events in a time interval of





The probability that the sample is still liquid after time t is the probability that no nucleation
has occurred, ie. k = 0. In a uniform isothermal experiment the proportion of liquid droplets , f (t),
is given by the fraction of liquid droplets, n(t), remaining from an initial population N, which
approximates the true liquid probability curve Pliq(t),




In experimental realizations, the sample could be one of N identical droplets or one droplet
freeze/thaw cycled N times, using the statistical mechanics equivalence of the ensemble and time
average [35]. However, the former case is usually limited to pure water samples.
The difficulties in extracting a probability density function from a finite number of measure-
ments will now be considered. An exponential fit of the liquid proportion against t or a linear fit
of log( f (t)) against t will yield ω. However, as can be seen in Figure 2.5 the longer freezing times
are chronically under-sampled. This is an unavoidable consequence of exponential distributions.
Of course, increasing the initial population will lead to a lower error in the fitted freezing rate,
as shown in Figure 2.6, where the error is proportional to
p
N. These errors are only due to the
uncertainty in sampling the true freezing rate. Combining them with experimental errors will be
discussed in chapter 4.
However, the average error in the fitted value can also be reduced by the choice of fitting
procedure and the amount of data included in the fit. The three methods in Figure 2.5 are
compared in more detail in Figure 2.7. The log-linear fits have a minimum in error if only the
first given percent of data is included in the linear fit. The location of the minimum error is a
function of N, moving towards higher percentages for larger N. The cause of the minimum is the
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Figure 2.6: A graph showing how the mean absolute error in the fitted freezing rate changes
as a function of sample size. Each data point is the average of 105 repeats using a constrained
log-linear fit on the first 95% of the data points. The error bars correspond to one standard
deviation.
increase in the absolute value of dlog( f (t))/dt at large t, amplifying the random fluctuations due
to the small number of events at large t and skewing the fit. Although this is not the case for the
exponential fit, it is out performed by both log-linear fits. Forcing the linear fit to intercept at 0
also seems to improve the average error. Hence this method will be used to fit uniform isothermal
experiments from now on.
2.2.2 Non-Uniform Isothermal
In the non-uniform case each droplet will have a different value of ω. Droplets with a greater
ω will, on average, freeze faster, meaning the measured freezing rate will be a function of time.
Hence equation 2.25 is no longer valid. The probability of freezing is now a non-homogeneous
Poisson process, as the rate parameter is also changing. If the values of ω follow some distribution
g(ω), then the time evolution of g is given by g(t,ω)= e−ωt g(ω). The probability of a droplet being
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Figure 2.7: A graph showing the mean absolute error of different fitting methods. Experiments of
150 droplets based on a freezing rate of 0.02 s−1 were simulated 105 times. Each simulation was
fitted with each method only including the first given percentage of the data points. Error bars
are one standard deviation of the absolute error in the fitted rates.
where it is assumed that the droplet is instantaneously at the temperature of the isothermal
experiment, such that no droplets freeze at an intermediate cooling temperature. The origin
of the heterogeneity can be harder to pin down. Even in careful experiments with precisely
measured INP masses and droplet volumes, non-log-linear isothermal experiments are observed
[9, 129–132]. There are several different possible explanations for the differences in nucleation
rate between nominally identical droplets. The idea of ‘active sites’ is widely accepted [97].
However, there is no information on how many active sites an INP might have, or the spread of
effectiveness of each active site [130]. Assuming the total surface area of INP present is identical,
randomness in active site density could be enough to explain the spread of freezing rates between
samples. This is more likely to be the case for some INPs than others. For instance, natural
mineral samples have widely varying surfaces. If there is a low density of highly active sites ω
could vary widely for low concentration suspensions, as investigated by Herbert et al. [130].
It is also possible that variation in surface area between the droplets is enough to explain the
spread of nucleation rates, as argued by Knopf et al. [133]. Sampling uncertainty from a bulk
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Figure 2.8: Liquid survival curves for a few different surface area distributions using a jhet
of 0.02 cm−2s−1. The uniform droplets had a surface area of 0.015 cm2. The log-uniform and
log-normal distributions were evaluated between 0.001 cm2 and 0.1 cm2, with the log-normal
distribution having a mean and standard deviation of 0.015 cm2 and 0.02 cm2 respectively.
suspension of an INP will lead to variation in the surface area per droplet, particularly when
settling is taken into account [62]. Using a single value of jhet and a variation in surface area
per droplet the spread of nucleation rates can be explained. Using the assumption of only the
surface area per droplet changing, with a constant value of jhet per surface area, g(ω)= jhet g(A).
The liquid survival curves for a few different distributions are shown in Figure 2.8. Although the
curves here have been calculated from a heterogeneous nucleation rate, the result of modelling
a distribution of active sites per droplet, done by Kubota [129] would produce the same graph.
Hence it does not shed any light on the source of the variation and in reality for the majority of
experiments it is likely a combination of the two.
The utility of non-uniform isothermal experiments is limited. In most droplet array ice
nucleation experiments jhet and g(A) are unknown, meaning any number of different values could
be fitted to an experimentally measured liquid proportion curve. Even if the initial distribution of
surface areas was known, careful consideration would have to be made for the droplets which
froze while cooling to the isothermal hold temperature. A nice property of purely exponential
distributions is their memorylessness [134]. This means that the waiting time to the next event
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does not depend on how much time has already elapsed. Therefore, in a uniform isothermal
experiment, as long as a droplet is still liquid when the target temperature is reached the timer
can be set to 0 and the correct distribution will still be measured. Although droplets may freeze
in cooling to the target temperature they do not need to be accounted for. However, as soon as ω
is a function of time memorylessness no longer holds. Perhaps the most important insight from
heterogeneous isothermal experiments is to show the extent of the deviation from a log-linear
liquid proportion curve, highlighting the differences in freezing rates between droplets which
would otherwise be missed in a cooling ramp experiment, as will be shown in section 2.2.4. It also
shows the importance of freeze/thaw experiments in separating stochastic and INP variability in
ice nucleation.
2.2.3 Uniform Temperature Ramp
From classical nucleation theory, nucleation rates have a strong temperature dependence. By
introducing a temperature ramp the sample freezing rate ω becomes a function of time. However,
in the homogeneous case we are only interested in the temperature dependence of ω, and how









where t0 is the time at which the sample first drops below the equilibrium temperature Tm, ie.
0 ◦C. For the purposes of finding the freezing rate as a function of temperature it makes sense to
substitute temperature T for t in equation 2.27. In most cases a constant cooling rate is used,
which simplifies the substitution dT = dTdt dt. The limits of the integral are substituted as follows;












The limits in equation 2.28 have been reversed compared to equation 2.27 because α=−dT/dt.
The survival curve of N droplets freezing when subjected to a cooling rate α will approximate the
liquid proportion curve in equation 2.28 as in equation 2.25.





















where the liquid proportion is now a function of temperature, f (T). The right hand side of
equation 2.29 can be computed from the survival curve of an ice nucleation experiment, without
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the need to introduce any assumptions about the form of ω(T). This approach relies on the
number of repeats N being sufficiently large that the survival curve accurately represents the
probability curve defined in equation 2.28. An example of how broad stochastic variations can be
is shown in Figure 2.9.
Figure 2.9: A simulation showing how the liquid proportion as a function of temperature varies
due to the stochastic nature of ice nucleation. The original data is from 127 1 µl droplets of
0.1wt% K-feldspar binned into 0.5 ◦C wide bins. The liquid proportion curves of 100 simulated
experiments of 100 droplets each are shown by the coloured lines, collated into 0.5 ◦C bins. The
error bars show the 90% confidence interval.
One way to analyse linear temperature ramp experiments is to collect all of the data into
temperature bins. An example histogram is shown in Figure 2.10. The liquid proportion is taken
from the lower temperature side of each bin. Each bin can be thought of as a Bernoulli trial, with
the success probability being equivalent to the freezing rate. Standard statistical methods can be
used to estimate the confidence intervals on the rate observed including the true freezing rate. For
the central regions of the histogram the standard errors are symmetric and can be approximated
by the square root of the number of observations, due to the variance of a Poisson distribution
being the same as the mean. However, at low and high liquid proportions the distributions are
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not symmetric, as can be seen in Figure 2.10B.
Figure 2.10: A. A histogram of the number of droplets which froze in 0.5 ◦C wide bins. The error
bars were found using two different methods, both to the 95% confidence interval. B. The spread
of liquid proportions from the experiment in panel A simulated 105 times. Temperatures are
taken from the lower temperature edge of each bin.
Previously the Wilson score confidence interval [135, 136] has been used, which accounts for
the lack of symmetry at more extreme values of ∆n(T)/N. However, the Wilson score does not have
perfect coverage, with the minimum confidence not guaranteed in extreme cases. Simulations
show reasonable agreement with the Wilson score error bars, but the issue of extracting a
meaningful error at low and high temperatures remains. The Wilson errors are proportionally
much larger at high temperatures, suggesting they are over estimates if the original liquid
proportion curve is accurate. However, if the alternative is making assumptions from simulated
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Figure 2.11: 100 simulated droplets containing log-normally distributed surface area, with a mean
of 0.02 cm2 and a standard deviation of 0.06 cm2. The heterogeneous nucleation rate followed a
simple exponential form jhet = eb(T−T0) with b = 1 and T0=260 K.
data based on a part of the liquid proportion curve with very little data available initially it
is best to err on the side of caution. It has been suggested to ignore the top and bottom 5% of
the liquid proportion curve [137]. Although there is no rigorous analysis behind choosing 5%, it
seems like a reasonable rule of thumb.
2.2.4 Non-uniform Temperature Ramp
The final combination to consider is non-uniform temperature ramp experiments. The majority
of ice nucleation experiments fall into this category across all experimental types (cold plate
arrays, continuous flow diffusion chambers and cloud chambers), as creating N identical samples
is close to impossible. The degree of non-uniformity between droplets is very hard to gauge from
ice nucleation experiments alone, but there certainly are differences between samples. It is not
immediately obvious that an experiment is uniform/non-uniform from the shape of the liquid
probability curve. As shown in Figure 2.11, the uniform fit is a good match for the simulated data,
although the discrepancy is larger at the tails. However, assuming a uniform surface area per
droplet can lead to large errors in the interpretation of the surface area scaled nucleation rate.
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Figure 2.12: A graph showing the measured nucleation rates from the liquid proportion curve in
Figure 2.11. The simulated data points are particularly scattered as they were not binned before
being numerically differentiated.
Three different liquid probability curves are shown in Figure 2.11. The true liquid probability
curve for the given distribution of surface areas is shown in green. The expected freezing curve if
the droplets were uniform and contained the initial mean surface area present is shown by the
red curve. Finally, the yellow curve shows how well a non-uniform linear cooling experiment can
be fitted assuming uniform droplets. Here the surface area was assumed to be the initial mean,
with the b and T0 coefficients of the heterogeneous nucleation rate allowed to vary. However,
although the fit to the liquid proportion is good, the gradient of the fitted nucleation rate is very
different to the true nucleation rate, as shown in Figure 2.12. This problem is not unique to the
stochastic interpretation, and is difficult to account for after the fact.
2.2.5 Discussion of the singular/stochastic interpretation
As previously mentioned there is an alternative approach to analysis which assumes ice nucle-
ation to be a function of temperature only, known as the singular description. Currently, the
majority of ice nucleation literature uses the singular description to analyse heterogeneous ice
nucleation data (For instance these recent papers from some of the larger ice nucleation groups
26
2.2. ICE NUCLEATION DATA ANALYSIS
[54, 109, 114, 138–141]). In the singular description each INP has one or more active sites, and
each active site has a characteristic temperature at which it will trigger ice nucleation instantly.
The number of active sites with characteristic temperatures in the range T to T +∆T is the






where X is a normalization constant, such as the surface area of INP present. By integrating
equation 2.30 with respect to temperature the cumulative nucleus concentration is obtained,
K(T)=− 1
X
log[ f (T)], (2.31)
where f is the liquid proportion of droplets. When normalised by the surface area of INP present
K(T) is commonly referred to as ns, the ice nucleation active surface density. Equation 2.30 is
very similar to equation 2.29, with the only differences being the lack of normalizing constant in
the stochastic version and the lack of cooling rate in the singular version. In the case of equation
2.29 a normalizing constant can be introduced to convert from ω, which is specific to that sample,
to a more general nucleation rate j with an appropriate subscript.
Therefore the cooling rate is the only important difference, and demonstrably [143] changes
the liquid proportion curves of nucleation experiments. Herbert et al. [130] showed that the
temperature shift due to a change in cooling rate is inversely proportional to the gradient of the
freezing rate. The fact that the apparent value for ns is dependent on an experimental parameter
instead of only the properties of any given INP makes it an unreliable absolute measure of
nucleating efficiency. Depending on the INP being measured, inter-experimental errors due to
differences in cooling rate may be small [65], especially when compared to other sources of error
in atmospheric modelling. Vali [124, 144] provides an empirical description for the change in
mean freezing temperature for a change in cooling rate. However, it is rarely implemented in the
literature. This means direct comparisons between experiments with different cooling rates is
not possible. Therefore one advantage of treating ice nucleation as a stochastic process is that the
result is independent of the cooling rate.
More importantly, ice nucleation is a stochastic process and should be treated as such. The
singular approach is an empirical description of nucleation efficiency, it cannot be directly linked
to any theory of nucleation or results from simulations [145]. As such, analysing ice nucleation
results with the singular description is enough to catalogue the ice nucleating efficiencies of
different INPs, but not to delve deeper into the mechanics of nucleation. That is not to say that
cataloguing INPs is not important, it is vital for atmospheric modelling. In this case using the
singular approach has its merits, natural INPs nucleate ice over a broad range of temperatures
[9, 17, 138], precluding description by a single jhet function. There are numerous multi-component
stochastic models [130, 146–151], which all involve summing the contributions of different
nucleation rates. While there is most likely truth behind the idea, adding more degrees of freedom
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allows a better fit to data without providing any more insight. In this case, the simplest empirical
description which can be incorporated into atmospheric models [152, 153] is the best current
option. That is not to say that the time dependence of immersion mode ice nucleation is not
relevant to clouds [154, 155], but that when the singular approximation is combined with all of
the other uncertainties in modelling the microphysics of clouds there is little to be gained from
the additional complexity of time dependence.
However, for the case of idealized laboratory based experiments the stochastic nature of
ice nucleation should not be ignored. More so, with the isothermal experiments conducted in
this thesis, the time dependence of nucleation cannot be ignored. Therefore the majority of the
analysis in the following chapters will be based around the freezing rate of droplets, with only
occasional reference to the singular view for comparison to other experiments. It is also worth
stating that values for ω can be found from ns and vice versa, as long as the experimental




This chapter is largely taken from Cook et al. [69], which was written by F. Cook. All of the sensor
optimisation, LabVIEW programming, ice nucleation results and data analysis were performed by
F. Cook. R. Lord performed the sample surface area and size analysis. The style of the text has
been modified to match the rest of the thesis and the supplementary information and two extra
figures have been included, along with explanatory text.
3.1 Motivation
For studying immersion mode ice nucleation, cold plate arrays are especially useful. A typical
cold plate array is shown in Figure 3.1. Most immersion mode droplet array ice nucleation
experiments use droplets on the order of picolitres to microlitres. In general this method involves
Figure 3.1: Schematic of a typical cold plate array, with droplets arranged in a grid on a heat sink.
The heat sink is typically cooled by liquid Nitrogen or a Peltier device. The diagram shows some
droplets frozen (dark).
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pipetting an array of droplets onto a cold plate, although microfluidic generators [62] and droplet
printers [27] are also used. The droplets are then cooled, usually with a linear decrease in
temperature, although temperature steps are also used [58], with the freezing temperature of
each droplet recorded. The frozen fraction is measured as a function of temperature, from which a
nucleation rate can be calculated [107]. By using a cold plate droplet array the effects of varying
INP concentrations over several orders of magnitude can be investigated. As only one nucleation
event is required to freeze a droplet, even the nucleating ability of poor INPs can be tested. Of
course cold plate arrays also have drawbacks. For example, since the droplets sit on a substrate,
it is essential to exclude substrate-induced nucleation. It also essential to control the purity of
the water used to form the droplets as even traces of contaminant could affect the nucleation
probability.
Without automation, determining the temperature at which each droplet freezes is a time
consuming process, especially for the large number of droplets required to compensate for the
stochastic nature of nucleation. Freezing events are usually detected via a change in the optical
properties such as a change in transparency, or via the latent heat released. Optical detection has
been automated [27, 156–158], with software to recognise the locations of droplets and monitor
the associated pixel intensity, which goes through a sudden change at the point of freezing. This
effect can be enhanced using polarizers to take advantage of the birefringence of ice [27]. However,
automation is not completely straight forward, as it requires large amounts of data processing
and storage to analyse images of the droplets, as well as ways to avoid artefacts leading to false
identification of freezing events. For instance, droplets can move during cooling, which can lead
to a change in measured pixel intensity unless each droplet is tracked, and movement in the lab
can lead to shadows or reflections over the droplet, also causing a possible change in measured
pixel intensity.
The latent heat of crystallization can be detected by monitoring the infrared emissions of
droplets [159–161], or via calorimetry. Differential scanning calorimetry (DSC) has been widely
used [24, 162–165] to study ice nucleation. However DSC is not directly comparable to other
methods discussed here as it cannot detect individual droplets freezing. Infrared thermometry
[160] has the advantage that it can also be used to measure the temperature of droplets as they
freeze, revealing any thermal gradients across the set-up which may otherwise be neglected.
However, due to the Stefan-Boltzmann law infrared thermometry at low temperatures is usually
limited to large droplets, although the latent heat released by droplets as small as 0.1 µl freezing
has been reported [161].
The latent heat can also be detected by other kinds of thermal sensor. Here a particularly
simple, cheap and adaptable pyroelectric polymer based device is presented for this purpose.
The pyroelectric polymer used is polyvinylidene fluoride (PVDF), which can be bought in large
pre-metallised sheets and cut to shape. This adaptability means it can be incorporated into many
standard droplet array experiments. The latent heat released by droplets provides a clear and
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unambiguous signal which can be easily converted to a list of droplet freezing temperatures for
further analysis. The first section of this chapter describes how the PVDF sensor was optimized,
as well as details of the associated charge amplifying circuitry.
To demonstrate the effectiveness of the sensor, data is presented comparing the nucleating
ability of a standard sample of crystalline K-feldspar (BCS-CRM 376/1, as used by Atkinson et al.
[2]) with a glassy sample having the same bulk chemical composition. K-feldspar has been shown
to be an important contributor to the ice nucleation activity of mineral dust aerosol [2, 166] and
has therefore been studied extensively [24–28, 107, 167, 168]. For example Kiselev et al. [25]
showed that, at least in deposition mode, ice preferentially forms on the high energy (100) surface,
only exposed in cracks and defects, not on the most easily cleaved (001) surface as previously
suggested [167]. Despite the insight this provides into the nature of active sites, there is no
guarantee that the same applies to immersion mode freezing. Indeed, recent molecular dynamic
simulations by Soni and Patey [23] of water molecules on clean (001), (010) and (100) surfaces
of microcline K-feldspar show no evidence of ice nucleation, further suggesting the importance
of defects in ice nucleation. In order to investigate the importance of the presence of crystalline
surfaces at active sites a standard crystalline sample of K-feldspar is compared to a glassy sample
of the same bulk composition.
The glassy sample was made by melting, quenching and grinding the crystalline sample.
Quenching the sample means the long range order of a crystalline structure is not given time
to form, leading to an amorphous structure more similar to that of the liquid form. A similar
approach was recently used by Maters et al. [19] in comparing natural crystalline samples and
their glassy equivalents. The difference in local structure alone could lead to the glassy and
crystalline samples having very different ice nucleation behaviours. However, it is also necessary
to consider their different mechanical properties [169]. Crystals can be cleaved along preferred
surfaces, often resulting in flat faces, although there will also be a number of defects present.
Glasses do not have long range order, leading to irregular shapes when they are mechanically
ground, with very different surface structure to the crystalline form. Surface topography has been
shown to be extremely important in determining ice nucleating efficiency [97, 107]. In addition,
the interaction of water and INP is complex, and the chemical nature of bonds at the surface as
well as the structure play an important and interconnected role. Even if crystalline and glassy
samples have the same bulk chemical composition, their surface chemistries could differ.
The difference in ice nucleating efficiency between crystalline and glassy samples is of
considerable practical importance, as material glassy samples are not just of interest for their
different structural properties. Particles dispersed by volcanic eruptions include a mixture of
glassy and crystalline aluminosilicates, with the proportions of components varying widely
between eruptions [170, 171]. The ice nucleating ability of particles within the plume is of great
interest since the prevalence and effectiveness of INPs within a plume will have a large effect on
its lifetime and dynamics, knowledge of which is vital for accurate forecasting [172].
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Figure 3.2: (a) A cut-away diagram of the cooling block with PVDF and clamp in place. The wire
used to make contact with the upper surface is not shown. (b) A schematic of the experimental
set-up including a simplified circuit diagram of the charge amplifier.
3.2 Thermal Sensor Design
A pyroelectric material has a temperature dependent spontaneous electric polarisation [173]. As
the temperature of the pyroelectric element changes the spontaneous polarisation also changes,
causing a build-up of charge at the surface. Unlike the thermoelectric effect, a temperature
gradient is not required, just an absolute temperature change. If the surfaces are metallised the
pyroelectric element can be thought of as a parallel plate capacitor which is charged by changes
in temperature.
Not all PVDF is pyroelectric; it must be mechanically stretched in the presence of a strong
electric field to induce a spontaneous net dipole moment. The PVDF used here was purchased
from Piezotech, pre-stretched and metallised with approximately 200 nm of gold on top of 50 nm
of chromium on both sides. Three different thicknesses, 9 µm, 52 µm and 110 µm were purchased.
The as-delivered 10 cm × 10 cm sheets were cut to shape, in this case circles 20 mm in diameter
to sit on the silver cooling block of a Linkam THMS600 cooling stage, shown in Figure 3.2a. When
cutting it is easy to crimp the two surfaces together accidentally, electrically shorting the two
sides meaning no charge will be measured. Such short circuits can be detected by testing for
continuity with a multimeter.
In use the PVDF is held against the cooling block using a custom machined plastic (PTFE)
clamp. This grips the edge of the cooling block and is pushed down to exert a small amount of
pressure on the PVDF to keep it flat, as well as to hold a wire in contact with the upper surface.
Contact with the lower electrode is made via the cooling block, which is grounded. Before an
experiment, the top gold surface supporting the droplet array is coated with Vaseline to make it
hydrophobic [61].
When using pyroelectric materials both the thermal and electrical properties of the system
must be considered. Since the response from the PVDF depends on the absolute temperature
change a thermally isolated pyroelectric element with as small a thermal mass as possible will
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give the greatest signal for any given input. However, the requirement for thermal isolation
conflicts with the requirement for excellent thermal conductivity to keep the droplets in thermal
equilibrium with the cooling block. In practice even the thickest PVDF had sufficient thermal
conductivity to maintain equilibrium with the cooling block at a cooling rate of 1 ◦Cmin−1, and
low enough thermal mass that the temperature rise associated with the latent heat released by
the freezing of a single microlitre droplet can be detected reproducibly.
The thickness of the PVDF also dictates its capacitance, which will have an effect on the
electrical circuit used to detect the voltage change resulting from any temperature change. The
charge amplifier is constructed using an LT1793 low noise operational amplifier, in conjunction
with a feedback capacitor, Cf, and feedback resistor, Rf as shown in Figure 3.2b. In the absence of
the feedback resistor the feedback capacitor would be saturated by the charge that the PVDF
releases as the temperature of the stage is lowered, even before any droplets froze. Using the
feedback resistor there is a small negative offset to the signal output from the charge amplifier,
proportional to the cooling rate. When a droplet freezes the temperature of the PVDF increases
rapidly and transiently, due to the latent heat released. The pyroelectric effect produces a charge
on the metallised surfaces of the PVDF that charges Cf and therefore gives rise to a positive
spike in the output signal. The spikes decay exponentially with the characteristic electrical time
constant of the circuit (≈20 ms). The output from the charge amplifier was monitored using an
analogue to digital converter (NI USB-6002), sampled at 1 kHz, which is fast enough to detect
all droplets freezing, without creating unnecessarily large data files. For INPs that freeze over a
very narrow temperature range, the sampling rate for this analogue to digital converter could
be increased to 50 kHz to reduce the chance of near simultaneous freezes not being detected as
separate events. Data acquisition was controlled collected by a LabVIEW program, which also
controlled the temperature of the cooling stage. The LabVIEW program returned an array with
three columns; time, cooling block temperature and sensor output signal.
Figure 3.3 shows a comparison of the voltage responses of the three different thicknesses of
PVDF available when microlitre droplets of pure water freeze. The root mean square (RMS) noise
values were computed for each thickness between 0 and −5 ◦C, before any droplets had frozen.
These were 0.096 V, 0.1 V and 0.104 V for the 9 µm, 52 µm and 110 µm samples respectively.
The small increase in noise with thickness is due to the fact that all pyroelectric materials are
also piezoelectric. Any mechanical vibrations, for instance due to liquid nitrogen being pumped
through the stage, will produce a signal proportional to the amount of piezoelectric material
present. Other than this, the noise value for each foil thickness is equivalent to within a few
percent, consisting of a slow random oscillation superimposed with a 50 Hz oscillation due to
mains interference, despite shielding of both the PVDF element and charge amplifying circuitry.
Figure 3.3 shows that the average peak height is inversely related to the thickness of the PVDF
used. The average peak height to RMS noise ratios are 5.1±0.6, 2.3±0.4 and 1.4±0.2 for the
9 µm, 52 µm and 110 µm samples respectively. All of these values were found using a 57 pF
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Figure 3.3: Sections of voltage time graphs for three different thicknesses of PVDF overlaid on
top of each other. Each positive spike represents the freezing of a microlitre droplet of pure water.
The offset at the start shows the similar noise amplitude for each thickness.
feedback capacitor in parallel with a 10 MΩ feedback resistor. The low thermal mass of the
thinnest sample of PVDF leads to the highest absolute temperature change from the latent heat
released, and therefore the largest signal.
In principle, the area under the peak corresponding to a droplet freezing is proportional to
the latent heat released, and PVDF foils have previously been used as calorimeters [174–176].
However, this isn’t possible in the present experimental arrangement for two reasons. Firstly,
the situation is complicated by the continuously decreasing temperature of the cooling block,
requiring the feedback resistor. Secondly, PVDF has large variations in pyroelectric constant
across the surface [177] because during the poling process the PVDF is typically stretched up to
four times its original length, leading to macroscopic crystalline and amorphous regions. Hence
there is a large spatial variation in pyroelectric response. The variation in pyroelectric response
means that the output signal for the same release of latent heat also varies. This can be seen in
Figure 3.3, where the spike heights have considerable variation for each thickness, despite the
droplets being nominally the same size (errors are discussed in the results section). Hence the
voltage data cannot be used to quantify the energy released by a droplet freezing, only to show
that a freezing event occurred. An alternative pyroelectric material is lithium tantalate (LiTaO3),
as used by Frittman et al. [178]. As it is a single crystal, the spontaneous polarisation is much
more spatially uniform, however, this also makes it much more fragile and less adaptable to
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Figure 3.4: The distribution of particle sizes of the crystalline K-feldspar sample, measured by a
Mastersizer 2000. The data was measured by R. Lord [1], used with permission.
experimental set-ups than PVDF. The spatial variation in pyroelectric coefficient also means that
droplets smaller than 1 µl could be detected in places. However, in order to guarantee detection
across the whole surface the minimum size was set at 1 µl. The minimum droplet size detectable is
also dependent on the minimum supercooling: assuming the droplet temperature returns to 0 ◦C
before freezing completely, the lower the supercooling, the lower will be the absolute temperature
change on freezing and hence the lower the voltage pulse detected by the pyroelectric foil.
3.2.1 Sample Preparation
The crystalline K-feldspar comes from the Bureau of Analysed Samples (BCS-CRM no. 376/1), as
used by Atkinson et al. [2]. The crystalline sample was crushed in a ball mill with agate balls
before being sieved using a fine mesh (aperture size 20 µm). The distribution of particle sizes
was measured using a Mastersizer 2000, shown in Figure 3.4. The distribution is similar to that
measured by Atkinson et al. [2].
The glassy K-feldspar sample was made from the crystalline sample melted in a platinum
crucible. It was held at 1250°C overnight to remove moisture, before being heated to 1600°C for
two hours. After this, the sample was removed from the furnace and allowed to quench in air. A
few sections of the glass formed were examined under a polarizing microscope and no birefringent
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Figure 3.5: Scanning electron microscope images of the glassy K-feldspar sample at two different
zoom levels.
regions were observed. The glassy sample was then crushed and sieved using the same method
described for the crystalline sample. Scanning electron microscope images of the glassy sample
were taken, shown in Figure 3.5. Similar images of crystalline K-feldspars can be found in Welti
et al. [29].
A range of mass fraction suspensions was prepared for each sample, using Milli-Q 18.2 MΩ
water. All experiments were completed within a week of the suspensions being made. Before
pipetting onto the cold stage each sample was ultrasonicated for 15 minutes to break up aggre-
gates. Samples were kept in sealed glass tubes which were previously cleaned by filling the vials
with nitric and sulphuric acid for 30 minutes each, before thorough rinsing with Milli-Q 18.2 MΩ
water. They were stored out of direct light.
Feldspar materials are susceptible to surface changes in aqueous solutions [179] and when
exposed to extreme pH [24], which could lead to a change in their ice nucleating ability. [27]
measured a 2 ◦C decrease in freezing temperatures of K-feldspar stored in aqueous solution
for five months. However, [24] recorded no change in the ice nucleating ability of crystalline
K-feldspar after one week in water suspension and [28] noted no significant changes in freezing
temperatures of crystalline K-feldspar due to time spent in water suspension. Any aging of
K-feldspar in aqueous solution is assumed to be sufficiently slow to not have an effect on the
results. Due to the identical chemical composition of the glassy sample it is also assumed that
any aging effects are similarly slow.
3.3 Results and Discussion
The surface area of both samples was measured via Brunauer-Emmett-Teller (BET) nitrogen gas
absorption. Three repeats were taken, with the mean to extreme range used as the error. The
values were 5.0±0.7 m2g−1 and 1.8±0.4 m2g−1 for crystalline and glassy K-feldspar respectively,
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Figure 3.6: Raw data from a typical experimental run, in this case pure water droplets measured
to determine the background freezing rate of the instrument. Each spike represents a droplet
freezing, as shown in the upper graph and corresponding pictures. Approximate temperatures
corresponding to the start and end of the run are shown at the bottom.
which are comparable to other experiments. The percentage errors associated with the surface
area per unit mass dominate the error in calculating surface area present in each droplet. There
are also errors associated with the masses of K-feldspar and water when making suspensions, the
volume of each droplet pipetted, and amount of material which settled out of suspension during
pipetting [62].These are particularly important for small droplet volumes and low concentrations
[133, 180].
A typical voltage-time graph is shown in Figure 3.6. The difference in peak height despite
all of the droplets being the same size to the precision of the pipette (±0.03 µl) is visible, for
the reasons discussed in section 3.2. Each assay of droplets produced a similar graph, which
was converted to a list of freezing temperatures using a Python script. The thermocouple built
into the liquid nitrogen cooled stage was used to measure the temperature, which was observed
to oscillate by ±0.2 ◦C due to small fluctuations in the pumping rate. On top of this there was
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Figure 3.7: A liquid proportion curves for 1 µl droplets of water containing different fractions of
glassy and crystalline K-Feldspar. The background freezing rate of the instrument is also shown.
Temperature errors are shown by the shading. Details on the lines of best fit can be found in
the supplementary information. B Ice nucleation active site density, normalised by the surface
area present in each droplet. The red dashed line is the parameterisation from [2] which is partly
based on microlitre sized droplets with similar concentrations to those used here. C Freezing
rates normalised by the surface area present in each droplet
an unknown thermal lag due to the PVDF and the Vaseline on which the droplets were placed.
This was estimated to be a maximum of approximately +0.8 ◦C, based on literature values for
the thermal conductivity of PVDF, leading to the asymmetric error shadings shown in Figure
3.7A. The freezing of pure water (Milli-Q 18.2 MΩ) starts at higher temperatures than would
be expected from the homogeneous parameterization by Atkinson et al. [181]. This was also
noted by Whale et al. [60] and attributed to the greater chance of contamination due to the large
droplet size, although the source was unknown. As Tobo [61] reached the homogeneous limit
with microlitre droplets on Vaseline using a clean bench it is possible that the source of the
contamination is airborne [182].
Liquid proportion curves for the different mass fractions of glassy and crystalline K-Feldspar
studied are shown in Figure 3.7A, along with the background freezing rate of the instrument.
The influence of background freezing events on the liquid proportion curve of each experiment
was calculated, see appendix B, but in all cases the corrected curve lay within the temperature
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errors. The solid lines are taken from a fit assuming the liquid proportion curves follow a non-
homogeneous Poisson process, referring to the fact that the rate constant is changing as a
function of temperature, as discussed in section 2.2. From these curves the ice nucleation active
site density, ns, and the heterogeneous nucleation rate, jhet, were calculated. From equations
2.31 and 2.28 respectively. The cooling rate was constant at 1/60 ◦Cmin−1 for all experiments
here. The individual data points in Figure 3.7c are from a numerical differentiation of the liquid
proportion curves in Figure 3.7a using a second order central difference method. The lines are
from an analytical differentiation of the fits to the liquid proportion curves.
The calculation of jhet from liquid proportion data is least reliable at the lowest temperatures.
At lower temperatures there are few liquid droplets remaining, leading to a break down in the
approximation that equations 2.31 and 2.28 are based on, that ∆n/n remains small [183]. Also,
as the temperature falls the probability that there would be multiple nucleation events in a
single droplet increases [181]. These factors lead to greatly increased errors in the nucleation
rate calculated at low temperatures. There is also an effect from the fact that the droplets are not
perfectly uniform, due to variations in the total surface area of INP present, and the effectiveness
of INPs in any given droplet. The value of jhet(T) found for glassy and crystalline K-feldspar
here represents the freezing rate [124] divided by the surface area measured by BET analysis.
As discussed by Kubota [129] those droplets which are below the average jhet are more likely to
survive to lower temperatures, leading to a reduction in the measured nucleation rate.
Although the 1wt% suspensions of glassy K-feldspar showed some nucleating ability at higher
temperatures, the gradient of the liquid proportion curve remained much shallower than the
crystalline form. While the nucleation active site density for crystalline K-feldspar was similar to
that measured by Whale et al. [60] using microlitre volume droplets, the active site density of
glassy K-feldspar is approximately two orders of magnitude less at −20 ◦C. The heterogeneous
nucleation rates also show clear separation between the glassy and crystalline phase. However,
further experimentation is needed to determine whether the importance of the crystalline form
derives from its atomic order, its surface chemistry or its microstructure. For example, a crystal
can have well defined steps and terraces at the surface, which are absent in a glass. The greatly
reduced nucleating ability suggests the importance of the presence of the crystalline form at
whichever active sites are responsible for the nucleating effectiveness of K-feldspar.
3.4 Conclusion
The pyroelectric thermal sensor has been demonstrated as an effective tool for gathering ice
nucleation data. The sensor produces an unambiguous signal for each microlitre droplet freezing
event. Once a freezing run is finished the collected data can be passed into a Python script to
extract a list of freezing temperatures. The script only takes a few seconds to run, and the data
does not require any pretreatment, greatly reducing the total time for experiments. The method is
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also easily adaptable to fit a wide range of cold plate arrays, allowing faster throughput for many
experiments. Alternative pyroelectric materials such as lithium tantalate (LaTiO3) could deliver
improved performance, including the ability to quantify the heat released on freezing, though at
the cost of being more fragile. The effectiveness of the sensor has been demonstrated with an
experiment comparing crystalline and glassy K-feldspar, with the results strongly suggesting the
importance of crystalline structure in the nucleating ability of K-feldspar.
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AUTOMATED LAG-TIME APPARATUS (ALTA)
The automated lag-time apparatus (ALTA) is a device for repeatedly freezing/thawing a sample
a large number of times in order to observe the stochastic nature of nucleation. This ALTA is
based on a series of papers starting with Barlow and Haymet [35, 143, 184–188] which itself was
inspired by a method used by Baldwin and Vonnegut* [70], although the implementation is quite
different. The device developed here is similar to the Barlow and Haymet version, but taking
advantage of the advances of micro-controllers in the intervening years.
The ALTA presented here was initially conceived with isothermal experiments in mind,
although by implementing a proportional-integral (PI) control system, it can also apply linear
cooling ramps. The sample is prepared in a 0.5 ml glass tube placed into an aluminium block with
Peltier coolers on two sides. Calibration details and results for both of these modes of operation
will be discussed, as well as the development and future iterations of the device.
4.1 Motivation
It is hard to disentangle the random variations in the surface properties of INPs being tested from
the stochastic nature of ice nucleation. Many recent publications use the singular approximation
[123] to analyse ice nucleation data. This ignores the stochastic element and assumes that every
active site has an activation temperature, above which there is a 0% chance of nucleation and
below which there is a 100% chance. The spread of ice nucleation temperatures observed in a
droplet array experiment is then attributed to the spread of active sites in each droplet, with the
highest temperature active site present causing the nucleation. However, as ice nucleation is
fundamentally a stochastic process the stochastic contributions to the spread of temperatures
must also be investigated. For most INPs it is impossible to generate N absolutely identical
*The brother of novelist Kurt Vonnegut, who wrote about a fictional 9th polymorph of ice, with a melting point
higher than 0 ◦C, although the idea may originally have come from Langmuir [189].
41
CHAPTER 4. AUTOMATED LAG-TIME APPARATUS (ALTA)
droplets for a droplet array experiment, as maintaining INP uniformity down to the scale of the
first ice nucleus formed (nanometres) is all but impossible. Instead we can freeze/thaw cycle one
sample N times, assuming it does not change with time. Statistical methods to test for this will be
discussed later on. Using this method only the stochastic contributions to freezing temperatures
will be observed, and the results compared to droplet array experiments.
4.2 Design
One of the most important aspects of ALTA is automation, due to the long total experimental
time required. Fortunately freeze/thaw experiments are highly suited to being automated. Once
a sample has been placed in the chamber no operator interference is required until the desired
number of repeats has been carried out. Instead of the sample preparation for N samples, only
one sample is required, lowering the risk of contamination. Figure 4.1 shows the experimental
layout and components required to monitor the state of the sample. The temperature is measured
using a platinum resistance thermometer (PRT) situated just below the sample in the aluminium












Figure 4.1: Schematic Front and side views of ALTA. The aluminium block measures
5 cm×5 cm×1 cm. The light from the LED is transmitted through the sample and illuminates
the light dependent resistor (LDR), providing a signal dependent on the opacity of the sample.
The insulating case was 3D printed with a low infill, however polystyrene with holes cut in the
relevant places would be just as effective.
4.2.1 Sample Container
The sample tubes are 8 mm external diameter shell vials, with air tight plastic caps to avoid
contamination. They have an internal volume of 1 ml, but are only ever half filled to prevent the
expansion of ice from cracking the glass. The current limit on sample volume is the ability to




There are several possible ways to detect the sample freezing. Baldwin and Vonnegut’s setup
ran a small current through the sample and measured the change in resistance as the sample
froze. However, a non-contact mode of detection is better. It would be possible to use the latent
heat released, as in the PVDF thermal sensor described in chapter 3, if a suitably sensitive
thermometer could be placed close enough to the sample. In this case PVDF is not well suited
to the task. As it comes in thin sheets with large surface area it is suited to cold plate arrays,
but not the geometry used in ALTA. A setup like that of Seeley et al. [190], which used a single
microlitre droplet on a substrate, could use PVDF as the detection method.
In this setup ice nucleation is detected by shining light through the sample onto a light
dependent resistor (LDR). When the sample freezes it becomes more opaque, allowing less
light through and changing the resistance of the LDR. The source of the opacity is air bubbles,
which form due to the much lower solubility of air in ice compared to water [191], although the
number and size of the bubbles is dependent on the conditions (ice growth rate, volume of water,
pressure...). In small samples, no gas will be trapped, meaning no large change in opacity. It is
also be possible to take advantage of the birefringence of ice using two polarizers before and after
the sample [27]. In the current form, with a 0.5 ml sample polarization analysis is not necessary.
4.2.3 Cooling
Cooling is provided by two Peltier elements either side of the aluminium block. Peltier devices are
solid state heat pumps, where current flowing through alternating P and N doped semiconductors
generates a temperature difference across them. Although thermoelectric cooling is much less
efficient than compressor based designs [192] they allow precise control of the temperature,
which is particularly important for ice nucleation experiments where the nucleation rate varies
exponentially with temperature. Two large-form CPU coolers with fans are used on the hot side
of the Peltier elements to dissipate the heat produced.
The amount of power provided to the Peltiers is controlled via pulse width modulation (PWM)
at a frequency of 10 kHz. This will be discussed in greater detail in the circuitry section.
4.2.4 Temperature Measurements
Platinum resistance thermometers were used for all temperature measurements as they are
highly stable and accurate. The resistance of platinum as a function of temperature is particularly
linear in the temperature region of interest here (−30 ◦C-0 ◦C). One was placed permanently in
the aluminium body, with a second that could be placed in the sample vial for calibration. Their
values were read by MAX31865 resistance to digital (RTD) converters, with a precision of 0.1 ◦C.
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4.2.5 Control
The microcontroller used in this experiment is a pyboard 1.1, although any number of arduino
boards would also be suitable. The pyboard has two advantages over arduinos for this application.
First, it has a built in micro SD card slot for storing experimental data, as opposed to requiring a
peripheral module to be attached. Second, and more importantly, as it is programmed in Python
it can be interacted with while running using the Read Evaluate Print Loop (REPL), instead
of requiring compiling and uploading as is the case for arduinos. This allows for much faster
development and testing.
The pyboard has all of the necessary inputs and outputs to control ALTA. The resistance of
the LDR is measured directly with a built in analogue to digital converter (ADC). The MAX31865
RTD converters are read using serial peripheral interface (SPI) buffers and an I2C bus to write
to a LCD screen. The pyboard also has built in PWM capability to control the Peltier coolers via a
power MOSFET. Finally general purpose input/output (GPIO) pins control the cooling fans and
LED.
Figure 4.2: The circuit used to power the Peltier elements.
4.2.6 Circuit Design
The Peltier elements used (CP455535H) are rated at 4.5 A, 15.7 V each and were powered in
series, as shown in Figure 4.2. The pyboard can’t control that much power directly. Instead it
controls a power MOSFET using PWM via a gate driver, which ensures fast switching between
on and off and reduced heating effects.
Although it doesn’t reduce the life span of Peltier elements, it is less efficient to drive them
with PWM [193]. A rule of thumb is to keep the current ripple within 10% of the intended value.
Hence a 1 mH inductor and flyback diode were added in series with the Peltier elements. This
limits the current ripple to just under 0.5 A at 90% duty cycle. The current could be further
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smoothed by a capacitor in parallel with the inductor. However, this would also lead to the current
exceeding the maximum rated for the Peltier elements on starting. Commercial current sources
are available which would greatly reduce current ripple, however they are expensive for the
power required here.
The relay is included to reverse the flow of current, allowing the sample to be heated as well
as cooled. It is not essential to the function of ALTA, as it speeds up sample thawing by less than
a minute, which is insignificant compared to some isothermal runs which can last on the order of
hours. However, it does increase the range of temperatures for which ALTA can be used, allowing
samples with nucleation temperatures above room temperature to be freeze/thaw cycled.
4.3 Experimental Methods
As previously mentioned ALTA has two modes of operation: isothermal experiments and linear
cooling ramp experiments. This section will go into the details of the calibration of each method
and the standard procedure for each method. Due to differences in thermal conductivity, heat
capacity and layout, the temperature of the built in PRT does not perfectly match the sample
temperature dynamically. In order to calibrate the built in PRT to the sample temperature
another PRT was placed in a sample vial filled with 0.5 ml of a 50:50 water/ethylene glycol mix.
This has a freezing point below the minimum temperature reachable by ALTA and a similar heat
capacity to pure water. From now on the built in PRT will be referred to as the inner PRT and
the PRT in the water/ethylene glycol mix as the sample PRT. By running the desired thermal
profile with the sample PRT in place, the offset to the inner PRT can be recorded. In subsequent
measurements the sample temperature can be calculated from the inner PRT alone.
The assumption of this calibration method used with this version of ALTA is that each run
is identical. However, as the cooling power of the Peltiers is proportional to the temperature
difference across them, a difference in ambient lab temperature of a few degrees can make a
significant difference. This is less of an issue for the linear cooling experiments. As they use
slower rates of cooling, the temperature difference between the sample and inner PRT will always
be small. However, isothermal experiments require the maximum cooling rate, leading to large
transient differences between the sample and inner PRT temperatures.
In order to implement a proportional-integral (PI) control system the thermal properties of
the system must be estimated. To see how the temperature changes in response to a change in the
duty cycle of the PWM signal a doublet test is performed [194], shown in Figure 4.3. In a doublet
test the system is allowed to equilibrate at some duty cycle and corresponding temperature. The
equilibrium is then disturbed by lowering/raising the duty cycle, with the thermal response times
measured. By fitting a first order plus dead time (FOPDT) model to the thermal response the key
characteristics can be extracted [195]. The FOPDT model is
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Figure 4.3: A. The variation in the duty cycle of the pulse width modulated MOSFET. B. The
response of the inner PRT and sample temperature to the doublet test. The sample’s response has
been fitted with a FOPDT model discussed in the main text. The fitted values are KT=−0.44 ◦C ,




=−T(t)+KT u(t−θT ), (4.1)
where T(t) is the sample temperature and u(t) is the duty cycle. The rest of the variables are
constants to be fitted: KT is the thermal gain, τT is the thermal time constant and θT is the
thermal dead time. There are lots of ways to combine these thermal constants into the controller
gain, Kc and integral time constant τI , depending on the desired response. As this system is
relatively simple, with an approximately linear response a few degrees either side of the set-point



















where e(t) is the error value, Ttarget −T(t). The values calculated from the doublet test are
a good starting point for the PI controller, although the use of three parameters gives a lot
of freedom, with quite varied values producing equally good fits to the test data. Also, ALTA
requires different controller characteristics depending on what mode it is being operated in
(isothermal/linear cooling). Further adjustments were made by iterative trial and error, discussed
in the next sections.
4.3.1 Isothermal
An example temperature profile for an isothermal experiment is shown in Figure 4.4. Starting at
t0, the sample is at ambient temperature and the cooling process begins. At t1 the sample passes
through the equilibrium melting temperature of water, although the built in PRT is already below
0 ◦C. The sample reaches within 0.1 ◦C of the set point, TSP, at t2 where it remains until freezing
at t3. At this point it is heated and thawed at ambient temperature until t4, where the cycle can
repeat.
In an ideal case t1 and t2 would be simultaneous, with the sample instantaneously equi-
librated at the temperature of interest. In reality the sample must pass through all of the
intervening temperatures, with a finite chance of freezing before reaching the desired tempera-
ture. The status of the sample is continuously measured, and heating is triggered if the sample
freezes, with the experiment recorded as an early freeze if the target temperature was not
reached.
ALTA should minimize the time it takes to lower the sample to the intended temperature.
This is primarily limited by the cooling power of the Peltier elements. However, it is also not
as simple as cooling at full power until the target temperature is reached and then holding the
correct power to maintain that temperature. The temperature lag between the sample and inner
PRT must be taken into account, as well as the thermal inertia of the sample. Due to the lower
heat capacity of the inner PRT it is faster to respond to changes in temperature, meaning the
sample always lags behind whatever the change in temperature is. Since the only reference
temperature in the experiments is the inner PRT, a temperature overshoot of this PRT is built
into the cooling process.
The duty cycle is set to 100% until the temperature overshoot, Tmin, is reached (as measured
by the inner PRT) at which point PI control takes over. In order to achieve this the PI process
variable must be preset with the approximate value of the duty cycle to achieve the desired
temperature. It may be possible to tune the PI constants such that the minimum cooling time
can be achieved without overshoot and without requiring a preset value for the duty cycle at
the target temperature. However, forcing the duty cycle to 100% and including a temperature
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Figure 4.4: An example temperature profile of an isothermal experiment at −15.5 ◦C. Inner PRT
refers to the built in platinum resistance thermometer. Sample PRT refers to the calibration
platinum resistance thermometer in the sample vial. A small deviation in the inner PRT can be
observed around −10 ◦C. This is due to a small amount of condensation on the outside freezing.
overshoot was found to be more effective than relying solely on PI control. The coefficients of
the polynomial fit in Figure 4.5 are stored in the ALTA’s software, allowing the approximate
duty cycle for any achievable temperature to be calculated. The calculated value is approximate
because the exact temperature any given duty cycle equilibrates to is dependent on the ambient
conditions of the laboratory, meaning the PI error correction is needed for fine tuning as the heat
sinks reach equilibrium.
There are three variables which can be adjusted to minimize the time it takes to cool the
sample to the desired temperature: Tmin, Kc and τI . These vary as a function of temperature,
as the ability of the Peltier elements to transport heat varies with temperature. Some different
combinations are shown in Figure 4.6. The ideal cooling curve, taking into account the fact that
it takes a finite time to cool the sample down to the target temperature, but ignoring thermal
inertia, is shown by the black dashed line. This curve can be used to evaluate the cooling curves
produced by different parameter combinations. However, standard goodness of fit methods would
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Figure 4.5: Duty cycle correspondence to temperature. The duty cycle was increased in steps of
10%, with the temperature given 10 minutes to equilibrate at each step. The polynomial is a
second order fit with coefficients 0.02, -1.6 and 33.2.
equally favour error above and below the target temperature, whereas in this case keeping
the temperature at or above the target temperature is important to minimize the number of
premature freezes, due to the exponential dependence of the freezing rate on temperature. The
rest of the curves show how the parameters effect the cooling curve, either cooling and correcting
too aggressively as in the pink line, or slowing the cooling rate by too much, as in the brown line,
where the sample has a higher than necessary chance of freezing before the target temperature
has been reached. Each parameter can be iteratively stepped until a minimum time to cool is
found.
Small deviations can be seen in the cooling curves in Figure 4.6A, which are not seen in
Figure 4.6B. This is freezing of condensation built up on the inner PRT and possibly a phase
change in the thermal paste surrounding the inner PRT to ensure good thermal conductivity. It
is not a feature on all of the curves, as it can take several cooling/heating runs for condensation
to build up. Although it is not an issue in the maximum cooling rate section of the curve, it can
cause temperature deviations while under PI control. As the change only occurs at the inner PRT,
its correction leads to the sample being cooled below the target temperature. This is also the
case for the linear cooling experiments described later. Subsequently the problem was avoided
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by putting a coating of wax on the trailing wires of the inner PRT. Although there is still some
condensation build up, the latent heat released does not affect the temperature.
Figure 4.6: Cooling curves for different PI control parameters. The inner PRT and sample PRT
are shown in A and B respectively. The black dashed line in B represents cooling the sample
as fast as possible to exactly the target temperature. Both time axes have been shifted to make
passing through 0 ◦C occur at 0 s.
Figure 4.7 shows an optimized cooling curve for an isothermal experiment at −15 ◦C. The
marked points are not to be confused with those highlighted in Figure 4.4. At point 1 the inner
PRT drops below 0 ◦C, however, the sample doesn’t reach 0 ◦C until 26.6 s later. Of course, in the
normal running of the experiment only point 1 will be known, and it will be used as the reference
point from now on. The sample reaches within 0.1 ◦C of the set point temperature at 172.4 s
(point 4), 145.8 s after dropping below 0 ◦C. Once the experiment has been calibrated as in Figure
4.7 the time of point 4 can be used to accept or reject future runs.
The faithful reproduction of each cooling curve shown in Figure 4.7 is vital to the operation of
ALTA. Although the blue curve is slightly higher, due to starting at ambient temperature instead
of the set thaw temperature of 15 ◦C, all curves sit well on top of each other by the time point
4 is reached. This validates using the time at point 4 to classify premature freezes when using
experimenting on an actual sample.
4.3.2 Linear Cooling Ramp
Typical cold plate array experiments use some form of linear cooling ramp to evaluate the ice
nucleating properties of INPs. Therefore it is useful to incorporate linear cooling ramps into
ALTA for ease of direct comparison with cold plate array results. It is also practical to linearly
cool a sample tens of times before beginning isothermal experiments, since the approximate
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Figure 4.7: A graph of 5 isothermal cooling experiments to a target temperature of −15 ◦C overlaid
on top of each other. Solid lines represent the sample PRT, dashed lines the inner PRT. The inset
shows the same data displaced along the time axis.
liquid survival curve can be used to estimate the appropriate temperature window for Isothermal
experiments. Choosing too high a temperature would lead to unfeasible experimental time scales.
Linear cooling ramps are simpler to calibrate than isothermal experiments. This is because a
dynamic equilibrium is quickly reached when cooling linearly, whereas the temperature difference
between the inner and sample PRTs in isothermal experiments is much more extreme at the key
moment. Figure 4.8 shows two cooling profiles. Here the protocol is to apply full cooling power
until the inner PRT reaches 0 ◦C, before PI control takes over. The target temperature of the PI
controller is continually updated to match the specified gradient. In this instance the sample
temperature does not match the inner PRT temperature until below 0 ◦C due to thermal lag.
This is not a problem for most INPs where the first few degrees of supercooling give a negligible
freezing probability. However, for more active INPs such as snomax [197] the temperature at
which PI control takes over could be raised.
A small difference in gradient between the inner PRT and sample PRT is noticeable in Figure
4.8. This is mostly due to the geometry of the setup. As shown in Figure 4.1 the sample sits in the
centre of the aluminium cooling block, although the sample tube extends to the outer edge. This
leads to the equilibrium temperature of the sample and inner PRT being slightly different due to
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min
min
Figure 4.8: Thermal profiles for two different cooling rates. Solid lines represent the temperature
from the inner PRT, dashed lines from the sample PRT. Linear regression on each inner PRT
line from −5 ◦C onwards gave gradients of -0.99 and -1.99 ◦Cmin−1.
the thermal gradient between the insulating surface and centre. This effect is more noticeable
when using smaller Peltier elements. A version of ALTA was made using 4×4 cm2 elements, with
the same size cooling block (5×5 cm2), leading to larger thermal gradients and a larger difference
between the sample and inner PRT. However, all data and graphs presented here used the larger
5×5 cm2 Peltier elements. The exact degree of error in the difference in gradient is dependent on
the cooling rate and average freezing temperature of the INP being investigated. The maximum
gradient error measured here is 2% of the intended value, which is small. However, each cooling
curve is very reproducible, meaning the gradient measured in the calibration runs can be used in
the ice nucleation data analysis, leading to a smaller absolute error.
Not all temperatures can be reached at any given cooling rate. Figure 4.9 shows the minimum
temperature which can be reached by any given cooling rate, with a few examples highlighted.
The first derivative of the cooling curve was taken from an exponential fit, as numerically
differentiating the raw data is very noisy due to the 0.1 ◦C precision of the RTD converters.
Although the fit is not perfect it gives a good approximation of the maximum cooling rate at
any given temperature. The most common linear cooling rate in cold plate array experiments
is −1 ◦Cmin−1 [60, 62, 156, 160, 161], which the ALTA can maintain until close to its minimum
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Figure 4.9: The cooling curve of the sample PRT from ALTA run at maximum power is shown in
blue (left axis). The first derivative of the fit is shown in orange (right axis), with lines connecting
typical cooling rates to the minimum temperature that can be reached at that rate.
temperature.
4.3.3 Light Dependent Resistor Calibration
The light dependent resistor (LDR) does not require much calibration. It is measured using the
pyboard’s analogue read function across a potential divider with a base resistance similar to the
resistance of the LDR in ambient light. Although the resistance is a function of temperature,
the resistance change due to a change in the opacity of the sample is much greater. Thermal
cooling profiles and the corresponding LDR values for three repeats are shown in Figure 4.10.
The sharp vertical line indicates the point of nucleation. In the normal functioning of ALTA,
data acquisition stops at that point and the experiment is written to the SD card. However,
for the purposes of seeing how the LDR intensity changes with time, a full freeze/thaw cycle is
shown here. The inset of Figure 4.10 shows how the opacity varies with time. The original large
reduction in opacity of the sample quickly rebounds, but not to the level of water. The reason for
the rebound is uncertain, but it is most likely due to rearrangements of the many small bubbles
of air rejected from the ice lattice originally agglomerating into bigger bubbles, reducing the
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Figure 4.10: Linear cooling profiles for 3 repeats of a K-feldspar sample suspended in 18.2 MΩ
milli-Q water shown in blue (left axis), along with the LDR values in orange (right axis). Thawing
was triggered immediately on freezing, but without using active heating. The inset shows an
expanded LDR trace in the region of freezing/thawing.
amount of scattering. Interestingly there is also an increase in opacity as the ice begins to melt,
which was noted by Carte [191] as originating in the melting edge of the ice. Full melting of the
sample cannot be measured by the LDR, as the last bit of ice will float to the top where it no
longer obstructs the LED. However, once the remaining ice is this small, it does not take long to
fully thaw.
One possible source of systematic error is condensation/frosting on the outside of the sample
tube, increasing the opacity and triggering false positives. Barlow and Haymet’s original ALTA
[35] used a stream of dry Nitrogen onto clear surfaces to prevent this. However, here no false
positives have been observed. While calibrating the device using a non-freezing sample the LDR
was also monitored, with no changes large enough to be recorded as a freezing event. However, a
sanity check can be implemented into the data analysis to test for false positives. A gradual build
up of condensation would be expected to lead to a gradual reduction in the LDR value measured,
which could take the LDR signal below the frozen threshold specified as the start value minus a
constant (set at 300 arbitrary units). Although it has not been implemented, the data could be




Figure 4.11: Freezing temperatures for a 0.5 ml pure water sample cooled at 1 ◦Cmin−1 for 99
freeze/thaw cycles. a A Manhattan plot of the freezing temperatures in order, showing no obvious
signs of change. b The liquid proportion curve for the background freezing rate with temperatures
combined into 0.2 ◦C wide bins. Error bars show the 95% confidence interval.
4.4 Results
Suspensions of crystalline K-feldspar were prepared and the sample tubes were cleaned using the
same methods as section 3.2.1. Each sample tube had 0.5 ml pipetted in before being sealed with
a plastic cap for the duration of the experiment. One sample tube contained only Milli-Q 18.2 MΩ
water for testing the background freezing rate of the apparatus, which can be subtracted from
experimental results if required, as detailed in appendix B.
4.4.1 Background Freezing Rate
Before using ALTA on samples the background freezing rate needs to be measured. This is to
ensure that the activity of the sample INP is being measured, and not nucleation due to the
glass vial or unwanted impurities. Figure 4.11 shows the results. Figure 4.11a is known as a
Manhattan plot, and is used to check for obvious signs that the sample has changed from one
repeat to the next. The nucleation temperatures fluctuate randomly around a mean, in this case
−14.5 ◦C. If there is a sudden change in the sample, a step would be observed, with fluctuations
around a new mean. Of course, this does not rule out small changes, or slow changes over longer
periods of time. One method of looking for the latter is used in the next section. The liquid
proportion curve for pure water is shown in Figure 4.11b, and is low enough to not interfere with
any INPs used in the following sections.
4.4.2 Cooling Rates
A single sample of 0.25wt% K-feldspar was tested with three different linear cooling rates to
observe the effect on the liquid proportion curves. Each rate was run approximately 150 times.
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Figure 4.12: Manhattan plots showing the consecutive freezing temperatures of a 0.5 ml 0.25wt%
K-feldspar sample cooled at different rates.
In order to check that there was no obvious systematic change in the nucleating ability of the
sample the freezing temperature of each repeat is plotted sequentially, shown in Figure 4.12.
Although Manhattan plots are useful for checking the sample is not abruptly changing,
nucleation data is best shown as liquid probability curves, as plotted in Figure 4.13. As expected,
the liquid proportion curves shift to lower temperatures as the cooling rate increases. This
is intuitive, as there is less time spent in each infinitesimal temperature step during cooling,
meaning a lower chance of freezing at each step. The change in temperature due to a change
in cooling rate is predicted in equation 2.28. By fitting the blue 1 ◦Cmin−1 liquid proportion
curve with equation 2.28, using the simple model of j defined in equation A.1, the expected
liquid proportion curves for other cooling rates can be plotted by keeping all parameters except
the cooling rate constant. These are shown as dashed lines in Figure 4.13, and correspond well
with the experimental data. Herbert et al. [130] calculated the relative change in the median
freezing temperature, ∆T50, between two freezing experiments to be ∆T50 = log(α1/α2)/b, where
b is defined in equation A.1. Using the value of b from the 1 ◦Cmin−1 fit the expected changes are
−0.3 ◦C and −0.7 ◦C for 2 ◦Cmin−1 and 5 ◦Cmin−1 respectively, whereas the measured changes
were −0.4 ◦C and −0.8 ◦C.
To check whether the sample was changing over the time period of the experiment (1 month),
the first cooling rate, 1 ◦Cmin−1, was re-tested with 30 repeats. The results are shown in red
in Figure 4.13. They have noticeably larger error bars, due to the reduced number of repeats.
A useful method for checking if two experimental distributions are derived from the same
underlying cumulative density function (CDF) is the two-sample Kolmogorov-Smirnov (K-S) test
[198]. The standard K-S test compares a sample against a reference probability distribution. In
this application, the exact form of the underlying probability of nucleation is unknown. Therefore
the two-sample K-S test is used, where the equality of the underlying probability distribution
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Figure 4.13: Liquid proportion curves for each cooling rate. Repeats are combined into 0.2 ◦C
wide bins, with the temperature taken from low side of each bin. The red triangles are formed of
a much smaller data set (33 repeats) while the rest are based on around 150 repeats each. The
solid lines are fits using the simple exponential model for the nucleation rate defined in A. The
dashed lines use the best fit values for the 1 ◦Cmin−1 inserted into equation 2.28, where only
the cooling rate has been modified. Error bars show the 95% confidence interval and the shaded
regions show the temperature uncertainty (±0.1 ◦C).
of two observed liquid proportion curves are tested. The K-S test finds the maximum absolute
vertical distance between the two curves, labelled the K-S statistic. The maximum deviation of a
random sample from a given cumulative density function follows the Kolmogorov distribution,
independent of the form of the function. Therefore, a p-value that the two samples belong to the
same underlying CDF can be found, based on the position of the measured K-S statistic in the
Kolmogorov distribution for that sample size. Fortunately, the K-S test is a standard method
implemented in the scipy.stats library as ks_2samp().
In this case, the two sample K-S test for the 1 ◦Cmin−1 experiments yields a p-value of 85%,
a very good indication that they are from the same underlying distribution. That said, the tails
of the first experiment are much larger. This is partly due to the much larger sample size (172
compared to 33 repeats), allowing more of the fringe cases to be observed. However, it is also
clear from Figure 4.12a that the first two repeats froze at significantly higher temperatures than
the rest. The mean and standard deviation of the first experiment freezing temperatures were
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Figure 4.14: a Heterogeneous nucleation rates normalized by surface area of INP present.
Scattered symbols are calculated from the numerical differentiation of the liquid proportion
curves. The solid lines are from the best fit using the simple model of j defined in equation A.1. b
The ice nucleation active surface density calculated for the different cooling rates.
−10.1 ◦C and 0.7 ◦C. The first repeat froze at −6.9 ◦C, 4.5 standard deviations away, although,
linear cooling experiments are skewed towards lower temperatures making this slightly less
significant than if freezing temperatures were normally distributed. However, it is entirely
possible that the first couple of repeats led to a change in the sample.
The nucleation rate and ice nucleation active surface density for the different cooling rates
are shown in Figure 4.14. Here the term nucleation rate is used instead of freezing rate because
the results are normalized by the surface area present. In Figure 4.14a the nucleation rate values
collapse onto a single line when the cooling rate is taken into account. Without taking the cooling
rates into account, as in the singular case, there is a marked separation between the apparent
ice nucleation active surface density for the same sample at different cooling rates. There is an
order of magnitude change in ns between cooling rates of 1 and 5 ◦Cmin−1, highlighting that it is
only possible to directly compare ns values between experiments which took place at the same
cooling rate.
4.4.3 Isothermal Experiments
Freezing rates as a function of temperature can be found with greater accuracy by holding
the sample at a target temperature instead of linearly cooling through it. When analysing
linearly cooled data, the freezing rate at a given temperature is the equivalent of an isothermal
experiment in the infinitesimal temperature range T to T −dT, with few freezing events at any
given temperature. Of course, more accurate results can be obtained by increasing the number
of repeats. However, this will only increase the amount of data at either end of the spectrum
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Figure 4.15: The calibration curve for an isothermal experiment at −9 ◦C. The sample PRT is
within 0.1 ◦C of the target temperature 157 s after the inner PRT passes through 0 ◦C, which is
used as the reference time.
of freezing temperatures slowly, as the majority of freezes occur in the central region. Instead,
the higher temperature regions can be probed by holding the temperature fixed, meaning every
repeat gives useful information, as long is the sample is still liquid at the start of the isothermal
hold. This is true even if the sample does not always freeze within a reasonable time, as long
as it is still taken into account in the liquid proportion. Unfortunately, the same idea cannot be
applied to the lower temperature regions of the freezing spectrum, as very few of the repeats will
survive as liquid samples to the target temperature.
Three isothermal experiments were performed using the same sample as the previous section,
at −8.4 ◦C, −9.0 ◦C and −9.8 ◦C. An example calibration graph is shown in Figure 4.15. In the
analysis the time is calculated from when the target temperature is reached, with any droplets
that froze before the denoted time removed. The maximum wait time was set at one hour, after
which the sample was brought back up to ambient temperature for the next repeat. The results are
shown in Figure 4.16. There is a simple approximation for calculating the 95% confidence intervals
of the mean of an exponential distribution. For a sample size N with measured rate parameter ω,
the upper and lower bounds are given by ω(1±1.98/pN), for N > 20 [199]. This approximation
was validated by simulating samples from an exponential distribution and calculating the 2.5
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Figure 4.16: Liquid survival curves for a 0.25wt% sample of K-feldspar held at three different
temperatures. The dashed lines are fits using the method laid out in section 2.2.1. The shaded
regions show the 95% confidence interval, calculated from the approximation in the main text.
The freezing rates given are specific to this sample, that is they have not been adjusted for the
surface area present.
and 97.5% boundaries.
From 48 repeats at −8.4 ◦C, two froze before the isothermal target was reached, and three
repeats did not freeze within the maximum wait time of one hour, leaving 43 data points. All
repeats of the other two temperatures froze within the maximum waiting time, but as expected
more repeats froze before reaching the isothermal hold. Eight repeats out of 106 froze early
at −9.0 ◦C, while 126 out of 148 repeats froze early at −9.8 ◦C, a far lower efficiency. The fitted
freezing rates are shown in Figure 4.16. These are easily converted into heterogeneous nucleation
rates by dividing by the surface area present, which also has a straightforward combination
of errors. The values are plotted in Figure 4.17, along with the values from linearly cooling at
1 ◦Cmin−1. The isothermally determined nucleation rates compare well with the linear values,
and have markedly smaller vertical error bars at higher temperatures.
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Figure 4.17: Heterogeneous nucleation rates of a 0.5 ml 0.25 wt% sample found using two methods:
linear cooling and isothermal holds at three set temperatures.
4.5 Discussion
The spread of nucleation temperatures for a single sample repeated many times is of interest
when considering the diversity of an ice nucleating agent. It is difficult to disentangle the
stochastic variation in the nucleation time from the stochastic variation in the sample. The 5-95%
temperature ranges for the linear cooling experiments in chapter 3 and this chapter are shown
in Table 4.1. As would be expected, the freezing temperature range is smallest when a single
sample is repeatedly frozen and thawed. However, it is far from the singular behaviour by which
data is most often analysed. The majority of current ice nucleation work concerns INPs which are
present in the atmosphere with an emphasis on the range of temperatures at which they nucleate
ice, irrespective of the source of the range. Therefore the spread of temperatures from a single
sample are rarely investigated. Wilson and Haymet [200] suggest a minimum range of 0.7 ◦C for
any given INP subjected to a linearly cooled ALTA like experiment. However, this was based on
observations and has no basis in theory. Peckhaus et al. [27] performed two freeze/thaw cycles
with a few different K-feldspar samples to investigate how well the freezing order correlated
between runs. Although there is good correlation, it is far from perfect. This agrees with the data
in Table 4.1, where the range of temperatures for a single sample is large, but not as large as
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the total range displayed for the experiment where the concentration was the same but multiple
samples were used. Of course, the total surface area present is very different (minimum of two
orders of magnitude) between the two methods, making direct comparison more difficult. It is
also interesting to see in the Peckhaus et al. data there are a few cases where a droplet which
froze early in the first run freezes much later in the subsequent run, as appeared to happen in
Figure 4.12a, although, with only two freeze/thaw cycles, it is unknown whether the change was
permanent.
Table 4.1: A table showing the range of temperatures over which different concentration sus-
pensions of K-Feldspar froze. The non-uniform values use a fresh droplet for every repeat. The













Range (◦C) No. Repeats
Non-uniform∗ 1 0.1 -10.8 -15.1 4.3 127
Non-uniform∗ 1 0.05 -12.8 -16.9 4.0 148
Non-uniform∗ 1 0.025 -13.4 -17.2 3.8 199
Non-uniform∗ 1 0.0125 -13.5 -19.0 5.5 169
Uniform† 1 0.25 -9.2 -11.0 1.8 172
Uniform† 2 0.25 -9.7 -11.2 1.5 154
Uniform† 5 0.25 -10.1 -11.8 1.7 146
∗ Data from the pyroelectric thermal sensor. † Data from using linear cooling ramps with ALTA.
Accounting for the stochastic nature of ice nucleation has been the subject of a large number
of papers [47, 101, 123, 130, 131, 145, 149] ‡, however, their conclusions are often still not
implemented. The effect of time on nucleation is often disregarded using reasoning along the lines
of a small lowering of the temperature is equivalent to a change in wait time of several orders
of magnitude to produce an equal probability of nucleation. However, as time and temperature
are two different fundamental units, this statement is meaningless without a cooling rate to link
them. As the majority of cold plate array ice nucleation experiments use a cooling rate within an
order of magnitude of 1 ◦Cmin−1, the effects on the liquid proportion curves measured are not too
drastic. However, as Figure 4.14b shows, a change in cooling rate from 1 ◦Cmin−1 to 5 ◦Cmin−1
appears to lower ns(T) by almost an order of magnitude, when in fact the surface properties of
the sample with respect to ice had not measurably changed. If this sort of error can be avoided
when analysing ice nucleation data and comparing ice nucleation results, simply by taking the
cooling rate into account, it seems hard to justify not using it.
The nucleation rates measured using non-uniform droplets on the pyroelectric sensor are
combined with the results from ALTA in Figure 4.18. They show reasonable agreement where
the temperatures overlap. However, there is a marked difference between the gradients of
‡Hartmann et al. [47] must take the prize for the most inventive acronym with the CHESS model (stoCHastic
modEl of similar and poiSSon distributed ice nuclei)
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Figure 4.18: The nucleation rates of crystalline K-feldspar from chapter 3, where non-uniform
droplets were used, combined with the data from this chapter. The three square data points are
from isothermal experiments, while the rest are from experiments with a 1 ◦Cmin−1 cooling rate
applied. Vertical error bars show the 95% confidence interval. Every fourth error bar has been
plotted for the non-uniform data points for greater clarity.
the respective log( jhet(T)) curves. The mean gradient for the non-uniform values is −0.80 ◦C−1,
whereas the uniform gradient is −1.9 ◦C−1. This change in gradient can be explained by the
variation in the freezing rate between individual non-uniform droplets. The droplets with higher
freezing rates freeze more quickly, at higher temperatures, raising jhet at high temperatures and
vice versa for the droplets with low freezing rates, both of which serve to flatten the gradient of
log( jhet(T)). However, the variation can arise through different means. One possible source of
the variation is the differences in active sites present in any given non-uniform droplet. In any
given droplet only the active sites present that are efficient at the highest temperatures will be
observed in the freezing times/temperatures. Therefore, the nucleation rates measured in the
non-uniform experiments include a greater contribution from sites active at lower temperatures.
Assuming this to be the case, the plotted jhet(T) is representative of the average nucleation rate
of any active sites which will trigger nucleation within reasonable time at that temperature. This
is what Vali surmised in his modified singular description of nucleation [123].
However, as shown by the simulation in section 2.2.4, the apparent gradient of log( jhet(T))
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can appear to be lowered by ignoring the variance in the total surface area of INP per droplet
[133, 145]. The variance in the total surface area per droplet increases as the number of individual
INPs per droplet is lowered even if the individual INPs are identical, due to the random sampling
from the suspension. The particle size distribution adds further complications. This is before
the settling of INPs in suspension is taken into account [62], which, despite efforts to minimize
it’s effect, will reduce the number of large particles being sampled. The result is some droplets
have much more surface area than expected, and some much less, reducing the gradient of the
nucleation curve as discussed previously. The unaccounted for variance in surface will have an
impact on ns values too, as they are also normalized by surface area.
Unfortunately, the origins of the variance of freezing rates between non-uniform droplets are
indistinguishable in a typical cold plate array experiment. It is interesting to note that the lowest
concentration non-uniform suspension in Figure 4.18 has the shallowest gradient, however, it
cannot be traced back definitively to a variation in active sites or surface area. Mineral dust INPs
have very diverse surfaces, making it hard to imagine there isn’t a range of nucleating abilities of
different active sites, with an associated probability of appearing per unit surface area. However,
the singular approximation of only one active site contributing to nucleation per droplet has
been shown to be incorrect. Multiple sites on a feldspar surface contributing to ice nucleation
in a single droplet was confirmed by Holden et al. [97], where high-speed imaging was used to
trace the origin of nucleation of micro-litre droplets on a feldspar surface cooled at 1 ◦Cmin−1.
On average 3-5 distinct active sites were observed at least once in ∼25 freeze/thaw cycles of 9
droplets. The surface area present was approximately equivalent to the calculated area present
in the 0.05%wt droplets in Figure 4.18. Although the sample preparation and exact Feldspar are
different to the experiments performed here, it goes someway to showing how just a change in
the surface area present can change the measured freezing rate, without requiring a change in
the efficiency of any active sites present. However, Holden et al. also measured the nucleation
rates of individual active sites, which all had very steep log( jhet(T)) curves, making unable to
account for the range of temperatures observed in a non-uniform cold plate array experiment.
Therefore some form of multi-component stochastic model [130] must be implemented to describe
at least K-feldspar, and most likely all INPs with irregular surfaces.
One of the advantages of this ALTA is the high temperature accuracy, particularly in isother-
mal holds, where the temperature only occasionally oscillates by ±0.1 ◦C. Due to the exponential
dependence of jhet on temperature, temperature uncertainty is a major contributor to the overall
uncertainty. For instance, considering the isothermal experiment at −9.0 ◦C shown in Figure
4.16, the uncertainties in ω and the surface area present amount to ≈ 25%. This error scales
with the square-root of the number of repeats, until the error in surface area dominates. Com-
paratively, using the gradient of the line of best fit in Figure 4.17, a change in temperature
of 0.1 ◦C leads to a change in jhet of almost 30%. The current limitation on the temperature




















Figure 4.19: Two modifications to ALTA. a Instead of a PRT built into the aluminium body, the
PRT is submerged in anti-freeze, meaning the temperature matches the sample’s closely at all
times, instead of only near thermal equilibrium. b Using a glass capillary tube as a sample holder
would allow volumes as low as 10 µl to be tested.
of interest (-30 to 0 ◦C) [201], but the precision and accuracy of the off the shelf chip used to
convert the resistance to a temperature. Much higher precision off the shelf ADCs exist, such as
the LTC2378-20, which has a 20 bit resolution, but the improved precision will not necessarily
be coupled with improved accuracy. Instead, a well designed Wheatstone bridge and op-amp,
along with precise platinum resistance/temperature coefficients [202] could produce enough of
an increase in measured temperature accuracy that the stability of the Peltier coolers limits the
sample temperature accuracy.
Two modifications to ALTA were created, but not tested extensively enough to include in the
results. They are shown in Figure 4.19, and are changes to the main aluminium body. The first,
Figure 4.19a is known as twin ALTA. It measures the temperature using a PRT immersed in
a 0.5 ml 50:50 water/ethylene glycol mix situated next to the sample vial. The PRT measures
approximately the same temperature as the sample vial experiences, as they have similar thermal
masses and thermal contact with the aluminium block. This allows the PI controller to account for
the thermal lag more easily, with the hope of reducing the time taken to reach target temperatures
in isothermal holds. However, the current design requires the LED to shine through two vials,
increasing the chance that the experiment is cut short by condensation on the exterior vial walls.
It would be possible to place the LDR in the centre, with extra holes drilled for the wires to be
routed through. However, it is worth seeing if the relocation of the PRT leads to a reduction in
cooling times to target temperatures before further modifications are made.
The second modification, µ-ALTA shown in Figure 4.19b, uses a glass capillary tube as a
sample holder. This can hold a much smaller volume, as low as 10 µl, with the hope of testing low
concentration suspensions at lower temperatures than the current method can reach. However,
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the glass capillary tubes are too delicate, cracking after the first freeze due to the expansion of the
droplet. A more radical redesign may be necessary for small volumes. For instance, Seeley et al.
[190] observed the freezing temperatures of a single microlitre droplet on a treated glass substrate.
An updated version of this experiment, perhaps using PVDF to detect each freezing event, would
complement the current set-up. Smaller volumes would lower the temperature of the background
freezing rate, allowing lower concentration suspensions of INPs to be tested. Assuming that the
current relatively high concentration experiment is only observing the most efficient active sites,
performing freeze-thaw experiments on much lower concentrations would allow the study of
sub-sets of active sites which are only active at lower temperatures. For instance, it would be
interesting to see if the gradient of log( jhet(T)) was lower at lower temperatures in a uniform
sample.
4.6 Conclusion
The updated ALTA is cheap, easy to make and provides a useful accompaniment to standard cold
plate array experiments. The effect of different linear cooling rates on the liquid proportion curves
of a freeze/thaw cycled K-feldspar sample is shown to be well predicted by equation 2.28. The
utility of isothermal experiments for measuring freezing rates at temperatures above the median
freezing temperature is demonstrated. The spread of freezing temperatures from uniform and
non-uniform K-feldspar samples have been compared and discussed, with future work suggested
to investigate further the differences.
66
5
ICE GERM LEVITATION UNIT (IGLU)
5.1 Motivation
Ice nucleation experiments usually seek to remove the influence of any surface other than the
INP being tested. In standard cold plate array experiments this is usually done by making the
substrate the droplets sit on hydrophobic, for instance by silanizing a glass slide [18, 58, 60] or
coating the substrate in Vaseline [61, 69]. Some experiments have sought to remove contact with
surfaces by levitating droplets. Levitation methods include electrodynamic balances [56, 203–
205], optical traps [206–208], aerodynamic forces* [209, 210] and acoustic levitation [211–213].
Each method has advantages and disadvantages. For instance, electrodynamic traps require
the levitated droplets to be charged, which is not always appropriate. Optical traps are a staple
of aerosol studies [214, 215], but forces are typically measured in pico-Newtons [216], greatly
limiting the size of droplets which can be investigated. Acoustic traps are themselves not without
down sides, high-power acoustic fields can induce nucleation [217] and traditionally maintaining
an acoustic trap as the temperature changes is not straightforwards.
Until the last few years, acoustic levitation was achieved using Langevin style transducers
[13, 218–222], like the one shown in Figure 5.1. These are typically half-wave resonators, with the
dimensions of the back mass and horn decided by the speed of sound in their respective materials
and the desired resonant frequency. The resonant frequency is typically chosen to be close to
20 kHz, just outside the range of human hearing. They are relatively simple, and very powerful
when operated at their resonant frequency, able to levitate steel [221] and lead [223] spheres.
The most common implementation uses a single Langevin transducer an integer number of half
wavelengths away from a reflector, setting up a standing wave. However, as the temperature
changes, the speed of sound in the different mediums changes too. Therefore the transducer
driving frequency must be tuned to maintain resonance, as well as changing the horn-reflector
*This method is much more common in high temperature nucleation experiments.
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Back mass Piezo-ceramic disc
ElectrodePrestress bolt
Langevin horn
Figure 5.1: A diagram of a typical Langevin style transducer. A stack of piezo-ceramic discs is
sandwiched between a radiating element (the langevin horn) and a balancing back mass. The
pre-stress bolt holds the system together and ensures good mechanical coupling between all of
the components, as well as helping to prevent the fatigue failure of the piezo-ceramic discs [3].
distance to maintain a standing wave [224]. Alternatively, two opposing transducers can be used,
removing the latter tuning issue. However, they have to be machined to a very high tolerance in
order to match frequencies. For instance, Weber et al. [211] manufactured many transducers in
order to find two which matched within 10 Hz experimentally. Recent developments offer up a
simpler acoustic levitation method.
Multi-emitter acoustic levitators have emerged as a much more user friendly design, specif-
ically Marzo et al.’s TinyLev [4]. TinyLev consists of two opposing arrays of mini transducers
embedded in two 3D printed dishes, focusing the output to a central point, as shown in Figure
5.2. This design has several advantages over Langevin type acoustic levitators, especially when
it comes to use in an environmental chamber. The first advantage is that the transducers do
not require precise tuning, therefore no complex circuitry is required to maintain levitation.
Also, as the standing wave is produced by counter-propagating waves with weak reflections
from opposing transducer arrays, changing the temperature of the acoustic medium (air) does
not affect the trap position or quality, unlike the standard transducer-reflector set-up, which
requires adjustments to maintain resonance as the temperature changes. Finally, TinyLev does
not require high voltages to operate, whereas Langevin transducers typically require 100+ V in
order to generate high enough fields to actuate the piezo-ceramic discs [225]. Even if the total
power consumption remains low [221], using high voltages contains inherent risks of arcing when
manipulating particles near the transducer. However, as all of the transducers in Tinylev are
joined in parallel, the required voltage remains low, and the total power consumption is less than
5 W when levitating water droplets. Multi-emitter acoustic levitators also offer the possibility of
creating arbitrary acoustic fields, allowing the manipulation of many different particles in three
dimensions [226–228]. However, these set-ups are much more complex, and are unnecessary for
this application.
The following sections will take a very brief look at the theory behind acoustic levitation, before
considering the goals and initial design for an environmentally controlled acoustic levitation
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Figure 5.2: An example of TinyLev [4] levitating a droplet of water ≈4 mm in diameter. The
fine mesh used to catch droplets can be seen at the bottom. The coil around the droplet is
Kanthal®wire used for localized heating tests.
chamber, IGLU†. Then each component of IGLU is considered in turn, with possible methods and
design decisions discussed. Finally the current state of IGLU is evaluated, with suggestions for
future improvements.
5.2 Acoustic Levitation Theory
The theory behind acoustic levitation will only be touched on briefly as it is not central to
any of the discussion in this chapter. A full derivation can be found in the excellent series on
acoustofluidics by Bruus et al. [229]. Acoustic radiation forces arise from the scattering of sound
waves on particles they interact with, and was first calculated by King almost one hundred years
ago [230] for a rigid sphere in a planar standing wave in an ideal fluid. Since then the acoustic
radiation force has been further generalized, notably by Gor’kov [231], to include compressible
spheres in an arbitrary acoustic field. However, the medium is still assumed to be an ideal fluid
and the radius of the particle significantly less than the wavelength of the acoustic field (r ¿λ).
†The chamber was originally 3D printed with white PLA and, with a little imagination, resembled an igloo.
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Gor’kov’s method considers the acoustic field scattered by the particle only in terms of the
incident acoustic field, allowing their sum to be expressed as a time averaged acoustic potential,










where 〈p2〉 and 〈v2〉 are the mean square pressure and velocity of the incident acoustic field at
the centre of the particle being levitated over one period. ρ and c are the density and speed of
sound in the medium respectively. f1 and f2 are factors containing the properties of the levitated
particle, given by








where ρp and cp are the density and speed of sound respectively of the levitated particle. This is
equivalent to considering the bulk modulus of the particle. The acoustic radiation force, F, on the
particle is found by taking the gradient of U ,
F =−∇U . (5.4)
Marzo et al. [4] modelled Tinylev by summing the pressure from each transducer, simulated using
a piston source model [232], and inserting the values into equation 5.1. The resultant force from
taking the gradient of the potential was found to match experimentally measured values well.
The final point to make about the theory is the force scales with r3, therefore only the density of
the levitated object matters, as long as the size remains within the Rayleigh regime (r ¿λ).
5.3 Design Requirements
The initial goal of IGLU was to perform the same task as ALTA, but with levitated droplets. That
is, perform freeze/thaw experiments on a single sample droplet, with an emphasis on isothermal
experiments. This in turn requires stable droplet levitation over many temperature cycles, precise
temperature control and an automated nucleation detection system.
5.3.1 Chamber
The chamber was designed in AutoCAD, with the basic dimensions built around those of Tinylev
[4]. The main body of the chamber is modular, breaking down into 4 sections: two larger pieces
forming the chamber walls and two bowl shaped pieces with mounting holes for the transducers.
The bottom half of the design is shown in Figure 5.3. Cut-outs were left for the copper cooling








Figure 5.3: The bottom half of IGLU. The cut-outs seen in the top surface have their opposite
extrusions in the top half, ensuring the dishes of transducers are properly aligned. The cylindrical
part of the chamber has a diameter of 8 cm, and the radius of curvature of the bowls is 6 cm.
where necessary, to allow thermometer wires to escape. The clear acrylic window is 5 cm×8 cm to
allow easy access to the chamber.
The modular design allowed all of the parts to be 3D printed, although as described in section
5.3.2 the transducer bowls were eventually machined from aluminium. The pieces were printed
on an Ultimaker 3, using PLA and with a low infill (10%) on the chamber walls to be more
insulating. Structural rigidity was not found to be an issue, and it’s possible the infill could be
lowered further. Each piece has tabs or inserts, allowing them to be slotted together. Finally a
stand was printed so the chamber is not sitting on the transducer legs. The whole chamber was
placed inside an expanded polystyrene box for increased insulation.
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Figure 5.4: The temperature of each transducer array above the lab temperature, which was
20.6 ◦C and 21.5 ◦C for the old and new transducers respectively. The temperature was left to
equilibrate for five minutes at each power, before the temperature was measured from the centre
of the array. The old transducers are in 3D printed dishes, while the new transducers are in
dishes machined out of aluminium.
5.3.2 Levitation
The levitation set-up is almost identical to that laid out by Marzo et al. [4]. Briefly, levitation
was achieved using two opposing arrays of 36 transducers each, arranged into 3 concentric rings,
as closely packed as possible. The transducers were manufactured by Ningbo, each having a
10 mm diameter and resonating at 40 kHz, giving a wavelength of ≈8.5 mm at room temperature.
The 40 kHz signal was supplied by an Arduino Nano, amplified using a L297N dual H-bridge
stepper motor driver. Power was supplied by a bench supply, allowing the voltage supplied to the
transducers to be varied easily, which is useful for injecting droplets into the acoustic trap. A
piece of fine mesh cloth is placed above the lower transducers to catch any droplets which fall.
The mesh is acoustically transparent, but droplets will not fall through due to surface tension,
preventing damage to the transducers.
As IGLU went through several design iterations, the original set of transducers had to be
removed and replaced in several different 3D printed arrays. Each time there is considerable heat-
ing of the transducers, both from soldering/un-soldering the connections, and hot gluing/melting
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the glue to be able to remove them. Over time it was noticed that the voltage required to levitate
a 20 µl water droplet had increased from approximately 7 V (2.8 W) to over 10 V (over 5.3 W).
This is most likely due to at least some regions of the piezoelectric elements of the transducers
approaching their Curie temperatures during soldering, although, it is possible there was also
damage from over-driving the transducers, or mechanical damage from the repeated insertion-
s/removals from arrays. The extra power required had an associated increase in temperature ,
shown in Figure 5.4. To lower this temperature a new set of transducers were procured, and two
dishes for holding the transducers were machined from aluminum to increase heat dissipation.
The new dishes did not require hot glue, as the transducers snapped into place, allowing easier
replacement if necessary. Also, the transducers were soldered close to their tips, minimizing heat
flow to the piezoelectric elements within.
The results of the new transducers and aluminium dishes are also shown in Figure 5.4. The
amount of heating at any power is lower and the voltage/current curve remained consistent for
both sets of transducers, indicating the success of the aluminium dishes. Also, the power required
to levitate a water droplet returned to less than 3 W for the new transducers, corresponding
to a 5 ◦C increase in temperature. This is lower than values reported for Langevin style horns,
for instance Weber et al. [211] report the transducer warming by 10 ◦C when levitating water
droplets.
Droplets were injected into the acoustic trap via two methods. For precision, a Hamilton
micro-syringe with a maximum volume of 100 µl was used. Otherwise, a standard 1 ml syringe
with a 45° bend in the tip was used. The bend allows the droplet to be injected from above
the acoustic trap more easily, utilizing gravity to help remove the droplet from the needle tip.
There is a knack to inserting the droplets, due to surface tension and acoustic force interactions
between the droplet and needle tip. Increasing the transducer voltage as the droplet is inserted
flattens the shape of it, allowing the needle to be removed more easily. The voltage can then
be lowered, allowing the droplet to return to a more spherical shape. Also, it was found that a
coating of silicon spray on the needle tip allowed the droplet to slide off more easily, although
this is not necessarily suitable for ice nucleation experiments as it may contaminate the droplets.
Previous acoustic levitation experiments have avoided this problem by using a droplet on demand
dispenser to fire droplets into the trap [233]. This would be a particularly useful addition for
testing non-uniform INP samples.
Levitation was generally stable over the range of temperatures observed here (0 ◦C to 50 ◦C)
as long as the droplet was not oscillating as the temperature moved away from room temperature.
When such oscillations occurred, most likely driven by convection currents, they eventually
caused the droplet it to fall out of the acoustic trap.
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Figure 5.5: a. The custom 3D printed mount for the Melexis infrared thermometer. The section
with red tape is the same diameter as the laser, and can be mounted in the chamber the same
way. b. A 4 mm diameter droplet illuminated by the laser. The edge of the caustic pattern can be
seen on the chamber wall.
5.3.3 Nucleation Detection
Initially it was hoped that droplet nucleation could be detected by measuring the temperature
remotely via the latent heat released. This method has been used in several cold plate array
experiments [159–161]. Infrared cameras have also been applied to levitated droplets [126, 234].
Of course, using an infrared camera to detect nucleation could also provide the droplet surface
temperature at all times, which would avoid the temperature calibration discussed in section
5.3.5. However, infrared cameras are expensive and most of the pixels would be unnecessary for
detecting the temperature of a single levitated droplet.
Therefore an infrared thermometer was purchased (Melexis MLX90614ESF-BCI) with a
narrow field of view (5° quoted on the datasheet). If mounted in the chamber wall, 40 mm
away from the levitated droplet, the observed cross-sectional diameter is 3.5 mm, which is
approximately the size of a 30 µl droplet. To ensure that the droplet filled the field of view a
special mount was 3D printed to extend the infrared thermometer into the chamber, shown in
Figure 5.5a. The thermometer interfaced with the pyBoard via I2C, with the emissivity of the
target programmed in, in this case 0.96 [235]. The infrared thermometer was tested by levitating
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Figure 5.6: Light dependent resistor (LDR) readings in the presence, and absence, of two different
water droplet sizes suspended in the acoustic trap. The 4 mm droplet corresponds to ∼30 µl, and
the 1.5 mm droplet corresponds to ∼2 µl.
near boiling droplets of water from a thermos at the closest possible distance. Unfortunately they
did not register in the output. Instead the measured temperature remained constant at ambient
temperature, measuring the rear chamber wall. The thermometer was definitely functioning, as
it could measure the temperature of the thermos when directed into it. Therefore it was most
likely a field of view issue meaning the droplets could not be detected.
Instead, a known and reliable method was implemented [236]. As in the previous chapter, the
opacity of the droplets change as they freeze, due to the dendritic growth of ice trapping pockets
of air rejected from the ice lattice, causing much more scattering. By shining a laser through
the droplet onto a light dependent resistor (LDR) the state of the droplet can be ascertained,
including if it has fallen out of the acoustic trap, as shown in Figure 5.6. As no nucleation has
been observed, the LDR intensity for a frozen droplet and an unfrozen one cannot be compared.
However, Ettner et al. [237] detected levitated droplets freezing from the change in optical opacity,
providing evidence that this method will work. There will be a minimum size of droplet required
for this method to work, limited by the beam diameter. However, the presence of liquid droplets
as small as 1.5 mm is detectable via this method. The resistance of the LDR will change with
temperature. This will require careful calibration for small droplets, as the measured change in
intensity due to the droplet freezing could be less than the change due to the temperature.
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5.3.4 Cooling
Cooling has been achieved in a number of different ways in previous nucleation experiments
involving levitated droplets. Methods include placing an acoustic levitator inside a walk-in cold-
room [238, 239], a continuous gas flow ‘curtain’ around the acoustic trap [240], temperature
controlled gas streams towards the droplet [211] and, most commonly, placing the levitator in
a temperature controlled box, either commercially manufactured [126, 237, 241] or homemade
[55–57, 242]. A temperature controlled gas stream, as used by Weber et al. [211], is a simple
but effective way to influence the temperature of a levitated droplet, as it does not require an
environmental chamber. Using the boil-off from a liquid nitrogen dewar with a heating element
on the outlet they demonstrated good control of the droplet temperature in the range −40 ◦C
to 40 ◦C. However, accurately setting the droplet temperature to a specific target is difficult
using this method, as the final droplet temperature will be highly dependent on the gas stream
orientation and ambient conditions in the laboratory.
One of the initial ideas for IGLU was to be able to apply a temperature gradient across
the chamber. This was inspired by continuous flow diffusion chambers (CFDCs), which pass
particles through a chamber with ice-coated walls at two different temperatures. There will be
a linear temperature gradient in the area between the two walls, and a corresponding linear
change in water vapour partial pressure over ice between the walls due to diffusion. Then, due
to the exponential relationship between temperature and saturation vapour pressure, a super-
saturation is formed between the two walls [243]. A possible future experiment would be to use
IGLU to investigate ice deposition on single levitated particles, which would not be possible using
the gas stream method. Therefore a IGLU was designed to have two cooling plates which could
be set at different temperatures.
Cooling in IGLU is achieved by circulating chilled fluid from a reservoir. A Cole-Parmer IP-35
immersion probe was purchased. This has a 23 cm long cooling coil, with a diameter of 8 cm which
is held at −35 ◦C. The coil was fully submerged into 5 l of 50:50 ethylene glycol/water mixture,
which was used as the cooling fluid. The cooling fluid reservoir was a 10 l dewar supplied by
Thermo Scientific. A Xylem Flojet pump capable of 47 lmin−1 was used to circulate the cooled
fluid through two custom made copper cooling blocks, shown in Figure 5.7. The pump was placed
after the cooling blocks in the cooling circuit. The copper cooling blocks could be connected in
series, by feeding the output of one into the input of the other, or in parallel by splitting the
cooling fluid with a T-junction before the cooling blocks and recombining afterwards. The former
could be used to create the temperature gradient across the chamber, as previously discussed. The
chamber was then placed inside a polystyrene box to increase the amount of thermal insulation,
with all of the cooling fluid tubes double wrapped in bubble wrap. It was initially hoped that this
arrangement would be enough to reach super-coolings of ∼−25 ◦C. However, it was found that
without the pump running the minimum temperature the fluid reservoir could reach was just
above ∼−25 ◦C. With the pump running and the temperature equilibrated this rose to −20 ◦C and
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Figure 5.7: a. A copper cooling block during manufacture, showing the channel for heat exchange.
b. The completed cooling blocks in an early version of IGLU, before the Peltier elements were
introduced.
the minimum cooling block temperature was −12 ◦C.
In an attempt to increase the cooling capability of IGLU the chamber was redesigned to
incorporate 4 Peltier elements, two on each side. These were the same as those used in ALTA
(CP455535H, rated at 4.5 A, 15.7 V). Each pair was connected in series, and used the same
circuitry shown in Figure 4.2. They use two separate power supplies, meaning they can be
controlled independently. A picture of the electronics in their current form is shown in Figure 5.8.
Four relays were used (two for each pair of Peltiers) to allow the switching of current direction,
meaning the Peltiers could heat and cool the chamber. The Peltiers were pressed against the
copper cooling blocks, with a layer of thermal grease to increase thermal contact.
However, although the Peltier elements allow very low temperatures to be reached when
initially switched on, the heat they produce at the rear cannot be dissipated by the copper cooling
blocks, resulting in an overall warmer temperature. Considering the polystyrene box is needed
for insulation, which the heat sinks are also inside, trying to lower the temperature using this
method is like trying to cool down a kitchen by opening the fridge door. However, installing Peltier
elements wasn’t entirely wasteful. With the Peltiers switched off, the cooling blocks can work as
originally intended, and reach lower temperatures if a colder reservoir is used. The Peltiers can
then be used to fine tune the wall temperatures, either to create thermal gradients, or gradually
increase the temperature above 0 ◦C to thaw the levitated droplet.
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Figure 5.8: a. The electronics used to control all functions of IGLU except levitation. 1. PyBoard
microcontroller. 2. Power circuitry for the Peltier coolers. 3. MAX31855 K-type thermocouple
reader. 4. MAX31865 resistance to digital converters. b. Four relays to enable the switching of
current direction to the Peltier elements, allowing heating and cooling.
5.3.5 Thermal Calibration
The temperature within the chamber is monitored in three locations. Each pair of Peltier elements
has a platinum resistance thermometer (PRT) glued to the surface, providing independent
temperature measurements for each side. The resistances were measured using two MAX31865
resistance to digital converters, as used in ALTA. The temperature at the centre of the chamber
was measured using a K-type thermocouple, which was interfaced with the pyBoard using a
MAX31855 compensated thermocouple-to-Digital converter. This is significantly less accurate
than using a PRT, as the data sheet claims an accuracy of 2 ◦C, compared to the 0.1 ◦C accuracy of
the PRTs. However, the thermocouple allows droplets to be suspended from its tip for temperature
calibration in the acoustic trap. The MAX31865 and MAX31855 boards communicate with the
pyBoard microcontroller via the serial peripheral interface (SPI) protocol. However, the pyBoard
only has two SPI buses. Therefore the data lines on the pair of MAX31865 boards were daisy-
chained together, and two general purpose input/output (GPIO) pins were used to toggle each
board in sequence, allowing both temperatures to be read.
The acoustic field within the chamber has multiple nodes in which droplets can be levitated,
separated by λ/2 (∼5 mm). As this distance is very small, and due to the symmetry of the expected
thermal gradient in the chamber about the vertical axis, droplets levitated in adjacent nodes
should be approximately the same temperature at all times. By levitating a droplet of 50:50
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water/ethylene glycol with a thermocouple immersed in it in the node above the levitated sample
droplet, the temperature of the sample can be well approximated. However, it is an approximation.
This is partly due to the thermal gradients present in the chamber, but mostly due to the effect the
thermocouple has on the droplet. The thermal conductivity between air and a levitated droplet is
low, therefore introducing a thermocouple will have an effect on the droplet temperature [244].
Also, in the current set-up the humidity in the chamber is not controlled, meaning the
levitated droplet will evaporate over time. In the long run this is an issue because over the many
freeze/thaw cycles required to obtain adequate statistics for nucleation times/temperatures the
droplet will cease to exist. However, on a time scale of hours the reduction in droplet volume is not
noticeable to the eye. Unfortunately, this test was for levitation stability instead of evaporation,
so there is no quantitative data on the volume change. In the context of ice nucleation on INPs, a
change in droplet volume is not necessarily a problem because the nucleation rate scales with
the surface area of INP present, as long as the droplet remains large enough to be detected, as
discussed in section 5.3.3. However, there will be evaporative cooling, which can significantly
lower the droplet temperature [245]. The evaporation rate from a binary mixture (ethylene
glycol/water) will not be the same as pure water, leading to temperature differences between
the reference and sample droplet [246, 247]. Maintaining close to 100% relative humidity would
solve both of these problems. Seddon et al. [248] controlled the relative humidity surrounding an
acoustically levitated droplet by controlling the ratios of dry and water saturated oxygen flowing
into the sample chamber. The same method could be applied to IGLU, with adjustments made as
the temperature changes to maintain a 100% saturation ratio.
5.4 Temperature Control
Temperature profiles for an example IGLU run are shown in Figure 5.9. A 30 µl droplet was
levitated for the duration of the example run. The pump is switched on just before data recording
begins, although the cooling fluid reservoir was pre-cooled by having the immersion chiller
running for thirty minutes before. The cooling blocks reach close to their minimum temperatures
after fifteen minutes. If the system is left running without turning on the Peltier coolers the PRT
temperatures rise by a couple of degrees over a period of two hours as a new thermal equilibrium
is reached. However, in this case both Peltiers were switched on after fifteen minutes, and set
to a target temperature of −6 ◦C using proportional-integral (PI) control. It is not easy to see in
Figure 5.9, but the noise on the K-type thermocouple increases as the Peltiers are switched on,
due to electrical interference from the power circuitry.
After a further ten minutes, the left hand-side Peltier is switched off, returning the temper-
ature to that of the circulating fluid. This demonstrates how easy it is to hold each wall at a
different temperature. However, clearly there is not a linear temperature gradient between the
two walls, as the K-type thermocouple temperature remains higher for the entire test run. Al-
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Figure 5.9: The left and right PRTs refer to the platinum resistance thermometers glued to each
set of Peltier coolers. The K-type thermocouple was suspended close to the centre of the chamber,
one node above the central acoustic node, with a 30 µl droplet suspended on the tip.
though this rules out the original idea of investigating super-saturations over a levitated particle
by applying a temperature gradient, if control of the humidity is implemented as discussed in the
previous section the original idea is unnecessary.
A difference in temperature between the left and right PRTs is noticeable in the first fifteen
minutes. This could be due to differences in the PRTs themselves, as they were only calibrated at
0 ◦C. However, there will also be differences due to the supply of cooling fluid by the pump. For
these tests the cooling blocks were run in ‘parallel’, with the incoming fluid divided into two before
the blocks and recombined afterwards. However, the divide will not be perfectly equal, meaning
a temperature difference between the two blocks. When the Peltiers are switched on they are
independently controlled with the same target temperature, meaning they match perfectly on
the graph. For setting the droplet temperature the thermocouple measurement is used as the
feedback data in the PI control loop. Both pairs of Peltiers are treated as one cooling unit, and fed
the same output from the PI controller, meaning a small temperature difference between them




IGLU demonstrates good control of the temperature, although the original target temperatures
were not achievable with the current set-up. The multi-emitter mode of acoustic levitation proved
to be capable of maintaining stable levitation over all of the temperatures tested. The fact that
this method of levitation doesn’t require continuous monitoring or adjustments to maintain
resonance greatly simplifies the experiment. As IGLU stands, it would be a useful tool in some
experiments, for instance macro-molecular crystallography [249]. However, there are several
modifications that need to be made to extract the full utility of IGLU. First and foremost a more
powerful cooling system, to allow ice nucleation experiments to take place. Also, control of the






The main aim of this work was to develop and test three methods of conducting ice nucleation
experiments. The pyroelectric thermal sensor described in chapter 3 and automated lag-time
apparatus (ALTA) described in chapter 4 were both shown to be effective and complementary
methods for performing ice nucleation experiments. Although the ice germ levitation unit (IGLU)
does not yet live up to its name, steps have been taken to achieving this goal and it could already
provide a useful set-up for other experiments in its current form.
The pyroelectric thermal sensor in chapter 3 reliably detects microlitre sized droplets freezing,
allowing the freezing temperatures to be collected quickly and automatically after the cooling run
has finished. It is adaptable to many different cold plate arrays and can therefore be implemented
to speed up experiments where data is currently collected manually. The effectiveness of the
sensor was demonstrated by comparing a glassy and crystalline form of the same K-feldspar
sample. The much lower nucleating ability of the glassy sample suggests the importance of the
crystalline structure of K-feldspar in the ice nucleating ability of natural mineral dust INPs.
The updated version of ALTA in chapter 4 was shown to be a very reliable ice nucleating
device. Once running it requires no attention or interaction until the desired number of repeats
has been reached. Good temperature accuracy and precision cooling profiles were demonstrated.
To show how varying the cooling rate changes the measured nucleation temperatures, three
different cooling rates were tested on a crystalline K-feldspar sample. By analysing the freezing
temperatures using a stochastic method instead of a deterministic method the data was shown to
be independent of cooling rate. The utility of isothermal experiments for achieving lower error
bars at higher temperatures was shown, as well as confirming the equivalence to determining
the freezing rate using a linear cooling ramp.
The nucleation rates for the non-uniform crystalline K-feldspar droplets found in chapter
3 were compared to the uniform nucleation rates found in chapter 4. They displayed good
equivalence in the overlapping temperature region. The difference in the gradient of log( jhet(T))
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between the two methods was discussed, with both the differences in active sites and surface area
of INP present deemed to be important. Further work is suggested to try and disentangle these
two contributions. It would be interesting to see how the locations and gradients of log( jhet(T))
curves for freeze/thaw cycles of very low INP surface area droplets varied, although this would
require one of the suggested modifications to lower the sample volume of ALTA.
Finally the design goals and development process of creating a temperature controlled
acoustic levitator were discussed in chapter 5. The main goals of maintaining levitation as the
temperature changed, detecting ice nucleation remotely, measuring the temperature of the droplet
and achieving cooling were discussed, as well as the possible methods to achieve them. Although
low enough temperatures for ice nucleation were not reached, good control of the temperature
within the chamber was demonstrated for temperatures above 0 ◦C. With a more powerful chiller
to lower the temperature of the circulating cooling fluid lower temperatures could be reached.
Control of the humidity within the chamber will also be needed to maximise the potential of
IGLU, although the method discussed of controlling the mixture of dry and water saturated O2




A.1 Simulation of Ice Nucleation Experiments
Ice nucleation experiments can be simulated using a simple model of Jhet [130–132]. Typically
in ice nucleation experiments the majority of droplets freeze in a narrow temperature region.
Defining the centre of this region as T0 and linearly expanding log(Jhet) around it we obtain
Jhet(T)= A exp[−b(T −T0)], (A.1)
where A is Jhet(T0) and b is −dlog(Jhet(T))dT |T0 . Equation A.1 multiplied by a surface area gives ω,
which can be plugged into the equations in section 2.2. The simplicity of equation A.1 allows
the liquid proportion curves for uniform isothermal and linear cooling experiments to be found
analytically.
The liquid proportion curve is the cumulative distribution function for the underlying proba-
bility of ice nucleation. Using inverse transform sampling [134] uniform random numbers in the
range [0,1) can be mapped to random times/temperature of droplets freezing with the correct
distribution. This process is efficient, meaning 105 simulations can be run in a few seconds, and
the stochastic variations in freezing times/temperatures analysed. Of course, the simplicity of
the model of Jhet means any conclusions drawn must be carefully considered. However, general






Each liquid proportion curve P(T) is the probability that a droplet is still liquid at temperature
T. The measured curve, Pmeas(T) is the product of the probability that there has been no ice
nucleation event caused by the ice nucleating agent of interest PINP(T), and the probability that
there has been no background event Pback(T). Hence the background can be removed by dividing
Pmeas(T) by Pback(T). The influence of the background can be seen in Figure B.1, where only the
0.1 wt% glassy sample shows a noticeable change, although it is a maximum of 0.2 ◦C.
Figure B.1: The background adjusted liquid proportion curve fits for pure water, crystalline




ADC Analogue to Digital Converter. 44, 65
ALTA Automated Lag Time Apparatus. 4, 5, 70, 77, 78, 83, 84
BET Brunauer–Emmett–Teller analysis. Measures the surface area per mass of a sample by
measuring the amount of Nitrogen adsorbed on the surface as a function of saturation.. 36,
39
CDF Cumulative Density Function. 56, 57
CFDC Continuous Flow Diffusion Chamber. 3, 4, 76
CNT Classical Nucleation Theory. 7, 12, 13
DSC Differential Scanning Calorimetry. 30
FOPDT First Order Plus Dead Time. A model used to obtain the time constants for a PI
controller.. xiii, 45, 46
GPIO General Purpose Input/Output. 44, 78
I2C Serial communication protocol. 44, 74
IGLU Ice Germ Levitation Unit. xv, xvi, 69–72, 76–79, 81, 83, 84
INP Ice Nucleating Particle. Refers to anything added to water which raises the temperature at
which nucleation typically occurs. xiv, 1–4, 13–16, 20–22, 27, 33, 39, 41, 42, 50–52, 55, 58,
61, 64, 66, 67, 73, 79, 83, 84
K-S Kolmogorov-Smirnov test. 56, 57
LDR Light Dependent Resistor. xiv, xv, 43, 44, 53, 54, 65, 75
Nucleus A cluster of water molecules with an ice-like structure. 18
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GLOSSARY
PI Proportional-Integral control loop. More commonly referred to with a derivative term (PID),
however the derivative term was unnecessary here. xiii, 41, 45, 47–51, 65, 79, 80, 89
PRT Platinum Resistance Thermometer. xiii–xvi, 42, 45–53, 59, 64, 65, 78–80
PVDF Polyvinylidene Fluoride. In all cases here in the pyroelectric beta conformation [173]. xii,
30–34, 43, 66
PWM Pulse Width Modulation. 43–45
REPL Read Evaluate Print Loop. 44
RTD Resistance to digital converter. 43, 44, 52
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