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Abstract-A local interaction simulation approach, based on parallel processing, allows us to 
treat complex diffusion problems in very large lattices or complex media. In order to study the time 
evolution, e.g., of microscopic systems, we present here a time scaling method, which can reduce 
the number of time steps (and therefore the computer time) of several orders of magnitude, up to 
a manageable number (e.g., lo4 or 105). Several examples under different assumptions demonstrate 
the applicability and reliability of the proposed method. 
1. INTRODUCTION 
The diffusion equation, in its most general form, has, in addition to its intrinsic mathematical 
interest, an almost endless variety of applications in the fields of physics, chemistry, engineering 
and biology. Master equations [l] and random walk [2] studies have also been used widely to ana- 
lyze diffusive processes in lattices. In fact the two cases (diffusion equation and master equation) 
are almost interchangeable, from a numerical point of view, being the latter the discrete approx- 
imation of the former, if the real process is continuous, or viceversa. In both cases, the presence 
of nonlinear terms, inhomogeneities, drift terms, non elementary boundary conditions, etc. may 
make an analytical solution hopeless and a numerical solution excessively time-consuming. 
The recent advent of massively parallel computers [3] suggests an alternative solution to these 
difficulties. We use the lattice suggested “de facto” by the problem (if it is discrete) or discretize 
the medium ad hoc (if it is continuous). In either case, we put each lattice cell or nodepoint into 
a one-to-one correspondence with the processors of a parallel computer. Thus, the interaction of 
each cell (or nodepoint) with its neighbours is simulated by the interaction of the corresponding 
processors. 
This local simulation approach (LISA) [4,5] is extremely time efficient. In fact, since thousands 
(or even millions) of processors work simultaneously, the computer time may be reduced up to a 
huge factor. Even more important, since each processor is independent of each other, the cells 
may also be independent. Therefore, their physical properties and interactions may all vary (they 
may be input as initial data), thus allowing the solution of extremely complex problems. 
Having thus solved the problem of treating very large and complex lattices (or discretized 
continuous media), the numerical difficulty remains of treating an excessively large number of time 
steps (time is also discretized). The main purpose of the present paper is to provide a solution to 
this problem which arises, e.g., in the transition from a microscopic to a macroscopic description 
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of a given phenomenon. The solution is suggested by the analytical discussion reported in the 
next section. After a brief description of LISA, in Section 3, we present in Section 4 several 
examples of application of the proposed procedure and comparisons with both analytical and 
Montecarlo results. 
The scope of the present paper is restricted to the treatment of noninteracting particles or 
defects. They may be considered as the classical approximation of bosons, since they can occupy 
any lattice position in any number. The treatment of particles obeying a generalized exclusion 
principle will be described in a forthcoming paper [6]. The present paper is also restricted, for 
simplicity, to the one-dimensional case. Higher-dimensional cases have been considered, e.g., in 
references [4,7]. 
2. THEORY 
Let us consider the one-dimensional diffusion equation 
aP 
at = ax 2 D$ +J$ [ 1 (1) 
where p is the occupational probability and D and J are the diffusion and drift coefficients, 
respectively. They may all be functions of z and t. Furthermore, D may depend on p as, e.g., in 
the case of porous materials [8] or on the occupational probabilities in the neighborhood of x [6]. 
In the special case in which both D and J are constant, we observe that Equation (1) is both 
time invariant, i.e., not affected by the transformation 
t - Nt, 
D 
D----+- 
J 
N’ 
J-- 
N’ (2) 
and space invariant, i.e., not affected by the transformation 
x-Mx, D - M2D, J-MJ. (3) 
A time and space discretization, such as needed in a numerical treatment (as discussed in the 
Introduction), destroys, however, the time and space invariance. The same thing happens if the 
problem has per se any explicit reference to space or time features, such as a finite range or 
any local or temporal variation or inhomogeneity. Then, if in the physical problem the typical 
interaction times are extremely small, in comparison with the duration of the macroscopic process, 
it becomes necessary to follow the time evolution of the system for an excessively large number 
of time steps. 
It is, therefore, of great practical importance, to find a numerical procedure, which we shall call 
“time scaling,” for reducing of a large factor the number of time steps required for the complete 
calculation. The goal of time scaling is to group together many time steps and to evaluate their 
total effect on the occupational probabilities. In other words, we search for a numerical method 
for transforming a diffusion problem, with extremely small time steps and transition rates, into 
another one with much larger time steps and transition rates but approximately the same time 
evolution. The problem of finding a “space scaling” method for reducing excessively large lattices 
will be discussed in a forthcoming paper [6]. 
A solution to the problem of finding a time scaling method is suggested to us by the approximate 
equivalence between two analytical solutions of Equation (l), after discretization, in the special 
case of D and J being constant. Those two solutions (a binomial and a trinomial distribution, 
respectively) will be derived in the next two subsections from a random walk model. Their 
approximate equivalence will be used, in the following section, to obtain a numerical time scaling 
procedure under much less restrictive conditions. 
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2.1. Binomial Random Walk 
Let us assume that we have a single particle (“walker”) positioned at the time t = 0 in any 
given node of an infinite lattice of unit size E. We label n = 0 the initial site (x = 0 in a continuous 
treatment) and further assume that, during each successive unit time step T, the walker must 
jump (at random) either to the left or to the right with a probability a and b, respectively. 
Therefore, 
a+b=l. (4) 
It can be easily proved, following the derivation of reference [9], that after N time steps, the 
probability of finding the walker at the site n is given by the (Bernoulli) binomial distribu- 
tion (BD) 
pn(N) = ((N f&z> c&N-)/2 b(N+n)/2, 
with 
n= -N, -N+2, -N+4, . . . . N. (6) 
From Equation (5) one can derive the average value of the walker location at the time NT 
(x)~ 3 Exnpn(N) = NE@ - a), (7) 
n 
and the average square deviation from (x), 
((zr - (x),,“), = 4N.e2 ab. (8) 
It is useful to give a physical interpretation of the above defined quantities. E and T are the scale 
parameters of the problem and, comparing each transition to a new nodepoint to a collision, they 
assume the meaning of mean free path and mean life between consecutive collisions, respectively. 
Then (z)~ is related to the “drift velocity” 
(4 
VD = NT 2 = (b - u) ; = (b - a) 21, (9) 
where v s $ may be called “thermal velocity.” Finally, as it can be seen more easily for a z b x .5, 
the quantity ((z - (x),)“) N can be related to the expected “experimental” value of the diffusion 
coefficient 
_. 
d = ( cx - (x)N)2)N _ 2ubs2 
2NT --. T 
(10) 
To conclude, we observe that, if the drift is not too large 
lb - al < 1, (II) 
after a large number of time steps (N > 1) and for n < N, i.e., for z not too far from ( z)~, 
Equation (5) becomes 
i.e., the probability distribution is a slightly asymmetric Gaussian (due to the drift) approximately 
centered in (z),. 
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2.2. Trinomial Random Walk 
We now consider a random walk model for a single walker, in which there is a probability 7 
of not changing site in the time step considered. Calling cy and p the probabilities of jumping to 
the left or to the right, respectively, we have 
y=l-cr-p. 
In analogy with the treatment leading to Equation (5) for the BD, we obtain in 
case, for the occupational probabilities after v time steps, the trinomial distribution 
&a(v) = $) (“i”) oiPyk= 
> I 
& pj + 
= v! --- 
c i j,k i! j! k! 
(-y 5 n. I y), 
(13) 
the present 
(TD) 
(14) 
where, in the sum, the indices may have all the values 2 0, which satisfy the two conditions 
i+j+k=v, (15) 
and 
j-i=n. 
From Equation (14) one obtains, in analogy with Equations (7) and (S), 
(16) 
(17) 
((x- (z),)2)Y = YE2 [a+P- (Ml”] 7 
and, correspondingly, 
(18) 
Equation (14) may be easily generalized to a multinomial distribution in which transitions to 
further sites are included. Taking advantage, however, of parallel processing (Section 3), time 
scaling (Section 2.3) and space scaling [6], E and r can be assumed to be so small that those 
additional transitions become completely negligible. 
2.3. Equivalence of the Two Models 
Both the BD and TD discussed in the previous subsections are analytical solutions of Equa- 
tion (l), after its discretization. Therefore we can expect a certain equivalence between the two 
models, which will be exploited in the next section to obtain the desired procedure for time scal- 
ing. For this purpose, we assume that the TD refers to a microscopic model in which E and r are 
extremely small, e.g., they can be expected to be of the order of 1A and 1 psec, respectively, in 
solids and, perhaps, two to four orders of magnitude larger in gases. By contrast, macroprocesses 
have considerably larger dimensions and durations, so that Y can easily be of the order of 10’ 
or more. In order to reduce the number of time steps to a more manageable level (e.g., N 105), 
we consider the “equivalent” BD model in which N << v and T >> 7. Also a and b, being of 
the order of 0.5 (see Equation (4)), are much larger than the corresponding microscopic rates o 
and 0, which can be assumed to be << 1. 
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For the two models (TD and BD) to be at least approximately equivalent, we require that the 
physical time, drift velocity and diffusivity be the same: 
UT = NT, (21) 
@-a)& (b-U)E 
7 
=---FjT-y (22) 
E2 [(Y + $0 - (o - p,“] 2abe2 
27 
=-. 
T (23) 
Since we are not aiming at a space scaling, we have assumed here the same lattice size E for 
the two models. Recalling Equation (4), it follows 
u 
-= JC a+p- (a-P)2)2 +4(a-p)2- (a+p-(a:-p)2) 
N 2(o-/3)2 
7 (24) 
a = ; [1+ $ (a - P)] ,
b = f [l- 5 (CX - p,] . (26) 
If ]cr - /3] < o + p, Equations (24)-(26) can be approximated to much simpler expressions: 
N = Y(CE + P), 
T= (CL/?)’ b=&i). 
(27) 
Equations (27) allow us to implement the “‘time scaling” in a very simple and convenient 
way. Of course, the equivalence between the two models is not complete. There are differences, 
especially in the “tail” regions of the Gaussian, since the much larger number of time steps in 
the TD allows the walker to reach very far distances (up to &~a), albeit with an extremely small 
probability. As a consequence, we will observe also a slight decrement of the peak amplitude. In 
Section 4, we will see that the agreement between the microscopic and time scaled distributions 
is very good and quite sufficient for practical purposes. 
3. LISA 
As we have seen in Section 2, the diffusion equation can be solved analytically only in spe- 
cial cases, so that a general solution (e.g., when nonlinear terms are present) is possible only 
numerically. A classical approach is then the use of Montecarlo (MC) simulations [lO,ll]. 
In order to take advantage of parallel processing, we have recently proposed [4,12] a local 
interaction simulation approach (LISA), which we briefly review in the following. We consider 
a finite one-dimensional lattice and define an occupational probability pi(t) for each nodepoint i 
and time t. Assuming that the transition rates to the left and right are ai and bi, respectively, for 
each unit time step 7, the corresponding transition probabilities are aipi and bipi, respectively. 
The balance between the probabilities of receiving from or giving to the neighboring nodepoints 
i f 1 yields the iteration equation 
P; = ai+ pi+1 + h-1 pi-1 + (1 - ai - bi) pi, (28) 
where p,’ s pi(t +T) and pi 3 pi(t). Equation (28) may be applied any number of times to obtain 
the time evolution of a system, given the initial location of any number of particles. 
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LISA is obviously equivalent to the TD model when all ai and bi are equal (to cx and ,0, 
respectively) and constant in time. Its flexibility allows us, however, to treat problems in which 
ai and bi may vary with i or with t or even be dependent on pi(t). Furthermore, while the TD 
and BD models require an infinite lattice, LISA allows us to treat finite lattices with arbitrary 
boundary conditions (e.g., in order to treat absorption or desorption problems [7,13,14]). A 
generalization of Equation (28) to 2D or 3D is also straightforward [4]. Finally, Equation (28) 
is ideally suited for parallel processing, since each processor (associated with each nodepoint i) 
must perform simultaneously and independently the same amount of work, thus yielding an ideal 
speed-up [3]. In fact, Equation (28) is the same for all nodepoints, except possibly for the value 
of the coefficients which are, however, input as initial data. 
Figure 1 shows immediately the advantages of LISA. It represents the time evolution of the 
occupational probability of a “classical boson” kind of particle initially located in i = 0 and 
subject to a strong drift towards left: Q = 0.06, 0 = 0.03. In this case, an analytical solution 
(e.g., as in Section 2.2) is possible, since all the transition rates are constant and there are 
no boundaries. Both LISA and MC calculations agree well with the analytical solution, but 
the MC results exhibit large fluctuations even after 10000 MC “experiments.” Furthermore, the 
computer time for MC is about 100 times larger than for LISA (about 10min. vs. 5sec.) on 
the same PC using Intel 80486-33 CPU, simulating a parallel processing machine in the case of 
LISA. With a more complex problem and a parallel computer, the computer time savings would 
be even larger. 
0.034 - 
- LISA 
a.. l l . ANALYTICAL 
J 
. . . ..__-...._ Y‘,NTECARL(, 
-200 -120 
i 
Figure 1. Time evolution of the occupational probabilities for a particle initially 
located in i = 0 for Q = 0.06 and p = 0.03. Comparison of LISA, Montecarlo and 
analytical results. The times are in units of 7. 
The formal similarity between LISA and the TD model allows us to incorporate into the for- 
mer the time scaling, suggested by the approximate equivalence between TD and BD, almost 
“verbatim.” Thus we can use Equations (21) and (24)-(26) or Equations (27) to convert from a 
“microscopic” LISA treatment, with v time steps and ai, bi < 1, to a “time scaled” LISA with 
N < v time steps and ai + bi = 1 (formally similar to a BD model). The only restriction is that 
the latter equation must be satisfied for all nodepoints, even if ai and bi vary. 
4. RESULTS AND DISCUSSION 
In order to demonstrate the usefulness and reliability of the time scaling in the framework of 
LISA, we present here several quite different examples of applications. 
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n - microrcopic 
. . . Q . time rcaled 
-30 -15 0 15 30 
i 
Figure 2. Time evolution of pi(t) with pi(O) = 6(i) for a = 0.0016 and p = 0.0015. 
Comparison between microscopic and time scaled LISA calculations. 
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Figure 3. Time evolution of pi(t) with pi(O) i 6(i) for (Y = 0.03 and p = 
Comparison between microscopic and time scaled LISA calculations. 
0.030 
0.000 
- microaoopio 
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a - .3 
p - .a 
t=2000 
0.02. 
-250 -125 0 
Figure 4. Time evolution of pi(t) with pi(Of = a(i) for a = 0.3 and p = 0.2. 
Comparison between microscopic and time scaled LISA calculations. 
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In Figures 2, 3 and 4 we compare the results of a microscopic LISA calculation, with those 
obtained after time scaling, i.e., corresponding to a BD. In all three cases, we observe the time 
evolution on an infinite lattice of pi(t) from the initial condition 
Pi(O) = ho. (29) 
In Figure 2, there is very little drift and Q and /3 are very small (a = 0.0016, /3 = 0.0015). 
In Figure 3, there is a large drift and LY and /3 have intermediate values ((II = 0.05, 0 = 0.03). 
Finally, in Figure 4, there is again a large drift, but a and fl are large (CX = 0.3, p = 0.2). It can 
be observed that the agreement between the two treatments is excellent in the first and in the last 
cases, less good but still satisfactory in the intermediate case. This shows that the time scaling 
works extremely well if Q and p are very small. In Figure 3, the agreement is not so good, since 
cx and p are not as small as required. This is, however, not a problem, since the main usefulness 
of time scaling is when N/V and therefore also a and /3, are very small. Finally, Figure 4 exhibits 
again a good agreement, even if cx and ,0 are large, because their ratio a/a! = b//3 is small and 
therefore there is a little difference between TD and BD. 
With Figures 5 and 6, we wish to show that time scaling may be applied to LISA on a finite 
lattice with diverse b.c.‘s, even if under those conditions the TD and BD are no longer valid. In 
Figure 5, we consider reflecting b.c.‘s: 
P; = Q2Pa + (1 -P1)P1, 
P; = PI-lPI-1 + (1 - %)PI, 
subject to the conditions (following from Equation (4) and (27)) 
(30) 
Pl = cri + pi = ffI (1 < i < I), 
(Yi = /3I = 0. 
(31) 
In Figure 6, we consider cyclic b.c.‘s, as applicable, e.g., to a lattice on a circle 
P; = ~zP2+PrP1+(1-w-/31)P1, 
P; = f&P1 + Or-l PI-1 + (1 - a1 - PI), 
(32) 
with the condition 
(pi + /$ = const. (1 < i 2 N). (33) 
The results are good in both cases even if (Y and /3 are relatively large (CX~ = 0.3, ,c& = 0.2 
with pr = QI = 0.5 in the first case). The agreement improves even more when both cr( and pi 
decrease. 
Finally, in Figures 7 and 8, we consider a case in which CY~ and pi are no longer constant 
(although their sum is constant) 
(Yi = 0.0015 + 0.0001 a, 
pi = 0.0015 - 0.0001~, 
(34) 
with reflecting b.c.‘s and -200 5 i 5 200. 
The numerical values in Equation (34) were chosen in such a way as to give an appreciable drift, 
while keeping ,!I always positive and both cx and p sufficiently small in the entire range considered. 
As a consequence, the agreement between the microscopic and the time scaled LISA calculations 
is excellent up to about 25000 time steps (Figure 7). For longer times, the agreement is still 
satisfactory, but with some noticeable deviations due primarily to the much smaller scale used 
for the pi(t) in Figure 8. Also, since the difference between CY~ and pi increases strongly with /iI 
and pi(t) become important for large absolute values of i < 0 when t is large, Equations (27)) 
which we have used as a basis for time scaling, lose in part their validity, as observed in Section 2.3. 
0.030 
G 
- 0.015 
d" 
0.000 
Time Scaling 
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. . . . . time rcaled 
i 
Figure 5. Time evolution of pi(t) for reflecting b.c.‘s for CY = 0.3 and p = 
Comparison between microscopic and time scaled LISA calculations. 
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Figure 6. Time evolution ofpi for cyclic b.c.‘s for CY = 0.3 and p = 0.2. Comparison 
between microscopic and time scaled LISA calculations. 
5. CONCLUSIONS 
We have presented a technique, which can very usefully complement a previously proposed 
local interaction simulation approach by strongly reducing the number of time steps required to 
obtain the time evolution of an arbitrary distribution of “classical bosons.” In fact, LISA provides 
a very efficient technique for solving problems in a large number of complex media, which are 
discretized (if not discrete for their nature) into lattices with many millions of nodepoints (with 
currently available Connection Machines). A method which can be applied to larger lattices 
(space scaling) will be discussed in a forthcoming paper [6]. 
Several examples of application of time scaling to LISA calculations under different assumptions 
(models) show that it works extremely well unless the transition rates Q and ,B are very different 
(very large drift) or both relatively large (e.g., about 0.05). However, as it has been observed, the 
main purpose of time scaling is to reduce the number of time steps of a huge factor (e.g., 1000 
or more). Its application when (Y and ,0 are of the order of 0.05 would not be too useful anyway, 
since the CPU savings would be minor (of about a factor 10, only). 
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Figure 7. Time evolution of pi(t) with -200 5 i 5 200 for a = 0.0015 + O.OOOlfi, 
p = 0.0015 - 0.0001~. c om p arison between microscopic and time scaled LISA 
calculations. 
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Figure 8. Time evolution of pi(t) with -200 5 i 5 200 for Q! = 0.0015 + O.OOOlfi, 
p = 0.0015 - 0.0001~. c om p arison between microscopic and time scaled LISA 
calculations. 
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