In this article, we give necessary and sufficient spectral conditions for various notions of strict positive realness for single-input single-output descriptor systems. These conditions only require calculation of eigenvalues of a single matrix. A characterisation of a Kalman-Yacubovich-Popov-like lemma for descriptor systems is also derived, and its implications for the stability of a class of switched descriptor systems are briefly discussed.
Introduction
In this article, we consider the passivity properties of single-input single-output (SISO) linear time-invariant (LTI) descriptor systems of the form
where E 2 R nÂn is a possibly singular matrix. Such descriptor systems appear frequently in engineering systems; for example, in the description of interconnected large scale systems, in economic systems (e.g. the fundamental dynamic Leontief model), biological systems, network analysis (Dai 1989) and in a variety of control engineering problems. Descriptor systems are particularly important in the simulation and design of very large scale integrated (VLSI) circuits. Here, one is often interested in obtaining reduced order models of an original large scale model, such that certain properties of the original system are preserved. One such property is passivity. In control system design, descriptor systems are useful in the description of switched systems in which states are subject to reset. In such problems, one is interested in determining conditions on the switched systems such that stability can be demonstrated. Here also passivity is a tool that can be used with some success. Our objective in this article is to obtain simple conditions to determine whether an LTI descriptor system is passive or not.
Normally, passivity of descriptor system is determined by examining the properties of a transfer function over an infinite set of frequencies. Our main contribution in this article is to show that passivity can be reduced to evaluation of the eigenvalues of an n-dimensional matrix.
Our results are important for a number of reasons, some of which are as follows:
(1) We obtain very compact conditions that characterise passivity of a descriptor system. These are new and have not appeared in the literature. They are directly obtained from the state space representation of the system. These methods do not involve evaluating a transfer function at all frequencies, but only involve the calculation of eigenvalues of an n Â n matrix. Importantly, they are also valid for both strictly proper and proper transfer functions. An important application of these results is in determining the passivity radius of the descriptor systems, and for model order reductions. Although these applications are not given in the article, their application is immediate; see Muller (2000) . (2) Our conditions lead directly to a KalmanYacubovich-Popov (KYP)-like lemma for descriptor systems. While other KYP-like lemmas have been proposed earlier for descriptor systems, these are usually given under certain restrictive assumptions, such as extended positive realness. Our conditions on the other hand are relatively free of these assumptions and readily extend to the multipleinput multiple-output (MIMO) case.
We also note that we restrict our attention in this article to SISO systems, this is deliberate. While conditions for the MIMO transfer functions can be readily obtained, here we exploit specific properties of scalar transfer functions. In the MIMO case, one needs to define Hamiltonian matrices that are of order 2n Â 2n, and their manipulation is considerably different from that of the SISO case. Also, in SISO case, the obtained conditions have a clear interpretation in terms of Lyapunov stability, and this interpretation can be used to derive conditions for the stability of switched descriptor systems. The MIMO case will be reported in future publications.
We also note that the techniques presented in this article are new, novel and have not appeared in the context of descriptor systems elsewhere. All the derivations given, exploit properties of various reciprocal transfer functions, and a full rank decomposition of the matrix E. While one of the authors (Shorten) of this study has used the relationship between the KYP lemma, matrix inverses and reciprocal transfer functions, in a recent paper on regular systems (Shorten, Corless, Klinge, Wulff, and Middleton 2009) , the derivations presented are somewhat different from Shorten et al. (2009) , and are completely new in the context of descriptor systems. Furthermore, the use of full rank decompositions, and inverting the system matrix, is also a very different approach to the study of descriptor systems, in which the Weierstrass form is the norm.
Our starting points in this article are the necessary and sufficient conditions for strict positive realness (SPR) of a stable rational transfer function H(s), given by following two conditions: There exist numerous methods to test these conditions; however, many situations lead to a state space characterisation of a system, rather than a transfer function characterisation of the system.
where u and y are the scalar input and output of the system, respectively, x 2 R nÂ1 is the state variable vector and A 2 R nÂn , b 2 R nÂ1 , c 2 R nÂ1 and d 2 R. Necessary and sufficient conditions for the system AE to be SPR have been discussed in Bai and Freund (2000) , Gao and Zhou (2003) , Shorten and King (2004) and Zeheb and Shorten (2006) .
In this article we discuss positive realness of descriptor systems, namely where the state space characterisation of the system cannot be described in the form of (1), but rather in the most general characterisation of an LTI continuous-time SISO system:
In such situations, it is of interest to obtain compact results to ascertain the essential dynamic properties of the system directly. Passivity and positive realness are equivalent for an LTI system and the KYP lemma characterises positive realness in terms of linear matrix inequalities. Our contribution in this article is to establish similar facts for descriptor systems, and to derive simple necessary and sufficient conditions for SPR of a system characterised as in (2). These conditions may be viewed as natural questions that follow the work presented in Bai and Freund (2000) , Gao and Zhou (2003) , Shorten and King (2004) , Zeheb and Shorten (2006) , Shorten et al. (2009) and Shorten and Narendra (2003) . The conditions that we obtain involve only eigenvalue computations of matrices derived from the given A, b, c, d and E. The need to check positivity of an expression which depends for all frequencies, as required in condition B of the basic SPR conditions above, is thus avoided. This is a significant advantage. More importantly, by relating these conditions to similar conditions for standard systems, a new KYP-like lemma for descriptor systems is obtained. This latter point is important as it gives important insights into the study of switched descriptor systems.
The structure of the article is organised as follows. The basic result providing the necessary and sufficient conditions for SPR of a system characterised as in (2), is derived and proved in Section 2. Here, some assumptions are made with regard to the class of systems which is considered. In Section 3 we derive a sufficient condition for extended strict positive realness (ESPR), which requires, in addition to SPR, that the transfer function of the system H(s) be positive as s ! 1 as well. This sufficient condition is also necessary except for degenerate systems where a degree reduction occurs. The way to derive the necessary and sufficient condition in these degenerate cases is also pointed out in Section 3, but is too cumbersome to be formulated explicitly. In Section 4 the basic result is derived in a different way, resulting in a slightly modified form, and removing two of the assumptions made in Section 2, namely that d 6 ¼ 0 and that the matrix M ¼ D A À ð1=d Þbc T is invertible. The cost of this derivation is the assumption that the descriptor system is impulse free. In Section 5 we derive a new KYP-like lemma for descriptor systems. This is then, in turn, used to give new insights into the stability of switched and nonlinear descriptor systems. Section 6 includes numerical examples, and in Section 7 we conclude the article.
2. The class of systems and the basic result Let R denote the real numbers and R nÂn denote the real matrices. Let
be a SISO descriptor system, i.e. E 2 R nÂn is a singular matrix and in addition we have
The system (2) is SPR if, and only if, Proof: The transfer function of the system in (2) is
This state space formulation of HðsÞ ensures that HðsÞ is a rational function which is real for real values of s, thus condition A is satisfied. Now, equivalent conditions to condition B are: (B1) All poles of the rational function HðsÞ are in the OLHP.
Following in the spirit of Bai and Freund (2000) and Shorten and Narendra (2003) . Let us consider Equation (4) and write down a useful expression for Re Hð j!Þ ½ .
Use the matrix identity
to obtain:
Since detðA À1 Þ 6 ¼ 0,
In contradiction to condition (1) of the theorem, then
So that (5) is not satisfied. Thus, condition (1) of the theorem is necessary.
(2) If the matrix ðEA À1 Þ has eigenvalues in the closed right half of the complex plane in contradiction to condition (2), then 9s 0 with Re s 0 ! 0 such that
and
and since det A ð Þ 6 ¼ 0, we have
Recalling Equation (4) and the fact that Re s 1 ! 0, Equation (20) violates condition (B1). Thus, condition 2 of the theorem is necessary.
Remark 1: Note that s ¼ 0 is an exception. For s ¼ 0 we have, recalling that (E) is a singular matrix,
so that the matrix EA À1 À Á does have an eigenvalue of multiplicity at least one at s ¼ 0.
(3) Consider the denominator of Equation (13) det
Thus, the denominator is positive for all ! 2 R, unless
Thus, the denominator becomes zero only if the matrix ðEA À1 Þ has a purely imaginary eigenvalue. However, by condition (2) which has been proven necessary, the matrix EA À1 À Á does not have purely imaginary eigenvalues, except at the origin. Thus, the denominator of Equation (13) is positive 8! 2 R, and sign Re H j! ð Þ ½ is determined only by the sign of the numerator of Equation (13). Turn now to the numerator of Equation (13
which, for ! 6 ¼ 0, is equal to
Now if the matrix EA À1 EM À1 À Á has a real negative eigenvalue, in contradiction to condition (3) of the theorem, then there exists ! 2 R such that the determinant in expression (26) becomes zero, and thus condition (B2) for SPR is violated. Hence, the necessity of condition (3) of the theorem.
Remark 2: Similar to Remark 1, evidently the matrix ðEA À1 EM À1 Þ does have an eigenvalue of multiplicity at least one at the origin.
Sufficiency
Assume that conditions (1-3) of the theorem are satisfied. We will prove that conditions (B1) and (B2) for SPR must also be satisfied. The poles of H(s) are the zeros of detðsE À AÞ (see Equation (4)). By condition (2) of the theorem we know that all the zeros of detðsI À EA À1 Þ are in the OLHP, except the zero at s ¼ 0. The same considerations as in Equations (16)- (20) ensure that all the zeros of detðsE À AÞ are also in the OLHP. Hence, condition (B1) for SPR is satisfied. Now, recalling Equation (4), condition (1) of the theorem ensures that
Also, the denominator of Re Hð j!Þ ½ as expressed in Equation (13) is positive 8! 2 R, as proved in the necessity part of the proof, and the numerator of Re Hð j!Þ ½ as expressed in Equation (26) does not change its sign 8! 2 R by condition (3) of the theorem. Thus, condition (B2) for SPR is satisfied, which completes the proof of the theorem. 
is stable, i.e. the zeros of
are in the OLHP Proof: The zeros of detðsE À AÞ are the same zeros as those of
For s 6 ¼ 0, we have
Thus, the zeros of det ð1=sÞI À EA 
Extended SPR
We now turn our attention to the case of systems that are ESPR. ESPR requires that in addition to the conditions for SPR that the transfer function at infinity be positive.
Theorem 2: A strict positive real function is also extended strict positive real if
where ad ¼ D adjugate.
To prove Theorem 2 we need the following lemmas:
Lemma 1: Consider the expression detðsE À AÞ. The coefficients of s n and s nÀ1 in detðsE À AÞ are
respectively.
The Taylor expansion of f ð pÞ ¼ detðE À pAÞ around
Comparing (37) and (36), we have
nÀ1 ¼ df dp
Lemma 2: Consider the expression c T adðsE À AÞ ½ b, the coefficient of s nÀ1 in this expression is c T ad E ð Þb.
Proof of Lemma 2:
For s ! 1
and since adðsE Þ is an ðn À 1Þ Â ðn À 1Þ matrix, we have for s ! 1
Proof of Theorem 2: By continuity, if the function is SPR, then at infinity
Hence, for ESPR, Re HðsÞ ½ ¼0 at infinity should be prevented. In other words, HðsÞ should not be a strictly proper function:
by Lemma 1, and since (E) is singular in our case, the degree of the denominator is at most ðn À 1Þ, and the coefficient of s nÀ1 in the denominator is
By Lemmas 1 and 2, the degree of the numerator is at most ðn À 1Þ and the coefficient of s nÀ1 in the numerator is
In order to prevent HðsÞ from being a strictly proper function, it is sufficient that:
Remark 4: Note that Theorem 2 is also a necessary condition for extended SPR in all cases which are not degenerate, i.e. not when both
become zero simultaneously. Only in the above case, where both (44) and (45) are zero, there is a degree reduction in both the numerator and denominator of (41). In this case the condition (31) is replaced by a second-order condition by similar reasoning as in the proof of Theorem 2, and so on with the cases requiring a third-order condition, fourth-order condition, etc.
Another SPR definition
In the previous section, it was assumed that the constant term d was non-zero, and that the matrix A À ðbc T =d Þ À Á is invertible. In fact, both of these assumptions are not necessary and the principal result holds in situations where either or both of these assumptions fail. This can be easily established using the reciprocal system as in Shorten et al. (2009) and Shorten, Curran, Wulff, and Zeheb (2008) . Rather than presenting this derivation now, we focus on a formulation that leads to the same result, and also leads to a new formulation of the KYP-like lemma for descriptor systems.
In the control and systems theory literature, a slightly modified definition of SPR is often discussed. This definition, which dates back to the book by Narendra and Taylor (Narendra and Taylor 1973; Ioannou and Tao 1987) , is made so as to make the notion of a SPR transfer function consistent with the classical KYP lemma. We now revisit some of our previous results with this new definition in mind. As we shall see, many of the results in Sections 2 and 3 can be recovered in a slightly different way, and some of the assumptions relaxed. To be consistent with the results already in the literature (Muller 2000; Yang, Lin, and Zhou 2007; Schroeder and Stykel 2007) , we now assume that the system (1) is impulse free; namely degðdet½sE À AÞ ¼ rankðE Þ ¼ p. Further, to make this new definition of SPR distinct from that discussed above we call this new version KYP strict positive realness (KYP-SPR). More formally, we say that the transfer function H(j!) is KYP-SPR if and only if:
9" 4 0 such that Hðs À "Þ ð 46Þ
is positive for some positive ". This definition is equivalent to the following conditions on H( j!) (Ioannou and Tao 1987) :
where (ii) applies when Re½Hð j1Þ ¼ 0. This definition of SPR is consistent with KYP lemma for a regular system. We make no such claim here for descriptor systems; rather, we include this version of SPR for completeness.
Remark 5: Note that the standard definition of SPR and KYP-SPR coincide everywhere except at ! ¼ 1.
We now have the following result.
Theorem 3: Consider the stable, impulse-free descriptor system (2) with transfer function H s
Assume that the pencil det sE À A ð Þ is regular and that the matrix A is invertible. Define the matrix
Let the matrix E has rank p 5 n. Then, 
Part (A)
The matrix A is invertible, and the matrix E is of rank p. Let X, Y be a full rank decomposition of E; E ¼ XY T , X, Y 2 R nÂp . Then, the matrix Y T A À1 X is Hurwitz stable and consequently invertible. To see this note that degðdet½sE À AÞ ¼ rankðE Þ ¼ p since the descriptor system is impulse free. This implies that degðdet½sEA À1 À I n Þ ¼ rankðE Þ ¼ p since the matrix A is invertible, but this implies that the matrix XY T A
À1
has exactly n À p eigenvalues at the origin and p eigenvalues in the OLHP. Now consider the matrix XY T A À1 2 R nÂn . This matrix shares its non-zero eigenvalues with the matrix Y T A À1 X 2 R pÂp . Since there are exactly p of these, and since this matrix is of dimension p Â p, it follows that Y T A À1 X is Hurwitz stable (and invertible).
Part (B)
We now present an alternative representation of the descriptor system transfer function. Let
Then, this transfer function can be written as
Thus the corresponding reciprocal system is:
To see this, simply apply the matrix inversion lemma to ðsE À AÞ À1 everywhere this matrix inverse exists. Note that this transfer function is well defined everywhere since Y T A À1 X is Hurwitz stable. Thus, if Hð j!Þ exists at ! ¼ 1, then it is equal to Hð j1Þ
In this case the notion of ESPR reduces to positivity of this quantity.
Part (C) Now we recall the recently derived result (which we give with proof for completeness) Shorten et al. (2009) . This result states the following. Suppose that A is a Hurwitz matrix. Then, the following statements are equivalent.
(a) The transfer function
Þ has no negative eigenvalues and at most one zero eigenvalue.
The proof of these statements is given in full in Shorten et al. (2009) . Here, we merely give an outline (although our statement is more general than that in Shorten et al. (2009) as there only the case where d ¼ 0 is considered). Note first that Hð0Þ ¼ d À c T A À1 b, since Hð j!Þ, is assumed to be KYP-SPR, it follows that Hð0Þ ¼ d À c T A À1 b is necessarily positive. Now we use the fact that Hð j!Þ is KYP-SPR if and only if Hð1=j!Þ is. We have
This follows from the well-known formula on reciprocity of transfer functions (Boyd, Ghaoui, Feron, and Balakrishnan 1994) . Now suppose that H 1=j! ð Þ is not KYP-strictly positive real. By continuity, either there exists (i) a finite! ¼ 1=! such that Re½Hð j!Þ ¼ 0 or (ii) lim! !0! 2 Re½Hð j!Þ ¼ 0. Using the results in Shorten et al. (2009 ), Kalman (1963 and Shorten and Narendra (2003) , and assuming d À c T A À1 b 4 0, we can write
Thus,
0 for! sufficiently large, it follows from continuity arguments that det½! 2 I þ " A 2 4 0 for all !. Recalling that " d 4 0 it follows from the above that conditions for SPR are equivalent to det½
Since, det½! 2 I þ G 4 0 for large!, the above conditions are equivalent to det½I À G 6 ¼ 0 for all 2 R, 5 0 or
The first of these conditions is equivalent to requiring that G has no negative eigenvalues. The second condition is equivalent to a zero eigenvalue being of maximal multiplicity one.
Part (D)
Using Parts (A) and (B), SPR of Hð j!Þ is equivalent to SPR of the transfer function in (49b). Since, by assumption, the system is impulse free, the matrix Y T A À1 X is Hurwitz. Consequently, from Part (C) KYP-SPR of Hð j!Þ is equivalent to the condition that the matrix product:
has no negative eigenvalues and at most one zero eigenvalue. Now we use the fact that the non-zero eigenvalues of RS T and S T R coincide for any two matrices of compatible dimension. This means that
À1 Þ has at most n À p þ 1 zero eigenvalues, and no negative real eigenvalues, but E ¼ XY T : So the above product is EA À1 EM À1 and the assertion of item (i) of the theorem is proven. Recall that if Hðj!Þ is an extended SPR then, 
where X is a matrix with purely imaginary eigenvalues. Now note that X 2 must have a real negative eigenvalue À 2 of geometric multiplicity two, corresponding to the purely imaginary eigenspace of the matrix X. Also, Xyz T has a kernel of dimension at least n -1. Thus it follows that À 2 is an eigenvalue of EA À1 EM À1 and by the main theorem the system cannot be SPR. A similar argument was used also in Shorten et al. (2009) .
A KYP-like lemma for impulse-free descriptor
systems and stability of switched descriptor systems We now use the results derived in the previous section to obtain a KYP-like lemma for SISO descriptor systems (Muller 2000; Yang et al. 2007; Schroeder and Stykel 2007) . For convenience, we recall the classical KYP lemma for SISO systems. There are many extensions of this lemma (e.g. relaxing the observability/ controllability assumption) and the following arguments can be modified to obtain a relaxed version of these for descriptor systems of the form that we have considered in this article.
SPR of a transfer function matrix and the existence of quadratic Lyapunov functions are closely related. The precise relationship is given by the KYP lemma (Kalman 1963) . Roughly speaking, the Meyer version of the KYP lemma can be stated as follows. Let A 2 R nÂn be a Hurwitz matrix. Let b 2 R nÂ1 , c T 22 R 1Ân and d be a non-negative scalar. Let ðA, bÞ, ðA, cÞ be controllable and observable pairs, respectively. Then, there exists a positive definite matrix P ¼ P T 2 R nÂn , P 4 0 such that (Boyd et al. 1994) :
An important alternative statement of the KYP lemma for SISO systems (b, c vectors) is that SPR of Hð j!Þ is equivalent to the existence of P ¼ P T 4 0 satisfying either:
Using Theorem 1 or Theorem 3, we have
Condition 1 is satisfied.
Condition 2
Condition 2 is satisfied. Alternatively, by Corollary 1, detðsE À AÞ ¼ 21s þ 1. Thus Condition 2 is satisfied.
Condition 3 is satisfied.
Hence the system in Example 1 is SPR. Using Theorem 3 (ii), n À p ¼ 2 À 1 ¼ 1, thus the system is also ESPR.
Alternatively, using Theorem 2,
which ensures again that the system is ESPR. Thus, the eigenvalues of the matrix product EA À1 EM À1 are s ¼ 0 and s ¼ þ21=13, which leads to the conclusion that the system in Example 3 is SPR.
Also, since n À p ¼ 2 À 1 ¼ 1, and there is exactly one zero eigenvalue, the system is also ESPR. The given system is not ESPR because However, the system is KYP -SPR and a Lyapunov function can be found for the descriptor system as:
has no real negative eigenvalues and has exactly n À p þ 1 zero eigenvalues. Hence the system is KYP-SPR.
Conclusion
In this article, we have considered SISO descriptor systems that are strict positive real. Three types of SPR were considered; finite frequency SPR; extended SPR and a notion of SPR that is consistent with the KYP lemma for regular systems. In each case simple and easy-to-check spectral conditions are given that are both necessary and sufficient for SPR. Finally, a new KYP-like lemma for SISO descriptor systems is given and this result is then used to obtain a solution to the stability problem for a class of switched descriptor systems. Future research will focus on extending our results to the MIMO case and to the case of uncertain descriptor systems.
