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Abstract
Reaction-diffusion equations are often used in epidemiological models. In this pa-
per we generalize the algorithm of Meerschaert and Tadjeran for fractional advection-
dispersion flow equations to a coupled system of fractional reaction-diffusion like
equation which arise from vector bourne disease modeling.
1 Introduction
The modeling and understanding of infectious diseases is for many decades an object
of intensive study. Going back to the classical SIR model from Kermack and McK-
endrick [1] which describes the time evolution of the number of susceptible (S), infected
(I) and recovered (R) individuals by a system of ordinary differential equations various
refinements were developed and extended exhaustively in the last 90 years. Among those
extensions are the introduction of new compartments e.g. to model vector-borne diseases
such as Dengue or malaria, as well as more involved deterministic and stochastic models,
see e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Spatial disease spread can be modeled either
in a discrete or continuous way. Popular space-discrete models are the metapopulation
approach [14, 15, 16] and for Dengue recently [17, 18], Cellular automata [19, 20],
epidemic spatial networks [21, 22, 23, 24], and lattice epidemic models [25, 26]. For
space-continuous models integro-differential equation epidemic models [27, 29] and dif-
fusion epidemic models [30, 31, 32], are studied. In the last 10 years numerous fractional
epidemic models [33, 34, 35, 36] were established. A distinct feature of fractional deriva-
tives is the capability to model long-range interactions. In a popular model, the second
derivative in a classical diffusion model is substituted by α- order derivative.
In this article, a fractional diffusion model is derived from the SIRUV compartmen-
tal model with migration. To simulate this equation numerically we adapt the Alter-
nating Directions Implicit (ADI) scheme with a Crank-Nicholson discretization to the
1
fractional case. For this purpose a shifted version of the typical Gru¨nwald-Letnikov fi-
nite difference approximation is used. The ADI method joined together with a fractional
Crank-Nicholson scheme for fractional diffusion examples was already implemented by
Meerschaert et. al. [37, 38, 39, 40]. The novelty of this article is that it is generalized to
a system of coupled fractional reaction-diffusion equations. For this we derive the ADI
splits with the corresponding Gru¨nwald-Letnikov operators. A numerical scenario and
a comparison with the classical diffusion case for Dirichlet boundary conditions can be
found at the end of the article.
2 Model Definition
In this article, the system of ordinary differential equations (ODEs) for SIV model is
taken derive the fractional model. Instead of using the system of equations for SIRUV
model as in [41], a reduced form is used by using the simplification R(t) = N−S(t)−I(t)
and U(t) =M −V (t) is given by the system of equations (1). The corresponding system
of ODEs is given as follows:
dS(t)
dt
= µ · (1− S(t))− β · S(t) · V (t) = gS
dI(t)
dt
= β · S(t) · V (t)− (µ+ γ) · I(t) = gI
dV (t)
dt
= ϑ · (1− V (t)) · I(t)− ν · V (t) = gV
(1)
where β and ϑ are the infection rate from vectors to hosts and hosts to vectors respec-
tively. The recovery rate from the compartment I is given by γ. The birth and death
rates of the hosts are equal and denoted by µ in order to maintain constant population
size. Similarly, a constant population of vectors is maintained by assuming that birth
and death rates ν of the vectors to be equal. The initial conditions are given by S(0),
I(0) and V (0) for the corresponding compartments.
The susceptible and infected individuals are spatially distributed, where S(x, y, t),
I(x, y, t) and V (x, y, t) represent the three state variables for the compartments. The
initial conditions are given by the notations S(x, y, t0), I(x, y, t0) and V (x, y, t0). The
two-dimensional spatial variables are denoted by x and y. Model (1) is redefined and
can be written in a form of a reaction-diffusion model as follows:
∂S(x, y, t)
∂t
= gS + a
S
{
∂2S(x, y, t)
∂x2
}
+ bS
{
∂2S(x, y, t)
∂y2
}
∂I(x, y, t)
∂t
= gI + a
I
{
∂2I(x, y, t)
∂x2
}
+ bI
{
∂2I(x, y, t)
∂y2
}
∂V (x, y, t)
∂t
= gV + a
V
{
∂2V (x, y, t)
∂x2
}
+ bV
{
∂2V (x, y, t)
∂y2
}
(2)
2
on a finite rectangular domain xL < x < xH and yL < y < yH . The fractional orders
are given by 1 < α1 ≤ 2 and 1 < α2 ≤ 2. Dirichlet boundary conditions are used on the
boundary xL ≤ x ≤ xH and yL ≤ y ≤ yH :
S(x = xL, y, t) = S(x = xR, y, t) = S(x, y = yL, t) = S(x, y = yR, t) = 0
I(x = xL, y, t) = I(x = xR, y, t) = I(x, y = yL, t) = I(x, y = yR, t) = 0
V (x = xL, y, t) = V (x = xR, y, t) = V (x, y = yL, t) = V (x, y = yR, t) = 0.
The fractional derivatives of the previous equations are replaced by two-sided fractional
derivatives and hence, the two-sided fractional diffusion SIV -model yields,
∂S(x, y, t)
∂t
= gS + a
S
{
(1− r1)
∂α1S(x, y, t)
∂(−x)α1
+ r1
∂α1S(x, y, t)
∂xα1
}
+ bS
{
(1− r2)
∂α2S(x, y, t)
∂(−y)α2
+ r2
∂α2S(x, y, t)
∂yα2
}
∂I(x, y, t)
∂t
= gI + a
I
{
(1− r1)
∂α1I(x, y, t)
∂(−x)α1
+ r1
∂α1I(x, y, t)
∂xα1
}
+ bI
{
(1− r2)
∂α2I(x, y, t)
∂(−y)α2
+ r2
∂α2I(x, y, t)
∂yα2
}
∂V (x, y, t)
∂t
= gV + a
V
{
(1− r1)
∂α1V (x, y, t)
∂(−x)α1
+ r1
∂α1V (x, y, t)
∂xα1
}
+ bV
{
(1− r2)
∂α2V (x, y, t)
∂(−y)α2
+ r2
∂α2V (x, y, t)
∂yα2
}
, (3)
with weights r1, r2 ∈ [0, 1], where
∂αiF (x, y, t)
∂(−x)αi
and
∂αiF (x, y, t)
∂(−y)αi
denote the negative
(right) fractional derivatives.
3 Numerical Scheme
A Crank-Nicholson type system of finite difference equations can be obtained by sub-
stituting the shifted Gru¨nwald into the differential equation centered at time tn+1/2 =
1
2
(tn+1 + tn).
Sn+1i,j − S
n
i,j = −∆t
{
µ− µS
n+1/2
i,j − βS
n+1/2
i,j V
n+1/2
i,j
}
+
∆t
2
{
(1− r1)(δ
S−
α1xS
n+1
i,j + δ
S−
α1xS
n
i,j) + r1(δ
S+
α1xS
n+1
i,j + δ
S+
α1xS
n
i,j)
}
+
∆t
2
{
(1− r2)(δ
S−
α2yS
n+1
i,j + δ
S−
α2yS
n
i,j) + r2(δ
S+
α2yS
n+1
i,j + δ
S+
α2yS
n
i,j)
}
In+1i,j − I
n
i,j = ∆t
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ+ γ)I
n+1/2
i,j
}
3
+
∆t
2
{
(1− r1)(δ
I−
α1xI
n+1
i,j + δ
I−
α1xI
n
i,j) + r1(δ
I+
α1xI
n+1
i,j + δ
I+
α1xI
n
i,j)
}
+
∆t
2
{
(1− r2)(δ
I−
α2yI
n+1
i,j + δ
I−
α2yI
n
i,j) + r2(δ
I+
α2yI
n+1
i,j + δ
I+
α2yI
n
i,j)
}
(4)
V n+1i,j − V
n
i,j = ∆t
{
ϑI
n+1/2
i,j − ϑV
n+1/2
i,j I
n+1/2
i,j − νV
n+1/2
i,j
}
+
∆t
2
{
(1− r1)(δ
V −
α1xV
n+1
i,j + δ
V −
α1xV
n
i,j) + r1(δ
V +
α1xV
n+1
i,j + δ
V +
α1xV
n
i,j)
}
+
∆t
2
{
(1− r2)(δ
V −
α2yV
n+1
i,j + δ
V −
α2yV
n
i,j) + r2(δ
V +
α2yV
n+1
i,j + δ
V +
α2yV
n
i,j)
}
After rearranging the terms, the previous equation can be written in the operator
notations as (5):
(1−
∆t
2
{(1− r1)δ
S−
α1x + r1δ
S+
α1x} −
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n+1
i,j
= (1 +
∆t
2
{(1− r1)δ
S−
α1x + r1δ
S+
α1x}+
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n
i,j
−∆t
{
µ− µS
n+1/2
i,j − βS
n+1/2
i,j V
n+1/2
i,j
}
(1−
∆t
2
{(1− r1)δ
I−
α1x + r1δ
I+
α1x} −
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n+1
i,j
= (1 +
∆t
2
{(1 − r1)δ
I−
α1x + r1δ
I+
α1x}+
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n
i,j
+∆t
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ + γ)I
n+1/2
i,j
}
(1−
∆t
2
{(1− r1)δ
V −
α1x + r1δ
V +
α1x} −
∆t
2
{(1− r2)δ
V −
α2y + r2δ
V +
α2y})V
n+1
i,j
= (1 +
∆t
2
{(1− r1)δ
V −
α1x + r1δ
V +
α1x}+
∆t
2
{(1 − r2)δ
V −
α2y + r2δ
V +
α2y})V
n
i,j
+∆t
{
ϑI
n+1/2
i,j − ϑV
n+1/2
i,j I
n+1/2
i,j − νV
n+1/2
i,j
}
(5)
Multi-dimensional diffusion equations are often solved with alternating directions im-
plicit methods (ADI), where splitting is used to significantly reduce the computational
work [42]. These techniques use a perturbation of Equation (5) in order to derive schemes
that requires only the implicit numerical solution in one direction where the other spatial
direction is computed iteratively. We obtain the equations
for S,
(1−
∆t
2
{(1− r1)δ
S−
α1x + r1δ
S+
α1x})(1 −
∆t
2
{(1 − r2)δ
S−
α2y + r2δ
S+
α2y})S
n+1
i,j
= (1 +
∆t
2
{(1 − r1)δ
S−
α1x + r1δ
S+
α1x}(1 +
∆t
2
{(1 − r2)δ
S−
α2y + r2δ
S+
α2y})S
n
i,j
−∆t
{
µ− µS
n+1/2
i,j − βS
n+1/2
i,j V
n+1/2
i,j
}
,
(6)
4
for I,
(1−
∆t
2
{(1− r1)δ
I−
α1x + r1δ
I+
α1x})(1 −
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n+1
i,j
= (1 +
∆t
2
{(1− r1)δ
I−
α1x + r1δ
I+
α1x})(1 +
∆t
2
{(1 − r2)δ
I−
α2y + r2δ
I+
α2y})I
n
i,j
+∆t
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ+ γ)I
n+1/2
i,j
}
,
(7)
for V ,
(1−
∆t
2
{(1− r1)δ
V −
α1x + r1δ
V +
α1x})(1 −
∆t
2
{(1 − r2)δ
V −
α2y + r2δ
I+
α2y})V
n+1
i,j
= (1 +
∆t
2
{(1 − r1)δ
V −
α1x + r1δ
V +
α1x})(1 +
∆t
2
{(1− r2)δ
V −
α2y + r2δ
I+
α2y})V
n
i,j
+∆t
{
ϑI
n+1/2
i,j − ϑV
n+1/2
i,j I
n+1/2
i,j − νV
n+1/2
i,j .
}
.
(8)
The equations (6), (7) and (8) form Peaceman-Rachford type matrix equations defining
ADI method. This can be split as follows:
for S,
(1−
∆t
2
{(1 − r1)δ
S−
α1x + r1δ
S+
α1x})S
∗
i,j = (1 +
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n
i,j
−
∆t
2
{
µ− µS
n+1/2
i,j − βS
n+1/2
i,j V
n+1/2
i,j
} (9)
(1−
∆t
2
{(1 − r2)δ
S−
α2y + r2δ
S+
α2y})S
n+1
i,j = (1 +
∆t
2
{(1 − r1)δ
S−
α1x + r1δ
S+
α1x})S
∗
i,j
−
∆t
2
{
µ− µS
n+1/2
i,j − βS
n+1/2
i,j V
n+1/2
i,j
} (10)
for I,
(1−
∆t
2
{(1 − r1)δ
I−
α1x + r1δ
I+
α1x})I
∗
i,j = (1 +
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n
i,j
+
∆t
2
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ+ γ)I
n+1/2
i,j
} (11)
(1−
∆t
2
{(1 − r2)δ
I−
α2y + r2δ
I+
α2y})I
n+1
i,j = (1 +
∆t
2
{(1 − r1)δ
I−
α1x + r1δ
I+
α1x})I
∗
i,j
+
∆t
2
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ+ γ)I
n+1/2
i,j
}
.
(12)
for V ,
(1−
∆t
2
{(1 − r1)δ
V −
α1x + r1δ
V +
α1x})V
∗
i,j = (1 +
∆t
2
{(1− r2)δ
V −
α2y + r2δ
I+
α2y})V
n
i,j
+
∆t
2
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ+ γ)I
n+1/2
i,j
} (13)
5
(1−
∆t
2
{(1 − r2)δ
I−
α2y + r2δ
I+
α2y})I
n+1
i,j = (1 +
∆t
2
{(1 − r1)δ
I−
α1x + r1δ
I+
α1x})I
∗
i,j
+
∆t
2
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ+ γ)I
n+1/2
i,j
}
.
(14)
To observe this multiply (9), (11) and (13) by (1 +
∆t
2
((1 − r1)δ
−
α1x + r1δ
+
α1x)) on both
sides and then multiply (10), (12) and (14) by (1 −
∆t
2
((1− r1)δ
−
α1x + r1δ
+
α1x)) on both
sides to obtain the Equations (6), (7) and (8). Equations(9), (10), (11), (12), (13) and
(14) calculates intermediate solutions S∗i,j, I
∗
i,j and V
∗
i,j in order to develop the numerical
solutions to S, I and V at time step n to the numerical solution Sn+1i,j , I
n+1
i,j and V
n+1
i,j
at time tn+1.
The algorithm of ADI splitting method [37] to solve the SIV -fractional diffusion
model is given by:
Algorithm 1 ADI Scheme
1: In order to acquire the intermediate solution slice S∗i,j, I
∗
i,j and V
∗
i,j , a set of Nx − 1
equations at the points xi, where, i = 1, 2, ..., Nx−1 defined by equation (9) and (11)
are solved initially on each fixed horizontal slice y = yk where k = 1, 2, ..., Ny − 1.
2: In addition, by alternating the spatial direction on every fixed verticle slice x = xk
(k = 1, 2, ..., Nx − 1) a set of Ny − 1 equations are solved at the points yj where
j = 1, 2, ..., Ny − 1 defined by the equations (10) and (12) in order to obtain the
solution for Sn+1k,j , I
n+1
k,j and V
n+1
k,j at time n+ 1.
The shifted Gru¨nwald operators used in this model yield
δS
−
α1,xS
n
i,j =
(aSij)
(∆x)α1
Nx−i+1∑
k=0
gα1,k · S
n
i+k−1,j δ
S+
α1,xS
n
i,j =
(aSij)n
(∆x)α1
i+1∑
k=0
gα1,k · S
n
i−k+1,j
δS
−
α2,yS
n
i,j =
(bSij)
(∆y)α2
Ny−j+1∑
k=0
gα2,k · S
n
i,j+k−1 δ
S+
α2,yS
n
i,j =
(bSij)
(∆y)α2
j+1∑
k=0
gα2,k · S
n
i,j−k+1
δI
−
α1,xI
n
i,j =
(aIij)
(∆x)α1
Nx−i+1∑
k=0
gα1,k · I
n
i+k−1,j δ
I+
α1,xI
n
i,j =
(aIij)n
(∆x)α1
i+1∑
k=0
gα1,k · I
n
i−k+1,j
δI
−
α2,yI
n
i,j =
(bIij)
(∆y)α2
Ny−j+1∑
k=0
gα2,k · I
n
i,j+k−1 δ
I+
α2,yI
n
i,j =
(bIij)
(∆y)α2
j+1∑
k=0
gα2,k · I
n
i,j−k+1
δV
−
α1,xV
n
i,j =
(aVij)
(∆x)α1
Nx−i+1∑
k=0
gα1,k · V
n
i+k−1,j δ
V +
α1,xV
n
i,j =
(aVij)n
(∆x)α1
i+1∑
k=0
gα1,k · V
n
i−k+1,j
δV
−
α2,yV
n
i,j =
(bVij)
(∆y)α2
Ny−j+1∑
k=0
gα2,k · V
n
i,j+k−1 δ
V+
α2,yV
n
i,j =
(bVij)
(∆y)α2
j+1∑
k=0
gα2,k · V
n
i,j−k+1 (15)
6
Analogously finite difference schemes for the S, I and V compartments are obtained
by substituting the shifted Gru¨nwald operator into the equations from before. The
corresponding ADI scheme reads:
(i). ADI split I:
S∗i,j − r1D
S
ij
i+1∑
k=0
gα1,k · S
∗
i−k+1,j − (1− r1)D
S
ij
Nx−i+1∑
k=0
gα1,k · S
∗
i+k−1,j
= Sni,j + r2E
S
ij
j+1∑
k=0
gα2,k · S
n
i,j−k+1 + (1− r2)E
S
ij
Ny−j+1∑
k=0
gα2,k · S
n
i,j+k−1
+−
∆t
2
{
µ− βS
n+1/2
i,j V
n+1/2
i,j − µS
n+1/2
i,j
}
,
I∗i,j − r1D
I
ij
i+1∑
k=0
gα1,k · I
∗
i−k+1,j − (1− r1)D
I
ij
Nx−i+1∑
k=0
gα1,k · I
∗
i+k−1,j
= Ini,j + r2E
I
ij
j+1∑
k=0
gα2,k · I
n
i,j−k+1 + (1− r2)E
I
ij
Ny−j+1∑
k=0
gα2,k · I
n
i,j+k−1
+
∆t
2
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ+ γ)I
n+1/2
i,j
}
,
V ∗i,j − r1D
V
ij
i+1∑
k=0
gα1,k · V
∗
i−k+1,j − (1− r1)D
V
ij
Nx−i+1∑
k=0
gα1,k · V
∗
i+k−1,j
= V ni,j + r2E
V
ij
j+1∑
k=0
gα2,k · V
n
i,j−k+1 + (1− r2)E
V
ij
Ny−j+1∑
k=0
gα2,k · V
n
i,j+k−1
+
∆t
2
{
ϑ(1− V
n+1/2
i,j )I
n+1/2
i,j − νV
n+1/2
i,j
}
,
where DXij =
∆taXij
2(∆x)α1
, and EXij =
∆tbXij
2(∆y)α2
. X represents the compartments S, I
and V .
(ii). ADI split II:
7
Sn+1i,j − r2E
S
ij
j+1∑
k=0
gα2,k · S
n+1
i,j−k+1 − (1− r2)E
S
ij
Ny−j+1∑
k=0
gα2,k · S
n+1
i,j+k−1
= S∗i,j + r1D
S
ij
i+1∑
k=0
gα1,k · S
∗
i−k+1,j + (1− r1)D
S
ij
Nx−i+1∑
k=0
gα1,k · S
∗
i+k−1,j
−
∆t
2
{
µ− βS
n+1/2
i,j V
n+1/2
i,j − µS
n+1/2
i,j
}
In+1i,j − r2E
I
ij
j+1∑
k=0
gα2,k · I
n+1
i,j−k+1 − (1− r2)E
I
ij
Ny−j+1∑
k=0
gα2,k · I
n+1
i,j+k−1
= I∗i,j + r1D
I
ij
i+1∑
k=0
gα1,k · I
∗
i−k+1,j + (1− r1)D
I
ij
Nx−i+1∑
k=0
gα1,k · I
∗
i+k−1,j
−
∆t
2
{
βS
n+1/2
i,j V
n+1/2
i,j − (µ+ γ)I
n+1/2
i,j
}
V n+1i,j − r2E
V
ij
j+1∑
k=0
gα2,k · V
n+1
i,j−k+1 − (1− r2)E
V
ij
Ny−j+1∑
k=0
gα2,k · V
n+1
i,j+k−1
= V ∗i,j + r1D
V
ij
i+1∑
k=0
gα1,k · V
∗
i−k+1,j + (1− r1)D
V
ij
Nx−i+1∑
k=0
gα1,k · V
∗
i+k−1,j
−
∆t
2
{
ϑ(1− V
n+1/2
i,j )I
n+1/2
i,j − νV
n+1/2
i,j
}
Before solving the system of equations defined by ADI split I and ADI split II, the
intermediate solutions S∗ij, I
∗
ij and V
∗
ij must be treated with care on the boundary in
order to preserve the consistency of the set of equations defined by (9), (10), (11), (12),
(13) and (14) with (6), (7) and (8). By subtracting (10) from (9), (12) from (11) and
(14) from (13) we obtain,
(1−
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n+1
i,j +(1+
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n
i,j = 2S
∗
i,j (16)
(1−
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n+1
i,j + (1 +
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n
i,j = 2I
∗
i,j (17)
(1−
∆t
2
{(1− r2)δ
V −
α2y + r2δ
V +
α2y})V
n+1
i,j +(1+
∆t
2
{(1− r2)δ
V −
α2y + r2δ
V +
α2y})V
n
i,j = 2V
∗
i,j (18)
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The boundary conditions for the intermediate solutions S∗ij , I
∗
ij and V
∗
ij ( i.e. , i =
0 or i = Nx for j = 1, ..., Ny − 1 ) required to solve the set of equations (6), (7)
and (8) are of the form
2S∗0,j = (1−
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n+1
0,j + (1 +
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n
0,j
2S∗Nx,j = (1−
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n+1
Nx,j
+ (1 +
∆t
2
{(1− r2)δ
S−
α2y + r2δ
S+
α2y})S
n
Nx,j
(19)
2I∗0,j = (1−
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n+1
0,j + (1 +
∆t
2
{(1 − r2)δ
I−
α2y + r2δ
I+
α2y})I
n
0,j
2I∗Nx,j = (1−
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n+1
Nx,j
+ (1 +
∆t
2
{(1− r2)δ
I−
α2y + r2δ
I+
α2y})I
n
Nx,j .
(20)
2V ∗0,j = (1−
∆t
2
{(1 − r2)δ
V −
α2y + r2δ
V +
α2y})V
n+1
0,j + (1 +
∆t
2
{(1 − r2)δ
V −
α2y + r2δ
V +
α2y})V
n
0,j
2V ∗Nx,j = (1−
∆t
2
{(1 − r2)δ
V −
α2y + r2δ
V +
α2y})V
n+1
Nx,j
+ (1 +
∆t
2
{(1 − r2)δ
V −
α2y + r2δ
V +
α2y})V
n
Nx,j.
(21)
Dirichlet boundary conditions are used and hence, S∗0,j, S
∗
Nx,j
, I∗0,j , I
∗
Nx,j
, V ∗0,j and V
∗
Nx,j
becomes zero. The numerical solutions acquired by using the ADI-CN scheme for the
fractional diffusion SIV -model is given by (3) are shown below. To see the diffusion of
the infection the following set of initial conditions are used,
I(0) =
{
0.1 mid point of the finite grid
0 elsewhere
(22)
S(0) =
{
0.9 mid point of the finite grid
1 elsewhere
(23)
V (0) =
{
0 everywhere (24)
In this paper Dirichlet boundary conditions are of interest. Dirichlet conditions for both
the S and I compartments on the rectangular region xL ≤ x ≤ xH and yL ≤ y ≤ yH are
of the form:
S(0, y, t) = S(1, y, t) = S(x, 0, t) = S(x, 1, t) = 0
I(0, y, t) = I(1, y, t) = I(x, 0, t) = I(x, 1, t) = 0 (25)
V (0, y, t) = V (1, y, t) = V (x, 0, t) = V (x, 1, t) = 0.
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The corresponding numerical solutions of the fractional diffusion SIV -model is com-
pared with the classical diffusion SIV -model. Figure 1 and Figure 2 shows the results
of the hosts and vectors corresponding to the fractional-order 1.2 compared with the
corresponding classical case.
(a) t= 0 days (b) t= 60 days (c) t= 120 days (d) t= 180 days
(e) t= 0 days (f) t= 60 days (g) t= 120 days (h) t= 180 days
Figure 1: Spread of the infected hosts I by Fractional Diffusion SIV -model where α =
1.2. and the classical model in the host compartment.
(a) t= 0 days (b) t= 60 days (c) t= 120 days (d) t= 180 days
(e) t= 0 days (f) t= 60 days (g) t= 120 days (h) t= 180 days
Figure 2: Spread of the infected vectors V by Fractional Diffusion SIV -model where
α = 1.2. and the classical model in the host compartment.
It can be seen that the spread of the classical diffusion is slower than that of the
fractional diffusion. Hence, numerical results corresponding to the fractional model
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shows an anomalous diffusion which can be seen in the infected hosts.
4 Conclusion
In this article, the reaction-diffusion SIV partial differential equation model is derived
by using the multi-patch system with the long term movements of the individuals. Fur-
ther, here we introduce a model corresponding to the reaction-diffusion approach to
the existing SIV -epidemic model. The second derivative of the consistent classical
reaction-diffusion equations is substituted by using the α order fractional derivatives
in the respective space derivatives. The model is simulated using the alternating di-
rections implicit (ADI) scheme with a Crank-Nicholson discretization. The numerical
results are compared with the results attained by the classical reaction-diffusion system.
The results illustrate a anomalous diffusive behaviour compared to the classical diffusion
approach.
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