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A GRAPH-THEORETIC APPROACH FOR COMPARING
DIMENSIONS OF COMPONENTS IN SIMPLY-GRADED
ALGEBRAS
YUVAL GINOSAR AND OFIR SCHNABEL
Abstract. Any simple group-grading of a finite dimensional complex algebra
induces a natural family of digraphs. We prove that |E ◦Eop ∪Eop ◦E| ≥ |E|
for any digraph Γ = (V, E) without parallel edges, and deduce that for any
simple group-grading, the dimension of the trivial component is maximal.
1. Introduction
Let Γ = (V,E) be a finite digraph, where V = {v1, v2, . . . , vn}. Set
D−(vi) = {vj ∈ V |(vj , vi) ∈ E}, D
+(vi) = {vj ∈ V |(vi, vj) ∈ E}.
Two vertices vi, vj ∈ V are mutually neighbored if
D−(vi) ∩D
−(vj) 6= ∅ or D
+(vi) ∩D
+(vj) 6= ∅.
Let
T (Γ) = E ◦ Eop ∪ Eop ◦ E = {(vi, vj)|vi, vj are mutually neighbored}.
For simplicity, we sometimes abuse notation and consider
T (Γ) = {(i, j)|vi, vj are mutually neighbored}.
Theorem A. For any finite digraph without parallel edges Γ = (V,E),
|T (Γ)| ≥ |E|.
A consequence of Theorem A is an estimation of the dimension of the homoge-
neous components in simple group-graded algebras. A grading of an algebra Λ by
a group G is a vector space decomposition
(1) Λ =
⊕
g∈G
Λg
such that ΛgΛh ⊆ Λgh. An algebra Λ isG-simple with respect to a group grading (1)
if it admits no non-trivial graded ideals. We prove the following theorem, which is
implicit in [1].
Theorem B. Let Λ be a complex G-simple algebra with respect to the grading (1).
Denote the trivial element of G by e. Then dimC(Λe) ≥dimC(Λg) for any g ∈ G.
Theorem A is proven in §2. In §3 we associate a natural digraph to any simple
grading of a complex algebra using a classification theorem due to Bahturin, Sehgal
and Zaicev. Then, using Theorem A we prove Theorem B.
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2. Proof of Theorem A
Let V = {v1, v2, . . . , vn}. Obviously, we may assume that Γ has no isolated
vertices. In particular, we may assume that (i, i) ∈ T (Γ) for any 1 ≤ i ≤ n.
Another assumption we can adopt is that Γ admits no loops. Indeed, for every
loop (vi, vi) ∈ E, the condition that either (vi, vj) ∈ E or (vj , vi) ∈ E says that
vi ∈ D−(vi) ∩D−(vj) or vi ∈ D+(vi) ∩ D+(vj) respectively, which is the same as
saying that both (i, j), (j, i) ∈ T (Γ). Hence the number of ordered pairs that vi
contributes to T (Γ) is at least as the number of edges that this vertex contributes
to E.
The theorem is clear for |V | = 1, 2. We proceed by induction on the number of
vertices in Γ. Assume that the theorem holds for digraphs with |V | ≤ n − 1. Let
Γ = (V,E) where |V | = n. We distinguish between the Eulerian and the non-
Eulerian cases:
Γ is Eulerian.
For every 1 ≤ i ≤ n denote by ri = |D−(vi)| = |D+(vi)|. Let k be the length of
a shortest directed cycle in Γ. Without loss of generality we may assume that the
vertices in the cycle are {vi}1≤i≤k, such that vi ∈ D−(vi+1) for 1 ≤ i < k and
vk ∈ D
−(v1). By minimality of the length of the cycle, if i 6≡ j + 1(mod k), then
vj 6∈ D−(vi). Again we distinguish between two different cases.
Case 1: Assume that for any 1 ≤ i 6= j ≤ k the ordered pair (i, j) 6∈ T (Γ). By
removing the vertices v1, v2, . . . , vk as well as their corresponding edges we get a
new graph Γp = (V p, Ep) with n − k vertices, which satisfies the theorem by the
induction assumption. That is,
(2) |T (Γp)| ≥ |Ep|.
The number of edges that were removed is
(3) |E| − |Ep| =
k∑
i=1
2ri − k.
We count the number of ordered pairs that were removed from T (Γ). For 1 ≤ i < k,
let
Ci = {(vi, v)|v ∈ D
−(vi+1)} ∪ {(v, vi)|v ∈ D
−(vi+1)}(⊆ T (Γ)),
and also
Ck = {(vk, v)|v ∈ D
−(v1)} ∪ {(v, vk)|v ∈ D
−(v1)}(⊆ T (Γ)).
In order to compute the cardinality of Ci, for 1 ≤ i < k, every v ∈ D−(vi+1) is
counted twice, except vi itself which is counted only once. This argument, as well
as a similar argument for Ck yields
(4) |Ci| = 2ri+1 − 1, 1 ≤ i < k, |Ck| = 2r1 − 1.
The condition that for 1 ≤ i 6= l ≤ k the ordered pair (i, l) 6∈ T (Γ) ensures that
for i 6= l, Ci ∩ Cl = ∅. Therefore, the number of distinct ordered pairs that were
removed from T (Γ) can be bounded as follows.
(5) |T (Γ)| − |T (Γp)| ≥ |
k⋃
i=1
Ci| =
k∑
i=1
|Ci| =
k∑
i=1
2ri − k.
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By (2), (3), (5) we get
(6) |T (Γ)| ≥ |T (Γp)|+
k∑
i=1
2ri − k ≥ |E
p|+ (|E| − |Ep|) = |E|.
Case 2: Suppose that there exist 1 ≤ i, j ≤ k such that (i, j) ∈ T (Γ). We may
assume that the path from vi to vj is of minimal length such that (i, j) ∈ T (Γ),
and relabel the indices such that i = 1. Let vm be a vertex such that
vm ∈ D
−(v1) ∩D
−(vj) or vm ∈ D
+(v1) ∩D
+(vj).
By the minimality of k, m > k. Assume that vm ∈ D−(v1) ∩ D−(vj) (The proof
for vm ∈ D+(vi) ∩ D+(vj) is similar). Let F := {1, 2, . . . , j} ∪ {m}. By remov-
ing the vertices {vs}s∈F as well as their corresponding edges we get a new graph
Γp = (V p, Ep) with n− j − 1 vertices, which satisfies the theorem by the induction
assumption. That is,
(7) |T (Γp)| ≥ |Ep|.
The number of edges that were removed is
(8) |E| − |Ep| =
j∑
t=1
2rt − (j − 1) + 2rm − 2.
We subtract (j−1), since any edge in the path from v1 to vj is counted twice. Also,
we subtract 2 since the edges (vm, v1), (vm, vj) are counted twice. Next, we count
the number of ordered pairs that were removed from T (Γ). Again, for every i ∈ F
we define the sets Ci. For 1 ≤ i < j
Ci = {(vi, v)|v ∈ D
−(vi+1)} ∪ {(v, vi)|v ∈ D
−(vi+1)}(⊆ T (Γ)),
for m we define
Cm = {(vm, v)|v ∈ D
−(v1)} ∪ {(v, vm)|v ∈ D
−(v1)}(⊆ T (Γ)),
and for j
Cj = {(vj , v)|v ∈ D
+(vm)} ∪ {(v, vj)|v ∈ D
+(vm)}(⊆ T (Γ)).
Similarly to (4) we obtain
|Ci| = 2ri+1 − 1, 1 ≤ i < k, |Cm| = 2r1 − 1, Cj = 2rm − 1.
By the minimality property the above sets are distinct, that is Cl1 ∩ Cl2 = ∅ for
any l1 6= l2 ∈ F. Therefore, the number of distinct ordered pairs that were removed
from T (Γ) can be bounded as follows.
(9) |T (Γ)| − |T (Γp)| ≥ |
⋃
i∈F
Ci| =
∑
i∈F
|Ci| =
j∑
t=1
2rt + 2rm − (j + 1).
By (7), (8), (9) we get
(10) |T (Γ)| ≥ |T (Γp)|+
j∑
t=i
2rt + 2rm − (j + 1) ≥ |E
p|+ (|E| − |Ep|) = |E|.
Γ is non-Eulerian.
First, we show that in this case there exists (vj , vi) ∈ E such that
|D−(vi)| > |D
+(vi)| and |D
−(vj)| ≤ |D
+(vj)|.
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We write V as a disjoint union, V = V1 ∪ V2 where
V1 = {v ∈ V ||D
−(v)| > |D+(v)|}
V2 = {v ∈ V ||D
−(v)| ≤ |D+(v)|}.
By the non-Eulerian property V1 is not empty. Obviously, there must be vj ∈
V2, vi ∈ V1 such that (vj , vi) ∈ E. Let vi, vj be as above and set
|D−(vi)| = i1, |D
+(vi)| = i2, |D
−(vj)| = j1, |D
+(vj)| = j2.
Then
(11) i1 > i2 , j1 ≤ j2.
By removing the vertices vi, vj as well as their corresponding edges we get a new
graph Γp = (V p, Ep) with n−2 vertices, which satisfies the theorem by the induction
assumption. That is,
(12) |T (Γp)| ≥ |Ep|.
Again, let
Cj = {(vj , v)|v ∈ D
−(vi)} ∪ {(v, vj)|v ∈ D
−(vi)}(⊆ T (Γ)),
and
Ci = {(vi, v)|v ∈ D
+(vj)} ∪ {(v, vi)|v ∈ D
+(vj)}(⊆ T (Γ)).
The cardinality of Ci is 2i1− 1, and the cardinality of Cj is 2j2− 1. Since there are
no loops in Γ, then clearly Ci ∩ Cj = ∅. Therefore, the number of distinct ordered
pairs that were removed from T (Γ) can be bounded as follows,
(13) |T (Γ)| − |T (Γp)| ≥ |Ci ∪ Cj | = |Ci|+ |Cj | = 2i1 + 2j2 − 2.
On the other hand, by (11) the number of edges that were removed is bounded as
follows,
(14) |E| − |Ep| = i1 + i2 + j1 + j2 − 1 ≤ 2i1 + 2j2 − 2.
By (12), (13) and (14) we get
|T (Γ)| ≥ |T (Γp)|+ 2i1 + 2j2 − 2 ≥ |E
p|+ (|E| − |Ep|) = |E|. 
For an undirected graph Γ, let
γk = {(i, j)|there exists a path of length k between vi and vj}.
By interpreting an undirected graph as a digraph, Theorem A yields the following
corollary.
Corollary 2.1. Let Γ be a finite undirected graph without parallel edges. Then,
with the above notations,
|γ2| ≥ |γ1|.
Another consequence of Theorem A is as follows. Denote the non-negative real
numbers by R+. For A ∈Mn(R
+), let
Supp(A) = {(i, j) ∈ A|aij 6= 0}.
Any A ∈Mn(R
+) determines a digraph Γ = (V,E) in the following way:
V = {v1, v2, . . . , vn}
(vi, vj) ∈ E ⇔ aij 6= 0.
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Clearly |supp(A)| = |E|. Notice that (AAt +AtA)ij 6= 0 if and only if the vertices
vi, vj are mutually neighbored.
Corollary 2.2. For any A ∈Mn(R+)
|Supp(AAt +AtA)| ≥ |Supp(A)|.
3. gradings
In order to deduce Theorem B from Theorem A we need the following classifi-
cation theorem.
Theorem 3.1. [5, see Theorem 3] Let (1) be a G-simple grading of a complex
algebra Λ. Then there exists an n-tuple (g1, g2, . . . , gn) ∈ Gn and a subgroupH ≤ G,
where dimC(Λ) = n
2 · |H | such that for any g ∈ G
(15) dimC(Λg) = |{(gi, h, gj)|h ∈ H, g
−1
i hgj = g}|.
Simply-graded algebras are vastly investigated, e.g. see [1–8]. Let (1) be a G-
simple grading. Let (g1, g2, . . . , gn) ∈ G
n and H ≤ G be the corresponding n-tuple
and the corresponding subgroup provided by Theorem 3.1. For any g ∈ G we
associate a digraph Γg = (Vg, Eg) in the following way.
Vg = {v1, v2, . . . , vn},
Eg = {(vi, vj)|∃h ∈ H, g
−1
i hgj = g}.
Notice that for any 1 ≤ i, j ≤ n, if
g−1i h1gj = g
−1
i h2gj
then h1 = h2. Therefore, by (15)
(16) dimC(Λg) = |Eg|.
Remark 3.2. [5, Theorem 3] describes a way to decompose any simple G-graded
complex algebra to fine and elementary gradings. This decomposition is not unique.
However, when given a G-simple grading (1), one can show by [2, Proposition 3.1]
and by using the “moves” described in [2, Lemma 1.3] that for any g ∈ G the
associated digraph Γg is determined up to a graph isomorphism.
Proof of Theorem B.
By (16) we need to show that |Ee| ≥ |Eg| for any g ∈ G. Applying Theorem A on
the graph Γg we obtain
(17) |T (Γg)| ≥ |Eg|.
Now, we show that if a pair (i, j) ∈ T (Γg) then (vi, vj) ∈ Ee. Indeed, if there exists
vk ∈ D+(vi)∩D+(vj) (the case where vk ∈ D−(vi)∩D−(vj) is similar), then there
exist h1, h2 such that
(18) g−1i h1gk = g = g
−1
j h2gk.
By (18)
(g−1i h1gk)(g
−1
j h2gk)
−1 = e
and hence (vi, vj) ∈ Ee. As a consequence we get that
(19) |Ee| ≥ |T (Γg)|.
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Therefore, by (17) and (19) we get that for any g ∈ G
|Ee| ≥ |Eg|. 
Remark 3.3. The dimension of the trivial component is not necessary maximal
when the algebra is not simply-graded. For example, consider the natural Z-grading
of a polynomial ring with more the one indeterminate. In this case, the trivial
component is one dimensional, whereas the other components have strictly larger
dimensions.
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