Precomputation of common term co-occurrences has been successfully applied to improve query performance in large scale search engines based on inverted indexes. The results of such precomputations are traditionally stored as additional posting lists in the index. During query evaluation, these precomputed lists are used to reduce the number of query terms, as the results for multiple terms can be accessed through a single precomputed list. In this paper, we expand this paradigm by considering an alternative method for storing term co-occurrences in inverted indexes. For a selected set of terms in the index, we store bitmaps that encode term co-occurrences. A bitmap of size k for term t augments each posting to store the co-occurrences of t with k other terms, across every document in the index. At query evaluation, size k bitmaps can be used to answer queries that involve any of the 2 k combinations of the additional terms. In contrast, a precomputed list, although typically shorter, can only be used to evaluate queries containing all of its terms. We evaluate the bitmaps technique we propose, and the baseline of adding precomputed posting lists and show that they are complementary, as they capture different aspects of the query evaluation cost. We perform an experimental evaluation on the TREC WT10g corpus and show that a hybrid strategy combining both methods significantly lowers the cost of query evaluation compared to each method separately.
INTRODUCTION
Inverted indexes have been successfully deployed to solve scalable retrieval problems where documents are represented as bags of terms. Each term t is associated with a posting list, which encodes the documents that contain t. The cost of query evaluation depends both on the number of query terms and the length of their posting lists. To reduce this cost, previous approaches [16, 18] have used precomputation of common subqueries.
This precomputation is performed in advance, during index construction, and it is then used during query evaluation where multiple query terms are replaced with one composite term. The precomputed combinations are determined based on their frequencies in logs of past usage of the system. Precomputed lists are stored in the index as regular posting lists, and thus their number is limited by the available memory. For example, terms New and York can be substituted with the precomputed list for New York. While this approach has been shown to be successful in reducing the query evaluation time, it is limited by the fact that each additional posting list can only be used for queries containing all of the pre-joined terms. Moreover, given additional available memory, only a limited number of term combinations can be precomputed. We use this precomputation technique as a baseline.
In this paper we introduce a more flexible way to encode term co-occurrence using bitmaps. A bitmap is associated with each posting and encodes co-occurrence of the posting term with a fixed set of other terms, chosen offline at index construction time. Given k bits we can encode the co-occurrence of k different terms with the posting list term in a list with bitmaps. This allows us to use the posting list of a single term to resolve queries involving that term and any of the 2 k combinations of the chosen terms. Had we chosen to represent each of these combinations by a separate posting list, the memory cost, as well as the complexity of picking the right combinations during query evaluation, would have become prohibitive. As they represent many term combinations, bitmaps are triggered more frequently during query evaluation, although this benefit is somewhat offset by the fact that postings lists with bitmaps are typically longer than precomputed lists.
In Figure 1 we present an example to illustrate the intuition behind the use of bitmaps. On the left of the figure we have an index with five posting lists corresponding to the terms New, York, City, Hall and the precomputed list for New York. Each posting list has document identifiers (docids) in sorted order. Besides docids, we represent bitmaps inside the oval. In this example each bitmap is 2 bits long. The terms corresponding to each bit in the bitmap are identified inside the parenthesis. An empty oval denotes no bitmaps for that term. There are two lists with bitmaps in this figure: York and Hall. The postings for term York contain bits for its co-occurrence with terms New and City. If we examine the bitmap for the posting of York in docid 2 we can see that it indicates that document 2 also contains term New but it does not contain term City. This is also apparent by the presence of docid 2 in New's posting list and by its absence in City's posting list.
On the right side of Figure 1 we show a sample query workload using the terms in the index. The index bitmaps have been optimized for this workload. We now provide some intuition on how to chose the terms to be represented in the bitmaps. Examining the workload we notice that the terms New and York co-occur in many of the queries. Thus, it would be beneficial to place a bit for New in York's list or vice versa. Since the posting list of York is shorter, we chose to place a bit for New in York's list. As terms City and Hall are both present in queries involving terms New and York, we can also add a bit for these two. In this example we are limited to bitmaps of size 2, we chose to add a bit for City in York's list. Now the first two queries can be evaluated by accessing only York's posting list. Similar reasoning is used to store the bits for New and City into Hall's posting list.
To contrast bitmaps with precomputed lists, consider again the query New York. This query can be answered either with the precomputed posting list New York or with York's list, which contains a bitmap that encodes co-occurrences of term New. In both cases only one list is accessed. The precomputed list has the advantage of being shorter, as it only contains the documents in the intersection of the lists for New and York. Therefore, using the precomputed list is more efficient as it contains only the docids that belong to the query results. On the other hand, bitmaps are more space efficient and more flexible -York's posting list can be used to answer queries York, New York, York City and New York City, while the precomputed posting list for New York can only be used in two of these cases. In this paper, we show that the bitmaps and precomputed posting lists capture different aspects of the query evaluation cost. These complementary properties lead to improved performance when using both techniques simultaneously.
Contributions
To determine which terms should be listed in the bitmaps of each posting list, we develop a model of the query evaluation cost as a function of the number of query terms and the lengths of the posting lists corresponding to these query terms. This cost model allows us to formulate the problem of selecting bitmap terms for each posting list as an optimization problem. Given a query workload (e.g., from a historical query log) and a memory budget, the goal is to select the optimal set of bitmap terms for all posting lists in the index, so as to minimize the evaluation cost of the workload. The optimization problem is NP-hard, but we show that the cost function is submodular, allowing for efficient approximation [15] .
In this study we focus on the analysis of Boolean evaluation algorithm for conjunctive (AND) queries, which are prevalent in display advertising scenarios [24] . Boolean AND queries are also common in the first phase selection for web search queries, where the first phase results are reranked by machine learning scoring methods. We experimentally evaluate precomputed lists, bitmaps and their combination on the TREC WT10g corpus and a query workload derived from the AOL query log [20] . We show that the two techniques are complementary, as their combination achieves higher latency reduction than each technique individually. Latency reduction ranges from 25% for 3% growth in index size, to 71% for 4-fold index size increase. We also show that both precomputation techniques benefit not only past queries, contained in the workload used for building the index, but also new, previously unseen "long tail" queries.
In summary, the main contributions of this paper are the following.
• We introduce the concept of posting bitmaps as a flexible way to index term co-occurrences.
• We formally define the problem of selecting terms to precompute given a query workload and a memory budget, and propose an efficient solution for it.
• We show that bitmaps and precomputed lists complement each other, and that the combination significantly outperforms each technique individually.
• We present experimental results over the TREC WT10g corpus demonstrating the benefits of the approach in practice.
The rest of the paper is organized as follows. Section 2 contains background on indexing and query evaluation. In Section 3 we model the cost function of query evaluation and discuss the trade off between index size and evaluation time. Section 4 describes the index construction algorithms for bitmaps and precomputed lists, while Section 5 presents the corresponding query evaluation algorithms. Section 6 describes our experimental results. Section 7 reviews the related work. Finally, Section 8 presents our conclusions and future research directions.
PRELIMINARIES

Inverted indexes
Most search engines and information retrieval systems use inverted indexes as their main data structure for full-text indexing [28] . We remark that many modern applications are geared for high-throughput and low-latency scenarios (see, for example, [9, 24] ), and consequently, the index data structures reside in main memory and are not swapped in from disk. There is a considerable body of literature on efficient index construction (e.g. [3, 6, 12, 14, 19, 26, 28] ) and query evaluation (e.g. [7, 17, 26, 28] ) algorithms.
In inverted indexes, the occurrence of a term t within a document d is called a posting. A posting has the form docid, payload , where docid is the document identifier of d and where the payload is used to store arbitrary information about each occurrence of t within d. In this paper, we use part of the payload to store the co-occurrence bitmaps. The set of postings associated with a term t is stored in a posting list.
Each posting list is sorted in increasing order of docid. Often, B-trees [13] or skip lists are used to index the posting lists [12, 19] . This facilitates searching for a particular docid within a posting list, or for the smallest docid in the list greater than a given docid. In this work we use the following basic operations on posting lists: 
Query evaluation strategies
Although both precomputed lists and bitmaps can be used with different query evaluation algorithms, in this paper, we assume conjunctive Boolean queries and the document-at-atime query evaluation model (DAAT) [23] , commonly used in Web search engines. With Boolean queries no extra information, such as term weights, is required in the bitmaps and precomputed lists. In DAAT, the documents that satisfy the query are usually obtained via a join of the posting lists of the query terms. Given a conjunctive query q = t1t2 . . . tn, a search algorithm returns R -the set of docids of all documents that match all terms t1t2 . . . tn.
Let L1, L2, . . . , Ln be the posting lists of terms t1, t2, . . . , tn respectively. A naive algorithm would scan L1, L2, . . . , Ln and return the set of documents that appear in all the lists. Clearly, the naive algorithm accesses n i=1 |Li| postings, where |Li| is the number of postings in Li.
A more efficient algorithm is Max Successor [8] , shown in Algorithm 1. It sorts terms in ascending order of their list lengths and traverses them in parallel. In each iteration, the algorithm checks whether the current candidate document from the shortest list appears in other lists. Instead of scanning over possibly numerous postings in longer lists, this step is implemented by skipping to the first position containing docid greater than or equal to the current candidate. If all lists contain the current candidate, it is added to the result set and the position in the shortest list is advanced by 1. Otherwise, the algorithms advances the shortest list to the following potentially matching document. The algorithm iterates until it reaches the end of one of the lists. The advantage of this algorithm that the number of list accesses is proportional to the length of the shortest list. We use this algorithm as the basis for our analysis and evaluation.
break 10:
EVALUATION TIME VS. INDEX SIZE
Our work trades off the size of the index with the query evaluation speed. Generally, query latency is directly correlated with the number of postings that are accessed during the evaluation of the query. We begin by analyzing the cost of query evaluation as a function of the lengths of the postings lists that are accessed and define an analytic cost function. We then discuss the trade off between the size of the index and query evaluation performance and show that bitmaps and precomputed lists capture different aspects of this trade off.
The cost function
The latency of the Max Successor query evaluation algorithm [8] increases both when the algorithm has to access more lists, and when the lists accessed are themselves longer. Understanding the exact interplay between these two parameters is integral to making principled decisions as to which precomputed lists and bitmaps should be added to the index.
In each iteration of the algorithm the cursor in the shortest list advances by at least 1, and therefore the main loop of the algorithm (line 4) is executed at most |L1| times. For the remaining lists, in each iteration the algorithm advances the cursors to the next relevant docid, skipping other postings along the way (line 6). These skips are significant, as the total number of accesses to a secondary list is sublinear in the length of the list.
With this in mind, we considered the family of functions expressed as:
where G is the sublinear function quantifying the number of accesses to the secondary lists. We validated this cost function experimentally using the TREC WT10g corpus and the AOL query log [20] , measuring the lengths of the accessed postings lists and the evaluation time for each query. Typical implementation of skipping by B-trees or binary search suggests that the function G is logarithmic in shape. To test this hypothesis we considered G(x) to be coming from the parametric family:
The best fit to the data was achieved by setting C1 = 12 and C2 = 1, which yielded an R 2 (R squared correlation coefficient) value of 0.65. Thus, this simple function explains almost 2 /3 of the variation that occurs in the data. For the remainder of the paper, we then fix the cost function for evaluating query q to be:
(12 + log |Li|) .
Optimizing the cost function
We now describe how precomputed lists and bitmaps minimize the two components of the above cost function (1) the shortest list length |L1| and (2) the random access cost 12 + log |Li|. Suppose terms t1 and t2 frequently occur as a subquery and assume |L1| ≤ |L2|.
Using precomputed lists we would store the co-occurrences of t1t2 as a new term t12. The size of t12's list is exactly |L1 ∩ L2| as it contains only the documents in the intersection of these lists. Therefore, precomputed lists reduce not only the number of posting lists accessed during query evaluation, but also the size of these lists, potentially impacting the length of the shortest list in the query. This technique decreases both components of the cost function while increasing the index by |L1 ∩ L2| postings.
In the case of bitmaps, we add a bit to the payload of each posting in L1, where the value of the bit is 1 for postings whose document contains t2 and 0 otherwise. This allows the query evaluation algorithm to avoid accessing L2, cutting the second component of the cost function, 12 + log |L2|. The extra space is a bit for each posting in L1.
To demonstrate the complementary nature of the two precomputation techniques we analyze their applicability to different queries in our evaluation dataset (described in Section 6). For each query of at least two terms we computed the minimum relative intersection size (MRIS) -the relative size of the shortest list resulting from an intersection of two query terms to the shortest list of a single term:
. MRIS captures the potential benefit of adding the optimal precomputed list of two terms for this particular query: the lower the MRIS, the lower evaluation cost can be achieved; and, moreover, the lower is the storage cost of that precomputed list. Figure 2 shows the cumulative distribution function of queries as a function of their MRIS. While the majority of the queries have low MRIS and thus can benefit from precomputed lists, a non-negligible fraction of queries have relatively high MRIS, where precomputed lists are less beneficial. Indeed, in our experimental results we show that the potential benefit of precomputed lists declines sharply with increasing MRIS, while the benefit of bitmaps rises moderately (see Figure 5) .
We note here that adding bitmaps to postings does not prevent delta compression of the docids. Traditionally, for disk based indexes docids are compressed in compact array that is separated from the payload to pack as many docids as feasible in the available memory. Accessing the payload is done only when needed and requires additional I/Os. For in-memory indexing, the access penalty is a lot smaller and both options are applicable: storing the bitmap with the compressed docids, as well as using a separate payload array to store the bitmap. In either option the added cost of accessing the payload is captured by the C1 and C2 constants. Given a typical query workload and additional memory budget, our goal is to find the optimal set of bitmaps and precomputed lists that minimizes the query evaluation cost function based on the given workload.
INDEX CONSTRUCTION
At index construction time, the central question is which bitmaps and precomputed lists should be added to the index to reduce the expected latency under the given query load. In both of these approaches we face a tension between the improvement in latency caused by using precomputed objects (whether bitmaps or precomputed lists) and the extra space required for precomputed results. Moreover, the problem does not decompose nicely, the contribution of a particular precomputation (whether bitmap or precomputed list) depends on the set of bitmaps and precomputed lists already added to the index. We first consider the problems of selecting bitmaps and precomputed lists separately, and then propose a hybrid algorithm for selecting them simultaneously.
Bitmaps
In the case of bitmaps the extra space required for adding a bitmap for term tj to term ti's list is exactly |Li| since every posting in Li grows by one bit. The benefit of the extra bitmap varies. Suppose, for example, that we have terms New, York, and City, with list lengths |LNew| ≥ |LCity| ≥ |L York |, and the queries are New York, City York, and New York City. Consider the benefit of adding a bitmap for term New to City's posting list. In the case that no previous bitmaps exist, this bitmap improves the evaluation of query New York City from |L York |(G(|LNew|) + G(|LCity|)) to |L York |G(|LCity|). However, if the list York already has bits for terms New and City, the extra bitmap provides no additional benefit. In this case the total latency would be |L York | regardless of whether a bit for term New was added to City's list.
This leads us to formulate the bitmap selection problem as follows. Let B be the association matrix where bij = 1 if there is a bit for term tj in list Li's bitmap, and 0 otherwise. For example, we set bCity New = 1 in the example above. Given a set of bitmaps B and a query q, F (B, q) is the latency of evaluating q with the bitmaps indicated by B.
Here we assume q is evaluated using the optimal set of lists and bitmaps minimizing the evaluation cost. Finally, let S denote the total space available for storing extra information and Q = {q1, q2, . . .} the query workload. The problem is then: minimize:
Although the problem looks daunting, the cost function F has extra structure which allows us to find a near optimal solution. Consider the benefit of an extra bitmap, bij, when a previous set B has already been selected. This is exactly F (B∪{bij}, q)−F (B, q). Contrast this with the extra benefit when a larger set,B ⊇ B has already been selected, F (B ∪ {bij}, q) − F (B, q). The cost function defined in Section 3.1 exhibits diminishing returns, that is, the extra benefit of bij can only decrease as other bitmaps are added. More formally, the function is submodular. Lemma 1. Let F be the cost function as above, and B ⊆ B be two sets of bitmaps already selected. Then for any bij,
Since the sum of submodular functions is itself submodular, we know that the objective in the mathematical problem defined above is also submodular. We now appeal to the theory of submodular function maximization subject to a budget constraint. As [15] shows, the simple greedy algorithm achieves a constant factor approximation to the optimum. At every iteration, for every potential bitmap bij, the algorithm computes the ratio of the benefit to the increase in index size:
Then bij with the maximum λij is selected as the next bitmap to be added, and the benefit ratios λij are recomputed.
Lemma 2 ([15]
). The greedy algorithm finds a set B that forms a 1 /2(1 − 1 /e) − approximation to the optimal value of q∈Q F (B, q).
Precomputed lists
The problem and the algorithm for selecting precomputed posting lists is similar in spirit to the one for bitmaps. Given a set of precomputed lists P = {p}ij, where pij is the indicator variable representing whether the results of query titj were precomputed, we denote by F (P, q) the cost of evaluating query q given P . We assume q is evaluated using the optimal set of posting lists minimizing the evaluation cost. Adding an extra precomputed list p to P can obviously only reduce F , but at the cost of storing a new list of size |Li∩Lj|.
Note that although precomputed lists can encode conjunctions of more than two terms, the utility of precomputed lists drops sharply with each new term, as the list requires that all of the terms be present in the query. We found that in the AOL query log (described in Section 6) the 100 most frequent three-term conjunctions appear in only one quarter of the 100 most frequent two-term conjunctions. Moreover, since the number of possible multi-term conjunctions grows exponentially with the number of terms in a query, considering them during index construction and during query evaluation becomes computationally expensive. We thus consider only precomputed lists of two terms that capture most of the benefit of such lists.
We can again describe the optimization problem as follows:
An argument similar to the one in the last section shows that the objective function remains submodular and thus the same submodular function optimization technique described in [15] can be applied to quickly obtain a constant approximation to the optimum solution. Given a set of already selected precomputed lists P , we sort the potential precomputed lists by:
and select the precomputed list pij that maximizes λ ij .
Lemma 3 ([15]).
The greedy algorithm finds a set P that forms a 1 /2(1 − 1 /e) − approximation to the optimal value of q∈Q F (P, q).
Hybrid
Unfortunately, we cannot solve the optimization problem for selecting both bitmaps and precomputed list as above. The difficulty arises from the fact that while precomputed lists can carry bitmaps, we can only add bitmaps to the precomputed lists that are already selected. That is, the benefit of adding a bitmap to a precomputed list increases (becomes positive) after adding that precomputed list, violating submodularity requirement of the greedy algorithm [15] . Since we are not aware of an alternative optimization technique for achieving constant approximation to the optimum solution for such a problem, we resort to a heuristic approach.
One strategy could be to partition the budget between the two methods, and use each of the above two algorithms to first select precomputed lists and then bitmaps (some of which are added to the precomputed lists). However, deciding upon the budget fraction allocated to precomputed lists and to bitmaps may be hard, as the fraction depends on the distribution of the posting list lengths as well as on the query workload.
We thus use a hybrid algorithm that in each step selects a precomputed list or a bitmap that maximizes marginal benefit relative to the precomputed lists and bitmaps selected so far. That is, at each step we select either bij or pij that has the maximum marginal benefit given by Equations 1 and 2. To make the marginal benefit functions λij and λ ij directly comparable, they have to be normalized according on the number of bits used for each bitmap and posting in precomputed lists. Let the number of bits per posting used for a bitmap be β1 (naturally, β1 = 1), and the number of bits per posting in a precomputed list be β2 (β2 is the size of the docid, payload tuple, in our experiments β2 = 32 bits). Then, we divide λij by β1 and λ ij by β2.
QUERY EVALUATION
Given a query q and its matching posting lists our goal is to select a subset L of the lists to use for query evaluation. When there are no precomputed lists or bitmaps present, this algorithm has no choice but to use one list per query term. However, when additional information in the form of bitmaps or precomputed lists is available some lists may not be necessary.
Bitmaps
In the case of bitmaps, we can formally state the problem facing the algorithm as follows. We are given a set of query terms t1, t2, . . . , tn and a set of postings lists associated with each term L1, L2, . . . , Ln. In addition, the algorithm has access to the association matrix B where bij = 1 if there is a bit for term tj in list Li's bitmap. Our goal is to find a subset of the lists that minimizes the query cost, yet covers all of the terms. Formally, let L ⊆ {L1, L2, . . . , Ln} be the set of lists that we will be using for query evaluation. L covers the query q if and only if:
Then the goal is to find L that covers q and minimizes F (B, q). Finding the optimum subset of lists is an NPcomplete problem, which follows via a simple reduction from the set cover problem. We therefore use a greedy algorithm to select the best subset of the lists (Algorithm 2).
Algorithm 2 Query rewrite algorithm using bitmaps 1: Assume that |L1| ≤ |L2| ≤ . . . ≤ |Ln| 2: Unmark terms t1, t2, . . . , tn 3:
Mark ti 8:
for j ← i + 1 to n do 9:
if bij = 1 then 10:
Mark tj 11: return L The algorithm begins with all of the query terms unmarked. It proceeds by examining lists in increasing order of their lengths, since our cost function (Section 3.1) has a monotone dependence on the length of the lists -processing longer lists takes more time. If a given list L is unmarked, it is marked and added to L. The algorithm then checks to see if any of the longer unmarked lists are present in the bitmap of L (and can hence be evaluated using only the information in L). It marks all of the lists that satisfy this condition and continues with the next shortest unmarked list. Although this greedy heuristic carries no formal optimization guarantees, it performed well in practice (see Table 1 ).
Precomputed lists
In the case of precomputed lists, the approach is nearly identical to the one described in the previous section. Our goal is to find the set of lists that minimize the cost function and jointly cover all of the query terms. Algorithm 3 begins with all of the query terms unmarked and examines the posting lists in increasing order of their lengths. If a given list for term ti is unmarked, the algorithm marks it and looks for a precomputed list of term ti and another unmarked term tj. If found, the precomputed list Lij is added to L, otherwise Li is added.
Algorithm 3 Query rewrite algorithm using precomputed lists 1: Assume that |L1| ≤ |L2| ≤ . . . ≤ |Ln| 2: Unmark terms t1, t2, . . . , tn 3:
if pij = 1 ∧ tj is unmarked then 10:
Mark tj 12:
Hybrid
When both bitmaps and precomputed lists are available, we use a hybrid algorithm that first invokes Algorithm 3 to identify precomputed lists and then invokes Algorithm 2 for removing some of these lists that are covered by bitmaps in shorter lists. The rationale for first looking for precomputed lists is the higher potential benefit of identifying a precomputed list that becomes the shortest list for the query, therefore minimizing |L1| (the first component of our cost function defined in Section 3.1).
EXPERIMENTAL RESULTS
We conducted series of experiments to evaluate our algorithms. All experiments were performed on a Linux-based 8-core 1.8GHz server with 16GB memory. Our index construction and retrieval algorithms were implemented as singlethreaded Java applications. We report in memory list access latencies measured after query rewrite and after preloading all posting lists into memory, averaged over several runs. We focus on the evaluation of in memory indexes since the strict requirements of high-throughput and low-latency, combined with the fact that today's commodity server machines have main memory that can exceed the disk capacities of a decade ago, makes disk-based indexes rarer for the large scale applications such as web search [9] or online advertising platforms that are the focus of our work. Although typical indexes are much larger than the memory capacity of a single machine, the indexes are typically divided into many partitions (shard) so that each partition fits into memory. The intent of our experiments is to highlight the benefits of precomputation in a single index partition.
We indexed the TREC WT10g corpus consisting of 1.68 million web pages. We extracted the textual content of the documents and discarded HTML tags. We built an inverted index where each posting contains a docid of four bytes and variable size payload containing bitmaps. Bitmap sizes vary from 0 to 32 bits, rounded up to the next byte boundary. The size for the basic index (with no precomputed lists or bitmaps) was 1.5GB. In our experiments we allowed for precomputation budget of up to three times the index size, which means that our largest index of 6GB (4.5GB occupied by precomputed results) still fits in memory.
The average query latency we measure directly translates to hardware costs of serving a query stream. The average latency of a query over the original index was 2.5 milliseconds. This latency corresponds to 1 on the y-axis in the figures showing query latency.
For query workload, we used the AOL query log [20] . We sorted all queries according to their timestamps and discarded queries containing non-alphanumeric characters, as well as all additional information contained in the log beyond query strings. The resulting 23.6M queries were split into training and testing sets. The training set consists of the first 21M queries from the AOL log, spanning 2.5 months. The testing set is a sample of 50K queries from the remaining 2.6M queries, spanning the following two weeks. The training set was used for creating indexes while the testing set was used for query evaluation.
Using the (properly anonymized) AOL query log has become very common in the research community, despite the controversy surrounding its release and subsequent withdrawal, as it is the largest and the most recent of the publicly available query logs. To make our results reproducible, we have chosen to use the AOL log, and not a proprietary query log.
Bitmaps and precomputed lists
We first examine the effects of each of the two precomputation techniques alone and then study their combination. We allowed for a memory budget equal to the size of 25% of the original index, for precomputed results. We then evaluated the benefit of allocating this budget for (1) bitmaps only, (2) precomputed lists (the baseline), and (3) both bitmaps and precomputed lists using the hybrid algorithm (Section 4.3). The ratio between the average query latency when using the index with precomputed results and the average latency using the original index is depicted in Figure 3 . The figure shows that precomputed lists alone reduce the average query latency by 32% while the bitmaps alone by 41%. A combination of the two techniques achieves an even higher latency reduction of 53%.
We note that the above is not a completely fair comparison, as our algorithm only allows for pairwise intersection lists, while a bitmap may contain information about multiple terms. In order to demonstrate that this is not a limitation, we observe that going from pairwise intersections to triples does not reduce the size of the most frequently accessed lists significantly. The total number of postings in the lists for the top 1000 most frequent bigrams is 173.9 million, whereas the total number of postings in the top 1000 trigram lists is 169.9 million, a reduction of only 2.4%. At the same time, the top 1000 trigram lists cover less than one third of the queries covered by the top 1000 bigram lists. Thus, not allowing for larger intersection lists is not a major limitation. Furthermore, this data suggests that the top trigrams have a significant overlap with each other, and, we find this to be the case. Of the top 1000 trigrams 92.5% share a bigram with at least one other trigram in the list. This is exactly the situation where the bitmap approach is superior to simple intersection lists.
We next evaluate two strategies of allocating the shared memory budget for bitmaps and precomputed lists: (1) allocating a fixed fraction of the memory budget for bitmaps and precomputed lists, first selecting precomputed lists and then bitmaps using algorithms described in sections 4.1 and 4.2; and (2) bitmaps and precomputed lists simultaneously using the hybrid algorithm (Section 4.3) . The ratio between the average query latency when using the index with precomputed results and the average latency using the original index is depicted in Figure 4 . It is evident that the hybrid index construction algorithm successfully finds the optimal allocation without the need to decide on how to partition the memory budget between bitmaps and precomputed lists.
Finally, we use the index constructed using the hybrid algorithm and compare the fraction of queries that benefit from at least one precomputed list or at least one bitmap as a function of query MRIS (defined in Section 3.2). Figure 5 shows that while queries with low MRIS are effectively optimized using precomputed lists, as MRIS increases their effectiveness drops to almost zero. The effectiveness of bitmaps, on the other hand, is independent of the MRIS, thus their marginal benefit (captured by the hybrid algorithm) rises with MRIS.
Memory budget
We next evaluate the marginal benefit of allocating memory for precomputed results using the hybrid algorithm. Figure 6 shows the average query latency as a function of the precomputation budget, from 0% (the original index without precomputation) to 300% (precomputed results occupy 3/4 of the index). The figure shows that allocating as little as 3% of additional memory for precomputed results decreases average query latency by 25%. As the index grows to twice the original size, the latency decreases by almost 2/3. The benefit of further increasing precomputation budget is relatively low.
Note that although we experimented with encoding term co-occurrences with single bits (β1 = 1), the results suggest that using multiple-bit encodings (e.g., to indicate terms proximity or term weights) would yield lower but still favorable index size vs. latency tradeoff. For example, for β1 = 4 (i.e., 4 bits instead of 1), the index size cost of achieving 25% latency decrease would grow by the factor of 4, that is, the index would increase by 12% only.
Coverage of new queries
Many query streams, such as user queries to search engines, follow a "heavy tail" distribution -queries that have never been seen before comprise as much as half of all arriving queries [2] . It is thus important to not overfit the training data. To evaluate the effect of precomputation on long tail queries, we identify all queries in the test set that did not appear in the training set. These queries comprise 46% of our test set. Figure 7 shows the latency of all queries and compares it to that of the long tail queries, with and without precomputation. Note that without precomputation the average latency of long tail queries is lower by 22% than the average latency of all queries, since the posting lists of terms in long tail queries tend to be shorter than average. This could possibly happen due to higher fraction of rare terms (e.g., names, foreign words, misspellings) in these queries. Yet, although the potential benefit from precomputation is lower for the long tail queries, and despite these exact queries did not appear in the training set, precomputation reduces their average latency by 33%.
To further demonstrate that precomputed results do not overfit the training we fix index and examine the average query latency of AOL queries spanning two weeks. Figure  8 shows that the average latency does not change, indicating that in this timeframe, while the query mix might have changed, the common subqueries remain the same and thus there is no degradation in performance. We conclude that for web search query logs, precomputation successfully captures common subqueries submitted in the future.
Query rewrite performance
We next evaluate how well the greedy query rewrite algorithm performs compared to the optimal algorithm. We identify the optimal query rewrite by evaluating our cost function on all possible rewrites given the index and selecting the one with the lowest cost. Table 1 summarizes the results for different precomputation budgets ("Avg. lists" stands for the average number of posting lists used to compute query results). Expectedly, as the precomputation budget increases, the quality of our heuristic approximation goes down, albeit only slightly. Even when half of the index contains precomputed results, the evaluation cost due to heuristic approximation is only two percent higher than with the optimal rewrite. 
Metric
Index construction overhead
While in this work we focus on query evaluation costs, and not on efficient index construction, we report index construction overhead using straightforward batch implementation of the algorithms we describe. We used a single-threaded code that used up to 16G of memory.
Recall that the TREC WT10g corpus we index consists of 1.68 million documents of average length 217 (after discarding non-textual content), corresponding to 365 million postings. Index inversion takes about 50 minutes. For selecting bitmaps, precomputed lists, and the hybrid approach we used the same code that could be configured to implement either approach. For precomputation budget of 25%, the analysis of the query log (21M training queries) and the greedy submodular optimization take about 160 minutes, while adding the selected precomputation lists and bitmaps to the index takes additional 13 minutes. Thus, the total overhead of adding precomputed results to the index is of the same order as the time it takes to construct the standard inverted index. Obviously, for a partitioned index, index construction can be parallelized across partitions.
RELATED WORK
To the best of our knowledge, this is the first work that uses the posting list payloads to encode term co-occurrence. Several other works explored using payloads for different kinds of precomputation. In [25] the authors propose to index phrase queries using a combination of a nextword and a phrase index, achieving significant reduction in the query evaluation latency at the expense of small increase of the index size. In [11] the authors explore the use of the posting payloads to improve processing of phrase queries by using algebraic signatures of the content preceding the current posting. In [27] the authors propose to precompute and store in the index term proximity information, and then use it to speed-up retrieval.
There is an extensive line of works on list intersection techniques, [4, 5, 8, 10] to name a few. These works mainly focus on the worst-case complexity of computing intersections of arbitrary lists. Conversely, in this paper our goal is optimizing query performance for the given index and query workload, exploiting the fact that some lists are more likely to be intersected than the others.
One of the first works that explored the use of precomputed posting lists was done by Long and Suel [18] . They proposed a three-level caching strategy, where the second level consisted of precomputed posting lists of frequently occurring pairs of terms. A similar strategy was also proposed in the context of P2P search [22] . In [16] , the authors show how to use precomputed posting lists together with early termination in order to improve the query performance of information retrieval systems. The contribution of that work is combining these two techniques using rigorous theoretical analysis. In addition, the authors performed empirical tests on the TREC GOV2 data set and on real web queries showing the performance gains of their early termination method.
Several authors have focused on improving top-k query performance through optimized DAAT and TAAT query evaluation algorithms (e.g. [7, 23] ). These algorithms focus on vector space model queries and use upper bounds on term weights to skip posting entries that are guaranteed to not influence query results. Turtle and Flood [23] propose both TAAT and DAAT versions of the max score algorithm. Broder et. al [7] propose the WAND (Weighted AND) DAAT algorithm, which uses upper bounds to reduce the number of full score computations. In [1] weight quantization is used to reduce the evaluation cost at the expense of slight decrease in accuracy.
Another related line of work is the use of fancy lists to improve query performance [17, 21] . Fancy lists are small posting lists that contain the documents with the highest score for each term in the dictionary. In [21] , for instance, a new DAAT algorithm that improves upon the DAAT max score [23] is proposed. This algorithm uses fancy lists to set a better initial threshold for DAAT max score.
CONCLUSIONS
In this paper we introduced the concept of bitmaps for optimizing query evaluation over inverted indexes. Bitmaps allow for a flexible way of storing information about term co-occurrences and complement the traditional approach of precomputed lists. We proposed a greedy procedure for the problem of selecting bitmaps and precomputed lists that is a constant approximation to the optimal algorithm. The analysis of bitmaps and precomputed lists over the TREC WT10g corpus shows that the hybrid approach achieves 25% query performance improvement for 3% growth in index size and 71% for 4-fold index size increase. An interesting future work is exploring the application of bitmaps to non-Boolean top-k retrieval. In this case one needs to store extra information in the bitmaps, such as weights in the case of vector space queries and term positions in the case of phrase queries.
