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1. Introduction
The systematic theory of linear integral equations with totally positive and oscillatory kernels
was developed mainly by Gantmacher and Krein in monograph [4] and by Karlin [8]. The following
definition was given in [4]. The kernel k(t, s) ∈ C[0, 1]2 is called oscillatory, if it satisfies both the
conditions:
(a) for any 0 < t0 < t1 < · · · < tn < 1 and 0 < s0 < s1 < · · · < sn < 1, n = 0, 1, . . . the
inequality
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k
⎛
⎝t0 t1 . . . tn
s0 s1 . . . sn
⎞
⎠  0
is valid;
(b) for any 0 < t0 < t1 < · · · < tn < 1, n = 0, 1, . . . the inequality
k
⎛
⎝t0 t1 . . . tn
t0 t1 . . . tn
⎞
⎠ > 0
is valid.
Such inequalities for the kernel imply remarkable spectral properties of the corresponding linear
integral operator. In particular, its eigenvalues are always simple, distinct and positive and its eigen-
functions oscillate in a definite manner.
The theory of total positivity is widely used for obtaining oscillation theorems for various boundary
value problems. Sometimes it is possible to show, that the Green’s function of a considered differential
equation is an oscillatory kernel. However, a deeper study of ordinary differential equations required
certain generalization of the existing terminology. So, in papers [6,7] devoted to studying boundary-
value problems with quasi-differential operators, Kalafati gives more general definitions of even and
odd oscillatory kernels. The kernel k(t, s) is called even (odd) oscillatory, if (a) and (b) hold for all even
(respectively, odd) values of n.
This generalization allows one to obtain some information about the spectrum of a boundary-value
problem even in cases when the total positivity of the Green’s function of the problem does not take
place.
The aim of this paper is to generalize the concept of even and odd total oscillation, introduced by
Kalafati using the methods of the theory of cones. The authors believe that the developed apparatus
could be useful for a wider class of boundary-value problems. However, in this paper we restrict
ourselves by the simplest finite-dimensional case.
2. Exterior powers of the spaceRn
Firstwe recall somedefinitions andstatementsof theexterior algebra. For apermutation (i1, . . . , ij)
of the set of indices [j] := {1, . . . , j} let
χ(i1, . . . , ij) =
⎧⎪⎪⎨
⎪⎪⎩
1, if the permutation (i1, . . . , ij) is even;
−1, if the permutation is odd
be the signature of this permutation.
Let x1, . . . , xj (2  j  n) be arbitrary vectors in the n-dimensional Euclidean spaceRn. Then the
multilinear functional x1 ∧ · · · ∧ xj : ×j(Rn)′ → R defined by
(x1 ∧ · · · ∧ xj)(f1, . . . , fj) =
∑
(i1,...,ij)
χ(i1, . . . , ij) 〈xi1 , f1〉 · · · 〈xij , fj〉
is called an exterior product of x1, . . . , xj . Here the sum is taken over all permutations (i1, . . . , ij) of
[j], and linear functionals f1, . . . , fn ∈ (Rn)′ are considered as vectors inRn.
The linear span of all the exterior products x1 ∧ · · · ∧ xj , where x1, . . . , xj ∈ Rn is called the jth
exterior power ∧jRn of the space Rn. Then ∧jRn is a finite-dimensional vector space of dimension(
n
j
)
= n!
j!(n−j)! . It is naturally isomorphic toR
(nj). Let us fix an arbitrary basis e1, . . . , en inR
n. Then the
set of all exterior products of the form ei1 ∧ · · · ∧ eij , where 1  i1 < · · · < ij  n forms a canonical
basis in ∧jRn (see [5,11]).
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Any linear operator A onRn defines the linear operator ∧jA on ∧jRn by
(∧jA)(x1 ∧ · · · ∧ xj) = Ax1 ∧ · · · ∧ Axj.
The operator ∧jA is called the jth exterior power of A. It is easy to see, that ∧1A = A and ∧nA is
one-dimensional and coincide with det A.
If A = {aij}ni,j=1 is the matrix of A in a basis e1, . . . , en, then the matrix of ∧jA in the basis {ei1 ∧
· · · ∧ eij}, where 1  i1 < · · · < ij  n, equals the jth compound matrix A(j) of the initial matrix
A. Here the jth compound matrix A(j) consists of all the minors of the jth order A
⎛
⎝ i1 . . . ij
k1 . . . kj
⎞
⎠, where
1  i1 < · · · < ij  n, 1  k1 < · · · < kj  n, of the initial n × n matrix A, listed in the
lexicographic order (see, for example, [12]).
Recall a classical theorem by Kronecker, which we are going to use later.
Theorem 1 (Kronecker). Let {λi}ni=1 be the set of all eigenvalues of the linear operator A : Rn → Rn
repeated according to their multiplicity. Then all possible products of the form {λi1 · · · λij}, where 1 
i1 < · · · < ij  n, form the set of all eigenvalues of the jth exterior power ∧jA of the operator A, repeated
according to their multiplicity.
The Kronecker theorem stated in terms of compound matrices and proved without using exterior
products, can be found in [4] (see [4, p. 65, Theorem 23]).
3. Generalized even and odd oscillatory operators
The classical methods of the study of totally positive and oscillatory matrices are based on the
spectral analysis of corresponding nonnegative and primitivematrices. However, it was shown in [3,9]
that the remarkable properties of the spectrum of nonnegativematrices also hold for operators, which
leave invariant a certain cone in Rn. Let us recall some definitions and statements of the theory of
cone-preserving maps (see [2,13], for details).
A set K ⊂ Rn is called a proper cone, if it is a convex cone (i.e. for any x, y ∈ K, α  0 we have
x + y, αx ∈ K), is pointed (i.e. K ∩ (−K) = {0}), closed and solid (i.e. int(K) 
= ∅).
Let K ⊂ Rn be a proper cone. A linear operator A : Rn → Rn is called K-positive or positive with
respect to the cone K , if A(K \ {0}) ⊆ int(K). In the case of K = Rn+, K-positive operators are called
simply positive.
Let us state the following generalization of the Perron–Frobenius theorem (see [2, p. 13, Theorem
3.26]).
Theorem 2 (Generalized Perron). Let a linear operator A : Rn → Rn be positive with respect to a proper
cone K ⊂ Rn. Then:
1. The spectral radius ρ(A) is a simple positive eigenvalue of the operator A, different in modulus from
other eigenvalues.
2. The eigenvector x1, corresponding to the eigenvalue λ1 = ρ(A), belongs to int(K).
3. The functional x∗1 , corresponding to the eigenvalue λ1 = ρ(A), satisfies the inequality x∗1(x) > 0
for every nonzero x ∈ K.
One more generalization of positivity was introduced in [1] by Barker, see also [13].
A linear operator A : Rn → Rn is calledK-primitive or primitivewith respect to the cone K , if AK ⊆ K
and the only nonempty subset E of ∂(K) with AE ⊆ E is {0}. The operator A is primitive with respect
to the cone Rn+ if and only if there exists a natural number m such that Am is positive (see [2, p. 28,
Theorem 1.7]). If the operator A is K-primitive with respect to some proper cone K , then the statement
of Theorem 2 is true for the operator A as well (see [2, p. 18, Theorem 4.10]).
O.Y. Kushel, P. Sharma / Linear Algebra and its Applications 435 (2011) 2722–2730 2725
The following statement is true forK-primitive operators: a linear operator A is primitivewith respect
to some proper cone K if and only if there exists such a proper cone K˜, that A is positive with respect to K˜
(see [2, p. 18, Corollary 4.13]). There are many possible ways of constructing the cone K˜ but as far as
the authors know all of them require an exact information about the Jordan basis of the operator A or
at least about the first eigenvector. In particular, the following construction for the cone K˜ is given in
[2] (see [2, p. 14, the proof of Theorem 3.26]).
K˜ =
⎧⎨
⎩x ∈ Rn; x =
n∑
i=1
αixi, |αi|  α1, i = 2, . . . , n
⎫⎬
⎭ . (1)
Here x1 is the first eigenvector corresponding to the simple eigenvalue λ1 = ρ(A), x2, . . . , xn are the
other vectors of the Jordan basis. The coefficients αi ∈ R if xi ∈ Rn, αi ∈ C if xi ∈ Cn, αi = αj if
xi = xj .
In general, the studyofK-primitive operators reduces to the studyofK-positive operators. However,
there are cases when it is much easier to prove the primitivity with respect to a certain cone in Rn,
then the positivity with respect to some other cone.
Example 1. Let the operator A : R3 → R3 be defined by the matrix
A =
⎛
⎜⎜⎜⎝
3 1 0
0 3 1
4 0 0
⎞
⎟⎟⎟⎠ .
Since
A3 =
⎛
⎜⎜⎜⎝
31 27 6
24 31 9
36 24 4
⎞
⎟⎟⎟⎠
is positive with respect toR3+ we conclude that A is primitive with respect toR3+.
Let us construct the cone K˜ ⊂ R3 such that A is K˜-positive using formula (1).
First we find the eigenvalues and the Jordan basis of A. So λ1 = ρ(A) = 4 is a simple eigenvalue
with the corresponding eigenvector x1 = (1, 1, 1), λ2 = λ3 = 1 is a multiple eigenvalue with the
corresponding eigenvector x2 = (1, −2, 4) and the generalized eigenvector x3 = (1, −1, 0). Now
we can construct the cone
K˜ =
⎧⎨
⎩x ∈ R3; x =
3∑
i=1
αixi, α1, α2, α3 ∈ R, |α2|  α1, |α3|  α1
⎫⎬
⎭ .
It is easy to see, that K˜ is a proper cone in R3. This cone is spanned on four vectors x1 + x2 + x3,
x1 − x2 + x3, x1 + x2 − x3, x1 − x2 − x3, i.e. on the vectors with coordinates (3, −2, 5), (1, 2, −3),
(1, 0, 5), (−1, 4, −3).
Obviously it is much easier to establish the primitivity with respect to the coneR3+ rather than the
positivity with respect to K˜ . In the first case, we can establish the primitivity by just inspecting the
structure of thematrixwhereas the construction of K˜ requires the computation of the Jordan basis ofA.
To introduce the generalization of the class of oscillatory operators we shall use the method of
exterior products. Let us give the following definitions.
A linear operator A is called generalized oscillatory (GO) if it is primitive with respect to a proper
cone K1 ⊂ Rn, and for every j (j = 2, . . . , n) its jth exterior power ∧jA is also primitive with respect
to a proper cone Kj ⊂ R(
n
j).
In the case, when K1 = Rn+ and Kj = R
(nj)+ for every j (j = 2, . . . , n), the definition given above
coincides with the classical definition of an oscillatory matrix, given by Gantmacher and Krein in [4].
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Let us notice, that everymatrix, similar to some oscillatory one, is generalized oscillatory. However,
the converse need not hold in general. That is, not every generalized oscillatory matrix is similar to
some oscillatory matrix.
In turn, the definitions of even (odd) oscillation will be generalized in the following way.
A linear operator A is called generalized even oscillatory (GEO) (or generalized odd oscillatory (GOO))
if for every even (respectively odd) j (j = 1, . . . , n) its jth exterior power∧jA is primitive with respect
to a proper cone Kj ⊂ R(
n
j).
4. Spectral properties of generalized even and odd oscillatory operators
Let us state and prove the following theorems about spectral properties of GO operators.
Theorem 3. Let a linear operator A : Rn → Rn be generalized oscillatory. Then all its eigenvalues are
simple, positive and distinct:
ρ(A) = λ1 > λ2 > · · · > λn > 0.
Proof. The proof of Theorem 3 is basically the same as the original proof given by Gantmacher and
Krein in their original study of oscillatory matrices (see [4, p. 87, the proof of Theorem 6]). Enumerate
the eigenvalues of the operator A in decreasing order (taking into account their multiplicities):
|λ1|  |λ2|  |λ3|  · · ·  |λn|.
Applying the generalized Perron Theorem (Theorem2) toA, we get:λ1 = ρ(A) > 0 is a simple positive
eigenvalue of A, different in modulus from the remaining eigenvalues. Examine the second exterior
power ∧2A, which is also positive with respect to some proper cone K2 ⊂ R(n2). Applying Theorem 2
to∧2A, we get: ρ(∧2A) > 0 is also a simple positive eigenvalue of∧2A, different in modulus from the
rest of eigenvalues.
As it follows from the statement of the Kronecker Theorem (Theorem1),∧2A has no other eigenval-
ues, except all the possible products of the formλi1λi2 , where 1  i1 < i2  n. Thereforeρ(∧2A) > 0
can be represented in the form of the product λi1λi2 with some values of the indices i1, i2, i1 < i2. It
follows from the facts that the eigenvalues are listed in a decreasing order, and there is only one eigen-
value on the spectral circle |λ| = ρ(A), that ρ(∧2A) = λ1λ2 = ρ(A)λ2. Therefore λ2 = ρ(∧2A)ρ(A) > 0.
Repeating the above reasoning for ∧jA, j = 3, . . . , n, we receive the relations:
λj = ρ(∧
jA)
ρ(∧j−1A) > 0,
where j = 3, . . . , n. The simplicity and distinction of the eigenvalues λj for every j also follows from
the above relations, and the simplicity and distinction of ρ(∧jA). 
Let us give the following definition. Let
ρ(A) = |λ1| > |λ2| > · · · > |λk|
be the eigenvalues of the operator A listed without taking into account their multiplicities. Then the
circle Cj = {λ ∈ C; |λ| = |λj|}. where λj (j = 1, . . . , k) is the jth eigenvalue of the operator A, is
called the jth generalized spectral circle of A. In general, the number of eigenvalues placed on the jth
generalized spectral circle is equal to the algebraic multiplicity of λj .
The following statements are true for GEO and GOO operators.
Theorem 4. Let a linear operator A : Rn → Rn be even generalized oscillatory. Then the algebraic
multiplicity m(λ) of any eigenvalue λ of the operator A is not greater than 2. The following inequalities for
the modules of the eigenvalues are true:
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ρ(A) = |λ1|  |λ2| > |λ3|  |λ4| > · · ·
(The eigenvalues of A are repeated according to multiplicity in the above numeration.) Moreover, for every
pair λiλi+1 (i = 1, 3, 5, . . .), arg(λi+1) = − arg(λi) holds. If n is odd, then λn is real.
Proof. Enumerate the eigenvalues of the operator A in decreasing order (taking into account their
multiplicities):
|λ1|  |λ2|  |λ3|  · · ·  |λn|.
Applying the generalized Perron Theorem (Theorem 2) to the operator∧2Awe know ρ(∧2A) > 0
is a simple positive eigenvalue of ∧2A, different in modulus from the remaining eigenvalues.
Let us prove, that there are no more than 2 eigenvalues on the spectral circle |λ| = ρ(A). Assume
the contrary: there are m > 2 eigenvalues on the largest spectral circle. Let M = {1, . . . ,m} be the
set of their numbers. As it follows from the Kronecker theorem (Theorem 1), ρ(∧2A) > 0 can be
represented in the form of the product λi1λi2 with some values of the indices i1, i2, 1  i1 < i2  n.
Since the eigenvalues are listed in the decreasing order, then the equality ρ(∧2A) = |λi1λi2 | is true
for every pair i1, i2, where i1, i2 ∈ M and i1 < i2. Thus ρ(∧2A) is either a multiple eigenvalue of∧2A
or there are other eigenvalues, equal in modulus to ρ(∧2A). This contradicts Theorem 2. Hence
ρ(A) = |λ1|  |λ2| > |λ3|  |λ4| > · · ·
As it follows, we can represent ρ(∧2A) = λ1λ2. In turn, it follows from the positivity of ρ(∧2A), that
λ1 and λ2 are either a pair of complex conjugate eigenvalues, or both are real and of the same sign.
Repeating the above reasoning for the operators∧jA, j = 4, 6, . . . , 2 n
2
, we deduce the relations:
ρ(∧jA) =
j∏
i=1
λi = ρ(∧j−2A)λj−1λj.
Since ρ(∧jA) is a simple and distinct eigenvalue of ∧jA, there are at most two eigenvalues on every
generalized spectral circle of the operator A. In the case when n is odd the fact that λn ∈ R easily
follows from the equality
λn = det A∏n−1
i=1 λi
= det A
ρ(∧n−1A) . 
Theorem 5. Let a linear operator A : Rn → Rn be odd generalized oscillatory. Then the algebraic
multiplicity m(λ) of any eigenvalue λ of the operator A is not greater than 2. The following inequalities for
the modules of the eigenvalues are true:
ρ(A) = |λ1| > |λ2|  |λ3| > |λ4|  · · ·
(The eigenvalues of A are repeated according tomultiplicity in the above numeration.)Moreover,λ1 = ρ(A)
is a simple positive eigenvalue of A. If n is even, then λn is real. For every pair λiλi+1 (i = 2, 4, 6, . . .),
arg(λi+1) = − arg(λi) holds.
Proof. The proof is similar to the proof of Theorem 4. 
5. Some matrix criteria for generalized even and odd oscillation
Let us reformulate the above theorems in terms of compoundmatrices. Then the conditions of these
theorems will be easy to verify.
A matrix A is called nonnegative (positive), if all its elements aij are nonnegative (positive). A non-
negative matrix A is called primitive if there exists such a natural number m, that the matrix Am is
positive. If the matrix A of a linear operator A : Rn → Rn is primitive, then A is K-primitive with
respect to the cone Rn+. The statement, that if the matrix A is similar to a primitive matrix, then the
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corresponding operator A is K-primitive with respect to some polyhedral cone K in Rn, follows from
the above reasoning. In some special cases it is easy to verify if amatrixA is similar to a primitivematrix
by just inspecting its structure. Let us recall the following two definitions (see, for example, [10]).
First we take any subset J of [n] := {1, 2, . . . , n} and amatrix A = {aij}ni,j=1. As usual, Jc := [n] \ J.
Then
[n] × [n] = (J × J) ∪ (Jc × Jc) ∪ (J × Jc) ∪ (Jc × J)
is a partition of [n] × [n] into four pairwise disjoint subsets.
A matrix A = {aij}ni,j=1 is called strictly J-sign-symmetric (SJS) if
aij > 0 on (J × J) ∪ (Jc × Jc);
and
aij < 0 on (J × Jc) ∪ (Jc × J).
A matrix A = {aij}ni,j=1 is called J-sign-symmetric (JS) if
aij  0 on (J × J) ∪ (Jc × Jc);
and
aij  0 on (J × Jc) ∪ (Jc × J).
If a matrix A is JS (SJS), then it is similar to some nonnegative (respectively, positive) matrix. More-
over, thematrix of the similarity transformation is diagonal, and its diagonal elements are equal to±1
(see [10]).
If a matrix A is JS, and the matrix Am is SJS for some natural numberm, then the matrix A is similar
to some primitive matrix with the diagonal matrix of the similarity transformation. Let us call such
matrices J-sign-symmetric primitive. In this case the linear operator A : Rn → Rn, defined by the
matrix A, is K-primitive with respect to some cone spanned by the vectors e′1, . . . , e′n, where each
vector e′i is equal either to ei or to −ei (i = 1, . . . , n).
Using the above reasoning, we have the following theorems.
Theorem 6. Let the matrix A of a linear operator A : Rn → Rn be JS primitive, and let the jth compound
matrix A(j) be also JS primitive for every j (1 < j  n). Then all the eigenvalues of A are simple, positive
and distinct:
ρ(A) = λ1 > λ2 > · · · > λn > 0.
Proof. Just notice that A is GO and apply Theorem 3. 
Theorem 7. Let the jth compound matrix A(j) of the matrix A of a linear operator A : Rn → Rn be JS
primitive for every even j (1  j  n). Then the algebraic multiplicity m(λ) of any eigenvalue λ of the
operator A is not greater than 2. The following inequalities for the modules of the eigenvalues hold:
ρ(A) = |λ1|  |λ2| > |λ3|  |λ4| > · · ·
(The eigenvalues of A are repeated according to multiplicity in the above numeration.) Moreover, for every
pair λiλi+1 (i = 1, 3, 5, . . .), arg(λi+1) = − arg(λi) holds. If n is odd, then λn is real.
Proof. Just notice that A is GEO and apply Theorem 4. 
Theorem 8. Let the jth compound matrix A(j) of the matrix A of a linear operator A : Rn → Rn be JS
primitive for every odd j (1  j  n). Then the algebraic multiplicity m(λ) of any eigenvalue λ of the
operator A is not greater than 2. The following inequalities for the modules of the eigenvalues hold:
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ρ(A) = |λ1| > |λ2|  |λ3| > |λ4|  · · ·
(The eigenvalues of A are repeated according tomultiplicity in the above numeration.)Moreover,λ1 = ρ(A)
is a simple positive eigenvalue of A. If n is even, then λn is real. For every pair λiλi+1 (i = 2, 4, 6, . . .),
arg(λi+1) = − arg(λi) holds.
Proof. Just notice that A is GOO and apply Theorem 5. 
6. Examples
Let us give some examples, illustrating the above theorems.
Example 1. Let the operator A : R3 → R3 be defined by the matrix
A =
⎛
⎜⎜⎜⎝
4 −6.8 4.4
−1.2 6.3 −1.1
1.8 −2.6 3.4
⎞
⎟⎟⎟⎠ .
This matrix is SJS. In this case the set J in the definition of J-sign-symmetry of the matrix A consists
of two indices 1 and 3.
In this case the second compound matrix is the following:
A(2) =
⎛
⎜⎜⎜⎝
17.04 0.88 −20.24
1.84 5.68 −11.68
−8.22 −2.1 18.56
⎞
⎟⎟⎟⎠ .
Thematrix A(2) is also SJS. The set J in the definition of J-sign-symmetry of the matrix A(2) consists
of two indices 1 and 2.
The third compoundmatrix A(3) consists of only one positive element, which is equal to 23.792, so
it can also be considered as SJS.
The operator A satisfies the conditions of Theorem 6. It is easy to see, that all the three eigenvalues
of the operator A, which are λ1 = 9.69542, λ2 = 3.24937, λ3 = 0.755205, are simple, positive and
different in modulus from each other.
Example 2. Let the operator A : R4 → R4 be defined by the matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
7 5.2 7.8 18.6
−6.9 4.4 5.3 37.5
2.1 4 5.6 20.8
−9 1.8 −2.4 17.4
⎞
⎟⎟⎟⎟⎟⎟⎠
.
In this case the second compound matrix is the following:
A(2) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
66.68 90.92 390.84 −6.76 113.16 193.92
17.08 22.82 106.54 −2.08 33.76 58.08
59.4 53.4 289.2 −26.52 57 180.36
−36.84 −49.77 −222.27 3.44 −58.48 −99.76
27.18 64.26 217.44 −20.1 9.06 182.22
39.78 45.36 223.74 −19.68 32.16 147.36
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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The matrix A(2) is SJS. The set J for the matrix A(2) consists of only one index 4.
The forth compound matrix A(4) consists of only one positive element, which is equal to 278.964,
so it can also be considered as SJS.
The operator A satisfies the conditions of Theorem 7 for GEO operators. It is easy to see, that the
operator A has two pairs of complex adjoint eigenvalues: λ1 = 17.813 + 16.2621i, λ2 = 17.813 −
16.2621i on the first spectral circle and λ3 = −0.613045+ 0.322013i, λ4 = −0.613045− 0.322013i
on the second spectral circle.
Example 3. Let the operator A : R4 → R4 be defined by the matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 8 3 0.4
5.7 7.4 8.7 9.5
1.5 9.7 2.5 6
4 8.6 9.9 2.2
⎞
⎟⎟⎟⎟⎟⎟⎠
,
which is obviously positive.
Its third compound matrix is the following:
A(3) =
⎛
⎜⎜⎜⎜⎜⎜⎝
57.08 −189.674 −30.92 344.494
−116.34 146.028 10.122 −403.644
−41.97 124.98 10.14 −310.608
163.601 −265.352 −81.065 572.437
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The matrix A(3) is SJS. The set J for the matrix A(3) is {2, 3}.
The operator A satisfies the conditions of Theorem 8 for GOO operators. Then the operator A has the
first positive simple eigenvalue λ1 = ρ(A) = 23.8704 which is different in modulus from the other
eigenvalues, a pair of complex adjoint eigenvalues on the second spectral circle λ2 = −5.58952 +
2.36837i, λ3 = −5.58952 − 2.36837i, and the least in modulus real eigenvalue λ4 = 0.408632.
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