The "dressing method" of Zakharov and Shabat is applied to the theory of the r function, vertex operators, and the bilinear identity obtained by Sato and his co-workers. The vertex operator identity relating the r function to the Baker-Akhiezer function is obtained from their representations in terms of the Fredholm determinants and minors of the scattering operator appearing in the GePfand-Levitan-Marchenko equation. The bilinear identity is extended to wave functions analytic in a left half plane and is proved as a consequence of the inversion theorem and the convolution theorem for the Laplace transform.
problem : the "inverse scattering transform". Zakharov and Shabat's "dressing method" [19, 23, 24] is a reformulation of the inverse scattering transform that avoids explicit use of the wave functions and deals instead with their (suitably defined) Fourier transforms.
For The dressing method focuses on the kernels K ± as the primary object rather than the wave functions. An easy calculation (see §2) shows that if K± both dress L Q to L, then the integral operator F defined by (1.1) (l+F) = (l+^+)-1 (l+^_) commutes with JL 05 i. e solves a linear equation. The linearizing transformation L-*F will be referred to as the "dressing transformation." The inverse dressing transformation involves solving (1.1) for K ± given F. It is then easy to recover L from K+ or K. (the details will be given in §2). Equation (1.1) is equivalent to the GePfand-Levitan-Marchenko (GLM) equation of inverse scattering theory. It can be solved by considering it as a family of Fredholm integral equations of the form ( 
1.1') F M +K +M +K +M F (X) =Q
where F w is a "truncation" of F (cf. §3).
The technique of the dressing method was formally extended to the Kadomtsev-Petviashvili (KP) equation, for which the appropriate isospectral operator is a partial differential operator in two variables, in [23] . In fact, the entire KP hierarchy of commuting flows can be obtained by dressing In a completely independent approach, originating in holonomic quantum field theory, Sato [17] , and Date, Jimbo, Kashiwara, and Miwa [4] , developed a formalism for the KP hierarchy which introduced fundamentally new ideas into the subject of integrable systems.
Of the many important results of their theory, we focus on the following in the present paper.
(i) the "r function": each of the solutions of the KP hierarchy (i. e. every coefficient of the B n ) can be expressed as some derivative of the logarithm of a single function, the r function, of all the variables X ll X 2i • • • 3 (ii) the "bilinear identity": a contour integral identity involving the wave function of the KP hierarchy and its adjoint wave function; it can be turned into an identity for the r function which gives a generating function for an infinite hierarchy of bilinear differential equations, the Hirota equations. This establishes the link with Hirota's [6] bilinear formalism for soliton equations, since the variable in which his bilinear differential equations are formulated can be identified with the r function a (iii) the "vertex operator 9 ': an algebraic operation that allows one to recover the wave function as a quotient of the r function and some "translate" of it, thereby bypassing the need of explicitly solving the GLM equation.
The T function thus, in some sense, carries all the information about the solution of the hierarchy,,
In this paper we attempt to synthesize the ideas of Zakharov and Shabat and the "Kyoto school 33 In [4] the theory is developed using the algebra of formal pseudo-differential operators
as the dressing transformations. These pseudo-differential operators are naturally interpreted as symbols for the Volterra integral operators of the dressing method. We describe in §2 the Zakharov-Shabat dressing method as it applies to the KP hierarchy and give its connections to the work of the Kyoto group.
In §3 we prove the important fact (observed briefly in [7] ) that the r function is identical to the Fredholm determinant of the truncated operator F (je) occuring in the GLM equation (1. 1') using results from classical Fredholm determinant theory combined with the dressing method. The Fredholm determinant method has previously been applied to the KdV equation by Oishi [10] , and to the sine-Gordon and KdV equations by Poppe [12, 13] .
In §4 we give a proof of the bilinear identity based on the Volterra integral operator representation of the dressing transformations. Instead of using Laurent expansions of the wave functions, convergent outside some suitably large disk, as in [4] , we use the Laplace inversion theorem and the convolution theorem. This simplifies the proof somewhat and extends the validity of the bilinear identity to wave functions analytic in some half plane.
In § 5 we obtain the vertex operator relation directly from the representation of the r function and the wave function in terms of Fredholm determinants and minors of the GLM equation. The proof is related to some ideas of Rosales for the KdV equation [15] .
Since all the functions in the KP hierarchy are logarithmic deri-vatives of r, it must be positive in order for the solutions to be regular. In § 6 we give sufficient conditions for this positivity, as well as some counterexamples.
The Fredholm determinant method gives a concrete representation of the T function for the initial value problem for the KP (I) hierarchy. It also raises fundamental questions about the extent of the dressing method in the context of multi-dimensional isospectral problems. Inverse problems connected with multi-dimensional isospectral operators can lead to 3 problems in which the wave function w(x, k) may not be analytic anywhere in the complex plane (cf. [2] , [3] , [25] ). This happens in the case of the KP hierarchy for real values of the variables x 2j . This case has been called "KP II" by Ablowitz, Bar Yaacov, and Fokas, or the "stable" case by Zakharov and Shabat. The treatment of the general initial value problem for this case requires the use of the 3 method. The dressing method, if it applies at all to this case, will have to be substantially modified. When the x 2j are imaginary (the "KP I", or "unstable," case), the wave function w is analytic in some half k-plane, and the associated isospectral problem leads to a non-local Riemann-Hilbert problem which is equivalent to (1.1'). The solution of the initial value problem for KP I by the GLM equation has been discussed by Manakov [8] .
The r function for the multi-soliton solutions of KP I can be analytically continued to real x 2j to obtain multi-soliton solutions for KP II. In general, however, additional constraints must be placed on the parameters to ensure that the analytic continuation is real and positive. This is illustrated by some of the examples in §6.
A theory of the r function from the Riemann-Hilbert point of view has been developed by Segal and Wilson [18, 22] . In their approach the r function is obtained as a determinant of a certain projection operator on a Hilbert space. They consider the Grassmanian of closed subspaces W of the Hilbert space H = L 2 It would be desirable to develop a theory of the r function that is less dependent on the specific properties of Fredholm determinants, but rather focuses on more general properties of determinants. For example, a r function for the rational solutions of the KP equation can be obtained as a determinant of a finite dimensional matrix which does not come from the GLM equation. These matters are presented in a separate paper by Poppe [14] .
The authors would like to acknowledge helpful discussions with Professors M. J. Ablowitz and A. S. Fokas concerning 5 methods, the theory of the KP II equation, and the relationship of 9 methods to the GLM approach to inverse scattering. § 2. The Dressing Method of Zakharov-Shabat Date et al [4] used the calculus of pseudo-differential operators introduced by Gel'fand and Dikii [5] , The method of differential algebra has proved a powerful and elegant tool in the subject of integrable systems (cf. Wilson, [21] , for example). The operator D = d/dx is formally represented by a symbol 9, and an algebraic formalism is developed for pseudo-differential operators However, these formal algebraic manipulations omit some essential analytical features which are fundamental to the theory. Properly speaking, the expression P(x, 9) above is the symbol for an integro differential operator. The operator itself is realized formally from the transformation pair
except that P(x 9 9) has an essential singularity at the origin. The Fourier inversion formula may be interpreted by indenting the contour above or below the origin ; and in that case one obtains upper or lower Volterra integral operators with P(x, 9) as their symbol. This amounts to interpreting 9" 1 either as 0(*)<fr or as 3-(*) =
In the dressing method this difference is brought to the fore. In this approach one deals with the Volterra integral operators themselves instead of their symbols : There is, however, a caveat to this picture which becomes apparent when one begins to apply the method to specific cases in the KdV or KP equations. Namely, one discovers that there is an asymmetry between K+ and jfiL, so that 1 4-^+, say, is invertible, while l+K-is not (See the example below for the one-soliton solution.)
Proof', The dressing of L Q by l+K, consists of a differential part plus a lower Volterra integral operator ; while the dressing of L 0 by 1+K+ consists of a differential part plus an upper Volterra integral operator. The difference of the two dressings thus consists of a differential part, plus a lower Volterra integral operator plus an upper Volterra integral operator, and the sum of these three operators is zero.
We claim that each component must also be zero. For, let T= P(x, D) +V+ + V-where P is a differential operator, and V+ and F_ are upper and lower Volterra operators.
Applying T to a delta function with support at the point x = a, we find that
(#, a) x<ia [V-(x 9 a> x>a
Since T=0, this implies that the kernels V ± (x, a) both vanish. It then follows that the differential part P also vanishes. (Note: Since F+ is an upper Volterra integral operator, the kernel F + (x,jy)=0 for #>j>;the reverse holds for F_.) Given the Schrodinger operator L = D 2 + u we can construct the integral operators K ± in one of two equivalent ways. If we require that L(l +Jf±) = (1 +K±)D 2 then we get a hyperbolic differential equation for the kernels K± as in (2. 1). Under certain boundary conditions at ±00, these have unique solutions. On the other hand, we could take the wave functions ¥(x,k) of L and try to represent them as W ± = (1 +K ± }e ±ik \ e ±lkx being the wave functions of D 2 . Thus the kernels K ± are Fourier-Laplace transforms of the wave functions. The kernel F is then obtained by forming (1 + K+)' 1 (l -hX_), provided (1+J^o-)~1 exists. This is a solution of the "forward scattering problem" in the context of the dressing method. Now consider the inverse problem. Suppose F is known and we want to find the potential u. From the first equation in (2. 1) we see that it suffices to find the Volterra integral operators K± such that (l+K+)(l+F)=l+K-. Writing this out we obtain Once K ± are determined we can find the potential u from the first equation in (2. 1). This constitutes a solution of the inverse scattering problem in the context of the dressing method. For the case of the KdV hierarchy, F(x, z) =F(x+z), i.e. the kernel is "additive", and the GLM equation, as is well known, is equivalent to a local Riemann-Hilbert problem. For the KP hierarchy, this is no longer the case, and the GLM equation is equivalent to a non-local Riemann-Hilbert problem ( [1, 8, 25] ).
The KP hierarchy is obtained by dressing the family of multidimensional operators d/dx n -D n , n=2, 3,.... Let K ± and B n be operators satisfying the dressing equation (1.2) :
The operators B n are n tk order differential operators with leading term D n . The process of obtaining the differential operators B n is an algebraic one (cf. [23] p. 227). The coefficients of the lower order derivatives are determined by applying the above operator identities to a function ¥ and integrating all the terms in the integrands by parts. When this is done one ends up with integral terms (non-local operators) and local operators on W m The B n are determined from the local operations ; while the integral terms give differential equations for the kernel K. (Here K stands for both K + and #_.)
Note that the differential equations and the boundary conditions on the diagonal x l =^t l are identical for both K+ and K,. This is a manifestation of the fact that all kernels which satisfy the dressing relation (1.2) have the same symbol.
We introduce the hierarchy variable x= (xi, x 2 , . . .). Throughout this paper we also make the convention that £= (£ l5 x 2 , x 3 , . . .), jy0>i, #2» *3j • • •)> etc. Though this notation is redundant in an expression like F(x,z) or K+(x,z), it will nevertheless prove useful.
The operators B 2 and B 3 , for example, are given by
where
The entire hierarchy of operators B n could in principle be determined, though the computations get much more complicated as one .^r --IT " -In fact, working out this commutator, we get The GLM equation for the KP hierarchy is
Let us assume, for the time being, that the integral operator F defined by 1 +F= (1 + K+)~l(\+KJ) is well defined on some dense set of functions. By the argument used in the proof of Theorem 2. 2, we find that B n is a purely differential operator iff These co mmutation relations for the integral operator F give partial differential equations for its kernel F(#, £)» namely:
A special solution of this system of linear equations is given by The elementary solution (2.5) gives the one-solition solution of the KP hierarchy. In order to obtain more general solutions we may form a superposition of such fundamental solutions. We may take where ft is a measure in C 2 , the Cartesian product of the complex plane with itself. For simplicity of notation we shall abbreviate this double integral as
where s=(s l9 Sz) and dp. (s) = dp O b s 2 ) is a measure which contains possible delta function terms. In fact, one could even extend this representation and allow // to be a distribution containing derivatives of d functions. In particular, (2.6) yields as a special case an F which is comprised of sums of discrete terms (the solitons) and a term corresponding to the "reflection coefficient." For example, the choice
gives rise to the A^-soliton solution of the KP hierarchy.
The kernels K ± for the one-soliton solution of the KP hierarchy are easily obtained. We take F as given in (2. 5) and obtain K+ by solving the GLM equation. In the present case it is a simple matter of carrying out an integration. We find for where F is as given in (2. 5) and Thus the adjoint wave function has a pole at k=p while the wave function w has a pole at k = q. § 3o Fredholm Determinants and Minors
P-q
Since we are operating on a semi-infinite interval, we must impose decay conditions of the kernel F so that the trace and Fredholm determinant of the truncated integral operator F a are finite. We impose a condition on the behavior of the kernel F(x, z) as Xi, z\ tend to infinity, (Since we are concerned only with the decay of F in the variables Xi and z\ we regard the other variables as fixed here.) For 1/2O<1 we require that sup IFCM for all a. Then the truncated integral operator F a is of trace class and its Fredholm determinant is well defined. (cf 8 [12] , Appendix A) Under these conditions the GLM equation is amenable to a variant of Fredholm's theory of integral equations. In this section we summarize the basic facts about Fredholm determinants and minors which will be needed in the sequel. Two convenient references are Riesz and Nagy [16] , and Smithies [20] . Equation (2. 3) can be interpreted as a kind of resolvent equation for the kernel K+ given the kernel F on the interval (# l9 oo). There is a slight anomaly, in that the lower limit of integration, * l5 is one of the variables ; so that the GLM is not strictly in the form of a resolvent equation for a Fredholm integral equation. The usual arguments in Fredholm's theory, however, can be carried through unaltered,,
The Fredholm determinant for the GLM equation (2 8 3) on the interval (#1,00) is
The leading term is simply 1. The variables q,-are hierarchy variables : y } = (7,-, * 2 , * 3 , . . .).
We are going to see presently that D(x) gives the r function for 
F(x,z)=F(x+t) and
The dependence on t and the higher order hierarchy variables x 2j +i is implicit in c n . The GLM equation reduces to an algebraic system, and it is found that
u(x)=2-lo g det\\l+A\\
where A is the matrix of coefficients of the algebraic system, (cf. for example, the account in [9] .) In the case of the A^-soliton solution, the T function is precisely the determinant det ||l+-4||;in the general case det ||1+-4|| is replaced by the Fredholm determinant (3. 1) ( [10] , [13, 14] ).
Similarly, in the case of the KP equation, we have :
Theorem 3.1. Let a solution of the KP hierarchy be generated by the kernel F(x, £) which satisfies the differential equations (2. 4). Then the potential u in the isospectral operator d/dy -D 2 -u is given by g />(*) where D(x) denotes the Fredholm determinant det (l-\-F (x} )as given by the series (3. l) e
This theorem allows us to identify D(x} with the r function. The fact that F satisfies equations (2. 4) means that the commutation relations (1.3) for the operators B n are satisfied. It follows that their coefficients satisfy the equations of the KP hierarchy ; and, in particular, u satisfies the KP equation. The other coefficients of the operators B n in the hierarchy can be obtained as derivatives of log D(x) following the same procedure as in [4] .
We prove Theorem 3. 1 by showing that
The result then follows from the first equation in (2.2). From (3.3) it suffices to prove that
We do this by differentiating the series (3. 1) with respect to Xi to obtain (3.2). In this calculation none of the variables x 2 , # 3 ,... plays a role, so we may ignore the dependence on these variables. The derivative of the n-fold integral 3 1 is a sum of n terms, one for each of the integrals. These are seen to be equal by using the fact that the determinants Some special cases will be discussed in §6. From the relation u = 23 2 x (log r), it is clear that zeroes of r lead to singularities, in fact poles, in u. We give some conditions in §6 which guarantee the positivity of r.
The concrete representation of the r function by the series (3. 1) makes it possible to investigate the validity of the formalism in the case of the general initial value problem for the KP hierarchy, at least in the case of KP I, where the initial value problem can be treated by a local Riemann-Hilbert problem. The fact that we are dealing with an infinite hierarchy means that it is natural to require r to be C°° in all its variables ; for the coefficients of the differential operators B n are obtained as derivatives of all orders of log r.
The phase function f(#, k} is analytic in all its variables if, for example, the hierarchy variables satisfy the condition lim sup|*J 1/n = 0.
n->oo
Let us denote the set of such hierarchy variables by H. For example, H contains the set of all x in which all but a finite number of the x n vanish. We shall always assume xzH.
If the integration in (2. 6) is taken over a region in which
Re p(s) < -d<Q<d<Re q(s), then F is analytic In x and £, and decays exponentially to zero as ^!->oo 0 Under these conditions it is easily verified that r Is defined and analytic for all xeH B As we noted In §1, there are two distinct cases of the KP hierarchy : KP I In which all * 2y+1 are real and all x 2j are imaginary ; and KP II in which all the x s are real The solution of the initial value problem for KP I can be treated by a nonlocal RiemannHilbert problem (cf. [1] , [25] ) which is equivalent to the GLM equation The solution of the Initial value problem for KP I using the GLM equation has been discussed by Manakov [8] , For general initial values, the kernel F contains a term of the form \q)dpdq that Is, where the measure, p In (2 0 6) has support only on the imaginary p and q axes. The density / Is the analog of the reflection coefficient in the KdV equation. For KP I the argument In the exponential term in this Integral is purely Imaginary, and F Is a kind of Fourier transform of /(/>, q) B As long as xeH the usual arguments of Fourier analysis apply for the KP I case. For example, let S denote the class of functions f for which Then it is easily seen that F also belongs to this class as a function of xi and z\ ; and furthermore that F is differentiable with respect to all the hierarchy variables as long as Now we apply these considerations to the series (3.1) for the Fredholm determinant. Since f(p 9 q) is rapidly decreasing, F(x 9 z) is in the class S. We consider z\ to be the variable x 0 . Since F is in S we have the uniform estimates \D a F(x, z) \ <m q (z) for xeH 9 \a\<q, £i>#i. The function m q (z\) is furthermore integrable on the interval (^,00). By 
M (x)=\ Jx i
In particular the series (3. 1) itself is convergent. When the derivative D a contains differentiations with respect to x i9 the situation is slightly more complicated; but the convergence proof is essentially the same. We omit the details. § 4, The Bilinear Identity
We begin by stating the bilinear identity for the KP hierarchy as given in [5, 16] The second statement of the theorem means that there exists a family of differential operators B n and B* for which the equations (4. 1) are satisfied. The construction of these operators follows readily once the Volterra dressing operators K± are obtained. Given w and w* satisfying the conditions of the theorem, their representation in terms of the Volterra integral operators K ± follows from the Paley-Wiener theorem.
This theorem was stated and proved in [4] for the case where w and w* have convergent Laurent expansions in l/k for sufficiently large values of k. This holds, in particular, for multi-soliton solutions of the KP hierarchy. The contour C was taken to be a closed contour in the complex plane enclosing the singularities of w and w*. In its application to the bilinear identity we take w= (H-P)e lu> * } and w* = (1 H-Q,)*"^1*'. The bilinear identity for w and w* implies that (1 + P) (1 + Q/) = 1, hence that (1 + ft) = (1 + Jt'+) - 1 . This relationship allows one to show that w and w* are in fact wave function and adjoint wave function for the KP and KP* hierarchies. Once Lemma 4. 2 is established the bilinear identity is proved along the same lines to be found in [4] , pp 59, 60.
In [4] Lemma 4. 2 was stated for pseudo-differential operators P and Q,, and it was assumed that these operators, applied to e^( x 'r esulted in wave functions convergent in l/k for sufficiently large k. The proof below extends the validity of Lemma 4. 2 to wave functions analytic in some left half plane. Our proof is based on the inversion theorem for the Laplace transform, and on the convolution theorem for the Laplace transform.
Proof of Lemma 4. 2 e As far as the proof of the lemma goes, we need only deal with a single scalar variable, and the higher order The multi-soliton solutions to the KP hierarchy are easily constructed for KP I without any analytical difficulties, since the T function is positive in that case (assuming that Re pj<$<^Re ^-) 0 One can then study the analytic continuation of these solutions to KP II. Since the bilinear equations for the r function are entirely analytic, there is no problem as long as r does not vanish. As we shall see, however, the analytic continuation can introduce zeroes into r, and therefore poles into the solution. In addition, the analytic continuation to KP II is not necessarily real.
A one soliton solution is obtained from F as given by (2. 5) with q=-p* o Define Note that E n (x;P) and D H (P) are positive for KP I under our assumption that q--p* in (2 0 6) 0 This observation can be extended to the general case and provides a second proof of Theorem 6. 1.
We noted above that the one-soliton solution for KP II was complex for complex p and had poles. However, there is a special "two soliton" solution which is real and regular for KP II. Namely 9 consider the soliton constructed by taking ±p and ±p*. The T function for this configuration is easily calculated and found to be we have £j(x) =**«+*«, £ 2 (*) = ^w-,-Bu> 9 an d
In the case of KP II, all the variables are real, and it is easily verified that T is positive for all real x if J-+-L<4.
V l V 2
The solution is periodic in the odd variables and decays in the even variables as they tend to infinity. For KP I, when x 2j+L are real and x 2j are imaginary, the r function is periodic in all variables, but complex 0 The GLM equation makes no sense analytically when p and q are taken to lie on the imaginary axis, since then F does not decay as £->oo. But one may construct the r function for Re p<^0<^Re q, and then analytically continue it as p and q move onto the imaginary axis. The bilinear differential equations satisfied by r, being entirely algebraic in character, continue to hold as long as r makes sense.
A T function may be constructed, also as a determinant of a matrix of coefficients, to obtain the rational solutions ; this construction will be given in [14] ,
