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Abstract—This paper considers the problem of autonomous
multi-agent cooperative target search in an unknown en-
vironment using a decentralised framework under a no-
communication scenario. The targets are considered as static
targets and the agents are considered to be homogeneous. The no-
communication scenario translates as the agents do not exchange
either the information about the environment or their actions
among themselves. We propose an integrated decision and control
theoretic solution for a search problem which generates feasible
agent trajectories. In particular, a perception based algorithm
is proposed which allows an agent to estimate the probable
strategies of other agents’ and to choose a decision based on
such estimation. The algorithm shows robustness with respect to
the estimation accuracy to a certain degree. The performance of
the algorithm is compared with random strategies and numerical
simulation shows considerable advantages.
I. INTRODUCTION
It is already an established method to deploy robots to
accomplish certain tasks in various application scenario such
as reconnaissance and surveillance operations, damage as-
sessments, space exploration, and scientific data gathering
etc,. In general, applications which considered to be costly
and dangerous for human operatives naturally admit robotic
installations. In recent years, an interest is grown to deploy a
team of agents or robots or UAVs, instead of a single robot, to
achieve more operational capabilities. A team of robots, under
a distributed decision making framework, also offer more
robustness from a reliability point of view. Such distributed
framework often classified as distributed multi-agent systems,
where each single agent makes a decision locally based on
neighbourhood information, while trying to achieve the overall
global mission objective together with the other agents in the
system. For example, a group of UAVs, having a limited range
of sensing capabilities, are deployed in a previously unknown
area, trying to minimize a global environmental uncertainty
measure while doing a local area search, in an efficient co-
operative manner.
The general problem of such target search and unknown area
surveillance using distributed or decentralised co-operative
multi-agents is well known. Early works such as [1], and [2]
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consider such problem. In a typical instance of a multi-agent
search problem, the objective is to simultaneous trajectory
planning of multiple UAVs in order to search an environment
for possible targets. The environment model is unknown to
each agent and it can be assumed that each agent only
possesses an approximate initial uncertainty map measure of
the environment. In the general setting, during the course of
search operation, the agents can exchange communications, as
well as merge informations in either in a centralized [3] or in a
decentralized [4] manner. Decision algorithms, centralised or
decentralised, then use those informations to generate action
for each agent such that, the global objective of identifying
possible targets and minimization of the environmental un-
certainties, is achieved. This can be achieved, for example,
by exploiting the relationship between local and global agent
objective cost functional [5]. However this requires exchange
of informations between the agents, that is, there must exist a
well defined communication protocol and structure.
In this paper we considered the problem of target search
and area surveillance by UAVs in a more complex setting,
that is, under no-communication scenario. Such a scenario is
a very practical one as it often arises when there is a limitation
in the bandwidth in the communication protocol, or, the area
should be surveyed in complete radio silence. Consideration
of such a no-communication scenario also implies that the
UAVs, equipped with standard instrumentation gauge and
range sensors, are less burdened with communication hardware
and consequently represents a low cost solution and more
endurance. However, with no-communication scenario the
problem trajectory planning of UAVs in co-operative search
mode, becomes extremely challenging as the incremental
environmental informations and control actions of the UAVs
are not getting exchanged between the agents.
As without any exchange of informations, simultaneous co-
operative trajectory planning is an impossible task, in this pa-
per, we propose an alternative decentralized perception based
co-operative search framework, which is based on an agent’s
perception (and not the true state) about the environment as
well as on other agents’ actions. To substantiate the rationality
behind such approach, we refer to [6], where it is shown that
an agent’s decision on its action, under no-communication
scenario, only depends on the then perceived environmental
conditions. Therefore, in such cases, the agent’s decision does
not depend on the other agents’ action, hence each agent
chooses a greedy approach and as a result of which any
expected synergy is lost in the process. To circumvent this
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2problem, therefore, we allow not only the agents to estimate
the state of the environment but also to guess or perceive each
others’ action and to include those in minimizing a individual
local objective function.
Interestingly, although a game theoretic argument can be
given to show that such perception based approach can lead
to a ’safe’ strategy in an average sense and show a co-
operative behaviour for target search, it is evident that an
exhaustive enumeration of other nearby UAVs’ action, by a
single UAV, is essentially having an exponential complexity
with the number of UAVs [7] and not scale free. Therefore, to
circumvent such curse of dimensionality, we use randomized
techniques for trajectory generation . In particular each UAV
estimates a most probable action of the other UAVs and
consequently acts upon it. It is clear that this by no means gives
a guarantee on future expected behaviour of the neighbouring
UAVs, however, we show, by Monte-Carlo simulation, that
inaccuracies in the estimation, to some degree, do not have a
drastic effect to the performance of the overall search. That
is, the proposed method enjoys a certain inherent robustness.
Note that, a reduction in the enumeration of UAV actions can
also be achieved by creating a very course representation of
the environment, such as a discretizing of the search area into
rectangular grids, and limiting the number of possible actions
that a UAV can execute. This discretization, although, severely
limits the effectiveness of the co-operative search, a clear
benefit of the above process is imminent in cases where the
decision and control execution layer enjoys a clear separation
principle, that is, there exists a large time scale separation
for decision and control loop to execute. Existing solutions
[8], [7] to the general problem of target search and area
surveillance considers such decoupled algorithmic approach.
These algorithms consist of an upper level decision theoretic
planning layer and an inner level control theoretic execu-
tion layer. The decision layer generates a trajectory ignoring
an agent’s dynamics. Such trajectory planning calculation is
therefore only based on a pure kinematic representation of
the overall system. Subsequently an appropriate controller
is designed which ensures that the agent follows the trajec-
tory, generated in the first phase, while satisfying agent’s
own dynamics. One can see that such decoupled approach
has several disadvantages. First, the path generated at the
planning stage may not be feasible or attainable due to the
vehicle dynamics. Secondly, in the presence of obstacles, to
generate a collision free trajectory solution, an explicit use of
system dynamics is necessary. For example, a configuration,
consisting of position and orientation of an agent, may not
be in a collision condition with any of the environmental
obstacles, but the magnitude and direction of velocity may
be such that a collision is imminent. In other words, the
agent may be in a collision course. This is quite common
for systems with significant limits on available controls. These
implies an integrated decision and control theoretic framework
is necessary for multi-agent target search and surveillance
problem. In other words, the integrated approach should take
the kinematic representation of the over all system as an
input and consequently generate control commands as output.
Note that such approach alleviates necessary discretization of
the environment and consequently maintains the continuum
natures of the search environment.
Overall, we proposes a randomized algorithm based inte-
grated decision and control (IDC) theoretic approach to multi-
UAV co-operative search problem under no-communication
constraint. The corresponding IDC-algorithm does not require
any grid data structure of the underlying search area and can
generate UAV trajectories that are feasible and attainable. The
resulting co-operative search enjoys a robustness to some de-
gree with respect to the perception inaccuracy of the individual
UAVs. We also show that the randomized IDC-algorithm is
probabilistically complete.
In the following, in section II, we give a brief overview of
the existing literature is given. Section III outlines the problem
of decoupled decision and planning and discuss the IDC
framework. Section IV contains details of the target search
and surveillance problem formulations. Section V outlines the
randomized Integrated decision and control algorithm. Section
VII shows example simulation of the proposed method and
discuss the various results. Section VI shows the probabilistic
completeness analysis of the proposed search method. Section
VIII summarize the findings and conclude.
II. RELATED WORK
Multi-Agent co-operative decision making consists of de-
cision making and information merging. Both these can be
done in a centralised or in a de-centralised mechanism. In
this section, we will briefly outline relevant works which uses
both of these mechanisms. For a more comprehensive literature
survey, see [9].
A cooperative search framework for MAVs, first of its kind,
to reduce uncertainty while increasing coverage efficiency of
the search region was proposed in [4]. Most of the early
stage literature in this field were based on centralized maps
with information merging, but employ distributed decision
making for movement [8]. A common feature among these
methods is that a UAV calculates its own path using the
search map and measurements/estimates of some state vari-
ables of interest related to other UAVs in the team. A variety
of techniques like artificial potential fields [10], machine-
learning techniques [7], group dispersion patterns [11], mixed-
integer linear programming [12], and evolutionary algorithms
[13] have been applied in this domain to demonstrate their
improved search efficiency by reducing the overlap in look-
ahead planned paths. Information-theoretic sensor manage-
ment was used in [14] to propose a distributed decision making
based on a centralized search map, taking false alarms and
miss-detections in the sensor model into consideration. The
proposed model suggests UAV to move on a grid cell to
maximize the expected information gain by future sensor
observations. Although useful in reducing the uncertainty
about the search region, this method did not consider sensing
and communications constraints arising in real world scenario.
The works in [15], [16] achieved promising results in finding
the target locations and distributed coordination of decision
making even without having a search map. However, [15]
neither consider communication or sensing radius limitations,
3whereas [16] considers communication range limitations but
no sensor range limitation.
The works in [17], [18], [19] proposed a concept of building
a distributed search map by sharing sensor observations. This
method requires each MAV to update its own search map
and search action individually to locate the target efficiently.
This shows how efficiently information about a target location
can be maintained in a distributed manner within an MAV
team. However, these methods do not consider communi-
cation limitations and false alarms in their sensor model.
In [20], the proposed technique in distributed information
merging and decision-making strategy involves exchange of
multiple messages. Although this method assumes limitations
in communication, it does not consider a realistic sensor
model into account. Another work [21] proposed distributed
information merging and decision-making where the UAVs
share binary sensor observations to coordinate. Though this
method considers a realistic sensor model with both types of
errors, it does not include limitations in communications. The
work in [22] in this category of cooperative search focuses
on consensus among UAVs to maintain similarty in the maps
of each UAV with a finite number of observations, while
considering the limitations in communication and sensing
(both types of errors) operation.
While information merging can be either centralized or dis-
tribute, decision making can also be centralized [3], [23], [24]
or distributed [25]. In the method proposed in [25] the UAVs
can merge information in terms of collecting observations from
other team mates. A technique that uses centralized decision
making without any information merging was introduced in
[26]. In this method, a centralized entity repeatedly assigns
the UAVs to the subregions that need to be visited, without
any merging of information. The methods discussed so far
has a common attribute that they all try to reduce uncertainty
within a given cell by increasing the number of observations
in it.
III. INTEGRATED DECISION AND CONTROL FRAMEWORK
In general the cooperative search framework consist of one
outer decision layer and an inner control execution layer, as
shown in Figure 1. The outer decision layer is mainly respon-
sible to generate trajectories to be followed by each agent. In
inner control layer, a trajectory following controller achieves
the desired trajectory in spite of environmental disturbances.
Often the implicit understanding is that in such decoupled
scheme there exists a time scale difference between the path
planning problem and trajectory following problem, so that
these two problem can separately be considered. There also
exists a representational difference between the two layers. For
example, the outer loop path planning or trajectory generation
loop considers a very simplistic representation of agents.
Considering an UAV as an agent, the position and heading
are considered to be slow moving dynamics when compared
to pitch or roll stabilization of the UAV.
Therefore the decision layer of the agent operates on a
minimalistic representations of self as well as other agents
and only reacts to large scale environmental changes. The
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Fig. 2: Integrated Decision and Control framework
decision layer of each agent exchanges information about the
environment and updates the cognitive map of the same. In
this setting the cooperation implies maximization of a global
benefit defined over the environment. The type of co-operation
considered here is a passive co-operation in the sense that
all agents are completely autonomous. Neither the agents tell
other agent as what to do, nor there exists a hierarchy of
structure or negotiations between the agents.
However, when considering this decoupled approach, the
outer decision layer may demand a trajectory following control
law which may not be feasible. The agents often have control
or actuation limitations. Moreover, such trajectory following
control generally becomes a two point boundary value problem
which may not posses a solution because of control con-
straints. For example, in case of UAVs as agents, there may
be a restriction on its turn rate and control surface deflections.
Such constraints and non-feasibility affects the overall trajec-
tory of the agent. In such cases, the Frechet distance between
the desired trajectory and the actual trajectory can be very
high. Moreover, the agent undergoes a motion, some part of
which falls into restricted reachable sets or obstacles that the
decision layer did not take into account. One solution could
be to maintain a sufficient distance from the obstacles while
planning for a trajectory, but this will only make the solution
conservative.
Therefore it is important to consider simultaneous decision
planning and control of the agents exercising a co-operative
search. This integrated approach must consider simultaneously
the kinematics based representations of the overall scenario
and dynamics of the individual system, that is, it must take into
account the overall kino-dynamic problem, see Figure 2. In
this context, a general formulation of the problem of integrated
multi-agent system decision theoretic control is presented.
Note that, the integrated approach is a generalization of the
multi-layered approach.
With this perspective in the following section we introduce
4the problem of multi agent search in detail.
IV. PROBLEM FORMULATION
A. A Single Agent
Before describing the multi-agent framework, it is necessary
to start with a single agent. An agent can be a single robotic
manipulator in a production pipeline, an unmanned aerial vehi-
cle in a search and reconnaissance mission, or an underwater
vehicle. If the agent has d degrees of freedom, then it can
be represented as a point in a d-dimensional space, called
the configuration space C, which is locally equivalent to a
d−dimensional Euclidean space Rd. For example, if the agent
is a manipulator in a production pipeline, then the manipulator
with 3 degrees of freedom can be represented as a point in
a product space of S1 × S1 × S1. Each orientations of the
arm can be represented as a 3 tuple (β1, β2, β3). However,
describing agent motion with only position and orientation
configurations are sometimes not enough. For example, a
configuration, consisting of position and orientation of an
aircraft, may not be in a collision condition with any of the
surrounding environmental obstacles, but the magnitude and
direction of velocity of the aircraft may be such that a collision
is imminent. Therefore one should consider, for a generic
problem scenario, not just the position and orientation of the
agent, but the linear and angular velocities too.
This argument indicates that the decision theoretic planning
has to be done in a state space, which is an augmentation of the
configuration space along with linear and angular velocities.
Topologically, this comprises of the configuration space along
with its tangent bundle. Let us augment this definition of
configuration space with its tangent bundle. A tangent bundle
of C is defined as T (C) = ∪q∈CTq(C), where Tq(C) is the
collection of all tangent vectors at q.
The configuration space together with its tangent bundle
is called state space X , in which a state x ∈ X is simply
defined as x = (q, q˙). Holonomic constraints can be defined
as hi(q, t) = 0. Non-holonomic constraints require the use
of rate variables and or inequalities, that is li(q, q˙, t) = 0
or li(q, q˙, t) < 0. Differential constraints can be written
in Lagrangian dynamics as a set of equations of the form
gi(q, q˙, q¨, t) = 0, additionally involving acceleration. These
equations can be rewritten in the form x˙ = f(x, u), where
u ∈ U the set of allowable control inputs to the system. The
equations thus describe the state transitions resulting from a
control input.
A configuration q is free if the agent placed at q does not
collide with the obstacles, that is, q does not belong to the set
of points corresponding to the obstacles in the configuration
space. Define the free space Cfree to be the set of all free
configurations in C. We assume that there are a finite number
of obstacles in the workspace or physical space, which are
closed and bounded sets Oi, i = 1, 2, . . . ,m, and without
loss of generality, can be assumed to be pairwise disjoint.
The configuration space obstacles can be defined as Cobs =
C \ Cfree. However, we need to also define the state space
obstacles.
To define state space obstacles apart from defining x ∈
Xobs ⇔ q ∈ Cobs for x = (q, (q˙)), we need to define the
reachable set from an initial configuration. For the system
defined by the expression x˙ = f(x, u), a state x′ can be
obtained by applying a control input u over time t from an
initial state of x0. The set of all possible x′ is called the
reachable state of x0 for a time t. For each state x, among the
set of reachable states, one can define future collision states
Xfc and free state space Xfree = X \Xfc.
B. Multi-Agents
The extension of definitions from single agent to multi-agent
is natural. Each agent is denoted as Ai, i = 1, 2, . . . n, where
n is the total number of agents. For simplicity we consider
all agents are homogeneous. Each agent has a sensor scan
radius of r. The dynamics of the agents can be defined as the
following differential equation
x˙Ai = f(xAi , uAi) (1)
where i ∈ {1, 2, . . . n}, xAi ∈ RnAi denoted the states of each
agent and uAi ∈ U ∈ RmAi denotes the control inputs. The
state space of all the agents can be described as a product
space of individual agents. That is ,
X = X1 ×X2 . . .×Xn (2)
Corresponding to each agent Ai, there exists a decision
strategy space Di. Each agent gathers information yi about
the state of the environment S through its sensors. Agents
generates decision strategies according to the information
obtained. That is,
Di = Gi(yi) (3)
where Gi is the decision function.
For, n agents or decision makers A1, A2, . . . , An, let a
decision a = (a1, . . . , an) ∈ D = D1 × . . . × Dn, where D
is the set of all possible decisions, and each agent chooses
a component decision ai from the possible decisions Di.
Let Di be a σ−field of measurable subsets of Di for each
i = 1, . . . , n.
C. The Environment
The environment can be defined as E ∈ Rn. The environ-
ment can be a physical closed space defined in R2/R3 or it
can be a generic search domain defined in Rn, n > 3. For
example, in case of agents be as manipulators in a production
pipeline with 10 degree of freedom then the environment is
defined as E ∈ R10 in which the manifold of manipulator
configurations is embedded. In any case we assume there exists
an appropriate transformation TE such that E ∈ Rn, n = 2, 3
can be transformed into a ET ∈ Rd where d is the dimension
of configuration space or state space. It can be said that
E or ET is apriori unknown and construction of ET is
computationally expensive as this has exponential time and
space complexity. We assume there exists a suitable metric ρ
for algebraic calculation in E or in ET .
Let, ζ ∈ Rn denotes a random vector defined over an under-
lying probability space (Rn,F, P ). For simplicity, we assume
there exists an identification between the probability space
and the environment ET . The ζ represents the uncertainty
5of ET which are not controlled by any agents. However, the
probability distribution of ζ is known to all the agents and
it is assumed Gaussian. The uncertainty of the environment
translates into distortion in information, on-the-fly discovery
of non-reachable sets by the agents, disturbance such as wind
to affect the system dynamics.
D. The Pay-offs
The pay-offs or reward can be defined as a real valued
objective functional denoted as
J : X ×D → R (4)
Here the environment states, the uncertainties and the states of
the agents are reflected in X . D is the joint decision space of
all the agents as defined previously. Due to the probabilistic
representations of the uncertainties in the environment ET , the
objective functional is essentially an expected payoff defined
as
J = E{J(xA1 , aA1 , xA2 , aA2 , . . . , xAn , aAn)} (5)
Each specification of a decision a transforms J into a random
variable defined on the probability space Rdim(ET ). The op-
timal decision maximizes(minimizes) the expectation of this
random variable. The nature of the pay-off function may be
or may not be available to all the agents. In a centralised
problem the payoff is essentially defined over joint decision
of the agents, where as in decentralised schemes the payoffs
corresponds to individual agents decision strategy.
E. Characteristics of Decision Strategy Space
The optimal decision strategy is the one which minimizes
expected pay-off J . That is,
a∗ = argmin
a∈D
J = E{J(xA1 , aA1 , xA2 , aA2 , . . . , xAn , aAn)}
(6)
Here, a∗ ∈ D. D has defined structures, for example the
agent decision function can be limited to discrete policies.
These policies are basically control laws in the form of
uAi = KAixAi which satisfies equation 1. Many often J
may not be a convex functional of uAi , i = 1, 2, . . . , n and
hence a closed form solution may not be available. It is
therefore necessary to discretise U in order to choose an
optimal strategy.
The co-operative multi-agent decision and control problem
can therefore be defined as to find uAi for each agent Ai,
in a decentralised way which minimizes an expected pay-off
defined as in equation 6.
Next we present the integrated decision planning and control
framework using RRT.
V. AN INTEGRATED DECISION AND CONTROL USING RRT
As mentioned in Section III, an integrated co-operative
planning of multi agent search must take into account of
system dynamics while planning a decision. However, in most
cases, the decision making or path planning in a state space
X ∈ Rd cannot be obtained as a closed form solution. Even
without the consideration of the inner loop control and ne-
glecting the system dynamics, the computational complexity of
configuration space is exponential with the degrees of freedom
of the agents. Therefore, an enumeration of possible decision
strategies is computationally expensive and one should not be
looking for such. This curse of dimensionality can be avoided
by using randomized algorithms. However, according to No-
Free-Launch-Theorem, randomized techniques comes with the
price of algorithmic completeness and instead a probabilistic
completeness can be achieved.
We used randomized algorithm such as Rapidly-Exploring-
Random-Tree as a decision and control planner. For the sake
of completeness we briefly outline the methodology of the
algorithm.
Rapidly Exploring Random Tree (RRT) has been shown to
be very effective in solving robot motion planning problems in
a complex state space with kinodynamic motion constraints.
RRT is introduced in [27], [28] as an efficient data structure
and sampling scheme to quickly search high dimensional
spaces that have algebraic constraints (arising from the ob-
stacle) and differential constraints (arising from nonholonomy
and system dynamics). The algorithm incrementally builds a
tree whose nodes are different states of the robot/vehicle.
These nodes are added randomly to the tree until one of the
node comes close enough to any of the states in xgoal. Next,
that goal state is added to the tree and a solution trajectory
connecting xgoal and xinit can be found by backtracking the
nodes. The edges of the tree forms a one feasible path or
solution trajectory connecting a pair of initial and final states.
The key idea behind RRT is to bias the tree growth towards
unexplored regions of state space by random sampling and
extending tree nodes to those regions. The selection of tree
nodes for expansion is heavily dependent on current spatial
distribution of tree nodes within the state space. Implicitly,
the nodes with larger Voronoi cells1 are more probable for
extension. This is because the probability that a node is
selected for expansion is directly proportional to the volume
measure of its Voronoi cell. The tree node extension logic is
based on forward simulation of system dynamics upon random
control input. In the following, we present the basic RRT
algorithm. The RRT algorithm consists of two subroutines,
Build-RRT 1 and Extend-RRT 2. Details of these algorithms
can be found in [29].
Algorithm 1: Build-RRT
T · init(xinit) B Initialize tree T ;
for i=1,. . . ,K do
xrand ← Random Configuration;
Extend (T, xrand)
end
return T
1Voronoi diagram for a set of points S in a plane is a partitioning of the
plane with respect to those points. The partition is formed in such a way
that each point in S belongs to one partition. The points in S are called
sites or nodes. The distance between any point within a partition and the
corresponding node is less than the distance between the point and any other
node. For a definition of Voronoi Partition,
6Algorithm 2: Extend RRT
xnear ←Nearest Neighbour (x, T );
xnew ←New State(xnear, u);
if xnew is Not in Obstacle then
T · add_vertex(xnew);
T · add_edge(xnear, xnew, unew);
if xnew ∈ Xgoal then
return Reached;
else
return Continue
end
end
end
A random selection over possible decision strategies can
reduce the cardinality of the strategy space D. An integrated
decision planning and control demands that the integrated
decision and control strategy space, hereafter mentioned as
DI should consist of numerous feasible control strategies.
One can assume that there exists a fI : D → DI . The
function fI is the control law for the two point boundary
value problem. If the dynamics of the agents are linear and
everywhere reachable then fI is an one-to-one mapping. Then
to each aAi ∈ D there exists a control law uAi which maps
D to DI . However, in the integrated decision planning and
control framework, instead of finding uAi for each aAi , the
algorithm samples over DI , that is uAi . In each iteration,
for each agent, a set of feasible trajectories is generated
using the RRT algorithm which samples different control input
sequence from the feasible control input set. Without loss
of generality we assume that there exists a binary collision
checker which identifies collision states Xfc and free state
space Xfree = X \Xfc for a arbitrary sequence of uAi .
Note that, the agents do not communicate with each other
and do not depend on others decision. This passive co-
operation framework forces the ith agent to guess the possible
trajectories of the agents within the sensor network. Then for
the ith agent a set of feasible trajectories S is generated. Let
the number of trajectories or strategies is Sq . If there are
Nr number of agents exist within the sensor radius, then an
obvious choice is to enumerate all these possible trajectories
for each agent Aj , j ∈ Nr and select the best trajectory by
minimizing some performance index. The complexity of this
technique is O((Nr+1)Sq ). Such high complexity put a com-
putational burden on each agent, especially when Nr is high.
To reduce the number of strategy enumeration, each agent
guesses a best guessed trajectory for each of its neighbour
and subsequently enumerates at most O(NrSq) number of
strategies. For this, a flag value of 1 is passed to the Build RRT
subroutine which extends only one branch of a RRT tree.
However, for generating an agent’s own strategies we use the
RRT in its conventional mode, that is we pass a flag value
of 0 to the Build RRT subroutine. Figure 3 shows a pictorial
view of strategy combinations and Algorithm 5 outlines the
procedure for integrated decision and planning.
Note that, since the possible trajectories are created using
RRT, therefore each single agent tries to search the entire
search area. As RRT is Voronoi biased, the agents always
pushed to the unexplored region of the state space. We assume
that the agents is capable of storing the previous positional data
and hence can update the uncertainty map of the environment.
Therefore, an importance sampling can be used to sample
random configurations from the state space as this will lead
to faster exploration.
Algorithm 3: Proposed Cooperative Search Algorithm
R← Scan Radius;
N ← Number of Agents;
d← No of Strategy;
for i=1,. . . ,N do
M → Nearest.Neighbout(i, R);
Ui → Uncertainty Map of Agent i;
for j=1,. . . ,M do
Sj → Guess Neighbour Strategy(j,mj |x0j , Ui);
Qj → Final.States(Sj);
end
for k=1,. . . ,d do
Tk → Populate Self Strategy(i, ni|x0i );
Pk → Final.States(Tk);
Jk → Frechet.Distance(Pk, Q);
end
ri → Select.Strategy(argk max(Jk), Tk);
xi → Update.Agent State(x0i , ri);
Ui → Update.UncertaintyMap(Ui, xi);
end
Algorithm 4: Guess Neighbour Strategy
l→ No of RRT Nodes;
x0j → Initial State of Agent j;
Tj ← x0j ;
Ui → Uncertainty Map of Agent i;
while k < l do
Tj ← Build-RRT(Tj , Ui, Xgoal = ∅,Flag = 1);
end
Algorithm 5: Populate Self Strategy
l→ No of RRT Nodes;
x0i → Initial State of Agent i;
Ti → x0i ;
Ui → Uncertainty Map of Agent i;
while k < l do
Ti ← Build-RRT(Ti, Ui, Xgoal = ∅,Flag = 0));
end
Various performance index can be used to compare the
strategies among the agents. One can choose the strategy
where there are minimum possible overlap with all the other
agents. Since the agents do not communicate with each other,
it is necessary to include intrinsically a similar cost metric
7Fig. 3: Co-operative multi agent search: strategy combinations
when comparing the strategies and trajectories generated by
those strategies. As an example, for iith agent a cost functional
can written as in terms of Frechet distance,
Jij,j∈Nr = inf
α,β
maxt∈[0,1]d{pi∈S(i)(α(t)), pj∈S(Nr)(β(t))}
(7)
where α(t) and β(t) are two parametrization of the path pi∈Sq
and pj∈Nr , t ∈ [0, 1]. As complexity of calculating the Frechet
distance is O(mn · log(mn)) for two polygonal curves with m
and n segments, a week Frechet distance can be calculated.
Another type of cost functional can be based on the cov-
erage index of the area by the agents. The ideal coverage or
search should prevent clustering of the agents in one area.
Therefore, when comparing the trajectories the convex hull
produced by pij , i ∈ S(i), j ∈ S(Nr) can be evaluated. The
strategy combination which yield the maximum convex hull
area can be selected.
VI. COMPLETENESS OF COOPERATIVE SEARCH
ALGORITHM
In [10], a mathematical analysis of cooperative search
method is proposed. Specifically it is shown that the method
is probabilistically complete and an upper as well as lower
bound is established on search time. It is shown that by using
a cooperative strategy the agents essentially do not exhibit
periodic paths. However, this is guaranteed only against a
discretization of the search space. The method also relies on
the representation of the uncertainties in the search space.
We show in the following that our proposed method is also
probabilistically complete. In this process we give the defini-
tion of τ -probabilistic completeness show the completeness
of the proposed method. This analysis is also independent
of uncertainty representation and discretization of the search
space.
We begin with the following assumptions.
1) All agents are homogeneous. All the agent has identical
dynamics, that is x˙i = f(xi, ui) for i = 1, . . . , N .
2) The dynamics x˙i = f(xi, ui) does not exhibit limit
cycle. That is, there are no strange attractors within X .
Let the state of the ith agent is defined as xni at the nth iteration
of the algorithm. Let the reachable set defined at nth iteration
of the ith agent is vnxi = {xf ∈ X|xf =
∫ tn+δ
tn
f(xin−1, u
i).
We can set up a relational class as V = {v1 → v2 → . . . vn}.
Without loss of generalisation it can be assumed that X ∈
∪n∈Zvn. That is the entire state space is within the union of
reachable states.
However, at each iteration we sample only a finite number
of controls from vx
i
n as u
i = {u1, u2, . . . , ud}. Let’s assume,
for simplicity, that each time we are choosing from a finite
pre-defined set of samples.
Next we define the τ -completeness of search algorithms.
Let the outcome of a search algorithm is a parametrised curve
passing through points in X . Let, x′ = {xin|n ∈ Z} set of
points generated by a search algorithm after n iterations. Let
ρ defines a distance metric defined on space X . With respect to
the distance metric ρ, for any point xq ∈ X , if inf ρ(xq, x′) <
τ as n → ∞, then the search algorithm is τ -probabilistically
complete. Note that, in the event τ → 0, any search algorithm
is fundamentally incomplete.
Next we present the following theorem.
Theorem 1. The proposed search algorithm is τ -
probabilistically complete.
Proof. Let the neighbourhood radius is defined as R. We
will show that completeness is ensured with the help of
non-existence of any cyclic paths in X , when the agents
cooperatively plans their paths. Specifically, we will show that
if there are no limit cycles exists in the cooperative trajectory
planning then as n→∞ the trajectories will be space filling.
Now as the individual agent does not show limit cycle
behaviour then when the agent’s decision is not affected by
its neighbouring agents there will be no cyclic trajectories,
which is trivial from the assumptions. However, depending on
the magnitude of R and the number of agents there can be
two possibilities.
• Some agents can be within the neighbourhood for a
certain amount of time but not always. However, in this
case when the agent is not influenced by any neighbour,
the agent behaved according to its own dynamics and
hence will show no limit cycle or cyclic segments in the
generated trajectory.
• The other possibility is that, some agents are always be
present within the neighbourhood. This implies that indi-
vidual agents path is always affected by at least one agent
for all the time. Let us assume in this case an agent show
indeed the existence of a limit cycle. This limit cycle
corresponds to a input sequence {uk+1, uk+2, . . . uk+n
for some k applied to an agent in order to obtained
a cyclic trajectory upto the iteration n. Therefore any
future periodic orbit requires application of these input
in k = T, 2T, . . . time intervals.
Now ui can be obtained from any of the d inputs. This
implies that the probability of selecting u1 at k = 0 is
simply (1/d). The probability of selecting u2 at k = 1
given u1 is selected at k = 0 is (1/d2). Hence for a n
iteration cyclic path probability of selecting the sequence
{u1, u2, . . . , un} repeatedly is (1/dn). Let E denotes the
event that a sequence {u1, u2, . . . , un} is chosen. Then
∞∑
n=k+1
p(En) =
∞∑
n=k+1
(1/dn) <∞
Since, d > 1.
8Fig. 4: An example scenario of co-operative multi-agent search
consisting of agents (n = 6) and targets (m = 8)
Therefore, according to Borell-Cantelli Lemma
limn→∞ supP (En) = 0. This implies that the event En
will not occur infinitely often. This implies there will
be no periodic trajectory. Hence as n → ∞, some point
within the trajectory will eventually come as close to xq
as τ .
VII. RESULTS AND DISCUSSIONS
A. Simulation Setup
Simulations are performed for n agents (n = 6, 8, 10)
to explore an unknown environment Ω containing m targets
(m = 8). One such arrangement is shown in Fig 4. The objec-
tive of the simulation is to show the feasibility in realization
of the MAS-IDC approach. The performance of the MAS-IDC
algorithm is also compared with Random Search methods.
The uncertainty of the environment is considered as dy-
namic and represented as a time functional. To analyse the un-
certainty variations, the environment is decomposed into axis
aligned rectangular grid cells, denoted as Ξij , i ∈ 20, j ∈ 10.
The uncertainty of Ξij is defined as,
ηΞij (t) = 1− e−(t−t
′) (8)
where t′ is the time when Ξij last visited by any agent. The
time interval between two successive visit is defined as the
visiting period, τVp = t − t′. Since, ηΞij is a time varying
stochastic quantity, therefore a finite time average M
[
ηΞij
]
and finite time variance Var(ηΞij ) is used to characterise the
uncertainty of each cell. That is,
M{ηΞij (t)} =
1
T
∫ T
0
ηΞij (t)dt (9)
Var{ηΞij (t)} =
1
T
∫ T
0
[ηΞij (t)−M{ηΞij (t)}]2dt (10)
M ′ [ηΞ], defined as the average of M
[
ηΞij
]
over all the cells,
is used to measure the performance of the the search algorithm.
Although, we consider the position of the targets as static
and uncertain, however the target strengths are time varying
quantity, that is,
Ti(t) = 1− e−(t−t′T ) (11)
The total target strength T (t) is defined as the summation of
the individual target strength.
T (t) =
m∑
i=1
Ti(t) (12)
As agents we consider a simple non-holonomic dynamics
represented by the following equations 13-15.
x˙ = v cos θ (13)
y˙ = v sin θ (14)
θ˙ = (v/L) tanφ (15)
where, L is the length between the wheels, v is the velocity,
φ is the steering angle. The position of the agent and it’s
orientation is denoted by a 3-tuple (x, y, θ). The control
variables are velocity v and steering angle. The configuration
space is R2 × S1. For example simulation such a simplistic
vehicle equation is considered although any complex vehicle
dynamics can be used in the algorithm.
Various Monte-Carlo simulations are performed considering
various parameter variations such as sensing radius, number
of agents etc. In each case a set of 500 simulation trials are
performed and results are obtained. One such example scenario
is shown in Fig. 4. The sensor radius considered here is
20 m. The environment considered here as a rectangular region
with 100 m × 150 m dimensions. The variation of average
uncertainty of the area is shown in Fig.5 and the variation
of total target strength is shown in Fig. 6 for n = 6 and
n = 10 agents. Fig. 7 shows considerable improvement when
comparing with random search methodology. Note that, we
only show a comparison of our method with a basic random
search method suitably modified to include the dynamics of
the vehicle. This is needed as other co-operative decentralised
search without communication do not include vehicle dynam-
ics into account.
We assume that each agent has sensors to measure the
position and velocity of the other agents. However, there
could be error in estimation of such states. We consider a
±2 m to ±4 m positional error variance in the estimation. The
resulting average cell uncertainties are shown in Fig.8, Fig.9,
and Fig.10. These show that the average uncertainties do not
changes drastically with the inaccuracy in the estimation to
some degree.
We also show the resulting variance in the environmental
uncertainties as in Fig.11, Fig.12, Fig. 13. The relatively small
values implies that the environment is been searched in an
uniform manner despite the positional inaccuracy. We also
see that despite of knowing the accurate intentions of the
neighbourhood agents, the number of collision between the
agents in case of IDC approach, is quite small, on an average
of 0.7 over the trials, while for the case of Random search, it
is 6.
VIII. CONCLUSION
In this paper we show a framework for integrated decision
planning and control for multi-agent search problem using
randomized algorithms, specifically RRT. The method is iter-
ative and applicable to a wide class of problems and complex
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Fig. 9: Average Cell uncertainty when σError = 2
systems. We show that the algorithm is τ probabilistically
complete. We also present simulations results which show
considerable improvement over the random search.
REFERENCES
[1] D. W. Gage, “Command control for many-robot systems,” DTIC Docu-
ment, Tech. Rep., 1992.
[2] ——, “Randomized search strategies with imperfect sensors,” in Optical
Tools for Manufacturing and Advanced Automation. International
Society for Optics and Photonics, 1994, pp. 270–279.
0 100 200 300 400 500
0.6
0.62
0.64
0.66
0.68
0.7
Trials
A
ve
ra
ge
U
nc
er
ta
in
ty
n=6
Fig. 10: Average Cell uncertainty when σError = 4
10
0 100 200 300 400 500
0
2 · 10−2
4 · 10−2
6 · 10−2
8 · 10−2
0.1
Trials
U
nc
er
ta
in
ty
V
ar
ia
nc
e n = 6
Fig. 11: Cell uncertainty variance when σError = 0
0 100 200 300 400 500
0
2 · 10−2
4 · 10−2
6 · 10−2
8 · 10−2
0.1
Trials
U
nc
er
ta
in
ty
V
ar
ia
nc
e n = 6
Fig. 12: Cell uncertainty variance when σError = 2
[3] P. Sujit and D. Ghose, “Search using multiple uavs with flight time
constraints,” IEEE Transactions on Aerospace and Electronic Systems,
vol. 40, no. 2, pp. 491–509, 2004.
[4] K. Passino, M. Polycarpou, D. Jacques, M. Pachter, Y. Liu, Y. Yang,
M. Flint, and M. Baum, Cooperative Control for Autonomous Air
Vehicles, R. Murphey and P. M. Pardalos, Eds. Boston, MA: Springer
US, 2002.
[5] H. Terelius, U. Topcu, and R. M. Murray, “Decentralized multi-agent op-
timization via dual decomposition,” IFAC Proceedings Volumes, vol. 44,
no. 1, pp. 11 245–11 251, 2011.
[6] Y.-C. Ho et al., “Team decision theory and information structures
in optimal control problems–part i,” IEEE transactions on automatic
control, vol. 17, no. 1, pp. 15–22, 1972.
0 100 200 300 400 500
0
2 · 10−2
4 · 10−2
6 · 10−2
8 · 10−2
0.1
Trials
U
nc
er
ta
in
ty
V
ar
ia
nc
e n=6
Fig. 13: Cell uncertainty variance when σError = 4
[7] Y. Yang, A. A. Minai, and M. M. Polycarpou, “Decentralized cooperative
search by networked uavs in an uncertain environment,” in American
Control Conference, 2004. Proceedings of the 2004, vol. 6. IEEE,
2004, pp. 5558–5563.
[8] M. Flint, M. Polycarpou, and E. Fernandez-Gaucherand, “Cooperative
control for multiple autonomous uav’s searching for targets,” in Decision
and Control, 2002, Proceedings of the 41st IEEE Conference on, vol. 3.
IEEE, 2002, pp. 2823–2828.
[9] Y. Cao, W. Yu, W. Ren, and G. Chen, “An overview of recent progress
in the study of distributed multi-agent coordination,” IEEE Transactions
on Industrial informatics, vol. 9, no. 1, pp. 427–438, 2013.
[10] Y. Yang, M. M. Polycarpou, and A. A. Minai, “Multi-uav cooperative
search using an opportunistic learning method,” Journal of Dynamic
Systems, Measurement, and Control, vol. 129, no. 5, pp. 716–728, 2007.
[11] G. York and D. J. Pack, “Ground target detection using cooperative
unmanned aerial systems,” Journal of Intelligent & Robotic Systems,
vol. 65, no. 1-4, pp. 473–478, 2012.
[12] E. J. Forsmo, T. I. Fossen, T. A. Johansen et al., “Optimal search mission
with unmanned aerial vehicles using mixed integer linear programming,”
in Unmanned Aircraft Systems (ICUAS), 2013 International Conference
on. IEEE, 2013, pp. 253–259.
[13] J. Berger and J. Happe, “Co-evolutionary search path planning under
constrained information-sharing for a cooperative unmanned aerial ve-
hicle team,” in IEEE Congress on Evolutionary Computation. IEEE,
2010, pp. 1–8.
[14] M. P. Kolba, W. R. Scott, and L. M. Collins, “A framework for
information-based sensor management for the detection of static targets,”
IEEE Transactions on Systems, Man, and Cybernetics-Part A: Systems
and Humans, vol. 41, no. 1, pp. 105–120, 2011.
[15] D. Enns, D. Bugajski, and S. Pratt, “Guidance and control for coopera-
tive search,” in Proceedings of the 2002 American Control Conference
(IEEE Cat. No. CH37301), vol. 3. IEEE, 2002, pp. 1923–1929.
[16] E. Yanmaz and H. Guclu, “Stationary and mobile target detection using
mobile wireless sensor networks,” in INFOCOM IEEE Conference on
Computer Communications Workshops, 2010. IEEE, 2010, pp. 1–5.
[17] F. Bourgault, T. Furukawa, and H. F. Durrant-Whyte, “Coordinated
decentralized search for a lost target in a bayesian world,” in Intelligent
Robots and Systems, 2003.(IROS 2003). Proceedings. 2003 IEEE/RSJ
International Conference on, vol. 1. IEEE, 2003, pp. 48–53.
[18] J. Tisdale, Z. Kim, and J. K. Hedrick, “Autonomous uav path planning
and estimation,” IEEE Robotics & Automation Magazine, vol. 16, no. 2,
pp. 35–42, 2009.
[19] F. M. Delle Fave, Z. Xu, A. Rogers, and N. R. Jennings, “Decentralised
coordination of unmanned aerial vehicles for target search using the
max-sum algorithm,” 2010.
[20] P. Sujit and D. Ghose, “Self assessment-based decision making for mul-
tiagent cooperative search,” IEEE Transactions on Automation Science
and Engineering, vol. 8, no. 4, pp. 705–719, 2011.
[21] T. H. Chung and J. W. Burdick, “Multi-agent probabilistic search in a
sequential decision-theoretic framework,” in Robotics and Automation,
2008. ICRA 2008. IEEE International Conference on. IEEE, 2008, pp.
146–151.
[22] J. Hu, L. Xie, K.-Y. Lum, and J. Xu, “Multiagent information fusion
and cooperative control in target search,” IEEE Transactions on Control
Systems Technology, vol. 21, no. 4, pp. 1223–1235, 2013.
[23] C. W. Lum, J. Vagners, and R. T. Rysdyk, “Search algorithm for teams of
heterogeneous agents with coverage guarantees,” Journal of Aerospace
Computing, Information, and Communication, vol. 7, no. 1, pp. 1–31,
2010.
[24] M. Mirzaei, F. Sharifi, B. W. Gordon, C. A. Rabbath, and Y. Zhang,
“Cooperative multi-vehicle search and coverage problem in uncertain
environments,” in 2011 50th IEEE Conference on Decision and Control
and European Control Conference. IEEE, 2011, pp. 4140–4145.
[25] A. E. Gil, K. M. Passino, and J. B. Cruz Jr, “Stable cooperative
surveillance with information flow constraints,” IEEE Transactions on
Control Systems Technology, vol. 16, no. 5, pp. 856–868, 2008.
[26] J. R. Riehl, G. E. Collins, and J. P. Hespanha, “Cooperative search by
uav teams: A model predictive approach using dynamic graphs,” IEEE
Transactions on Aerospace and Electronic Systems, vol. 47, no. 4, pp.
2637–2656, 2011.
[27] S. M. Lavalle, “Rapidly-exploring random trees: A new tool for path
planning,” Iowa State University, Tech. Rep. TR 98-11, Oct. 1998.
[28] S. M. LaValle and J. J. Kuffner, “Randomized kinodynamic planning,”
The International Journal of Robotics Research, vol. 20, no. 5, pp. 378–
400, 2001.
[29] H. M. Choset, Principles of robot motion: theory, algorithms, and
implementation. Cambridge, USA: MIT press, 2005.
