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ENERGY-TRANSPORT SYSTEMS FOR OPTICAL LATTICES:
DERIVATION, ANALYSIS, SIMULATION
MARCEL BRAUKHOFF AND ANSGAR JU¨NGEL
Abstract. Energy-transport equations for the transport of fermions in optical lattices
are formally derived from a Boltzmann transport equation with a periodic lattice potential
in the diffusive limit. The limit model possesses a formal gradient-flow structure like in
the case of the energy-transport equations for semiconductors. At the zeroth-order high
temperature limit, the energy-transport equations reduce to the whole-space logarithmic
diffusion equation which has some unphysical properties. Therefore, the first-order ex-
pansion is derived and analyzed. The existence of weak solutions to the time-discretized
system for the particle and energy densities with periodic boundary conditions is proved.
The difficulties are the nonstandard degeneracy and the quadratic gradient term. The
main tool of the proof is a result on the strong convergence of the gradients of the ap-
proximate solutions. Numerical simulations in one space dimension show that the particle
density converges to a constant steady state if the initial energy density is sufficiently
large, otherwise the particle density converges to a nonconstant steady state.
1. Introduction
An optical lattice is a spatially periodic structure that is formed by interfering optical
laser beams. The interference produces an optical standing wave that may trap neutral
atoms [4]. The lattice potential mimics the crystal lattice in a solid, while the trapped
atoms mimic the valance electrons in a solid state crystal. In contrast to solid materi-
als, it is easily possible to adjust the geometry and depth of the potential of an optical
lattice. Another advantage is that the dynamics of the atoms, if cooled down to a few
nanokelvin, can be followed on the time scale of milliseconds. Therefore, optical lattices
are ideal systems to study physical phenomena that are difficult to observe in solid crystals.
Moreover, they are promising candidates to realize quantum information processors [14]
and extremely precise atomic clocks [2].
The dynamics of ultracold fermionic clouds in an optical lattice can be modeled by the
Fermi-Hubbard model with a Hamiltonian that is a result of the lattice potential created
by interfering laser beams and short-ranged collisions [11]. In the semi-classical picture,
the interplay between diffusive and ballistic regimes can be described by a Boltzmann
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2 MARCEL BRAUKHOFF AND ANSGAR JU¨NGEL
transport equation [13], which is able to model qualitatively the observed cloud shapes
[23].
In this paper, we investigate moment equations which are formally derived from a Boltz-
mann equation in the diffusive regime. The motivation of our work is the observation
that in the (relative) high-temperature limit, the lowest-order diffusion approximation of
the Boltzmann equation leads to a logarithmic diffusion equation [20] which has nonphys-
ical properties in the whole space (for instance, it loses mass). Our aim is to derive the
next-order approximation, leading to energy-transport equations for the particle and en-
ergy densities, and to analyze and simulate the resulting system of degenerate parabolic
equations under periodic boundary conditions [20].
The starting point is the (scaled) Boltzmann equation for the distribution function
f(x, p, t),
(1) ∂tf + u · ∇xf +∇xV · ∇pf = Q(f),
where x ∈ Rd is the spatial variable, p is the crystal momentum defined on the d-
dimensional torus Td with unit measure, and t > 0 is the time. The velocity u is defined
by u(p) = ∇pε(p) with the energy ε(p), V (x, t) is the potential, and Q(f) is the colli-
sion operator. Compared to the semiconductor Boltzmann equation, there are two major
differences.
First, the band energy ε(p) is given by the periodic dispersion relation
(2) ε(p) = −2ε0
d∑
i=1
cos(2pipi), p ∈ Td.
The constant ε0 is a measure for the tunneling rate of a particle from one lattice site to a
neighboring one. In semiconductor physics, usually a parabolic band structure is assumed,
ε(p) = 1
2
|p|2 [15]. This formula also appears in kinetic gas theory as the (microscopic)
kinetic energy. The band energy in optical lattice is bounded, while it is unbounded
when ε(p) = 1
2
|p|2. This has important consequences regarding the integrability of the
equilibrium distribution (see below).
Second, the potential V is given by V = −U0n, where n =
∫
Td fdp is the particle
density and U0 > 0 models the strength of the on-site interaction between spin-up and
spin-down components [23]. In semiconductor physics, V is the electric potential which is
a given function or determined self-consistently from the (scaled) Poisson equation [15].
The definition V = −U0n leads to unexpected “degeneracies” in the moment equations,
see the discussion below.
The collision operator is given as in [23] by the relaxation-time approximation
Q(f) =
1
τ
(Ff − f),
where τ > 0 is the relaxation time and Ff is determined by minimizing the free energy
for fermions associated to (1) under the constraints of mass and energy conservation (see
Section 2 for details), leading to
Ff (x, p, t) =
(
η + exp(−λ0(x, t)− λ1(x, t)ε(p))
)−1
, x ∈ Rd, p ∈ Td, t > 0,
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where (λ0, λ1) are the Lagrange multipliers resulting from the mass and energy constraints.
For η = 1, we obtain the Fermi-Dirac distribution, while for η = 0, Ff equals the
Maxwell-Boltzmann distribution. We may consider Ff as a function of (λ0, λ1) and write
F(λ0, λ1; p) = [η + exp((−λ0 − λ1ε(p))]−1.
The variable λ1 can be interpreted as the negative inverse (absolute) temperature, while
λ0 is related to the so-called chemical potential [15]. Since the band energy is bounded, the
equilibrium Ff is integrable even when λ1 > 0, which means that the absolute temperature
may be negative. In fact, negative absolute temperatures can be realized in experiments
with cold atoms [22]. Negative temperatures occur in equilibrated (quantum) systems
that are characterized by an inverted population of energy states. The thermodynamical
implications of negative temperatures are discussed in [21].
In the following, we detail the main results of the paper.
Formal derivation and entropy structure. Starting from the Boltzmann equation (1),
we derive formally moment equations in the limit of large times and dominant collisions.
More precisely, the particle density n =
∫
Td Fdp and energy density E =
∫
Td Fεdp solve
the energy-transport equations
(3) ∂tn+ div Jn = 0, ∂tE + div JE − Jn · ∇V = 0
for x ∈ Rd, t > 0, where the particle and energy current densities are given by
(4) Jn = −
1∑
i=0
D0i∇λi − λ1D00∇V, JE = −
1∑
i=0
D1i∇λi − λ1D10∇V,
and the diffusion coefficients depend nonlocally on F and hence on (λ0, λ1); see Proposition
1. The structure of system (3)-(4) is similar to the semiconductor case [17] but the diffusion
coefficients Dj are different. For V = −U0n, the Joule heating term Jn · ∇V contains the
squared gradient |∇n|2, while in the semiconductor case it contains |∇V |2 which is generally
smoother than |∇n|2.
System (3)-(4) possesses a formal gradient-flow or entropy structure. Indeed, the entropy
H, defined in Section 2.2, is nonincreasing in time,
dH
dt
= −
∫
Rd
1∑
i,j=0
∇µ>i Lij∇µjdx ≤ 0;
see Proposition 3. Here, the functions µ0 = λ0+λ1V and µ1 = λ1 are called the dual entropy
variables, and the coefficients Lij are defined in (20). In the dual entropy variables, the
potential terms are eliminated, leading to the “symmetric” problem
∂t
(
n
E
)
= div
((
L00 L01
L10 L11
)
∇
(
µ0
µ1
))
,
where the matrix (Lij) is symmetric and positive definite. This formal gradient-flow struc-
ture allows for the development of an existence theory but only for uniformly positive
definite diffusion matrices [10]. A general existence result (including electric potentials) is
still missing.
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A further major difficulty comes from the fact that the system possesses certain “degen-
eracies” in the mapping (n,E) 7→ µ = (µ0, µ1) and the entropy production −dH/dt. For
instance, the determinant of the Jacobi matrix ∂(n,E)/∂µ may vanish at certain points.
Such a situation also occurs for the semiconductor energy-transport equations but only
at the boundary of the domain of definition (namely at E = 0). In the present situation,
the degeneracy may occur at points in the interior of the domain of definition. In view of
these difficulties, an analysis of the general energy-transport model (3)-(4) is currently out
of reach. This motivates our approach to introduce a simplified model.
Analysis of high-temperature energy-transport models. We show the existence
of weak solutions to a simplified energy-transport model. It is argued in [20] that the
temperature is large (relative to the nanokelvin scale) in the center of the atomic cloud for
long times. Therefore, we simplify (3)-(4) by performing the high-temperature limit. For
high temperatures, the relaxation time may be approximated by τ(n) = τ0/(n(1− n)) [23,
Suppl.]. As θ = −1/λ1 can be interpreted as the temperature, the high-temperature limit
corresponds to the limit λ1 → 0. Expanding F(λ0, λ1) around (λ0, 0) up to zeroth order
leads to the diffusion equation (see Section 3)
(5) ∂tn = div
(
τ0∇n
n(1− ηn)
)
in Rd.
In the case η = 0, we obtain the logarithmic diffusion equation ∂tn = τ0∆ log n which
predicts a nonphysical behavior. Indeed, in two space dimensions, it can be shown that
the particle number is not conserved and the unique smooth solution exists for finite time
only; see, e.g., [9, 24]. We expect a similar behavior when η > 0. This motivates us to
compute the next-order expansion. It turns out that at first order and with V = −U0n,
(n,E) is solving the (rescaled) energy-transport equations
∂tn = div
(
W∇n
n(1− ηn)
)
,(6)
∂tW =
2d− 1
2d
div
( ∇W
n(1− ηn)
)
− U W |∇n|
2
n(1− ηn) .(7)
where U = U0/(2dε
2
0) and W = 1 − UE is the “reverted” energy. The case W = 0
corresponds to the maximal energy E = 1/U0. Taking into account the periodic lattice
structure, we solve (6)-(7) on the torus Td, together with the initial conditions n(0) = n0,
W (0) = W 0 in Td.
The structure of the diffusion equation (6) is similar to (5), but the diffusion coefficient
contains W as a factor, adding a degeneracy to the singular logarithmic diffusion equation.
It is an open problem whether this factor removes the unphysical behavior of the solution
to (5) in Rd. We avoid this problem by solving (6)-(7) in a bounded domain and by looking
for strictly positive particle densities. Is is another open problem to prove the existence of
solutions to (6)-(7) in the whole space.
Because of the squared gradient term in (7), the energy E (or W ) is not conserved but
the total energy Wtot = W − (U/2)n2. In fact, in terms of Wtot, the squared gradient term
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is eliminated,
(8) ∂tWtot = div
( ∇W
2n(1− ηn) +
UW
1− ηn∇n
)
.
Unfortunately, this formulation does not help for the analysis since the treatment of
∂t(n
2) = 2n∂tn is delicate as ∂tn lies in the dual space H
1(Td)′ but n is generally not
an element of H1(Td) because of the degeneracy (we have only W 1/2∇n ∈ L2(Td)).
The analysis of system (6)-(7) is very challenging since the first equation is degenerate
in W , and the second equation contains a quadratic gradient term. In the literature, there
exist existence results for degenerate equations with quadratic gradient terms [8, 12], but
the degeneracy is of porous-medium type. A more complex degeneracy was investigated in
[7]. In our case, the degeneracy comes from another variable, which is much more delicate
to analyze.
Related problems appear in semiconductor energy-transport theory, but only partial
results have been obtained so far. Let us review these results. The existence of stationary
solutions to (3) with the current densities
Jn = −∇(nθ) + n∇V, JE = −κ0∇θ + 5
2
θJn, E =
3
2
nθ,
close to the constant equilibrium has been shown in [1]. The idea is that in such a situation,
the temperature θ is strictly positive which removes the degeneracy in the term∇(nθ). The
parabolic system was investigated in [18, 19], and the global existence of weak solutions
was shown without any smallness condition but for a simplifed energy equation. Again,
the idea was to prove a uniform positivity bound for the temperature, which removes the
degeneracy. A more general result (but without electric potential) was achieved in [25] for
the system
∂tn = ∆(θ
αn), ∂t(θn) = ∆(θ
α+1n) +
n
τ
(1− θ)
in a bounded domain, where 0 < α < 1. The global existence of weak solutions to the
corresponding initial-boundary-value problem was proved. Again, the idea is a positivity
bound for θ but this bound required a nontrivial cut-off procedure and several entropy
estimates.
In this paper, we make a step forward in the analysis of nonlinear parabolic systems
with nonstandard degeneracies by solving (6)-(7) without any positive lower bound for W .
Since W may vanish, we can expect a gradient estimate for n only on {W > 0}. Although
the quadratic gradient term also possesses W as a factor, the treatment of this term is
highly delicate, because of low time regularity. Therefore, we present a result only for a
time-discrete version of (6)-(7), namely for its implicit Euler approximation
1
4t(n
k − nk−1) = div
(
W k∇nk
n(1− ηnk)
)
,(9)
1
4t(W
k −W k−1) = 2d− 1
2d
div
( ∇W k
nk(1− ηnk)
)
− U W
k|∇nk|2
nk(1− ηnk)(10)
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for x ∈ Td, where 4t > 0 and (nk−1,W k−1) are given functions. We show the existence
of a weak solution (nk,W k) satisfying nk ≥ 0, W k ≥ 0 and W knk, W k ∈ H1(Td); see
Theorem 9. In one space dimension and under a smallness assumption on the variance of
W k−1 and nk−1, the strict positivity of W k can be proved; see Theorem 11.
The existence proof is based on the solution of a regularized and truncated problem
by means of the Leray-Schauder fixed-point theorem. Standard elliptic estimates provide
bounds uniform in the approximation parameters. The key step is the proof of the strong
convergence of the gradient of the particle density. For this, we show a general result for
degenerate elliptic problems; see Proposition 8. This result seems to be new. Standard
results in the literature need the ellipticity of the differential operator [5]. Unfortunately, we
are not able to perform the limit 4t→ 0 since some estimates in the proof of Proposition
8 are not uniform in 4t; also see Remark 10 for a discussion.
Numerical simulations. The time-discrete system (9)-(10) is discretized by finite differ-
ences in one space dimension and solved in an semi-implicit way. The large-time behavior
exhibits an interesting phenomenon. If the initial energy W 0 is constant and sufficiently
large, the solution (n(t),W (t)) converges to a constant steady state. However, if the con-
stant W 0 is too small, the stationary particle density is nonconstant. In both cases, the
time decay is exponential fast, but the decay rate becomes smaller for smaller constants
W 0 since the diffusion coefficient in (6) is smaller too.
The paper is organized as follows. Section 2 is devoted to the formal derivation of the
general energy-transport model and its entropy structure, similar to the semiconductor
case [3]. The high-temperature expansion is performed in Section 3, leading to the energy-
transport system (6)-(7). The strong convergence of the gradients is shown in Section
4. In Section 5 the existence result is stated and proved. The numerical simulations
are presented in Section 6, and the Appendix is concerned with the calculation of some
integrals involving the velocity u(p) and energy ε(p).
2. Formal derivation and entropy structure
2.1. Derivation from a Boltzmann equation. We consider the following semiclassical
Boltzmann transport equation for the distribution function f(x, p, t) in the diffusive scaling:
(11) α∂tfα + u · ∇xfα +∇Vα · ∇pfα = 1
α
Qα(fα), (x, p) ∈ Rd × Td, t > 0,
where α > 0 is the Knudsen number [3], (x, p) are the phase-space variables (space and
crystal momentum), and t > 0 is the time. We recall that the velocity equals u(p) = ∇pε(p),
where the energy ε(p) is given by (2). The potential Vα is defined by Vα = −U0nα.
In the physical literature [23], the collision operator Qα is given by the relaxation-time
approximation
Qα(f) =
1
τα
(Ff − f),
ENERGY-TRANSPORT SYSTEMS FOR OPTICAL LATTICES 7
where the function Ff is determined by maximizing the free energy (18) associated to (11)
under the constraints
(12)
∫
Td
(Ff − f)dp = 0,
∫
Td
(Ff − f)ε(p)dp = 0,
which express mass and energy conservation during scattering events. The solution of this
problem is given by
Ff (x, p, t) = 1
η + exp(−λ0(x, t)− λ1(x, t)ε(p)) ,
where λ0 and λ1 are the Lagrange multipliers and η ≥ 0 is a parameter which may take
the values η = 0 (Maxwell-Boltzmann statistics) or η = 1 (Fermi-Dirac statistics). The
relaxation time τα ≥ 0 generally depends on the particle density but at this point we do
not need to specifiy the dependence.
We show the following result.
Proposition 1 (Derivation). Let fα be a (smooth) solution to the Boltzmann equation
(11). We assume that the formal limits f = limα→0 fα, g = limα→0(fα − Ffα)/α, and
τ = limα→0 τα exist. Then the particle and energy densities
n = n[Ff ] =
∫
Td
Ffdp, E = E[Ff ] =
∫
Td
Ffε(p)dp
are solutions to (3)-(4), and the diffusion coefficients Dij = (D
k`
ij ) ∈ Rd×d are defined by
Dk`ij = τ
∫
Td
uku`Ff (1− ηFf )ε(p)i+jdp, i, j = 0, 1, k, ` = 1, . . . , d.
The proof of the proposition is similar to those of Propositions 1 and 2 in [17]. For the
convenience of the reader, we present the (short) proof.
Proof. To derive the balance equations, we multiply the Boltzmann equation (11) by 1 and
ε, respectively, and integrate over Td:
∂tn[fα] +
1
α
divx
∫
Td
ufαdp = 0,(13)
∂tE[fα] +
1
α
divx
∫
Td
εufαdp− 1
α
∇xVα ·
∫
Td
ufαdp = 0.(14)
The integrals involving the collision operator vanish in view of mass and energy conserva-
tion; see (12). We have integrated by parts in the last integral on the left-hand side of (14).
Next, we insert the Chapman-Enskog expansion fα = Ffα +αgα (which in fact defines gα)
in (13)-(14) and observe that the function p 7→ u(p)ε(p)jFfα(p) is odd for any j ∈ N0 such
that its integral over Td vanishes. This leads to
∂tn[Ffα ] + α∂tn[gα] + divx
∫
Td
ugαdp = 0,
∂tE[Ffα ] + α∂tE[gα] + divx
∫
Td
uεgαdp−∇xV ·
∫
Td
ugαdp = 0.
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Passing to the formal limit α→ 0 gives the balance equations (3) with
(15) Jn =
∫
Td
ugdp, JE =
∫
Td
uεgdp.
To specify the current densities, we insert the Chapman-Enskog expansion in (11),
α∂t(Ffα + αgα) + u · ∇x(Ffα + αgα) +∇xV · ∇p(Ffα + αgα) = −
gα
τα
,
and perform the formal limit α→ 0,
(16) u · ∇xFf +∇xV · ∇pFf = −g
τ
.
A straightforward computation shows that
∇xFf = Ff (1− ηFf )(∇xλ0 + ε∇xλ1), ∇pFf = Ff (1− ηFf )uλ1,
and inserting this into (16) gives an explicit expression for g:
g = −τFf (1− ηFf )
(
u · ∇xλ0 + εu · ∇xλ1 + λ1∇xV · u
)
.
Therefore, the current densities (15) lead to (4). This finishes the proof. 
In the following we write Ff = F(λ), where
(17) F(λ) = 1
η + exp(−λ0 − λ1ε(p)) , λ = (λ0, λ1) ∈ R
2, p ∈ Td.
Proposition 2 (Diffusion matrix). The diffusion matrix D = (Dij) ∈ R2d×2d is symmetric
and positive definite.
Proof. The proof is similar to Proposition 3 in [17]. Let z = (w, y) ∈ R2d with w, y ∈ Rd.
Then
z>Dz = w>D00w + 2w>D01y + y>D11y
=
∫
Td
F(1− ηF)
d∑
i=1
(uiwi + εuiyi)
d∑
j=1
(ujwj + εujyj)dp
=
∫
Td
F(1− ηF)
d∑
i=1
∣∣ui(wi + εyi)∣∣2dp ≥ 0.
Since Dk`ij is symmetric in (i, j) and (k, `), the symmetry of D is clear. 
2.2. Entropy structure. The entropy structure of (3)-(4) follows from the abstract frame-
work presented in [17]. In the following, we make this framework explicit. First, we
introduce the entropy
H(t) =
∫
Rd
h(λ)dx, where
h(λ) =
∫
Td
(F logF + η−1(1− ηF) log(1− ηF))dp.
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The entropy density h can be reformulated as
h(λ) =
∫
Td
(
F log F
1− ηF −
1
η
log
1
1− ηF
)
dp
=
∫
Td
(F(λ0 + λ1ε)− 1
η
log(1 + ηeλ0+λ1ε)
)
dp
= nλ0 + Eλ1 − 1
η
∫
Td
log(1 + ηeλ0+λ1ε)dp.(18)
The following result shows that the entropy is nonincreasing in time.
Proposition 3 (Entropy structure). It holds that
(19)
dH
dt
= −
∫
Rd
1∑
i,j=0
∇µ>i Lij∇µjdx ≤ 0,
where µ0 = λ0 + λ1V and µ1 = λ1 are the so-called dual entropy variables and
(20) L00 = D00, L01 = L10 = D01 −D00V, L11 = D11 − 2D01V +D00V 2.
Proof. Identity (18) implies that
∂h
∂λi
=
∂n
∂λi
λ0 +
∂E
∂λi
λ1, i = 0, 1,
and consequently,
∂th(λ) =
∂h
∂λ0
∂tλ0 +
∂h
∂λ1
∂tλ1
= λ0
(
∂n
∂λ0
∂tλ0 +
∂n
∂λ1
∂tλ1
)
+ λ1
(
∂E
∂λ0
∂tλ0 +
∂E
∂λ1
∂tλ1
)
= λ0∂tn+ λ1∂tE.
Therefore, using (3)-(4) and integration by parts,
dH
dt
=
∫
Rd
∂th(λ)dx =
∫
Rd
(
Jn · ∇λ0 + JE · ∇λ1 +∇V · Jnλ1
)
dx
= −
∫
Rd
(
D00|∇µ0|2 + 2(D01 −D00V )∇µ0 · ∇µ1
+ (D11 − 2D01V +D00V 2)|∇µ1|2
)
dx,
which proves the identity in (19). Using the positive definiteness of D, a computation
shows that (Lij) is positive definite too, and the inequality in (19) follows. 
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2.3. Singularities and degeneracies in the energy-transport system. We denote
by n and E the particle and energy densities depending on the dual entropy variable
µ = (µ0, µ1) = (λ0 + V λ1, λ1). We have the (implicit) formulation
n(µ) =
∫
Td
dp
η + exp(−µ0 + U0n(µ)− µ1ε(p)) ,
E(µ) =
∫
Td
ε(p)dp
η + exp(−µ0 + U0n(µ)− µ1ε(p)) .
Lemma 4. Let ωi(µ) :=
∫
Td F(1− ηF)ε(p)idp, i ∈ N0. Then
det
∂(n,E)
∂µ
=
ω0ω2 − ω21
1− U0µ1ω0 .
Proof. We differentiate
∂n
∂µ0
=
(
1 + U0µ0
∂n
∂µ0
)
ω0,
∂n
∂µ1
= Un+ U0µ1ω0
∂n
∂µ0
+ ω1.
This gives after a rearrangement
∂n
∂µ0
=
ω0
1− U0µ1ω0 ,
∂n
∂µ1
=
Unω0 + ω1
1− U0µ1ω0 .
In a similar way, we obtain
∂E
∂µ0
=
ω1
1− U0µ1ω0 ,
∂E
∂µ1
=
Unω1 + U0µ1(ω1 − ω0ω2) + ω2
1− U0µ1ω0 ,
and with
det
∂(n,E)
∂µ
=
∂n
∂µ0
∂E
∂µ1
− ∂n
∂µ1
∂E
∂µ0
=
(ω0ω2 − ω21)(1− U0µ1ω0)
(1− U0µ1ω0)2 ,
the conclusion follows. 
Since µ1 can be positive and ω0 > 0, the expression 1 − U0µ1ω0 may vanish, so the
determinant of ∂(n,E)/∂µ may be not finite. Moreover, the numerator of the determinant
may vanish, and the function µ 7→ (n,E) may be not invertible. This is made more explicit
in the following remark.
Remark 5 (Case µ = 0). In the Maxwell-Boltzmann case, we can make the numerator of
the determinant in Lemma 4 explicit. Indeed, it is clear that ω0 = n and ω1 = E. For the
computation of ω2, we observe first that
n =
∫
Td
Fdp = exp(µ0 − U0nµ1)
d∏
k=1
∫
T
exp
(− 2ε0 cos(2pipk))dpk
= exp(µ0 − U0nµ1)Id0 ,(21)
E =
∫
Td
Fεdp = −2ε0 exp(µ0 − U0nµ1)
d∑
i=1
d∏
k 6=i
∫
T
exp
(− 2ε0 cos(2pipk)v)dpk
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×
∫
T
exp
(− 2ε0 cos(2pipi)) cos(2pipi)dpi
= −2dε0 exp(µ0 − U0nµ1)Id−10 I1,(22)
where, by symmetry,
I0 :=
∫
T
exp
(− 2ε0 cos(2pip1))dp1, I1 := ∫
T
exp
(− 2ε0 cos(2pip1)) cos(2pip1)dp1.
Now, we have
ω2 = 4ε
2
0
d∑
i=1
∫
Td
cos2(2pipi)Fdp+ 8ε20
d∑
i=1
d∑
j=1, j 6=i
∫
Td
cos(2pipi) cos(2pipj)Fdp.
Expanding the exponentials in F and using (21)-(22), we find that∫
Td
cos(2pipi) cos(2pipj)Fdp = exp(µ0 − U0nµ1)Id−20 I21 =
E2
(2dε0)2n
,
and this expression is independent of i 6= j. For i = j, we use the identity sin(2pipi)F =
(∂F/∂pi)/(4piε0µ1) and integration by parts:∫
Td
cos2(2pipi)Fdp =
∫
Td
(1− sin2(2pipi))Fdp = n−
∫
Td
sin(2pipi)
4piε0µ1
∂F
∂pi
dp
= n+
∫
Td
cos(2pipi)
2ε0µ1
Fdp.
Summing over i = 1, . . . , n gives
4ε20
d∑
i=1
∫
Td
cos2(2pipi)Fdp = 4ε20dn−
E
µ1
.
We conclude that ω2 = 4ε
2
0dn− E/µ1 + (d− 1)E2/(dn) and consequently,
ω0ω2 − ω21 = 4ε20dn−
En
µ1
− E
2
d
.
For certain values of µ1 or (n,E), this expression may vanish such that det ∂(n,E)/∂µ = 0
at these values. This shows that the relation between (n,E) and µ needs to treated with
care. 
Remark 6 (Degeneracy in the entropy production). A tedious computation, detailed in
[6, Chapter 8.4], shows that the entropy production can be written as
1∑
i,j=0
∫
Rd
∇µ>i Lij∇µjdx = g1(λ)(1− U0µ1ω0)|∇n|2 + g2(λ)|g3(λ)∇n−∇E|2,
where gi(λ), i = 1, 2, 3, are functions depending on ωi, defined in Lemma 4, and on
Γi =
∫
Td
ε(p)i|∇ε|2F(1− ηF)dp, i = 0, 1, 2.
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The above formula shows that we lose the gradient estimate if 1− U0µ1ω0 = 0. 
Remark 7 (Comparison with the semiconductor case). For the semiconductor energy-
transport equations in the parabolic band approximation, we do not face the singularities
and degeneracies occuring in the model for optical lattices. Indeed, let the potential V be
given (to simplify). According to Example 6.8 in [15], we have
n = µ
−3/2
1 exp(µ0 + µ1V ), E =
3
2
µ
−5/2
1 exp(µ0 + µ1V ).
Then
det
∂(n,E)
∂µ
= det
(
n nV − E
E −5E/(2µ1) + EV
)
= −2
3
E2,
which is nonzero as long as E > 0. Furthermore, by Remark 8.12 in [15], it holds that
ω0 = n, ω1 = E, and ω2 = 5E
2/(3n), and so
ω0ω2 − ω21 =
2
3
E2.
This expression is degenerate only at the boundary of the domain of definition (i.e. at
E = 0). Often, such kind of degeneracies may be handled; an important example is the
porous-medium equation. In the case of optical lattices, the degeneracy may occur in the
interior of the domain of definition, which is much more delicate. 
3. High-temperature expansion
The Lagrange multiplier λ1 is interpreted as the negative inverse temperature, so high
temperatures correspond to small values of |λ1|. In this section, we perform a high-
temperature expansion of (3)-(4), i.e., we expand F(λ) around (λ0, 0) for small |λ1| up
to first order. Our ansatz is
F(λ) = F(λ0, 0) + ∂F
∂λ1
(λ0, 0)λ1 +O(λ
2
1)
= F(λ0, 0) + εF(λ0, 0)
(
1− ηF(λ0, 0)
)
λ1 +O(λ
2
1).(23)
3.1. Zeroth-order expansion. At zeroth-order, we have by (15), (16), and using formula
(67) from the appendix,
n =
∫
Td
F(λ0, 0)dp+O(λ1) = F(λ0, 0) +O(λ1),
Jn = −τ
∫
Td
(
u⊗ u∇xF(λ0, 0) + u∇xV · ∇pF(λ0, 0)
)
dp
= −τ
∫
Td
(u⊗ u)ndp+O(λ1) = −τ
2
(4piε0)
2∇n+O(λ1).
Therefore, up to order O(λ1), we infer that
∂tn =
1
2
(4piε0)
2 div(τ∇n), x ∈ Rd, t > 0,
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At high temperature, the relaxation time depends on the particle density in a nonlinear
way, τ = τ0/(n(1 − ηn)) [20]. At low densities, i.e. η = 0, we obtain the logarithmic
diffusion equation
∂tn = ε1∆ log n, t > 0, n(0, ·) = n0 in Rd,
where ε1 =
1
2
τ0(4piε0)
2. We already mentioned in the introduction that the (smooth) solu-
tion to this equation in two space dimensions loses mass, which is unphysical. Therefore,
we compute the next-order expansion.
3.2. First-order expansion. We calculate, using (66),
n =
∫
Td
(F(λ0, 0) + ε(F(1− ηF))(λ0, 0)λ1)dp+O(λ21)
= F(λ0, 0) + (F(1− ηF))(λ0, 0)λ1
∫
Td
ε(p)dp+O(λ21) = F(λ0, 0) +O(λ21),
E = F(λ0, 0)
∫
Td
ε(p)dp+ (F(1− ηF))(λ0, 0)λ1
∫
Td
ε(p)2dp+O(λ21)
= 2dε20(F(1− ηF))(λ0, 0)λ1 +O(λ21) = 2dε20(F(1− ηF))(λ0, 0)λ1 +O(λ21).
Therefore, by (23),
F(λ) = n+ ε E
2dε20
+O(λ21),
and (16) and ∇pε = u give, up to order O(λ21),
g = −τ(u · ∇xF(λ) +∇xV · ∇pF(λ))
= −τu ·
(
∇xn+ E
2dε20
∇xV
)
− τεu · ∇xE
2dε20
.
Then, by (15)-(16) and taking into account (67)–(69), we infer that, again up to first order,
Jn = −τ
∫
Td
u⊗ udp∇xn− τ
∫
Td
u⊗ udp∇xV E
dε1
= −8pi2τε20∇xn−
4pi2
d
τE∇xV,
JE = − τ
2dε20
∫
Td
ε2(u⊗ u)dp∇xE = −4pi2 2d− 1
d
ε20∇xE.
Therefore, the first-order expansion leads to
∂tn = 8pi
2ε20 div
(
τ∇n+ τ
2dε20
E∇V
)
,(24)
∂tE = 8pi
2ε20
2d− 1
2d
div(τ∇E)− 8pi2ε20τ∇V ·
(
∇n+ E
2dε20
∇V
)
.(25)
We rescale the time by ts = (8pi
2ε20τ0)t and introduce U = U0/(2dε
2
0) and W = 1 − UE.
Then, writing again t instead of ts, system (24)-(25) becomes
(26) ∂tn = div
(
W∇n
n(1− ηn)
)
, ∂tW =
2d− 1
2d
div
( ∇W
n(1− ηn)
)
− U W |∇n|
2
n(1− ηn) .
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The existence of weak solutions to a time-discrete version of (26), together with periodic
boundary conditions, is shown in Section 5.
4. A strong convergence result for the gradient
The key tool of the existence analysis of Section 5 is the following result on the strong
convergence of the gradients of certain approximate solutions for the following equation.
Let 4t > 0, n ∈ L∞(Ω), y ∈ L∞(Ω) ∩H1(Ω), and Ψ ∈ C1(R). We consider the equation
(27)
1
4t(n− n) = div
(∇(yΨ(n))−Ψ(n)∇y)
for n ∈ L∞(Ω) such that yΨ(n) ∈ H1(Ω).
Proposition 8. Let Ω ⊂ Rd be a bounded domain, ε > 0, 4t > 0, let n ∈ L∞(Ω) be such
that n ≥ 0 in Ω, and let Ψ ∈ C1(R) satisfy Ψ′ > 0. Let (yε) be a bounded sequence in
H1(Ω) satisfying yε ≥ C(ε) > 0 for some C(ε) > 0, yε → y strongly in L2(Ω) and weakly
in H1(Ω) as ε → 0. Furthermore, let nε ∈ L2(Ω) with Ψ(nε) ∈ H1(Ω) be a weak solution
to
(28)
1
4t
∫
Ω
(nε − n)φdx+
∫
Ω
yε∇Ψ(nε) · ∇φdx = 0
for all φ ∈ H1(Ω). Then there exist a function n ∈ L∞(Ω) such that yΨ(n) ∈ H1(Ω), being
a weak solution of (27), and a subsequence of (nε), which is not relabeled, such that, as
ε→ 0,
y1/2y1/2ε ∇Ψ(nε)→ ∇(yΨ(n))−Ψ(n)∇y strongly in L2(Ω),
1{y>0}(nε − n)→ 0 strongly in L2(Ω).
Proof. Step 1. First, we derive some uniform bounds. Set M = ‖n‖L∞(Ω). Taking (Ψ(nε)−
Ψ(M))+ = max{0,Ψ(nε)−Ψ(M)} as a test function in (28), we find that
1
4t
∫
Ω
(
(nε −M)− (n−M)
)
(Ψ(nε)−Ψ(M))+dx
+
∫
Ω
yε∇Ψ(nε) · ∇(Ψ(nε)−Ψ(M))+ = 0.
Since −(n−M)(Ψ(nε)−Ψ(M))+ ≥ 0, it follows that
1
4t
∫
Ω
(nε −M)+(Ψ(nε)−Ψ(M))+dx+
∫
Ω
yε|∇(Ψ(nε)−Ψ(M))+|2dx ≤ 0
and hence, nε ≤M in Ω. In a similar way, using Ψ(nε)− = min{0,Ψ(nε)} as a test function
and using n ≥ 0, we infer that nε ≥ 0. This shows that (nε) is bounded in L∞(Ω). Hence,
there exists a subsequence which is not relabeled such that, as ε→ 0,
(29) nε ⇀
∗ n weakly* in L∞(Ω)
for some function n ∈ L∞(Ω). Since Φ′ is positive and continuous on R, the boundedness
of (nε) in L
∞(Ω) implies that there exists a constant C > 0 such that 1/C ≤ Ψ′(nε) ≤ C
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for all ε > 0. Next, we choose the test function φ = Ψ(nε) in (28) and use Ψ(nε) ≤ Ψ(M)
to find that
1
4t
∫
Ω
nεΨ(nε)dx+
∫
Ω
yε|∇Ψ(nε)|2dx ≤ Ψ(M)4t
∫
Ω
ndx.
We deduce that (y
1/2
ε ∇Ψ(nε)) is bounded in L2(Ω) and, for a subsequence,
(30) y1/2ε ∇Ψ(nε) ⇀ ξ weakly in L2(Ω)
for some function ξ ∈ L2(Ω). Now, let φ be a smooth test function. Then we can take the
limit, for a subsequence, in (28) and obtain
(31)
1
4t
∫
Ω
(n− n)φdx+
∫
Ω
y1/2ξ · ∇φdx = 0.
Note that this equation holds also for all φ ∈ H1(Ω).
Step 2. As (yε) is strongly converging in L
2(Ω), we deduce from (29) that y
1/2
ε (nε−n) ⇀ 0
weakly in L2(Ω). We claim that this convergence is even strong. Indeed, the sequence
∇(yεn2ε) = 2
y
1/2
ε nε
Ψ′(nε)
y1/2ε ∇Ψ(nε) + n2ε∇yε
is uniformly bounded in L2(Ω). Thus, (yεn
2
ε) is bounded in H
1(Ω) and by compactness, for
a subsequence, yεn
2
ε → ζ ≥ 0 strongly in L2(Ω) or y1/2ε nε → ζ1/2 strongly in L4(Ω). The
strong convergence of (y
1/2
ε ) in L2(Ω) and the weak* convergence of (nε) in L
∞(Ω) imply
that y
1/2
ε nε ⇀ y
1/2n weakly in L2(Ω). Therefore, ζ1/2 = y1/2n and
(32) y1/2ε (nε − n)→ 0 strongly in L2(Ω).
This proves the claim.
Step 3. The next goal is to show that
(33) 1{y>0}(nε − n)→ 0 strongly in L2(Ω).
Taking into account (32), the strong convergence of (y
1/2
ε ) in L2(Ω), and the L∞ bound for
(nε), it follows that
‖y1/2(nε − n)‖L2(Ω) ≤ ‖y1/2ε (nε − n)‖L2(Ω) + ‖y1/2 − y1/2ε ‖L2(Ω)‖nε − n‖L∞(Ω)
converges to zero. Thus, for a subsequence, y1/2(nε − n) → 0 a.e. in Ω and consequently,
nε − n → 0 a.e. in {y > 0}. Then the a.e. pointwise convergence 1{y>0}(nε − n) → 0 and
the dominated convergence theorem show (33).
Step 4. We wish to identify ξ in (30) and (31). The bounds for (∇yε) and (yε∇Ψ(nε))
in L2(Ω) show that (∇(yεΨ(nε))) is bounded in L2(Ω) and so, (yεΨ(nε)) is bounded in
H1(Ω). By compactness, for a subsequence, ∇(yεΨ(nε)) ⇀ ∇(yΨ(n)) weakly in L2(Ω) and
yεΨ(nε) → yΨ(n) strongly in L2(Ω). We can identify the limit since yε → y strongly in
L2(Ω) and Ψ(nε) ⇀
∗ θ weakly* in L∞(Ω) with θ = Ψ(n) in {y > 0} lead to yεΨ(nε) ⇀
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yΨ(n) weakly in L2(Ω). Moreover, since Ψ(nε)→ Ψ(n) strongly in L2(Ω) and ∇yε → ∇y
weakly in L2(Ω), we infer that
(34) yε∇Ψ(nε) = ∇(yεΨ(nε))−Ψ(nε)∇yε ⇀ ∇(yΨ(n))−Ψ(n)∇y weakly in L2(Ω).
Here, we have used additionally that (yε∇Ψ(nε)) is bounded in L2(Ω) and that L1(Ω) is
dense in L2(Ω). Similarly as above, we deduce that
(35) ‖(y1/2 − y1/2ε )y1/2ε ∇Ψ(nε)‖L1(Ω) ≤ ‖(y1/2 − y1/2ε )‖L2(Ω)‖y1/2ε ∇Ψ(nε)‖L2(Ω)
converges to zero. Therefore, y1/2ξ = ∇(yΨ(n))−Ψ(n)∇y in Ω.
Step 5. We obtain from (34) that
y1/2
(
yε∇Ψ(nε)− y1/2ξ
)
⇀ 0 weakly in L2(Ω)
and consequently,∫
Ω
yεξ ·
(
y1/2∇Ψ(nε)− ξ
)
dx =
∫
Ω
ξ · y1/2(yε∇Ψ(nε)− y1/2ξ)dx(36)
+
∫
Ω
|ξ|2(y − yε)dx→ 0,
applying the dominated convergence theorem to the last integral. Furthermore, using the
test function φ = y(Ψ(nε)−Ψ(n)) in (28),∣∣∣∣ ∫
Ω
yεy
1/2∇Ψ(nε) ·
(
y1/2∇Ψ(nε)− ξ
)
dx
∣∣∣∣
=
∣∣∣∣ ∫
Ω
(
yεy|∇Ψ(nε)|2 − yε∇Ψ(nε) ·
(∇(yΨ(n))−Ψ(n)∇y))dx∣∣∣∣
=
∣∣∣∣ ∫
Ω
yε∇Ψ(nε) · ∇(y(Ψ(nε)−Ψ(n)))−
∫
Ω
y1/2ε ∇Ψ(nε) · ∇y
(
y1/2ε (Ψ(nε)−Ψ(n))
)
dx
∣∣∣∣
=
∣∣∣∣ 14t
∫
Ω
(n− nε)y(Ψ(nε)−Ψ(n))dx−
∫
Ω
y1/2ε ∇Ψ(nε) · ∇y
(
y1/2ε (Ψ(nε)−Ψ(n))
)
dx
∣∣∣∣
≤ 14t‖nε − n‖L2(Ω)‖y(Ψ(nε)−Ψ(n))‖L2(Ω)
+ ‖y1/2ε ∇Ψ(nε)‖L2(Ω)
(∫
Ω
yε(Ψ(nε)−Ψ(n))2|∇y|2dx
)
.
By (33), we have ‖y(Ψ(nε) − Ψ(n))‖L2(Ω) → 0 and by (32), yε(Ψ(nε) − Ψ(n))2 → 0 in
Ω for a subsequence. Then, by dominated convergence,
∫
Ω
yε(Ψ(nε)−Ψ(n))2|∇y|2dx→ 0.
We have proved that
(37)
∫
Ω
yεy
1/2∇Ψ(nε) ·
(
y1/2∇Ψ(nε)− ξ
)
dx→ 0.
Subtracting (36) from (37), we conclude that∫
Ω
yε|y1/2∇Ψ(nε)− ξ|2dx→ 0.
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Taking into account this convergence and (34), it follows again by the dominated conver-
gence theorem that∫
Ω
yyε|∇Ψ(nε)|2dx =
∫
Ω
yε|y1/2∇Ψ(nε)− ξ|2dx
+ 2
∫
Ω
yε
(
y1/2∇Ψ(nε)− ξ
) · ξdx+ ∫
Ω
yε|ξ|2dx→
∫
Ω
y|ξ|2dx.
This shows the first part of the proposition.
Step 6. It remains to show that the limit n solves (27). Let φ ∈ W 1,∞(Ω). Since (a
subsequence of) (nε) converges weakly* to n in L
∞(Ω), we have
1
4t
∫
Ω
(nε − n)φdx→ 14t
∫
Ω
(n− n)φdx.
Furthermore, ∫
Ω
yε∇Ψ(nε) · ∇φdx =
∫
Ω
y1/2y1/2ε ∇Ψ(nε) · ∇φdx
+
∫
Ω
(y1/2 − y1/2ε )y1/2ε ∇Ψ(nε) · ∇φdx.
By Step 5, the first integral converges to∫
Ω
(∇(yΨ(n))−Ψ(n)∇y) · ∇φdx,
while the second integral converges to zero since∣∣∣∣ ∫
Ω
(y1/2 − y1/2ε )y1/2ε ∇Ψ(nε) · ∇φdx
∣∣∣∣
≤ ‖y1/2ε ∇Ψ(nε)‖L2(Ω)‖y1/2 − y1/2ε ‖L2(Ω)‖∇φ‖L∞(Ω) → 0.
We conclude that (27) holds in the weak sense for test functions in W 1,∞(Ω) but a density
argument shows that it is sufficient to take test functions in H1(Ω). This finishes the
proof. 
5. Existence of solutions to the high-temperature model
We prove the existence of weak solutions to (26) in Td. We recall the definition of the
total (“reverted”) energy
(38) W ktot = W
k − U
2
(nk)2
and introduce the total variance
(39) V k :=
∫
Td
(
(W k)2 −
∫
Td
W kdz
)2
dx+ U
∫
Td
W k−1dx
∫
Td
(
nk −
∫
Td
nkdz
)2
dx.
The main result is as follows.
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Theorem 9 (Existence of weak solutions). Let 4t > 0, U > 0, η ∈ (0, 1], 0 < δ < 1/(1+η)
and let
nk−1, W k−1 ∈ L∞(Td), δ ≤ nk−1 ≤ 1− δ
η
, W k−1 ≥ 0 in Td.
Then there exists a weak solution (nk,W k) to (9)-(10) in the following sense: It holds
δ ≤ nk ≤ ‖nk−1‖L∞(Td) ≤ (1− δ)/η, 0 ≤ W k ≤ ‖W k−1‖L∞(Td) in Td, W knk, W k ∈ H1(Td),
as well as
1
4t
∫
Td
(nk − nk−1)φ0dx = −
∫
Ω
∇(W knk)− nk∇W k
g(nk)
· ∇φ0dx,(40)
1
4t
∫
Td
(W k −W k−1)W kφ1dx = −2d− 1
2d
∫
Td
∇W k · ∇(W kφ1)
g(nk)
dx(41)
− U
∫
Td
|∇(W knk)− nk∇W k|2
g(nk)
φ1dx
for all φ0 ∈ H1(Td) and φ1 ∈ H1(Td) ∩ L∞(Td), where g(nk) = nk(1 − ηnk). For this
solution, the following monotonicity properties hold:
(42)
∫
Td
W ktotdx ≥
∫
Td
W k−1tot dx, V
k +4t2d− 1
d
∫
Td
|∇W k|2
g(nk)
dx ≤ V k−1,
where W ktot and V
k are defined in (38) and (39), respectively. Moreover, if
(43)
U
2
∫
Td
(
nk−1 −
∫
Td
nk−1dz
)2
dx <
∫
Td
W k−1dx
holds then W k 6≡ 0.
Remark 10 (Comments). 1. The existence result holds true for more general functions
g(n) under the assumption that g(n) is strictly positive for δ ≤ n ≤ (1− δ)/η.
2. One may interpret W k as a “renormalized” solution since we need test functions of
the form W kφ1 in order to avoid vacuum sets W
k = 0. Such an idea has been used, for
instance, for the compressible quantum Navier-Stokes equations to avoid vacuum sets in
the particle density [16]. Test functions of the type W kφ allow for the trivial solution
nk = nk−1 and W k = 0 but assumption (43) excludes this situation. It means that no
constant steady state with W k = 0 exists if the variance of nk−1 is small compared to the
energy
∫
TdW
k−1dx.
3. The second inequality in (42) involves W k−2 which makes sense when the equations are
solved iteratively, starting from k = 1. Also (43) can be iterated. Indeed, if (43) holds for
(nk−1,W k−1), the monotonicity property (42) and mass conservation
∫
Td n
kdx =
∫
Td n
k−1dx
imply that
U
2
∫
Td
(
nk −
∫
Td
nkdz
)2
=
U
2
∫
Td
(nk)2dx− U
2
(∫
Td
nkdx
)2
≤
∫
Td
(W k −W k−1)dx+ U
2
∫
Td
(nk−1)2dx− U
2
(∫
Td
nk−1dx
)2
<
∫
Td
W kdx.
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4. We are not able to perform the limit 4t→ 0. The reason is that we cannot perform
the limit in the quadratic gradient term |∇(W knk)− nk∇W k|2, since we cannot prove the
strong convergence of ∇(W knk) − nk∇W k. Proposition 8 provides such a result for the
time-discrete elliptic case. The key step is to show that∫
Ω
∇(W knk)− nk∇W k
g(nk)
· ∇(Wn−W knk)dx
=
1
4t
〈
nk − nk−1,W knk −Wn〉→ 0,
where n, W are the (weak) limits of (nk), (W k), respectively, and 〈·, ·〉 is the dual product
between H1(Td)′ and H1(Td). It is possible to show that 4t−1(nk − nk−1) is bounded in
H1(Td)′, but the limit W knk − Wn → 0 strongly in H1(Td) (more precisely: the limit
of the piecewise constant in time construction of W knk in L2(0, T ;H1(Td))) cannot be
expected. 
In the one-dimensional case and under the smallness condition (44) below, we can show
that W k is positive, which allows us to define the weak solution to (9)-(10) in the standard
sense (with test functions φ1 instead of W
kφ1). We set
W k−1 =
∫
T
W k−1dx, nk−1 =
∫
T
nk−1dx.
Theorem 11 (One-dimensional case). Let the assumptions of Theorem 9 hold, let d = 1,
G = maxδ≤s≤‖nk−1‖L∞(T) g(s), and let (n
k,W k) for k ≥ 0 be the solution given by Theorem
9. We assume that
(44)
G
4t
∥∥W k−1 −W k−1∥∥2
L2(T) + U
(
GW k−2
4t +
1
2
)∥∥nk−1 − nk−1∥∥2
L2(T) < W
k−1,
Then W k is strictly positive, nk ∈ H1(T), and (9)-(10) hold in the sense of H1(T)′.
We proceed to the proof of Theorems 9 and 11. In this section, ε denotes a positive
parameter and not the band energy. Since we are not concerned with the kinetic equations,
no notational confusion will occur. Let 4t > 0, α, γ, δ, ε > 0 satisfying γ < 1 and
δ < 1/(1 + η). Define the truncations
[n]δ = max
{
δ,min{(1− δ)/η, n}}, [W ]γ = max{0,min{1/γ,W}},
and gδ(s) = [s]δ(1 − η[s]δ) for s ∈ R. Then gδ is continuous and strictly positive. Given
W k−1, nk−1 ∈ L∞(Td) satisfying δ ≤ nk−1 ≤ (1 − δ)/η, we solve the regularized and
truncated nonlinear problem in Td
1
4t(n
k − nk−1) = div
(
[W k]γ + ε
gδ(nk)
∇nk
)
,(45)
1
4t(W
k −W k−1) = 2d− 1
2d
div
( ∇W k
gδ(nk)
)
− U [W
k]γ
gδ(nk)
|∇nk|2
1 + α|∇nk|2 .(46)
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Remark 12. Let us explain the approximation (45)-(46). The truncation of W k with
parameter γ ensures that the coefficients are bounded, while the truncation gδ(n
k) with
parameter δ > 0 guarantees that the denominator is always positive. The regularization
parameter ε gives strict ellipticity for (45), since generally the first term on the right-hand
side of (45) without ε is degenerate. Finally, the approximation of the quadratic gradient
term with parameter α avoids regularity issues since it holds |∇nk|2 ∈ L1(Td) only. 
5.1. Solution of an approximated problem. First, we prove the existence of solutions
to (45)-(46).
Lemma 13 (Existence for the approximated problem). There exists a weak solution (nk,
W k) ∈ H1(Td)2 to (45)-(46).
Proof. We define the fixed-point operator S : L2(Td)2× [0, 1]→ L2(Td)2 by S(n∗,W ∗; θ) =
(n,W ), where (n,W ) ∈ H1(Td)2 is the unique solution to the linear problem
(47) a0(n, φ0) = F0(φ0), a1(W,φ1) = F1(φ1) for all φ0, φ1 ∈ H1(Td),
where
a0(n, φ0) =
∫
Td
[W ∗]γ + ε
gδ(n∗)
s∇n · ∇φ0dx+ 14t
∫
Td
nφ0dx,
F0(φ0) =
θ
4t
∫
Td
nk−1φ0dx,
a1(W,φ1) =
2d− 1
2d
∫
Td
∇W · ∇φ1
gδ(n∗)
dx+
1
4t
∫
Td
Wφ1dx,
F1(φ1) =
θ
4t
∫
Td
W k−1φ1dx− θU
∫
Td
[W ∗]γ
gδ(n∗)
|∇n|2
1 + α|∇n|2φ1dx.
The approximation and truncation ensure that these forms are bounded on H1(Td). The
bilinear forms a0 and a1 are coercive. By the Lax-Milgram lemma, there exists a unique
solution (n,W ) ∈ H1(Td)2 to (47). Thus, the fixed-point operator is well defined (and
has compact range). Furthermore, S(n∗,W ∗; 0) = 0. Standard arguments show that S
is continuous. Let (n,W ) be a fixed point of S(·, ·; θ), i.e., (n,W ) solves (45)-(46) with
(nk,W k) replaced by (n,W ). With the test functions φ0 = n and φ1 = W and the
inequality (
1
4tn−
θ
4tn
k−1
)
n ≥ 1
24t
(
n2 − (nk−1)2),
we find that
1
24t
∫
Td
n2dx+
∫
Td
[W ]γ + ε
gδ(n)
|∇n|2dx ≤ 1
24t
∫
Td
(nk−1)2dx,
1
24t
∫
Td
W 2dx+
2d− 1
2d
∫
Td
|∇W |2
gδ(n)
dx ≤ 1
24t
∫
Td
(W k−1)2dx
− θU
∫
Td
[W ]γW
gδ(n)
|∇n|2
1 + α|∇n|2dx.
ENERGY-TRANSPORT SYSTEMS FOR OPTICAL LATTICES 21
The last integral is nonnegative since [W ]γW ≥ 0. Therefore,
‖n‖H1(Td) ≤ C(ε), ‖W‖H1(Td) ≤ C(δ),
where C(ε) and C(δ) are positive constants independent of (n,W ). This provides the
necessary uniform bound for all fixed points of S(·, ·; θ). We can apply the Leray-Schauder
fixed-point theorem to infer the existence of a fixed point for S(·, ·; 1), i.e. of a weak solution
to (45)-(46). 
5.2. Removing the truncation. The following maximum principle holds.
Lemma 14 (Maximum principle). Let (nk,W k) be a weak solution to (45)-(46). Then
δ ≤ nk ≤ ‖nk−1‖L∞(Td) ≤
1− δ
η
, 0 ≤ W k ≤ 1
γ
in Td,
where γ ≤ 1/‖W k−1‖L∞(Td).
Proof. We choose (nk − δ)− = min{0, nk − δ} as a test function in (45):
1
4t
∫
Td
(
(nk − δ)− (nk−1 − δ))(nk − δ)−dx
+
∫
Td
[W k]γ + ε
gδ(nk)
∇nk · ∇(nk − δ)−dx = 0.
Since −(nk−1 − δ)(nk − δ)− ≥ 0, this gives
1
4t
∫
Td
(nk − δ)2−dx ≤ −
∫
Td
[W k]γ + ε
gδ(nk)
|∇(nk − δ)−|2dx ≤ 0,
and hence, nk ≥ δ in Td. In a similar way, the test function (nk −N)+ = max{0, nk −N}
with N := ‖nk−1‖L∞(Td) leads to nk−N ≤ 0 in Td. Next, we use W k− ≤ 0 as a test function
in (46):
1
4t
∫
Td
(W k−)
2dx+
2d− 1
2d
∫
Td
|∇W−|2
gδ(nk)
dx
=
1
4t
∫
Td
W k−1W k−dx− U
∫
Td
[W k]γW
k
−
gδ(nk)
|∇nk|2
1 + α|∇nk|2dx ≤ 0.
We deduce that W k ≥ 0. The proof of W k ≤ ‖W k−1‖L∞(Td) ≤ 1/γ is similar, using the
test function (W k − ‖W k−1‖L∞(Td))+. 
We have shown that (nk,W k) solves
1
4t(n
k − nk−1) = div
(
W k + ε
g(nk)
∇nk
)
,(48)
1
4t(W
k −W k−1) = 2d− 1
2d
div
(∇W k
g(nk)
)
− U W
k
g(nk)
|∇nk|2
1 + α|∇nk|2 ,(49)
where g(n) = n(1− ηn).
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5.3. The limit α → 0. Let (nkα,W kα) be a weak solution to (48)-(49). We use the test
function nkα in (48),
(50)
1
24t
∫
Td
(nkα)
2dx+
∫
Td
W kα + ε
g(nkα)
|∇nkα|2dx ≤
1
24t
∫
Td
(nk−1)2dx,
and the test function W kα in (49),
(51)
1
24t
∫
Td
(W kα)
2dx+
2d− 1
2d
∫
Td
|∇W kα |2
g(nkα)
≤ 1
24t
∫
Td
(W k−1)2dx,
which provides immediately uniform H1(Td) estimates since g(nkα) ≥ C(δ) > 0:
‖nkα‖H1(Td) ≤ C(δ, ε,4t), ‖W kα‖H1(Td) ≤ C(δ,4t),
where the constants are independent of α. By compactness, this implies the existence of a
subsequence which is not relabeled such that, as α→ 0,
nkα → nk, W kα → W k strongly in L2(Td),
nkα ⇀ n
k, W kα ⇀W
k weakly in H1(Td).
This shows that, maybe for a subsequence, W kα/g(n
k
α)→ W k/g(nk) and 1/g(nkα)→ 1/g(nk)
a.e. in Td, and by dominated convergence, strongly in L2(Td).
We claim that nkα → nk strongly in H1(Td). Let yα := (W kα + ε)/g(nkα). Then yε ≥
ε/ sups∈[δ,N ] g(s) > 0, where N = ‖nk−1‖L∞(Td), and yα → y := W k/g(nk) ≥ 0 strongly in
L2(Ω). Thus, y
1/2
α ∇nkα ⇀ y1/2∇nk weakly in L2(Ω), and it follows that∫
Td
yα∇nk · ∇(nkα − nk)dx→ 0.
Taking nkα − nk as a test function in (48), we obtain∫
Td
yα∇nkα · ∇(nkα − nk)dx = −
1
4t
∫
Ω
(nkα − nk−1)(nkα − nk)dx→ 0.
Subtraction of these integrals leads to∫
Td
yα|∇(nkα − nk)|2dx→ 0.
Since yα ≥ ε/ sups∈[δ,N ] g(s) > 0, this proves the claim. In particular, 1/(1 +α|∇nkα|2)→ 1
in L2(Td). From this, we can directly deduce that
|∇nkα|2
1 + α|∇nkα|2
→ |∇nk|2 in L1(Td).
The above convergence results are sufficient to pass to the limit α→ 0 in (48)-(49), showing
that (nk,W k) solves
1
4t(n
k − nk−1) = div
(
W k + ε
g(nk)
∇nk
)
,(52)
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1
4t(W
k −W k−1) = 2d− 1
2d
div
(∇W k
g(nk)
)
− U W
k
g(nk)
|∇nk|2,(53)
5.4. The limit ε→ 0. This limit is the delicate part of the proof. We first state a lemma
concerning weak and strong convergence.
Lemma 15. Let (fn) be a weakly and (gn) be a strongly converging sequence in L
2(Ω)
which have the same limit. If |fn(x)| ≤ |gn(x)| for all n ∈ N and a.e. x ∈ Td, then (fn)
converges strongly in L2(Ω).
Proof. Let f denote the weak limit of (fn) and (gn). Due to the weak lower semi-continuity
of the norm,∫
Td
|f(x)|2dx ≤ lim inf
n→∞
∫
Td
|fn(x)|2dx
≤ lim sup
n→∞
∫
Td
|fn(x)|2dx ≤ lim
n→∞
∫
Td
|gn(x)|2dx =
∫
Td
|f(x)|2dx.
Thus, the limes inferior and superior coincide and ‖fn‖L2(Ω) → ‖f‖L2(Ω). Together with
the weak convergence of (fn), we deduce the strong convergence. 
Let (nkε ,W
k
ε ) be a weak solution to (52)-(53). Inequalities (50) and (51) show the fol-
lowing bounds uniform in ε:
‖nkε‖L∞(Td) + ‖(W kε + ε)1/2∇nkε‖L2(Td) ≤ C(δ,4t),(54)
‖W kε ‖L∞(Ω) + ‖W kε ‖H1(Td) ≤ C(δ,4t).(55)
By compactness, there exists a subsequence (not relabeled) such that, as ε→ 0,
nkε ⇀
∗ nk weakly* in L∞(Td),(56)
W kε → W k strongly in L2(Td), W kε ⇀W k weakly in H1(Td).(57)
Again, we need strong convergence for ∇nkε . Since equation (52) is degenerate, we obtain
a weaker result. For this, let Ψ ∈ C2(R) be strictly monotonically increasing and satisfy
Ψ′(t) = 1/g(t) for δ ≤ t ≤ (1 − δ)/η. Thus, we can apply Proposition 8 for yε = W kε + ε
and y = W k to conclude that, up to a subsequence,
(W k)1/2(W kε + ε)
1/2∇Ψ(nkε)→ ∇(W kΨ(nk))−Ψ(nk)∇W k,(58)
1{Wk>0}(n
k
ε − nk)→ 0 strongly in L2(Ω).
The latter convergence implies that nkε − nk → 0 a.e. in {W k > 0} and, by dominated
convergence,
(59)
1{Wk>0}
g(nkε)
→ 1{Wk>0}
g(nk)
strongly in L2(Td).
Now, let yε = (W
k
ε +ε)/g(n
k
ε) and y = W
k/g(nk). We know that yε, y ∈ L∞(Td)∩H1(Td)
and yε → y strongly in L2(Td). Thus, we can again apply Proposition 8 with Ψ = Id and
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infer that W knk ∈ H1(Td) as well as
1
4t
∫
Td
(nk − nk−1)φ0dx+
∫
Ω
∇(W knk)− nk∇W k
g(nk)
· ∇φ0dx = 0
for all φ0 ∈ H1(Td).
Let φ1 be a smooth test function. We use the test function W
kφ1 in the weak formulation
of (53):
0 =
1
4t
∫
Td
(W kε −W k−1)W kφ1dx+
2d− 1
2d
∫
Td
∇W kε · ∇(W kφ1)
g(nkε)
dx(60)
+ U
∫
Td
W k
W kε
g(nkε)
|∇nkε |2φ1dx =: I1ε + I2ε + I3ε .
We pass to the limit ε→ 0 term by term. By (57),
I1ε →
1
4t
∫
Td
(W k −W k−1)W kφ1dx.
For the integral I2ε , we use the strong convergence (59) and the weak convergence of (∇W kε )
in L2(Td) to infer that
I2ε =
∫
Td
1{Wk>0}
g(nkε)
W k∇W kε · ∇φ1dx+
∫
Td
1{Wk>0}
g(nkε)
∇W kε · ∇W kφ1dx
→
∫
Td
1{Wk>0}
g(nk)
W k∇W k · ∇φ1dx+
∫
Td
1{Wk>0}
g(nk)
|∇W k|2φ1dx
=
∫
Td
∇W k · ∇(W kφ1)
g(nk)
dx.
The remaining integral I3ε requires some work. As a preparation, using Proposition 8,
we infer similarly to (58) that
hε := (W
k)1/2
(
W kε + ε
g(nkε)
)1/2
∇nkε →
∇(W knk)− nk∇W k
g(nk)1/2
=: h
strongly in L2(Td). Let
ξε :=
(
W kε
g(nkε)
)1/2
∇nkε .
Then (ξε) is bounded in L
2(Ω) and admits a weakly convergent subsequence, i.e. ξε ⇀ ξ
for some ξ ∈ L2(Td). Similarly as in the proof of Proposition 8, i.e. with an argument as in
(35), we can find that, up to a subsequence, (W kε + ε)
1/2ξε ⇀ h weakly in L
2(Td) implying
(W k)1/2ξ = h. In particular,
fε := (W
k)1/2ξε ⇀ (W
k)1/2ξ = h weakly in L2(Td).
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Since |fε(x)| ≤ |hε(x)| for a.e. x ∈ Td and all ε > 0, we can apply Lemma 15 and obtain
that, up to a subsequence, fε converges strongly in L
2(Ω). Thus,
I3ε = U
∫
Td
f 2ε φ1dx→ U
∫
Td
|∇(W knk)− nk∇W k|2
g(nk)
φ1dx.
Hence, passing to the limit ε→ 0 in (60), we infer that (nk,W k) solves (9)-(10).
5.5. Energy estimate. We claim that the total energy
∫
TdW
k
totdx is nondecreasing in k.
Let (nkε ,W
k
ε ) be a weak solution to (52)-(53). Then
4t
∫
Td
(
W kε −W k−1 −
U
2
(
(nkε)
2 − (nk−1)2))dx
≥ 4t
∫
Td
(
W kε −W k−1 − U(nkε − nk−1)nkε
)
dx.
Taking the test functions φ1 = U in (53) and φ0 = n
k
ε in (52) and subtracting both
equations, the above integral becomes
4t
∫
Td
(
W kε −W k−1 −
U
2
(
(nkε)
2 − (nk−1)2))dx
≥ −U
∫
Td
W kε
g(nkε)
|∇nkε |2dx+ U
∫
Td
W kε + ε
g(nkε)
|∇nkε |2dx ≥ 0.
Thus, with the lower semi-continuity of the norm, we have∫
Td
(
W k−1 − U
2
(nk−1)2
)
dx ≤ lim inf
ε→0
∫
Td
(
W kε −
U
2
(nkε)
2
)
dx
≤
∫
Td
(
W k − U
2
(nk)2
)
dx.
In view of mass conservation
∫
Td n
kdx =
∫
Td n
k−1dx, it follows by Jensen’s inequality that∫
Td
W kdx ≥
∫
Td
W k−1dx+
U
2
∫
Td
(
(nk)2 − (nk−1)2)dx
≥
∫
Td
(
W k−1 − U
2
(nk−1)2
)
dx+
U
2
(∫
Td
nk−1dx
)2
.(61)
This shows the energy inequality in (42). Finally, assumption (43) gives
∫
TdW
kdx > 0 and
consequently W k 6≡ 0.
5.6. An estimate for the variance. We claim that the total variance
V k :=
∫
Td
(
W k −
∫
Td
W kdz
)2
dx+ U
∫
Td
W k−1dx
∫
Td
(
nk −
∫
Td
nkdz
)2
dx
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is nonincreasing in k. For the proof, we observe that, taking the test function φ1 = 1 in
the weak formulation of (53) and performing the limit ε→ 0,
(62)
∫
Td
W kdx ≤
∫
Td
W k−1dx.
Thus, by the energy estimate (61),
U
2
∫
Td
(nk)2dx ≤ U
2
∫
Td
(nk−1)2dx−
∫
Td
(W k−1 −W k)dx
≤ U
2
∫
Td
(nk−1)2dx.(63)
We employ (61) again to find that(∫
Td
W k−1dx
)2
−
(∫
Td
W kdx
)2
=
(∫
Td
W k−1dx+
∫
Td
W kdx
)(∫
Td
W k−1dx−
∫
Td
W kdx
)
≤
(∫
Td
W k−1dx+
∫
Td
W kdx
)
U
2
(∫
Td
(nk−1)2dx−
∫
Td
(nk)2dx
)
.
In view of (63), the second bracket on the right-hand side is nonnegative, such that (62)
leads to(∫
Td
W k−1dx
)2
−
(∫
Td
W kdx
)2
≤ U
∫
Td
W k−1dx
(∫
Td
(nk−1)2dx−
∫
Td
(nk)2dx
)
.
We take the test function φ1 = 24t in (41):
0 ≥ 2
∫
Td
(W k −W k−1)W kdx+4t2d− 1
d
∫
Td
|∇W k|2
g(nk)
dx
≥
∫
Td
(W k)2dx−
∫
Td
(W k−1)2dx+4t2d− 1
d
∫
Td
|∇W k|2
g(nk)
dx.
Combining the previous two inequalities, we arrive at∫
Td
(W k)2dx−
(∫
Td
W kdx
)2
+4t2d− 1
d
∫
Td
|∇W k|2
g(nk)
dx
≤
∫
Td
(W k−1)2dx−
(∫
Td
W k−1dx
)2
+ U
∫
Td
W k−1dx
(∫
Td
(nk−1)2dx−
∫
Td
(nk)2dx
)
.
Since the measure of Td is one, we have∫
Td
(W k)2dx−
(∫
Td
W kdx
)2
=
∫
Td
(
(W k)2 −
(∫
Td
W kdz
))2
dx.
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Thus, taking into account mass conservation
∫
Td n
kdx =
∫
Td n
k−1dx and
∫
TdW
k−1dx ≤∫
TdW
k−2dx (see (62)),∫
Td
(
(W k)2 −
(∫
Td
W kdz
))2
dx+4t2d− 1
d
∫
Td
|∇W k|2
g(nk)
dx
≤
∫
Td
(
(W k−1)2 −
(∫
Td
W k−1dz
))2
dx
+ U
∫
Td
W k−2dx
∫
Td
(
(nk−1)2 −
(∫
Td
nk−1dz
))2
dx
− U
∫
Td
W k−1dx
∫
Td
(
(nk)2 −
(∫
Td
nkdz
))2
dx,
and the claim follows after using the lower-semicontinuity of the L2-norm.
5.7. Proof of Theorem 11. Let d = 1. The second inequality in (42) implies that∫
T1
|∂xW k|2dx ≤ G4tV
k−1,
where G = maxδ≤s≤{nk−1‖L∞(T)} g(s) ≥ ‖g(nk)‖L∞(T). By the mean-value theorem, there
exists x0 ∈ T such that
W k(x) = W k(x0) +
∫ x
x0
∂xW
k(z)dz ≥
∫
T
W k(z)dz −
∫
T
|∂xW k|dz.
Then, using Jensen’s inequality and the energy estimate in (42),
W k(x) ≥
∫
T
W kdx−
∫
T
|∂xW k|2dx
≥
∫
T
W k−1dx− U
2
∫
T
(
nk−1 −
∫
T
nk−1dz
)2
dx− G4tV
k−1.
By definition (39) of V k, the right-hand side is positive if
W k−1 >
G
4t
∫
T
(W k−1 −W k−1)2dx+ U
(
G
4tW
k−2 +
1
2
)∫
T
(nk−1 − nk−1)2dx,
which is our assumption. Since W k ∈ H1(T) ↪→ C0([0, 1]), we conclude that W k > 0 in
[0, 1]. Then we can use φ1 = φ/W
k as a test function in (41) and obtain the standard weak
formulation of (41) for test functions φ ∈ H1(T). Furthermore, for φ ∈ H1(T),∫
T
nk∂xφdx =
∫
T
nk∂x
(
W k∂x
(
φ
W k
)
+ ∂xW
k φ
W k
)
dx
= −
∫
T
∂x(n
kW k)
φ
W k
dx+
∫
T
nk∂xW
k φ
W k
dx,
showing that nk ∈ H1(T) and finishing the proof.
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6. Numerical simulations
We solve the one-dimensional equations (6) and (8) on the torus in conservative form, i.e.
for the variables n and Wtot. The equations are discretized by the implicit Euler method
and solved in a semi-implicit way:
1
4t(n
k − nk−1) = ∂x
(
W k−1∂xnk
nk−1(1− ηnk−1)
)
,(64)
1
4t(W
k
tot −W k−1tot ) = ∂x
(
∂xW
k
2nk(1− ηnk) +
UW k
1− ηnk ∂xn
k
)
,(65)
where W ktot = W
k − (U/2)(nk)2, x ∈ T = (0, 1). The spatial derivatives are discretized
by centered finite differences with constant space step 4x > 0. For given (W k−1, nk−1),
the first equation (64) is solved for nk. This solution is employed in the second equation
(65) which is solved for W ktot. Finally, we define W
k = W ktot + (U/2)(n
k)2. We choose the
parameters U = 10, η = 1, 4t = 10−5, and 4x = 10−2. The initial energy W 0 is constant
and the initial density equals
n0(x) =
{
3/4 for 1/4 ≤ x ≤ 3/4,
1/4 else,
x ∈ [0, 1].
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Figure 1. Evolution of (n,W ) with initial energy W 0 = 1.
The time evolution of the particle density and energy is shown in Figure 1 for initial
energy W 0 = 1. The variables converge to the constant steady state (n∞,W∞) as t→∞,
which is almost reached after time t = 0.1. Since equations (64)-(65) are conservative,
the total particle number
∫ 1
0
n(x, t)dx and the total energy
∫ 1
0
Wtot(x, t)dx are constant in
time. Consequently, the values for the steady state can be computed explicitly. We obtain
for W 0 = 1,
n∞ =
∫ 1
0
n0(x)dx =
1
2
,
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Figure 2. Evolution of (n,W ) with initial energy W 0 = 1/4.
W∞ = W∞tot +
U
2
(n∞)2 =
∫ 1
0
(
W 0(x)− U
2
n0(x)2
)
dx+
U
2
(n∞)2 =
11
16
.
The energy stays positive for all times, so the high-temperature equations are strictly
parabolic, and the convergence to the (constant) steady state is quite natural.
The situation is different in Figure 2, where the particle density converges to a noncon-
stant steady state n∞ (we have chosen W 0 = 1/4). This can be understood as follows. By
contradiction, let both the particle density and energy be converging to a constant steady
state. Then n∞ = 1/2 (see the above calculation) and
W∞ =
∫ 1
0
(
W 0(x)− U
2
n0(x)2
)
dx+
U
2
(n∞)2 = − 1
16
.
However, this contradicts the fact that the energy W is nonnegative which follows from
the maximum principle. Therefore, it is plausible that either n or W cannot converge
to a constant. If n∞ is not constant, W∞∇n∞ is constant only if W∞ = 0. Thus, it is
reasonable that the energy converges to zero, while n∞ is not constant. One may say that
there is not sufficient initial “reverted” energy to level the particle density.
Another difference between Figure 1 and Figure 2 is the time scale. For larger initial
energies, the convergence to equilibrium is faster. In fact, Figure 3 shows that the decay of
the `2 norm of n(t)− n∞ and W (t)−W∞ is exponential. Here, we have chosen the initial
particle density n0(x) = 1
4
for 0 ≤ x < 1
2
, n0(x) = 3
4
for 1
2
≤ x < 1, and the initial energy
W 0 ∈ {1
4
, 1
2
, 1}. For W 0 ∈ {1, 1
2
}, we have n∞ = 1
2
and W∞ = max{0,W 0 − U/32}. For
W 0 = 1
4
, it holds that W∞ = 0 and we have set n∞(x) = n(x, 2).
Finally, we compute the numerical convergence rates for different space and time step
sizes 4x and 4t, respectively. Since there is no explicit solution available, we choose as
reference solution the solution to (64)-(65) with 4x = 1/1680 (for the computation of the
spatial `2x error) and 4t = 1/5040 (for the computation of the `2t `2x error). Figure 4 shows
that the temporal error is linear in 4t, and Figure 5 indicates that the spatial error is
quadratic in 4x. These values are expected in view of our finite-difference discretization
and they confirm the validity of the numerical scheme.
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Figure 3. Decay rates for various initial energies.
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Figure 4. Numerical convergence in time.
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Figure 5. Numerical convergence in space.
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Appendix A. Calculation of some integrals
We recall that ε(p) = −2ε0
∑d
k=1 cos(2pipi). Then ui(p) = (∂ε/∂pi)(p) = 4piε0 sin(2pipi),
and we calculate∫
T2
ε2dp = 4ε20
∫ 1
0
d∑
k=1
cos2(2pipk)dpk = 2dε
2
0,(66) ∫
Td
uiujdp = (4piε0)
2δij
∫ 1
0
sin2(2pipi)dpi =
1
2
(4piε0)
2δij,(67) ∫
Td
εuiujdp = −2ε0(4piε0)2
d∑
k=1
∫
Td
cos(2pipk) sin(2pipi) sin(2pipj)dp(68)
= −2ε0(4piε0)2δij
∫ 1
0
cos(2pipi) sin
2(2pipi)dpi = 0,∫
Td
ε2uiujdp =
1
3
∫
Td
∂
∂pi
(ε3)
∂ε
∂pj
dp = −1
3
∫
Td
ε3
∂2ε
∂pi∂pj
dp = 0 if i 6= j,
since ∂2ε/∂pi∂pj = 0 for i 6= j. We compute the integral
∫
Td ε
2u2i dp. First, let d = 1. Then∫
T
ε2u21dp1 = 4ε
2
0(4piε0)
2
∫ 1
0
cos2(2pip1) sin
2(2pip1)dp1 =
ε20
2
(4piε0)
2 = 8pi2ε40.
Furthermore, for d > 1,∫
Td
ε2u2i dp = 4ε
2
0(4piε0)
2
∫
Td
( d∑
k=1, k 6=i
cos(2pipk) + cos(2pipi)
)2
sin2(2pipi)dp
= 4ε20(4piε0)
2
(∫
Td
( d∑
k=1, k 6=i
cos(2pipk)
)2
sin2(2pipi)dp+
∫
T
cos2(2pipi) sin
2(2pipi)dpi
)
= 4ε20(4piε0)
2
∫
T d
d∑
k=1, k 6=i
cos2(2pipk) sin
2(2pipi)dp+ 8pi
2ε40
= 4ε20(4piε0)
2
d∑
k=1, k 6=i
∫ 1
0
cos2(2pipk)dpk
∫ 1
0
sin2(2pipi)dpi + 8pi
2ε40
= (d− 1)ε20(4piε0)2 + 8pi2ε40 = 8(2d− 1)pi2ε40.
We conclude that
(69)
∫
Td
ε2uiujdp = 8(2d− 1)pi2ε40δij.
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