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A novel continuation-based quasi-steady-state analysis approach 
to mitigate long-term voltage instability 
Qin Wang 
Major Professor: Venkataramana Ajjarapu 
Iowa State University 
A novel Continuation-based Quasi-Steady-State (CQSS) analysis is developed and inte­
grated with trajectory sensitivity which in turn can be used to address various aspects of 
control strategies to mitigate long-term voltage collapse. 
In this research, two scenarios are defined according to the severity of the contingency: 
• Scenario One: The post-contingency long-term load characteristic intersects the sys­
tem's PV curve: 
• Scenario Two: The post-contingency long-term load characteristic doesn't intersect the 
system's PV curve: 
First, the CQSS simulation, which is based on two different parameterizations, is utilized 
to trace the system trajectory after the contingency. One is for Scenario One where load 
change and OLTC action are considered. The other is for Scenario Two where load restoration 
and OLTC action are taken into account simultaneously. Secondly, the identification of the 
saddle node bifurcation point (SNB) and singularity-induced bifurcation (SIB) point can be 
accomplished by either continuation parameter or trajectory sensitivity. A new approach 
is developed in the CQSS simulation to approximate the differential representation of the 
thermostatic load restoration. It also avoids the numerical problem around the singularity 
point. 
The salient features of this research are listed below: 
• A new CQSS simulation is developed. 
- It is numerically well-conditioned. 
- It can readily identify the SIB point and the SNB point. 
— The time information of the controls can be obtained automatically. 
— Combined effects of the OLTCs and the load change on voltage stability are taken 
into account. 
• A computationally-fast approximation of the generic load restoration is developed. 
— Parameterization of the load exponent provides a new way to approximate the load 
restoration in the long-term time scale. 
— The change of load types and compositions with the time can be considered. 
• Trajectory sensitivity is derived and calculated in two ways. 
— It is applied to identify the long-term SNB point. 
— It is related to margin sensitivity by using continuation method. 
— It is used to formulate the control problem to maintain a sufficient stability margin. 
• A systematic and comprehensive control strategy to mitigate long-term voltage instability 
is developed and implemented. 
This proposed methodology is tested on two systems. 
I 
1 INTRODUCTION 
1.1 Practical Definition of Power System Stability 
Power system stability [I] can be generally defined as a property of a power system that enables it 
to remain in a stable operating equilibrium under normal operating conditions and regain an acceptable 
state of equilibrium after being subjected to a disturbance. 
Nowadays voltage stability has been considered a major limiting factor for secure operation of many 
power systems worldwide. There is an increasing concern about voltage collapse in an open access 
environment since the less regulated power flow patterns and the increased utilization of transmission 
facilities potentially make power systems more vulnerable to voltage collapse [1. 2. 3. 4, 5]. 
For the purpose of understanding, it is helpful to define some terms related to voltage stability as 
developed by the IEEE and the CIGRÉ [4, 6, 7]. 
• Small-disturbance voltage stable: An operating point of a power system is small-disturbance volt­
age stable if. following any small disturbance, voltages near loads are identical or close to the 
pre-disturbance values. ( Mathematically, small-disturbance voltage stability analysis means the 
disturbance is small enough that a linearized dynamic model can be used to model the original 
system.) 
• Voltage collapse: A power system enters a state of voltage collapse when a disturbance, an increase 
in load demand, or a change in system condition, causes a progressive, uncontrollable drop in the 
voltage. Voltage collapse may be total (blackout) or partial. 
We can now place voltage stability within the context of power system stability in general. Table 
1.1 shows a classification scheme based on two criteria: time scale and driving force of instability. For 
voltage stability, the relative load characteristics are also listed. 
The time frame of rotor angle stability is that of electromechanical dynamics, lasting typically for 
a few seconds. Automatic voltage regulators, excitation systems, turbine and governor dynamics, all 
act within this time frame. The loads considered here are generally induction motors and HVDC 
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Table 1.1 Power system stability classification 
Time scales Generator-driven Load-driven Load characteristics 
Short-term 
Long-term 
rotor angle stability 
transient small-signal 
frequency stability 
short-term 
voltage stability 
long-term 
voltage stability 
transient (short-term) 
steady-state (long-term) 
transient (short-term) 
steady-state (long-term) 
interconnections, which have their own transient and steady-state characteristics. When the above 
mentioned short-term dynamics are stable and eventually die out. the system enters a slower time 
frame. Various dynamic components are present in this time frame such as transformer tap changers 
and generator limiters. The relevant transients last typically for several minutes. This time frame 
is referred to as long-term time scale. In this time scale, frequency problems are due to generation-
load imbalance irrespective of network aspects within each connected area, whereas voltage problems 
mainly come from the electrical distance between generation and loads and thus depend on the network 
structure. The dynamics in these two time scales are represented mathematically by the differential 
equations using different time constants. 
With these definitions in mind, we will briefly touch upon the different techniques used in recent 
years for voltage stability research. 
1.2 Concepts of Preventive and Corrective Control 
Considerable research has been done on many aspects of the voltage stability problem. Generally, it 
can be divided into two parts: offline studies and online studies. In the offline environment, the overall 
procedure includes the following stages: 
• Tools and Techniques: Choosing appropriate tools and techniques may be the first step that 
should be considered in voltage stability research. Power flow analysis. Quasi-Steady-State analy­
sis and transient stability analysis, are the major tools that can be selected to do static or dynamic 
analysis of the system. They can be used to understand the mechanisms of the problem and make 
operational and planning decisions based on more reliable simulations. 
• Modeling Issues: Selecting suitable models and scenarios for the simulation associated with volt­
age collapse is very important. The interaction of system load and equipment, such as generator 
protection, OLTC transformer control, shunt compensation or load shedding, plays an important 
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role in this process. Understanding the dynamics related to the devices will allow the engineers 
to make the best decisions on control schemes. 
• Indices: Using indices online or offline could help operators determine whether the system's state 
is secure or not. Additionally, they could be considered as the criteria for the system security 
assessment. 
• Control Strategy: Creating a comprehensive preventive and corrective methodology is necessary 
to mitigate voltage collapse. In cases for which the voltage stability criterion is not satisfied, 
remedial control measures have to be designed to enhance the system to meet the criterion. 
The ultimate goal of the research on voltage stability is to develop and implement an effective control 
strategy to cope with voltage collapse. There are two basic and complementary concepts: preventive 
and corrective control (PCC). The purpose of preventive control regarding voltage stability is to shift the 
current operating state to a secure level before the instability actually occurs [8, 9. 10]. The corrective 
control exists to stabilize an unstable power system, directing the system's trajectory onto a new stable 
equilibrium point shortly after a severe contingency. Corrective control generally refers to a set of 
control actions that specifically stabilize the post-contingency unsolvable system. 
For the sake of clarity. Figures 1.1 and 1.2 depict the concepts of preventive and corrective control 
by PV diagrams respectively. In order to understand these curves, some terms should be clarified first. 
r 
.-contingency 
Post-contingency 
Short-term 
load characteristic 
Long-term 
load characteristic 
Corrective control 
l= 
Figure 1.1 Concept of corrective control 
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Pre-contingency ^ 
Operating point 
/Complete restoration 
Load increase 
Figure 1.2 Concept of preventive control 
• Network PV curve: It is the curve of load voltage as a function of the real power of the system. 
Each point of the PV curve corresponds to the equilibrium condition of the generation and trans­
mission systems under a specified load demand. It represents the characteristics of the network. 
• Load demand: It is an independent variable which corresponds to the amount of connected equip­
ment. It is important to emphasize the clear distinction made between actually consumed load 
power and load demand. This distinction is necessary for the understanding of a basic instability 
mechanism by which increased demand may result in reduced consumption of power. 
• Short-term load characteristic: The load real or reactive power is defined as the function of voltage, 
load demand and load state. In the short term, load dynamics can be described by the differential 
equation of the load state. The intersection of the short-term load characteristic curve and the 
network PV curve is the short-term equilibrium. 
• Long-term load characteristic: The load real or reactive power is defined as the function of voltage 
and load demand. It doesn't depend on the load state variable. The intersection of the long-term 
load characteristic curve and the network PV curve is the long-term equilibrium. In this research, 
when "long-term (resp. short-term)" is used to define an equilibrium, a bifurcation point or a 
specific operating point, the "long-term7' is from the load characteristic point of view. When 
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"long-term (resp. short-term)" is applied to describe voltage stability or dynamics, the "long-
term" is based on the whole time scale for stability classification (see Table l.l). 
• Nose point and bifurcation point: The nose point of the P V curve can be explained as an operating 
point where the transmission network delivers the maximum real power. It is not generally the 
bifurcation point from the stability point of view. PV curve is not a bifurcation diagram since P 
is not an independent variable according to the particular load model. The exception to this case 
occurs when the constant power load model is used. 
• Loadability limit: It is the point where the load characteristic becomes tangent to the network 
characteristic. At this point, the load demand reaches its maximum value. A load increase 
beyond this point results in the loss of equilibrium and the system can't operate any more. It is 
the bifurcation point of the system. It can also be defined corresponding to the short-term and 
long-term load characteristics. Note that loadability limit doesn't necessarily coincide with the 
nose point of the PV curve in the long term, since it depends on the load characteristic. 
In Figure 1.1. before the contingency, the system operates at point A. Due to a severe contingency, 
the network PV curve shrinks so that it no longer intersects the long-term load characteristic curve. An 
unsolvable case will occur at A in the long-term time scale. However, just after the contingency, the load 
responds instantaneously with its short-term characteristic and it decreases because the voltage drops. 
The system's operating point jumps from A to A according to the short-term load characteristic. After 
A . two factors come in and drives the system's evolution. One is the on-load tap changer transformer 
(OLTC) and the other is the load self-restoration. 
Once the OLTC starts to operate, voltage at the load bus will gradually be brought up toward its 
reference value, and load power increases, provided the tap ratio does not reach its limit. Restoration 
of load bus voltage and load power may increase the reactive demand on generators sufficiently to raise 
generator field currents above their continuous limits. The limiting of generator field current causes 
the generator terminal voltage to be reduced. This in turn causes the load bus voltages to go down, 
initiating further OLTC operations. 
Load self-restoration recovers the load from its short-term characteristic.to its long-term character­
istic by changing the load state variable. Since the network load power supply is less than the load 
demand at A , the load dynamics will try to draw more power by increasing the load state variable. 
This is equivalent to increasing the load conductance or the load current. It drives the operating point 
to a lower voltage. If the imbalance between the load demand and the network supply persists, the 
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system will continuously operate on the intersection of the post-contingency PV curve and the drifting 
short-term load characteristic curve with a monotonicallv decreasing voltage. 
Therefore, these two dynamics shift the short-term load characteristic curve consequentially from 
higher voltage to lower voltage. Three dashed lines in Figure 1.1 represent the short-term load charac­
teristics with three different tap ratios of the OLTC or three different load state variables of the load 
self-restoration (Appendix E). 
Without any control, the system reaches the singularity induced bifurcation (SIB) [11] point E. 
where the short-term load characteristic curve is tangent to the network PV curve and a final collapse 
happens. Hence, corrective control of load shedding should be quickly carried out to save the system. 
This will change the long-term and short-term load characteristics as well as the network PV curve. The 
aim of corrective control is to create a new long-term equilibrium while considering the load dynamics 
in the short term. 
From the long-term point of view, it is required to decrease the load below the value corresponding to 
the long-term saddle node bifurcation (SNB) point C. If the long-term constant power load is assumed, 
this will shift the vertical long-term load characteristic (dotted line) to the left, yielding the stable (resp. 
unstable) equilibrium 5 (resp. U). 
From the short-term point of view, load shedding moves the dashed line of the short-term load 
characteristic to an operating point that has a little higher voltage. To achieve a successful load 
shedding, the new intersection of the short-term load characteristic and the network PV curve should 
be located in the region of attraction of S. 
Note, if the power factor is large, the network PV curve is almost unchanged by load shedding 
[12]. However, if another control such as shunt compensation is taken into account, there will be a new 
"post-control" network PV curve. 
It is necessary to perform controls to increase the stability margin if it is not sufficient. Insufficiency 
may result from some small contingencies. This is not the true preventive control which is defined as 
the control actions to prevent the actual contingency. In the case presented in Figure 1.2. the short-
term load characteristic (dashed line) can be fully restored to the long-term load characteristic (dotted 
line). After the contingency, the system is initially operated at A* according to the short-term load 
characteristic. Due to either the OLTC or the load self-restoration, the system completely restores to 
the long-term equilibrium S. Each point on the PV curve is the short-term equilibrium before B and 
the long-term equilibrium afterwards. After the restoration is fully achieved, the component associated 
with the OLTC will not play a significant role in voltage stability, though it may try to maintain the 
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voltage. Other factors, for example, load increase, come in and dominate the system s slow evolution. 
VVe mainly consider the long-term load characteristic after B. 
In Figure 1.2. if the present operating point B is not secure by evaluating the voltage stability 
quantitatively, different control variables are adjusted in an economical and efficient way so that the 
stability margin between B and the long-term SNB point C can be enlarged to meet the specified 
requirement. If no control actions had been taken when the load demand is increased according to a 
given scenario, the system would result in a voltage collapse. This control is aimed to shift the current 
operating state (S) to a secure state (B ) in advance, so as to maintain a specified stability margin. 
Now xve know that in this research the controls deal with the conditions of a system after some 
contingencies. Table 1.2 summarizes the various steps and corresponding means involved in voltage 
instability estimation and control. The following sections briefly describe some important approaches 
that are used in voltage stability analysis. 
Table 1.2 Procedure of post-contingency analysis 
Steps Means 
Contingency evaluation Post-contingency power flow 
Multi-time-scale simulation 
Quasi-Steady-State 
long-term simulation 
Critical point determination Continuation power flow (CPF) 
Optimization methods 
Time simulation together 
with sensitivity analysis 
Preventive/corrective control Sensitivity and eigenvector analysis 
Optimization method 
1.3 Steady-State Analysis 
Steady-state analysis can capture the loss of a long-term equilibrium since it is based on algebraic 
equations that stem from the equilibrium conditions of long-term dynamics. The point of the singularity 
of the power flow Jacobian. is regarded as the point of voltage collapse. There are unreasonable 
assumptions used in representing the system by the power flow model. In general, the singularity of 
the power flow Jacobian does not indicate instability. Meanwhile, it is unable to represent the system's 
behavior "'beyond the critical point" as well as account for controls that depend on the system's time 
evolution. 
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1.4 Large-Disturbance Analysis 
When the power system is subjected to large perturbations such as short circuits, multi-time domain 
simulation is well-known as a single tool to cover all instabilities. Therefore, it is very helpful in 
determining the control actions. However, time domain simulation needs to deal with the instability 
of short-term dynamics and requires extensive output processing and analysis to find the causes of 
voltage instability. Although numerical integration techniques have become more efficient, time domain 
simulation takes much more computing time, especially with respect to long-term analysis and remains 
heavy in data maintenance. It is not adequate for real-time applications. 
1.5 Small-Disturbance Analysis 
The aim of small-disturbance voltage stability analysis is to determine whether a suggested operating 
point of a power system will be voltage stable with respect to a small disturbance. To achieve it. the 
original nonlinear dynamic equations are linearized around the specified operating point and the system 
matrix is calculated. The eigenvalues of the system matrix determine the dynamic response to the 
system for small disturbances around this point. However, the eigenvalue calculation is very expensive 
and thus is very demanding for large system studies. 
1.6 Quasi-Steady-State Analysis 
In between steady-state analysis and full numerical integration, there is some room for Quasi-Steady-
State (QSS) long-term analysis. It has the following features: 
• It focuses on the cause of instability: long-term dynamics; 
• It is sufficient for the purpose of voltage stability analysis: 
• It is a compromise between the efficiency of steady-state analysis methods and the modeling 
advantage of time-domain methods; 
• It performs extensive simulations, typical of planning and operational planning; 
• It has interactive use as an operator tool; 
• It is adequate for real-time use in emergency conditions. 
Nevertheless, there are still some limitations of the original QSS long-term simulation since it is 
based on conventional power flow. The main problems associated with it are explained as follows: 
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• It is sensitive to the selection of slack bus; 
• The divergence may be caused by purely numerical problems; 
• In truly unstable cases, following divergence, it leaves us without information on the nature and 
location of the problem, remedies, etc. 
1.7 Organization of the Thesis 
The thesis is organized as follows: 
The introduction in Chapter 1 provides a motivation for the research work as well as a general 
summary of the techniques used. The literature review in Chapter 2 provides a concise record of the 
source material, related topics and background information, as well as gives the scope of this research 
and its salient features. Chapter 3 gives the power system model used in this work. Chapter 4 contains 
the general idea of the continuation-based QSS analysis and presents the major improvements in this 
work. Chapter 5 proposes a load restoration scheme for the long-term voltage stability study by using 
continuation method. Chapter 6 describes the procedure to obtain trajectory sensitivity by studying the 
differential and algebraic equations of the power system and its application to voltage control. Chapter 
7 presents the formulation of the voltage control problem and proposes the method to solve it. For the 
purpose of understanding this research consistently, numerical results on a small test system are given 
from Chapter 4 to Chapter 7. The simulation results on the New England system shown in Chapter 8. 
validate the proposed approach. Chapter 9 presents the conclusions and provides some directions for 
future work. The derivations of some key concepts associated with this research are presented in the 
appendices. 
During all the processes, we try to clarify, mathematically and practically, some basic concepts 
related to the voltage stability problem. 
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2 LITERATURE REVIEW AND SCOPE OF PRESENT WORK 
Voltage instability or collapse generally arises from two types of system events: gradual deterioration 
in the system's operating conditions due to a rapid load pickup, and severe contingency. For the first 
type of event, the system's state can be approximately assumed to move from one operating point of 
relative security to another with increased vulnerability through a quasi-steady-state variation. In such 
a scenario, the system could experience voltage collapse as a result of either a saddle node bifurcation, 
or a Hopf bifurcation. Sometimes, voltage collapse can also occur immediately after some generators 
activate their field current limitations or armature current limitations as indicated in [13]. For the 
events of contingency type, the system could lose voltage stability transiently: in that case, no new-
equilibrium exists after a contingency or no early enough control actions are carried out. to attract the 
system's trajectory towards a new stable equilibrium. 
2.1 Review of Previous Work 
Until now. preventive measures were the principal measures of providing voltage stability. However, 
since everyday operational experience has shown that some voltage collapse happens in non-typical 
operating regimes, much attention has been paid recently to the development of appropriate corrective 
measures [9. 14]. 
Traditionally, preventive and corrective controls can be formulated as a nonlinear optimization 
problem as follows: 
mm /(x.y.fi) (2.1) 
subject  to  g ( x . y , p )  = 0 (2.2) 
k { x . y , f t )  < 0 (2.3) 
where x is the vector of state variables, y is the vector of algebraic variables and f t  is the vector of all 
controllable variables. Here f[x,y,(t) is the objective function, g{x.y,fi) is system equality constraints 
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including load flow balance equations, k(x,yr[t) is inequality constraints including the limits for all 
variables. 
Control cost minimization is generally the objective of preventive control. For corrective control, 
the aim is to find a good load-shedding scheme which takes into account three associated issues: time, 
location and amount. 
Preventive and corrective control is different from the traditional optimal power flow (OPF). in that 
OPF only considers some operating constraints of system state variables such as voltage magnitude, 
angle and power output, etc. However, the main purpose of preventive and corrective control is to guar­
antee the stable operation of the system. It means that PCC shall include some stability considerations 
either in the objective function or in the constraint set. 
Greene et al. [15] generalized the normal vector [16] to compute the effectiveness of changing various 
power system parameters to increase the system's voltage stability margin. It provides one method of 
calculating indices for stability consideration in the PCC problem. Gao et al. [17] applied the modal 
analysis [18] around the nose point of a PV curve to identify the best location for a SVC device to increase 
the post-contingency voltage stability margin. In the preventive and corrective control problem, the 
location selection is very important, though it may not explicitly appear in the optimization formulation. 
In [19]. an index based on the minimum singular value of a power flow Jacobian matrix is obtained to 
prevent voltage instability. It is known that a minimum singular value is a useful tool to determine the 
proximity to voltage collapse. 
Tuan et al. [20] proposed two sensitivity-based algorithms for a fast calculation of the load-shedding 
amount. The stability limits are considered by the sensitivity information. Also in [21], another viable 
load-shedding algorithm presented is based on the indicator of voltage instability [22]. The goal of 
this method is to achieve an indicator profile lower than a threshold value through load-shedding to 
ensure that the power system will remain in a state far from the voltage instability point. However, 
the analysis uses static models, and the dynamic aspects associated with voltage stability are not taken 
into account. 
In [10] and [23]. T. Kumano et al. discussed a new online methodology for monitoring and reschedul­
ing control settings to prevent voltage instability. The methodology is based upon the multiple load-flow 
solutions and the sensitivity analysis. The preventive control to accommodate the load increase is ini­
tiated when a pair of close power-flow solutions are detected under heavily loaded system conditions. 
Then it is formulated as an optimization problem and solved by the sequential unconstrained mini­
mization technique. However, the proposed method is not optimal. Furthermore, before the control 
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implementation, the normal vector of the extended critical load-flow manifold has to be calculated, 
which is complicated and time-consuming. 
All these methods use sensitivity information as the stability indicator. In fact, it is common that 
stability constraints are represented by some specific sensitivity obtained from various methods and 
incorporated in the problem formulation. 
Arnborg et al. [12] also presented a method for under-voltage load shedding (UVLS). The analysis 
takes into account the generator and load dynamics. An iterative load-shedding scheme is shown to be 
successful in avoiding voltage collapse in the long-term time scale. In [24], R. Balanathan proposed a 
simpler but still powerful under-voltage load-shedding criterion using a dynamic load model. A nonlinear 
optimization technique is used to estimate the parameters of the dynamic load model. However, the 
speed of the estimation process restricts the implementation of the UVLS criterion only for short-term 
voltage stability problems. Strictly, they should not be considered as the PCC problems, since they 
simply use some criteria to implement controls and are not optimization-based. 
For corrective control, load shedding is one of the principal means because of its regulating capa­
bilities with regard to the speed of the voltage phenomena [9]. The other control measures, such as 
generation re-dispatch. AVR regulation, capacitor/reactor switching, OLTC tap changers, phase angle 
shifters and SVC resources offer significant contributions to the prevention of voltage collapse. 
D.S. Popovic et al. [25] investigated the impact of load shedding and secondary voltage control 
on voltage stability. They introduced a new secondary voltage control emergency-assist mode in cases 
where voltage instability had been initiated. The local and system approaches to load shedding are 
analyzed. Then, the emergency-assist mode of secondary voltage control and the developed system-
load-shedding procedure are integrated into a new linear optimization model, representing the unified 
multi-step remedy for voltage-unstable regimes. It shows that the coordinated emergency action of 
secondary voltage control and load shedding can efficiently prevent an already initiated voltage-collapse 
process. In this optimization problem, some online estimated sensitivities linking pilot-bus-voltage 
deviations, reactive-injection deviations and voltage deviations at critical buses, with the change of 
generator terminal buses, are needed to deal with the stability issue. 
In order to restore power system solvability due to a severe contingency, Overbye [26, 27] used the 
special convergence characteristic of damped Newton method and the concept of normal vector [16] to 
compute the closest point on the power flow solvability boundary. Then, linear approximation together 
with control sensitivity are used to determine the control quantities. In this case, control sensitivity 
plays an important role in enhancing the system's voltage stability. 
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Van Cutsem et al. [28] proposed an approach integrating fast simulation, instability diagnosis 
and corrective control determination. This fast simulation method, initially proposed in [29] and called 
Quasi-Steady-State analysis, approximates the long-term evolution by a succession of equilibrium points. 
The heart of instability diagnosis is an identification of the so-called critical point along the simulated 
system trajectory. Stability conditions of a set of tap changers are derived, and their implementation 
using fast sensitivity calculations, is described. In his method, the binary section method is applied to 
determine the minimum amount of load that shall be shed. The location and time issues relating to 
load shedding are considered in the simulation and the sensitivity calculation. 
Van Cutsem [30] first applied the very "strong* voltage dependent load model reducing the load 
demand to obtain a solution inside the post-contingency boundary. Then along the system's tran­
sient trajectory, he found the critical point, and continued with basically the same methodology as 
[26]. Furthermore, he proposed a decision tree methodology to tackle voltage security concerns under 
preventive-wise and corrective-wise facets [31]. The whole process involved here is not associated with 
the optimization procedure for the general PCC problem. 
Granville et al. [32] applied the direct interior point method to compute the minimum load shed­
ding to restore the power flow solvability. Wang et al. [33] applied the same method to solve both 
preventive and corrective control problems. Nonlinear programming methods in general are computa­
tionally intensive in forming and factoring the Hessian matrix. Also the optimal solution involves a 
large number of control actions that need to be further reduced for practical implementation. In [33], 
voltage stability margin limits are incorporated into the inequality constraints to increase the system's 
operating reliability. 
CAV. Taylor [9] presented a concept of undervoltage load shedding analogous to underfrequency 
load shedding. The load-shedding scheme is of a pre-defined type, where the amount of load to be 
shed was fixed as a priori. Tso et al. [34] presented a reliable load-shedding approach which made 
use of a knowledge base and extended fuzzy reasoning to arrest dynamic voltage insecurity following a 
disturbance. Irrespective of the nature of the dynamic voltage instability, the location and the required 
amount of load shedding among load control buses can be promptly presented in real-time to the system 
operators. However, the amount of load to be shed is also fixed a prion. Fuzzy logic is an advanced 
optimization application. All the stability considerations are included in the fuzzy reasoning process. 
MK.Pal [35] presented the viability of load shedding and capacitor switching as useful emergency 
measures to combat voltage collapse. It also demonstrates an explanation of the mechanism of extending 
voltage stability limits by means of SVC, which is very important for providing sufficient reactive 
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margins while the system is operated in the lower portion of the PV* curve with constant power load 
characteristics. Meanwhile, it is shown that the blocking of LTCs might not always be justified. This 
tutorial paper gives the assessment of some basic corrective measures for voltage stability considering 
load dynamics. 
Now we have a general sense of the previous experience on the PCC problem. However, after 
reviewing the literature, it is found that there is no systematic approach to mitigate long-term voltage 
instability: 
• Some papers address a particular problem such as using a new index (sensitivity information) or 
developing an efficient analysis method to identify the effect of a specific parameter on the voltage 
stability. They are not focused on the control strategies. 
• Some papers propose a new numerical method to the control problem such as interior point 
method and sequential quadratic programming. They convert the whole problem to a purely 
mathematical problem; however, some characteristics of power system voltage stability may not 
be considered in detail. 
• Some papers only discuss one aspect of the control problem, either preventive control or corrective 
control. Moreover, the distinction between preventive control and corrective control is not clear 
in some papers. 
• Some papers tackle both preventive control and corrective control, nevertheless, there are still 
some limitations. Time, location and amount issues, sometimes are not completely considered to 
implement controls. 
An alternative is needed to solve this problem efficiently and comprehensively. This is the goal of 
this research. 
2.2 Scope of This Work 
A novel Continuation-based Quasi-Steady-State (CQSS) analysis is developed and integrated with 
trajectory sensitivity [36, 37] which in turn can be used to address various aspects of control strategies 
to mitigate long-term voltage collapse. 
For the convenience of analysis, two scenarios are defined according to the severity of the contingency: 
• Scenario One: The post-contingency long-term load characteristic intersects the system's PV 
curve: 
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Yes, Bt-contraec 
Yes 
Sufficient margin? 
Yes 
Control actions to | 
increase the margin I 
All credible 
contingency tested? 
Get base case bv arbitrarily 
shgddinyload 
Crofible contingency set Define system scenarios 
Identify the long-term saddle 
node bifurcation in simulation 
Identify the singularity-induced 
bifurcation in simulation 
Find system long-term 
equilibrium by COSS simulation 
considering load change and OLTC 
Find system short-term 
equilibrium bv COSS simulation 
considering load restoration and OLTC 
Figure 2.1 Flowchart for systematic voltage stability assessment 
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• Scenario Two: The post-contingency long-term load characteristic doesn't intersect the system's 
PV curve; 
These two terms ate used throughout the thesis. Figure 2.1 gives the general flowchart proposed 
for the systematic voltage stability assessment incorporating several basic functions such as system 
simulation, sensitivity analysis and control implementation. This flowchart clearly shows the links 
between the different parts (underlined) in this research. For an unsolvable case, corrective control 
actions should be developed to restore the system's long-term stability. In this thesis, we choose load 
shedding as the primary corrective control measure. Other controls could be considered in a similar 
way. In a stable case with an insufficient margin after a contingency, control actions could be devised 
to increase the system's stability margin to a desired level. As defined in Chapter I. preventive control 
should be implemented before the actual contingency. Therefore, the margin increase designed in this 
work is not the real preventive control. However, the term ^preventive control" appearing in this thesis 
simply indicates enlarging the system's stability margin following a contingency. 
First, based on two different parameterizations, the CQSS simulation is utilized to trace the system's 
trajectory after the contingency. One is for Scenario One where both load change and OLTC action 
are considered. The other is for Scenario Two where load restoration and OLTC action are taken into 
account simultaneously. Secondly, identification of the saddle node bifurcation or the singularity-induced 
bifurcation can be accomplished by either trajectory sensitivity or continuation parameter. Here, a 
new approach is developed in the CQSS simulation to approximate the differential representation of 
thermostatic load restoration. It also avoids the numerical problem around the singularity point. 
The salient features of this research are listed below: 
• A new CQSS simulation is developed. 
- This simulation is numerically well-conditioned by introducing continuation method. 
- The new CQSS simulation can readily identify the SIB (Appendix D), and SNB points in 
the long-term time scale. 
- The time information of the controls can be obtained from the simulation automatically. 
- Combined effects of the OLTCs and the load change on voltage stability are taken into 
account. 
• A computationally-fast approximation of generic load restoration is developed based on physical 
phenomena of power system long-term dynamics. 
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- Parameterization of the load exponent provides a new way to simulate load restoration for 
slow load dynamics in the long-term time scale. 
- The change of load types and compositions along with the time can be considered. 
• Trajectory sensitivity is derived and calculated for voltage stability studies in two ways. 
- It is applied to identify the long-term SNB point. 
- It is related to margin sensitivity at the long-term SNB point by using continuation method. 
- It is used to formulate the control problem to maintain a sufficient stability margin in such 
a way that the margin constraints as well as other state variable constraints could be incor­
porated. 
• A systematic and comprehensive control strategy to mitigate the long-term voltage instability is 
developed and implemented. This method takes into account time, location and amount issues, 
with respect to load shedding. 
For each item listed above, a detailed discussion on the previous work and major improvements in 
this research will be described in the following chapters. However, first we introduce the power system 
model that is suitable for the long-term voltage stability study. 
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3 POWER SYSTEM MODEL 
The differential and algebraic equations are commonly known as a DAE representation of the power 
system. In this research, they can be denoted as: 
x = f[x,y. zc,zDrX) (3.1) 
0 = y(x,if.-c,-dr A) (3.2) 
zD(k+) = hD(x(k~), y{k~ ), ;c (I-"). =D(k~ ). A(Zr) ) (3.3) 
-c = hc{x.yr=c,^D-^) (3.4) 
where x includes transient state variables and y includes algebraic variables, usually network bus voltage 
magnitudes and angles. The long-term dynamics are captured by discrete and/or continuous-time vari­
ables. :d relates to controls and protecting devices. Note for (3.3), the expression of the change of zq is 
due to the implementation of the QSS simulation, zc originates from the centralized voltage/frequency 
control representation. A includes load demand coefficients and the corresponding generation reschedul­
ing during the long-term scale. It is taken as a "smooth" function of time. Table 3.1 [5] shows indicative 
time scales of various system components and load behaviors taking part in voltage phenomena. 
Actually, zc also includes load state variables. However, in order to explore the influence of 
OLTCs on voltage stability, the load self-restoration dynamics will not be addressed when we dis­
cuss Scenario One. We will present a new method to consider generic load restoration for Scenario Two 
in Chapter 5. 
Here a power system is assumed to have n buses and m generators. Each generator is assumed to 
be equipped with the same type of excitation control system and speed governor. The specific model 
of each component of the power system can be mathematically formulated as follows. The commonly 
used power system notations are adopted here. 
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Table 3.1 Indicative time scales 
Scale System components Load 
Long-term On-load tap changers (OLTCs) 
Overexcitation Itmiters (OXLs) 
switched capacitors/inductors 
AGC. secondary voltage control 
small load variation 
Short-term generators, AVRs. governors 
SVCs, HVDC links 
Instantaneous network 
thermostatic load restoration 
induction motors 
static loads 
3.1 Synchronous Generator 
Without loss of generality, the rotor angle of the m-th generator is chosen as the system angle 
reference. No assumptions are necessary for choosing such a reference. When stator transients are 
ignored, the two-axis model describing the synchronous machine dynamics can be given as: 
Si — (-J; —ujmjuju i= 1 m—l (3.5) 
Jt- = - Di(u:i - -jm) — (E^ — - {Edi +- i= 1 m (3.6) 
Fqi = TdOilEf<ii - E'qi - (Xdi - X'di)Idi] t = 1. ..., 771 (3.7) 
4 = + « = 1 m (3.8) 
where is the system frequency, and ur,- is the machine frequency, namely, the generator angular 
speed, and u/q is the system rated frequency (377.0rad/sec). All the quantities are in per unit except 
u/Q-
Interface voltage equations to the network are given as follows: 
= Vi cos(<$i — Oi) + fl,,/,,- + XdiIdi i = I m (3.9) 
Edi = Vising -ffi) + R,ildi — Xqitqi z = (3.10) 
3.2 Excitation Control System 
The simplified IEEE type DC-1 excitation system is used here. The corresponding mathematical 
model is: 
E/di = T~l[Vr{ - (SeiiE/diftEfji] i=l m (3.11) 
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Vri = T~l[Vri + Kaii^fi ~ K - Rfi)} ï = I, -, m  (3.12) 
Rfi = TJ^i-Rji - [A,,- + Sei[Efdi)\KfiEIdi/Tei + KfiVn/T.i] i= 1 m (3.13) 
Here t>e/i is the reference voltage of the Automatic Voltage Regulator (AVR), l'"w and Rfi are the 
outputs of the AVR and exciter soft feedback respectively. 
3.3 Prime Mover and Speed Governor 
Figure 3.1 shows the block diagram for a simplified prime mover and speed governor. Two differential 
equations are involved to describe the dynamics when no /t; limit is hit. 
Prime-mover 
Speed governor 
Figure 3.1 The simplified speed governor and prime mover 
Pmi = - Pmi) i = l,...,m (3.14) 
f*i — 1'gi [Rgsi (wt &ref)/Ri Mil ^ /'i.min £ £ Pt.max ' — 1..... 171 (3. lo) 
where Pg,i is the designed real power generation. Pmi- is the mechanical power of the prime mover and 
fii is the steam valve or water gate opening, R{ is the governor regulation constant representing its 
inherent speed-droop characteristics, and uirej (= 1.0) is the governor reference speed. 
3.4 Network Power Equations 
Corresponding to the above models, the network equations can be written as: 
0 = Pgi — (1 + Ktpi\)Pu — Pinji i = 1,.... n (3.16) 
0 = Qgi — (1 + KiqityQu — Qinji i = 1, -., n (3.17) 
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where 
Pin j, = 5Z cos(5i — fffc — t = 1 n (3-18) 
Qinji = 53 Vi^k^'ik siRi0i —&k — fik) »" = I " (3.19) 
and 
Pffi = sin(f,- — 0,-) + /^l'fCos(4"t- — Bi) i = I m 
Qgi = Idi W cos(dt- — 0£) — /,,-Vj sin(<?£ — 9.) i = I m (3.21) 
(3.20) 
Pji and Qgi are the generator output powers and P,-njt- and Q,„7-,- are the powers injected into the 
network at bus i. Pu and Qu are the load powers at bus ». A"fp, and hi^ are load-changing factors 
specified for bus ». 
3.5 Load Tap Changers Model 
There are two types of LTC modeling. Assume a transformer with negligible resistance and mag­
netizing reactance has a constant leakage reactance A"t. The equivalent one-line diagram of the LTC 
transformer is shown in Figure 3.2 [5] using an ideal transformer with an r : 1 ratio. 
Continuous LTC Model: The continuous LTC model, which is often used for the sake of stability 
analysis, is based on the assumption of a continuously changing tap r(t) that is in the range of rmm 
and rmar. It can be represented by using the following differential equation: 
Discrete LTC Model: The discrete LTC model, which is often used for the sake of practical 
implementation, assumes that when the LTC is activated it will raise or lower the transformer ratio 
Figure 3.2 Equivalent circuit of an OLTC 
Ter = I,-» - rmfn <r< rma£ (3.22) 
22 
by one tap step instantaneously. We generally denote the size of each tap step by Ar. The LTC can 
operate at discrete time instant (&, k — OA n. Unlike usual discrete-time systems. tk is not an 
independent variable, and ATfc is not necessarily constant. A universal formula for -X21- including fixed 
and inverse-time delays is the following: 
ATk = r« v^yo{ +Tf+Tm (3.23) 
where 14 is the controlled voltage, V'2° is the reference voltage, and d is half the LTC deadband. Ti is 
the maximum time delay of the inverse-time characteristics. Tjr is the fixed intentional time delay, and 
Tm is the mechanical time necessary to perform the tap change. 
The tap changing logic at time instant f* is the following: 
rit+i = 
rk + Ar if V2 > t"2° + d and rk < rmaT 
rk - Ar if V-> <V?-d and rk > r™'" (3.24) 
rk otherwise 
where rmar and rmm are the upper and lower tap limits. 
3.6 Generic Load Model 
All the models are voltage and frequency dependent. However, in a voltage stability problem, the 
frequency dependent part of the load model usually is omitted. The generic load models are associated 
with an exponential type of voltage characteristic. The short-term (transient) and long-term (steady-
state) load characteristics can be expressed as follows: 
Pt = Pi{Pia,V,zp) (3.25) 
Qt = QdQio. (3.26) 
P, = Pt(Pio,V) (3.27) 
Q, = QdQio,V) (3.28) 
where Piq and Qto are the load demands which have been defined in Chapter 1. They are the powers 
absorbed by the load at the nominal voltage VJ>. :p and :q are the load internal state variables 
associated with load dynamics. Details of the load model, which is very important in this research, will 
be given in Chapter 5. As mentioned before, Pi is not an independent variable in the above model. 
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3.7 Concluding Remarks 
The mathematical equations representing the power system model under consideration have been 
described. The short-term state variables z, algebraic variables y. discrete-type long-term state variables 
and continuous-type long-term state variables zc as well as load parameter A are given as follows: 
I — (S.m\ Eq, Ed, E/d- V'r. R/) (3.29) 
y = (1:4) (3.30) 
-D = (rfe) (3.31) 
-c = (-p.-q) (3.32) 
A = A(f) 
The work in the following chapters will be focused on the discussion of the system DAE formulation. 
QSS analysis in the long-term scale in Chapter 4 focuses on using continuation method to solve this 
set of equations as well as the consideration of -o. The approximation of the load restoration procedure 
relating to zc will be discussed in Chapter 5. Chapter 6 deals with trajectory sensitivity, which is derived 
from the sensitivity analysis of the general DAE system. Trajectory sensitivity is calculated to obtain 
the useful information of the system's state variable with respect to different control measures as well 
as to check the system's long-term instability. 
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4 CONTINUATION-BASED QUASI-STEADY-STATE ANALYSIS 
4.1 Introduction to Quasi-Steady-State Analysis 
We have been given the components, phenomena, controllers and protecting devices which play a 
role in voltage stability, according to the time scale of the corresponding dynamics. 
In stability analysis, an instantaneous response is assumed for the network, according to the quasi-
sinusoidal (of fundamental-frequency) assumption. The network is thus depicted by the algebraic equa­
tion fl(r,y,ro,rc. A) = 0 derived from the Kirchhoff's current law at each bus, and involving the vector 
y of bus voltage magnitudes and phase angles. 
The long-term components, acting typically over several minutes, may be represented either through 
discrete-time equations (e.g. shunt switched capacitors and OLTC operations) or through continuous-
time equations (e.g. generic load models). Specific approaches should be developed to deal with these 
equations in a reasonable and efficient way. 
Before discussing the voltage stability in the long-term time scale, we will briefly address the short-
term dynamics which last typically for several seconds following a disturbance in stability analysis, as 
we assume that the short-term stability has been achieved before the long-term stability. 
In [38], an attempt is made to distinguish the difference between voltage and angle instability. 
Although the final outcome of the scenario is a loss of synchronization, the initializing event is load 
restoration in the long-term time scale. Therefore it is justified to classify this as a voltage stability 
problem. The dynamic analysis tool such as EPRFs Extended Transient/Midterm Stability Program 
(ETMSP) which uses time-domain simulations to solve the transient angle stability problem also is 
suitable for the voltage stability analysis in the short-term period. It can model devices which are 
important for voltage stability such as OLTCs, OXLs, thermostatical loads and induction motors as 
well as some special control system models. When voltage instability is ensured not to happen during the 
transient period by using ETMSP, (which means the base case for the long-term time-scale simulation 
has been successfully established) QSS fast simulation of voltage stability comes into play. 
Quasi-Steady-State simulation has been widely used to speed up long-term voltage stability calcu-
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lacions, which filters out the short-term transients. 
Van Cutsem [28] proposed the general idea of QSS analysis, which consists of approximating the 
long-term time evolution by a succession of short-term equilibrium points, thereby offering a good 
compromise between load-flow-type methods and full time domain methods. The central idea is simple 
and intuitively appealing: it deals with the long-term subsystem of the DAEs based on the assumption 
that the transient subsystem is infinitely fast and can be replaced by its equilibrium equations. Load 
restoration following some disturbances mainly depends on OLTC transformers. This method is applied 
to trace the system's equilibrium for Scenario Two and is a good diagnostic tool for corrective control. 
However, the original QSS simulation encounters numerical difficulties when the system approaches 
the SIB point. In order to overcome this problem, continuation method is applied to solve the system 
equations as well as to consider Scenario One conveniently. 
QSS simulation has been thoroughly validated with respect to full time domain simulation. It has 
been found more than 1000 times faster than the numerical integration using the Trapezoidal Rule with 
a fixed time step size, while offering comparable accuracy in terms of security limits. On the EDF 
system, it has also been effectively implemented and validated, with respect to the full time simulation 
software EUROSTAG [39]. EUROPSTAG is a comprehensive simulation tool for the multi-time scale 
calculation- It is very useful when not only long-term dynamics but also short-term dynamics are 
considered in the power system analysis. The detailed introduction can be found in [40, 41, 42. 43,44]. 
In this research, the dynamic characteristics of generators and their control systems are completely 
considered. Combined with the parameterized continuation technique, the methodology identifies volt­
age collapse during the equilibrium tracing while the OLTC is activated to restore the load indirectly 
(Appendix E). In Scenario One, the system's load is increased according to the defined scenario after it 
is fully restored to the pre-contingency level. At the same time, OLTC tries to maintain the voltage of 
the load bus within some tolerance. The driving force of voltage collapse is not only the load restoration 
activated by the OLTCs but also the increase of the load level, which may be more important during 
this process. Due to continuation method, the singularity checking of the Jacobian matrix could be 
eliminated, which significantly reduces the computational cost. Moreover, all the unrealistic assump­
tions for the slack bus and PV buses are totally removed, except for the initialization of system control 
settings at base case. The system's limits, which often lead to voltage collapse, are considered. It is 
important to note that the generator field and armature current limits are explicitly taken into account 
in our framework. 
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Figure 4.1 Illustration of Quasi-Steady-State simulation 
As we focus on the long-term voltage instability, x in (3.1) is replaced by the equilibrium equation: 
0 = f(x,y,zD,:c,\) (4.1) 
From there on, the system's evolution is dictated by the long-term time dynamics (3.3-3.4) and the 
change of A. This suggests the simplified simulation method outlined in Figure 4.1, which describes the 
time evolution of an x or y variable. Assume the disturbance at to, then: 
• Point A is an equilibrium of (4.1) and (3.2) before the disturbance. 
• Point A is an equilibrium of (4.1) and (3.2) after the disturbance. 
• At A , predict the next transition time s that is the shortest internal delay or sampling period 
among various discrete-type long-term components. In this research, it is dictated by the built-in 
delays of the OLTCs. 
• The continuous change from A to B results from the evolution of A and/or zc- Time integration 
may be required. 
• The transition from B to B is from the discrete change of zp- Newton method for solving the 
new equilibrium is applied here. 
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The computational steps involved here are explained as follows: 
At t = Iq, 
0 — /(x„ , , —CO, — DO, Aq) 
0 — ^r(ar0 r jfo '*C0'-do*^O) 
0 = fto(arô-yô"»-co»=oorAo) 
0 = Ac (rô, yô • -co,-do,A0) 
A0 = A(f0) 
At t = t$. new equilibrium point (^o»i/o- -co,-do. A) exists where 
0 — f[xQ , y0 , -CO, -DO, Ao) 
0 = 5(xo ,Zfo",-co,-do,Ao) 
0 ^ ho (xq" . 9o ' -co, -do, A0) 
0 ^ hc(zo,!fo --co,-do, A0) 
Ao — A(<o) 
If to < t < f[, keep updating A and/or :c- Numerical integration method may be used here. Solve 
0 = /(•=;", -do, at) 
0 = ,yf,-ci,cD0,Ai) 
with initial guess (-rf(0),y~w) = (r^.y^"). 
At t — ti, fix A[ = A(f i) and coo becomes zoi- Solve 
0 = /(xf ,yf,-ci,-oi,Ai) 
0 = g(xt,yt,=ci,=Di?^i) 
(4.2) 
(4-3) 
with initial guess (J^oj'tfito)) = (*i ,yt ). The discontinuity from S to B' results from solving (4.2) 
and (4.3) iteratively with (-ci.-di.Ai) fixed. Newton method is applied, which is: 
fr fy 
9r Sy 
X H J )  
4 i ytu-iy=C1' -dlr Al) 
ytu-D . - ~g(xtu-D ytu-iy:c1. -dl, At) 
(4.4) 
QSS simulation considers (r, y) and : variables separately. The Jacobian matrix JTy only involves 
the derivatives of [f,g) with respect to (x, y). When a system approaches the bifurcation point. Jry 
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becomes more and more ill-conditioned. This may result in a long simulation time or a divergent 
solution before the Jacobian actually becomes singular. Continuation method is well-suited for dealing 
with such problems. It remains feasible over the entire solution path even at the bifurcation point 
by choosing an appropriate continuation parameter. In this chapter, we are proposing a numerically 
well-conditioned continuation method to solve (4.4). 
Since transient dynamics are neglected, no numerical integration is needed. Also, because A is 
supposed to vary smoothly with the time, it is not considered when predicting the next transition time. 
Based on the appropriate step-size selection, it changes according to the predictor-corrector scheme of 
the applied continuation method. This will be discussed in detail later. 
Furthermore, in QSS simulation, there is no point in detecting very exactly when the discrete 
transitions take place. Rather, discrete transitions are "synchronized'" at times dictated by the time step 
size which results in the formulation of (3.3). Decreasing time step tends to cancel this synchronization 
but may be of interest for a finer analysis of numerous interacting OLTCs. Increasing time step obviously 
delays some transitions and the choice to do so depends on the various purposes of the analysis. 
All these characteristics ensures that the method is computationally efficient while able to render 
the long-term sequence of events and provide the transient-free "snapshots" required for the voltage 
stability analysis. 
Van Cutsem considers OLTC dynamics by changing zq and thermostatic load restoration by inte­
grating zc- However, the change of A(f) and its effects on voltage stability have not been addressed. 
Moreover, if zc could be taken into account with no numerical integration, this method would be very 
computationally efficient. Chapter 4 proposes a methodology that combines the effects of the OLTCs 
and the load change on voltage stability. Chapter 5 provides a new approach for load restoration that 
avoids the numerical integration. 
4.2 Equilibrium Tracing by Continuation Technique 
Feng et al. [45] made an attempt to further extend the application of the continuation method 
described in [46] to the power system DAE formulation. 
By using continuation technique, we can: 
• Simultaneously solve the system DAEs and obtain all the system's variables in one step so that 
the assumptions for the slack bus and PV buses are eliminated; 
• Directly identify the system's voltage collapse point during the tracing process: 
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• Produce the true system stability information. 
Based on the power system model (3.1-3.4) introduced before, continuation method is also applied 
to trace the equilibrium of long-term dynamics. Prediction and correction are two basic procedures in 
this methodology. In the prediction stage, the tangent vector is solved from: 
(4.5) 
After the prediction is made with the tangent vector, the following correction is performed to find 
the equilibrium point: 
fx fy fx  Ax / 
gx g y  gx Ay = g 
'
 
AA 0 
where [dx dy dX]T is the tangent vector. ej is a row unit vector with all the elements equal to zero 
except for the 6-th one. which corresponds to the current continuation parameter. 
Since fx and gx can't be null vectors at the same time even at the base case where A = 0. the 
singularity of the augmented Jacobian matrix can be easily avoided by appropriately selecting the 
continuation parameter. To efficiently implement the limits and speed up the computation, the fixed-
structured Jacobian is used in (4.5) and (4.6). 
In (4.5), it is shown that the component of tangent vector actually indicates some kind of sensitivity 
of system variables to the current continuation parameter. Usually, such sensitivity can be used to 
identify the system's bifurcation point [28]. Moreover, since A is introduced to parameterize the system's 
generation and load level, it changes with the time. dX is positive before A reaches its maximum, and 
negative afterwards. Null dX indicates the singularity of J^y. From a detailed analysis of the system's 
total Jacobian and reduced system state matrices in different time scales (Appendix A), we know that 
the singularity identified by null dX corresponds to the singularity induced bifurcation [II]. However, 
the original QSS simulation can't identify it during the tracing. Furthermore, trajectory sensitivity 
proposed in Chapter 6 could detect the true long-term saddle node bifurcation in the CQSS simulation. 
4.3 Device Limits Implementation in Equilibrium Tracing 
Voltage collapse often occurs as a consequence of some devices hitting their limits in a heavily stressed 
power system. Therefore it is very important to adequately address system limits in the voltage stability 
fx fy fx. 
gx Sy gx 
ei 
dx 0 
dy - 0 
dX ±1 
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study. For a synchronous generator, its teal power output limit, armature current limit and field current 
limit, are especially critical on the voltage stability. In this work, we take full advantage of the DAE 
formulation to accurately implement all these three limits. 
The reactive power output of a generator is dependent on its terminal voltage, which is controlled 
by the generator AVR. Hence under normal conditions, the generator reactive power output can be 
adjusted by regulating the AVR reference voltage. However, once the generator field current limit is 
reached, the AVR will lose its ability to maintain the generator terminal voltage, and the reactive 
power output can no longer be regulated. In [45], it has been shown that the field current limit and the 
armature current limit both could be accurately represented by implementing the AVR output limits 
From the model we applied in this research, it can be concluded that the state variable Vr,• (AVR 
output) is proportional to the generator field current. Thus the field current limit 1/d.max can be 
directly implemented by enforcing the fixed AVR output limit. 
The maximum limit for the generator reactive output with respect to the armature current limit 
can be determined as: 
Therefore, when the current reactive power output Qgi is greater than its allowed limit Qgl m<Lr . 
it means that the armature current limit has been exceeded. To keep the armature current below its 
limit, we can impose the AVR output limit to reduce the reactive power output. 
Since the system's equilibrium solution varies when the AVR output limit is enforced, an iterative 
scheme is applied to update V>,-
-mar at each continuation step so that the armature current can stay 
within limit. 
Once the AVR reaches its output limit, either due to the generator field current limitation or due 
to the armature current limitation, the state variable VÇ.,- will immediately become a control input 
staying at its maximum value. The closed-loop control becomes an open-loop control. Accordingly, 
the corresponding equation should be dropped. The Jacobian matrix for equilibrium computation also 
needs to be modified by removing one row and one column. Similar modifications are needed when a 
governor hits its output limit. 
Obviously, null dX still signifies the system's singularity even after the AVR and governor limits 
are reached. Actually, the proposed approach can handle any device limit as long as the limit can be 
enforced by limiting a variable that explicitly appears in (3.2) and (4.1). 
VH. 
(4.7) 
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4.4 Consideration of Load Change with Respect to Time 
It is known that QSS analysis separates the whole DAEs of power system to two-step implementation: 
the first step is to solve the equilibrium of the fast-dynamics ((3.2) and (4.1)) with respect tor and y and 
the second is related to long-term dynamics where the time step change is considered. More specifically, 
in this time step. zp is updated according to some control logic practiced in the power system. In Figure 
4.1, the transition time step tk+i — tk is determined by the shortest internal delay or sampling period of 
the long-term control and protecting devices (cy ), such as OLTCs. Continuation method introduces the 
load level A as continuation parameter to easily trace the system's equilibrium. The physical meaning of 
A represents the influence of the load change on the system's voltage stability. During the time process 
dictated by OLTC actions, the load also varies according to its time-characteristics. Its time function 
is indicated as A(() in the CQSS analysis. An approach should be found to appropriately consider how 
A changes in the determined time interval — tk, so as to meet its time function both at tk and tk+i-
As known before, the implementation of continuation method depends on the following factors: 
• Predictor 
• Corrector 
• Step size control 
The prediction and correction at time step tk can be made respectively as follows: 
(•Cfc+t.yfc+i.Afc+t) = (zfc,yfc,Afc) +0* * [ dx dy dX ]r (4.8) 
(rfc+t»fffc+i, A*+i) = {xk+i,!fk+i' Afc+i) + [ Ar A y AA j7* (4.9) 
If A is taken as continuation parameter, then AA is equal to zero in the correction stage. Furthermore. 
Xk+i and Afc have been known according to its time function and the transition time step tk+i — It-
decided by zd . Then the step size <7& can be obtained as follows: 
<?k = (Afc+i - Xk)/dX (4.10) 
At each time step, this step size should be re-calculated to fit the load variation in this period. 
When the current operating point of the system is very close to the SNB point, the choice of 
continuation parameter will be one of the i or j variables in order to avoid the divergence of the 
simulation. Then the calculation of the step size will be a little different. From (4.8) and (4.9). 
A f c + t  =  X k + f f k * d X  ( 4 . 1 1 )  
A f c + i  =  A f c + i + A A  ( 4 . 1 2 )  
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where dX and AA can be obtained from the predictor and corrector stage respectively. From (4.11) and 
(4.12), 
Afc+i = Afc +• <Tfc * dX + AA (4.13) 
Therefore, the equation for computing sigmak is written as: 
f f * = A W ~ r f À  " A A  ( 4  I 4 )  
In fact, it is the common formula for calculating the general step size in continuation method. Note 
that the Jacobian used in the corrector stage depends on the state variables obtained from the predictor 
stage. However, in order to apply dX and AA to compute the step size, the same Jacobian is used in 
both the predictor and the corrector at first. After the approximate step size is obtained, we update 
the Jacobian in the corrector, get the new AA by solving (4.6) and calculate the step size again by using 
(4.14). This procedure will be repeated until the error between the updated AA and the old one is 
within some tolerance. By this approach, the change of the load level with the time can be successfully 
considered in continuation method. 
4.5 CQSS Simulation for Scenario One on a Small Test System 
Next, we will show the relevant numerical results on a small test system step by step from Chapter 
4 to Chapter 7. This small system provides a better and clearer understanding of the proposed method 
in each chapter. In Chapter 8, the whole simulation procedure, with all the relevant steps, will be 
demonstrated on the New England system to give the complete scope of this work. In this chapter, the 
configuration of a small test system and simulation results for Scenario One are presented first. 
4.5.1 Test System 
The one-line diagram of this small system is shown in Figure 4.2 [5]. The parameters of this system 
are presented in Table 4.1 and 4.2. 
Between Busl and Bus4, there are a total of four lines. Each of them has the same reactance. The 
power factor for the generators and the load, is the same. 0.9975. The system model is introduced in 
Chapter 3. 
4.5.2 QSS Simulation for Scenario One 
The disturbance simulated for Scenario One is the three-line tripping between Busl and Bus4. 
Before the contingency, the system's total load is P = 2700A/W. The post-contingency system load 
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Figure 4.2 One-line diagram of a small test system [5] 
Table 4.1 Bus data of the small test system 
Bus no. Bus type V(p.u.) 0 Shunt(p.u.) 
Busl slack 1.08 0.00 0 
Bus2 PV 1.01 -11.22 0 
Bus3 PQ 1.00 -13.88 6 
Bus4 PQ 1.00 -14.02 0 
Table 4.2 Branch data of the small test system 
From bus To bus Branch type X(p.u.) r jjnin J.mar 
1 4 0 0.027700 0.0000 0.0000 0.0000 
2 4 1 0.016000 1.0400 0.0000 0.0000 
4 3 2 0.004000 1.0000 0.8000 1.1000 
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is P = 2460A/W due to the constant impedence load characteristic at Bus3. The load self-restoration 
mechanism is not considered and only the OLTC's actions to restore the voltage are taken into account. 
For this system, the initial fast transient caused by the disturbance dies out soon after, showing that 
the short-term dynamics are stable. Thus a short-term equilibrium is first established, with V4 settling 
down to 0.9437p.u~ 
Voltage vs. time of the small test system usmg ongmat Q SS 
t.oa 
— Tap raoo r* 0.003 
— Tap ratto >*0.006 
1.06 
restoration by OLTC 
1.02 
0.98 -
OS6 
50 150 200 
Twne of the ongmal OSS simuâaoon($econds) 
250 too 300 350 400 
Figure 4.3 Voltage vs. time by using the original QSS simulation 
For this contingency, the voltage curve at Bus3 is shown in Figure 4.3 by using the original QSS 
simulation. At first, the post-contingency base case is successfully established, which shows that the 
voltage at Bus3 has declined. At t = 20s, the OLTC is activated to restore the load to the pre-
contingency value. However, when the load is fully recovered, the system reaches a stable long-term 
equilibrium and the voltage at Bus3 is well maintained around the reference value. In the figure, two 
curves represent different tap step sizes. The smaller the step size, the longer the time the system takes 
to recover. After the load restoration has been accomplished by the OLTC. the system will settle down 
at B' (Figure 1.2 in Chapter 1). 
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4.5.3 CQSS Simulation for Scenario One 
4.5.3.1 Equilibrium tracing: A as continuation parameter 
In order to find the system's SN'B point, we will increase the load continuously afterwards. The sys­
tem's slow evolution to this point is considered in two steps. Therefore, combined with the continuation 
method, the original QSS simulation will be modified as follows: 
• Step One: During the load restoration 
After the contingency, the OLTC tries to restore the voltage at Bus3. Figure 4.4 shows the 
voltages at Bus3 and Bus4 before the complete restoration is achieved. It can be observed that 
the voltage at Bus3 gradually increases due to the OLTC's actions. Note here, the larger step 
size of the OLTC's ratio is used from the original QSS simulation. At £ = 140s, the system's load 
level returns to its pre-contingency value, which also means that the load model becomes constant 
power to some extent. Voltages at buses other than Bus3 decrease according to the restored load. 
Up to this point, if there is no other interruption in the system, it could be concluded that the 
system has reached its long-term equilibrium. The OLTC also reaches its steady state. 
• Step Two: After the complete restoration 
After the restoration, other slow dynamics, namely, load change with respect to time, may drive 
the system to instability. It is assumed that the system's total real power load increases by 
5.1/(1'" at time interval t = 5s for the simulation. Two generators pick up the load by the same 
participation factor as the base case. By adjusting the step size in the predictor, we can trace the 
system's trajectory continuously. Table 4.3 gives the different real power loads of the system at 
different time steps. While the load increases slowly, V3 drops. Then the OLTC is re-activated 
and tries to regulate the voltage variation. Figure 4.5 shows the voltage curves with respect to 
time after the complete restoration is achieved. At first, the OLTC could maintain the voltage 
very well. However, when the generators reach their limits at f = 470s. the OLTC's capability on 
the voltage regulation is significantly weakened even though it is within the limits. 
When using the CQSS simulation, we can obtain the PV curves shown in Figure 4.6. It is clear that 
the system reaches the SNB point due to the load increase, though the OLTC attempts to keep the 
voltage at Bus3 unchanged. 
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Voltage vs. time during the load restoration 
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Figure 4.4 Voltage change vs. time during the load restoration 
Table 4.3 Step size based on the load increase 
Time(s) Pi (Mit'') Step size 
150 2720.00 0.4876 
200 2770.00 0.4723 
250 2820.00 0.4432 
300 2870.00 0.4273 
350 2920.00 0.3992 
400 2970.00 0.3227 
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Figure 4.5 Voltage change vs. time after the complete restoration 
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Figure 4.6 PV diagram by using the CQSS simulation 
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4.5.3.2 Bifurcation, identification by continuation parameter 
For the CQSS simulation based on load parameter A. two methods can be used to identify the 
bifurcation points. In this chapter, first continuation parameter is applied. As discussed before, null dX 
implies JTy singular and actually represents the singularity-induced bifurcation of the system. 
Usually, we use a relatively large step size to trace the system's equilibrium point until the negative 
dX is detected at an operating point, then change the tracing direction and continue the process with a 
smaller step size up to the upper portion of the PV curve where a very small positive dX could be easily 
detected. Table 4.4 shows the values of dX in the last five steps. In these steps, one state variable other 
than X is selected as the continuation parameter. These values indicate that null dX has been reached 
between t = 475s and t = 480s. 
Table 4.4 dX in the last five steps 
Time(s) 460 465 470 475 480 
dX 0.023164 0.023086 0.022971 0.022883 -0.023634 
4.6 Concluding Remarks 
The basic idea of the CQSS simulation has been introduced in this chapter. The consideration of the 
load change with respect to time has been solved through the selection of the step size. In this chapter, 
we concentrate only on using continuation method to deal with ;£>. Load restoration represented by 
zc in the long-term voltage dynamics will be addressed in the next chapter. 
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5 A NEW APPROACH TO LOAD RESTORATION 
5.1 Introduction to Load Restoration 
In the last few years, many research efforts have been devoted to developing steady-state and dynamic 
models for aggregate loads [47. 48. 49. 50, 51, 52. 53]. However, there still exist problems of accurately 
modeling the loads due to several reasons which include: 
• Large number of load components; 
• Some load devices not directly accessible to the electric utility; 
• Changing load composition with time of day, week, seasons, weather, and through time; 
• Lack of precise information on the composition of the load; 
• Uncertainties regarding the characteristics of many load components, particularly for large voltage 
or frequency variations. 
Additionally, one of the approaches in voltage stability studies that appears the most promising, is 
the evaluation of the system's response to typical perturbations, such as a line tripping or a generator 
outage, especially when the system is close to critical conditions. For such a contingency, the dynamics 
of various load components and control mechanisms tend to restore load power to a certain level. This 
process is referred to as load restoration. Figure 5.1 shows the general procedure of the load restoration 
by PV diagram and Figure 5.2 [50] shows the load response with respect to time. 
In the load restoration simulation, loads are generally treated as smooth differential equations, 
where the power consumed by the load at any time depends upon the instantaneous value of a load 
state variable. Often, the steady-state load dynamics are characterized by algebraic equations, which do 
not depend on the load state variable. The transition from transient (short-term) load characteristics 
towards the steady-state (long-term) load characteristics is driven by load dynamics. Typical dynamic 
load components with the state and demand variables, include induction motors, loads behind OLTCs 
and thermostatic loads. 
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Figure 5.1 Illustration of load restoration by PV diagram 
Quasi-Steady-State analysis sometimes incorporates thermostatic load self-restoration (Appendix 
H) which is represented by the differential equation associated with zc in the long-term time scale. 
The equilibrium of the system's fast dynamics should be recalculated after the integration of the load 
state variable, which may significantly increase the computation burden since one more equilibrium is 
calculated. Furthermore, discrete transitions are "synchronized" at times dictated by the step size while 
the continuous-type components change during the whole transition period defined by the time step. 
These two types of variables on the same time scale are considered alternatively. Finally, the singularity-
induced bifurcation [11] encountered in the simulation can't be readily identified by the original QSS 
analysis. In this research, we propose a new way to consider load restoration by introducing continuation 
method. It eliminates the need to include the differential equation in the simulation and simplifies the 
whole tracing procedure. In addition, the equilibrium of fast dynamics is calculated only once. The 
continuous type component and discrete transition are considered simultaneously after updating the 
discrete type variable and reforming the Jacobian matrix. Moreover, the SIB point will be easily found 
by the change of the continuation parameter. 
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Figure 5.2 Load restoration vs. time 
5.2 Consideration of Load Restoration in Quasi-Steady-State Analysis 
The power consumed by the additive load model in the short term (Pt) is given by [5] for QSS 
analysis: 
Pi = Pto((^-rr+-p) (5.1) 
V o  
Qi = QioU^r)'* + :q) (5.2) 
For the long-term time scale, the load characteristic (P,) becomes: 
Pi = Pto(^-)OS (5.3) 
Vo 
Qi = Q/o(^r)4s (5.4) 
The following equations [5] depict the generic load restoration dynamics: 
TPzp = -.-p+(^-rs-(^rT (5.5) 
V'O Vo 
?>-<? = --Q + (^)^-(^)^ (5.6) 
Usually, the additive model is initialized with zp — ZQ = 0. When the loads reach the steady state. 
< 5 7 >  
-Q = (5-8) 
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where <15, 07-, &s and fir are load exponents in different time scales. 
In this thesis, a continuation-based approach will be proposed to deal with the load restoration in 
QSS simulation instead of using differential equations (5.5) and (5.6). It will be shown that this method 
is not only physically reasonable but also"numerically efficient. First, xve look for the reason why the 
proposed method could be applied here. 
The sensitivities of real and reactive powers with respect to voltage can be obtained respectively as 
in [5}: 
w = <"> 
w = J Q m (vJ' '"v0  1 5 1 0 1  
By rearranging the above expression and evaluating the sensitivity at V = Vo. we can find: 
dPifPio 
dV/Vo 
dQi/Qto 
= a (5.11) 
= 3 (5.12) 
dVfVo 
Thus the normalized sensitivity of real or reactive power with respect to voltage is equal to the 
corresponding load exponent by using the exponential load model. Generally, the load exponents or and 
Jt are larger than as and fls, which means that the transient characteristic of the load is more voltage 
sensitive. It further implies that the sensitivity of the load power to voltage varies continuously during 
the load restoration procedure. In some sense, the load obeys an exponential model that changes from 
the transient 03- to the steady-state 05 exponent. In practice, the aggregate behavior of a number of 
thermostatic loads has a transient voltage characteristic with an exponent of two (constant impedance), 
whereas after some time the steady-state voltage characteristic is close to constant power. 
If load dynamics are considered completely, the differential equation related to the load state variable 
should be analyzed and included in QSS simulation. Numerical integration is used to solve the whole 
system DAEs. However, QSS analysis gives "snapshots'* of the equilibrium of fast dynamics instead of 
the smooth solution curve of the differential and algebraic equations. Compared to the OLTC action, 
thermostatic load restoration belongs to 'slow dynamics" even though both of them are treated in the 
same time scale. We assume that at each short-term equilibrium, the load dynamics still stay in a 
time-dependent exponential state, so that we need not monitor the change of the load state variable by 
integrating its differential equation. If load restoration is considered as a procedure in which sensitivities 
change with the time, the following equations are proposed to describe it: 
Pi = Pio(^)o(,) (5.13) 
•0 
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QI = QIO^F {T )  (5-14) 
V Q  
where 05 < a(t) < qt and 0s < 0(t) < &r-
At each time step where the equilibrium of the system s fast-dynamics is found, the exponential 
load model at this equilibrium is also assumed. In (5.13) and (5.14). there is no zp and :q. However, 
the load dynamics still need to be considered while computing a(t) and 3(t) in the simulation. 
D. J. Hill et al. solved the load state variable as a time dependent exponential function. Based on 
their derivations, we will show how to relate (5.13) and (5.14) to the original differential equations (5.5) 
and (5.6). In [50] and [51], another form of the additive load model is given as below: 
TP  Pi + Pi = Ps(V') + M V) V (5.15) 
Setting derivatives to zero gives the steady-state model: 
PI = Ps(V) (5.16) 
We can rewrite (5.15) as: 
TpPi + P t  = PS(V) + Tp^PriV)) (5.17) 
where Pr( V") — JQV (cp(cr)da- + c0  and Co is a constant. 
This can be converted to the following form by introducing the state variable: 
X'P = -^P-XP+ N(V) (5-18) 
•tp 
xp = Tp{P t-Pr(V)) (5.19) 
;V(V) = PS(V)~PT(V) (5.20) 
where P5 = Pzo(VyV"o)QS and Pr = Pio(V7Vo)aT for the exponential load model. By setting xp = 
TPPIAZP, we can transform (5.18) to (5.5) and (5.19) to (5.1) respectively. 
The above set of equations is solved analytically. The expression for zp, which is the response to 
the voltage step from Vq to I",, can be obtained as follows: 
•cp(Z) = TpiV[V\) + rP[.Y(VÔ) - yV(^)]e^T^ (5.21) 
Then from (5.19), 
PI(L)  = Ps(V'i) + [Ps(Vô) — PT{VQ) — ^s(Vi) (5.22) 
+ PrtVifle^^.tXo 
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In this research, we further assume Ps = Pro, then: 
Pi{t) = Pro + [Pro(^•)OT - Pio] e (5.23) 
By equating (5.23) and (5.13). the relation between ce (I) and the changes of load dynamics could be 
established: 
f  V  — « T — >  X  
o(<) = log, v., [l - (5 24) 
Note that here V is adjusted during the load restoration simulation. Equation (5.24) can be used 
to predict a(t) at each time step. a(t) is selected as the continuation parameter while continuation 
method is applied for QSS analysis. Based on the above derivation, the new method is a very close 
approximation to the original differential equations. The introduction of the continuation parameter 
(o(f)) establishes a link between generic load self-restoration and QSS simulation conveniently. Details 
will be presented in the following sections. 
5.3 Parameterization of Load Exponents in QSS Simulation 
In this section, the influence of parameterization on the continuation technique is described at first 
[54]. 
YVe demonstrate the concepts through the algebraic equation from the system DA Es. which is: 
0=j(y,A) (5.25) 
The j'-th continuation step starts from (an approximation of) a solution (y7,Xj) of (5.25) and 
attempts to calculate the solution (y,+I.AJ+i) for the next A, namely, AJ+i, 
(V.Aj) -+ (if,+I, Aj+i) (5.26) 
With predictor-corrector methods, the step j  -+ j  + 1 is split into two steps: 
(y> ,Xj) —»• (jf,+1.  X j + l  ) —» (/+'. Ai+1 ) (5.27) 
In general, the predictor (y. A) is not a solution of (5.25). The predictor merely provides an initial 
guess for corrector iterations that hone in on a solution of (5.25). 
The distance between two consecutive solutions {y*,Xj) and ,Xj+ l) is called the step size. In 
addition to (5.25). we need a relation that identifies the location of a solution on the branch. This 
identification is related to the kind of parameterization strategy chosen to trace the branch. 
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Different parameterizations correspond to different directions. The most obvious parameter is the 
control variable A. 
If another variable 7 is chosen as the parameter, the solution of g(y.X) depends on 7. For a 
particular value of 7, the system g(y, A) = 0 consists of n equations for the n + i unknown (y. A). If the 
parameterization is established by one additional scalar equation. 
p(jf,A.7) = 0 (5.28) 
we can formulate an extended system; 
<?(r.7) = f  5(iU) ) =0 (5.29) 
V p(y,A,7) J 
which consists of n + 1 scalar equations for the rt 4- 1 unknowns Y = (y, A). The general setting (5.29) 
includes all types of parameterization. 
Solving (5.29) for specified values of 7 yields information on the dependence 1^(7), A(-}). 
In (5.29) the parameterizing equation p(y. A, 7) = 0 is attached to the given system of (5.25). This 
allows us to apply Newton method to (5.29); in this way the desired parameterization is imposed 
on (5.25) automatically. Alternatively, some side conditions can be imposed on the iterations when 
applying Newton method. 
Any of the components yi{i = I,.... n) can be admitted as a parameter, including t/n+1 — A. This 
comes to the parameterizing equation as follows: 
p(y,n) -=yk-n (5.30) 
with an index k. 1 < k < n + 1. and a suitable value of 17. The index k and the parameter q = are 
locally determined at each continuation step in order to keep the continuation feasible. This 
kind of parameterization has been called local parameterization. With Y = (y. A), (5.29) is written as: 
G(Yy t f .k)= j ^ J =0 (5.31) 
\  yk-T) /  
It is easy to find a suitable index k and parameter value 17. A continuation algorithm based on 
tangent predictors determines k such that: 
|-fc| = maz|z[ |,..., |cn|, l-n+i! (5.32) 
This choice picks the component of the tangent 2 that is maximal. After an index k is fixed, an 
% 
appropriate value 17 must be determined. A value of tj depends on the index k. on the location of the 
current solution on the branch (i.e., on j), and on the desired step size <r. 
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Local parameterization looks promising in the voltage stability problem and is often applied. In 
local parameterization, the local original set of equations is augmented by one equation that specifies 
the value of one of the state variables. In the original CPF, the selection of the continuation parameter 
is generally the load parameter. To find the solution to the augmented set of equations over a range of 
the load parameter, a step-bv-step process might be used whereby the load parameter is increased by 
small amounts. The solution along a given path is found for each value of the load parameter. Local 
parameterization allows not only the added parameter but also the state variables to be used as the 
so-called continuation parameter. If this parameter is chosen correctly, the Jacobian of this augmented 
set of equations will remain nonsingular and the solution process will be well conditioned. 
For a given contingency, the CQSS simulation will be applied to trace the system's PV curve, to find 
the equilibrium of the fast dynamics and to implement controls so as to achieve or enhance the system's 
stability. Generally, the load is chosen as the continuation parameter since it can be fully recovered to 
the pre-contingency value in Scenario One. Then the system continues to approach the SNB point if 
the load is increased. In Scenario Two, the total system load power can't be completely restored to the 
pre-contingency long-term level. During the load restoration process motivated by the OLTCs and the 
thermostatic load self-control mechanism, the system reaches the post-contingency SIB point and the 
voltage collapses. Therefore, it is not appropriate to increase the load any more and is reasonable to 
re-select the continuation parameter. 
A typical load restoration procedure in a power system is from constant impedance load to constant 
power load. In order to simulate it. o or 0 is chosen as the continuation parameter. How it changes is 
determined by the whole set of DAEs defined for the CQSS simulation, the change of load components 
with respect to time (the prediction of a(t) as we proposed before) as well as the predictor-corrector 
scheme in continuation method. With parameterization of the load exponent, the system undergoes 
continuous evolution directed by the change of aggregate load components and types. 
To simplify the problem, we assume that there is some dependence between a(l) and t f[t) and choose 
o as the continuation parameter. 
Imagine the equilibrium trajectory of the system DAEs as a small particle moving along the branch. 
Also imagine a rope attached to the particle. Different parameterization^ correspond to the different 
directions in which the rope can be pulled. If the pulling direction is normal to the branch, the tracing 
will encounter difficulties at this point. In this case, the load exponent is selected as the parameter as 
illustrated in Figure 5.3. The dashed lines correspond to the short-term load characteristics. Direction I 
intersects the branch at the long-term SNB point with an angle smaller than 90°. Direction^ is normal 
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Figure 5.3 Load exponent as continuation parameter in PV* diagram 
to the branch at the SIB point [11]. How these directions intersect the PV" curve is determined by the 
exact solutions of the DAEs under the parameterization of the load exponent. If it is Direction 1. the 
SNB point can be solved without any computational difficulty by using this parameter directly. If it is 
close to Direction2, however, the continuation parameter should be changed according to the system's 
state. This will be discussed in the next section. 
5.4 Implementation Issues 
Referring to the continuation method applied in Chapter 4, where X is chosen as the parameter to 
consider the load change, the state variables here are obtained under the parameterization of a to take 
into account load restoration. The major difference between them primarily comes from fa and <jQ in 
the system's Jacobian used for the predictor and corrector which are shown as follows: 
<
 
<
 
•
 
dx 0 
9r 9y 9a dy — 0 
1 I da ±1 
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9r gy 5a Ay = g 
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Act 0 
(5-34) 
We can find the sensitivities of load powers with respect to the load exponent which are given below: 
(5.35) 
(5.36) 
t = p«4ri°i4) § - <>*<•£ 
where dii/da is known before the calculation based on our assumption. These two equations also 
represent the major difference between fx (resp. g\) and fa  (resp. gQ).  
From (5.35) and (5.36) together with (5.9) and (5.10), we know that the total load power variation 
depends on two major factors: one is the load bus voltage magnitude behind the OLTC and the other 
is the load exponent representing the load components and types. The driving force for voltage collapse 
stems from the OLTCs' action and the load self-restoration procedure. 
There are two kinds of bifurcations which can be identified in load restoration. One is the singularity-
induced bifurcation [11] and the other is the long-term saddle node bifurcation. Here we only address 
the former. 
—Ere^contingency 
it-contingency 
Figure 5.4 Tracing around the bifurcation point 
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It has been known that load exponents decrease from two (constant impedance load) to zero (con­
stant power load) monotonically. Considering that (V/Vq) is generally less than one during load restora­
tion since the system is under a severe condition. (5.35) and (5.36) become negative. It means that a 
decrease in a results in an increase in Pj. Now we define the decrease of a as the positive direction 
whereas the increase of a is the negative direction for the simulation- da is positive before a reaches 
its minimum, and negative afterwards. Furthermore, since a is introduced to parameterize the system 
DAEs. null da indicates some kind of singularity of the system's Jacobian. This can be shown as follows. 
If null da is detected in the predictor at some time step, (5.33) will reduce to: 
/r fy 
9r Sy 
dx 0 
. 
du .  0 
(5.37) 
[dx dy]T  is not a null vector since one component of it should be ±1. Then (5.37) implies the 
singularity of Jxy. From Appendix A and D, it infers the singularity of long-term dynamics. A classical 
scenario in the power system operation is that a long-term instability induces a short-term saddle node 
bifurcation. Thus it  is reasonable to identify the instability point by equi valent ly detecting null da 
during the tracing. It is an easier way to identify the singularity-induced bifurcation in the long-term 
time scale. 
When the system approaches this point, there may be no intersection of the PV curve and the load 
characteristic curve if the step size is large. A similar method used for the previous CPF. that is, 
choosing another variable instead of load exponent as the continuation parameter, is also applied here. 
Then the tracing can resume. 
In Scenario Two, an unsolvable case occurs at the operating point A' (Figure 5.4), which means 
the network characteristic no longer crosses the long-term load characteristic in the post-contingency 
configuration. The pre-contingency operating point A' jumps to A just after the disturbance. Then 
under the OLTC and load restoration effects, the operating point moves along the post-contingency PV 
curve. Point C is referred as the critical point for the singularity-induced bifurcation. When using the 
load exponent as the continuation parameter, a and & decrease continuously from A to C. However, 
in order to avoid the singularity of another variable is selected as the parameter around C. So 
the solution may be located on the lower part of the curve, namely, D. At this point, negative da is 
detected. After this, by properly adjusting the step size, we can identify C. It is illustrated in Figure 
5.4. Meanwhile, the load exponent at a specific time is known through (5.24). How to relate load 
exponents to time can be solved by the similar approach that we have described for A in Chapter 4.4. 
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5.5 CQSS Simulation for Scenario Two on a Small Test System 
The simulation results for Scenario Two will be shown as follows. There are totally three cases 
presented. The first case doesn't apply continuation method since it only considers tap dynamics. In 
this case, we reproduce the results given in [5] to understand the OLTC's effects on voltage stability. 
The other two cases use continuation method, including generic load restoration in the simulation. 
The contingency simulated for Scenario Two is the generation loss at Bus2 and the two-line tripping 
between Busl and Bus4 simultaneously. Before the contingency, the system is operated at a total 
real power load of 4600MW. Real power generation at Bus2 is lost by 600.V/W during this severe 
disturbance. According to the short-term load characteristic, the post-contingency base case condition 
is established. However, the voltage behind the OLTC decreases to 0.92p.u.. thus resulting in the 
system's total load of 3900MW. After that, the driving force of system evolution is the OLTC actions 
and/or the load self-restoration procedure. 
5.5.1 Case One: Only Considering Tap Dynamics 
In this case, the load is represented with an exponential model ((5.13) and (5.14)) and the local 
generator is operated at 85% of maximum turbine power. The evolution of the system after the con­
tingency is illustrated in Figure 5.5, which shows the voltage at Bus4, the transmission-side bus of the 
OLTC transformer feeding the load. 
The short-term dynamics of the system are stable just after the contingency. Once the base case is 
obtained, the mechanism driving the system's response comes from the OLTC. which tries to restore 
the load-side voltage by lowering the tap ratio r. The operation of the OLTC starts just after the 
contingency, and continues at 5s intervals. This results in a further reduction of the transmission-side 
voltage t'4- At about t = 340s, the OLTC has reached its limit and the voltage decline stops, since no 
other dynamic mechanism is involved. 
We observe the response of the load-side voltage V3 and the OLTC ratio r in Figure 5.6. As seen in 
this figure, the response of the load voltage exhibits two radically different patterns. Before the generator 
limitation each tap movement produces the intended effect of raising the secondary voltage. After the 
limitation of the generator, the tap changes have initially almost no effect on V3, and subsequently they 
even produce the reverse effect by lowering it. Several aspects of this unstable OLTC operation have 
been investigated in [55, 56. 57, 58]. 
In order to get a deeper understanding of the long-term instability mechanism, the system's PV 
curves is shown in Figure 5.7. In these curves, V4 is plotted as a function of the transmitted power P 
51 
Voltage curve of me smaB test system 
100 150 200 250 
Tkneofquasi-stsady-statesfemjtatton(seconds) 
Figure 5.5 Voltage at Bus4 vs. time in Case One 
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Figure 5.6 Voltage at Bus3 and tap ratio vs. time in Case One 
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through the OLTC. All the curves are drawn considering the short-term dynamics at equilibrium. Three 
network PV curves (pre-disturbance and post-disturbance (two curves)) are shown. These curves have 
been obtained by varying r continuously, solving the short-term equilibrium equations and recording 
the values of IQ and P. 
Before the disturbance the system operates at point A. The disturbance causes the network char­
acteristic to shrink. Consequently, the system operates at the short-term equilibrium point A corre­
sponding to the current value of the tap. Subsequent OLTC actions bring the system to point B. At 
this point the generator reaches its limit and the system's PV curve has irregularity and the voltage 
jumps to B . From there on. the OLTC keeps on decreasing the tap until it finally reaches its limit at 
D. 
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Figure 5.7 PV curves in Case One 
Note that during the transition, C is identified as the saddle node bifurcation point. After this 
point, both voltage and load restoration by the OLTC fail. 
The nature of instability is revealed by observing that the long-term load characteristic, which is 
the vertical line passing through the pre-disturbance operating point A, does not intersect the network 
PV curve after the contingency. This is a clear case of long-term instability, for which the long-term 
equilibrium equations corresponding to the final system configuration, have no solution. 
Another two cases will be discussed in the following. 
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5.5.2 Case Two: Considering Both Tap and Thermostatic Load Dynamics 
5.5.2.1 Equilibrium tracing: a as continuation parameter 
In Case One, we saw a case of long-term instability, which ended up with the OLTC reaching its 
limit and the system settling down at unacceptablv low voltages. The final outcome of the long-
term instability due to the non-existence of the equilibrium after some disturbances, was the pseudo-
stabilization at low voltage because of the OLTC limitation. This should not be mistaken for a stable 
steady state. Since only the OLTC is considered in Case One, it can't represent all the dynamics 
involved in the system. Other load recovery mechanisms may become active driving the voltage decline 
further towards a collapse. It is reasonable to consider the final operating condition as unstable, since 
any attempt to restore the load will drive the system to further degradation. 
PV curves of the small lest system 
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Figure 5.8 PV curves in Case Two 
Now. we give one more example in which both tap dynamics and load self-restoration mechanisms 
are considered. It is essential to take into account load self-restoration effects which will continue to 
degrade the system's condition after the OLTC hits the limit. In this case, the system encounters a 
loss of short-term equilibrium after the long-term instability. The initial conditions of the system are 
modified by reducing the local generator active production to 75% rated turbine power. Therefore, the 
maximum power that can be transferred to the load slightly decreases, as can be observed by comparing 
the PV curves shown in Figure 5.8 with those in Figure 5.7. The operating point follows the path .4.4' 
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(with contingency). AC (OLTC and load self-restoration). C (the long-term saddle node bifurcation 
point of the network characteristic), D (OLTC limits) and E (the short-term saddle node bifurcation 
point induced by the long-term dynamics). Note that there is no generator limit reached in this case. 
No long-term equilibrium exists after the contingency. Furthermore, Figure 5.9 shows that the whole 
load restoration procedure is accelerated due to the OLTC actions which try to restore 13. The increase 
of Bus3 s voltage is due to the influence of the OLTC. Since the system is so close to the SIB point, 
however, even the OLTC can't fully recover Bus3 s voltage to its reference value. 
Voltage at 8us3 vs. ftme 
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Figure 5.9 Voltage at Bus3 vs. time in Case Two 
5.5.2.2 Identification of the Singularity-Induced Bifurcation 
In Case Two, the post-contingency network characteristic does not intersect the short-term load 
characteristic after the OLTC is blocked while load self-restoration is still active. The system loses the 
short-term equilibrium, which constitutes singularity-induced bifurcation. 
This bifurcation can be readily identified by null da. Table 5.1 shows how continuation parameter 
o changes in the last five steps. The sequence of events is shown in Figure 5.10 where the simulated 
response of the voltage at Bus4 is plotted as a function of time. As the OLTC keeps reducing the tap 
ratio, the generator eventually loses synchronism at about t = 200s. The loss of synchronism is obvious 
in Figure 5.11 showing the response of generator rotor angle at Bus2. The out-of-step relay will then 
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trip the generator. The final outcome of such a case is likely to be a blackout of the load area, caused 
by the tripping of the remaining line due to overload. 
While in Case One, the limited range of the OLTC tap ratio somehow contained the long-term 
instability allowing some time for control actions, in this case, all the corrective measures have to be 
taken before the instability of short-term dynamics-initiates a collapse. 
Table 5.1 da in the last five steps 
Time(s) 160 170 180 190 200 
da -0.03317 -0.03228 -0.03130 -0.03016 0.02787 
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Figure 5.10 Voltage at Bus4 vs. time in Case Two 
5.5.3 Case Three: Verification of the Continuation-Based Load Restoration 
If the system has a relatively high critical voltage, the long-term SNB point is usually crossed before 
OLTCs reach their limits. In such a situation, load self-restoration effects are often "hidden" behind 
OLTC effects. They become significant if the OLTC is blocked. 
In this section, the OLTC is treated as a regular transformer and only the load self-restoration 
dynamics are considered. In order to focus on the load dynamics, the generator limit is not taken into 
account here. The load restoration procedure begins with load exponents a(f0) = = 2 just after 
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Figure 5.11 Generator angle at Bus2 vs. time in Case Two 
the contingency and then the load slowly becomes constant power characteristic at steady-state, where 
Q('oo) — ) = 0-
At t  = Os. the restoration begins with the total real power load power at P = 3900A/W. The test 
system undergoes a voltage collapse after t = 620s when the real power load is around 4450A/W'", if no 
emergency control actions are performed. By using the load exponent as the continuation parameter 
to trace the system's trajectory after the contingency. Figure 5.12 shows Bus3's PV curve. Among 
the voltages at all buses, the voltage at Bus3 is the lowest one without the OLTC regulation. The 
maximum power (C) that the transmission system can deliver is 4460A/W because of the specific 
load model. Figure 5.13 gives the comparison of the load response with respect to the time by using 
the proposed method and the differential representation of the load restoration procedure. As they 
apply the method for predicting a(f) or i3(t) at each time step, these two methods are very similar. 
The time constants Tp and Tq equal 300s in the simulation. For the additive load model, the state 
variables zp and ZQ in the differential representation are initialized to zero. However, when using 
integration methods (here the Euler method is used) to solve the system's short-term equilibrium after 
the contingency, the divergence of the power flow at such an equilibrium is considered as the bifurcation 
point. By introducing continuation method with a as the parameter, this SIB point (E) can be readily 
identified. 
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If no other dynamics are involved, thermostatic load restoration is a relatively slow procedure ac­
cording to the applied time constants. It degrades the system's operating conditions more and more 
and finally results in the loss of the short-term equilibrium. 
In this case, null da is used to identify the singularity of Jry, which implies the short-term saddle 
node bifurcation due to load restoration dynamics. At this point, the short-term load characteristic is 
tangent to the network PV curve. Table 5.2 gives the da values in the last five steps. 
In the above three cases, voltage collapse of the system could be observed through the curves obtained 
by the simulation. However, the exact identification of the long-term saddle node bifurcation can be 
achieved by trajectory sensitivity, which provides a characterization of any short-term equilibrium point 
making up the trajectory. The relevant results will be presented in Chapter 6. 
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Figure 5.12 PV curves in Case Three 
5.6 Concluding Remarks 
In this chapter, the load restoration procedure in QSS simulation is solved by the parameterization 
strategy of continuation method. Compared to the numerical integration, it provides a simpler way to 
deal with this complicated process reasonably and efficiently. 
The next chapter presents the application of trajectory sensitivity for voltage stability control. 
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Figure 5.13 The system total real power load vs. time in Case Three 
Table 5.2 da in the last five steps 
Time(s) 580 590 600 610 620 
da -0.026980 -0.026874 -0.026782 -0.026601 0.024925 
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6 TRAJECTORY SENSITIVITY FOR VOLTAGE STABILITY 
CONTROL 
Sensitivity factors are well-known indices used in utilities throughout the world to detect voltage 
stability problems and to devise control measures. There is a rich literature on this topic which has been 
used in the past mainly for parameter identification in adaptive control systems. By using sensitivity 
techniques, useful information about the relationship between state, control and dependent variables 
can be established. Under normal operating states, sensitivity analysis provides information about how 
different parameters influence stability. Certain control measures can be designed in order to prevent 
the system from instability. Should the system be in an emergency state under disturbances, effective 
controls must be applied to pull the system back to a normal state. Sensitivity analysis is suitable for 
evaluating the effectiveness of the controls. 
Trajectory sensitivity [36] can be defined as the sensitivity of the system's time-dependent state 
variables of the ODEs or DAEs to the parameters, especially the control variables. Pai et al. applied 
trajectory sensitivity for the power system dynamic security assessment [37, 59, 60, 61. 62]. According 
to their research, trajectory sensitivity functions of the post-fault system with respect to parameters, 
are computed by using the simultaneous implicit method. The authors presented trajectory sensitivity 
theory on the ODEs and DAEs briefly along with a motivating example. It has been shown that 
trajectory sensitivity is very robust and independent of unstable equilibrium point calculations and 
model complexity. 
In voltage stability research, trajectory sensitivity is not commonly used. Van Cutsem proposed the 
idea of QSS analysis for the long-term dynamics of the system. The time information is incorporated 
by implementing the change of discrete-type long-term variables which are essentially represented by 
difference equations. QSS analysis provides a good basis for the application of trajectory sensitivity to 
voltage stability. 
In previous chapters, continuation method has been extended to solve the system equations in QSS 
simulation. During the PV curve tracing, it is very helpful to know the sensitivity information of the 
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system's state variables to the control measures. 
The whole system DAE model for voltage stability is different from the model for transient angle 
stability research. Although the derivation proposed in [37] can be applied here in a similar way, it does 
need some modifications. In this research, we solve the trajectory sensitivity at each equilibrium along 
the PV" curve in the CQSS analysis. One application of trajectory sensitivity at such an equilibrium is to 
identify the long-term saddle node bifurcation. Also trajectory sensitivity can be used for implementing 
controls to enlarge the system's stability margin. Two different methods are applied to solve trajectory 
sensitivity. 
6.1 Basic Theory of Trajectory Sensitivity [36] 
Consider the n-dimensional nonlinear dynamic system of the following form: 
Ex = (6.1) 
z(Z0) = Jr0 (6.2) 
where x is an n-dimensional vector of state variables, f t  is an m-dimensional vector of time independent 
system parameters and E is an (n. n) matrix of constant coefficients. Most frequently the matrix E 
assumes the form: 
r 0 0 
0 /<*' 
where /'*' is the identity diagonal matrix of order s. 
We define the ( n.m) matrix S{t) of sensitivity functions as: 
*»-!&• m 
This matrix satisfies a set of DAEs that can be derived by partial differentiation of (6.1) with respect 
to parameter vector f t:  
ES [t) — J(t)S{l) = (6.5) 
S(f = *o) = (6.6) 
E = (6.3) 
where the matrix J(t) is defined as: 
J(t) = -^f{t,x(t),f i] (6.7) 
The most striking feature of these sensitivity equations is that they are linear, irrespective of the 
linearity or nonlinearity of the state equation (6.1). The problem studied here is the numerical compu­
tation of the matrix 5(f) from (6.5). 
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Equation (6.1) along with (6.5) forms a set of (n+n*m) differential equations whose solution yields 
S(f). After the sensitivity function is found, the state trajectories can be computed without integrating 
the differential equations again. This is because the solution x(f ,/z) can be approximated as: 
x(f,/r) = x(f,p„) + S(f) * (ft  -  ft0) (6.8) 
This is true for the small variation in (i. 
6.2 Mathematical Development of Trajectory Sensitivity Analysis [63] 
First, consider the solution of state and sensitivity equations (6.1) and (6.5) as a single system. In 
this approach, the Jacobian matrix of the total system in (6.1) and (6.5) is needed. If we partition the 
sensitivity matrix S(t) into column vector as: 
where 
S(<) = [si(f) [ s2(f) |... I SmU)] 
dx(t) 
s,-(l) = 
dfti  i = 1,2,.... m 
then the Jacobian matrix Ja(t .x(t),S(t) r f i)  of the total system in (6.1) and (6.5) [63] is: 
Ja(t) = 
m 0 o -- 0 
JÎW J(t) 0 0 
M*) 0 An - - 0 
where 
JmW 0 
,« = $&(,, +«61. 
At) 
i  = 1,2, ...,m 
(6.9) 
(6.10) 
(6.11) 
dx(t)",v' • dm * (612) 
The evaluation of Ja  is a formidable calculation, however, it is a natural requirement of Newton 
iteration on the total equation system (6.1) and (6.5). A simpler and quicker approach is applied to 
solve (6.1) before (6.5) at each time step, as shown below, then the calculation of J,-(f ) is not required. 
Let x<r>(t) be the local interpolant of x(t) obtained in r Newton iterations of a y-th order integrator 
within a given time step. Then the next iteration will give the interpolant x'r)(Z)+Ax(r)(l) that satisfies 
the following linearized form of (6.1): 
£(x 1M(*) + Ai'1^(f)) =/(/,x<r>(t),/x) + +0{k>) (6.13) 
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hence the correction Ax(r> satisfies: 
EA£ { r )(t) - = /(Z,x<r>(Z),/*) - Ex»(<) +0(^1 (6,14) 
when the standard Newton method with J^(t) updated for each iteration is used. If Ax(r)(Z) converges 
to zero with increasing r, then J(r'(Z) converges to J(Z), and (6.14) becomes formally similar to (6.5). 
Therefore, we can defer consideration of (6.5) until x(r'(Z) has converged to x(Z) at the current value 
of Z. Then we can update the sensitivity solution S(t) directly by the use of (6.5) that has the same 
coefficients as (6.14) but a different, now computable, right-hand side function. More specifically, the 
correction As,-(Z) is computed in a single iteration by solving: 
EAsi'(t) -  J(t)Asi[t) = -Esi'bHt) + J(t)siM{t) + + 0(k>) i= 1.2 m (6.15) 
op 
in which s;(p) (Z) is the predicted value of s,-(Z) via a J-th order predictor formula. 
The vector si(Z) can be calculated at the current Z as follows: 
On completion of the update,, the local truncation error is tested and. if necessary, the step size h 
and the approximate order j are adjusted to achieve the specified accuracy for x(Z) and S(Z). 
6.3 Practical Issues of Stability Analysis and Equilibrium 
Before explaining the application of trajectory sensitivity for voltage stability, some practical issues 
associated with the eigen-analysis in this research are discussed first. 
The prerequisite to a stability test is the existence of an equilibrium. Generally, the eigenvalues 
of a linearized system at an equilibrium are calculated to obtain more information about the system's 
stability. In this research, we divide time scales to the long term and the short term. Strictly, the 
short-term (resp. long-term) stability should be analyzed at the short-term (resp. long-term) equilib­
rium. QSS approximation can be considered as a time domain simulation method to get a succession 
of short-term equil ibrium points varied by the long-term dynamics. Moreover, these short-term equi­
libria are stable before the system reaches the SIB point, a fact which has been reasonably verified by 
the previous research [28, 64, 65] through testing on the practical power systems. Basically, we want 
to confirm if the system is stable or unstable by examining eigenvalues of a linearization about this 
approximation trajectory. Alternately, various linear sensitivity indicators might be used as computa­
tionally efficient approximations to stability information obtained from an eigen-analysis. In this work. 
Si{t) = siip\t) + As{(t) i = 1.2 m (6.16) 
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we apply trajectory sensitivity evaluated at some points of the simulated system trajectory to test the 
long-term stability. In this context, the motion of the system along the trajectory is being driven by 
time variations of one or more system parameters or exogenous inputs, i.e.. A(<). The linearization that 
describes local behavior of deviations of the state from this trajectory, is itself a time-varying linear 
system. We no doubt realize that even a full eigen-analysis that displays all eigenvalues with strictly 
negative real parts, is not adequate to rigorously guarantee stability of such a time-varying system. 
It might be expected that several requirements need to be met for this technique to be applicable, 
as we translate these general theoretical observations to a practical context. 
First, the dynamics of the -fast" states must indeed have their time scales well separated from the 
dynamics that are assumed slow, and these fast dynamics must be stable and converge rapidly to the 
quasi-equilibrium predicted by setting their right hand sides to zero. A heuristic test of these properties 
might be to check that the eigenvalues of the sub-block of the linearized dynamics associated with these 
states, has all eigenvalues "far" into the left half plane with all complex pairs showing good damping. 
In effect, this is the basic assumption for QSS analysis. 
Another assumption to guarantee stability of a time-varying system from a sequence of -quasi-
equilibrium" linearizations has been the subject of many works in the literature [66]. In brief, we need 
one of two conditions on the time-varying inputs driving the evolution of the system: their time rate of 
change must be sufficiently slow (where slow is measured relative to time constants of all the system's 
dynamics), or they must be sufficiently small in magnitude (where the size of the allowable perturbation 
relates to the region of attraction about the nominal trajectory). 
In order to achieve the above conditions, we calculate and interpret sensitivities in the following 
ways: 
• Identification of a long-term equilibrium can be achieved by observing if the load has been fully 
recovered by the OLTCs or the self-restoration mechanism. Based on such an equilibrium, eigen-
analysis can be used. 
• Load margin calculation using À as the parameter (for Scenario One): An increase in demand is 
imposed on the system and trajectory sensitivities are checked at regular time intervals. From 
the viewpoint of the system's operation, the rate of change in load increase can be considered 
-smooth" with respect to the system's dynamics. This means that the system's evolution can 
be considered close to a succession of long-term equilibrium points. Negative eigenvalues, hence, 
can be interpreted as one stable long-term equilibrium. However, these equilibria are just the 
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Figure 6.1 Long-term- equilibrium by using load parameter A 
approximations since the OLTC dynamics may be still involved to move the simulated trajectory 
a little away from the exact long-term equilibrium trajectory. 
Note that in this research the voltage collapse proximity index is the load power margin. The 
sensitivities are used only to determine the local stability while stressing the system at large. It 
is shown in Figure 6.1. 
• Large-disturbance calculation using o as the parameter (for Scenario Two): we calculate the 
sensitivities along the system's trajectory with the sole aim to identify the SNB point where the 
trajectory sensitivity is larger than a certain threshold value. This corresponds to the point where 
the trajectory hits the long-term stability boundary. In this case, we do not interpret negative 
eigenvalues as the stability of a long-term equilibrium, for the simple reason that this long-term 
equilibrium does not exist any more. 
However, for the particular long-term dynamics of concern here, each point of the trajectory can 
be considered fictitiously as the long-term equilibrium point corresponding to the modified tap 
changer voltage set-points (this would shift the long-term load characteristic line to the left up to 
crossing the PV curve at some point). The stability can be checked by slightly disturbing the tap 
ratio. It is shown in Figure 6.2. 
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6.4 Trajectory Sensitivity for Voltage Stability Study 
In this research, the CQSS analysis is used to solve the whole system DAEs and trajectory sensitivity 
is calculated at each short-term equilibrium during the simulation. Note that only the sensitivity at 
such equilibrium is computed so that trajectory sensitivity is not truly continuous "trajectory" along 
with the time. Furthermore, continuation method is applied to-solve the system equations. The tracing 
procedure counts on the continuation parameter step by step. According to continuation method, the 
whole system DAEs are augmented by one parameterized equation which is: 
p(x,y,zrk,ft) = 0 (6.17) 
Then the following DAE system including original and sensitivity equations can be obtained: 
0 = f[x,y,;,Xrft) x(f0)=r0  (6.18) 
0 = g[x,y,:.\,ft) y(to)=yo (6.19) 
1 = k(x,y,:,X,fi) :(t0) = :o (6.20) 
0 = p(x,y,:,X,ft) A(f0)=A0 (6.21) 
° 
= u,i('o) = ° (6.22) 
0 = + "'2(io) = 0 (6.23) 
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dh dh dh dh dh 
ttf3 = 4- Wn 4- -5—1^3 -r "TT^4 4- 1^3(^0) — 0 
ox ay dz oX dp. 
dp op dp dp dp , t 
0 
= dïWl + d^W2 + dïW3 + d\WA + »*iO=o 
(6-24) 
(6.25) 
where /1 is a vector of control variables, or the system parameter. And wi. aw, 0/3. tt'4 are defined as 
follows: 
it i = 
lt'3 = 
IV4 = 
dx 
d[i 
dy 
dp. 
dz 
dfi 
d\ 
dfi 
(6.26) 
(6-27) 
(6.28) 
(6.29) 
From the continuation method and the characteristics of trajectory sensitivity, |p = = 
|^ = 0, and |^=L Evaluation of trajectory sensitivity at each equilibrium goes along with the change 
of A, which is chosen as the continuation parameter in the simulation. A does not depend on the control 
measures and its sensitivity with respect to the controls must be equal to zero at each equilibrium 
except at the SNB point. Therefore, it should be pre-defined that w4 = 0. 
We can solve (6.18-6.25) by using the methodology introduced in Chapter ti.2. Applying small-
disturbance analysis to (6.18-6.20), the following equation will be obtained: 
(6.30) 
0 /At )  fy( t )  /=(()  Ax Ax 
0 = f f r ( t )  f fg(t) g z[t) Ay = /(<) Ay 
Ai h x ( t )  h y ( t )  h z ( t )  A. Ac 
where J(t) is the Jacobian matrix that is evaluated at each short-term equilibrium. 
Based on the notations introduced before, we can define: 
s,(t) = 
wif(f) 
U'2f(<) 
tt'3«(t) 
1 = 1.2,..., m (6.31) 
Then the functions associated with sensitivity in (6.22-6.24) can be written as: 
S 
ESi( t )  - = -r— 
dfii (6.32) 
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We can apply small-disturbance analysis to (6.32) to get: 
dx 
£"As,(f ) = /(f) dy 
d= 
where 
Ji(t) = dJ(t) 
5[x y j] 
8r 
àptt 
pL + dp. 
- fc. . 
+ /(f)As,(f) 
fru. fyit ,  fzp, 
Srp. Sytt.  ff-lt .  
(6.33) 
(6-34) 
•r/i. "y n. 
It is not necessary to calculate J;(f) at each time step. The central idea here is that (6.18-6.21) will 
be solved first, then (6.22-6.25) will be considered for the reason which has been mentioned before. We 
defer the calculation of (6.22-6.25) until [x y -]T is solved at the current f. After the Jacobian matrix 
has been updated based on the converged [r y z]r at the present time step, the corrections As-,(<) 
can be calculated by solving the following equation only once: 
^Asf'(f) - J(t)A£i{t) = -^5i»(Z) + J(f)«iw(t) + -d_ 
dm 
S 
a 
h 
(6.35) 
where s.'pl is the predicted value of if (f). 
si can be solved by applying either a partitioned scheme to (6.35) or a simultaneous scheme directly 
to (6.22-6.24). In a partitioned scheme, the differential equations and algebraic equations are solved 
separately and alternatively, perhaps by using iterations. In a simultaneous scheme, all the equations 
are solved at the same time. In order to gain a better understanding of trajectory sensitivity in an 
analytical way. first the simultaneous single-step implicit method is used, then: 
0 = fMt1 + fy"Kl + f-Mtl + h. 
0 =. gxUiit1 + +fl:u,3£f'1 + 
(4+I = 4; + hfoikM?1 + + /z„.) 
where k is the time step. 
Considering that is used in the predictor-corrector method, we get: 
(6.36) 
(6-37) 
(6.38) 
(At) - cE)s{ = £[S>>(f) - csp"(f)] - 9 
dm 
f  
9 
h 
= Ri(t) (6.39) 
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where c is a constant that depends on step-size history. Here, c = 1/hJa, where do is the coefficient 
representing that the applied numerical integration is an implicit method. 
More specifically, (6.39) can be expressed as follows: 
-t —t 
/c fy f: 
f f i r  9y  9z  
hx hy hz - cl 
In this research, since hz = 0, then. 
{&*) — •Jjen-Ri (6.40) 
Jsen — 
Jr 
0 Ay —cl 
(6-41) 
where Jry evaluated at the long-term SNB point is generally nonsingular. 
According to Schur's formula. 
det(J) = dct(Jry)det ~ [ 0 hy j ^ = det{Jry)det(J (6.42) 
We know that at the long-term SNB point, det[J) = 0 and det(Jj;y) 0. then det(J ) = 0 which 
means J has a zero eigenvalue. Now, 
det(Jscn) = det{Jry)det{—cI + J ) (6.43) 
Assuming that J has distinct eigenvalues, we transform it to the Jordan Form and observe that each 
eigenvalue of j'. including the zero eigenvalue, is reduced by c. The reason is that —cl keeps unchanged 
in the transformation. Therefore, by appropriately selecting c, Jsm can be a nonsingular matrix since 
the zero eigenvalue at the long-term SNB point becomes nonzero. The real part of other eigenvalues 
at this point are negative since we assume that angle stability has been achieved and Hopf bifurcation 
of voltage stability doesn't happen. Generally, c is a positive value so that the real part of any other 
eigenvalue becomes more negative. The zero eigenvalue still dominates the sensitivity calculation. 
Several comments can be made on the trajectory sensitivity in the long-term time scale simulation 
based on the above derivation. 
• Trajectory sensitivity is derived from a set of equations related to the short-term equilibrium 
modified by the long-term dynamics in the CQSS simulation. It is evaluated at such an equilib­
rium^ In S£enario_One^he^or t=term_eguilibriumcanj3^on^eredLalsojti an approximation of 
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a long-term equilibrium. It gives the system s stability information. In Scenario Two, it is used 
only to identify the long-term SNB point but gives no indication whether the system is voltage 
stable or not. 
At the long-term SNB point, J(t) is singular. Sensitivities which are directly calculated from 
J(t)~l becomes infinity. Though it may be taken as an indicator of the instability, we lose the 
true sensitivity information or we can't be sure if the infinity comes from the pure numerical 
problem. Jsen however can be used to calculate trajectory sensitivity readily, even at the SNB 
point. 
When the system approaches the SNB point. J(t) becomes more and more ill-conditioned. It 
means that at least one eigenvalue is getting closer to the origin through the real axis of the 
complex plane. By calculating Jjen. we -push" these eigenvalues back to the left part of the 
plane and a little away from the origin. However, the trend of becoming ill-conditioned still 
exists. Sensitivities calculated from Jten become larger and larger along the equilibrium trajectory, 
though they don't become infinity at the SNB point. Therefore, they can be utilized to measure 
the stress on the system's stability. A-.threshold value for trajectory sensitivity could be set as 
the criterion of the long-term saddle node bifurcation. 
The approach to solve trajectory sensitivity introduced next is to apply a partitioned scheme which 
is similar to QSS analysis. From the calculation, we know that u?i and can be considered as 
the exact sensitivity at a long-term equilibrium, while W3 is the approximated sensitivity at such 
an equilibrium since it is modified a little by the difference equation. 
6.5 Solving Trajectory Sensitivity in the CQSS Analysis 
Another way to solve trajectory sensitivity is the partitioned scheme. In QSS analysis, it is known 
that: hx = 0.A- = 0 and f: = 0. Now we rewrite (6.35) as: 
"" ">u(p)(0 
fr fy 0 
9r 9y 9-
Att'i i(t) 
Ato2£(t) 
AtzT3,(Z) 
fr fy 0 
9x Qy fjz 
IV2 i ( p )(t) 
tv3ilp)(n 
h. 
9v, 
(6.44) 
Au/3, (Z) — AvAto2f(<) = — W3f (p>(<) + AyU'2.!p)C) since A*. = 0 (6.45) 
In order to use the Jacobian matrix which has been formed in the CQSS analysis, two procedures that 
separate the sensitivity calculation associated with fast dynamics and slow dynamics are implemented. 
Since [x y r]T is the converged solution at the current time step when we calculate trajectory sensi­
tivity, we don't need to update the Jacobian matrix again. First, for (6.44). [Ail'u Au?»,-]1* is updated 
at the same time we temporarily assume that Aw# = 0. Then (6.44) becomes: 
fr  fy fx Aufii(t) < < 
1 
u. 
9r 9y 9X AU72,(Z) = 9r 9y gx + 5*1. +SzW3i { P )  (6.46) 
Au/4,-(<) e l  "M«(0 0 
where is the predicted value of it's,- at the current time step. Secondly, A tug,- is calculated by 
using (6.45) and 103,- is updated. Then, can be obtained by the Backward Euler method. Finally. 
(6.46) is applied again to get more accurate values for [toy uw,]7* by using tt'3, instead of the predicted 
value. 
Note that the definition of u?4,- which has been discussed before is related to the continuation pa­
rameter. In addition, in order to keep 1K4,- = 0 during the whole tracing procedure (it has been set to 
zero at the very beginning of the tracing), k should always be the number of the last row or column of 
the Jacobian matrix. Actually, in the last step, if we left-multiply the inverse of the Jacobian matrix 
to both sides of (6.46), then: 
1*,»(!) Awu(l) mdt) < 
1 
-1 
u. 
%%k"(f) + A w2 i{t)  = 3r 3y gx +5;"'31(Z) (6.47) 
Ato4,(Z) w4 i{t)  0 
From (6.47), we know that [uû,- uA,-]7* at the current step can be obtained directly after the calcu­
lation of W~3i-
The solvability of this equation depends on the singularity of the augmented Jacobian that is used 
in the equilibrium-tracing procedure. Generally, the selection of k is appropriate and the augmented 
Jacobian matrix can be applied to calculate trajectory sensitivity directly. When the system approaches 
the long-term SNB point, the augmented Jacobian matrix becomes ill-conditioned if we still choose the 
last row or column of the matrix as the continuation parameter to keep W4 = 0. In order to overcome 
this problem, a variable other than A is selected as the parameter to find the solution of the DAEIs. 
Fortunately, at the long-term SNB point, the sensitivity of the load to the controls need not be fixed 
as zero any more. It has been defined as margin sensitivity ([15] and [67]). Based on margin sensitivity 
(Appendix C), we can identify and implement the most effective controls. 
Trajectory sensitivity is derived from the short-term equilibrium accompanied by the slow change 
of long-term dynamics. Whereas margin sensitivity is based on the condition of a long-term equilib­
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rium (the SNB point) and also evaluated at such an equilibrium. In brief, trajectory sensitivity is 
quasi-steady-state while the original margin sensitivity comes from the absolute steady-state analysis. 
However, for the same reasons that have been discussed for the eigen-analysis of an equilibrium, we 
know that trajectory sensitivity at the long-term SNB point in Scenario One is almost the same as 
margin sensitivity. Hence it could be applied in the control problem to maintain a certain stability 
margin. In this research, margin sensitivity is a subset of trajectory sensitivity at the long-term SNB 
point by introducing A through continuation method. 
Since J s e n  is not the exact Jacobian associated with the long-term dynamics, it is nonsingular at 
the long-term SNB point. Trajectory sensitivity at the SNB point can be calculated readily. At the 
SIB point, sensitivity calculation uses the augmented Jacobian after the converged solution has been 
obtained. Though Jrg is singular, the augmented Jacobian is not. The sensitivity information at the 
SIB point can still be calculated, by using the augmented Jacobian matrix since W4 = 0 is no longer a 
constraint. 
Now. with all the tools and techniques available, we can mitigate long-term voltage instability as 
proposed in Chapter 7. 
6.6 Trajectory Sensitivity Application for a Small Test System 
6.6.1 Trajectory Sensitivity Application in Scenario One 
During the simulation, trajectory sensitivity at each equilibrium is calculated to obtain the sensitivity 
information of the system's state variable with respect to different control parameters. This is useful 
when we implement controls to increase the system's stability margin. For this small system, there 
are totally 25 state variables and 6 control parameters. Trajectory sensitivity at each time step could 
constitute a 25 * 6 matrix. With respect to each control, the largest state variable sensitivity is called 
peak value. Normalization of the sensitivity may be applied here. Table 6.1 gives the peak value of the 
sensitivity with respect to governor generation setting, AVR reference voltage, shunt capacitance and 
load shedding at time interval t = 100s. 
6.6.1.1 Identification, of the long-term saddle node bifurcation 
Figures 6.3 and 6.4 show sensitivities evaluated at all trajectory points. As expected, they tend to 
large positive values and then switch to large negative values as the long-term SNB point is crossed. 
Figure 6.3 refers to the peak value of trajectory sensitivity with respect to AVR reference voltage and 
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governor generation setting while Figure 6.4 refers to the peak value of the sensitivity with respect to 
load shedding and shunt capacitance. At the SNB point, all sensitivities change sign together. This 
result is similar to the one shown in [38]. However, trajectory sensitivity provides all the state variable 
sensitivity information, and could be applied in the control implementation shown in the next chapter. 
Table 6.1 Peak values of trajectory sensitivity with respect to different controls 
Time(s) PgsOl ^*3» 02 trc/L t're/2 SJA3 Pt03 
150 0.10652 0.09223 0.2583 0.2430 0.12292 0.4750 
250 0.10675 0.09237 0.2585 0.2431 0.12304 0.4751 
350 0.10704 0.09262 0.2588 0.2432 0.12311 0.4752 
450 1.80869 1.67420 4.0742 3.2833 4.58740 8.2652 
470 132.9743 120.4982 235.8964 220.4571 128.4892 300.3421 
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Figure 6.3 Peak values of trajectory sensitivity wrt. Vrej and Pg,o vs. time 
6.6.1.2 Margin sensitivity at the long-term saddle node bifurcation point 
At the SNB point, w4 in the trajectory sensitivity need not be zero any more. It is called margin 
sensitivity, which is very important for the selection of control measures. In this example, control 
variables are governor generation setting (P9,oi and Pgs02), AVR reference voltage (VVe/i and V'rc/2), 
shunt capacitance {B,hz) and load shedding (Pros). Figures 6.5-6.8 give the margin estimation with 
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Figure 6.4 Peak values of trajectory sensitivity wrt. Pio and BSh vs. time 
respect to these parameters. 
6.6.2 Trajectory Sensitivity Application in Scenario Two 
6.6.2.1 Identification of the long-term saddle node bifurcation in Case One 
Trajectory sensitivity provides the sensitivity of each state variable with respect to four different 
control parameters selected in this research, which are generation rescheduling (Pgso), AVR regulation 
(Ire/), shunt compensation (BSh) and loadshedding (Pro)- The peak value of trajectory sensitivity is 
the primary consideration to determine the long-term SNB point. By evaluating this sensitivity along 
the system's trajectory, a dramatic increase is observed at t — 300s. where a change in sign follows. 
This corresponds to an equilibrium point approaching then crossing the SNB point. The obtained 
sensitivities are listed in Table 6.2. 
Table 6.2 Peak values of trajectory sensitivity wrt. four controls in Case One 
Time(s) Pl03 S,A3 K-e/2 P7»0I 
270 0.49524 0.13498 0.32629 0.09827 
'280 8.73264 3.47428 6.67434 2.86432 
290 17.43258 6.98334 13.47828 5.73288 
300 323.72334 137.45922 257.97343 126.89234 
310 -282.86323 -102.78932 -200.86231 -98.35629 
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6.6.2.2 Identification of the long-term saddle node bifurcation in Case Two 
Table 6.3 shows the peak values of trajectory sensitivity with respect to the selected controls at time 
interval f = 30s. It is observed that when f = 150s, the sensitivities increase drastically and change the 
signs afterwards. We identify this time step as the long-term SNB point. Around t = '200s. the OLTC 
reaches its limit and is blocked. The load dynamics become significant which results in a total system 
collapse. It is the singularity-induced bifurcation that has been identified by do in Chapter 5. 
In this case, there is a clear distance between the long-term SNB point and the SIB point because 
two different dynamics are considered here. 
Table 6.3 Peak values of trajectory sensitivity wrt. four controls in Case Two 
Time(s) Pl03 B,h3 Vre/2 PJ'Ol 
30 0.46327 0.13982 0.32393 0.09978 
60 0.46362 0.14024 0.32467 0.10036 
90 0.46376 0.14073 0.32456 0.10098 
120 5.79232 2.97708 5.08234 1.83635 
150 330.99238 136.08827 305.97432 115.9737 
180 -19.89837 -12.96381 -17.63595 -10.7563 
6.6.2.3 Identification of the long-term, saddle node bifurcation in Case Three 
The calculation of trajectory sensitivity by applying the simultaneous implicit method involves the 
whole system Jacobian matrix, whose singularity in turn indicates the long-term voltage instability if 
Jjry is nonsingular. In this research, continuation method is also used to calculate trajectory sensitivity 
by a partitioned scheme. It needs to evaluate Jry which mainly considers the short-term components 
and the network configuration. Table 6.4 gives the peak values of trajectory sensitivity with respect to 
selected control actions at the equilibrium with time interval t = 100s. 
Table 6.4 Peak values of trajectory sensitivity wrt. four controls in Case Three 
Time(s) •Pi 03 BthS V're/2 PjsOl 
200 0.45628 0.11875 0.28674 0.08423 
300 0.45637 0.11882 0.28762 0.08474 
400 0.48973 0.12576 0.29612 0.08568 
500 3.81494 1.19832 2.85322 1.06142 
600 320.97634 131.81729 283.86120 117.83414 
610 -294.68334 -95.68423 -223.62315 -82.87662 
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[t could be observed that the long-term SNB point and the SIB point which has been detected in 
Chapter 5 (Table 5.2) are very close in this case. 
6.6.3 Trajectory Sensitivity for Control Actions 
Next, we will show another application of trajectory sensitivity for voltage controls. The system's PV 
curve could be obtained by the CQSS simulation under a set of control parameters. At each equilibrium 
on the PV curve, trajectory sensitivity of the state variable with respect to each control is calculated. If 
the control setting is changed, the new state variable could be obtained by using trajectory sensitivity 
immediately. Then we can get each new equilibrium on the new PV curve without re-tracing it under 
modified control variables. By excluding the small error due to the linear sensitivity analysis, this 
method is computationally-fast compared to the simulation. If a system is very large, it could save a 
lot of time. It should be noticed however that all the values need to be stored in the computer. The 
calculation speed is improved at the expense of the large memory. Two cases are given in the following 
figures which depict the system s PV curves under selected control parameters. Figure 6.9 compares the 
PV curves through the two different methods by changing V'refi and Vre/z, whereas Figure 6.10 gives 
the comparison of the curves if P103 and B,h3 have been modified. The changes of control parameters 
are also shown in the figures. 
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7 CONSIDERATION OF CONTROL ACTIONS TO MITIGATE 
LONG-TERM VOLTAGE INSTABILITY 
7.1 Corrective Actions to Restore the Long-Term Voltage Stability 
In this research, the objective of corrective control is to restore a long-term equilibrium. It is assumed 
generally that the load characteristic just after contingency is constant impedance. For this scenario, 
the base case for the CQSS tracing could be obtained by the power flow solution. However, there is 
another very special case where the post-contingency load characteristic is constant power load. For 
such a case, a large amount of load should be shed arbitrarily to get the post-contingency base case 
[68]. Even for a constant impedance load characteristic, there may not exist an intersection with the 
PV curve just after the contingency. This could be tackled also in the same way as we deal with the 
constant power load to get the base case and implement the controls. 
Here, corrective control focuses on load shedding, which appears to be the main line of defense 
against severe disturbances. Load shedding raises fundamental questions such as when, where and how 
much of the load should be shed. 
We notice that shedding load affects the following three curves: 
1. The network PV curve: load shedding will enlarge the system's margin if both real power and 
reactive power load dynamics are considered [12]; 
2. The long-term load characteristic: load shedding will move the long-term load characteristic to 
the left (such as from PA to Ps in Figure 7.1); 
3. The short-term load characteristic: load shedding will change this characteristic as well (Appendix 
E). 
Correspondingly, there are both pre-shedding and post-shedding curves shown in the figures. 
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7.1.1 Corrective Action: When to Act 
Given a specific load-shedding amount, load shedding must take place fast enough to prevent the 
system from reaching the collapse point- If the control is delayed too much, the system may exit 
the region of attraction (Appendix E) of the post-control stable equilibrium and lose stability. This 
process is illustrated in Figure 7.1. In the figure, the dash-dotted line corresponds to the pre-shedding 
short-term load characteristic while the dashed line is the post-shedding short-term load characteristic. 
're - contingency 
iA 
Figure 7.1 Corrective action mechanism by PV curve 
Assume a load with an impedance-type short-term characteristic restoring to constant power in 
the long term. A is a pre-disturbance long-term equilibrium. This severe contingency results in a 
post-disturbance PV curve that does not intersect the long-term load characteristic P = P^. After 
the disturbance, the load responds instantaneously with its short-term characteristic and the operating 
point jumps to A*. Since, at this point, the network real power supply PA> is less than PA according to 
the additive load model ((5.1). (5.3) and (5.5)): 
Tpzp = - . p  +  (L)«*_( iL)«T (7.1) 
= P,{V)/P(0-PdV)/Pl0 
= (Pa-Pi<)/P<O>0 
The load dynamics will try to draw more real power by increasing the state variable : p .  This 
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is equivalent to increasing the load admittance or load current according to different short-term load 
characteristics. It drives the operating point to a lower voltage. If the load demand and network supply 
imbalance persists, the system will continuously operate on the intersection of the post-contingency PV 
curve and the drifting short-term load curve with a monotonicallv decreasing voltage. This is shoxvn in 
the figure by a series of dash-dotted short-term load characteristics. Corrective control action yields a 
new post-shedding PV curve where 5 represents the stable long-term equilibrium while U represents the 
unstable long-term equilibrium after the shedding. It has been known that the region of attraction of S 
is the portion O — S—C— U of the PV curve. In order for the system to be attracted to 5. the operating 
point just after the control should fall in the region of attraction of this equilibrium (Appendix E). 
• If the control action takes place at B' and right after this action the operating point is B: Since at 
this point the load power is larger than Ps (P,(V ) — Pt(V') < 0). the load then draws less power by 
decreasing -p and as a result, the operating voltage is increased. The dynamic process continues 
until the power imbalance is reduced to zero, namely a new long-term equilibrium 5 is reached. 
• If the control action is taken at where the post-control operating point is D: The load power 
at D is smaller than P,. A monotonie voltage collapse is the ultimate end. 
Note that in both cases, the control actions are instantaneous and take no time to perform. 
7.1.2 Corrective Action: Where to Act 
Control actions need the identification of the most effective locations for the implementation. Es­
pecially for corrective control, a major concern is to decide which loads are more appropriate to act on 
to achieve minimal shedding. 
Figure 7.2 [30, 69, 70] gives more insight on voltage collapse by the system portrait in the load 
power space. Here Pi and P, are the real powers of the different loads. The short-dashed line refers to 
the pre-contingencv configuration, the long-dashed line refers to the post-control configuration and the 
solid line refers to the the post-contingency condition. S° is the long-term equilibrium point to which 
a stable trajectory S(t) converges. In the load power space, there exists a feasible set outside which 
the system has no long-term equilibrium. In the figure, the feasible set of post-contingency is limited 
by a hypersurface E. Each point of 2C corresponds to a saddle-node bifurcation of the DAE system. In 
practice, different points of 2 correspond to different scenarios under consideration. 
Assuming that the disturbance takes place at t — 0, the system experiences a jump from S(0-) = S° 
to S(0+) which is within the feasible set due to the load sensitivity to voltage. Then the smooth 
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Figure 7.2 System portrait in load space 
increases in demand (load restoration) push S to go out of the feasible set. However, after hitting 
the hypersurface S. S(t) can't go any further. In a large-disturbance scenario, loss of generation or 
transmission equipment causes E to shrink so significantly that S° ends up outside the post-contingency 
boundary. 
All the possible SNB points form the stability boundary. In Figure 7.2, S" means the current 
long-term SNB point on E and n is the normal vector to S at S". 
In Appendix C. it is observed that the normal vector is nothing but the negative measure of ISPS 
(crp) [71] vector corresponding to the zero eigenvalue of Alys at saddle node bifurcation. The negative 
sign means that a decrease of the load in the direction of a leads to regaining the operating equilibrium 
in Scenario Two. 
The aim of corrective control is to restore an equilibrium through different load-shedding strategies, 
which show up in the load space as different directions. Along each direction there is a different distance 
between S° and the boundary. Corrective control actually looks for a way of restoring equilibrium that 
minimizes this distance. 
The unsolvability of a post-contingency case can be quantified also by Euclidean distance. In [26] 
and [27], a cost function associated with the power flow mismatch equations is defined and solved. The 
solution can be thought of as the "'best possible1* solution to power flow equations. The saddle node 
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point Sm in the load space corresponding to this solution, is verified as the closest point on E to S°. 
The direction to this point is then just —(S° — Sm)T which is parallel to the normal vector at S*. 
It has been verified that left eigenvector associated with the zero eigenvalue of Jcotai approximates 
the direction of the shortest line segment joining S° to the stability boundary. Normal vector to E at 
S". is just where £ is the left eigenvector corresponding to the trivial eigenvalue of Jtotai- J? is the 
Jacobian of h, f and g, with respect to the parameter (i. Hence, the normal vector defines the most 
critical direction in the load space. 
Since S° is an element of the normal ray emanating from Sm. the "optimal"* direction to move back 
to E is in the opposite direction to the normal, that is, the measure of ISPS. 
7.1.3 Corrective Action: Amount Issue 
In Chapter 7.1.1, we have seen that for a given amount of load shedding, there is a time limit for 
the implementation. Now we will investigate how the amount of load shedding to restore a long-term 
equilibrium changes with the shedding time ts. t, is defined as the elapsed time between the disturbance 
and the shedding action. 
Assume the system takes a specific time <, from A to D (Figure 7.3). PV" curves and load character­
istic curves shift while implementing load shedding at D'. Accordingly, the intersections between them 
change with the different amounts of load shedding. The pre-shedding and post-shedding long-term 
load characteristics are defined as P,<0id and P,-ncm respectively, whereas Pt.aid and P;,„Era correspond 
to the pre-shedding and post-shedding short-term load characteristics. In Figure 7.3. when the system 
is operated on the lower portion of the PV curve, if Pt,„eB, > P,.ncw at then the load shedding is suc­
cessful since the system's state is within the region of attraction of the stable long-term equilibrium (S). 
The additional requirement, that Pt,new > Pi,old, should be met. Load shedding increases bus voltage 
where the load is going to be shed, which in turn increases the load according to the voltage-dependent 
short-term load characteristic. 
The implementation procedure to determine the amount of load shedding for a given shedding delay 
Z, can be found in [12, 72]. 
1. Step One: Get the current short-term state which has been solved by the CQSS simulation using 
the load powers Pt,oid and Qt.oid at ts when load shedding is going to be performed (£>' in Figure 
7.3); 
2. Step Two: Arbitrarily assign new values of the load power, Pt.nett, and Qt.new [D in Figure 7.3), 
to the location where load is going to be shed. Note here Pt.ncm > Pt.oid should be imposed; 
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3. Step Three: Calculate the new voltage Vt.nem at the load by the power flow program. This new 
voltage must be higher than the current voltage, otherwise go back to Step Two and choose larger 
load values Pt.„ew and Qc.n-w 
4. Step Four: Calculate the short-term change in load powers. APt  and AQt. according to the short-
term load characteristic due to the voltage change: 
APt 
= "C" ) l7 r' 
* o 
5. Step Five: Calculate the amount of load that needs to be shed so that voltages and load powers 
after load shedding correspond to P£ ncu:: 
Pt.shtd = Pt.old — Pt.new + APt (7.3) 
Then. 
Pt.ncw , Pt.shtd 
= 
1 
~ o • x p ('-!) 
Pt.old + A Pt  Pt.old + APt 
The remaining proportion of the load after load shedding is defined as rp. If the voltage change 
stems from the load shedding, rp must fulfill: 
s (Ti i  
The same applies to reactive power. This formula can be used for any short-term load character­
istic. 
t>. Step Six: Calculate the new long-term load powers, Ps.nCw and Qs.new accordingly. 
Ps.ne,a = rpPl0(Vtrnew/Va)as (7.6) 
7. Step Seven: The load shedding is considered successful in the short term if Pt.neu.- > Ps.ntw and 
Qt.new > Qs.new In the absence of these relationships, return to Step Two and choose new load 
values. 
Actually, if Pc.new = P,.ncw at the nose point of the post-shedding PV curve, then the minimal load 
shedding is achieved. As illustrated in Figure 7.3, the whole post-shedding PV" curve is unknown and 
only equilibrium points after the load shedding are obtained by the simulation. Therefore, the amount 
of load shedding depends on the time selected to shed the load. 
Moving S° back to the boundary in a direction that is exactly parallel to the normal vector is not 
always physically feasible due to certain practical problems in the system, for example, only a fraction 
of load at some buses may be interruptibie. Corrective actions should take into account such problems. 
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Figure 7.3 Illustration of load shedding at f, 
7.1.4 Margin Sensitivity for Corrective Action 
It has been shown that margin sensitivity d X / d p  (Appendix C) basically comes from <rp at the SNB 
point. Margin sensitivity can be calculated only when the bifurcation occurs at a long-term equilibrium. 
It is used generally for evaluating the dependence of the margin change on the control variables. For 
corrective control, there is no long-term equilibrium just after the contingency. The post-contingency 
PV curve actually consists of a succession of the short-term equilibria driven by the load dynamics until 
the system reaches the singularity-induced bifurcation. The reason we apply it here, however, is that we 
presume the nose point of the post-shedding PV curve is also the long-term SNB point. The minimal 
load shedding would be achieved when the long-term load characteristic after the control is tangent to 
the nose point of the post^shedding PV curve. 
Assume we have implemented load shedding successfully, so that the long-term SNB point is C 
(Figure 7.3). We may now want to find the best locations to enlarge the stability margin to A. This is 
the same as the situation in Scenario One, where the security of a solvable point can be quantified by-
using Euclidean distance in the load parameter space from the power-flow solution to the closest point 
on S. Assume that this solvable point is C. which actually is the nose point of the post-shedding PV 
curve, and the closest point on S is A, which is the pre-contingency operating point. Our aim is to 
obtain the distance between A and C at the lowest cost by using the most effective controls. 
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The nose point of the post-shedding PV curve is unknown to us. however, the location should be 
selected before the control is implemented. In practice, we assume initially that the load has a very large 
power factor, and load shedding is mostly applied to the real power load. Therefore, the post-shedding 
PV curve will be the same as the post-contingency PV curve [12. 73]. This is a close approximation to 
most loads observed in power systems. Hence, margin sensitivity (7.7). which is calculated at the SNB 
point of the post-contingency PV curve, could be directly applied to choose the control location. To 
achieve the minimal control, the shedding location corresponds to the largest entry in margin sensitivity 
with respect to load shedding. 
A, 
[ <£ "/ i ï  ] /, 
9
* 
hx 
fx 
3\  
7.1.5 Load Shedding: Implementation Steps 
According to the above consideration, load shedding can be implemented as follows: 
• Action One: For Scenario Two, simulate the post-contingency system response by using the CQSS 
approximation; 
• Action Two: Identify the long-term bifurcation point and the short-term bifurcation point induced 
by long-term dynamics during load restoration. In the simulation, both fc, (the long-term SNB 
point) and IE could be obtained (Figure 7.5); 
• Action Three: Calculate margin sensitivity with respect to load shedding at the long-term SNB 
point (Ci) of the post-contingency PV curve. Choose the corresponding largest entry in the 
margin sensitivity as the control location; 
• Action Four: Determine the amount of load shedding at this location for a given shedding delay 
t, (tct < < f e) according to the steps introduced in Chapter 7.1.3; 
• Action Five: Repeat Action Four for various shedding delay i , . .  
At first, both real power and reactive power load dynamics are considered, which makes a difference 
between the post-contingency PV curve and the post-shedding PV curve. In Figure 7.4 [5], A is the 
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Figure 7.4 Effects of load shedding 
post-contingency system operating point. Ci and C? are the pre-shedding and post-shedding SNB points 
respectively. At I = tct. Ci is crossed during the simulation. At t = (g. the instability (Appendix 
F) is encountered and the system collapses. Note that the ultimate time IE for an action to be taken 
corresponds to the loss of stability of the short-term load dynamics. 
Let C be the operating point such that when shedding the amount PA — Pc. the operating point 
is after load shedding. tc is the time taken to reach C' when no load is shed. When shedding at 
any time before tc, it is enough to shed the amount PA — Pc' the system will be subsequently settled 
at the stable long-term equilibrium C'2-
After tc. the amount of necessary load shedding increases, since a large region of attraction is needed 
to compensate for a later action. When the load to be shed is Pa — PD, the corresponding time limit for 
restoring equilibrium B is tD, where D corresponds to the pre-shedding short-term load characteristic, 
such that the post-shedding one-goes through D. 
Given C and D , C2 and D can be obtained by the method proposed in Chapter 7.1.3. Figure 7.5 
[69] illustrates the relationship between the shedding amount and the time delay. The above method is 
called the general load-shedding scheme. 
We can then consider a conservative load-shedding scheme where only the real power load dynamics 
are taken into account. For a.specific time delay t, when the system is operated at D' (Figure 7.4), 
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shedding load Pa — P [ D  ) is enough to bring the system back to the stable long-term equilibrium. By 
implementing this, Pt.new > Pt.old is automatically fulfilled in this particular case and P,,n=ir = Pt.old-
hence P,,n=w > Pi.ncu>- However, compared to the general load-shedding scheme, this load-shedding 
amount is larger. 
Figure 7.6 gives the detailed implementation of load shedding to restore the system's long-term 
voltage stability. 
7.2 Control Actions to Maintain a Sufficient Stability Margin 
In Scenario Two, the load-shedding action could save the system from undergoing a voltage collapse. 
After this control, the system's solvability is restored. It does not ensure the system's voltage stability, 
however, since the load shedding is targeted to achieve a zero stability margin. The system's situation 
after corrective control in Scenario Two is similar to a case in Scenario One which a zero margin without 
any control. Therefore, it is necessary to implement further control actions to increase the system's 
stability margin and improve the system's operating conditions. Previous work on this topic has been 
introduced in Chapter 2. 
The formulation of control actions to maintain a sufficient stability margin is: 
iT*»r ri(t 
Mill  f ( z )  = ^  W>,.o. APjj0t- + 53 W V r «/. AtVe/i + 53 + 52 (7.8) 
i=l t=l i=l 
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No 
Yes 
No 
Yes 
Choose different shedding time i. 
The system collapses 
At the locations selected, shed 
the minimum amount of load 
directly 
For Scenario Two, find the system's short-term 
equilibrium by theCQSS simulation 
considering load restoration and OLTC 
At the locations selected, shed the 
amount of load obtained by the 
general load-shedding scheme or the 
conservative load-shedding scheme 
Output: [. the time when the load is going to be shed 
2. the best location for load shedding 
3. the corresponding load-shedding amount at r, 
1. Identify the SNB point and the SIB point in simulation 
2. Identify the corresponding time fçyand at those points 
3. At the SNB point, calculate margin sensitivity to identify the 
best location for load shedding 
Figure 7.6 Flowchart of the detailed implementation of load shedding to re­
store the long-term stability 
90 
subject to 0<53  s k .„ .  ( '«>- )  *  AP<„oi  +  53  4- r . „  (*«r )  *  Al" r e / i  
T~y^.sB.>.(fcf) * AB,&i + 53 SPlo, ('="•) * APlo, < fi (7.9) 
+53sPio,(f") * apzoî+A(z„) 53 ^ tptPioi—53 APmt > *(53 fio.+53 AP<oz) (7.10) 
APgT < AP^ of < APSX 
AC# < Av;e/i < AlvT/T 
<AB,hi <±B?kr 
AP,%'" < APjof < AP,%-
(7.13) 
(7.14) 
(7.11) 
(7.12) 
where /(r) is the cost function representing the total control cost to be minimized. In (7.9) and (7.10). 
lctr is the time step where the control is implemented and tn is the final time step where the SNB 
point is reached, f i is the pre-specified positive value to maintain the voltage, x is the specific margin 
requirement. s(ictr) and s{t„) are trajectory sensitivities at tctr and i„ respectively. As mentioned 
before. in trajectory sensitivity at the long-term SNB point is margin sensitivity. The latter is 
included in s(Zn) as s£(f„). 
The real power generation rescheduling is implemented by APffJo. the generator secondary voltage 
control is performed by AVnf. the shunt capacitance change is defined as AB,h and the load shedding 
is denoted by AP<o- Afpgr mur. n& and nu respectively are the numbers of the most effective controls. 
H't is the cost factor related to each control at bus ». 
We describe each constraint and the implementation steps for control actions in the following: 
• The first constraint requires that voltage magnitude V} after the optimization be greater than the 
values before the optimization. Not all the buses are considered, since to do so is not realistic 
if the system is very large. To accommodate this constraint, some weak buses [I] are selected 
through the tangent vector obtained from the predictor. Vf is essentially an algebraic variable 
which is represented by y in the DAEs. It is linked with control variables by trajectory sensitivity 
which is defined as [dx[t)/dfi dy(t)/dft dz(t)/dfi]T based on the DAE formulation. 
• The margin enhancement is implemented by the second constraint [74]. The original system 
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margin is: 
Pmrg = A(f„) ^  A^P/Oi (7.15) 
r=l 
Then the margin increase corresponding to margin sensitivity is given as follows: 
APmrj.rru = ^  sPf,0t ('«) * APtfJoi 4- st"rc/g 1» ) * A (7.16) 
f=l i—l 
"»  " t«  
' re/i + ) ' sB,n, ('»») * AS,/,; + ) ' Spm> (<„) * AP/oi 
>=l i=l 
Meanwhile load shedding can increase the stability margin by: 
APTtrg.ld —  ^' AP(Of ( ' -11 ) 
i=l 
The total margin after the control should meet the following requirement: 
n nim 
PTlrg + APnrj.nu + AP•nrg.ld > * PlOi + ^ ' AP(of ) ( 1-18) 
£=t i=l 
since load shedding also influences the total load power at the base case. Constraint (7.10) is 
formulated according to the above derivation. 
• This problem is solved based on the sensitivity information from the CQSS simulation: 
1. Firstly, the equilibrium of the system is traced until the SNB point has been reached. Note 
the equilibrium classification that has been discussed in Chapter 6. The CQSS analysis can 
readily identify a voltage collapse. 
2. Secondly, trajectory sensitivity of all the state variables with respect to each type of control 
is calculated at each equilibrium during the tracing. 
3. Thirdly, margin sensitivity is obtained directly from trajectory sensitivity at the long-term 
SNB point. 
4. Finally, the optimal or sub-optimal solution is obtained by linear programming after we select 
an operating point to implement controls (i.e.. tetr) and formulate the optimization problem. 
The equality constraints, i.e., power flow equations including the load change scenario, should gen­
erally be considered in the problem formulation. However, linear sensitivity analysis assumes that the 
equilibrium conditions are usually met so that the power flow equations are eliminated. Although it 
simplifies the optimization, linear analysis is not very accurate. 
In Figure 7.7, the control information depends on the equilibrium where the controls are implemented 
as well as the SNB point, /i represents the vector including all the control variables. Applying trajectory 
sensitivity to the control problem has the following characteristics: 
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• Trajectory sensitivity takes into account the dependence of all the system s variables on the control 
parameters. Therefore, it is used in (7.9) so as to make the optimized system have a better voltage 
profile. In some cases, a larger margin may be achieved after optimization, which however would 
result in a much lower voltage. This constraint can be used to avoid such a situation. 
• After the optimization, all the states corresponding to the improved margin can be obtained by 
trajectory sensitivity. Hence, we can directly get the post-control PV curve without tracing. 
• The constraint (7.10) utilizes trajectory sensitivity to meet the system's security requirement by 
approximating the system's equilibrium status. 
• Previous optimizations to increase the system's stability margin consider either the state variable 
constraint (e.g. voltage) or the margin constraint. In this research, we combine both of them. 
Optimization based on 
linear sensitivity 
mrg 
Figure 7.7 Illustration of control actions to increase the margin based on tra­
jectory sensitivity 
The same scenario is assumed for the optimized system while using trajectory sensitivity. Fur­
thermore, the optimization has to be implemented within a certain range since trajectory sensitivity 
is essentially a linear index. Otherwise, nonlinear sensitivity derived from a higher order Taylor ex­
pansion or some iterative process may be needed to correct the optimized system. However, they are 
computationally expensive. 
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How fast the controls can take actions should also be considered when choosing specific control 
measures. For transient voltage stability, fast controls are required. Nevertheless, this research is 
focused on the long-term time scale, hence we have more choices in hand. Moreover, the control to 
increase the system's stability margin doesn't require the controllers to act very fast, so some slow-
response controllers are appropriate. In contrast, when load shedding is implemented to restore the 
solvability, the response of the controllers should be much quicker in order to bring the system back to 
the secure operation. The time response characteristics of some general control measures are discussed 
in depth in [7]. 
The steps of control actions to increase the system's voltage stability margin are given in Figure 7.8. 
7.3 Output Results of the Controls on a Small Test System 
In this section, the simulation results of the control actions on the small test system are presented 
for Scenario Two and Scenario One respectively: 
» Load shedding to restore the long-term stability for the system in Scenario Two: 
• Control actions to maintain a certain stability margin for the system in Scenario One. 
7.3.1 Load Shedding to Restore the Long-Term Voltage Stability 
7.3.1.1 Margin sensitivity for load shedding 
We focus on the load-shedding strategy based on Case Two in Scenario Two. In Chapter 5. the 
post-contingency PV curve has been obtained while considering both the tap dynamics and the load-
self-restoration mechanism. This curve provides a basis for the corrective control analysis. However, 
at first, the reason why margin sensitivity, which should be calculated from the long-term equilibrium, 
can be applied for Scenario Two, is explained briefly below. 
In Scenario Two, any short-term equilibrium on the trajectory before the long-term SNB point, 
has to be interpreted as follows: if this equilibrium were a long-term equilibrium, it would be stable. 
In the large-disturbance scenario, this point on the PV curve is not an equilibrium: there is no such 
equilibrium any longer, as already mentioned. By merely lowering the set-point l'j0, one can figure out 
this point as a long-term equilibrium, with all system variables left at their current values. The total 
system Jacobian J total has zero eigenvalue at the long-term SNB point. This means that for a smaller 
load demand Pa or set-point V'2°, the long-term load characteristic (a vertical line) is tangent to the PV 
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For Scenario One, find the svstem long-term 
equilibrium by the CQSS simulation 
considering load change and OLTC. 
at each equilibrium, calculate trajectory sensitivity 
Identify the long-term saddle node 
bifurcation in simulation and calculate 
margin sensitivity at the critical point 
Give a stability margin 
requirement set (n different x%'s) 
Choose one required 
stability margin (x%) 
Yes leek if the system! 
esent margin >x% 
No 
No Check if <=« 
Yes 
Stop 
Update margin 
requirement x% 
Formulate the control problem 
Input different cost 
factors for controls 
Solve the problem by using 
the optimization method Output: for each x%: 
for each control factor setting: 
1. the total control cost 
2. the control amount for each control 
3. the obtained margin through the optimization 
4. the actual margin through the re-simulation 
5. the PV curve through trajectory sensitivity 
6. the PV curve through the re-simulation 
Figure 7.8 Flowchart of steps of the control actions to increase the stability 
margin 
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curve at this point. This point generally is also the maximum load point since both the tap changer 
dynamics and the load self-restoration mechanism try to restore the load to constant power. 
We calculate margin sensitivity for the location selection of load shedding. Table 7. I gives margin 
sensitivity with respect to the selected control variables of this small test system. Note that only 
one location can be chosen for load shedding in this system. According to this sensitivity, the most 
appropriate locations for implementing controls are selected. Table 7.1 shows that load shedding and 
AVR regulation are the most effective control measures to save the system. 
Table 7.1 Margin sensitivity wrt. the selected control variables 
Controls Margin sensitivity 
PgsOl 0.103244 
l're/2 0.328343 
BskS 0.157323 
Pl03 0.563432 
7.3.1.2 Load-shedding schemes 
• General load-shedding scheme: We implement the load-shedding scheme introduced before, 
step by step, and show the results as follows. Choosing different load-shedding time Z,, the loads 
which should be shed to bring the system back to the stable operation are listed in Table 7.2. as 
well as the different values of Pt,„CB7, Pt.old and Ps,new- Figure 7.9 gives the voltage changes at 
Bus3 and Bus4 with respect to time when shedding load at time instant t = 170s. As expected, 
voltages come back to acceptable values instead of collapsing. We also plot the minimum required 
load shedding as a function of time in Figure 7.10. 
• Conservative load-shedding scheme: Given the time delay Z,, we directly shed load at Bus." 
with Ps.oid — P(ts)- Compared to the above scheme, this value is a little larger. Figure 7.11 gives 
the voltage changes at the same buses as in Figure 7.9. It shows that the voltage is higher than 
the previous one due to the greater load shedding. Correspondingly, the load-shedding amount is 
plotted as a function of time in Figure 7.12. As expected, the amount is a little larger than the 
one in Figure 7.10. 
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Table 7.2 Different load shedding vs. shedding time 
Us) Pt,ncw(MW) PC.atd(MW) P,.nea,(MW) P,hcd{ A/H") 
50 4300 4076.8732 4320.5027 279.49728 
75 4300 4120.6255 4319.7626 280.23736 
100 4300 4172.8974 4319.2002 280.79983 
125 4300 4216.0036 4319.0268 280.97324 
150(<C) 4320 4298.9128 4318.5918 281.40822 
160 4320 4318.7873 4317.0433 282.95671 
170 4320 4300.9281 4306.8276 293.17243 
180 4300 4280.7439 4282.8947 317.10532 
190 4280 4261.9895 4251.9032 349.09682 
200(Ze) 4260 4239.8798 4217.9343 382.06572 
Voltages «t Bus* and Bus3 vs. time by load sheddmg 
Voltage at Bus* 
- Voltage at Bm3 
I 0.95 
Q.9 
ass 
250 350 0 50 100 150 200 300 450 
Time of 8w OSS s*nutaoon(aeconds) 
Figure 7.9 System response due to the general load-shedding scheme 
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Figure 7.10 Load shedding vs. time in the general load-shedding scheme 
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Figure 7.11 System response due to the conservative load-shedding scheme 
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Figure 7.12 Load shedding vs. time in the conservative load-shedding scheme 
7.3.2 Control Actions to Increase the Voltage Stability Margin 
Referring to the CQSS simulation results for Scenario One in Chapter 4, we find that the system's 
stability margin is 12% of the base case load level. This margin may not be sufficient if the stability 
requirement is high. Therefore, control actions need be further implemented based on the same system 
conditions applied to the CQSS simulation. Here, the objective of the control is to increase its post-
contingency voltage stability margin from 12% to 20% with minimum control cost. To achieve this. 
tt-4 in the trajectory sensitivity at the SNB point has been computed for all the applicable control 
variables in Chapter 6. Table 7.3 lists the control actions of five different control schemes obtained by 
the proposed approach for different assumptions of control cost factors. The bold number in the table 
indicates the optimal control amount. 
Scheme 1 is derived by assuming that all the control actions have the same cost factor. Since margin 
sensitivities with respect to AVR reference voltages are much higher than those with other control 
variables, the obtained optimal control merely involves the changes of the most effective AVR reference 
voltages. Scheme2 gives another control strategy where the control costs for rescheduling teal power 
generations are assumed to be the cheapest. Note that this scheme results in a slight system frequency 
decrease due to the speed droop characteristics of generator governors. Similarly, Scheme) corresponds 
to shedding loads at Bus3 and adding shunt capacitance at this bus. Scheme4 performs the generator 
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secondary voltage control, combined with the addition of a shunt capacitance at Bus3. In Schemed, 
load shedding is considered the only control action to enhance the margin. Table 7.4 gives the verified 
results of these control schemes with the CQSS simulation. Clearly, all of these control strategies have 
achieved the expected stability margin requirement. And most of them involve one or two control 
actions. The iteration number in the second column corresponds to the number of times that the linear 
optimization is performed by using MATLAB. It shows that the sensitivity-based linear optimization 
approach works quite reasonably for the control strategy design. 
After the optimization, we can obtain the whole PV curve directly from the trajectory sensitivity 
calculated during the original tracing. Figure 7.13 compares the approximate PV curve without tracing 
and the exact PV curve by re-simulation under the modified control parameters in Scheme4. It is 
observed that these two curves coincide very well in the beginning- The small difference at the end of 
the curves comes from the cumulative error of trajectory sensitivity and the linearity of the sensitivity 
analysis. 
Table 7.3 Changes of control variables in five control schemes 
Scheme no. Variables for the control Weight factors Control amount (p. u.) 
Schemel V*re/l 1.00 0.0121 
tve/2 1.00 0.0134 
others 1.00 0.00 
Scheme2 PgsOl 1.00 0.4073 
PgsOZ 1.00 0.3134 
others 40.00 0.00 
Scheme3 Pt03 1.00 -1.9838 
B,h3 1.00 0.5 
others 40.00 0.00 
Scheme4 trc/2 10.00 0.0132 
BshZ 1.00 1.5 
others 40.00 0.00 
Schemed Pt03 1.00 -2.4796 
others 40.00 0.00 
7.4 Concluding Remarks 
A systematic approach has been proposed to mitigate the long-term voltage instability. Basically, 
we have talked about the CQSS simulation, which applies two different parameterization strategies to 
consider load increase in Scenario One and load restoration in Scenario Two respectively, trajectory 
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sensitivity. load shedding to restore the stability as well as control actions to increase the stability 
margin. From Chapter 4 to Chapter 7. the overall methodology is demonstrated through a small test 
system. In Chapter 8, the simulation results of a larger system, the New England 39-bus system, will 
be provided by applying the same procedure that has been tested on the small system. 
Table 7.4 Voltage stability margin with five control schemes 
Scheme no. Iterations Max. total load(A/tt") Actual margin(9?) Error(9E) 
Schemel 2 3241.2734 20.0471 0.0471 
Scheme2 2 3239.6723 19.9879 -0.0121 
Scheme3 I 3240.8982 20.0333 0.0333 
Scheme4 2 3241.0832 20.0401 0.0401 
Schemed 2 3240.5929 20.0220 0.0220 
Comoansooof PV curves of the smallest system 6y the controls 
0.95 
0.9 
Margin increase 
0.8 
0.75 
Before the controls 
— after the controls 
- traiecnxy sensitivity estimation 
°Z700 3000 3100 
The system total real power ioad(MW) 
2900 3200 3300 
Figure 7.13 PV" diagram comparison by tracing and trajectory sensitivity 
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8 NUMERICAL RESULTS ON THE NEW ENGLAND TEST SYSTEM 
8.1 Overview of the Simulation Procedure 
The proposed CQSS based approach to mitigate long-term voltage instability has been tested on a 
small test system. In this chapter, it is applied to the New England 39-bus system. This system is well 
known in voltage stability analysis. Tests on this system are involved in the following aspects: 
• The CQSS simulation for Scenario One includes: 
- Tap implementation and load increase in the equilibrium tracing; 
- The long-term SNB identification by trajectory sensitivity and continuation parameter: 
- Margin sensitivity calculation at the long-term SNB point: 
• The CQSS simulation for Scenario Two includes: 
- Tap implementation and load restoration in the equilibrium tracing; 
- The long-term SNB identification by trajectory sensitivity: 
- The SIB identification by continuation parameter: 
• Load shedding to restore the system's solvability based on Scenario Two: 
• Control actions to increase the voltage stability margin based on Scenario One: 
All the programs are developed in Fortran language combined with Matlab. 
8.2 Test System 
The New-England 39-bus system is employed here to demonstrate the efficacy of the proposed 
methodology to mitigate the long-term voltage instability. The one-line diagram of this system and the 
complete data of this system can be found in Appendix G [75]. The overall modeling includes 39 buses 
and 48 lines. 
The modeling consists- mainly of the following: 
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• For the CQSS tracing for Scenario Two, all loads are modeled as thermostatic loads; 
» For the CQSS tracing for Scenario One, before the complete restoration, only the buses after the 
OLTCs are modeled as constant impedance loads and the other buses are constant power loads. 
After the complete restoration, all the loads are constant power loads (Appendix E): 
• Three OLTCs are installed between Bus2 and Bus3. BuslO and Busl6. as well as Bus29 and 
Bus26: 
• Each OLTC has an operating range of 0.8 — 1.1. the step size of the tap ratio is set as 0.006; 
• Each generator uses the two-axis dynamic model, considering the excitation control, the speed 
governor, the field and armature current limits as well as the real power generation limit, as 
described in Chapter 3; 
• No generator is allowed to have terminal voltage higher than I.Ip.u. especially when its secondary 
voltage control is utilized to increase system voltage stability: 
• Shedding load means shedding both the real and reactive parts of the load, while maintaining a 
constant power factor; 
• The minimum practically acceptable voltage stability margin of the system, is arbitrarily assumed 
to be 10%; 
• The system's scenario for the CQSS tracing after the restoration in Scenario One is defined as: 
all the loads increase with constant power factors, and all the generators participate in the load 
pick-up at the same rate. -
For the specific system scenario and under the normal conditions (without any contingency), the 
system has a voltage stability margin of 1257-LV/Wfor the base case at a total load level of 6142.2A/H". 
The system's maximum load at the long-term saddle node bifurcation point is 7398.2A/H". Therefore, 
the system at the base case has a sufficient stability margin 20% which is much larger than the required 
security level of 10%. 
8.3 CQSS Simulation for Scenario One 
8.3.1 Equilibrium Tracing: À As Continuation Parameter 
The contingency simulated for Scenario One in this case is the outage of the generator at Bus33 
at the base case mentioned above. After the contingency, due to the voltage dependent short-term 
103 
load characteristic, the system's post-contingencv base case can be established. At this point, the 
system's total real power load is 5980.3A/W. Hereafter, the CQSS simulation is adopted to obtain 
more information on the system's voltage stability. 
• Step One: During the load restoration 
In this step, only tap dynamics are considered to restore the system's load to the pre-contingency 
level. The OLTCs begin their actions 20s after the contingency. The system's real power load is 
recovered to 6140MH" when t = 180s. The voltages at the distribution-side buses of the OLTCs 
increase. Figure 8.1 shows the voltages at Bus2, Busl9 and Bus29 during the load restoration 
and Figure 8.2 gives the changes of voltages at Bus3, BusI6 and Bus26 with respect to time. 
Voltige vs. time of NEW ENGLAND system 
Vottsge at Bus2 
— Voltage at Bu*l 9 
Vottaoe at Bus28 
S ft sa 
40 20 60 60 100 *20 
Time of the OSS »mula0on<seconds> 
160 tea 
Figure 8.1 Transmission-side voltage change vs. time during the load restora­
tion 
• Step Two: After the complete restoration 
Once the complete restoration is achieved, the system settles down at a long-term equilibrium 
which is stable. For Scenario One, in order to identify the long-term voltage instability of the 
system, we have to increase the load and find out the maximum real power that the system can 
transfer. Therefore, load change with respect to time, is taken into account now. For this system, 
the real power load is assumed to be increased by 10AIW each ten seconds. 
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Figure 8.2 Distribution-side voltage change vs. time during the load restora­
tion 
Table 8.1 Step size based on the load increase 
Time(s) Pi(MW) Step size 
200 6160.00 0.39436 
250 6210.00 0.39241 
300 6260.00 0.39043 
350 6310.00 0.38852 
400 6360.00 0.38647 
450 6410.00 0.38450 
500 6460.00 0.38244 
Ounog the load restoration 
Vcttage at 8us3 
Voltage at Busts 
Vcrtaœ at Bus26 
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Again we assume that the system's load level at a specific time instant is known to us. By adjusting 
the step size in continuation method, we can trace the system's trajectory until the long-term SNB 
point is reached. The step size doesn't depend on the absolute value of the system's load power. 
Table 8.1 shows the real power loads and the step sizes at different time steps. Furthermore, 
while the load increases slowly, voltages at those buses on the distribution side of the OLTCs 
decrease. Then the OLTCs are re-activated and try to maintain the voltage. Figure 8.4 shows 
the voltage curves at these buses with respect to time after the complete restoration is achieved. 
Figure 8.3 gives the transmission-side voltages of the OLTCs. It is observed that the taps between 
Bus2 and Bus3 and between BusI6 and Bus26 reach their lower bounds at t = 500s while the 
tap between BusI9 and Bus29 is blocked at t = 520s. After the limits, the OLTCs perform like 
regular transformers since they can't regulate voltage any more. When several generators hit their 
field current and armature current limits, the system finally collapses at t = 580s. When using 
the CQSS simulation, we can obtain the complete system PV curves shown in Figure 8.5. 
Voeage vs. eme o« NEW ENGLAND system 
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Figure 8.3 Transmission-side voltage change vs. time after the complete 
restoration 
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Figure 8.4 Distribution-side voltage change vs. time after the complete 
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Figure 8.5 PV diagram by using the CQSS simulation 
107 
8.3.2 Identification of the SNB and S IB points 
8.3.2.1 Identification of SNB by trajectory sensitivity 
First, trajectory sensitivity proposed in Chapter 6 is applied here to identify the long-term SXB 
point. During the simulation, trajectory sensitivity is also calculated to obtain the control information 
of the system's state variable at time interval t = 10s. As shown before, it tends to a large positive 
value and then becomes a large negative value as the SNB point is crossed. Figure 8.6 shows the change 
of its peak value with respect to AVR reference voltage at Bus31 and Bus35 while Figure 8.7 shows 
the change of its peak value with respect to load shedding at Bus3 and Bus39. At the SNB point, all 
sensitivities change signs together. 
Peak values of trajectory sensitivity wrt AVR reference v oltage at Bus3t aneBusSS 
AVR31 
- - AVR3S 
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Quasi Staedy State emufadon amejseconas) 
Figure 8.6 Peak values of trajectory sensitivity wrt. Vrej vs. time 
8.3.2.2 Identification of SIB by continuation parameter 
In the predictor, null dX implies the singularity of yry. Table 8.2 shows the values of dX in the last 
five steps. In these steps, one state variable other than X is selected as the continuation parameter. For 
the New England system, the load parameter À is zero after the complete restoration is achieved and 
it increases according to the step size until the bifurcation occurs at a load level of 6540MW, where a 
nearly zero dX is detected. 
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Figure 8.7 Peak values of trajectory sensitivity wrt. Pto vs. time 
L'p to the saddle node bifurcation point, there are two generators (G30 and G32) hitting their 
armature current limits and two other generators (G31 and G35) hitting their field current limits. G35 
also reaches its real power limit. Figure 8.8 shows the AVR responses of G30. G32 and G38. respectively. 
Clearly, the AVR output increases linearly until the armature current limit is reached: afterwards, it 
takes a sharp decline and stays on the AVR limit determined by the constant armature current limit. 
Figure 8.9 depicts another situation, where the AVR output is maintained at the constant limit after 
the generator hits its field current limit. This figure gives the AVR responses of G35. G31 and G3ti. 
while the field current limit is considered. The terminal voltages and the reactive power outputs of 
three generators (G35. G30 and G32) are respectively shown in Figure 8.10 and Figure 8.11. In the 
above figures, it is found that G32 reaches its limit at Z = 510s. G30 gets to its limit at t = 520s. G31 
hits its limit at Z = 540s and finally G35 attains its limit at Z = 560s. It is observed that each generator 
experiences a gradual voltage drop before hitting its limit. Once the generator hits either the armature 
or the field current limit, however, a sharp voltage decline occurs. 
Table 8.2 dX in the last five steps 
Time(s) 550 560 570 580 590 
dX 0.04858 0.04761 0.04674 0.04583 -0.04758 
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Figure 8.9 AVR responses of G35, G31 and G36 vs. the real power load 
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8.3.3 Margin Sensitivity at the Long-Term SNB Point 
As mentioned before, trajectory sensitivity at the long-term SNB point can be related to margin 
sensitivity. Here, a set of parameters are selected to analyze their influence on the voltage stability 
limited transfer capability. 
The governor generation setting Pgs0 (Figure 8.12) determines the long-term contribution of the 
machine to the load increase of the system. Changing Pgs0 will shift the governor s droop characteristic 
curve in a parallel direction. It has been previously observed that, by changing the settings, we can 
either get a surplus or a decrease of transfer margin. This reflects the dependence of the transfer margin 
on the generation-sharing scenario. 
Margm vs. governor generation setting 
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Figure 8.12 Load margin vs. governor generation setting 
The AVR reference voltage (Figure 8.13) is one of the control settings to control generator terminal 
voltages. From Figure 8.13. we can see that Vref is very effective for the increase of the transfer. 
A 20% increase in l're/,3it with the nominal setting at l.Oop.u.. makes the system able to transfer 
an approximately additional 548MW before the voltage collapse. This increase of the AVR reference 
voltage results in a little bit high generator terminal voltage (V31 = 1.1 Ip.u.). If we enforce the terminal 
voltage limit, the margin change will then be further restricted. 
One of the reasons for voltage instability is the lack of reactive power support at some critical 
locations. Providing enough reactive power (Figure 8.14) locally at or near heavily loaded buses usually 
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increases the real power transfer margin. For the New England system, margin sensitivity calculation 
shows that Bus 10 is one of the best locations to put reactive power support. This bus is linked to G 32 
which has hit its limit. Quantitatively, it is shown in Figure 8.14 that around Ip.u.. shunt installation 
leads to an increase of around 106A/W in the total real power transfer. 
The real and reactive power loads at Bus3 are 322MW and V22MVAR respectively after the com­
plete restoration. If this load is shed up to 2.0p.u. at a constant power factor, the transfer margin will 
increase almost linearly to about 2386MW (Figure 8.15). The linear estimate works quite well for this 
case. 
8.4 CQSS Simulation for Scenario Two 
8.4.1 Load Restoration Simulation: a As Continuation Parameter 
The contingency considered for Scenario Two is the transmission line outage between Bus8 and Bus9 
as well as the loss of part generation of G39 when the system's total load is 7220MW. The incident 
has been applied at f = Os. After the contingency, the CQSS simulation is used to trace the system's 
trajectory while considering both tap dynamics and thermostatic load self-restoration. 
This outage leads to the system's-voltage collapse due to the singularity-induced bifurcation. At this 
point, there is no short-term equilibrium. Many generators hit their armature current, field current and 
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reactive power limits. During the tracing, we also identify the saddle node bifurcation that corresponds 
to the long-term instability. 
For both Scenario One and Scenario Two, trajectory sensitivity could be used to identify the long-
term saddle node bifurcation. Continuation parameter could be applied to identify the singularity-
induced bifurcation in Scenario Two. We also use continuation parameter to identify the long-term 
saddle node bifurcation in Scenario One based on some specific assumptions. 
Figure 8.16 gives the AVR responses of the generators G30. G32 and G33. under armature current 
limits. The armature current of G30 hits the limit at t = 100s. whereas that of G32 reaches the limit 
at t — 120.9. The generator G33 is within the limit. 
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Figure 8.16 AVR responses of G30, G32 and G33 under armature current lim­
its 
Figure 8.17 depicts the AVR responses of the generators G31, G35 and G36, while considering their 
field current limits. Similarly, it shows that the field currents of G3I and G35 reach the limits around 
t — 150s and that of G36 is within the limit. 
Figure 8.18 presents typical OLTC behaviors. Although most taps decrease their ratios towards 
the lower bounds after the disturbance, the OLTCs can't bring the load-side bus voltages back to the 
normal values due to the severity of the contingency. Moreover, all the taps have not reached their 
operating limits at the collapse point. 
Figure 8.19 shows the time evolution of three bus voltages on the distribution side of the OLTCs. 
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These voltages evolve under the effects of the OLTCs and the thermostatic load restoration. After some 
generators hit their limits, the OLTCs have no significantJnfluence on the voltages [55]. 
Figure 8.20 shows the pre-contingency and post-contingency PV curves of the New England system. 
In the figure, A is the system s operating point just after the contingency where PA> = 6690.1/U". C 
and E respectively correspond to the SNB and the SIB in the long-term time scale. The maximum 
real power load of this system is around 6906.1/tt". Next, we will use two methods to identify the 
bifurcations mentioned above. 
8.4.2 Identification of the Long-Term Saddle Node Bifurcation 
The time evolution of the peak vahie of the trajectory sensitivity with respect to load shedding is 
shown in Figure 8.21. The SNB point corresponds to a time instant, where this sensitivity increases 
dramatically to a very large value. Then a change in sign indicates that the long-term SNB point has 
been crossed between t = 150s and t = 170s. The point at t = 160s is taken as the critical time for the 
system to reach the long-term SNB point. The result is well confirmed again by the one shown in [38]. 
8.4.3 Identification of the Singularity-Induced Bifurcation 
This.bifurcation can be readily identified by the null da. Table 8.3 shows how the continuation 
parameter a changes in the last five steps and the corresponding time. 
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Figure 8.21 Peak values of trajectory sensitivity wrt. Pj0 vs. time 
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The corresponding tangent vector obtained in the predictor, shown in Table 8.4. indicates that 
the instability is associated with a loss of synchronism of the generators. In our DAE formulation, 
the state variables associated with the short-term components are considered completely. Therefore, 
combined with da. the tangent vector gives us the stability information of the system's short-term 
dynamics. Compared to the eigenvalue and eigenvector calculation which sometimes is very expensive, 
the singularity identification achieved by the continuation parameter and the tangent vector is relatively 
simple and fast. 
In the table, the first four machines are severely demagnetized, as seen from the large negative 
tangent vector components relative to Eq. This leads to considerable voltage drops at the machine 
terminals, as well as in the rest of the system, and coincides with the result given in [38]. 
Table 8-3 da in the last five steps 
Time(s) 160 170 180 190 200 
da -0.03186 -0.03185 -0.03183 -0.03182 0.03062 
Table 8.4 Tangent vector when da = 0.03062 
Generators dS dus < 
G30 1.00 -0.06 -0.5983 
G32 0.64 -0.05 -0.3869 
G31 0.62 -0.05 -0.3837 
G 35 0.41 -0.04 -0.2356 
G33 0.06 -0.00 0.1324 
G36 O.OO -0.00 0.0632 
8.5 Load Shedding to Restore the Long-Term Voltage Stability 
8.5.1 Margin Sensitivity for Load Shedding 
Margin sensitivity related to the load shedding is computed at the long-term SNB point of the 
post-contingency PV curve. Table 8.5 gives the values of margin sensitivity with respect to different 
load buses. This table shows that load shedding is the most effective at Bus39. 
Assuming no limit on the interruptible part, it is sufficient in this example to act on a single load. 
As in this research we focus on minimal load shedding, it is best to shed load at the single bus which has 
the largest margin sensitivity. Any shedding at the combination of more buses increases the shedding 
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Table 8.5 Margin sensitivity wrt. different load-shedding locations 
Controls Margin sensitivity 
Pm.39 0.147214 
Pio.3 0.144382 
Pm.12 0.139294 
Pro- 0.125803 
Pio.8 0.116293 
Pia.20 0.1089/6 
Pfo.4 0.102863 
amount, since the direction in which we move-the unsolvable operating point back to the stability 
boundary doesn't correspond to the shortest distance. It is quite common to find in practice, however, 
that shedding the whole load of the bus with the largest margin sensitivity is not enough to restore a 
long-term equilibrium. Furthermore, only a fraction of each load may be interruptible. The minimal 
load shedding over several, partly interruptible loads, is directly obtained by treating loads at the 
decreasing order of their margin sensitivities, shedding at each bus the maximal interruptible part of 
the load until an equilibrium is recovered. Other criteria to shed loads could be developed in more 
detail in the future. 
8.5.2 Load-Shedding Implementation 
We use the load-shedding scheme proposed in Chapter 7 to achieve the stability of the system in 
Scenario Two in a similar manner as that outlined before. Several aspects of the results are presented 
and discussed here. The specific steps to obtain these results will not be stated again. By repeating 
the general load-shedding scheme for various shedding times, we can determine AP as a function of the 
shedding delay I,. The result is shown in Figure 8.22. Note that the obtained characteristic is close to 
the one predicted before. Furthermore, when the load-shedding scheme is performed iteratively. there 
are errors involved since some tolerance is set for stopping the program. 
Figure 8.23 shows a sample of curves by applying the above methodology to implement load shedding. 
They correspond to the shedding at t = 170s of respective 260A/W, 290A/W. 340A/W and 420A/M" of 
load at Bus39. The 340A/W case is marginally stable while 290A/W is unstable. 
In order to have the system stable in the final steady state, it is required to shed 50A/W more. 
Figure 8.23 shows that the additional 50A/W shedding yields a significant increase in the final voltage. 
The same figure shows that shedding 80A/W more only brings a marginal increase in voltage. The 
reason is that after shedding 340AIIV, voltages are already well controlled by generators. The effect of 
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Figure 8.22 AP vs. time delay t, of load shedding at Bus39 
the additional 8QA/U" shedding is to increase the reactive reserve, not to stabilize voltages. 
Figure 8.24 shows the stabilized evolution of the voltage at Bus2 in three load-shedding scenarios 
taken from the curve of Figure 8.22. When load is shed at I = 50s. the voltage settles down at a lower 
than the pre-shedding voltage. When shedding load at Z = 160s or f = 190s. the voltage increases up 
to its final value. 
Based on margin sensitivity also, we select four other buses (Bus7, Bus3. Bus8 and Bus20) for 
load shedding. However, there is not enough to shed the required load at a single bus (Bus3 and 
BusT respectively) to save the system. We have to shed the combination of loads at Bus3 and BusT 
according to the criterion stated in Chapter 8.5.1. Therefore, the load at Bus3 is first shed to zero 
and BusT takes the rest of the required amount. This criterion is really simple and easy to implement. 
Other optimization methods may be applied to obtain the optimal combination of several buses for 
load shedding. Figure 8.25 shows the AP vs. t, characteristics relative to these shedding locations. 
The ranking predicted by margin sensitivity is fully confirmed by the relative position of the curves 
in Figure 8.25. The curve obtained by shedding loads at Bus3 and BusT is still lower than two other 
curves since margin sensitivities at both buses are larger than those at Bus8 and Bus20. 
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8.6 Control Actions to Increase the Voltage Stability Margin 
Among a total of 40 credible contingencies that include all of the single generator and non-radial 
transmission line outages after the restoration, only five generator contingencies (G31. G32. G33. G35 
and G38) lead to the post-contingency voltage stability margin of less than 10%. The outage of the 
largest generator G39 creates an unsolvable case. To design the control strategy, here, we use the 
generator G33 contingency that results in the smallest post-contingency voltage stability margin (6.5%). 
The objective of the control for G33 contingency is to increase its post-contingency voltage stability 
margin from 6.5% to the required 10% with the minimum cost. This is a typical case for Scenario One. 
VVe have obtained margin sensitivity at the long-term SNB point for all the applicable control variables 
after the contingency. Table 8.6 lists the control actions of eight different control schemes obtained by 
our proposed approach for different assumptions of control cost factors. 
Scheme I assumes that all the control actions have the same cost factor. Because AVR reference 
voltages are much more effective in increasing the stability margin than other control variables, the 
obtained optimal control strategy mainly involves the changes of the most effective AVR reference 
voltages (Ire/36.32.38.39)- The Scheme2 gives another control strategy where the control costs for the 
generation rescheduling is assumed to be the cheapest. Scheme3 and Scheme4 respectively correspond 
to shedding loads at Bus20 and Busl5, and shedding loads at Bus3, Bus 16 and Bus26. In Scheme3. 
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in order to achieve the specified margin increment of 239.25A/W. the total load of 678.32A/H" should 
be shed at those two buses. The load curtailment amount is much larger than the amount of actual 
voltage stability margin increase in both SchemeS and Scheme4. Schemed adds shunt capacitance at 
Bus20 alone. Scheme6 performs the generator secondary voltage control at G36 and G38 respectively, 
combining with the additional installation of shunt capacitor at Bus20. Scheme" implements both the 
generation rescheduling and the generator secondary voltage control at G35 and G38. Finally. Scheme8 
performs the generation rescheduling at G39 with adding shunt capacitance at Bus20. Table 8.7 gives 
the verified results of these control schemes with the CQSS simulation program. Clearly, all the control 
schemes have achieved the expected margin increase. Most of them involve two control actions. The 
iteration number, which corresponds to the number of times when the optimization is performed, is also 
shown in the table. Again, it confirms us that this sensitivity-based optimization is quite appropriate 
for designing the control strategy. 
After the linear optimization, we can obtain the whole PV curve from the original tracing by applying 
trajectory sensitivity. Figure 8.26 gives the approximate PV curve without tracing and the actual PV 
curve by the simulation under the modified control parameters when Scheme 1 is chosen as the example. 
It shows that these two curves are very close. 
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Figure 8.26 PV diagram comparison by tracing and trajectory sensitivity 
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Table 8.6 Changes of control variables in eight control schemes 
Scheme no. Variables for control Weight factors Control amount(p.u.) 
Scheme 1 t're/.SS 1.00 0.0168 
!4e/,32 1.00 0.0317 
V're/,38 1.00 0.0604 
l
'*re/. 39 1.00 0.0803 
others 1.00 0.00 
Scheme2 Pgs 0.39 1.00 0.6502 
Pgs 0,3t 1.00 -0.6604 
Pgs0.34 1.00 -0.4170 
others 40.0 0.00 
Scheme3 Pio.20 1.00 -3.6398 
Pio.is 1.00 -3.1634 
others 40.0 0.00 
Scheme4 Pi0.3 1.00 -3.0796 
Pio.16 1.00 -2.4882 
PlQ.26 1.00 -1.2011 
others 40.0 0.00 
Schemed B,h.20 1.00 1.1879 
others 40.0 0.00 
Schemed '^re/,36 ' 10.0 0.0167 
l
'rc/,38 10.0 0.0608 
B,h. 20 LOO 1.0001 
others 40.0 0.00 
Scheme? PgsQ,35 1.00 0.6972 
PgsO,3S 1.00 -0.4283 
Kef. 35 10.0 0.0173 
t-re/,38 10.0 0.0595 
others 40.0 0.00 
SchemeS Pg.i0.39 1.00 0.6583 
B,h. 20 1.00 1.0043 
others 40.0 0.00 
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Table 8.7 Voltage stability margin with eight control schemes 
Scheme no. Iterations Max. total load(A/W) Actual margin(%) Error(%) 
Scheme 1 3 6772.9723 10.2853 0.2853 
Scheme2 3 6755.2324 9.9964 -0.0036 
Schemed 3 6774.0872 10.3034 0.3034 
Schemed 2 6774.2738 10.3064 0.3064 
Scheme-5 2 6772.0231 10.2698 0.2698 
Schemed 3 6782.9783 10.4482 0.4482 
Scheme? 2 6786.8232 10.5108 0.5108 
SchemeS 1 6780.6789 10.4107 0.4107 
8.7 Effects of Controls 
In this research, a total of four controls are applied, which are generator governor setting (Pa,0). 
AVR reference voltage (l'*re/ ), shunt capacitor [Bsh) and load shedding (P/o)- VVhen the control schemes 
to increase the stability margin are implemented on the test systems, all the buses which have the 
necessary equipment for the controls can be considered as the control locations. For example, all the 
generator buses are eligible for generation rescheduling and secondary voltage control. All the load 
buses are the candidate buses for load shedding. Each bus in the system can be installed with the shunt 
capacitor. The formulation proposed in Chapter 7 can handle all the possible combinations for different 
selections of control locations. However, if we include all the buses in the problem formulation, solving 
this optimization problem may be very time-consuming. Though the better solution is found, the 
computational cost is increased significantly. In order to obtain a good compromise between accuracy 
and efficiency, margin sensitivity is used to choose most effective locations for implementing controls. 
The controls based on the sensitivity information, are dominating in increasing the system's stability 
margin. 
For the New England system, there are total 10 Pgs o's and Vref's, 18 PJO'S and 2 B,/, "s. This includes 
all the generators for Pg,a and Vre/. and all the load buses for P<o- However, we didn't consider all the 
buses for shunt compensation (5,*). Only the existing shunt compensators in the system are selected 
for the control. This is due to the limited available information of shunt capacitors in this system. In 
fact, we calculate margin sensitivity with respect to any installed compensator and select the location 
with the largest margin sensitivity to formulate the optimization problem. The aim of this control is 
to obtain the best control amount of the existing controls in the test system. However, as emphasized 
before, the designed control strategy can deal with all the control combinations, including the case 
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where all the buses are considered for implementing the controls. 
In general, shunt compensation (£?,&) is more effective on improving the voltage stability margin than 
secondary voltage control (Vref)- However, here, AVR reference voltage control achieves a larger margin. 
The reason may be that there are only two locations for B,». The influence of shunt compensation is 
not as significant as expected in this system. 
8.8 Concluding Remarks 
In this chapter, the overall method proposed to mitigate the long-term voltage instability is tested 
on the New England 39-bus system. This approach includes the CQSS simulation for Scenario One 
and Scenario Two respectively. In each scenario, the identification of the SNB and/or SIB could be 
achieved by trajectory sensitivity and continuation parameter. Furthermore, load shedding to restore 
the long-term voltage instability and control actions to increase the margin, are implemented. The 
simulation results of the New England 39-bus confirm the conclusions from the analysis in the previous 
chapters. Chapter 9 will give the conclusion of this research and some suggestions for future work. 
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9. CONCLUSIONS 
In this thesis, we developed a novel continuation-based Quasi-Steady-State analysis approach to 
mitigate long-term voltage instability. The significance of this work is that it develops a comprehensive 
and efficient set of tools for the long-term voltage instability analysis and control by integrating QSS 
simulation, continuation method, load restoration and trajectory sensitivity. This comprehensive tool 
provides all relevant information needed to study long-term voltage instability phenomena. 
The results of this research, including theory, analysis, data and observations, lead to the following 
conclusions: 
• Development of the numerically well-conditioned CQSS simulation which takes into account the 
following factors: 
- The ill-condition of the Jacobian matrix near the bifurcation point that could be avoided by 
the appropriate selection of continuation parameter: 
- Combined effects of the QLTC and the load change on voltage stability; 
- Dependency of the load change on time. 
• Implementation of load restoration through the parameterization of the load exponent which 
includes the following features: 
- The singularity-induced bifurcation, which can't be clearly identified by the original QSS 
simulation, is easily detected by the change of the load exponent: 
- The load exponent is solved from the differential equation representation of generic load 
restoration. 
• Efficient calculation of trajectory sensitivity which provides: 
- Fast methods to calculate trajectory sensitivity at each equilibrium: 
- Identification of the long-term SNB point; 
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- Margin sensitivity at the long-term SNB point by introducing continuation parameter: 
- State variable sensitivity and margin estimation for designing the control to maintain a 
sufficient stability margin. 
• Implementation-of the control actions to increase the system's stability margin which provides: 
- The controls for the specific margin requirement as well as satisfying the constraints on the 
other state variables: 
- The whole PV curve after optimization by directly applying trajectory sensitivity (without 
any re-tracing). 
• Implementation of the load shedding to restore the system's solvability which provides: 
- The most appropriate time to take control actions: 
- The most effective locations to implement controls; 
- The amount of successful load shedding. 
A systematic analysis tool is developed in this research, which includes the following three major 
contributions with respect to the existing research: 
• Compared to the original QSS analysis, the CQSS simulation is more well-conditioned and fast by 
introducing continuation method. QSS analysis is much faster than the time-domain method by 
assuming the fast dynamics of the system have reached their equilibrium conditions. The speed 
of CQSS is further improved by replacing the differential equation with its analytical solution in 
the simulation. 
• The control problem proposed in this research improves the voltage stability margin. In essence, 
it is a stability-constrained optimization problem. Unlike the previous research, here, voltage 
stability margin is explicitly represented as a constraint. 
• The load-shedding scheme presented in this research expands the undervoltage load-shedding 
strategy proposed by D. J. Hill. The CQSS-based load shedding achieves the minimum load 
shedding by incorporating the timing and location issues, whereas only the amount aspect is 
considered in his research. The load-shedding scheme mainly takes into account the voltage 
constraints and is not optimized. Compared to V. Cutsem's binary search scheme, our method 
considers the short-term load characteristic explicitly and provides more accurate information of 
the system. 
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The following recommendations are made for future work based on the experience of this research 
work: 
• The incorporation of other elements closely related to voltage stability phenomena. (Here. CQSS 
simulation only takes into account taps and thermostatic loads in the long-term time scale without 
considering other devices in this time scale.) 
• The use of more advanced optimization algorithms to implement other fast control measures. 
(Here, only load shedding is considered for corrective control.) 
• The design of more sophisticated criteria to consider better combinations and implementation 
steps for load shedding. (These criteria, integrated with other techniques in the power system 
such as SCADA, may be further developed as a good online tool for voltage stability analysis in 
Scenario Two.) 
• The development of more efficient techniques for the large scale system calculation. 
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APPENDIX A SADDLE NODE BIFURCATION POINT 
DETERMINATION 
For the general power system model below: 
i = h{x r y ,z . f t )  
x  =  f [x ,y .z .p )  
0 = g{x ,y ,z . ( i )  
(A.l) 
(A.2) 
(A.3) 
where c is a vector of continuous and discrete long-term state variables, x is a vector of transient state 
variables, y is a vector of algebraic variables and fi is a vector of system parameters. 
While tracing the equilibrium path, the saddle-node bifurcation point is determined by well-known 
eigenproperties described as follows. 
Linearizing (A.1-A.3), we can get: 
Ai 
Ai = 
0 
ft- fly 
f: fr fy 
9z Sx 9y 
Ac 
Ax 
A y 
(A.4) 
It should be noticed that since the time scales have been divided to short term and long term, both 
hr and f: will be equal to zero. Then the stability of the entire system is decided by considering the 
eigenvalues of the following equation: 
Ai 
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f
 
Ai 
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 . f y  .  
b y \  1 [ 0 :  9T ] 
Ac 
Ax 
(A.5) 
At a SNB point, a real eigenvalue of the reduced system matrix becomes zero and A s y s  becomes 
singular. It is obvious that determinants of both Asy, and J total matrices become singular at a SNB 
point as shown below: 
Del[Jtotat] = Det[A,ys\ = 0 if Det\gy] # 0 (A.6) 
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In this research, the singularity of Jtotai is detected to determine the saddle node bifurcation. In­
terestingly. when Jtotai becomes singular, an element of tangent vector at predictor step becomes zero 
and changes sign. For rough approximation, the tangent vector at predictor step can be assumed to be 
the left eigenvector vf of Asys. 
When the system experiences instability, it is caused by the singularity of short-term or long-term 
dynamics. It will be shown that the singularity of short-term or long-term dynamics coincides with the 
singularity of the entire system equations. 
A.l Saddle Node Bifurcation of Long-Term Dynamics 
If short-term dynamics are neglected and only long-term dynamics are considered, then: 
Ai 
O
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c
 
Ac 
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0 9z 9r 9y Ay 
(A. 
Then the stability of long-term dynamics is determined by considering the eigenproperties of the 
following equation: 
[Ai] = 
- -1 -
fr fy 0 0
 1 
•
c 
. 
9r 9y . .a - .  .  
[A,-] (A .8) 
An 
Then the system matrix of long-term dynamics Atc and the total Jacobian J total have the following 
relationship by using the partitioned matrix formula. 
(A-9) 
_ -i 
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fr fy ' 
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0
 1 
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. 3r 
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9r 9y . 
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An 
from which we conclude that, when gy and Jzy are nonsingular, a SNB of long-term dynamics can lead 
to a SNB of the total coupled system. 
132 
A.2 Saddle Node Bifurcation of Short-Term Dynamics 
If long-term dynamics are not considered and only short-term dynamics are taken into account, 
then: 
(A. 10) 
0 >
 
O
 
0
*
 
Ac 
A x = 0 fr fy Ar 
0 S: Sjc gy Ay 
Then the stability of short-term dynamics is determined by considering the eigenproperties of the 
following equations. 
[Ar] = 
- _ _ -i r -
r -, hz hy 0 <
 
0
 1 
<
 
_ 3z 9y _ . 9- . 
[Ar] (A.11) 
Then the system matrix of short-term dynamics AJt and the total Jacobian Jtotai have the following 
relationship by re-using the partitioned matrix formula. 
Det[J t o tat] = Det 
<
 
« 
• . f l -  h y  
Det < 
0
 1 
<
 
. 9 -  9 y  _ 9z 9y 
_ -i 
0 
Sr 
(A. 12) 
'»» A,t 
from which we conclude that, when gy  and J zy  are nonsingular. a SNB of short-term dynamics leads to 
a SNB of the total coupled system. 
A,t can be further reduced to (A.13) with the assumption that the long-term dynamics are considered 
as practically constant during the transient period. 
A,T =  f r -  f y g y  LFFR (A 13) 
A 3 Singularity-Induced Bifurcation of Long-Term Dynamics 
This singularity occurs at a point of the system's trajectory where the algebraic equation Jacobian is 
singular. The system model "breaks down", preventing simulation being continued. Singularity-induced 
bifurcation [11] corresponds to a condition where a curve of equilibrium points crosses the algebraic 
singularity surface. Passing through a SIB point, the linearized system matrix has an infinite eigenvalue. 
From the expression of Ajt, we find that a singularity of long-term dynamics corresponds to a singular 
Jry- Using matrix partitioning once more, we have: 
Det[Jj;„] = Det\gy]Det[A sC] (A.14) 
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for a nonsingular g y .  According to (A.14), we can conclude that a singularity of long-term dynamics 
corresponds to a saddle node bifurcation of short-term dynamics. 
From the above discussion, it is obvious that determining saddle node bifurcation point of the 
total system is necessary and sufficient to identify overall system stability governed by short-term and 
long-term dynamics. 
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APPENDIX B SENSITIVITY dQG fdQ° DERIVATION 
Sensitivity dQddQ0 represents the sensitivity of the total reactive power generation Qc with 
respect to Q°. where 
dQc 
dQ° 
where Qc is total power generation: 
m-t-n m-fn 
=  [w?  -  sS fc ]  l B t l  
Qc= £ 5Z v>vj[Gijsinûij ~ BijcosBij] (B.2) 
i=771+1 J=1 
and Q° is the coefficient of reactive load model at z-th bus. 
Q i (  77")3' Q i n j i  —  0 (B.3) 
load behavior 
B.l Derivation of dQddQ0 
With the system DAE formulation shown as below: 
i = h{x,y,:,fi) (B.4) 
•c = (B.5) 
0 = g(x,y.z,fi) (B.li) 
where r is a vector of continuous and discrete long-term state variables, x is a vector of transient state 
variables and y is a vector of algebraic variables, and ft is a vector of parameters. Rewrite the entire 
DAEs in compact form at a particular equilibrium point: 
P(.V,Q0) = 0 (B.7) 
where P — (h.f,g)T  and X = (ar,y,z)T .  
Take partial differentiation of both sides of (B.7). 
[K] [SMS^0 (b-8) 
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Then, 
fÔA-1 rÔPV1 fdPl 
Uq°J ™ U-vj |.6Q°J 
The sensitivity dQcfdQ0 can be represented using chain rule as follows: 
r« fe i . r f e i [ g ]~ [ ^ ]  [& ] - [ g ]  
(B.9) 
(B.iO) 
LdQ° j  L  d-X"  J  | dQ° i  L  dX  J  [cLY 
Equation (B.IO) is similar to Van Custem s security index derivation [28]. which is transpose of 
(B.IO). We can see: 
-i 
i s *  •  - l aw  ia -
=  - [ 0  0  ! § t ] [ J T  
- g [ °  o §8s ]w .  
OQc 
L °y J 
(B.ll) 
(B.12) 
Stability is determined from the sensitivity as follows: 
> 0 indicates stable condition; 
< 0 indicates unstable condition. 
B.2 Practical Meaning of Sensitivity dQcfdQ0 
This sensitivity indicates that if dQcfdQ0  is infinite for a specific bus i.  a tentative increase dQ° 
will be unsuccessful, because it would exceed the generation capabilities and cause voltage collapse. 
Reciprocally, if at each bus, dQcfdQ0 is positively finite, first it implies there exists at least one 
generated reactive source available and there is no voltage-collapse. Actually, it has been defined in [76] 
and used in [77]. 
Security index 
Per 
Figure B.l Illustration of a secure index and an insecure index 
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It should be noted that Van Custem s sensitivity is not a secure index. The sensitivity is used to 
diagnose saddle node bifurcation. The secure index should be proportional to load change to provide 
the margin to instability boundary as shown in Figure B.l(a). However. Van Custem"s sensitivity is 
quite insensitive during normal state and exponentially increase near the instability boundary as shown 
in Figure B.l(b). 
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APPENDIX C ISPS AND MARGIN SENSITIVITY FOR LONG-TERM 
EQUILIBRIUM 
ISPS combines the stability and sensitivity information to know the factors that contribute to 
instability. In small-disturbance analysis, each eigenvalue belongs to a particular eigenbasis. If a critical 
eigenbasis refers to a critical eigenvalue, then according to the invariance property of the eigenbasis. the 
system's instabilities are governed by the dynamics on the critical eigenbasis. 
Based on the general power system model: 
i = f i ( x ,y r : r f i )  
x = 
0 = 5(x.y,r,/z) 
(C. l )  
(C.2) 
(C.3) 
where z is a vector of long-term state variables, x  is a vector of transient state variables, y  is vector of 
algebraic variables and fx is a vector of system parameters. 
For a given state of equilibrium, the sensitivity of the state variable with respect to the parameter 
can be derived by taking the partial derivative of / = 0 and g = 0 and h = 0. i.e.. 
9; 
9fi 
dr 
an J 
— -"IjyjS 
5» = [$L]-1 L3t] _ [ * * 
dfl \pv\ [ dfl\ L 
dz 
Ê£ ÀLT J 
where 
b = 
dA/d£x—ld£ dfc 
dy > dy ' top dti. 
ÊL(Êi]-i Êî _ ÊL 
„ fry v / Qn Qp 
(C.4) 
(C.5) 
(0.6) 
Then the link between the eigenvalues and the parameters is achieved by ISPS whose measure is 
defined as: 
= Vf S = - [ yT yT if] U 
9» 
(C.7) 
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where v,- is left eigenvector of Ajyj (Appendix A) and 
[  V J  ' }  =  [  A > t r h"  x i L ' /  0  ]  
which leads to: 
,.r 
-[  hy 
fy 
9yl 
0 V 
9y [ 9: 9r ] h
r 
-
*< II 
0 A . 
<
 
(C.8) 
(C.9) 
(C.10) 
where the definition of JTACAI can be found in Appendix A. From (CMO). we know that [U[ IJ] is the 
left eigenvector of corresponding to eigenvalue A,-. 
A normal vector to the feasible set at S" is [78]: 
n(S-) = C/„ • (CM I) 
where Ç is the left eigenvector corresponding to the trivial eigenvalue of JTOTAI and is the Jacobian of 
h. / and g with respect to the parameter fi. This normal vector is perpendicular to the tangent plane. 
In addition, it is noticed that at this bifurcation point, [u£ vJ if ], computed from (C.8) for the zero 
eigenvalue of Ajyj, is nothing but Ç in (C.l I). Thus the normal vector can be written as: 
n ( S - ) = [ y r  j r  ^  ]  
Uft 
h 
9u 
(C.12) 
The normal vector defined above is the negative of <rp vector corresponding to the zero eigenvalue 
of at saddle node bifurcation. Then we can say that <rp gives complete information about the 
parameter influence on the eigensubspace as well as provides the cluster of parameters that are most 
sensitive to the corresponding eigenvalues. 
Furthermore margin sensitivity proposed in [15] and [67] can be further expanded as: 
OX 
dfx 
[  " Î  ' J  < ]  U 
9
* 
Ax 
[< -f <] A 
9X 
(C-13) 
Note here A denotes continuation parameter, not the eigenvalue of A, 
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APPENDIX D CLASSIFICATION OF INSTABILITY MECHANISMS 
The major instability mechanisms according to different time scales are described in detail in [5] 
and described briefly as follows. 
D.l Short-Term Voltage Instability 
In the short-term period immediately following a severe contingency, the slow. long-term variables z 
do not respond yet and can be considered constant, resulting in the approximate short-term subsystem 
whose dynamics of the voltage stability should be analyzed firstly. In the case of short-term voltage 
stability, the driving force of instability is the tendency of dynamic loads to restore. There are two 
major instability mechanisms relating to this subsystem: 
• ST1: Loss of post-contingency equilibrium of short-term dynamics: 
• ST2: Lack of attraction towards the stable post-contingency equilibrium of short-term dynamics: 
A typical case of ST1 voltage instability is the stalling of induction motors after a disturbance 
increasing the total transmission impedance. Due to the increased impedance, the motor mechanical 
and electrical torque curves may not intersect after the disturbance, leaving the system without post-
contingency equilibrium. As a result the network collapses. 
ST2 voltage instability is the stalling of induction motors after a short-circuit. For heavily loaded 
motors and/or slowly cleared fault conditions, motors can not re-accelerate after the fault is cleared. 
The motor mechanical and electrical torque curves intersect in this case, but at fault clearing the motor 
slip exceeds the unstable equilibrium value. 
D.2 Long-Term Voltage Instability 
Here we assume that the short-term dynamics respond in a stable manner to the changes of -. 
Similar to short-term dynamics, long-term dynamics may become unstable in the following ways: 
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• LTI: Loss of equilibrium of long-term dynamics: 
• LT2: Lack of attraction towards the stable long-term equilibrium: 
LTI is the most typical instability mechanism, with the loads trying either to recover their post-
contingency powers through OLTC actions- or to reach their long-term characteristics through self-
restoration. 
A typical example of LT2 instability would be an LTI scenario followed by a delayed corrective 
control which restores astable equilibrium but not soon enough for the system to be attracted by the 
stable post-contingency equilibrium. 
D.3 Short-Term Instability Induced by Long-Term Dynamics 
Usually, the long-term instability leads to a short-term instability. We can distinguish again two 
major types of instability: 
• S-LTl: Loss of short-term equilibrium caused by long-term dynamics: 
• S-LT2: Lack of attraction of the stable short-term equilibrium due to shrinking region of attraction 
caused by long-term dynamics: 
A typical case of S-LTl instability is when the system's degradation caused by long-term instability 
LTI or LT2 results in either loss of synchronism of field current limited generators or induction motors 
stalling. 
In practice, an S-LT2 instability will be encountered before reaching the actual saddle node of 
short-term dynamics, due to the shrinking region of attraction of the stable equilibrium point as it is 
approached by the unstable one. 
141 
APPENDIX E LOAD CHARACTERISTICS AND REGION OF 
ATTRACTION 
E.l System and Load Model 
The power system model is shown in Figure E.L [47]. A single generator is supplying a load over a 
transmission line. For simplicity, all resistances and line chargings have been neglected. 
P*jQ 11BX 
VL(I-BX) 
Figure E.l A power system with constant source voltage 
In voltage stability analysis, load dynamics play a very important role. When there is a sudden 
change in the system's voltage such as following a disturbance, the load will change momentarily. It 
will then adjust the current(or impedance) and draw whatever current from the system is necessary in 
order to satisfy the demand. The process is not instantaneous. Assuming a unity power factor load, 
the load dynamics may be represented by: 
Tl1F = Po~ v?g 
(E.l) 
where l-'i. is the load voltage, Po is the power set point. G is the load conductance which is adjusted to 
maintain constant power. TL is the load time constant. G depends on several factors (T/., Po, V't and 
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<). Any change of them could affect the short-term load characteristic, such as load shedding (Po is 
changed). This model is used to provide insights and explain the various phenomena in voltage stability. 
E.2 Region of Attraction 
First we xvill examine the region of attraction of the stable equilibrium point in the context of the 
system's PV curve. Consider the simplified system with constant sending-end voltage shown in Figure 
E.l. The PV curve of the post-disturbance system is shown in Figure E.2. For a constant power toad 
Po- the load characteristic, as shown by the vertical line, would intersect the system's PV curve at two 
points. A and B. corresponding to the two possible equilibrium points. Point A. on the upper portion 
of the PV curve (the high voltage solution), is a stable equilibrium point, whereas point 8. on the 
lower portion of the PV curve (the low voltage solution), is an unstable equilibrium point. This may be 
verified by linearizing (E.l) around these equilibrium points and applying the condition for stability. 
It will be shown that if the state reached at the end of the disturbance lies anywhere on the portion 
of O — A — C — B of the PV curve, the post-disturbance system will be stable, i.e.. the operating point 
will settle at the stable equilibrium point A. The region O — A — C — B. i.e.. the region of the PV curve 
to the right of the unstable equilibrium point is the region of attraction of the stable equilibrium point 
of the post-disturbance system. Because of the load dynamics, which change continuously with respect 
to time if no equilibrium is reached, C can not be interpreted as a separation point of the stable or 
unstable situation of the system. 
From Figure E.l. 
Ay 
o 
c  
p 
Figure E.2 PV curve of the small model system 
(E.2) 
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Therefore, (E.I) can be expressed as: 
dG _ PgX~[C — £?io)(C7 — C20) 
Ldt~ (I — BX)2  + G^X- (E-3) 
where 
Vf ± \/V -  4P„-.V2( I -  BX)2  
2A-V2 
(E-4) 
The two values of G correspond to the two voltage solutions for the given power Po- In Figure E.2. 
these two solutions correspond to the equilibrium points A and B respectively. The higher value of G 
corresponds to the low voltage solution, and vice versa. This is verified by: 
Equation (E.3) shows that if the initial state is to the left of the point A on the PV" curve(G" less than 
G?0}. dG/dt is positive, and therefore, the operating point will move to A. where dG/dt = 0. Similarly, 
if the initial state is anywhere on the portion of A — C — B{Gia < G < G-'to). dG/di is negative and. 
therefore, the operating point moves to A. If the initial state is to the left of B. dGfdt is positive and 
the operating point moves further away from B. The region of the right of S is the region of attraction 
of the stable equilibrium point A. 
A physical explanation can be provided as follows: Consider an initial state in the lower region 
of the PV curve but to the right of the unstable equilibrium point B. Since in this state the power 
delivered by the network is greater than the set-point power. Po, the constant power control mechanism 
would decrease the current or admittance in order to bring the power down. However, this will increase 
the power still further, since the voltage will increase at a faster rate with the decrease in current or 
admittance in this region. The operating point will, therefore, move up the PV curve until point C is 
reached. From this point upwards the same control command will however, decrease the power. The 
process will continue until the stable equilibrium point A is reached. Using the same argument, it can 
be seen that starting from anywhere on the upper portion of the PV curve, the operating point will 
move to the stable equilibrium point A. 
E.3 Load Restoration Classification 
The exponential load model is given as follows: 
(E.3) 
(E.S) 
where V-» is the secondary voltage of the OLTC. 
There are two ways to accomplish the load restoration: 
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• Through OLTC: when the OLTC succeeds to restore Vs close to its reference value, the load power 
is also restored. It is indirect. In Figure E.3, the tap ratio r changes continuously, which shows 
up as different short-term load characteristic curves. After the load restoration is accomplished, 
the distribution side voltage of the OLTC is close to the reference value. Then the load could be 
considered as constant power load in some sense. 
• Through the generic load itself: or changes from transient (short-term) characteristic to steady-
state (long-term) characteristic driven by load dynamics. When the load becomes its long-term 
characteristic, the load restoration is achieved. It is direct. In Figure E.4. the load state variable 
changes according to the differential equations and also gives different short-term load character­
istic curves. After the complete restoration, the load characteristic itself is constant power. 
In the simulation of the New England system in Chapter 8, for Scenario One, the loads behind 
the OLTC's have constant impedance characteristics (E.6) and the other loads are modeled as constant 
power during the load restoration. Once the load restoration through OLTCs are achieved, all the loads 
are constant power loads. 
However, the load model used for the simulation after the restoration is written as: 
Figure E.3 Load restoration through OLTC 
(E.7) 
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ny 
a=2 
a=0 
P=P 
Figure E.4 Load restoration through the generic load itself 
where Q ^ 0 and A represents the total system load level. This load could be any type of load according 
to different as. 
Based on (E.7). we also can model other loads as constant impedance. Therefore, the mixture of 
all the loads is constant impedance load during the load restoration. After the restoration, it becomes 
the impedance-type load since three of them (after OLTCs) are constant power loads and the others 
are constant impedance loads. The long-term load characteristic curve shown in Figure 1.2 has to be 
changed accordingly. It is not a vertical line anymore. 
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APPENDIX F DAE, PV CURVE AND SADDLE NODE BIFURCATION 
The general DAE model used for this study is: 
zp  =  h(x r y , zp )  (F.I) 
0 = f (x , y , z P )  (F.2) 
0 = g ( x , y , z P )  (F.3) 
where x. y and ; have been defined before-
White tracing the PV curve, the load is specified at each equilibrium. Furthermore, the load has its 
own characteristic since it may be time varying or represented by differential equation to describe the 
dynamics involved. Actually these can be defined by the short-term and long-term load characteristic 
respectively. In this research, the load for the long term is characterized by A and the load for the 
short term is characterized by rp, which is the load state variable (£•/.). A is independent of other state 
variables and only time-dependent and it represents the load demand (ct). In the load restoration 
procedure, zi = 1. 
F.l Tracing PV Curve by Using A 
If short-term load dynamics (rp) are not considered, each point on the PV curve is the solution of 
the following equations: 
0 = f { x , y .  A) (F.l) 
0 = g(x , y , k )  (F.5) 
P = (1 + K\ )P[V)  (F.6) 
A = Aft*) (F.7) 
In Figure F.I. S and U are two different solutions for this set of equations. They are both the 
long-term equilibria of the system where S is stable and U is unstable. When A changes from A(f0) 
to the bifurcation point, which is defined as A(t„). S and U shift from the left to right on the PV 
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Figure F.l PV curve with À 
0 
<
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— — •/ry 
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. . 
_ A y 
curve according to the change of A. At the saddle node bifurcation. 5 and U coincide and the system 
collapses. By analyzing the DAEs, we know that S and U are solved by: 
(F.8) 
At a SN'B point. Jry becomes singular and A. not P. achieves its maximal value, as shown in the 
figure. However, if the long-term load characteristic is P = (1 + KX)PQ. then the maximal power point 
C is also the bifurcation point. 
Generally, load dynamics drive the system to the saddle node bifurcation. From the analysis of 
Jacobian matrix, we may find the mechanism that causes the voltage collapse. For this case, load 
increase and OLTC actions can be considered as "dynamics'* mainly involved. Directly from Jry. 
OLTCs influence gT and gy significantly and load increase has great impact on the generation part of 
the  sys t em which  i s  r e f l ec t ed  i n  f r  and  f y .  Both  o f  t hem wi l l  r e su l t  i n  t he  s ingu la r i t y  o f  J^ .  
F.2 Tracing PV Curve by Using zp 
If short-term load dynamics -p are considered, then: 
0 
0 
~p 
P 
/ ( x . y . zp )  
9  ( A y , -p )  
h{x r y , :p )  
P{=P,V) 
(F.9) 
(F.IO) 
(F-il) 
(F.12) 
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_£=££„,.V> 
-7T z 
Figure F.2 PV curve with :p 
The solution of this set of equations is a curve in the three-dimensional (xjyjzp) space. Suppose O 
is a point on this curve, we project 0 to the PV plane, which is A shown in Figure F.2. 
Different O's correspond to different A's on the PV curve. A is usually called the short-term 
equilibrium. It can be solved by: 
0 = /(*. y, =p) 
0 = g{x.y,z P) 
-p — =p(tk) 
where :p changes with the time by its self-control (restoration) mechanism represented by: 
Tpip = (P, - P t)/P 0  = {P, - P(: P, V))/P 0  
Newton method is applied for solving both O and A. For 0, 
A-
Ax 
Ay 
Ai h; 0 hy 
0 = 0 fr fy 
0 Sz 9r 9y 
0 " fr fy ' Ar 
0 
. & 9y . 
(F-13) 
(F.14) 
fF.l-5) 
(F.lti) 
(F.17) 
While for A. based on the specific : p  which discretely changes, 
(F-18) 
From Appendix A, the reduced system matrix of long-term dynamics Ait and the total Jacobian 
J total have the following relationship: 
Dei[JCotai] = Det[Jxy\Det[Alt\ (F.19) 
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Load dynamics reflected in. Ajtr such as thermostatic load self restoration, cause the singularity of 
At, as well as J total- It is difficult to plot it in the three-dimensional space. However, we can clearly find 
the SIB point of the long-term dynamics (Appendix A), which is B in Figure F.2. Recalling (F.18) for 
solving A. Jry is calculated under a specific :p value. When P = P(:p. V) is tangent to the PV curve, 
it means that J^ becomes singular and (F.18) has no solution any more. According to the definition 
in Appendix A. B is the short-term saddle node bifurcation point induced by the long-term dynamics. 
Actually, this instability comes from the short-term dynamics closely related to /- arid fy in Jry. Note 
that B is evaluated under zp3. 
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APPENDIX G COMPLETE DATA FOR THE NEW ENGLAND TEST 
SYSTEM 
G.l The IEEE Format Power Flow Data of the New England System 
BUS DATA FOLLOWS 39 ITEMS 
31 BUS3L l I 0 0.9500 -13.41 0.00 0.00 0.00 0.00 O.OO 0.0000 0.0000 0.0000 0.0000 0.0000 0 1 
2 BUS2 1 1 0 0.9500 -11.22 0.00 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 2 
3 BUS3 t 1 0 0.9000 -13.88 275.00 112.40 O.OO 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 3 
4 BUS4 1 I 0 0.9000 -14.02 515.70 158.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 4 
5 BL'S5 1 I 0 0.9240 -12.25 O.OO 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 O.OOOQ 0 5 
6 BUS6 I 1 0 0.9290 -11.41 0.00 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 6 
7 BUS7 I I 0 0.9000 -13.76 290.80 70.00 0.00 0.00 O.OO 0.0000 0.0000 0.0000 0.0000 0.0000 0 7 
S BUSS 1 1 0 0.9000 -14.33 600.00 226.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 8 
9 BUS9 I I 0 0.9130 -14.60 0.00 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 9 
10 BUS 10 1 i 0 0.9580 -9.42 0.00 0.00 0.00 O.OO 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 10 
11 BUS 11 1 I 0 0.9470 -10.10 0.00 0.00 O.OO 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 11 
12 BUS12 1 1 0 0.9370 -10.24 7.50 77.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 12 
13 BUS 13 I 1 0 0.9510 -10.23 0.00 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 13 
14 BUS 14 I 1 0 0.9410 -12.19 0.00 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 14 
15 BUS15 1 1 0 0.9000 -13.34 375.00 136.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 15 
16 BUS16 1 1 0 0.9000 -12.16 371.20 122.30 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 16 
17 BUS17 I I 0 0.9630 -13.12 0.00 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 17 
18 BUS 18 1 I 0 0.9000 -13.86 145.00 27.00 0.00 0.00 0.00 O.OGOO 0.0000 0.0000 0.0000 0.0000 0 13 
19 BUSI9 1 t 0 1.0004 -7.87 0.00 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 19 
20 BUS20 1 I 0 0.9500 -9.48 767.00 198.00 O.OO 0.00 0.00 0.0000 0.0000 0.0000 0.0000 4.0000 0 20 
21 BUS21 1 1 0 0.9500 -9.83 269.00 108.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 21 
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22 BU522 1 10 1.0010 -5.44 O.OO 0.00 O.OO 0.00 O.OO 0.0000 0.0000 0.0000 0.0000 0.0000 0 22 
23 BUS23 1 10 0.9000 -5.65 253.50 83.60 0.00 0.00 0.00 0.0000 0.0000 0.0000 0.0000 O.OOOO 0 23 
24 BUS24 1 10 0.9000 -12.07 296.60 85.20 0.00 0.00 0.00 0.0000 O.OOOO 0.0000 0.0000 0.0000 0 24 
25 BUS25 1 I 0 0.9500 -10.02 228.00 46.90 0.00 O.OO 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 25 
26 BU526 1 10 0.9500 -11.40 136.00 45.00 0.00 O.OO 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 26 
27 BUS27 I 1 0 0.9500 -13.40 263.00 71.50 0.00 O.OO 0.00 0.0000 0.0000 0.0000 O OOOO 0.0000 0 27 
28 BUS28 I I 0 0.9000 -8.01 585.00 27.60 0.00 0.00 0.00 0.0000 0.0000 O.OOOO 0.0000 0.0000 0 28 
29 BUS29 1 1 0 0.9000 -5.23 645.50 126.90 0.00 O.OO 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0 29 
30 BUS30 1 1 2 0.9000 -8.97 0.00 0.00 230.00 181.51 0.00 0.9000 500.00 -100.00 0.0000 O.OOOO 0 30 
1 BUSl I I 3 0.9000 0.00 O.OO 0.00 1420.00 776.66 O.OO 0.9000 999.00 -999.00 0.0000 0.0000 0 31 
32 BUS32 I 1 2 1.0000 -1.58 0.00 0.00 630.00 475.85 0.00 1.0000 600.00 -300.00 0.0000 O.OOOO 0 32 
33 BUS33 I 1 2 0.9000 -2.80 0.00 0.00 612.00 343.36 0.00 0.9000 500.00 -300.00 0.0000 0.0000 0 33 
34 BUS34 I I 2 1.0000 -4.49 0.00 O.OO 488.00 -132.00 O.OO 1.0000 500.00 -250.00 O.OOOO O.OOOO 0 34 
35 BUS35 I 1 2 l.OOOO -0.58 0.00 0.00 630.00 355.70 0.00 1.0000 600.00 -250.00 0.0000 0.0000 0 35 
36 BUS36 I 1 2 1.0000 2.01 0.00 0.00 540.00 132.64 0.00 l.OOOO 500.00 -220.00 0.0000 0.0000 0 36 
37 BUS37 I I 2 1.0000 -3.43 0.00 0.00 520.00 224.56 0.00 1.0000 500.00 -220.00 O.OOOO 0.0000 0 37 
38 BUS38 I I 2 1.0000 1.73 0.00 0.00 810.00 256.60 0.00 l.OOOO 500.00 -300.00 0.0000 0.0000 0 38 
39 BUS39 i 1 2 0.9000 -14.69 975.00 202.00 1000.00 -84.37 0.00 0.9000 900.00 -900.00 0.0000 0.0000 0 39 
-999 
BRANCH DATA FOLLOWS 48 ITEMS 
1 2 11 1 0 0.003500 0.041100 0.69870 0. 0. 0. 0 0 0.0000 O.OO 0.0000 0.0000 0.0000 0.0000 0.0000 I 
I 39 1 1 1 0 0.002000 0.050000 0.37500 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 2 
1 39 I 1 2 0 0.002000 0.050000 0.37500 0. 0. 0. 0 0 0.0000 0.00 O.OOOO 0.0000 0.0000 O.OOOO 0.0000 3 
2 25 I 1 1 0 0.007000 0.008600 0.14600 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 4 
3 4 1 1 10 0.001300 0.021300 0.22140 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 5 
3 18 I I I 0 0.001100 0.013300 0.21380 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 6 
4 5 1 1 1 0 0.000800 0.012800 0.13420 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 7 
4 14 I 1 I 0 0.000800 0.012900 0.13820 0. 0. 0. 0 0 0.0000 0.00 O.OOOO 0.0000 0.0000 0.0000 0.0000 8 
5 6 1 1 10 0.000200 0.002600 0.04340 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 9 
5 8 1 1 10 0.000800 0.011200 0.14760 0. 0. 0. 0 0 0.0000 0.00 O.OOOO 0.0000 O.OOOO 0.0000 O.OOOO 10 
6 7 1 1 10 0.000600 0.009200 0.11300 0. 0. 0. 0 0 0.0000 O.OO 0.0000 0.0000 O.OOOO 0.0000 0.0000 II 
6 11 1 1 1 0 0.000700 0.008200 0.13890 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 O.OOOO 0.0000 0.0000 12 
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78 1 1 10 0-000400 0.004600 0.07800 0. 0. 0. 0 0 O.OOOO 0.00 0.0000 0.0000 0.0000 O.OOOO 0.0000 13 
8 9 1 1 1 0 0.002300 0.036300 0.38040 0. 0. 0. 0 0 O.OOOO 0.00 0.0000 O.OOOO 0.0000 O.OOOO 0.0000 14 
9 39 l 1 L 0 0.001000 0.025000 1.20000 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 15 
10 11 1 1 1 0 0.000400 0.004300 0.07290 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 O.OOOO O.OOOO 0.0000 16 
10 13 l 1 l 0 0.000400 0.004300 0.07290 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 17 
13 14 1 1 1 0 0.000900 0.010100 0.17230 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 18 
14 15 l 1 L 0 0.001800 0.021700 0.36600 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 19 
15 16 1 l 1 0 0.000900 0.009400 0.17100 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 20 
16 17 1 I I 0 0.000700 0.008900 0.13420 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 21 
16 21 1 1 1 0 0.000800 0.013500 0.25480 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 22 
16 24 1 1 1 0 0.000300 0.005900 0.06800 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 23 
17 18 L l 1 0 0.000700 0.008200 0.13190 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 24 
17 27 I I 10 0.001300 0.017300 0.32160 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 25 
21 22 1 1 I 0 0.000800 0.014000 0.25650 0. O. O. O O 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 26 
22 23 1 1 1 0 0.000600 0.009600 0.18460 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 27 
23 24 1 1 10 0.002200 0.035000 0.36100 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 28 
25 26 t t l 0 0.003200 0.032300 0.51300 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 O.OOOO 0.0000 29 
26 27 1 1 l 0 0.001400 0.014700 0.23960 0. 0. 0. 0 0 0.0000 0.00 O.OOOO 0.0000 0.0000 0.0000 0.0000 30 
26 28 l 1 1 0 0.004300 0.047400 0.78020 0. 0. 0. 0 0 0.0000 0.00 O.OOOO 0.0000 0.0000 0.0000 0.0000 31 
28 29 1 1 l 0 0.001400 0.015100 0.24900 0. 0. 0. 0 0 0.0000 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 32 
2 30 l 1 1 1 0.000000 0.018100 0.00000 0. 0. 0. 0 0 1.0250 0.00 0.0000 0.0000 O.OOOO 0.0000 0.0000 33 
6 31 l 1 1 1 0.000000 0.050000 0.00000 0. 0. 0. 0 0 1.0700 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 34 
6 31 I l 2 1 0.000000 0.050000 0.00000 0. 0. 0. 0 0 1.0700 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 35 
10 32 1 1 1 l 0.000000 0.020000 0.00000 0. 0. 0. 0 0 1.0700 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 36 
12 11 l 1 l l 0.001600 0.043500 0.00000 0. 0. 0. 0 0 1.0060 0.00 0.9200 1.0800 0.0000 0.9500 1.0500 37 
12 13 1 l 1 l 0.001600 0.043500 0.00000 0. 0. 0. 0 0 1.0060 0.00 0.9200 1.0800 0.0000 0.9500 1.0500 38 
19 20 l l l 1 0.000700 0.013800 0.00000 0. 0. 0. 0 0 1.0600 0.00 0.9200 1.0800 0.0000 0.9500 1.0500 39 
19 33 1 l l l 0.000700 0.014200 0.00000 0. 0. 0. 0 0 1.0700 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 40 
20 34 l 1 I l 0.000900 0.018000 0.00000 0. 0. 0. 0 0 1.0250 0.00 0.8750 1.1250 0.0000 0.9500 1.0500 41 
22 35 1 l l l 0.000000 0.014300 0.00000 0. 0. 0. 0 0 1.0250 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 42 
23 36 l 1 l 1 0.000500 0.027200 0.00000 0. 0. 0. 0 0 1.0000 0.00 O.OOOO 0.0000 0.0000 0.0000 0.0000 43 
25 37 1 I 1 I 0.000600 0.023200 0.00000 0. 0. 0. 0 0 1.0250 0.00 0.0000 0.0000 0.0000 0.0000 0.0000 44 
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29 38 L 1 I 1 0.000800 0.015600 0.00000 0. O. O. O O 1.0250 0.00 O.OOOO 0.0000 0.0000 0.0000 O.OOOO 45 
2 3 1 1 12 0.001300 0.015100 0.00000 0. 0. 0. 20 2 1.0600 O.OO 0.0000 1.1000 O.OOOO 0.9000 L.lOOO 46 
19 16 1 1 1 2 0.001600 0.019500 0.00000 0. 0. 0. 20 2 1.0600 O.OO 0.0000 1.1000 0.0000 0.9000 1.1000 47 
29 26 l 1 1 2 O.OO1700 0.013800 0.00000 0. 0. 0- 20 2 1.0600 0.00 0.0000 1.1000 0.0000 0.9000 1.1000 48 
-999 
LOSS ZONES FOLLOWS 2 ITEMS 
-99 
INTERCHANGE DATA FOLLOWS 1 ITEMS 
-9 
TIE LINES FOLLOW 0 ITEMS 
-999 
G.2 The ISU Format of the Dynamic Data of the New England System 
Generator transient parameter follows 
N'um Gen name Xd Xq Xd Xq R, Mg Dq 
30 BUS30 0.1000 0.0690 0.0310 0.0690 0.0002 10.2000 0.010 84.000 5.000 
31 BUS31 0.2590 0.2820 0.0700 0.1700 0.0002 6.5600 1.5000 60.600 5.000 
32 BUS32 0.2500 0.2370 0.0530 0.0880 0.0002 5.7000 1.5000 71.600 5.000 
33 BUS33 0.2620 0.2580 0.0440 0.1660 0.0002 5.6900 1.5000 57.200 5.000 
34 BUS34 0.6700 0.6200 0.1320 0.1660 0.0002 5.4000 0.4400 52.000 5.000 
35 BUS35 0.2540 0.2410 0.0500 0.0810 0.0002 7.3000 0.4000 69.600 5.000 
36 BUS36 0.2950 0.2920 0.0490 0.1860 0.0002 5.6600 1.5000 52.800 5.000 
37 BUS37 0.2900 0.2800 0.0570 0.0910 0.0010 6.7000 0.4100 48.600 5.000 
38 BUS38 0.2110 0.2050 0.0570 0.0590 0.0002 4.7900 1.9600 69.000 5.000 
39 BUS39 0.0200 0.0190 0.0060 0.0080 0.0002 7.0000 0.7000 1000.000 10.000 
-999 
Generator control system ( excitor + AVR + governor ) parameter follows 
N'um Gen name A", 7*e 5, A"0 Ta A"/ 7/ Tch Tg Rg 
30 BUS30 L.OOOO 0.2500 0.0000 20.0000 0.0600 0.0400 1.0000 1.6000 0.2000 0.0500 
31 BUS31 1.0000 0.4100 0.0000 40.0000 0.0500 0.0600 0.5000 54.1000 0.4500 0.0500 
32 BUS32 1.0000 0.5000 0.0000 40.0000 0.0600 0.0800 1.0000 10.0000 3.0000 0.0500 
33 BUS33 1.0000 0.5000 0.0000 40.0000 0.0600 0.0800 1.0000 10.1800 0.2400 0.0500 
34 BUS34 1.0000 0.7900 0.0000 30.0000 0.0200 0.0300 1.0000 9.7900 0.1200 0.0500 
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35 BVS35 l.OOOO 0.4700 0.0000 40.0000 0.0200 0.0800 1.2500 10.0000 3.0000 0.0500 
36 BUS36 1.0000 0.7300 0.0000'30.0000 0.0200 0.0300 l.OOOO 7.6800 0.2000 0.0500 
37 BUS37 l.OOOO 0.5300 0.0000 40.0000 0.0200 0.0900 1.2600 7.0000 3.0000 0.0500 
38 BUS38 l.OOOO 1.4000 0.0000 20.0000 0.0200 0.0300 1.0000 6.1000 0.3800 0.0500 
39 BUS39 1.0000 l.OOOO 0.0000 20.0000 0.0200 0.0300 1.0000 10.0000 2.0000 0.0500 
-999 
Dynamic loads data follows 
Num Bus name TPL THL A LA BUD aw &LD 
-999 
Static Var capacitor data follows 
N'um Bus name k'3C, T,., V"Jt7,r 
-999 
On load tap-changer data follows 
SN Secondary Bus PN" Prime Bus TR VTT 
3 BUS3 2 BUS2 0.250 1.000 
16 BUS 16 19 BUS19 0.250 1.000 
26 BUS26 29 BUS29 0.250 1.000 
-999 
G.3 The ISU Format of the Control Parameter Limits Data of the New 
England System 
IEEE NEW ENGLAND 39 BUS SYSTEM 
THE AVR VOLTAGE LIMITS-FIELD CURRENT 
30 1.4500 
31 4.9000 
32 3.2500 
33 4.2500 
34 8.2300 
35 3.4000 
30 3.6500 
37 3.7500 
38 3.4500 
39 1.500 
-999 
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THE GOVERNOR LIMITS-PGSMAX 
30 3.1250 
31 9.1500 
32 8.1250 
.'$3 7.9000 
34 6.3500 
35 8.1250 
36 7.0000 
37 6.7500 
38 10.3750 
39 12.5000 
-999 
THE SHUNT CAPACITOR LIMITS 
MAXIMUM: 10 
MINIMUM:-10 
-999 
THE INTERRUPTED PERCENTAGE OF LOAD AT EACH BUS 
MAXIMUM: 100 
MINIMUM: 0 
-999 
THE VOLTAGE OPERATING LIMITS 
MAXIMUM: 1.1 
MINIMUM: 0.8 
-999 
THE TAP RATIO OPERATING LIMITS 
MAXIMUM: 1.1 
MINIMUM: 0.8 
-999 
156 
G.4 One-Line Diagram of the New England 39-bus System 
The one-line diagram of the New England 39-bus System is shown below: 
f 
oT 
Vjy "fr20 
^ W v v  
Figure G.l One-line diagram of the New England 39-bus system 
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APPENDIX H THERMOSTATICALLY CONTROLLED LOAD 
H.l Introduction to Thermostatic Load 
Thermostatically controlled loads, such as space heaters, molding and packaging machines, water 
heaters and the like, are very close to a constant impedance characteristic in the short-term scale. Such 
loads operate in a temperature range where the changes in power input do not alter temperature enough 
to noticeably affect the impedance. They can give considerable real power relief following a voltage 
depression induced by a contingency. However, it is still needed to maintain a constant temperature. 
How thermostatic loads achieve this will be explained as follows. 
After the voltage decreases, the reduction in heat output from thermostatic loads will be sensed 
by thermostats and the "on" part of the thermostat cycle can be extended. Thermostats in the "off* 
period of their cycles will not respond to the voltage drop until they enter the "on- portion of their 
cycles. Because of the longer "'on™ period, more thermostats are in the "on" mode at any given instant 
when voltage is low. and the total load is thus the same as it is at normal voltage. Hence, the aggregate 
effect is to push the load power up towards a level that will produce the pre-contingency real power at 
the depressed voltage. Thermostatic loads are, effectively, constant power loads on a long-term basis. 
In transient-stability study of less than about 5 minutes, thermostatic loads could be given a con­
stant impedance characteristic. For a long-term study of several minutes or more duration, a dynamic 
characteristic, which begins with a step change in power and restores back to a new steady-state value 
with an appropriate time constant, should be applied. The values of the time constant between 5 to :(0 
minutes have been suggested [48]. When thermostatically controlled loads are subjected to a change in 
voltage, the transition from constant impedance characteristic to constant power characteristic is very 
typical. After the voltage drops, the load impedance initially remains unchanged and the load power de­
creases. Over time, this reduced electrical heating results in a fall in temperature. As explained before, 
individual thermostats compensate by increasing the "on" time of their impedance. Then the aggregate 
load impedance reduces (more devices on) and the aggregate load demand increases. The load will 
recover to a steady state in which the heater input is equal to the energy being lost to the surrounding 
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environment or in which the load restoration is limited by all the heaters being on continuously. 
H.2 Mathematical Representation of Thermostatic Load 
In Kundur s book [1], a thermostatically controlled load model is shown in Figure H.I. The dynamic 
equation of a heating device is also given in [1]: 
where r# is the temperature of the heated area. rA is the ambient temperature. P// = KuGV- is 
the power from the heater. Pi_ = KA{TH — TA) is the heat loss by escape to the ambient area. G is 
the load conductance, Go is the initial value of G. Gmax is the maximum value of G, Kp is the gain 
of proportional controller, A"/ is the gain of integral controller. Tc is the time constant of integral 
controller, T„J is the reference temperature. Ti is the load time constant. A't is the gain associated 
with the load model. 
The temperature r# is compared with the reference temperature, and the error signal controls 
the load conductance through a proportional plus integral controller. When all the thermostatically 
controlled loads supplied by the load bus are on. G reaches its maximum value Gmal. 
(H.I) 
c 
G 
1+sT, 
I 
î V2 
Figure H I A realistic model for thermostatically controlled loads [1] 
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In (H.I), the dynamic response of a thermostatically controlled load is represented by temperature. 
In [5], another expression of thermostatically controlled load is proposed: 
where Tp is the thermostatic load recovery time constant and PQ is the total power drawn by all devices 
before the voltage change. The total load power at any point of time is given by: 
H.3 Derivation from Thermostatic Load Model to Generic Load Model 
We take (H.l) from Kundur's book [I] and (H.2) from V. Cutsem's book [5] as the differential 
representations of thermostatically controlled loads. Both of them are linked to the generic load model 
by D. J. Hill in [50]. 
For (H.l). assuming a linear resistance characteristic G = (r is a constant), then: 
TPG= Pfs/V~ — G (H.2) 
Pi=GV~ (H-3) 
PH  = KH—V- (H.4) 
rrH 
Differentiating PY. then: 
Pu 
KH  2VVTh - V-TH  
(H.5) 
or 
(H.ti) 
Similarly, from (H.2), we can get: 
Pd  = GV- + IV V G 
= jr{PolV2-G)V- + '^-V 
= ^(Po-Pd) + ^V-
(H.7) 
1(50 
or 
P<t+^-{ p d- p o)  =  ^ V  (H.8) 
TpPd+Pd  = P0  + Tp^-V (H.9) 
Equations (H.6) and (H.9) can be generalized to the form of generic load model proposed by D. J. 
Hill in [50]. which is: 
Pd + /(Pd, V) = g(Pd- V)l> (H.10) 
However, in looking for a simple dynamic load model based on (H.10). a useful approximation is to 
assume an exponential recovery to the steady-state value. In [50]. an additive load model, is given as 
below: 
TP^Pd+Pd  = PS{V) +T>^(Pr(l--)) (H.l 1) 
The above load model is expressed in the input-output form, which is shown in Figure H.2. where 
the input is voltage V and the output is the load power Pd- This block diagram form illustrates the 
interaction between nonlinear functions and a linear transfer function. 
Figure H.2 Input-output form of generic load model 
This was converted to the following form by introducing a state variable in [50]: 
X'P = — + JV(V') 
lp 
xp = Tp[Pj — PT[Y)) 
*{V) = PS{V) -  Pr{V) 
(H.12) 
(H. 13) 
(H-14) 
where Ps = Pio(V/Vo)as and Pr = P/o(^Ao)07" for the exponential load model. By setting rp = 
TjpPiocp, we can transform (H.12) and (H.13) to the following equations: 
r,* = (H.15) 
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Pd = Po((^-rT + =p) (H. 16) 
V o  
This is the load-restoration model used in this research. When the voltage undergoes a step change, 
the internal state cannot change instantaneously. Over time rp will respond, driven by (H.12). Steady 
state will be reached xvhen PI = P$( V). The initial transient step change in load, the final value of load, 
and the recovery rate are described by Pr(l'). PS(V) and Tp respectively. The exponential recovery 
load model is one example of load models that capture the smooth load behavior [79]. 
From (H.6) and (H.9). we know that thermostatic load model (H.9) and generic load model (H.II) 
essentially represent the same characteristic of the load, except that they are represented by different 
state variables. The load model used in this research (H.I5) and (H.16)is in a special form of them. In 
fact. (H.9) could also be written as: 
Tp^ipd+ Pd= PS(V) +TP^ (PT( V ) )  (H.17) 
where Ps{V) = Po. and Pr(V') = [Q =^W<r + co. Co is a constant. 
The time constant used for thermostatic load model is generally 5 to 30 minutes. It means that 
thermostatic load restoration takes long time. Here we choose Tp = 300s. After the contingency, by 
assuming transient stability has been achieved, the new short-term equilibrium is established. Our 
simulation of load restoration begins at this point [I = 0s). If the system is stable during the load 
restoration, it will take 500 — 600s for the load to reach a new steady state. One example has been 
illustrated in [5]. However, since the contingency is so severe in this simulation, the system loses stability 
and collapses in the load restoration procedure. The collapse point may happen in a period of 100—200s 
from the base case (Z = 0s). The load doesn't reach its new steady state at this point. This is the 
reason why the simulation shows up to only few hundred seconds. 
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