




























































































































































       
Characteristic  Level 1  Level 2 Level 3 Level 4
Luminance  +/‐  +/‐ +/‐ +/‐ 
Saturation  =  ‐/+ ‐/+ ‐/+ 
Size  =  = ‐/+ ‐/+ 
Position  =  = = +/‐ 



























































































































































































Model  Stimulus Level  Correlation coefficient  Significance level 
Summation  Level 2  .90  p < .000001 
Summation  Level 3  .83  p < .000001 
Summation  Level 4  .77  p = .000575 
Hierarchy  Level 2  .83  p = .000001 
Hierarchy  Level 3  .43  p = .0146 
Hierarchy  Level 4  .06  p = .8207 
Majority  Level 2  .85  p < .000001 
Majority  Level 3  .70  p = .000007 






































































































































































































Predictor  Wald chi‐square  Degrees of freedom  Significance level 
Luminance  477.1  1  p < .001 
Position  49.5  1  p < .001 
Luminance x Position  0.036  1  p = .85 
Luminance x Position (medium stimuli) 
Luminance  788.1  1  p < .001 
Position  84.38  1  p < .001 
Luminance x Position  0.442  1  p < .506 
Luminance x Position (large stimuli) 
Luminance  416.0  1  p < .001 
Position  41.54  1  p < .001 
Luminance x Position  1.99  1  p = .159 
Luminance x Saturation (small stimuli) 
Luminance   122.3  1  p < .001 
Saturation  484.6  1  p < .001 
Position x Saturation  3.089  1  p = .079 
Luminance x Saturation (medium stimuli) 
Luminance  840.9  1  p < .001 
Saturation  176.9  1  p < .001 
Position x Saturation  14.01  1  p < .001 
Luminance x Saturation (large stimuli) 
Luminance  412.8  1  p < .001 
Saturation  116.8  1  p < .001 
Position x Saturation  1.48  1  p = .224 
Saturation x Position (small stimuli) 
Saturation  107.5  1  p < .001 
Position  43.27  1  p < .001 
Saturation x Position  0.712  1  P=.397 
Saturation x Position (medium stimuli) 
Saturation  119.6  1  p < .001 
Position  101.1  1  p < .001 
Saturation x Position  3.26  1  p = .071 
Saturation x Position (large stimuli) 
Saturation  106.6  1  p < .001 
Position  23.3  1  p < .001 
Saturation x Position  1.25  1  p = .263 
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6. Discussion 
We examined how visual characteristics interact to determine which auditory pitch 
‘goes with’ a given visual stimulus. We found the predicted associations of high pitch with 
high luminance, high saturation, small size and high position when one visual characteristic 
was varied (following e.g. Evans & Treisman, 2010; Hamilton‐Fletcher, 2015; Klapetek et al., 
2012). Our study extends previous research by using visual stimuli differing on two or more 
characteristics. A linear summation model predicted participants’ choices more accurately 
than a majority or a hierarchy model, although some results did not fit this model. 
The summation model’s overall success in predicting participant responses suggests 
a general strategy of weighting available visual cues to determine the best auditory match, 
perhaps via neural intensity matching (Spence, 2011) or a generalised system for dealing 
with magnitude (Walsh, 2003). However, we need to account for the few results which 
violate the model (the lower effect of saturation at low and high luminances, and the three‐
way interactions of luminance/position/size, luminance/saturation/size and 
saturation/position/size). The decreased effect of saturation at low and high luminances 
appears to be the result of Garner interference. In Garner’s (1976) paradigm, participants 
are presented with stimuli varying along two perceptual dimensions and make a decision 
about one dimension. Information from the irrelevant dimension can interfere with 
decision‐making about the relevant information. When this happens, the dimensions are 
integral, and viewed as one super‐dimension. In our results, luminance and saturation 
integrate to form one super‐dimension (see e.g. Burns & Shepp, 1988), except when 
luminance is medium and does not differ between the two stimuli. However, other 
violations of the model are not clear‐cut instances of Garner interference. One possibility is 
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that dimensions are incompletely integrated, so participant decisions are influenced by each 
dimension at unequal relative strengths, but also by interactions between different 
dimensions. 
6.1. Explaining summation in the context of theories about CMCs 
How CMCs arise is a matter of ongoing investigation (e.g. Lindborg & Friborg, 2015). 
Eventually it should be possible to make a broad taxonomy of fundamental mechanisms of 
CMCs. Some probably occur earlier in processing than others (e.g. a CMC based on statistical 
features of the environment probably occurs earlier than a language‐based one), so early‐
occurring CMCs are likely to impact on later ones.  
It is also possible that some CMCs begin at an early stage of processing and spread to 
others (e.g. a structural CMC that becomes encoded in language). These hypothetical CMCs 
would likely have more effect on perceptions and decisions than those which occur at only 
one level. That is, if a multiple‐level CMC conflicts with a single‐level CMC, the multiple‐level 
CMC is likely to ‘win’.  
6.2. Limitations and future directions 
Online testing has advantages including ease and speed of participant recruitment, 
but also disadvantages (Woods, Velasco, Levitan, Wan, & Spence, 2015). Repeated 
participation is one concern. However, since this study was unpaid and informally reported 
by some participants to be tedious, participants will not have repeatedly participated for 
money or fun.  
The variety of participant hardware and system settings used will have affected the 
exact presentation of the stimuli. However, because we asked participants to judge the 
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comparative visual features of stimuli presented at the same time, this cross‐participant 
variance should not matter. This does, however, mean that our experiment cannot speak to 
whether CMCs and the interactions between them are relative or absolute. Consequently, 
an important next step is to replicate this experiment in laboratory conditions. We do not 
expect very different results: when millisecond accuracy in presentation or response 
collection is not required, participants largely behave similarly in the lab and online (Woods 
et al., 2015). 
To keep the experiment short, we only tested one auditory dimension. Therefore, 
we cannot know whether our findings are specific to the relationship of visual dimensions 
with pitch, or whether the same interactions will occur if we test, say, duration instead. This 
question may also be applied to other sensory pairings, for example differing tactile stimuli 
being matched with visual stimuli.  
A consideration for future research is whether relationships between CMCs could 
appear if we presented visual characteristics varying in a single dimension alongside 
auditory or tactile stimuli varying in multiple dimensions. Is summation a general feature of 
CMCs, or unique to vision? Evidence showing that timbre, pitch and loudness interact to 
varying extents in speeded classification paradigms (Melara & Marks, 1990) suggests that 
similar results would be seen at least with aurally multidimensional CMCs.  
Last, it is not clear whether the CMC interactions we have reported are implicit or 
explicit. This could be tested using speeded classification tasks (see Marks, 2004). For 
example, temporal order judgements (e.g. Parise & Spence, 2009) would allow exploration 
of whether interactions occur at perceptual or decisional levels. An analysis of response 
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times would also allow exploration of the impact of multiple conflicting or converging cues 
on decision making. 
6.3. Applications 
CMCs are used in packaging design (e.g. Becker, van Rompay, Schifferstein, & 
Galetzka, 2011), though not always successfully (Crisinel & Spence, 2012). Since real‐world 
objects have multiple sensory dimensions, the existence of non‐summative effects of 
different dimensions indicates that it is important to consider which features of packaging 
or advertising are most strongly associated with the dimension that needs to be 
emphasised. 
Our findings are also helpful for designers of sensory substitution devices such as the 
vOICe (Meijer, 1992), which allow ‘translation’ of information from one sense to another 
(for a review see Hamilton‐Fletcher & Ward, 2013). Having explicit knowledge about 
relationships between different CMCs will allow better design of default settings that are 
intuitively correct to most, reducing the time needed to learn to use such devices (Auvray, 
Hanneton, & O’Regan, 2007). The findings could also help when comparing devices that pair 
a single quality (e.g. pitch) with others such as saturation (Bologna, Deville, Pun, & 
Vinckenbosch, 2007) and luminance (Doel, 2003). 
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