In this paper, we propose an adaptive framework for the variable step size of the fractional least mean square (FLMS) algorithm. The proposed algorithm named the robust variable step size-FLMS (RVSS-FLMS), dynamically updates the step size of the FLMS to achieve high convergence rate with low steady state error. For the evaluation purpose, the problem of system identification is considered. The experiments clearly show that the proposed approach achieves better convergence rate compared to the FLMS and adaptive step-size modified FLMS (AMFLMS).
Introduction
The standard integral and derivative are essential tools of calculus used by the professionals dealing with the natural or artificial systems. The fractional order calculus (FOC) however extends the traditional definitions which are limited to integer values. The FOC is as old as classical calculus, however, the applications of the FOC in the areas of engineering and research have become more popular in the last decade. New areas are emerging as both theoretical and practical aspects of the FOC operators are now well established. Fractional calculus has turned out to be an important tool in various fields [1] , [2] .
Liouville, Reimann and Leibniz, amongst others, are considered to be the pioneers of fractional calculus [3] . In the late 19 th century Heaviside made the use of fractional derivatives in transmission lines and gave the solution for the diffusion equation. In the recent years fractional calculus has been applied to the problem of path tracking in autonomous vehicles [4] . In [5] the concept of pulses propagating through porous media is proposed with an experimental proof for a theoretical model based on fractional derivatives. Fractional calculus is also applied in the theory of viscoelasticity [6] . In the field of image processing fractional differentiation has been used for a number of tasks such as edge detection [7] . In the domain of signal processing FOC has found a number of useful applications. Adaptive filtering for instance, has been the main focus of research in this context. In [8] an FOC based least mean square algorithm named the fractional least mean square (FLMS) is proposed. The FLMS is compared with the least mean square (LMS) algorithm for the problem of system identification.
In the recent past, various modifications have been proposed for the conventional FLMS [9, 10, 11, 12, 13, 14, 15, 16] . In this paper a modified FLMS based algorithm is proposed. The proposed method is named the robust variable step size fractional least mean square (RVSS-FLMS) and is inspired by the variable learning rate LMS (RVSS-LMS) [17] . The RVSS-FLMS algorithm dynamically adapts the learning rate of FLMS using the instantaneous error energy to achieve high convergence rate and low steady state error. The proposed algorithm is evaluated on the problem of system identification and is compared with the conventional FLMS and adaptive step-size modified fractional least mean square (AMFLMS) algorithm. The rest of the paper is organized as follows : In section 2 a brief literature review of modified least mean square algorithms is provided.
In section 3 the proposed RVSS-FLMS algorithm is discussed followed by the experiments in section 4. The paper is concluded in section 5.
Least Mean Square
The statistics in the LMS are estimated continuously, therefore it is an adaptive filter belonging to the group of stochastic gradient methods. Extensive research is done towards optimization of the LMS algorithm by numerous researchers [9, 18, 19, 20, 21] . LMS is applied in diversified applications such as plant identification [8] , noise cancellation [22] , echo cancellation [23] , ECG signal analysis [24] , time series prediction [25] etc. Achieving fast convergence and low steady state error is a challenge, various researchers have proposed different solutions for this. One of the disadvantages of the LMS is that it is sensitive to the scaling of its input [26] . A variant of the LMS algorithm the normalised least mean squares filter (NLMS) solves this problem through normalization.
In [27] , an optimized NLMS filter is proposed to achieve a tradeoff between the convergence rate and tracking. In [28] q-LMS is proposed which utilizes the q-gradient from the Jackson's derivative so that secant of the cost function is computed instead of the tangent. The algorithm therefore takes larger steps towards the optimum solution and therefore achieves the higher convergence rates. For the optimal processing of complex signals, linear modelling in complex numbers is utilized by [29] . For the complex domain adaptive filtering an augmented complex least mean square (ACLMS) is proposed.
In [21] fractional least mean square (FLMS) is proposed for parameter es- In this research we propose to utilize the concept of robust variable step size (RVSS) [17] for the variable learning rate of the FLMS algorithm. The proposed scheme is robust and computationally less expensive. For the performance evaluation we consider the problem of the system identification and compare our results with the FLMS and AMFLMS algorithm.
Proposed RVSS FLMS

In [8] the weight update equation for the fractional LMS (FLMS) is given
as:
where w k (n) is the weight of the k th tap at the n th iteration, f is the fractional power of derivative, and ν and ν f are the step sizes.
J(n) is the cost function defined in Eq. (2), where e(n) is the instantaneous error between the desired output d(n) and the estimated output y(n) at the n th iteration. Now, the ∂J(n) ∂w k is defined as :
For the fractional derivative term 
, as suggested in [30] , is one of the well known techniques. This definition has shown good results in various applications of fractional calculus. For example, in [30] for the fractional Taylor series of non differentiable functions, [31] for the derivation of further fractional order derivatives, [32] for system modeling and others [33, 34, 35, 36] .
Using the modified Rieman-Lioville chain rule for fractional derivatives, the ∂ ∂w k f J(n) term is defined as :
solving Eq. (3) results in :
According to the Rieman-Lioville fractional derivative method :
where α−v +1 > 0, D is the differential operator and v is a real number defining the fractional power of the derivative.
Using Eq. (7), Eq. (4) can be reduced to:
Using Eq. (5) and (8) the weight update Eq. (1) becomes :
Note that the result in Eq. (9) is similar to the FLMS algorithm results [10, 11, 21] , obtained from the alternative method of fractional derivatives to avoid the chain rule.
For simplicity, in Eq. (9), we consider ν f = νΓ (2 − f ) and this results in :
For the time varying step size ν can be replaced by ν(n)
For the adaptation of learning rate, we proposed to use the concept of error energy correlation of RVSS-LMS algorithm [17] . The update rule for the time varying learning rate ν(n) in the proposed robust variable step size-FLMS (RVSS-FLMS) is defined as:
where (0 < β < 1), (γ > 0), p(n) is the average error energy correlation and ν(n + 1) is set to ν min or ν max p(n) = αp(n − 1) + (1 − α)e(n)e(n − 1)
The positive constant α (0 < α < 1) is a weighting parameter that governs the averaging time constant. It is referred to as the forgetting factor. The limits on ν(n + 1) are given by :
where ν max > ν min > 0.
Simulation Setup and Results
For the evaluation of the proposed method the problem of plant identification is considered. The modeling of a linear system is an interesting problem. Sometimes it is desired to model the system as a linear filter to avoid unnecessary complexity. The adaptive learning methods like LMS, achieves good performance in this regard [8, 18, 21, 27] . To evaluate the efficacy of the proposed robust variable step size-FLMS (RVSS-FLMS), we consider a linear system, shown in Fig. 1 :
Eq. (16) shows the mathematical model of the system, where x(n) is the input and y(n) is the output of the system, d(n) is the disturbance model assumed to be N (0, σ 2 d ), a i 's represent the polynomial coefficients depicting the zeros of the system. For the said experiment, x(n) is a binary shift keying (BPSK) modulated random sequence comprising 600 samples. In Fig. 1 , the impulse response of the system is defined by h(n) whileŷ(n) is the estimated output,ĥ(n) is the estimated impulse response and e(n) is the estimation error. seconds whereas the FLMS and AMFLMS took 1.87 seconds and 11.06 seconds respectively. All the experiments were conducted using Matlab on an Intel(R)
Core(TM) i5-4690 CPU @ 3.5GHz machine with 16GB memory. Although the proposed algorithm took a few milliseconds more than the FLMS but the experiments clearly show that the proposed robust approach dynamically adapts the learning rate to achieve the minimum steady state error in lesser number of iterations. The summary results for all simulations is showed in Table 1 . 
Conclusion
In this research an adaptive least mean square algorithm based on fractional derivative is proposed. In particular, the step size of the fractional LMS (FLMS)
is made adaptive using the concept of robust variable step size. For this purpose the concept of robust variable step size is utilized. The performance evaluation of the proposed approach is done by implementing it for the problem of system identification with different noise levels. The results of the proposed algorithm are compared to the FLMS and adaptive step-size modified fractional least mean square (AMFLMS) approaches. The proposed algorithm attains better convergence rate and steady-state error and is therefore found to be superior to the FLMS and AMFLMS algorithms.
