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FEFLOW
PESTObtaining a quantitative understanding of river–groundwater interactions is of high practical relevance,
for instance within the context of riverbank ﬁltration and river restoration. Modeling interactions
between river and groundwater requires knowledge of the river’s spatiotemporal water level distribu-
tion. The dynamic nature of riverbed morphology in restored river reaches might result in complex river
water level distributions, including disconnected river branches, nonlinear longitudinal water level pro-
ﬁles and morphologically induced lateral water level gradients. Recently, two new methods were pro-
posed to accurately and efﬁciently capture 2D water level distributions of dynamic rivers. In this
study, we assessed the predictive capability of these methods with respect to simulated groundwater res-
idence times. Both methods were used to generate surface water level distributions of a 1.2 km long
partly restored river reach of the Thur River in northeastern Switzerland. We then assigned these water
level distributions as boundary conditions to a 3D steady-state groundwater ﬂow and transport model.
When applying either of the new methods, the calibration-constrained groundwater ﬂow ﬁeld accurately
predicted the spatial distribution of groundwater residence times; deviations were within a range of 30%
when compared to residence times obtained using a reference method. We further tested the sensitivity
of the simulated groundwater residence times to a simpliﬁed river water level distribution. The negli-
gence of lateral river water level gradients of 20–30 cm on a length of 200 m caused errors of 40–80%
in the calibration-constrained groundwater residence time distribution compared to results that included
lateral water level gradients. The additional assumption of a linear water level distribution in longitudinal
river direction led to deviations from the complete river water level distribution of up to 50 cm, which
caused wide-spread errors in simulated groundwater residence times of 200–500%. For an accurate sim-
ulation of groundwater residence times, it is therefore imperative that the longitudinal water level dis-
tribution is correctly captured and described. Based on the conﬁrmed predictive capability of the new
methods to estimate 2D river water level distributions, we can recommend their application to future
studies that model dynamic river–groundwater systems.1. Introduction
Groundwater ﬂow and transport modeling is a valuable and fre-
quently applied tool to gain a process understanding of surface 
water–groundwater systems, providing quantitative information 
on ﬂow paths, mixing ratios and residence times (Wondzell et al., 
2009). It is well known from synthetic modeling studies that 
riverbed morphology affects the river water level distribution, 
which in turn drives the exchange with groundwater (Cardenas, 
2009; Cardenas et al., 2004; Woessner, 2000). Therefore, an 
important prerequisite for the set up of a groundwater ﬂow andtransport model of a real surface water–groundwater system is
an accurate description of the water level distribution at the sur-
face water boundary conditions.
A quantitative assessment of groundwater ﬂow paths and resi-
dence times is of particular interest for riverbank ﬁltration systems 
(Tufenkji et al., 2002). Groundwater residence time is an important 
parameter in determining the effectiveness of the natural attenua-
tion processes that occur during riverbank ﬁltration (Eckert and 
Irmscher, 2006). River restoration measures, such as riverbed 
enlargements, potentially lead to reduced groundwater residence 
times. This, in turn, bears the risk of drinking water contamination 
(Hoehn and Scholtis, 2011) that contradicts the original purpose of 
river restoration (Brunke and Gonser, 1997; Woolsey et al., 2007). 
Groundwater ﬂow and transport modeling could help to mitigate 
this conﬂict of interest, by providing a quantitative assessment of
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Fig. 1. Schematic illustration of a river system with multiple lines and sections of 
support points (S, ﬁlled black circles). The open black circles indicate the water level 
gauges (G) and ﬁxpoints (F). Adapted from Diem et al. (2013).
2the groundwater ﬂow paths and residence times (Hoehn and Mey-
lan, 2009).
Restored river systems may have complex water level distribu-
tions characterized by nonlinear longitudinal water level distribu-
tions, morphologically induced lateral water level gradients, 
disconnected river branches and hydraulic jumps. Such water level 
distributions need to be characterized by their full spatial (i.e. two 
horizontal dimensions) and temporal variability and ideally are ex-
tracted from hydraulic models (Derx et al., 2010; Doppler et al., 
2007; Engeler et al., 2011). However, the setup of a hydraulic mod-
el is time consuming and requires a considerable amount of data 
input. Diem et al. (2013) proposed two new alternative interpola-
tion methods to estimate time-varying one- and two-dimensional 
(1D, 2D) surface water level distributions of dynamic rivers based 
directly on measured water level data.
In this study, we assess the predictive capability of the new 
alternative methods proposed by Diem et al. (2013) with respect to 
simulated groundwater residence times and the effect of reduc-ing 
the considered level of detail in the surface water level distri-
bution. Thereto, steady-state surface water level distributions at a 
partly restored riverbank ﬁltration system are generated with both 
alternative methods and a reference method, as well as with two 
simpliﬁed methods. The resulting water level distributions are then 
assigned to a 3D groundwater ﬂow and transport model. After 
calibration against groundwater heads for each model scenario, the 
spatial groundwater residence time distribution is predicted with-
in the modeling domain.2. Interpolation methods
The interpolation methods used in this study are based on those
established by Diem et al. (2013). A brief description of the meth-
ods is provided in this section, but for a more detailed description 
the reader is referred to Diem et al. (2013). The new alternative 
methods and the reference method are referred to as ‘‘complete 
interpolation methods’’, as they cover the full level of detail includ-
ing lateral water level gradients and nonlinear longitudinal water 
level distributions.2.1. Complete interpolation methods
Both new alternative interpolation methods proposed by Diem 
et al. (2013) are based on the concept of combining continuous 
water level records (hG) from water level gauges (G) with periodic 
water level measurements (hF) at ﬁxpoints (F) between water level 
gauges. By combining this data, the water level distribution be-
tween the water level gauges is obtained at a higher resolution. 
Fixpoints are deﬁned as reference points in the river whose abso-
lute altitude is known. The ﬁrst alternative ‘‘RM method’’ (Regres-
sion of measured data) applies a polynomial regression technique 
to predict water levels at ﬁxpoints from any water level at a spe-
ciﬁc water level gauge, while the second alternative ‘‘IM 
method’’ (Interpolation of measured data) uses a nonlinear 
interpolation ap-proach between two water level gauges.
Depending on the lateral extent, the river might be considered 
as a 1D or a 2D domain. In the latter case, the river is discretized by 
multiple lines parallel to the main ﬂow direction of the river and 
several sections of support points (S) perpendicular to the ﬂow 
direction (Fig. 1). Sections of support points are deﬁned at locations 
where a water level gauge or a ﬁxpoint exists. One ﬁxpoint per sec-
tion is sufﬁcient to capture the water level distribution across the 
river unless lateral water level gradients are observed, in which 
case a ﬁxpoint should be deﬁned on both shorelines.
The water levels at the support points (hS) are estimated from
the water levels at the ﬁxpoint in the simplest possible manner.If no lateral water level gradient exists, the water level of the ﬁx-
point is assigned to all support points on the same section. If a sec-
ond ﬁxpoint was deﬁned to capture lateral gradients, assigning
water levels to the support points should be based on ﬁeld obser-
vations. The ﬁnal interpolation of water levels from the support
points to the river boundary nodes of the numerical model is iden-
tical for all the interpolation methods and is performed by a linear
interpolation along the set of lines.
The third ‘‘RH method’’ (Regression of hydraulic model data)
applies a polynomial regression technique, similar to the RMmeth-
od, but is based on water levels extracted from a hydraulic model
at each support point directly. The RH method is therefore consid-
ered as reference method among the complete interpolation
methods.
2.2. Simpliﬁed interpolation methods
In addition to the predictive comparison of the complete inter-
polation methods described above, we assessed the difference in
residence time prediction that evolves when the water level distri-
bution of the river is simpliﬁed. Thereto, we applied two progres-
sively simpliﬁed methods, both based on the complete IM
method. The ﬁrst simpliﬁed method ignores lateral water level gra-
dients and is denoted as ‘‘Interpolation of measured data without
lateral gradients’’ (IM_wo_lat). The second simpliﬁcation addition-
ally assumes a linear interpolation between the river water level
gauges and is called ‘‘Interpolation of measured data assuming a
linear interpolation’’ (IM_lin).
3. Application to the Niederneunforn ﬁeld site
This section provides a description of the Niederneunforn ﬁeld
site (Section 3.1) and a review of the implementation of the inter-
polation methods by Diem et al. (2013) at this ﬁeld site (Sec-tion 
3.2). Section 3.3 presents the generated surface water level 
distributions, which we assigned to the groundwater ﬂow and 
transport model to simulate the spatial groundwater residence 
time distribution (see Section 4).
3.1. Field site
The Niederneunforn ﬁeld site (Fig. 2) is located at the Thur River 
in NE-Switzerland, approximately 12 km upstream of the conﬂu-
ence with the Rhine River. The Thur River is a peri-alpine river 
draining a catchment area of 1730 km2. It is the longest river in 
Switzerland without a retention basin and therefore has a very dy-
namic discharge regime. Discharges range from 3 to 1100 m3/s, 
with an average discharge of 47 m3/s.
The ﬁeld site was instrumented with more than 80 piezometers 
(200) during the interdisciplinary RECORD project (Restored corridor 
dynamics, <http://www.cces.ethz.ch/projects/nature/Record>; 
Schirmer (2013), Schneider et al. (2011)) in the context of
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Niederneunforn ﬁeld site at the Thur River in NE-Switzerland. Fixpoints and water level gauges in the river and the side channels are shown as open black circles. Based 
on their position, the set of lines and sections of support points (ﬁlled circles) were deﬁned for the implementation of the interpolation methods. The colors of the lines will be 
used in Fig. 4 again. The colors of the support points in the river indicate the shoreline or the ﬁxpoint/water level gauge on that shoreline from which the water levels were 
transferred. The general ﬂow direction of the river and the side channels is from right to left. The white polygon represents the modeling domain. Adapted from Diem et al. 
(2013).
3restoration measures that were realized in 2002. The river restora-
tion measures were constrained to the northwestern part of the 
river reach (Fig. 2). Restoration measures were forbidden in the 
northeastern part in order to protect the water quality of the near-
by pumping station, which supplies the community of Nieder- and 
Oberneunforn with drinking water. This vertical well produces a 
total of 36 m3, split into two daily periods of 1 h and 2 h. At the 
southern bank of the Thur River, the bank stabilization was main-
tained to protect the 4 m-high dam, which prevents ﬂooding of 
nearby farms and agricultural land.
Based on drilling information, the gravel-and-sand aquifer has a 
thickness of 5.3 ± 1.2 m at the ﬁeld site. Hydraulic conductivities 
were estimated to range from 4  103 to 4  102 m/s by slug 
tests, a pumping test and a salt tracer test (Diem et al., 2010; 
Doetsch et al., 2012). The aquifer is underlain by a lacustrine clay 
layer, which forms the lower hydraulic boundary. On top of the 
aquifer is a 0.5–3 m thick layer of silty sand from the alluvial ﬁnes 
that can be regarded as the semi-conﬁning unit. The aquifer varies 
both spatially and temporally between conﬁned and unconﬁned. 
Cross-borehole georadar travel-time tomography revealed an aver-
age porosity of 20 ± 3% (Schneider et al., 2011).
At the ﬁeld site, the width of the Thur River varies between 50 
and 100 m (Fig. 2). After the completion of the restoration mea-
sures, a large gravel bar has evolved at the downstream end of the 
river reach. At the same time, a partly disconnected branch of the 
river developed, which is only ﬂooded at high river stages (>200 
m3/s) and is otherwise fed by groundwater. During low-ﬂow 
conditions, the river water level proﬁle in the longitudinal direc-
tion is nonlinear. In the upstream 400 m, the gradient is 0.5‰and in 
the downstream 800 m, it is 2‰. In the central part of the river 
reach, lateral water level gradients occur during low-ﬂow 
conditions. These lateral surface water level differences are caused 
by the asymmetrical riverbed morphology and can reach up to 0.4 
m. Two side channels (north and south) ﬂow parallel to the riv-er 
with widths ranging between 4 and 8 m. Two beaver dams are 
located in the northern side channel. The upstream dam has a more 
pronounced effect on water levels, resulting in changes of up to 0.5 
m.
3.2. Data collection
Two water level gauges were installed in the main channel of 
the river, two in each side channel, and one in the river branch (Fig. 
2). Several ﬁxpoints were added between the water level gauges to 
increase the spatial resolution of the water level distribu-tion. In 
the northern side channel, the ﬁxpoints were placed up-stream and 
downstream of both beaver dams to capture the hydraulic jumps. 
Fixpoints in the river were placed close to pie-zometer transects, 
either on the northern or on the southern shore. In the central 
portion of the river reach, where lateral water levelgradients were observed, a ﬁxpoint was added on either shore.
The southern side channel is very straight, has a uniform width,
and does not have any obstacles. Therefore, a linear water level dis-
tribution was assumed between the water level gauges, which was
conﬁrmed by one set of measurements along the channel.
Water levels were measured periodically at the ﬁxpoints be-
tween February and May 2011 covering a discharge range of 10–
100 m3/s. The sensors of the water level gauges (DL/N 70, STS AG, 
Switzerland) have been continuously measuring pressure, 
temperature and electrical conductivity (EC) at 15-min intervals 
since April 2010 (error of single measurement: ±0.1% for pressure,
±0.25% for temperature and ±2% for EC, according to the manufac-
turer’s manual). For model calibration, the same type of sensor was 
placed in each of the observation wells shown in Fig. 2. The raw 
data of the water level gauges and the observation wells were pro-
cessed to correct for the barometric air pressure and to transform 
the pressure data to absolute water levels (m asl).
The system of lines and sections of support points was deﬁned
based on the location of water level gauges and ﬁxpoints. Each point
can be identiﬁed by a uniquely deﬁned indexing system. The ﬁrst
index i refers to the section number and the second index j to the
line number (Gij, F ij, S ij). The river was considered to be a 2D
domain, described by a set of six lines for the main channel, and one
additional line for the disconnected branch. Sections of sup-port
points were deﬁned wherever a water level gauge or a ﬁxpoint was
located. The colors of the support points in Fig. 2 indicate the
shoreline or the ﬁxpoint/water level gauge on that shoreline, from
which the water levels were transferred. A lateral gradient of zero
was assumed everywhere except for the river sections i = 3 ,  4 ,
where the generally lower water levels of the southern ﬁxpoints
were assigned to the support points on lines j = 1 . . 4 and the gen-
erally higher water levels of the northern ﬁxpoints to the support
points on lines j = 5 ,  6  ( Fig. 2). Because the width of the northern
and southern side channel is much smaller relative to the river
width, they were considered as a 1D domain and described by a
single line.
For the implementation of the RH method, an existing 2D hor-
izontal hydraulic model of the Thur River was used, which was 
developed based on the bathymetry measured in September 2009 
and covered a discharge range of 10–650 m3/s (Pasquale et al., 
2011; Schäppi et al., 2010). The hydraulic model did not in-clude 
the side channels and the disconnected river branch. There-fore, 
the RH method was coupled to the RM method to cover the full 
surface water level distribution at the Niederneunforn ﬁeld site.
Fig. 3a shows a 3-month water level time series at the support 
point S46, determined using the reference RH method (black line). 
The time series of measured groundwater head at an observation 
well located 100 m from S46 (gray line, Fig. 3a) illustrates the qua-
si-instantaneous reaction of the groundwater heads to changes in
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Fig. 3. (a) Water level time series (May to August 2010) generated by the RH method 
at support point S46 in the Thur River (black line) and measured groundwater head 
time series at a nearby observation well (gray line). The black vertical line indicates 
the point in time (May 26, 2010, 17:00) for which the surface water level 
distribution at the ﬁeld site was generated using each of the ﬁve methods (Fig. 4). (b) 
Time series of electrical conductivity (EC) measurements in the Thur River at the 
same observation well used in (a).
j=9
j=7
j=8
W
ater level [m
 asl]
700000 700500 701000
371
372
X
X
Y
Y
Z
271800272000
IM
IM_wo_lat
IM_lin
(b)
j=1
W
ater level [m
 asl]371
372
RM
IM
RH
(a)
j=9
j=7
j=6
j=8
S26
S76
S36
S46
S58
S21
S71
S31
S41
S58
Fig. 4. (a) Spatial water level distribution along the lines j = 6 . . 9, generated with the 
three complete interpolation methods. The ﬁgure is orientated for a viewer looking 
towards NNE, with the ﬂow from right to left. (b) Spatial water level distribution 
along the lines j = 1,7. . 9, generated with the IM method and its two simpliﬁed 
versions. The water level distributions were generated for the conditions on May 26, 
2010, 17:00 (vertical line in Fig. 3a, discharge 23 m3/s). The colors of the lines 
correspond to those of Fig. 2 and textures of the lines correspond to the different 
interpolation methods (see legend).
4the river water level, with a propagation speed of about 0.2 m/s or 
19600 m/d. Minima in EC, which corresponded with peak ﬂows in 
the river, were caused by the diluting effect of rain events (Fig. 3b). 
The characteristic EC signal was identiﬁed in all observation wells 
close to the river, both on its northern and its southern side, which 
indicates losing conditions. The EC signal in the river was trans-
ported into groundwater and was used as a natural tracer. By ana-
lyzing the EC time series with nonparametric deconvolution 
(Cirpka et al., 2007; Vogt et al., 2010), we obtained estimates of lo-
cal residence time distributions, characterized by a mean (center of 
gravity) and a standard deviation (Fig. S1 and S2, Table S1; Sup-
porting information). The standard deviation typically amounted to 
60–80% of the center of gravity.
In addition to the characteristic EC signal from the river, the
groundwater EC signal showed positive spikes, which are presum-
ably caused by mixing of groundwater with higher mineralized
pore water during the rise of the groundwater table. These spikes
did not affect the residence time distributions determined by non-
parametric deconvolution and therefore were not treated in a spe-
cial manner. 
 
 
 
 
 
 
 3.3. Generated water level distributions
The surface water level distributions used for the steady-state 
model simulations were generated with all interpolation methods 
for the conditions on May 26, 2010 (vertical line in Fig. 3a), which 
was at the end of a relatively short period of low ﬂow (23 m3/s). As 
groundwater heads are highly correlated with the river water lev-
els (Fig. 3a), a steady-state assumption is reasonable.
Fig. 4a shows the spatial water level distributions generated by 
the three complete interpolation methods. For better clarity, we 
only plotted the results from one line in the main river channel (j = 
6, dark blue), which illustrates the nonlinear longitudinal water 
level distribution. The southern side channel (j = 9, black line) had a 
much lower water level than the river and therefore complied with 
its purpose of draining groundwater. Water levels in the northern 
side channel (j = 8, green line) were considerably higher because 
the northern channel ﬂows back to the river at the wes-tern end of 
the ﬁeld site (river section i = 1). The northern side channel could 
only drain groundwater in one 400 m segment, where water 
levels in the side channel were below those in themain river channel. This segment was located downstream of the
50 cm water level drop caused by the eastern beaver dam (S58).
The disconnected branch of the river (j = 7, red line) showed
slightly lower water levels than the main river channel. The dis-
connected branch and the exﬁltrating segment of the northern side
channel seemed to be responsible for the river inﬁltration that oc-
curred to the northern side of the river.
Even though the alternative methods are considered to be accu-
rate in their water level predictions (Diem et al., 2013), single real-
izations of the spatial water level distribution showed deviations
from the reference RH method of mostly 10–20 cm (Fig. 4a). How-
ever, errors of more than 30 cm occurred at the river section i = 1 .
As this section was located on a bend in the river, the section did not
cross the river perpendicularly. The RH method accounted for the
water level gradient across this section by assigning a water le-vel
to each of the support points individually, based on the hydrau-lic
model. In contrast, the alternative methods assumed a constant
water level across section i = 1, as water level information was only
available from one ﬁxpoint (F18).
Other deviations in the output from the complete methods
were caused by a different data basis (hydraulic model vs. mea-
sured data) and/or the different structure of the interpolation
methods. The coupling of the RH method to the RM method for
the northern and the southern side channel led to identical water
level distributions for lines j = 8, 9. The IMmethod showed an iden-
tical water level distribution for the southern side channel as well,
while deviations from the RM/RH method in the northern side
channel reached a maximum of 10 cm at S58.
In Fig. 4b, water level distributions determined from the 
complete IM method and from the two simpliﬁed versions are
 
 
 
 
 
 
 
 
 
 
 
5depicted. The main river channel is now represented by the south-
ern shoreline (j = 1, light blue). The IM method considered lateral
water level gradients across sections i = 3, 4 where water levels on
the southern shoreline j = 1 (representative for lines j = 1 . . 4 ,  see
Fig. 2) were 20–30 cm lower than on the northern shoreline j = 6
(representative for lines j = 5, 6, see Fig. 2). The ﬁrst simpliﬁed IM
method (IM_wo_lat) ignored these lateral water level gradients and
the water levels of the northern ﬁxpoints were assigned to all
support points on sections i = 3, 4. As a consequence, water levels on
the southern lines j = 1 . . 4 increased by 20 and 30 cm, respec-tively
(Fig. 4b, Fig. 2). The second simpliﬁcation of the IM method (IM_lin)
additionally assumed a linear interpolation between the two water
level gauges, which are located at river sections i = 2 ,
7. This assumption caused deviations in water levels of 30–50 cm
at the support points in between (i = 3. .6).4. Groundwater ﬂow and transport model
4.1. Numerical model set up
We set up a 3D ﬁnite-element groundwater ﬂow and transport 
model using FEFLOW (version 6.0, DHI-WASY GmbH). The model-
ing domain is shown in Fig. 2. The northern boundary is deﬁned by 
the northern end of the aquifer and the southern boundary by the 
southern side channel. The vertical model extent was restricted to 
the gravel-and-sand aquifer, whose top and bottom elevations 
were determined from 26 drilling proﬁles, from which the entire 
model domain was interpolated by kriging using a linear vario-
gram. The horizontal discretization length of the triangular ele-
ments varied between 1 and 5 m around observation wells and 
along boundaries, including the river and the side channels. In the 
remaining model domain, the maximal horizontal length of the 
elements was 10 m. In the vertical direction, the aquifer was 
subdivided into ﬁve layers. The top four layers had a thickness of 1 
m and the bottom layer had a variable thickness.
The deﬁnition of the boundary conditions is depicted in Fig. 5. 
We applied an inﬂux boundary condition on the eastern and north-
ern borders (q1 = 0.18 m/d, q2 = 0.0043 m/d), and an outﬂux 
boundary condition on the western border (q3 = 0.57 m/d, q4 = 
2.3 m/d). These 2nd Type boundary conditions were applied to all 
layers. We determined the groundwater ﬂux from measured 
hydraulic gradients and estimated hydraulic conductivities. Re-
charge was neglected, as no rainfall occurred for 10 d before the 
simulation time (Fig. 3a). At the location of the pumping well we 
assigned an average extraction rate of 36 m3/d (0.4 L/s).
Within the modeling domain, the southern side channel is exﬁl-
trating along its entire length due to water levels well below those
in the river (Fig. 4a). The channel bed sediments are gravelly and
tracer tests revealed a good connection to groundwater. Weq2
q3
q4
L5
K1
K2 L4
L1
m
Fig. 5. Spatial deﬁnition of the boundary conditions (BCs) and the hydraulic conducti
available at all 19 observation wells, while experimentally determined residence times w
ﬁgure illustrates the true ratio between the vertical and the longitudinal extent of the mtherefore chose a 1D ﬁxed-head boundary condition (1st Type)
for the top layer along the southern side channel. For the layers
2–5, a no-ﬂow boundary condition was assigned.
A colmation layer of unknown thickness was identiﬁed in the 
Thur River (Hoehn and Meylan, 2009; Schneider et al., 2011). The 
bed of the northern side channel consisted of a thick (0.5–1 m) silt 
and clay colmation layer, except in the middle exﬁltrating segment 
located downstream of the eastern beaver dam, where the bed sed-
iments consisted of sandy gravel. To account for the effect of col-
mation, we assigned a Cauchy boundary condition (3rd Type) to the 
river and the northern side channel. In FEFLOW, the colmation layer 
is characterized by a transfer rate L = Kr/dr. Kr corresponds to the 
hydraulic conductivity of the colmation layer and dr to its thickness. 
The river was described by a 2D Cauchy boundary con-dition on the 
top layer, which we subdivided into two zones of transfer rates. 
Zone L1 (Fig. 5) covered the restored part of the riv-er, including the 
disconnected branch. The remaining channelized part was covered 
by zone L2. We split the 1D Cauchy boundary condition along the 
northern side channel into three zones of transfer rates (L3–L5) to 
separate the middle exﬁltrating segment (L4) (with its gravelly bed 
sediment) from the upstream and down-stream heavily clogged 
segments.
FEFLOW can describe each transfer rate zone by a transfer rate
for inﬁltration (Lin) and exﬁltration (Lout). In our system, the trans-
fer rate zones L2, L3 and L5 are inﬁltrating elements and L4 is an
exﬁltrating element. Only L1 consists of both an inﬁltrating (main
river channel) and an exﬁltrating element (disconnected branch).
Our system of Cauchy boundary conditions (L1–L5) was therefore
characterized by 6 parameters (Lin1, Lin2, Lin3, Lin5, Lout1, Lout4).
Lout is typically larger than Lin, as the exﬁltrating clean ground-
water ‘‘ﬂushes’’ the pore space. This effect probably explains the
gravelly bed sediments in the southern side channel as well as in
the exﬁltrating segment of the northern side channel (L4). On the
other hand, suspended particles in inﬁltrating surface water tend
to clog the pore space, as it was the case in the main river channel
(L1, L2) and in the upstream and downstream part of the northern
side channel (L3, L5).4.2. Calibration procedure
To initially obtain a realistic spatial groundwater residence time 
distribution when using the reference RH surface water level dis-
tribution (Fig. 4a), we jointly estimated the transfer rates and the 
hydraulic conductivity distribution by ﬁtting both, measured 
groundwater heads and experimentally determined groundwater 
residence times from nonparametric deconvolution of EC time ser-
ies (Section 3.2, Fig. 5). A list of these residence times together with 
their standard deviations is presented in the Supporting informa-
tion (Table S1, Fig. S1). To reduce the number of 6 adjustableq1
L3
K3
K4
L2
Observation wells
Beaver dam
Pumping well
Hydraulic conductivity
zonation (K1-K4)
No-flow BC
1st Type BC
2nd Type BC (q1-q4)
3rd Type BC
L1, L2
L3 - L5
True ratio between
vertical and longitudi-
nal extent
vity zonation within the modeling domain. Groundwater head observations were
ere restricted to 9 observation wells (black ﬁlling). The rectangle at the bottom of the
odel.
Table 1
Hydraulic conductivities and transfer rates of the corresponding parameter zones (Fig. 
5) resulting from the initial model calibration using the RH water level distribution. 
The transfer rates in bold were estimated using PEST. Lout1 (in brackets) was tied to 
Lin1 with a factor of 10. The remaining transfer rates (Lin3, Lin5) were kept at their 
initial values, which in turn were estimated from ﬁeld observations. The three 
adjustable transfer rates were estimated for the remaining model scenarios as well 
(Fig. 6), while the hydraulic conductivity distribution was kept constant.
K1 [m/s] 6  102
K2 [m/s] 2  102
K3 [m/s] 1  102
K4 [m/s] 4  103
Lin1 [1/d] 11.9 Lout1 [1/d] (119)
Lin2 [1/d] 2.1
Lin3 [1/d] 0.5
Lout4 [1/d] 24.7
Lin5 [1/d] 0.5
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Fig. 6. Post-calibration transfer rates of the reference (RH), the alternative (RM, IM)
and the simpliﬁed (IM_wo_lat, IM_lin) model scenarios.
6transfer rates (Section 4.1), pilot model runs were performed using 
estimated parameter values from ﬁeld observations (estimated 
hydraulic conductivity and approximate thickness of colmation 
layer). These model runs revealed that the inﬁltrating main river 
channel (Lin1, Lin2), the exﬁltrating disconnected river branch 
(Lout1) and the exﬁltrating segment of the northern side channel 
(Lout4) were responsible for most of the groundwater ﬂux across 
the Cauchy boundary conditions. Lout1 was additionally tied to Lin1 
with a factor of 10 to eliminate parameter correlation. For each 
manual adjustment of the hydraulic conductivity distribution, the 
remaining three adjustable transfer rates were estimated using 
PEST (Doherty, 2010) by ﬁtting measured groundwater heads (i.e. 
minimizing the sum of squared errors between simulated and 
measured heads). This procedure was iterated until the simulated 
groundwater residence times (see Section 4.3) were within ±1 
standard deviation of the experimentally determined residence 
times. The resulting hydraulic conductivity distribution comprised 
four different zones (Fig. 5) and their hydraulic conductivities were 
within a range of 4  103–6  102 m/s (Table 1), which corre-
sponds well to the measured values (Section 3.1).
Based on this initial parameterization of the reference RH model 
scenario (Table 1), the water level distributions generated with 
both alternative and both simpliﬁed methods (Fig. 4a and b) were 
assigned to the river and the side channel boundary conditions of 
the model. For each of the model scenarios, the three adjustable 
transfer rates were estimated by ﬁtting measured groundwater 
heads using PEST to ensure that the basis of the groundwater res-
idence time simulation was a calibration-constrained groundwater 
ﬂow ﬁeld. The experimentally determined groundwater residence 
times were not used as observations for these subsequent model 
calibrations because groundwater residence time is our key model 
prediction that will be compared among the different scenarios. 
Moreover, their exclusion mimics the common situation in prac-
tice, where groundwater residence time observations are rarely 
available. The hydraulic conductivity distribution was not adjusted 
in the subsequent model calibrations because estimating hydraulic 
conductivities from groundwater head observations alone was non-
unique in our system. Fig. S3 (Supporting information) visu-ally 
summarizes the initial and the subsequent calibration proce-dure 
by a ﬂow chart.
4.3. Simulation of groundwater age
Based on the calibration-constrained groundwater ﬂow ﬁeld, we 
simulated the spatial distribution of groundwater residence time, 
hereafter referred to as groundwater age. According to Goode 
(1996), the mean groundwater age (i.e. the time since entering the 
model domain) is obtained by a steady-state transport simulation 
of a tracer with an appropriate deﬁnition of the boundary condi-tions and a zero-order source term equal to the porosity. A ﬁxed 
age (concentration) of zero was deﬁned at inﬂowing boundaries 
and a natural 2nd Type boundary condition at outﬂowing bound-
aries. The latter is described by n  ð DrAÞ ¼ 0, i.e. the age (A) in nor-
mal direction (n) to the boundary does not change. The zero-order 
source term was set to 0.2 mg L1 d1 for each element according to 
the mean porosity of 0.2 (Section 3.1).
We set the longitudinal dispersivity to 10 m for our model on 
the scale of 1000 m, according to Gelhar et al. (1992). We assigned 
a value of 1 m to both the horizontal and vertical transverse disper-
sivity, as differentiating the two was not possible in FEFLOW. As a 
result, the vertical transverse dispersivity was obviously too high, 
which caused an excessive vertical dispersion and hence, small 
vertical age differences. However, as the vertical extent of the 
modeling domain was very small compared to its horizontal extent 
(Fig. 5), the groundwater age was mainly controlled by horizontal 
transport.
To visualize and compare the spatial age distributions from the
different model scenarios, we ﬁrst calculated vertically averaged
age distributions, weighted by the element thickness. Additionally,
we produced spatial distributions of relative age differences to
highlight spatial differences among the age distributions. The rela-
tive age difference DArel between a mean age A and a reference
mean age Aref was calculated at each node position as follows:
DArel ¼ A ArefAref  100 ð1Þ5. Results and discussion
5.1. Calibration results
The estimated adjustable transfer rates for all the model scenar-
ios are plotted in Fig. 6. Model scenarios that used the new alterna-
tive methods (RM, IM) had small changes in the estimated transfer 
rates compared to results of the reference RH model scenario (10–
40%). Neglecting lateral water level gradients in the ﬁrst simpliﬁed 
IM method (IM_wo_lat) led to adjustments of the transfer rates by 
a factor of 2–3 compared to the complete IM method. The largest 
changes of 1–2 orders of magnitude were made during model cal-
ibration of the linear river water level distribution scenario for the 
second simpliﬁed method (IM_lin).
The post-calibration root mean square error (RMSE) between
measured and simulated groundwater heads was 7.7 cm for the
reference RH method and varied between 7.2 and 7.3 cm for the
7RM, the IM as well as for the IM_wo_lat model scenario. The model 
efﬁciencies (Mayer and Butler, 1993) were 0.98 for all of the com-
plete methods and the IM_wo_lat method. The IM_lin model sce-
nario resulted in a RMSE of 11 cm and a model efﬁciency of 0.95. 
The improvement of the pre-calibration RMSE (using the estimated 
transfer rates of the RH model scenario; Table 1) over the post-cal-
ibration RMSE was small (0.1–0.3 cm) for the alternative methods 
(RM, IM). For the simpliﬁed IM_wo_lat and IM_lin methods, the 
RMSE was reduced by 2 and 5 cm, respectively.
The inspection of the inversion statistics revealed that the 
inversion problem was well posed and not infected by a high de-
gree of non-uniqueness. First, the three eigenvalues of the param-
eter covariance matrix had a maximum to minimum ratio of 102, 
well below the maximum acceptable value of 107 (Doherty, 2010). 
Second, the ratio of the maximum and the minimum com-posite 
sensitivity was 9, while the acceptable maximum is 100. The 
highest correlation of 0.8 was found between Lin2 and Lout4. The 
remaining two correlation coefﬁcients were less than 0.5.
5.2. Groundwater ﬂow ﬁeld and age distribution
Before being able to compare the age distributions of different 
model scenarios, we have to become familiar with the general 
characteristics of the groundwater ﬂow ﬁeld at our ﬁeld site. Fig. 7 
presents the calibration-constrained groundwater ﬂow ﬁeld and 
the corresponding groundwater age distribution from the ref-
erence RH model scenario (Fig. 4a). For groundwater recharged by 
the river or the northern side channel, which was mostly the case 
within the modeling domain, the groundwater age reﬂects the 
‘‘real’’ age since inﬁltration. Along the northern and northeastern 
inﬂow boundaries (Fig. 5) however, where a ﬁxed age of zero was 
assigned as well, the groundwater age rather refers to the time 
since entering the modeling domain.
Inﬁltration at the main river channel occurred to both the north-
ern and the southern sides, with an overall inﬁltration rate of 300 L/
s. Most of the inﬁltrated water (about 80%) ﬂowed towards the
southern side, due to the high water level gradient between the riv-
er and the southern side channel. The corresponding exﬁltration 
rate along the southern side channel (240 L/s) was validated by the 
measured discharge difference between the water level gauges G19 
and G29 (Fig. 2). Only about 20% of the river inﬁltration occurred to 
the northern side, induced by the exﬁltrating segment of the 
northern side channel (L4) and the disconnected branch of the river 
(Fig. 4a). The model estimated an exﬁltration rate of 25 L/s at the 
exﬁltrating segment of the northern side channel, which was con-
sistent with the measured difference in discharge downstream and 
upstream of the beaver dam. Exﬁltration at the disconnected 
branch occurred at a rate of about 30 L/s.
The groundwater ﬂow ﬁeld on the southern side of the river
was relatively uniform. Inﬁltration occurred at a steep angle to
the river and the groundwater age reached a maximum of 4–8 d.
The high water level difference between the river and the southernFig. 7. Calibration-constrained groundwater ﬂow ﬁeld (shown as groundwater isopotentia
reference model scenario using the RH surface water level distribution (Fig. 4a). The threeside channel caused an asymmetric groundwater ﬂow ﬁeld under-
neath the river, which signiﬁcantly contributed to the much higher
inﬁltration towards the southern side.
On the northern side of the river, the ﬂow ﬁeld was more com-
plex. In the upstream part at river sections i = 5 . . 7, inﬁltration oc-
curred at a relatively steep angle and groundwater ﬂow was 
directed towards the exﬁltrating segment (L4) of the northern side 
channel. To the north of L4, the low groundwater head gradients 
and the long ﬂow paths led to groundwater ages of up to 90 d. On 
the southern side of L4, the groundwater age reached only 10–20 d 
due to the presence of direct pathways linking the river with the 
side channel. The pumping well had no signiﬁcant impact on the 
groundwater ﬂow ﬁeld due to its low average pumping rate 
(Section 4.1).
Further downstream, at river sections i = 4 . . 5, the groundwater 
ﬂow ﬁeld on the northern side of the river became parallel to the 
river as the water levels in the northern side channel became high-
er than those in the main river channel (Fig. 4a). Therefore, ground-
water that was not drained by the exﬁltrating segment of the 
northern side channel (L4) was deﬂected towards and drained by 
the disconnected branch of the river. The further upstream inﬁltra-
tion at river sections i = 1 . . 5 occurred, the longer and the more 
arc-shaped the ﬂow paths became. Accordingly, the groundwater 
age increased from the river towards the northern side channel, 
reach-ing a maximum of 50 d.
5.3. Predictive comparison of the complete interpolation methods
To assess the predictive capability of both new alternative 
methods (RM, IM), we calculated the spatial distribution of the rel-
ative age difference DArel according to Eq. (1), using the age distri-
bution of the RH method (Fig. 7) as a reference (Aref). Both the RM 
and the IM model scenario showed similar results (Fig. 8a and b). 
To the north of the river, two zones with lower ages (10–20%) rel-
ative to the RH model scenario were identiﬁed between the river 
sections i = 2, 3 and i = 6, 7. These small deviations were caused by a 
combination of minor water level differences with respect to the 
RH method at river sections i = 2 . . 5  ( Fig. 4a) and the related 
changes in transfer rates that occurred during calibration, mostly 
within 10–40%. These changes actually provided a slightly better ﬁt 
to the measured groundwater heads (Section 5.1). As an exam-ple, 
the higher water levels of the IM method along river sections i = 3, 4 
were compensated by a 40% reduction in the Lin1 transfer rate 
relative to the RH model scenario (Fig. 6).
The highest adjustment during calibration of the IM model sce-
nario was made for Lout4, which was doubled to balance the higher 
water levels in the exﬁltrating segment of the northern side chan-
nel (Fig. 4a, Fig. 6). A zone of higher groundwater age remained be-
tween the river and the northern side channel (Fig. 8b), but 
deviations were restricted to an upper bound of 30%.
An additional common element of both alternative model sce-
narios was the zone between the main river channel and thels with an equidistance of 15 cm) and vertically averaged groundwater age from the 
 adjustable transfer rate zones are indicated.
  
 
 
 
 
 
 
 
 
Fig. 8. Spatial distribution of the relative difference in mean groundwater age (Eq.
(1)), for the two alternative methods (RM, IM) with respect to the RH method (a and
b), and for the two simpliﬁed versions of the IM method with respect to the
complete IM method (c and d). (c) and (d) contain an additional isoline (black
dashed line) of relative age difference of 60% and 200%, respectively. The three
adjustable transfer rate zones are indicated.
8disconnected branch, where groundwater age differed from the 
reference model scenario by 40–100%. These deviations can be 
blamed on the failure of the zero lateral gradient assumption at 
river section i = 1 for both the RM and the IM method (Section 3.3). 
The too low water levels compared to the RH method could not be 
compensated for during calibration of the transfer rates as no 
observations were available in this region, and therefore led to a 
pronounced increase in groundwater age. Similarly, the underesti-
mation of river water levels at section i = 1 of the RM and IM meth-
od was also responsible for the positive deviations in groundwater 
age at the western part of the southern side of the river. Apart from 
that, errors on the southern side of the river were small (<10%) be-
cause river water level deviations were small compared to the dif-
ference in water level between the river and the southern side 
channel.
Besides the large differences between the main river channel 
and the disconnected branch, both alternative methods (RM, IM) 
were able to predict the groundwater age within 30% of the refer-
ence RH method. The error of 30% is small compared to the uncer-
tainty (standard deviation) of the experimentally determined 
residence times of 60–80% (Section 3.2). The calibration of the 
transfer rates compensated for minor differences among the sur-
face water level distributions and the resulting ﬂow ﬁelds provided 
an accurate prediction of groundwater age. These results conﬁrm 
the capability of the new alternative methods to efﬁciently capture 
the relevant characteristics of the surface water level distributionallowing for a reliable simulation of the groundwater age
distribution.
5.4. Predictive comparison of the simpliﬁed interpolation methods
We used the groundwater age distribution from the IM model
scenario as a reference (Aref) to compare the groundwater age dis-
tributions of the two simpliﬁed model scenarios. Fig. 8c shows the
results for the model scenario that applied the ﬁrst simpliﬁed river
water level distribution, which ignored lateral water level gradi-
ents (IM_wo_lat). The only difference in the water level distribu-
tion compared to the full IM implementation was water levels 20–
30 cm higher at the support points on river sections i = 3 ,  4  on the
southern lines j = 1 . . 4  ( Fig. 4b, Fig. 2). Even though these changes
in the water level distribution seem to be small, the effect on the
calibration-constrained groundwater age distribution was
considerable. To the north of the river, a band of higher age was
identiﬁed that extended from the river at sections i = 4 . . 6, along
the northern side channel, to the disconnected river branch, with
deviations of up to 40–80% compared to the IM model scenario.
As described in Section 5.2, the groundwater ﬂow ﬁeld under-
neath the river was generally asymmetric because groundwater 
was largely withdrawn by the strong gradient between the river 
and the southern side channel. This effect was intensiﬁed by the 
lateral gradient at sections i = 3, 4, which was also directed towards 
the south. Therefore, the negligence of the lateral gradient reduced 
the asymmetric characteristics and more water inﬁltrated to the 
northern side of the river. To counteract this additional groundwa-
ter ﬂux and the higher groundwater heads, the Lin1 transfer rate 
was lowered by 50% during the calibration procedure (Fig. 6). How-
ever, groundwater heads at the upstream observation wells were 
affected as well, which in turn was compensated by a reduction of 
the Lout4 transfer rate by a factor of 3. On the one hand, these 
adjustments reduced the RMSE to nearly the same level as for the 
complete IM method (Section 5.1). On the other hand, the direction 
of the resulting ﬂow ﬁeld on the northern side of the river was 
slightly more parallel to the river direction, which caused longer 
ﬂow paths and longer travel times at the nodes identiﬁed by the 
bluish domain in Fig. 8c.
Fig. 8d depicts the spatial distribution of the relative age differ-
ence for the second simpliﬁed model scenario that used the IM_lin 
water level distribution. The assumed linear interpolation between 
the two water level gauges at river sections i = 2, 7 led to lower 
water levels by up to 50 cm relative to the complete IM implemen-
tation (Fig. 4b). Accordingly, the hydraulic gradient between the 
river and the exﬁltrating segment of the northern side channel de-
creased substantially, which led to a more river-parallel ground-
water ﬂow ﬁeld on the northern side of the river and a widespread 
increase of 200–500% in groundwater age. In attempt to 
compensate for the errors in river water levels during calibration 
against groundwater heads, the Lin1 and Lin2 transfer rates were in-
creased by 2 and 1 orders of magnitude, respectively. Additionally, 
the Lout4 transfer rate was decreased by 2 orders of magnitude 
compared to the IM model scenario. Even though the RMSE was re-
duced from 16 cm to 11 cm, the groundwater ﬂow ﬁeld and hence 
the errors in groundwater age prediction could not be improved on 
the northern side of the river. Instead, the very high Lin1 transfer 
rate caused a 20–80% decrease in groundwater age between the 
river and the disconnected river branch, where the water level dif-
ferences were similar compared to the complete IM method (Fig. 
4b).
The errors in the prediction of groundwater age on the southern
side of the river were <10% for the IM_wo_lat model scenario and
ranged from 30% in the western part to 30% in the middle part for
the IM_lin model scenario. These small changes in groundwater
age compared to those on the northern side of the river can be
9attributed to the high absolute water level difference between the 
river and the southern side channel, compared to which the errors 
in river water levels were small. For instance, the error of 30 cm at 
the river section i = 6 for the simpliﬁed IM_lin method reduced the 
water level gradient between the river and the southern side chan-
nel by 30%, compared to the complete IM method (Fig. 4b). In con-
trast, the same error of 30 cm reduced the water level gradient 
between the river and the exﬁltrating segment of the northern side 
channel by about a factor of 2.5. This clearly demonstrates that er-
rors in surface water levels have the highest impact on the simu-
lated groundwater age in zones where the water level gradients 
between inﬁltrating and exﬁltrating boundaries are small.
The description of the river as a 2D domain allowed for includ-
ing lateral water level gradients. Lateral gradients in river water 
levels were described in literature, but were explained by stream 
curvature and the centrifugal force (Cardenas et al., 2004). In re-
stored river reaches, morphologically induced lateral water level 
gradients are likely to occur quite frequently. At our ﬁeld site, lat-
eral water level differences of 20–30 cm were restricted to a 200 
m long section (Fig. 4b) and their negligence caused errors in 
groundwater age prediction of 40–80% (Fig. 8c). When compared to 
the uncertainty of experimental residence times of 60–80% (Sec-
tion 3.2), the errors associated with neglecting lateral gradients 
might be acceptable, depending on the purpose and requirements 
of the study. At other ﬁeld sites, however, lateral water level gradi-
ents can be more pronounced and their inclusion might be crucial 
for an accurate groundwater age prediction.
The explicit consideration of the river as a 2D domain was also 
essential to reliably represent the river’s lateral extent and there-
with the length of the groundwater ﬂow paths as well as the 
groundwater residence times. Furthermore, the 2D representation 
of the river in its full lateral extent allowed us to account for asym-
metric groundwater ﬂow underneath the river, which was identi-
ﬁed as an important feature inﬂuencing the inﬁltration rates 
towards the northern and the southern side of the river (Fig. 7, Sec-
tion 5.2). In previous modeling studies, the river was described as a 
2D domain as well, but was cut in approximately the middle where 
a no-ﬂow boundary condition was assumed (Derx et al., 2010). This 
assumption suppresses potential asymmetric groundwater ﬂow 
underneath the river and might lead to a bias in the ﬂow ﬁeld and 
the water budget.
Linearly interpolating water levels between water level gauges
separated by one or several kilometers is common practice when
assigning river water levels to models of river–groundwater sys-
tems. Our results revealed that assuming a linear water level distri-
bution can lead to considerable errors in the river water level
distribution that translate into inacceptable errors in the simulated
groundwater age of >200%. Hence, the accurate description of the
longitudinal water level distribution is of major importance for a
reliable groundwater age prediction.6. Conclusions
In this study, we assessed the predictive capability of two new
alternative methods for the estimation of 1D and 2D water level
distributions of dynamic rivers (RM, IM), with respect to the simu-
lated groundwater residence time (groundwater age). Surface
water levels generated with both alternative methods and with a
reference method (RH) were assigned to the river and side channel
boundary conditions of a 3D groundwater ﬂow and transport mod-
el of a partly restored riverbank ﬁltration system in NE-Switzer-
land. Steady-state model calibration against measured
groundwater heads was performed for each of these model scenar-
ios by an automated adjustment of selected transfer rates using
PEST. The age predictions of the calibration-constrained ground-water ﬂow ﬁelds lay within a range of ±30% compared to the refer-
ence RH model scenario. This relatively low error conﬁrmed the
predictive capability of the alternative methods when applied to
real and complex river-groundwater systems.
We also investigated the sensitivity of the modeled groundwa-
ter age distribution to reduced complexity in the river water level
distribution. For the ﬁrst scenario, we modiﬁed the IM method to
ignore lateral gradients, which led to errors in groundwater age
prediction of 40–80% over a considerable area to the north of the
river. In the second scenario, we further simpliﬁed the IM method
by assuming a linear longitudinal water level distribution. As a re-
sult, errors in groundwater age of 200–500% were widespread,
which demonstrates the importance of an accurate longitudinal
water level distribution for the modeled groundwater age.
The results of this study allow us to recommend both alterna-
tive approaches presented by Diem et al. (2013) for the river water 
level assignment in future modeling studies of river–groundwater 
systems at the kilometer scale. To implement either of the alterna-
tive methods at a speciﬁc river–groundwater system, the place-
ment of the water level gauges and the ﬁxpoints should be carefully 
assessed. First, it is important to note that an accurate description 
of the surface water levels is most important in zones where the 
gradients between inﬁltrating and exﬁltrating bound-aries are 
small. Second, our results indicate that the longitudinal water level 
distribution should be captured in detail to reliably simulate the 
groundwater ﬂow ﬁeld and the groundwater age dis-tribution. We 
suggest that, if feasible, water level gauges should be installed at 1 
km intervals. In between, ﬁxpoints (e.g. an armor stone or a steel 
rod) should be installed and leveled with a spacing that is inversely 
proportional to the change in surface water level gradient and 
might range from 50 to 200 m. For instance, a seg-ment with a 
linear water level proﬁle can be captured by two ﬁx-points, while a 
segment with a changing gradient requires three or more ﬁxpoints. 
Additionally, ﬁxpoints should be installed up-stream and 
downstream of a hydraulic jump, for example at beaver dams or 
weirs. To maximize the accuracy in groundwater age pre-diction, 
we recommend the inclusion of lateral water level gradi-ents by 
deﬁning two ﬁxpoints on the same section.
This study demonstrates that a reduced level of detail in the riv-
er water level distribution can lead to considerable errors in simu-
lated groundwater ﬂow paths and residence times. Therefore, it is 
essential to capture the river water level distribution in its full spa-
tial and temporal extent. To this end, the new methods proposed by 
Diem et al. (2013) proved to offer an accurate and efﬁcient alter-
native compared to using a hydraulic model. The application of 
these interpolation methods when modeling riverbank ﬁltration 
systems will, for instance, help to reliably assess the impact of river 
restoration measures on groundwater residence times and hence, 
to mitigate the conﬂict of interest between river restoration and 
drinking water protection.
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