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1
1 Introduction
According to Grothendieck [6], a moduli space is a space whose elements may
be viewed as orbits of a groupoid.1 In this paper, the main focus is on the
Riemann moduli space Mg of (closed) Riemann surfaces of genus g and various
related moduli spaces. We characterize the Deligne–Mumford compactification
M¯g by a universal mapping property thus showing that it is (canonically) an
orbifold. We also treat the related moduli spaces Mg,n and M¯g,n.
The points in the moduli space Mg are in bijective correspondence with
equivalence classes of Riemann surfaces where two Riemann surfaces are equiv-
alent iff there is an isomorphism (holomorphic diffeomorphism)2 between them;
i.e. the Riemann moduli space is the orbit space of the groupoid whose ob-
jects are Riemann surfaces and whose morphisms are these isomorphisms. For
applications it is important to refine these groupoids by considering Riemann
surfaces with marked points. An object is now a marked Riemann surface of type
(g, n), i.e. a Riemann surface of genus g equipped with a sequence of n distinct
points in that surface. An isomorphism is an isomorphism of Riemann surfaces
which carries the sequence of marked points in the source to the sequence in
the target preserving the indexing. The corresponding moduli space is denoted
Mg,n and of course Mg,0 =Mg.
A Riemann surface is a smooth surface Σ equipped with a complex structure
j. Since any two smooth surfaces of the same genus are diffeomorphic we may
define the Riemann moduli space as the orbit space under the action of the
diffeomorphism group Diff(Σ) of the space J (Σ) of complex structures j on Σ:
Mg := J (Σ)/Diff(Σ).
The result is independent of the choice of the substrate Σ in the sense that any
diffeomorphism f : Σ → Σ′ induces a bijection J (Σ) → J (Σ′) and a group
isomorphism Diff(Σ) → Diff(Σ′) intertwining the group actions. Similarly a
marked3 Riemann surface is a triple (Σ, s∗, j) where s∗ is a finite sequence of
n distinct points of Σ (i.e. s∗ ∈ Σn \∆ where ∆ is the “fat” diagonal) so the
corresponding moduli space is
Mg,n :=
(J (Σ)× (Σn \∆))/Diff(Σ).
This can also be written as
Mg,n = J (Σ)/Diff(Σ, s∗)
where Diff(Σ, s∗) is the subgroup of diffeomorphisms which fix the points of
some particular sequence s∗. Thus in these cases we can replace the groupoid
by a group action; the objects are the points of J (Σ).
1By the term groupoid, we understand a category all of whose morphisms are isomorphisms.
2In the sequel, when no confusion can result, we will use the term isomorphism to signify
any bijection between sets which preserve the appropriate structures.
3The reader is cautioned that the term marked Riemann surface is often used with another
meaning in the literature.
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An object in a groupoid is called stable iff its automorphism group is finite.
A marked Riemann surface of type (g, n) is stable if and only if n > χ(Σ) where
χ(Σ) = 2−2g is the Euler characteristic. In this case each automorphism group
is finite, but (in the case g ≥ 1) may be nontrivial. However, the only automor-
phism isotopic to the identity is the identity itself so the identity component
Diff0(Σ) of Diff(Σ) acts freely on J (Σ) × (Σn \ ∆). The corresponding orbit
space
Tg,n :=
(J (Σ)× (Σn \∆))/Diff0(Σ)
is called Teichmu¨ller space. In [3] Earle and Eells showed that the projection
J (Σ) → Tg is a principal fiber bundle with structure group Diff0(Σ) and that
the base Tg is a finite dimensional smooth manifold of real dimension 6g − 6.
In other words, through each j ∈ J (Σ) there is a smooth slice for the action of
Diff0(Σ). (Similar statements hold for Tg,n.) The total space J (Σ) is a complex
manifold; the tangent space at a point j ∈ J (Σ) is the space
TjJ (Σ) = Ω0,1j (Σ, TM) := {jˆ ∈ Ω0(Σ,End(TΣ)) : jjˆ + jˆj = 0}
of (0, 1) forms on (Σ, j) with values in the tangent bundle. This tangent space
is clearly a complex vector space (the complex structure is jˆ 7→ jjˆ) and it is
not hard to show (see e.g. [18] or Section 9) that this almost complex structure
on J (Σ) is integrable and that the action admits a holomorphic4 slice through
every point. Since the action of Diff0(Σ) is (tautologically) by holomorphic
diffeomorphisms of J (Σ), this defines a complex structure on the base Tg which
is independent of the choice of the local slice used to define it. Thus Tg is a
complex manifold of dimension 3g−3. Again, similar results hold for Tg,n. Earle
and Eells also showed that all three spaces in the fibration
Diff0(Σ)→ J (Σ)→ Tg (EE)
are contractible so that the fibration is smoothly trivial and has a (globally de-
fined) smooth section. In [2] Earle showed that there is no global holomorphic
section of J (Σ) → Tg. The monograph of Tromba [18] contains a nice exposi-
tion of this point of view (and more) and the anthology [4] is very helpful for
understanding the history of the subject and other points of view.
Now we take a different point of view. An unfolding is the germ of a pair
(πA, a0) where πA : P → A is a Riemann family and a0 is a point ofA. (The term
Riemann family means that πA is a proper holomorphic map and dimC(P ) =
dimC(A)+1. The term germ means that we do not distinguish between (πA, a0)
and the unfolding which results by replacing A by a neighborhood of a0 in A.)
The fibers Pa := π
−1(a) are then complex curves. The fiber Pa0 is called the
central fiber. A morphism of unfoldings is a commutative diagram
P
Φ−→ QyπA yπB
A
φ−→ B
4At this point in the discussion this means that the slice is a complex submanifold of J (Σ).
After we define the complex structure on the base a holomorphic slice will be the same thing
as the image of a holomorphic section.
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where Φ and φ are holomorphic, φ(a0) = b0 and, for each a ∈ A, the restriction
of Φ to the fiber Pa is an isomorphism. Again, this is to be understood in
the sense of germs: φ need only be defined on a neighborhood of a0 and two
morphisms are the same iff they agree on a smaller neighborhood of a0. An
unfolding (πB : Q → B, b0) is called universal iff for every other unfolding
(πA, a0) every isomorphism f : Pa0 → Qb0 extends uniquely to a morphism
(φ,Φ) from (πA, a0) to (πB, b0). From the uniqueness of the extension it follows
that any two universal unfoldings with the same central fiber are isomorphic in
the obvious sense.
Now assume that πA is a submersion so that the fibers are Riemann surfaces.
Using the holomorphic slices for the principal fiber bundle J (Σ)→ Tg it is not
hard to construct a universal unfolding of any Riemann surface of genus ≥ 2
(see Section 10). Again similar results hold for Tg,n (see Section 11).
The spaces Mg,n are not compact. The Deligne–Mumford moduli space
M¯g,n defined in Section 6 is a compactification of Mg,n. The objects in the
corresponding groupoid are commonly called stable curves of type (g, n). Two
such curves need not be homeomorphic. This moduli space is still the orbit
space of a groupoid but not (in any obvious way) the orbit space of a group
action. We will characterize M¯g,n by the universal mapping property, but we
will word the definitions so as to avoid the complexities of algebraic geometry
and singularity theory.
It is a well known theorem of algebraic geometry that a complex curve C
admits a desingularization u : Σ→ C. This means that Σ is a Riemann surface
and that the restriction of u to the set of regular points of u is a holomorphic
diffeomorphism onto the set of smooth points of the curve C. The desingular-
ization is unique in the sense that if u′ : Σ′ → C is another desingularization,
the holomorphic diffeomorphism u−1 ◦ u′ extends to a holomorphic diffeomor-
phism Σ′ → Σ. A marked complex curve is one which is equipped with a finite
sequence of distinct smooth points. A desingularization pulls pack the marking
to a marking of Σ. That a marked complex curve C is of type (g, n) means that
the arithmetic genus (see Definition 3.6) of C is g and the number of marked
points is n. A nodal curve is a complex curve with at worst nodal singularities.
For a nodal curve the desingularization u is an immersion and the critical points
occur in pairs. This equips Σ with what we call a nodal structure. In Section 3
we use the term marked nodal Riemann surface to designate a surface Σ with
these additional structures. A stable curve is a marked nodal curve whose cor-
responding marked nodal Riemann surface has a finite automorphism group.
The main result of this paper extends the universal unfolding construction from
the groupoid of stable Riemann surfaces to the groupoid of stable marked nodal
Riemann surfaces.
Theorem A. A marked nodal Riemann surface admits a universal
unfolding if and only if it is stable.
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This theorem is an immediate consequence of Theorems 5.4 and 5.6 below.
To avoid the intricacies of singularity theory our precise definitions (see Sec-
tions 4 and 5) involve only what we call nodal families. However, it is well
known that (near its central fiber) an unfolding is a submersion if and only if
its central fiber is a smooth complex curve and is a nodal family if and only if
its central fiber is a nodal curve.
Now we describe the proof. First we consider the case of a Riemann surface
without marked points or nodal points. In this case the sequence (EE) is a
principal bundle if and only if g ≥ 2, i.e. if and only if any Riemann surface of
genus g is stable. Abbreviate
D0 := Diff0(Σ), J := J (Σ), T := T (Σ) := J (Σ)/Diff0(Σ).
Thus Tg := T is Teichmu¨ller space and the principal fiber bundle (EE) takes
the form
D0 → J → T .
The associated fiber bundle
πT : Q := J ×D0 Σ→ T
has fibers isomorphic to Σ. It is commonly called the universal curve of genus
g over Teichmu¨ller space. Choose a Riemann surface (Σ, j0) and a holomorphic
slice B ⊂ J through j0. Let
πB : Q→ B
be the restriction to B of the pull back of the bundle πT to its total space.
As B is a slice, the projection πB is a trivial bundle (in the smooth sense).
The map πB is a holomorphic submersion. In Section 10 we show that it is a
universal unfolding of j0. Here’s why (πB , j0) is universal. Let πA : P → A be
a holomorphic submersion whose fiber has genus g and whose central fiber over
a0 ∈ A is isomorphic to (Σ, j0). As a smooth map πA is trivial so after shrinking
A we have a smooth local trivialization τ : A × Σ → P . Write τa(z) := τ(a, z)
for a ∈ A so τa is a diffeomorphism from Σ to Pa. Denote the pull back by τa
of the complex structure on Pa by ja, i.e. τa : (Σ, ja)→ Pa is an isomorphism.
As B is a slice we can modify the trivialization τ so ja ∈ B. The equation
φ(a) = ja defines a map φ : A → B. Using the various trivializations we then
get a morphism (φ,Φ) from πA to πB. In Section 10 we show that these maps
are holomorphic. In Section 11 we carry out the analogous construction for Tg,n.
It is now clear that (πA, a0) is universal if and only if φ : (A, a0) → (B, b0)
is the germ of a diffeomorphism. By the inverse function theorem this is so
if and only if the linear operator dφ(a0) : Ta0A → Tb0B is invertible. This
condition can be formulated as the unique solvability of a partial differential
equation on Pa0 ; we call an unfolding infinitesimally universal when it satisfies
this unique solvability condition. The crucial point is that infinitesimal univer-
sality is meaningful even for nodal families, i.e. when there is no analog of the
Earle–Eells principal fiber bundle. But we still have the following
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Theorem B. A nodal unfolding is universal if and only if it is
infinitesimally universal.
This is restated as Theorem 5.4 below. Here is the idea of the proof. Let
(πA : P → A, a0) and (πB : Q→ B, b0) be nodal unfoldings and f0 : Pa0 → Qb0
be an isomorphism of the central fibers. For simplicity assume there is at most
one critical point in each fiber and no marked points. Essentially by the defini-
tion of nodal unfolding there is a neighborhood N of the set of critical points
such that for a ∈ A the intersection Na := N ∩ Pa admits an isomorphism
Na ∼= {(x, y) ∈ D2 : xy = z}
where D is the closed unit disk in C and z = z(a) ∈ D. Thus if z(a) 6= 0
the fiber Na is an annulus whereas if z(a) = 0 it is a pair of transverse disks.
In either case the boundary is a disjoint union (∂D ⊔ ∂D) of two copies of the
circle S1 := ∂D. The map N → A is therefore not trivializable as the topology
of the fiber changes. However, the bundle ∂N → A is trivializable; choose a
trivialization A× (∂D⊔ ∂D)→ ∂N . Using this trivialization we will define (see
Section 14) manifolds of maps
W :=
⊔
a∈A
Wa, Wa :=
⊔
b∈B
W(a, b), W(a, b) := Map(∂Na, Qb \ CB)
where CB is the set of critical points of πB and
⊔
denotes disjoint union. Let
Ua ⊂ W be the set of all maps in Wa which extend to a holomorphic map
Na → Q and Va ⊂ W be the set of all maps inWa which extend to a holomorphic
map Pa \ Na → Q. We will replace A and W by smaller neighborhoods of
a0 and f0|∂Na0 as necessary. We show that Ua and Va are submanifolds of
Wa. It is not too hard to show that the unfolding (πB, b0) is universal if and
only if the manifolds Ua and Va intersect in a unique point: the morphism
(φ,Φ) : (πA, a0)→ (πB , b0) is then defined so that this intersection point γ lies
in the fiber Wφ(a) and Φa is the unique holomorphic map extending γ. We will
see that the unfolding (πB , b0) is infinitesimally universal if and only if (for all
(πA, a0) and f0) the corresponding infinitesimal condition
Tγ0Wa0 = Tγ0Ua0 ⊕ Tγ0Va0
holds where γ0 = f0|∂Na0 . This Hardy space decomposition is reminiscent of
the construction of the moduli space of holomorphic vector bundles explained
by Pressley & Segal in [17].
We have already explained why smooth marked Riemann surfaces have uni-
versal unfoldings. It is now easy to construct a universal unfolding of a stable
marked nodal Riemann surface: it is constructed from a universal unfolding for
the marked Riemann surface that results by replacing each nodal point by a
marked point. Such an unfolding is a triple (π, S∗, b0) where π : Q → B is a
nodal family, S∗ is a sequence of holomorphic sections of π corresponding to the
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marked points, and b0 ∈ B. We call a pair (π, S∗) a universal family of type
(g, n) iff (1) (π, S∗, b0) is a universal unfolding for each b0 ∈ B and (2) every
marked nodal Riemann surface of type (g, n) occurs as the domain of a desin-
gularization of some fiber Qb, b ∈ B. Theorem 5.3 (openness of transversality)
says that if (π, S∗, b0) is an infintesimally universal unfolding so is (π, S∗, b) for
b near b0. Together with Theorems A and B this implies
Theorem C. If n > 2 − 2g there exists a universal family of type
(g, n).
This is restated as Proposition 6.3 below. It is not asserted that B is con-
nected. Rather, the universal family should be viewed as a generalization of the
notion of an atlas for a manifold. This generalization is called an etale groupoid.
The Deligne Mumford orbifold M¯g,n is then the orbit space of this groupoid
and the definitions are arranged so that the orbifold structure is independent of
the choice of the universal family used to define it. See Section 6.
A consequence of our theorems is that other constructions of the Deligne–
Mumford moduli space (and in particular of the Riemann moduli space) which
have the universal unfolding property give the same space. However, in the case
of a construction where the moduli space is given only a topology (or a notion of
convergence of sequences as in [9]) we show that the topology determined by our
construction agrees with the topology of the other construction (see Section 16).
In Section 17 we prove that our M¯g,n is compact and Hausdorff by adapting
the arguments of the monograph of Hummel [9].
Acknowledgement. JWR would like to thank Yongbin Ruan for helpful dis-
cussions and Ernesto Lupercio and Benardo Uribe for helping him understand
the concept of etale groupoid.
Notation. Throughout the closed unit disk in the complex plane is denoted by
D := {z ∈ C : |z| ≤ 1}
and its interior is denoted by int(D) := {z ∈ C : |z| < 1}. Thus S1 := ∂D is the
unit circle. Also
A(r, R) := {z ∈ C : r ≤ |z| ≤ R}
denotes the closed annulus with inner radius r and outer radius R.
2 Orbifold structures
In this section we review orbifolds. Our definitions are arranged so as to suit
our ultimate objective of defining an orbifold structure on the Deligne–Mumford
moduli space.
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2.1. A groupoid is a category in which every morphism is an isomorphism. Let
B be the set of objects of a groupoid and Γ denote the set of (iso)morphisms.
For a, b ∈ B let Γa,b ⊂ Γ denote the isomorphisms from a to b; the group
Γa := Γa,a
is called the automorphism group5 of a. The groupoid is called stable iff
every automorphism group is finite. Define the source and target maps s, t :
Γ→ B by
s(g) = a and t(g) = b ⇐⇒ g ∈ Γa,b.
The map e : B → Γ which assigns to each object a the identity morphism of a
is called the identity section of the groupoid and the map i : Γ → Γ which
assigns to each morphism g its inverse i(g) = g−1 is called the inversion map.
Define the set Γs×t Γ of composable pairs by
Γs×t Γ = {(g, h) ∈ Γ× Γ : s(g) = t(h)}.
The map m : Γs×tΓ→ Γ which assigns to each composable pair the composition
m(g, h) = gh is called the multiplication map. The five maps s, t, e, i, m are
called the structure maps of the groupoid. Note that
Γa,b = (s× t)−1(a, b).
We denote the orbit space of the groupoid (B,Γ) by B/Γ:
B/Γ := {[b] : b ∈ B}, [b] := {t(g) ∈ B : g ∈ Γ, s(g) = b}.
2.2. A Lie groupoid is a groupoid (B,Γ) such that B and Γ are smooth
manifolds6, the structure maps are smooth, and the map s : Γ→ B (and hence
also the map t = s◦ i) is a submersion. (The latter condition implies that Γs×tΓ
is a submanifold of Γ×Γ so that the condition thatm be smooth is meaningful.)
A homomorphism from a Lie groupoid (B,Γ) to a Lie groupoid (B′,Γ′) is a
smooth functor, i.e. a pair of smooth maps B → B′ and Γ→ Γ′, both denoted
by ι, which intertwine the structure maps:
s′ ◦ ι = ι ◦ s, t′ ◦ ι = ι ◦ t, e′ ◦ ι = ι ◦ e,
i′ ◦ ι = ι ◦ i, m′ ◦ (ι × ι) = ι ◦m.
(The first two of these five conditions imply that (ι × ι)(Γ s×t Γ) ⊂ Γ′ s′×t′ Γ′
so that the fifth condition is meaningful.) Similar definitions are used in the
complex category reading complex for smooth (for manifolds) or holomorphic
for smooth (for maps). A Lie groupoid (B,Γ) is called proper if the map
s× t : Γ→ B ×B is proper.
5Also commonly called the isotropy group or stabilizer group.
6For us a manifold is always second countable and Hausdorff, unless otherwise specified.
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2.3. An etale groupoid is a Lie groupoid (B,Γ) such that the map s : Γ→ B
(and hence also the map t = s ◦ i) is a local diffeomorphism. A proper etale
groupoid is automatically stable. A homomorphism ι : (B,Γ) → (B′,Γ′) of
etale groupoids is called a refinement iff the following holds.
(i) The induced map ι∗ : B/Γ→ B′/Γ′ on orbit spaces is a bijection.
(ii) For all a, b ∈ B, ι restricts to a bijection Γa,b → Γ′ι(a),ι(b).
(iii) The map on objects (and hence also the map on morphisms) is a local
diffeomorphism.
Two proper etale groupoids are called equivalent iff they have a common proper
refinement.
Definition 2.4. Fix an abstract groupoid (B,G). This groupoid is to be viewed
as the “substrate” for an additional structure to be imposed; initially it does
not even have a topology. Indeed, the definitions are worded so as to allow for
the possibility that B is not even a set but a proper class in the sense of Go¨del
Bernays set theory (see [11]).
An orbifold structure on the groupoid (B,G) is a functor σ from a proper
etale groupoid (B,Γ) to (B,G) such that
(i) σ induces a bijection B/Γ→ B/G of orbit spaces, and
(ii) for all a, b ∈ B, σ restricts to a bijection Γa,b → Gσ(a),σ(b).
A refinement of orbifold structures is a refinement ι : (B,Γ) → (B′,Γ′) of
proper etale groupoids such that σ = σ′ ◦ ι; as before we say that σ : (B,Γ)→
(B,G) is a refinement of σ′ : (B′,Γ′)→ (B,G). Two orbifold structures are called
equivalent iff they have a common refinement. An orbifold is an abstract
groupoid (B,G) equipped with an orbifold structure σ : (B,Γ)→ (B,G).
Example 2.5. A smooth manifold M is a special case of an orbifold as follows:
View M =: B as a trivial groupoid, i.e. the only morphisms are identity mor-
phisms. Any countable open cover {Uα}α∈I onM determines an etale groupoid
(B,Γ) with
B :=
⊔
α∈I
Uα, Γ :=
⊔
(α,β)∈I×I
Uα ∩ Uβ ,
s(α, p, β) := (α, p), t(α, p, β) := (β, p), e(α, p) := (α, p, α),
i(α, p, β) := (β, p, α), m((β, p, γ), (α, p, β)) := (α, p, γ).
Here
⊔
denotes disjoint union. (The disjoint union
⊔
α∈I Xα of an indexed
collection {Xα}α∈I of sets is the set of pairs (α, x) where α ∈ I and x ∈ Xα.)
A refinement of open covers in the usual sense determines a refinement of etale
groupoids as in 2.3.
If {φα, Uα}α∈I is a countable atlas then an obvious modification of the above
construction gives rise to an orbifold structure onM where B is a disjoint union
of open subsets of Euclidean space, i.e. a manifold structure is a special case of
an orbifold structure.
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Example 2.6. A Lie group action G → Diff(M) determines a Lie groupoid
(B,G) where B = M , G = {(g, a, b) ∈ G × M × M : b = g(a)}, and the
structure maps are defined by s(g, a, b) := a, t(g, a, b) := b, e(a) := (id, a, a),
i(g, a, b) := (g−1, b, a), and m((h, b, c), (g, a, b)) := (hg, a, c). The orbit space
B/G of this groupoid is the same as the orbit space M/G of the group action.
The condition that this groupoid be proper is the usual definition of proper
group action, i.e. the map G×M →M ×M : (g, x) 7→ (x, g(x)) is proper.
Assume that the action is almost free [meaning that the isotropy group
Gp of each point of M is finite] and sliceable [meaning that there is a slice
through every point of M ; a slice is a submanifold S ⊂ M such that there is a
neighborhood U of the identity in G with the property that the map U × S →
M : (g, x) 7→ g(x) is a diffeomorphism onto a neighborhood of S in M ]. Now
let
B :=
⊔
α∈I
Sα
be a disjoint union of slices such that every orbit passes through at least one
slice. Let
Γ :=
⊔
α,β∈I
Γαβ , Γαβ := {(g, a, b) ∈ G : a ∈ Sα, b ∈ Sβ}.
Then Γαβ is a submanifold of G. Moreover, if the group action is proper, then
the obvious morphism σ : (B,Γ)→ (B,G) is an orbifold structure, and any two
such orbifold structures are equivalent. Note that, if G is a discrete group acting
properly on M , then S := B =M is a slice and σ := id is an orbifold structure.
Example 2.7. Consider the group action where G := Z acts on M := S1
by (k, z) 7→ e2πikωz and ω ∈ R \ Q is irrational. Then the groupoid (B,G)
constructed in Example 2.6 is etale but not proper. Note that the quotient B/G
is an uncountable set with the trivial topology (two open sets). The inclusion
of any open set into S1 is a refinement.
Example 2.8. Consider the group action where the multiplicative group G :=
R∗ of nonzero real numbers acts on M := R2 \ 0 by t · (x, y) := (tx, t−1y). The
action is free and sliceable but not proper, and the quotient topology is non
Hausdorff (every neighborhood of R∗ · (1, 0) intersects every neighborhood of
R∗ · (0, 1)). The groupoid constructed from the disjoint union B := S1
⊔
S2 of
the two slices S1 := {1} × R, S2 := R × {1} is not proper. If we extend the
group action, by adjoining the map (x, y) 7→ (y, x), the orbit space is R which
is Hausdorff, but the new group action is still not proper.
2.9. Let (B,Γ) be a stable etale groupoid, a, b ∈ B, and g ∈ Γa,b. Then there
exist neighborhoods U of a, V of b in B, and N of g in Γ such that s maps
N diffeomorphically onto U and t maps N diffeomorphically onto V . Define
sg := s|N , tg := t|N , and φg := tg ◦ s−1g . Thus φg “extends” g ∈ Γa,b to
diffeomorphism φg : U → V . The following lemma says that when a = b we
may choose U = V independent of g and obtain an action
Γa → Diff(U) : g 7→ φg
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of the finite group Γa on the open set U .
Lemma 2.10. Let (B,Γ) be a stable etale groupoid and a ∈ B. Then there exists
a neighborhood U of a and pairwise disjoint neighborhoods Ng (for g ∈ Γa) of g
in Γ such that both s and t map each Ng diffeomorphically onto U .
Proof. Choose disjoint open neighborhoods Pg of g ∈ Γa such that sg := s|Pg
and tg := t|Pg are diffeomorphisms onto (possibly different) neighborhoods of
a. By stability the group Γa is finite so there is a neighborhood V of a in B
such that V ⊂ s(Pg) ∩ t(Pg) for g ∈ Γa. Define φg : V → B by φg := tg ◦ s−1g .
Now choose f, g ∈ Γa and let h := m(f, g). We show that
φh(x) = φf ◦ φg(x) (1)
for x in a sufficiently small neighborhood of a in V . For such x define y :=
φg(x) ∈ V , z := φf (y) ∈ V , g′ := s−1g (x) ∈ Pg, and f ′ := s−1f (y) ∈ Pf . As
t(g′) = s(f ′) = y we have (f ′, g′) ∈ Γs×t Γ, i.e. h′ := m(f ′, g′) is well defined.
By continuity, h′ ∈ Ph and s(h′) = s(g′) = x and t(h′) = t(f ′) = z, and
hence z = φh(x) as claimed. Using the finiteness of Γa again we may choose a
neighborhoodW of a so that (1) holds for all f, g ∈ Γa and all x ∈ W . Now the
intersection
U :=
⋂
g∈Γa
φg(W ) ⊂ V
satisfies φf (U) = U for f ∈ Γa so U and Ng := s−1g (U) satisfy the conclusions
of the lemma.
Corollary 2.11. Let (B,Γ) be a stable etale groupoid and a, b ∈ B. Then there
exist neighborhoods U and V of a and b in B and pairwise disjoint neighborhoods
Nf (for f ∈ Γa,b) of f in Γ such that s maps each Nf diffeomorphically onto U
and t maps each Nf diffeomorphically onto V . The etale groupoid is proper if
and only if these neighborhoods may be chosen so that in addition
(s× t)−1(U × V ) =
⋃
f∈Γa,b
Nf . (∗)
Proof. Choose disjoint neighborhoods Pf of f ∈ Γa,b such that sf := s|Pf and
tf := t|Pf are diffeomorphisms onto (possibly different) neighborhoods of a.
Choose U as in Lemma 2.10 so small that U ⊂ s(Pf ) for all f ∈ Γa,b and define
φf : U → B by
φf := tf ◦ s−1f |U.
Define Nf := s
−1
f (U). As in Lemma 2.10 we have φh = φf ◦ φg for g ∈ Γa,
f ∈ Γa,b, h := m(f, g), so th(Nh) = φh(U) = φf (U) = tf (Nf ). Any two
elements h, f ∈ Γa,b satisfy h = m(f, g) for some g ∈ Γa so V := tf (Nf ) is
independent of the choice of f ∈ Γa,b used to define it. The condition that s× t
is proper, is that for any sequence {fν ∈ Γaν ,bν}ν such that the sequences {aν}ν
and {bν}ν converge to a and b respectively, the sequence {fν}ν has a convergent
subsequence. Condition (∗) implies this as fν must lie in some Nf for infinitely
many values of ν. The converse follows easily by an indirect argument.
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2.12. Let (B,Γ) be an etale groupoid and equip the orbit space B/Γ with
the quotient topology, i.e. a subset of B/Γ is open iff its preimage under
the quotient map π : B → B/Γ is open. If U ⊂ B is open then so is
π−1(π(U)) = {t(g) : g ∈ s−1(U)} so π is an open map. If ι : (B,Γ) → (B′,Γ′)
is a refinement of etale groupoids, then the induced bijection ι∗ : B/Γ→ B′/Γ′
is a homeomorphism. [The continuity of ι∗ follows from the continuity of ι; the
openness of ι∗ follows from the openness of ι and the fact that if U ′ ⊂ B′ is open
then so is π′−1(π′(U ′)).] Hence equivalent etale groupoids have homeomorphic
orbit spaces. It follows that the topology induced on B/G by an orbifold struc-
ture σ : (B,Γ) → (B,G) depends only the equivalence class. This topology is
called the orbifold topology.
Corollary 2.13. For a proper etale groupoid the quotient topology on B/Γ is
Hausdorff.
Proof. In other words if Γa0,b0 = ∅ then there are neighborhoods U of a and
V of b such that Γ(a, b) = ∅ for a ∈ U and v ∈ V . This is a special case of
Corollary 2.11.
3 Structures on surfaces
The phrase surface means oriented smooth (i.e. C∞) manifold of (real) dimen-
sion two, not necessarily connected. Unless otherwise specified all surfaces are
assume to be closed, i.e. compact and without boundary. The structures we
impose on surfaces are complex structures, nodal structures, and point mark-
ings. Surfaces equipped with these structures form the objects of a groupoid.
The objective of this paper is to equip the orbit space of this groupoid with an
orbifold structure.
Definition 3.1. A Riemann surface is a pair (Σ, j) where Σ is a surface
and j : TΣ → TΣ is a smooth complex structure on Σ which determines the
given orientation of Σ. Since a complex structure on a surface is necessarily
integrable, a Riemann surface may be viewed as a smooth complex curve, i.e.
a compact complex manifold of (complex) dimension one. When there is no
danger of confusion we denote a Riemann surface and its underlying surface by
the same letter.
Definition 3.2. A nodal surface is a pair (Σ, ν) consisting of a surface Σ and
a set
ν =
{{y1, y2}, {y3, y4}, . . . , {y2k−1, y2k}}
where y1, y2, . . . , y2k are distinct points of Σ; we also say ν is a nodal structure
on Σ. The points y1, y2, . . . , y2k are called the nodal points of the structure
and the points y2j−1 and y2j are called equivalent nodal points. The nodal
structure should be viewed as an equivalence relation on Σ such that every
equivalence class consists of either one or two points and only finitely many
equivalence classes have two points. Hence we often abbreviate Σ \ ∪ν by
Σ \ ν := Σ \ {y1, y2, y3, y4, . . . , y2k−1, y2k}.
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Definition 3.3. A point marking of a surface Σ is a sequence
r∗ = (r1, r2, . . . , rn)
of distinct points of Σ; the points ri are called marked points. A marked
nodal surface is a triple (Σ, r∗, ν) where (Σ, ν) is a nodal surface and r∗ is a
point marking of Σ such that no marked point ri is a nodal point of (Σ, ν); a
special point of the marked nodal surface is a point which is either a nodal
point or a marked point.
Definition 3.4. A marked nodal surface (Σ, r∗, ν) determines a labelled graph
called the signature of (Σ, r∗, ν) as follows. The set of vertices of the graph
label the connected components of Σ and there is one edge connecting vertices
α and β for every pair of equivalent nodal points with one of the points in Σα
and the other in Σβ. More precisely, the number of edges from Σα to Σβ is
the number of pairs {x, y} of equivalent nodal points with either x ∈ Σα and
y ∈ Σβ or y ∈ Σα and x ∈ Σβ . Each vertex α has two labels, the genus of the
component Σα denoted by gα and the set of indices of marked points which lie
in the component Σα.
Remark 3.5. Two marked nodal surfaces are isomorphic if and only if they
have the same signature.
Proof. In other words, (Σ, r∗, ν) and (Σ′, r′∗, ν
′) have the same signature if and
only if there is a diffeomorphism φ : Σ→ Σ′ such that ν′ = φ∗ν where
φ∗ν :=
{{φ(y1), φ(y2)}, {φ(y3), φ(y4)}, . . . , {φ(y2k−1), φ(y2k)}}
and r′i = φ(ri) for i = 1, 2, . . . , n = n
′. This is because two connected surfaces
are diffeomorphic if and only if they have the same genus and any bijection
between two finite subsets of a connected surface extends to a diffeomorphism
of the ambient manifold.
Definition 3.6. Define the Betti numbers of a graph by the formula
bi := rankHi(K), i = 0, 1,
where Hi(K) is the ith homology group of the cell complex K. Thus K is
connected if and only if b0 = 1 and
b0 − b1 = # vertices - # edges.
Define the genus of the labelled graph by
g := b1 +
∑
α
gα.
The arithmetic genus of a nodal surface (Σ, ν) is the genus of the signature
of (Σ, ν). Note that the arithmetic genus can be different from the total genus
g′ :=
∑
α gα.
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Definition 3.7. A marked nodal surface (Σ, r∗, ν) said to be of type (g, n) iff
the length of the sequence r∗ is n, the underlying graph K in the signature is
connected, and the arithmetic genus of (Σ, ν) is g. A marked nodal Riemann
surface (Σ, r∗, ν, j) is called stable iff its automorphism group
Aut(Σ, r∗, ν.j) := {φ ∈ Diff(Σ) : φ∗j = j, φ∗ν = ν, φ(r∗) = r∗}
is finite. A stable marked nodal Riemann surface is commonly called a stable
curve.
3.8. A marked nodal Riemann surface of type (g, n) is stable if and only if the
number of special points in each component of genus zero is at least three and
the number of special points in each component of genus one is at least one.
This is an immediate consequence of the following:
(i) An automorphism of a surface of genus zero is a Mo¨bius transformation; if
it fixes three points it is the identity.
(ii) A surface of genus one is isomorphic to C/Λ where Λ = Z⊕ Zτ and τ lies
in the upper half plane.
(iii) The automorphisms of the Abelian group Λ of form z 7→ az where a ∈ C\0
form a group of order at most six.
(iv) The automorphism group of a compact Riemann surface of genus greater
than one is finite.
The proofs of these well known assertions can be found in any book on Riemann
surfaces. It follows that for each pair (g, n) of nonnegative integers there are only
finitely many labelled graphs which arise as the signature of a stable marked
nodal Riemann surface of type (g, n).
Remark 3.9. A marked nodal surface has arithmetic genus zero if and only
if each component has genus zero and the graph is a tree. The automorphism
group of a stable marked nodal Riemann surface of arithmetic genus zero is
trivial.
4 Nodal families
In this section we introduce the basic setup which will allow us to define the
charts of the Deligne–Mumford orbifold.
4.1. Let P and A be complex manifolds with dimC(P ) = dimC(A) + 1 and
π : P → A
be a holomorphic map. By the holomorphic implicit function theorem a point
p ∈ P is a regular point of π : P → A if and only if there is a holomorphic
coordinate system (t1, . . . , tn) defined in a neighborhood of π(p) ∈ A, and a
14
function z defined in a neighborhood of p in P such that (z, t1 ◦ π, . . . , tn ◦ π) is
holomorphic coordinate system. In other words, the point p is a regular point
if and only if the germ of π at p is isomorphic to the germ at 0 of the projection
Cn+1 → Cn : (z, t1, . . . , tn) 7→ (t1, . . . , tn).
Similarly, a point p ∈ P is a called a nodal point of π if and only if the germ
of π at p is isomorphic to the germ at 0 of the map
Cn+1 → Cn : (x, y, t2, . . . , tn) 7→ (xy, t2, . . . , tn),
i.e. if and only if there are holomorphic coordinates z, t2, . . . , tn on A at π(p)
and holomorphic functions x and y defined in a neighborhood of p such that
(x, y, t2 ◦ π, . . . , tn ◦ π) is a holomorphic coordinate system, x(p) = y(p) = 0,
and xy = z ◦ π. At a regular point p we have that dimC ker(dπ(p)) = 1 and
dimC coker(dπ(p)) = 0 while at a nodal point we have that dimC ker(dπ(p)) = 2
and dimC coker(dπ(p)) = 1
Definition 4.2. A nodal family is a surjective proper holomorphic map
π : P → A
between connected complex manifolds such that dimC(P ) = dimC(A) + 1 and
every critical point of π is nodal. We denote the set of critical points of π by
Cπ := {p ∈ P : dπ(p) not surjective}.
It intersects each fiber
Pa := π
−1(a)
in a finite set. For each regular value a ∈ A of π the fiber Pa is a compact
Riemann surface. When a ∈ A is a critical value of π we view the fiber Pa as a
nodal Riemann surface as follows.
By the maximum principle the composition π ◦ u of π with a holomorphic
map u : Σ → P defined on a compact Riemann surface Σ must be constant,
i.e. u(Σ) ⊂ Pa for some a. A desingularization of a fiber Pa is a holomorphic
map u : Σ→ P defined on a compact Riemann surface Σ such that
(1) u−1(Cπ) is finite,
(2) the restriction of u to Σ \ u−1(Cπ) maps this set bijectively to Pa \ Cπ .
The restriction of u to Σ\u−1(Cπ) is an isomorphism between this open Riemann
surface and Pa \ Cπ (because it is holomorphic, bijective, and proper).
Lemma 4.3. (i) Every fiber of a nodal family admits a desingularization.
(ii) If u1 : Σ1 → P and u2 : Σ2 → P are two desingularizations of the same
fiber, then the map
u−12 ◦ u1 : Σ1 \ u−11 (Cπ)→ Σ2 \ u−12 (Cπ)
extends to an isomorphism Σ1 → Σ2.
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(iii) A desingularization u of a fiber of a nodal family is an immersion and the
preimage u−1(p) of a critical point p ∈ Cπ consists of exactly two points.
Proof. Let π : P → A be a nodal family and a ∈ A. Each p ∈ Cπ∩Pa has a small
neighborhood intersecting Pa in two transverse embedded holomorphic disks
intersecting at p. Define Σ set theoretically as the disjoint union of Pa \Cπ with
two copies of Pa ∩ Cπ and use these disks as coordinates; the map u : Σ → Pa
is the identity on Pa \ Cπ and sends each pair of nodal points to the point of
Cp which gave rise to it. Assertion (ii) follows from the removable singularity
theorem for holomorphic functions and (iii) follows from (ii) and the fact that
the maps x 7→ (x, 0) and y 7→ (0, y) are immersions.
Remark 4.4. We can construct a canonical desingularization of the fiber
by replacing each point p ∈ Pa∩Cπ by a point for each connected component of
U \{p} where U is a suitable neighborhood of p in Pa and extending the smooth
and complex structures in the only way possible.
Definition 4.5. Let πA : P → A and πB : Q → B be nodal families. For
a ∈ A and b ∈ B a bijection f : Pa → Qb is called a fiber isomorphism if for
some (and hence every) desingularization u : Σ → Pa the map f ◦ u : Σ → Qb
is a desingularization. A pseudomorphism from πA to πB is a commutative
diagram
P
Φ−→ QyπA yπB
A
φ−→ B
where Φ and φ are smooth and, for each a ∈ A, the restriction of Φ to the fiber
Pa is a fiber isomorphism. A morphism is a pseudo morphism such that both
φ and Φ are holomorphic. For a ∈ A and b ∈ B the notation
(Φ, φ) : (πA, a)→ (πB , b)
indicates that the pseudo morphism (Φ, φ) satisfies φ(a) = b.
Lemma 4.6. Let π : P → A be a nodal family. Then the arithmetic genus (see
Definition 3.6) of the fiber Pa is a locally constant function of a ∈ A.
Proof. The arithmetic genus is the genus of the surface obtained by removing
a small disk about each nodal point and identifying corresponding components.
Hence it is equal to the ordinary genus of a regular fiber.
Definition 4.7. A marked nodal family is a pair (π,R∗) where π : P → A
is a nodal family and
R∗ = (R1, . . . , Rn)
is a sequence of complex submanifolds of P which are pairwise disjoint and
such that π|Ri maps Ri diffeomorphically onto A. It follows that Ri does not
intersect the set Cπ of critical points. A desingularization u : Σ→ P of a fiber
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Pa of a marked nodal family (π,R∗) determines a point marking r∗: the point
marking r∗ is given by the formula
{u(ri)} = Ri ∩ Pa
for i = 1, 2, . . . , n. By Lemma 4.3 any two desingularizations of the same fiber
give rise to isomorphic marked nodal Riemann surfaces. Thus the signature
(see Definition 3.4) of the fiber (Pa, Pa ∩R∗) is independent of the choice of the
desingularization used to define it. In the context of marked nodal families, the
term fiber isomorphism is understood to entail that the bijection f preserves the
induced point markings; similarly pseudo morphisms and morphisms of marked
nodal families preserve the corresponding point markings. We say that the
marked nodal family (π,R∗) is of type (g, n) when each fiber is of type (g, n)
(see Definition 3.7).
Definition 4.8. A fiber of a marked nodal family π : P → A is called stable iff
its desingularization is stable. A marked nodal family is called stable iff each
of its fibers is stable.
Remark 4.9. It is easy to see that stability is an open condition, i.e. every
stable fiber has a neighborhood consisting of stable fibers. However, the open
set of stable fibers can have unstable fibers in its closure. For example, consider
the nodal family (π, (R1, R2, R3)) with
P = {([x, y, z], a) ∈ CP 2 × C : xy = az2},
A = C, π([x, y, z], a) = a, R1 = {[1, 0, 0]} × A, R2 = {[0, 1, 0]} × A, and
R3 = {([1, a, 1], a) : a ∈ A}. The desingularization of the fiber over 0 consists of
two components of genus zero and the regular fibers consist of one component of
genus zero. The regular fibers all have three marked points and are thus stable;
one of the two components of the (desingularized) singular fiber has fewer than
three special points and is thus unstable.
5 Universal unfoldings
In this section we formulate the most important definitions and theorems of
this paper. The key definition is that of a universal unfolding. Once we have
established the existence of universal unfoldings, the definition of the orbifold
structure on the Deligne–Mumford moduli space (which we carry out in the next
section) becomes almost tautological. The most important theorem asserts that
an unfolding is universal if and only if it satisfies a suitable infinitesimal conditon
(which is easier to verify).
Definition 5.1. A nodal unfolding is a triple (πB , S∗, b) consisting of a
marked nodal family (πB : Q → B,S∗) and a point b ∈ B of the base B.
The fiber Qb is called the central fiber of the unfolding and the unfolding is
said to be an unfolding of the marked nodal Riemann surface induced by any
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desingularization of this central fiber. The unfolding is called universal iff for
every other nodal unfolding (πA : P → A,R∗, a) and any fiber isomorphism
f : Pa → Qb there is a unique germ of a morphism
(Φ, φ) : (πA, a)→ (πB , b)
such that Φ(Ri) ⊂ Si for all i and Φ|Pa = f . The term germ means that φ
is defined in a neighborhood of a in A and Φ is defined on the preimage of
this neighborhood under πA. The term unique means that if (Φ
′, φ′) is another
morphism with the same properties then it agrees with (Φ, φ) over a sufficiently
small neighborhood of a.
Definition 5.2. Let (π : Q → B,S∗, b) be an unfolding of a marked nodal
Riemann surface (Σ, s∗, ν, j) and u : Σ → Qb be a desingularization. Let Xu,b
denote the space
Xu,b :=
{
(uˆ, bˆ) ∈ Ω0(Σ, u∗TQ)× TbB
∣∣∣∣ dπ(u)uˆ = bˆ, uˆ(si) ∈ Tu(si)Si, andu(z1) = u(z2) =⇒ uˆ(z1) = uˆ(z2).
}
Let Yu denote the space
Yu :=
{
η ∈ Ω0,1(Σ, u∗TQ) : dπ(u)η = 0} .
For (uˆ, bˆ) ∈ Xu,b define
Du,b(uˆ, bˆ) := Duuˆ
where Du : Ω
0(Σ, u∗TQ) → Ω0,1(Σ, u∗TQ) is the linearized Cauchy–Riemann
operator. We call the unfolding (π, S∗, b) infinitesimally universal if the
operator Du,b : Xu,b → Yu is bijective for some (and hence every) desingular-
ization of the central fiber. Theorems 5.3, 5.5, and 5.6 which follow are proved
in Section 15 below.
Theorem 5.3 (Stability). Let (π, S∗, b0) be an infinitesimally universal un-
folding. Then (π, S∗, b) is infinitesimally universal for b sufficiently near b0.
Theorem 5.4 (Universal Unfolding). An unfolding (π, S∗, b) is universal if
and only if it is infinitesimally universal.
Proof. We prove ‘if’ in Section 15. For ‘only if’ we argue as follows. A com-
position of morphisms (of nodal unfoldings) is again a morphism. The only
morphism which is the identity on the central fiber of a universal unfolding is
the identity. It follows that any two universal unfoldings of the same marked
nodal Riemann surface are isomorphic. By Theorem 5.6 below there is an in-
finitesimally universal unfolding and by ‘if’ it is universal and hence isomorphic
to every other universal unfolding. Any unfolding isomorphic to an infinitesi-
mally universal unfolding is itself infinitesimally universal.
Theorem 5.5 (Uniqueness). Let (πB, S∗, b0) be an infinitesimally universal
unfolding. Then every pseudomorphism from (πA, R∗, a0) to (πB , S∗, b0) is a
morphism.
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Theorem 5.6 (Existence). A marked nodal Riemann surface admits an in-
finitesimally universal unfolding if and only if it is stable.
Proof. We prove ‘if’ in Section 15. For ‘only if’ we argue as follows. Let
(Σ, s∗, ν, j) be a marked nodal Riemann surface. Assume it is not stable. Then
either Σ has genus one and has no special points or else Σ contains a component
of genus zero with at most two special points. In either case there is an abelian
complex Lie groupA (namely A = Σ in the former case and A = C∗ in the latter)
and an effective holomorphic action A×Σ→ Σ : (a, z) 7→ aΣ(z). Let P := A×Σ
and πA be the projection on the first factor. If v : Σ → Q is any desingular-
ization of a fiber Qb of an unfolding πB : Q → B, then Φ1(a, z) := v(z) and
Φ2(a, z) := v(aΣ(z)) are distinct morphisms which extend the fiber isomorphism
(e, z) 7→ v(z). Hence πB is not universal.
6 Universal families and the Deligne–Mumford
moduli space
In this section we define the orbifold structure on the Deligne–Mumford moduli
space. The proof of compactness will be relegated to Section 17. The results
we prove in this section are easy consequences of Theorems 5.3 and 5.6.
6.1. Throughout this section g and n are nonnegative integers with n > 2− 2g.
Let B¯g,n denote the groupoid whose objects are stable marked nodal Riemann
surfaces of type (g, n) and whose morphisms are isomorphisms of marked nodal
Riemann surfaces. The Deligne–Mumford moduli space is the orbit space
M¯g,n of this groupoid: a point of M¯g,n is an equivalence class7 of objects of
B¯g,n where two objects are equivalent if and only if they are isomorphic. We will
introduce a canonical orbifold structure (see Definition 2.4) on this groupoid.
The following definition is crucial.
Definition 6.2. A universal marked nodal family of type (g, n) is a marked
nodal family (πB : Q→ B,S∗) satisfying the following conditions.
(1) (πB , S∗, b) is a universal unfolding for every b ∈ B.
(2) Every stable marked nodal Riemann surface of type (g, n) is the domain of
a desingularization of at least one fiber of πB.
(3) B is second countable (but possibly disconnected).
Proposition 6.3. For every pair (g, n) with n > 2 − 2g there is a universal
marked nodal family.
7Strictly speaking, the equivalence class is a proper class in the sense of set theory as
explained in the appendix of [11] for example. One could avoid this problem by choosing for
each stable signature (see Remark 3.5 and 3.8) a “standard marked nodal surface” with that
signature and restricting the space of objects of the groupoid B¯g,n to those having a standard
surface as substrate.
19
Proof. By Theorems 5.6, 5.4, and 5.3, each stable marked nodal Riemann sur-
face admits a universal unfolding satisfying (1) and (3). To construct a universal
unfolding that also satisfies (2) we must cover M¯g,n by countably many such
families. This is possible because M¯g,n is a union of finitely many strata, one
for each stable signature, and each stratum is a separable topological space.
Definition 6.4. Let (πB : Q→ B,S∗) be a universal marked nodal family. The
associated groupoid is the tuple (B,Γ, s, t, e, i,m), where Γ denotes the set
of all triples (a, f, b) such that a, b ∈ B and f : Qa → Qb is a fiber isomorphism,
and the structure maps s, t : Γ→ B, e : B → Γ, i : Γ→ Γ, and m : Γs×t Γ→ Γ
are defined by
s(a, f, b) := a, t(a, f, b) := b, e(a) := (a, id, a),
i(a, f, b) := (b, f−1, a), m((b, g, c), (a, f, b)) := (a, g ◦ f, c).
The associated groupoid is equipped with a functor
B → B¯g,n : b 7→ Σb
to the groupoid B¯g,n of 6.1. In other words, ιb : Σb → Qb denotes the canonical
desingularization defined in Remark 4.4. By definition the induced map
B/Γ→ M¯g,n : [b]B 7→ [Σb]B¯g,n , [b]B := {t(f) : f ∈ Γ, s(f) = b},
on orbit spaces is bijective. The next theorem asserts that the groupoid (B,Γ)
equips the moduli space M¯g,n with an orbifold structure which is independent
of the choice of the universal family. This is the orbifold structure on the
Deligne–Mumford moduli space.
Theorem 6.5. (i) Let (πB : Q → B,S∗) be universal as in Definition 6.2
and (B,Γ) be the associated groupoid of Definition 6.4. Then there is a unique
complex manifold structure on Γ such that (B,Γ) is a complex etale Lie groupoid
with structure maps s, t, e, i,m.
(ii) A morphism between universal families π0 : Q0 → B0 and π1 : Q1 → B1
induces a refinement ι : (B0,Γ0)→ (B1,Γ1) of the associated etale groupoids.
(iii) The orbifold structure on M¯g,n introduced in Definition 6.4 is independent
of the choice of the universal marked nodal family (πB , S∗) used to define it.
Proof. We prove (i). Uniqueness is immediate since part of the definition of
complex etale Lie groupoid is that s is a local holomorphic diffeomorphism. We
prove existence. It follows from the definition of universal unfolding that each
triple (a0, f0, b0) ∈ Γ determines a morphism
Q|U Φ−→ Q|Vyπ yπ
U
φ−→ V
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for suitable neighborhoods U ⊂ B of a0 and V ⊂ B of b0 such that Φ|Qa0 = f0.
Every such morphism determines a chart ιΦ : U → Γ given by
ιΦ(a) := (a,Φa, φ(a)).
(In this context a chart is a bijection between an open set in a complex manifold
and a subset of Γ.) By construction each transition map between two such charts
is the identity. This defines the manifold structure on Γ. That the structure
maps are holomorphic follows from the identities
s ◦ ιΦ = id, t ◦ ιΦ = φ, e = ιid,
i ◦ ιΦ = ιΦ−1 ◦ φ, m ◦ (ιΨ ◦ φ× ιΦ) = ιΨ◦Φ.
This proves (i).
We prove (ii). If (φ,Φ) is a morphism from π0 to π1 then the refinement
ι : (B0,Γ0)→ (B1,Γ1) of (ii) is given by
(a0, f0, b0) 7→ (φ(a0),Φb0 ◦ f0 ◦ Φ−1a0 , φ(b0)).
This proves (ii).
We prove (iii). Let π0 : Q0 → B0 and π1 : Q1 → B1 be universal families.
For each b ∈ B0 choose a neighborhood Ub ⊂ B0 of b and a morphism Φb :
Q0|Ub → Q1. Cover B0 by countably many such neighborhoods Ubi . Then the
disjoint union B of the nodal families Q0|Ubi defines another universal family
π : Q → B equiped with morphisms to both π0 and π1 (to π0 by inclusion
and to π1 by construction). Now each morphism of universal families induces a
refinement of the corresponding orbifold structures.
Theorem 6.6. Let (πB : Q → B,S∗) be a universal family. Then the etale
groupoid (B,Γ) constructed in Definition 6.4 is proper and the quotient topology
on B/Γ is compact.
Proof. See Section 17 below.
Example 6.7. Assume g = 0. Then the moduli space M¯0,n of marked nodal
Riemann surfaces of genus zero (called the Grothendieck–Knudsen com-
pactification) is a compact connected complex manifold (Knudsen’s theorem).
In our formulation this follows from the fact that the automorphism group of
each marked nodal Riemann surface of genus zero consists only of the iden-
tity. In [15, Appendix D] the complex manifold structure on M¯0,n is obtained
from an embedding into a product of 2-spheres via cross ratios. That the man-
ifold structure in [15] agrees with ours follows from the fact that the projection
π : M¯0,n+1 → M¯0,n (with the complex manifold structures of [15]) is a universal
family as in Definition 6.2.
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7 Complex structures on the sphere
In preparation for the construction of universal unfoldings (without nodes and
marked points) we review the space of complex structures on a Riemann surface
Σ in this and the following two sections. This section treats the case of genus
zero. Denote by J (S2) the space of complex structures on S2 that induce
the standard orientation and by Diff0(S
2) the group of orientation preserving
diffeomorphisms of S2.
Theorem 7.1. There is a fibration
PSL2(C) → Diff0(S2)
↓
J (S2)
where the inclusion PSL2(C) → Diff0(S2) is the action by Mo¨bius transforma-
tions and the projection Diff0(S
2)→ J (S2) sends φ to φ∗i.
The theorem asserts that the map Diff0(S
2) → J (S2) has the path lift-
ing property for smooth paths and that the lifting depends smoothly on the
path. One consequence of this, as observed in [3], is the celebrated theorem
of Smale [16] which asserts that Diff0(S
2) retracts onto SO(3). Another con-
sequence is that, up to diffeomorphism, there is a unique complex structure
on the 2-sphere. Yet another consequence is that a proper holomorphic sub-
mersion whose fibers have genus zero is holomorphically locally trivial. (See
Theorem 11.4.)
Proof of Theorem 7.1. Choose a smooth path [0, 1] → J (S2) : t 7→ jt. We will
find an isotopy t 7→ ψt of S2 such that
ψt
∗jt = j0. (2)
Suppose that the unknown isotopy ψt is generated by a smooth family of vector
fields ξt ∈ Vect(S2) via
d
dt
ψt = ξt ◦ ψt, ψ0 = id.
Then (2) is equivalent to ψ∗t (Lξtjt + jˆt) = 0 and hence to
Lξtjt + jˆt = 0, (3)
where jˆt :=
d
dtjt ∈ C∞(End(TS2)). As usual we can think of jˆt as a (0, 1)-form
on S2 with values in the complex line bundle
Et := (TS
2, jt).
The vector field ξt is a section of this line bundle. This line bundle is holomorphic
and its Cauchy-Riemann operator
∂¯jt : C
∞(Et)→ Ω0,1(Et)
22
has the form
∂¯jtη =
1
2
(∇η + jt ◦ ∇η ◦ jt)
where ∇ is the Levi-Civita connection of the Riemannian metric ω(·, jt·) on S2
and ω ∈ Ω2(S2) denotes the standard volume form. Now, for every vector field
η ∈ Vect(S2), we have
(Lξtjt)η = Lξt(jtη)− jtLξtη
= [jtη, ξt]− jt[η, ξt]
= ∇ξt(jtη)−∇jtηξt − jt∇ξtη + jt∇ηξt
= jt∇ηξt −∇jtηξt
= 2jt(∂¯jtξt)(η).
The penultimate equality uses the fact that jt is integrable and so ∇jt = 0.
Hence equation (3) can be expressed in the form
∂¯jtξt =
1
2
jtjˆt. (4)
Now the line bundle Et has Chern number c1(Et) = 2 and hence, by the
Riemann-Roch theorem, the Cauchy-Riemann operator ∂¯jt has real Fredholm
index six and is surjective for every t. Denote by
∂¯∗jt : Ω
0,1(Et)→ C∞(Et)
the formal L2-adjoint operator of ∂¯jt . By elliptic regularity, the formula
ξt :=
1
2
∂¯∗ξt
(
∂¯jt ∂¯
∗
jt
)−1 (
jtjˆt
)
defines a smooth family of vector fields on S2 and this family obviously satis-
fies (4). Hence the isotopy ψt generated by ξt satisfies (2).
Lemma 7.2. Let C→ J (S2) : s+ it 7→ js,t be holomorphic and C→ Diff(S2) :
s+ it 7→ φs,t be the unique family of diffeomorphisms satisfying
φ∗s,tjs,t = i, φs,t(0) = 0, φs,t(1) = 1, φs,t(∞) =∞.
Then the map
C× S2 → C× S2 : (s+ it, z) 7→ (s+ it, φs,t(z))
is holomorphic with respect to the standard complex structure at the source and
the complex structure
J(s, t, z) :=
(
i 0
0 js,t(z)
)
at the target.
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Proof. Define ξs,t, ηs,t ∈ Vect(S2) by
∂sφs,t = ξs,t ◦ φs,t, ∂yφs,t = ηs,t ◦ φs,t.
Differentiating the identity φ∗s,tjs,t = i gives ∂sj + Lξj = ∂tj + Lηj = 0. Since
s+ it 7→ js,t is holomorphic we have
0 = ∂sj + j∂tj = −Lξj − jLηj = −Lξ+jηj
where the last equality uses the integrability of j. Thus ξs,t + js,tηs,t is a
holomorphic vector field vanishing at three points so ξs,t + js,tηs,t = 0 for all
s, t. Hence by definition of ξ and η we have
∂sφ+ j∂tφ = 0
as required.
8 Complex structures on the torus
Continuing the preparatory discussion of the previous section we treat the case
of genus one. Denote by J (T2) the space of complex structures on the 2-torus
T2 := R2/Z2 that induce the standard orientation and by Diff0(T
2) the group
of diffeomorphisms of T2 that induce the identity on homology. Denote the
elements of the upper half plane H by λ = λ1 + iλ2 and consider the map
j : H→ J (T2), given by
j(λ) :=
1
λ2
( −λ1 −λ21 − λ22
1 λ1
)
. (5)
Thus j(λ) is the pullback of the standard complex structure under the diffeo-
morphism
fλ : T
2 → C
Z+ λZ
, fλ(x, y) := x+ λy.
A straight forward calculation shows that the map j : H → J (T2) is holomor-
phic as is the map
(λ, z + Z+ λZ) 7→ (j(λ), f−1λ (z) + Z2)
from {(λ, z + Z+ λZ) : λ ∈ H, z ∈ C} to J (T2)×T2. The next theorem shows
that the map j : H→ J (T2) is a global slice for the action of Diff0(T2).
Theorem 8.1. There is a proper fibration
T2 → Diff0(T2)×H
↓
J (T2)
where the inclusion T2 → Diff0(T2) is the action by translations and the projec-
tion Diff0(T
2)×H→ J (T2) sends (φ, λ) to φ∗jλ.
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The theorem asserts that the map Diff0(T
2) × H → J (T2) has the path
lifting property for smooth paths and that the lifting depends smoothly on the
path. One consequence of this is that Diff0(T
2) retracts onto T2. Another
consequence is that every complex structure on T2 is diffeomorphic to jλ for
some λ ∈ H.
Proof of Theorem 8.1. The uniformization theorem asserts that for every j ∈
J (T2) there is a unique volume form ωj ∈ Ω2(T2) with
∫
T2
ωj = 1 such that the
metric gj = ωj(·, j·) has constant curvature zero. (A proof can be based on the
Kazdan–Warner equation.) Hence it follows from the Cartan–Ambrose–Hicks
theorem that, for every positive real number µ, there is an orientation preserving
diffeomorphism ψj : C → R2, unique up to composition with a rotation, such
that
ψ∗j gj = µg0, ψ(0) = 0.
Here g0 denotes the standard metric on C. We can choose µ and the rotation
such that ψj(1) = (1, 0). This determines ψj (and µ) uniquely. The orientation
preserving condition shows that λj := ψj(i) ∈ H. Moreover, it follows from the
invariance of gj under the action of Z
2 that
ψj(Z+ λZ) = Z
2.
Hence ψj induces an isometry of flat tori (C/Z+ λjZ, g0)→ (T2, gj) which will
still be denoted by ψj . Let φj be the precomposition of this isometry with the
map T2 → C2/Z+λjZ : (x, y) 7→ x+λjy. Then φj ∈ Diff0(T2) and φ∗j j = j(λj).
Thus we have proved that the map
Diff00(T
2)×H→ J (T2) : (φ, λ) 7→ φ∗j(λ)
is a bijection, where Diff00(T
2) denotes the subgroup of all diffeomorphisms
φ ∈ Diff0(T2) that satisfy φ(0) = 0. That the map Diff00(T2) × H → J (T2) is
actually a diffeomorphism follows by examining the linearized operator at points
(φ, λ) with φ = id and noting that it is a bijection (between suitable Sobolev
completions). This proves the theorem.
9 Complex structures on surfaces of higher genus
Continuing the preparatory discussion of the previous two sections we treat the
case of genus bigger than one. Let Σ be a compact connected oriented 2-manifold
of genus g > 1 and J (Σ) be the Freche´t manifold of complex structures j on Σ,
i.e. j is an automorphism of TΣ such that j2 = −1l. The identity component
Diff0(Σ) of the group of orientation preserving diffeomorphisms acts on J (Σ)
by j 7→ φ∗j. The orbit space
T (Σ) := J (Σ)/Diff0(Σ)
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is called the Teichmu¨ller space of Σ. For j ∈ J (Σ) the tangent space TjJ (Σ)
is the space the space of endomorphisms jˆ ∈ Ω0(Σ,End(TΣ)) that anti-commute
with j, i.e. jjˆ + jˆj = 0. Thus
TjJ (Σ) = Ω0,1j (Σ, TΣ).
Define an almost complex structure on J (Σ) by the formula jˆ 7→ jjˆ. The next
theorem shows that T (Σ) is a complex manifold of dimension 3g − 3.
Theorem 9.1. For every j0 ∈ J (Σ) there exists a holomorphic local slice
through j0. More precisely, there is an open neighborhood B of zero in C
3g−3
and a holomorphic map ι : B → J (Σ) such that the map
B ×Diff0(Σ)→ J (Σ) : (b, φ) 7→ φ∗ι(b)
is a diffeomorphism onto a neighborhood of the orbit of j0.
Proof. We first show that each orbit of the action of Diff0(Σ) is an almost
complex submanifold of J (Σ). (The complex structure on J (Σ) is integrable
because J (Σ) is the space of sections of a bundle over Σ whose fibers are complex
manifolds. However, we shall not use this fact.) The Lie algebra of Diff0(Σ) is
the space of vector fields
Vect(Σ) = Ω0(Σ, TΣ).
Its infinitesimal action on J (Σ) is given by
Vect(Σ)→ TjJ (Σ) : ξ 7→ Lξj = 2j∂¯jξ.
Thus the tangent space of the orbit of j is the image of the Cauchy–Riemann
operator ∂¯j : Ω
0(Σ, TΣ)→ Ω0,1j (Σ, TΣ). Since j is integrable the operator ∂¯j is
complex linear and so its image is invariant under multiplication by j.
By the Riemann–Roch theorem the operator ∂¯j has complex Fredholm index
3− 3g. It is injective because its kernel is the space of holomorphic sections of
a holomorphic line bundle of negative degree. Hence its cokernel has dimension
3g − 3. Let B ⊂ Ω0,1j0 (Σ, TΣ) be an open neighborhood of zero in a complex
subspace of dimension 3g − 3 which is a complement of the image of ∂¯j0 and
assume that 1l + η is invertible for every η ∈ B. Define ι : B → J (Σ) by
ι(η) := (1l + η)−1j0(1l + η).
Then
dι(η)ηˆ =
[
ι(η), (1l + η)−1ηˆ
]
and an easy calculation shows that ι is holomorphic, i.e. dι(η)j0ηˆ = ι(η)dι(η)ηˆ
for all η and ηˆ.
Let p > 2 and denote by Diff2,p0 (Σ) and J 1,p(Σ) the appropriate Sobolev
completions. Consider the map
Diff2,p0 (Σ)×B → J 1,p(Σ) : (φ, η) 7→ φ∗ι(η).
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This is a smooth map between Banach manifolds and, by construction, its differ-
ential at (id, 0) is bijective. Hence, by the inverse function theorem, it restricts
to a diffeomorphism from an open neighborhood of (id, 0) in Diff2,p0 (Σ) × B to
an open neighborhood of j0 in J 1,p(Σ). The restriction of this diffeomorphism
to the space of smooth pairs in Diff0(Σ)×B is a diffeomorphism onto an open
neighborhood of j0 in J (Σ). To see this, note that every element of Diff2,p0 (Σ)
is a C1-diffeomorphism and that every C1-diffeomorphism of Σ that intertwines
two smooth complex structures is necessarily smooth. Shrink B so that {id}×B
is a subset of the neighborhood just constructed. The action of Diff0(Σ) on J (Σ)
is free and Lemma 9.2 below asserts that it is proper. Hence, by a standard
argument, we may shrink B further so that the local diffeomorphism
Diff0 ×B → J (Σ) : (φ, η) 7→ φ∗ι(η)
is injective; it is the required diffeomorphism onto an open neighborhood of the
orbit of j0.
Lemma 9.2. Let Σ be a surface and jk, j
′
k ∈ J (Σ) and φk ∈ Diff(Σ) be
sequences such that j′k converges to j
′ ∈ J (Σ) and jk = φ∗kj′k converges to
j ∈ J (Σ). Then φk has a subsequence which converges in Diff(Σ).
Proof. Fix an embedded closed disk D ⊂ Σ and two points z0 ∈ int(D), z1 ∈
∂D. Let D ⊂ C denote the closed unit disk. By the Riemann mapping theorem,
there is a unique diffeomorphism uk : D→ D such that
u∗kjk = i, uk(0) = z0, uk(1) = z1.
The standard bubbling and elliptic bootstrapping arguments for J-holomorphic
curves (see [15, Appendix B]) show that uk converges in the C
∞-topology. The
same arguments show that the sequence u′k := φk ◦ uk of j′k-holomorphic disks
has a subsequence which converges on every compact subset of the interior of
D. Thus we have proved that the restriction of φk to any embedded disk in Σ
has a convergent subsequence. Hence φk has a convergent subsequence. The
limit φ satisfies φ∗j′ = j and has degree one. Hence φ is a diffeomorphism.
10 The Teichmu¨ller space Tg
In this section we prove Theorems 5.3-5.6 for g > 1 in the case of surfaces
without nodes or marked points.
10.1. Let A be an open set in Cm and Σ be a surface. An almost complex struc-
ture on A× Σ with respect to which the projection A× Σ→ A is holomorphic
has the form
J =
(
i 0
α j
)
,
where j : A → J (Σ) is a smooth function with values in the space of (almost)
complex structures on Σ and α ∈ Ω1(A,Vect(Σ)) is a smooth 1-form on A with
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values in the space of vector fields on Σ such that
α(a, iaˆ) + j(a)α(a, aˆ) = 0
for all a ∈ A and aˆ ∈ TaA. This means that the 1-form α is complex anti-linear
with respect to the complex structure on the vector bundle A × Vect(Σ) → A
determined by j. From an abstract point of view it is useful to think of α as a
connection on the (trivial) principal bundle A×Diff(Σ) and of j : A→ J (Σ) as
a section of the associated fiber bundle A× J (Σ). This section is holomorphic
with respect to the Cauchy–Riemann operator associated to the connection α
if and only if
dj(a)aˆ+ j(a)dj(a)iaˆ+ j(a)Lα(a,aˆ)j(a) = 0 (6)
for all a ∈ A and aˆ ∈ TaA. (For a finite dimensional analogue see for exam-
ple [1].)
Lemma 10.2. J is integrable if and only if j and α satisfy (6).
Proof. It suffices to consider the case m = 1, so A ⊂ C with coordinate s+ it.
Then the complex structure J on A× Σ has the form
J =

 0 −1 01 0 0
−jξ −ξ j

 , (7)
where A → J (Σ) : s + it 7→ js,t and A → Vect(Σ) : s + it 7→ ξs,t are smooth
maps. The equation (6) has the form
∂sj + j∂tj + Lξj = 0. (8)
To see that this is equivalent to integrability of J evaluate the Nijenhuis tensor
NJ(X,Y ) := [JX, JY ] − J [X, JY ] − J [JX, Y ] − [X,Y ] on a pair of vectors
of the form X = (1, 0, 0), Y = (0, 0, zˆ). The condition NJ(X,Y ) = 0 for all
such vectors is equivalent to (8) and it is easy to see that NJ = 0 if and only
if NJ((1, 0, 0), (0, 0, zˆ)) = 0 for all zˆ ∈ TΣ. The latter assertion uses the facts
that NJ is bilinear, NJ(X,Y ) = −NJ(Y,X) = JNJ(JX, Y ), and every complex
structure on a 2-manifold is integrable. This proves the lemma.
Let A be a complex manifold and ι : A → J (Σ) be a holomorphic map.
Consider the fibration
πι : Pι := A× Σ→ A
with almost complex structure
Jι(a, z) :=
(
i 0
0 ι(a)(z)
)
. (9)
Here we denote by i the complex structure on A. By Lemma 10.2 the almost
complex structure Jι on Pι is integrable.
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Lemma 10.3. Let a ∈ A. Then the pair (πι, a) is an infinitesimally universal
unfolding if and only if the restriction of ι to a sufficiently small neighborhood
of a is a local slice as in Theorem 9.1.
Proof. Let u : Σ → Pa be the diffeomorphism u(z) := (a, z) and denote j :=
ι(a). Then the linearized operator Du,a (at the pair (u, a) for the equation
∂¯ju = 0 with j = ι(a)) has domain Xu,a = Ω0(Σ, TΣ) × TaA, target space
Yu = Ω0,1j (Σ, TΣ) and is given by
Du,a(uˆ, aˆ) = ∂¯j uˆ− 1
2
jdι(a)aˆ.
(See the formula in [15, page 176] with v = id.) This operator is bijective if and
only if dι(a) is injective and its image in TjJ = Ω0,1j (Σ, TΣ) is a complement
of im ∂¯j = Tj(Diff0(Σ)
∗j) (see the proof of Theorem 9.1). This proves the
lemma.
Theorem 10.4. Theorems 5.3-5.6 hold for Riemann surfaces of genus g > 1
without nodes and marked points.
Proof. Let Σ be a surface of genus g. Abbreviate
D0 := Diff0(Σ), J := J (Σ), T := T (Σ) := J (Σ)/Diff0(Σ).
Thus Tg := T is Teichmu¨ller space. Consider the principal fiber bundle
D0 → J → T .
The associated fiber bundle
πT : Q := J ×D0 Σ→ T
has fibers isomorphic to Σ.
Step 1. Q and T are complex manifolds and πT is a proper holomorphic
submersion.
By Lemma 10.2 with A = J and the map A→ J equal to the identity, the space
J × Σ is a complex manifold. Since D0 acts by holomorphic diffeomorphisms,
so is the (finite dimensional) quotient Q.
Step 2. The projection πT is an infinitesimally universal unfolding of each of
its fibers.
Choose [j0] ∈ T . Let B be an open neighborhood of 0 in C3g−3 and ι : B → J
be a local holomorphic slice such that ι(0) = j0 (see [18] or Section 9). Then
the projection Qι → B is a local coordinate chart on Q → T . Hence Step 2
follows from Lemma 10.3.
Step 3. Every pseudomorphism from (πA, a0) to (πT , [j0]) is a morphism.
29
Let (φ,Φ) be a pseudomorphism from (πA : P → A, a0) to (πT , [j0]) and ι : B →
J be as the proof of in Step 2. Define (ψ,Ψ) to be the composition of (φ,Φ) with
the obvious morphism from (πT , [j0]) to (Qι, 0). Using the maps Ψa : Pa → Σ
given by Ψ(p) =: (ψ(a),Ψa(p)) for p ∈ Pa we construct a trivialization
τ : A× Σ→ P, τ(a, z) := τa(z) := Ψ−1a (z).
Then the pullback of the complex structure on P under τ has the form
J(a, z) :=
(
i 0
α j(a)(z)
)
where j := ι ◦ ψ : A → J and α ∈ Ω0,1j (A,Vect(Σ)) Since J is integrable
it follows from Lemma 10.2 that j and α satisfy (6). Since the local slice is
holomorphic the term dj(a)aˆ+ j(a)dj(a)iaˆ is tangent to the slice while the last
summand j(a)Lα(a,aˆ)j(a) = −Lα(a,iaˆ)j(a) is tangent to the orbit of j(a) under
D0. It follows that both terms vanish for all a ∈ A and aˆ ∈ TaA. Hence α = 0
and the map j : A → J is holomorphic. Hence ψ : A→ B is holomorphic and
hence so is Ψ.
Step 4. πT is a universal unfolding of each of its fibers.
Choose an unfolding (πA : P → A, a0) and a holomorphic diffeomorphism u0 :
(Σ, j0)→ Pa0 . Then u−10 is a fiber isomorphism from Pa0 to Q[j0]. Trivialize P
by a map τ : A× Σ → P such that τa0 = u0. Define j : A→ J so that j(a) is
the pullback of the complex structure on Pa under τa. Then j(a0) = j0. Define
φ : A→ T and Φ : P → Q by
φ(a) := [j(a)], Φ(p) := [j(a), z], p =: τ(a, z)
for a ∈ A and p ∈ Pa. This is a pseudomorphism and hence, by Step 3, it is a
morphism.
To prove uniqueness, choose a local holomorphic slice ι : B → J such that
ι(0) = j0. Choose two morphisms (ψ,Ψ), (φ,Φ) : (πA, a0) → (πι, 0) such that
Φa0 = Ψa0 = u
−1
0 : Pa0 → Σ. If a is near a0 then
Ψa ◦ Φ−1a : (Σ, ι(φ(a)))→ (Σ, ι(ψ(a)))
is a diffeomorphism close to the identity and hence isotopic to the identity.
Hence by the local slice property φ(a) = ψ(a) and Ψa ◦ Φ−1a = id.
Step 5. Let j0 be a complex structure on Σ. Every infinitesimally universal
unfolding (πB : Q→ B, b0) of (Σ0, j0) is isomorphic to (πT , [j0]).
As in Step 3 we may assume that Q = B × Σ with complex structure
J(b, z) :=
(
i 0
0 ι(b)(z)
)
where ι : B → J is holomorphic and ι(b0) = j0. By Lemma 10.2 this almost
complex structure is integrable. Since (πB : Q → B, b0) is infinitesimally uni-
versal, it follows from Lemma 10.3 that the restriction of ι to a neighborhood
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of b0 is a local slice. Hence (πB , b0) is isomorphic to (πT , [j0]) by the local slice
property.
Remark 10.5. The universal unfolding πT : Q → T of Theorem 10.4 deter-
mines an etale groupoid (B,Γ) with B := T = J (Σ)/Diff0(Σ) and
Γ := {[j, φ, j′] : j, j′ ∈ J (Σ), φ ∈ Diff(Σ), j = φ∗j′} .
Here [j, φ, j′] denotes the equivalence class under the diagonal action of Diff0(Σ)
by ψ∗(j, φ, j′) := (ψ∗j, ψ−1 ◦ φ ◦ ψ, ψ∗j′). By Lemma 9.2 this etale groupoid is
proper.
11 The Teichmu¨ller space Tg,n
In this section we prove Theorems 5.3-5.6 for all stable marked Riemann sur-
faces without nodes. Let (Σ, s∗, j0) be a stable marked Riemann surface of
type (g, n) without nodes. We will construct an infinitesimally universal un-
folding (πB , S∗, b0) of (Σ, j0, s∗), prove that it is universal, and prove that every
infinitesimally universal unfolding of (Σ, s∗, j0) is isomorphic to the one we’ve
constructed.
11.1. Let n and g be nonnegative integers such that n > 2− 2g and let Σ be a
surface of genus g. Abbreviate
G := Diff0(Σ), P := J (Σ)× (Σn \∆), B := P/G,
where ∆ ⊂ Σn denotes the fat diagonal, i.e. set of all n-tuples of points in Σn
where at least two components are equal. Thus B = Tg,n is the Teichmu¨ller
space of Riemann surfaces of genus g with n distinct marked points. Consider
the principal fiber bundle
G → P → B.
The associated fiber bundle
πB : Q := P ×G Σ→ B
has fibers isomorphic to Σ and is equipped with n disjoint sections
Si := {[j, s1, . . . , sn, z] ∈ Q : z = si} , i = 1, . . . , n.
It is commonly called the universal curve of genus g with n marked points.
11.2. Let (j0, r∗) ∈ P , A be a complex manifold, a0 ∈ A, and
ι = (ι0, ι1, . . . , ιn) : A→ P
be a holomorphic map such that
ι0(a0) = j0, ιi(a0) = ri, i = 1, . . . , n. (10)
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Define the unfolding (πι : Pι → A,Rι,∗, a0) by
Pι := A× Σ, Jι(a, z) :=
( √−1 0
0 ι0(a)(z)
)
(11)
where
√−1 denotes the complex structure on A and
Rι,i := {(a, ιi(a)) : a ∈ A} , i = 1, . . . , n. (12)
Lemma 11.3. The unfolding (πι, Rι,∗, a0) is infinitesimally universal if and
only if the restriction of ι to a sufficiently small neighborhood of a0 is a (holo-
morphic) local slice for the action of G on P.
Proof. Let u0 : (Σ, j0) → A be the holomorphic embedding u0(z) := (a0, z).
Then the operator Du0,a0 has domain
X0 :=
{
(ξ, aˆ) ∈ Ω0(Σ, TΣ)× Ta0A : ξ(ri) = dιi(a0)bˆ
}
target space Y0 := Ω0,1j0 (Σ, TΣ) and is given by
Du0,a0(uˆ, aˆ) = ∂¯j0 uˆ−
1
2
j0dι0(a0)aˆ.
Now the tangent space of the group orbit G∗(j0, r∗) at (j0, r∗) is given by
T(j0,r∗)G∗(j0, r∗) =
{
(2j0∂¯j0 uˆ,−uˆ(r1), . . . ,−uˆ(rn)) : ξ ∈ Ω0(Σ, TΣ)
}
.
(See the proof of Theorem 7.1 for the formula Luˆj0 = 2j0∂¯j0 uˆ.) Hence the
operator Du0,a0 is injective if and only if im dι(a0) ∩ T(j0,r∗)G∗(j0, r∗) = 0 and
dι(a0) is injective. It is surjective if and only if im dι(a0) + T(j0,r∗)G∗(j0, r∗) =
T(j0,r∗)P . This proves the lemma.
Theorem 11.4. Theorems 5.3-5.6 hold for marked Riemann surfaces without
nodes.
Proof. Step 1. Q and B are complex manifolds, the projection πB is a proper
holomorphic submersion, and S1, . . . ,Sn are complex submanifolds of Q.
Apply Lemma 10.2 to the complex manifold A = J = J (Σ), replace the fiber
Σ by Σn \∆, and replace ι by the map J → J (Σn \∆) which assigns to each
complex structure j ∈ J (Σ) the corresponding product structure on Σn \ ∆.
Then (the proof of) Lemma 10.2 shows that P = J × (Σn \ ∆) is a complex
manifold. The group G = Diff0(Σ) acts on this space by the holomorphic
diffeomorphisms
(j, s1, . . . , sn) 7→ (f∗j, f−1(s1), . . . , f−1(sn))
for f ∈ G. The action is free and admits holomorphic local slices for all g
and n. It follows that the quotient B = P/G is a complex manifold. The
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same argument shows that the total space Q is a complex manifold and that
the projection πB : Q → B is holomorphic. That it is a proper submersion is
immediate from the definitions.
Here are more details on the holomorphic local slices for the action of G on
P . In the case g > 1 we will find a holomorphic local slice ι : B → P , defined
on B := B0 × int(D)n, which has the form
ι(b0, b1, . . . , bn) = (ι0(b0), ι1(b0, b1), . . . , ιn(b0, bn)).
Here ι0 : B0 → J is a holomorphic local slice as in Theorem 9.1. For i = 1, . . . , n,
the map (b0, bi) 7→ (b0, ιi(b0, bi)) is holomorphic with respect to the complex
structure Jι0 on Q0 := B0 × Σ defined by (11) and restricts to a holomorphic
embedding from b0 × int(D) to (Σ, j) with j = ι0(b0). That such maps ιi exist
and can be chosen with disjoint images follows from Lemma 7.2.
In the case g = 1 and n ≥ 1 with Σ = T2 := R2/Z2 an example of a
holomorphic local slice is the map ι : B = B0 ×B1 × · · · ×Bn−1 → P given by
ι(λ0, b1, . . . , bn−1) := (j(λ0), f−1λ0 (b1), . . . , f
−1
λ0
(bn−1), f−1λ0 (sn))
where B0 ⊂ H and Bi ⊂ C are open sets such that closures of the n − 1 sets
Bi+Z+λ0Z ⊂ Tλ0 := C/Z+λ0Z are pairwise disjoint, none of these sets contains
the point sn +Z+ λ0Z, the complex structure j(λ0) ∈ J (T2) is defined by (5),
and the isomorphism fλ0 : (T
2, j(λ0))→ Tλ0 is defined by fλ0(x, y) := x+ λ0y.
That any such map is a holomorphic local slice for the action of G = Diff0(T2)
follows from Theorem 8.1.
In the case g = 0 and n ≥ 3 with Σ = S2 an example of a holomorphic local
slice is the map ι : B = int(D)n−3 → P given by
ι(b1, . . . , bn−s) := (j0, ι1(b1), . . . , ιn−3(bn−3), sn−2, sn−1, sn)
sn−2, sn−1, sn are distinct points in S2, j0 ∈ J (S2) denotes the standard com-
plex structure, and the ιi : int(D) → S2 are holomorphic embeddings for
1 ≤ i ≤ n − 3 such that the closures of their images are pairwise disjoint and
do not contain the points sn−2, sn−1, sn. That any such map is a holomorphic
local slice for the action of G = Diff0(S2) follows from Theorem 7.1.
Thus we have constructed holomorphic local slices for the action of G =
Diff0(Σ) on P = J (Σ)× (Σn \∆) in all cases. Holomorphic slices for the action
of G on P ×Σ can be constructed in a similar fashion. It then follows from the
symmetry of the construction under permutations of the components in Σ that
the sections Si are complex submanifolds of Q. This proves Step 1.
Step 2. The pair (πB,S∗) is an infinitesimally universal unfolding of each of
its fibers.
Choose [j0, s∗] ∈ B. Let B be an open neighborhood of b0 = 0 in C3g−3+n and
ι = (ι0, ι1, . . . , ιn) : B → P be a local holomorphic slice satisfying (10). Then
the unfolding (πι : Qι → B,Sι,∗, b0) defined as in (11) and (12) is isomorphic to
(πB,S∗, [j0, s∗]). Hence Step 2 follows from Lemma 11.3.
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Step 3. Every pseudomorphism from (πA, R∗, a0) to (πB,S∗, [j0, s∗]) is a mor-
phism.
Let (φ,Φ) be a pseudomorphism from (πA : P → A,R∗, a0) to (πB,S∗, [j0, s∗])
and ι = (ι0, ι1, . . . , ιn) : B → P be as the proof of in Step 2. Define (ψ,Ψ) be the
composition of (φ,Φ) with the obvious morphism from (πB,S∗, [j0, s∗]) to the
unfolding (Qι, Sι,∗, b0), defined as in (11) and (12). Using the maps Ψa : Pa → Σ
given by Ψ(p) =: (ψ(a),Ψa(p)) for p ∈ Pa we construct a trivialization
τ : A× Σ→ P, τ(a, z) := τa(z) := Ψ−1a (z).
Then the pullback of the section Ri is given by
τ−1(Ri) = {(a, σi(a)) : a ∈ A} , σi := ιi ◦ ψ : A→ Σ
and the pullback of the complex structure on P under τ has the form
J(a, z) :=
( √−1 0
α j(a)(z)
)
where j := ι0 ◦ ψ : A → J and α ∈ Ω0,1j (A,Vect(Σ)). Since J is integrable it
follows from Lemma 10.2 that j and α satisfy
dj(a)aˆ+ j(a)dj(a)
√−1aˆ− Lα(a,√−1aˆ)j(a) = 0.
Since τ−1(Ri) is a complex submanifold of A× Σ, we have
dσi(a)aˆ+ j(a)dσi(a)
√−1aˆ+ α(a,√−1aˆ)(σi(a)) = 0
for i = 1, . . . , n. Since ι is a local holomorphic slice these two equations together
imply that
dj(a)aˆ+ j(a)dj(a)
√−1aˆ = 0, dσi(a)aˆ+ j(a)dσi(a)
√−1aˆ = 0,
and Lα(a,√−1aˆ)j(a) = 0 and α(a,
√−1aˆ)(σi(a)) = 0 for all aˆ ∈ TaA. Since n >
2− 2g it follows that α ≡ 0. Moreover, the map (j, σ1, . . . , σn) = ι ◦ ψ : A→ P
is holomorphic. Since ι is a holomorphic local slice, this implies that ψ, and
hence also Ψ, is holomorphic.
Step 4. The pair (πB,S∗) is a universal unfolding of each of its fibers.
Choose [j0, s∗] ∈ B and let (πA : P → A, a0) which admits an isomorphism
u0 : (Σ, j0)→ Pa0 such that u0(si) := Pa0∩Ri. Then u−10 is a fiber isomorphism
from Pa0 to Q[j0,s∗]. Trivialize P by a map τ : A× Σ → P such that τa0 = u0.
Define j : A → J and σi : A → Σ so that j(a) is the pullback of the complex
structure on Pa under τa and τ
−1(Ri) = {(a, σi(a)) : a ∈ A}. Then j(a0) = j0
and σi(a0) = si. Define φ : A→ B and Φ : P → Q by
φ(a) := [j(a), σ∗(a)], Φ(p) := [j(a), σ∗(a), z], p =: τ(a, z)
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for a ∈ A and p ∈ Pa. This is a pseudomorphism and hence, by Step 3, it is a
morphism.
To prove uniqueness, choose a local holomorphic slice ι = (ι0, ι1, . . . , ιn) :
B → P such that ι(b0) = (j0, s1, . . . , sn). Choose two morphisms
(ψ,Ψ), (φ,Φ) : (πA, R∗, a0)→ (πι, Sι,∗, b0)
such that Φa0 = Ψa0 = u
−1
0 : Pa0 → Σ. If a is near a0 then
Ψa ◦ Φ−1a : (Σ, ι0(φ(a)))→ (Σ, ι0(ψ(a)))
is a diffeomorphism isotopic to the identity that sends ιi(φ(a)) to ιi(ψ(a)) for
i = 1, . . . , n. Hence by the local slice property φ(a) = ψ(a) and Φa = Ψa.
Step 5. Let j0 be a complex structure on Σ and s1, . . . , sn be distinct marked
points on Σ. Every infinitesimally universal unfolding (πB : Q → B,S∗, b0) of
(Σ0, s∗, j0) is isomorphic to (πB,S∗, [j0, s∗]]).
As in Step 3 we may assume that Q = B × Σ with complex structure
J(b, z) :=
(
i 0
0 ι0(b)(z)
)
and Si = {(b, ιi(b) : b ∈ B} where ι = (ι0, ι1, . . . , ιn) : B → P is holomorphic
and ι(b0) = (j0, s1, . . . , sn). By Lemma 10.2 the almost complex structure J is
integrable. Since (πB : Q→ B,S∗, b0) is infinitesimally universal, the restriction
of ι to a neighborhood of b0 is a local slice by Lemma 11.3. Hence (πB , S∗, b0)
is isomorphic to (πB,S∗, [j0, s0]) by the local slice property.
Remark 11.5. The etale groupoid associated to the universal marked curve of
11.1 is proper as in Remark 10.5.
12 Nonlinear Hardy spaces
In this section we characterize infinitesimally universal unfoldings in terms of
certain “nonlinear Hardy spaces” associated to a desingularization. The idea
is to decompose a Riemann surface Σ as a union of submanifolds Ω and ∆,
intersecting in their common boundary, and to identify holomorphic maps on Σ
with pairs of holomorphic maps defined on Ω and ∆ that agree on that common
boundary.
12.1. Throughout this section we assume that
(πB : Q→ B,S∗, b0),
is a nodal unfolding of a marked nodal Riemann surface (Σ, s∗, ν, j) and that
w0 : Σ→ Qb0
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is a desingularization. Let CB ⊂ Q denote the set of critical points of πB. Let
U be a neighborhood of CB equipped with nodal coordinates. This means
U = U1 ∪ · · · ∪ Uk
where the sets Ui have pairwise disjoint closures, each Ui is a connected neighbor-
hood of one of the components of CB , and for i = 1, . . . , k there is a holomorphic
coordinate system
(ζi, τi) : B → C× Cd−1, d := dimCB
and holomorphic functions ξi, ηi : Ui → C such that
(ξi, ηi, τi ◦ πB) : Ui → C× C× Cd−1
is a holomorphic coordinate system and ξiηi = ζi ◦πB. Assume that U¯ ∩S∗ = ∅.
Let V ⊂ Q be an open set such that
Q = U ∪ V, V¯ ∩ CB = ∅,
and Ui ∩ V intersects each fiber Qb in two open annuli with |ξi| > |ηi| on one
component and |ξi| < |ηi| on the other. Introduce the abbreviations
W := U ∩ V, Wi := Ui ∩ V, Wi,1 := {|ξi| > |ηi|}, Wi,2 := {|ξi| < |ηi|},
Ub := U ∩Qb, Vb := V ∩Qb, Wb :=W ∩Qb.
12.2. We consider a decomposition
Σ = Ω ∪∆, ∂Ω = ∂∆ = Ω ∩∆,
into submanifolds with boundary such that ∆ is a disjoint union
∆ = ∆1 ∪ · · · ∪∆k
where, for each i, the set ∆i is either an embedded closed annulus or it is the
union of two disjoint embedded closed disks centered at two equivalent nodal
points and
w0(Ω) ⊂ V, w0(∆i) ⊂ Ui
for i = 1, . . . , k. It follows that every pair of equivalent nodal points appears in
some ∆i. In case ∆i is a disjoint union of two disks, say ∆i = ∆i,1∪∆i,2, choose
holomorphic diffeomorphisms xi : ∆i,1 → D and yi : ∆i,2 → D which send the
nodal point to 0. In case ∆i is an annulus choose a holomorphic diffeomorphism
xi : ∆i → A(δi, 1) and define yi : ∆i → A(δi, 1) by yi = δi/xi. In both cases
choose the names so that
w0
(
x−1i (S
1)
) ⊂Wi,1, w0(y−1i (S1)) ⊂Wi,2.
The curves ξi ◦ w0 ◦ x−1i and ηi ◦ w0 ◦ y−1i from S1 to C \ 0 both have winding
number one about the origin.
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12.3. Fix a constant s > 1/2. Since πB|W is a submersion the spaceHs(∂∆,Wb)
is, for each b ∈ B, a submanifold of the Hilbert manifold of all Hs maps from
∂∆ to W . Define an open subset
W(b) ⊂ Hs(∂∆,Wb)
by the condition that for γ ∈ Hs(∂∆,Wb) we have γ ∈ W(b) iff
γ
(
x−1i (S
1)
) ⊂Wi,1, γ(y−1i (S1)) ⊂Wi,2,
and the curves ξi ◦ γ ◦ x−1i and ηi ◦ γ ◦ y−1i from S1 to C \ 0 both have winding
number one about the origin. Introduce sets
Z(b) := {v ∈ Hols(Ω, Vb) : v|∂∆ ∈ W(b) and v(s∗ ∩ Ω) = S∗ ∩Qb},
N (b) := {u ∈ Hols(∆, Ub) : u|∂∆ ∈ W(b) and u preserves ν}.
Here Hols(X,Y ) denotes the set of continuous maps from X to Y which are
holomorphic on the interior of X and restrict to Hs-maps on the boundary, and
the phrase “u preserves ν” means that {x, y} ∈ ν =⇒ u(x) = u(y) ∈ CB .
Define the nonlinear Hardy spaces by
U(b) := {u|∂∆ : u ∈ N (b))}, V(b) := {v|∂∆ : v ∈ Z(b)}.
Define
W0 :=
⊔
b∈B
W(b), V0 :=
⊔
b∈B
V(b), U0 :=
⊔
b∈B
U(b),
so that (γ, b) ∈ W0 ⇐⇒ γ ∈ W(b), etc. The desingularization w0 : Σ → Qb0
determines a point
γ0 := w0|∂∆ ∈ U0 ∩ V0 ⊂ W0.
Lemma 12.4. For every (γ, b) ∈ U0 ∩ V0 there is a unique desingularization
w : Σ→ Qb with w|∂∆ = γ.
Proof. Uniqueness is an immediate consequence of unique continuation. To
prove existence, let (γ, b) ∈ U0 ∩ V0 be given. Then, by definition of U0 and V0,
there is a continuous map w : Σ → Qb which is holomorphic in int(Ω) and in
int(∆) with w(s∗) = S∗∩Qb and w(z0) = w(z1) for every nodal pair {z0, z1} ∈ ν.
The map w : Σ→ Q is of class Hs+1/2 and is therefore holomorphic on all of Σ.
We must prove that if z0 6= z1 we have w(z0) = w(z1) if and only if {z0, z1} ∈ ν.
Assume first that there are no nodes, i.e. Qb ∩ CB = ∅. Then ∆ is a union
of disjoint annuli and, by the winding number assumption, the restriction of w
to ∆ is an embedding into Qb and w(∆) ∪ Vb = Qb. Hence there is a point
q ∈ w(∆) \ V . Hence the degree of w at q is one and hence w : Σ → Qb is a
holomorphic diffeomorphism. Now assume Qb ∩CB 6= ∅. Then w−1(CB) = ∪ν,
by the winding number assumption, and so the restriction w : Σ\∪ν → Qb \CB
is proper. Hence the degree of this restriction is constant on each component
of Σ \ ∪ν. Now each component of Σ contains a component ∆′ of ∆ that is
diffeomorphic a disc. By the winding number assumption, the restriction of w
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to ∆′ is an embedding. Moreover, the images under w of the components of
∆\CB are disjoint and there is a point q ∈ w(∆′)\(CB∪V ). Since w(Ω) ⊂ V , the
degree of the restriction w : Σ\∪ν → Qb \CB at any such point q is one. Hence
the degree of the restriction is one at every point and hence w : Σ\∪ν → Qb\CB
is a holomorphic diffeomorphism. This proves the lemma.
Theorem 12.5. Assume s > 7/2. Then the spaces U0 and V0 are complex
Hilbert submanifolds of W0. Moreover, the unfolding (πB, S∗, b0) is infinitesi-
mally universal if and only if
Tγ0W0 = Tγ0U0 ⊕ Tγ0V0.
Proof. We prove that U0 is a complex Hilbert submanifold of W0.
Denote by Hs the Hilbert space of all power series
ζ(z) =
∑
n∈Z
ζnz
n
whose norm
‖ζ‖s :=
√∑
n∈Z
(1 + |n|)2s|ζn|2
is finite. Choose the indexing so that zi(b0) = 0 for i ≤ ℓ and zi(b0) 6= 0 for
i > ℓ. Consider the map
W0 → (Hs)2k ×B : γ 7→ (α1, β1, . . . , αk, βk, b)
where γ ∈ W(b) and αi = ξi ◦ γ ◦ x−1i and βi = ηi ◦ γ ◦ y−1i . This maps W0
diffeomorphically onto an open set in a Hilbert space. The map sends U0 ⊂
W0 to the subset of all tuples (α1, β1, . . . , αk, βk, b) such that all nonpositive
coefficients of αi and βi vanish for i ≤ ℓ and such that βi(y) = ζi(b)/αi(ζi(b)/y)
for i > ℓ. Thus the tuple (α1, β1, . . . , ξℓ, ηℓ) is restricted to a closed subspace
of (Hs)2ℓ and, for i > ℓ, the component βi can be expressed as a holomorphic
function of αi and b (provided that ζi(b) = 0 for i ≤ ℓ and 0 < |ζi(b)| < 2δi for
i > ℓ). This shows that U0 is a complex Hilbert submanifold of W0.
We will show that the restriction map
Z0 :=
⊔
b∈B
Z(b)→W0 : v 7→ v|∂Ω
is a holomorphic embedding. Since the image is precisely V0 by definition, this
will show that V0 is a complex Hilbert submanifold of W0. Denote by B the
space of all pairs (v, b), where b ∈ B and v : Ω→ Vb is an Hs+1/2 map satisfying
v(s∗) = S∗ ∩Qb.
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The space B is a complex Hilbert manifold whose tangent space at (v, b) is the
Sobolev space
Tv,bB =
{
(vˆ, bˆ) ∈ Hs+1/2(Ω, v∗TQ)× TbB : dπB(v)vˆ ≡ bˆ, vˆ(si) ∈ Tv(si)Si
}
,
i.e. vˆ is a section of class Hs+1/2 of the pullback tangent bundle v∗TQ that
projects to a constant tangent vector of B and at the marked points is tangent
to S∗. Consider the complex Hilbert space bundle E → B whose fiber
Ev,b := Hs−1/2(Ω,Λ0,1T ∗Ω⊗ v∗TQb)
over (v, b) ∈ B is the Sobolev space of (0, 1)-forms on Ω of class Hs−1/2 with
values in the vertical pullback tangent bundle v∗TQb. The Cauchy–Riemann
operator ∂¯ is a section of this bundle and its zero set is the space Z0 ⊂ B defined
above. The vertical derivative of ∂¯ at a zero (v, b) is the restriction
Dv,b : Tv,bB → Ev,b
of the Cauchy–Riemann operator of the holomorphic vector bundle v∗TQ→ Ω
to the subspace Tv,bB ⊂ Hs+1/2(Ω, v∗TQ). This operator is split surjective;
a right inverse can be constructed from an appropriate Lagrangian boundary
condition (see [15, Appendix C]). Hence Z0 is a complex submanifold of B.
We show that the restriction map is an injective holomorphic immersion.
By unique continuation at boundary points, the restriction map is injective, i.e.
two elements of Hols(Ω, Vb) that agree on the boundary agree everywhere. By
the same reasoning the derivative of the restriction map (also a restriction map)
is injective. Its image is the Hardy space of all Hs sections of the vector bundle
v∗TQ|∂Ω → ∂Ω that project to a constant tangent vector of B and extend
to holomorphic sections of v∗TQb that are tangent to Si at si. By standard
Sobolev theory this Hardy space is closed and the extended section is of class
Hs+1/2. Hence by the open mapping theorem, the linearized restriction has a
left inverse. Hence the restriction map Z0 →W0 is a holomorphic immersion.
We show that the restriction map Z0 →W0 is proper.
Suppose that vk ∈ Z(bk), that γk := vk|∂Ω, that γk converges to γ ∈ W(b), and
that γ = v|∂Ω where v ∈ Z(b). We prove in four steps that vk converges to v
in Hs+1/2(Ω, Q).
Step 1. We may assume without loss of generality that each vk is an embedding
for every k.
After shrinking V0 we obtain that γ : ∂Ω→ Qb is an embedding for every (γ, b) ∈
V0. (This makes sense because s > 3/2, so γ is continuously differentiable.) If
γ = v|∂Ω is an embedding and v ∈ Hols(Ω, Vb) then v is an embedding. This
is because #v−1(q) (the number of preimages counted with multiplicity) for
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q ∈ Qb \ v(∂Ω) can only change as q passes through the image of γ. As γ is an
embedding #v−1(q) is either zero or one. Hence v is an embedding.
Step 2. A subsequence of vk converges in the C
∞ topology on every compact
subset of int(Ω).
If the first derivatives of vk are uniformly bounded then vk|int(Ω) has a C∞
convergent subsequence (see [15, Appendix B]). Moreover, a nonconstant holo-
morphic sphere in Q bubbles off whenever the first derivatives of vk are not
bounded. But bubbling cannot occur in V . To see this argue as follows. Sup-
pose zk converges to z0 ∈ int(Ω) and the derivatives of vk at zk blow up. Then
the standard bubbling argument (see [15, Chapter 4]) applies. It shows that,
after passing to a subsequence and modifying zk (without changing the limit),
there are (i, jk)-holomorphic embeddings εk from the disk Dk ⊂ C, centered
at zero with radius k, to Q such that εk(0) = zk, the family of disks εk(Dk)
converges to z0, and vk ◦ εk converges to a nonconstant J-holomorphic sphere
v0 : S
2 = C ∪∞ → Qb. (The convergence is uniform with all derivatives on ev-
ery compact subset of C.) The image of v0 must intersect the nodal set Qb∩CB .
Hence there is a point a ∈ C = S2 \ {∞} such that v0(a) ∈ Q \ V¯ . This implies
vk(εk(a)) /∈ V for k sufficiently large, contradicting the fact that vk(Ω) ⊂ V .
Step 3. A subsequence of vk converges to v in the C
0 topology.
By Arze´la–Ascoli it suffices to show that the sequence vk is bounded in C
1. We
treat this as a Lagrangian boundary value problem. Choose M ⊂ Qb to be a
submanifold with boundary that contains the image of v in its interior. Choose
a smooth family of embeddings
ιa :M → Qa \ CB , a ∈ B,
such that ιb :M → Qb \CB is the inclusion. Then the image of ιbk contains the
image of vk for k sufficiently large. Think of M as a symplectic manifold and
define the Lagrangian submanifolds L ⊂M and Lk ⊂M by
L := γ(∂Ω), Lk := ι
−1
bk
◦ γk(∂Ω).
Since s > 7/2 the sequence ι−1bk ◦ γk : ∂Ω → M converges to γ in the C3
topology. Hence there is a sequence of diffeomorphisms φk : M →M such that
φk converges to the identity in the C
3 topology and
φk ◦ ι−1bk ◦ γk = γ, φk(Lk) = L.
Define
v˜k := φk ◦ ι−1bk ◦ vk, J˜k := (φk ◦ ι−1bk )∗Jbk ,
where Ja denotes the complex structure on Qa. Then J˜k converges to J˜ := Jb in
the C2 topology, v˜k : Ω → M is a J˜k-holomorphic curve such that v˜k(∂Ω) ⊂ L
and, moreover,
v˜k|∂Ω = γ : ∂Ω→ L (13)
40
for all k. We must prove that the first derivatives of v˜k are uniformly bounded.
Suppose by contradiction that that there is a sequence zk ∈ Ω such that
ck := |dv˜k(zk)| = ‖dv˜k‖L∞ →∞.
Now apply the standard rescaling argument: Assume w.l.o.g. that zk converges
to z0 ∈ Ω, choose a coordinate chart from a neighborhood of z0 to upper half
plane (sending zk to ζk), and compose the resulting J˜k-holomorphic curve with
the rescaling map εk(ζ) := ζk + ζ/ck. Let dk be the Euclidean distance of ζk
from the boundary of the upper half plane. There are two cases. If ck · dk →∞
then a nonconstant holomorphic sphere bubbles off and the same argument as
in Step 2 leads to a contradiction. If the sequence ck · dk is bounded then,
by [15, Theorem B.4.2], the rescaled sequence has a subsequence that converges
in the C1 topology to a holomorphic curve w˜ : {ζ ∈ C : im ζ ≥ 0} → M with
w˜(R) ⊂ L. The choice of the rescaling factor shows that the derivative of w˜
has norm one at some point and so w˜ is nonconstant. On the other hand, since
εk converges to a constant, condition (13) implies that the restriction of this
holomorphic curve to the boundary is constant; contradiction.
Step 4. A subsequence of vk converges to v in the H
s+1/2 topology.
Choose local coordinates on source and target near the image of the bound-
ary and use the fact that the Hardy space for the annulus A(r, 1) is closed in
Hs(∂A(r, 1)). (In the notation of 13.5 below this Hardy space is the diagonal
in Hsr ×Hs.)
Thus we have proved that every subsequence of vk has a further subsequence
converging to v in Hs+1/2. Hence the sequence vk itself converges to v in the
Hs+1/2 topology.
We prove that the unfolding (πB , S∗, b0) is infinitesimally universal if and
only if U0 and V0 intersect transversally at γ0 := w0|∂∆.
Recall the linear operator
Dw0,b0 : Xw0,b0 → Yw0
of Definition 5.2. We shall prove the following assertions.
(I) The operator Dw0,b0 is injective if and only if
Tγ0U0 ∩ Tγ0V0 = 0.
(II) The operator Dw0,b0 is surjective if and only if
Tγ0U0 + Tγ0V0 = Tγ0W0.
The first assertion is obvious, because the intersection of the tangent spaces
Tγ0U0 and Tγ0V0 is, by definition, precisely the set of all maps ξ|∂∆ : Γ→ γ∗0TQ,
where Γ := ∂∆ and ξ : Σ → w∗0TQ runs over all elements in the kernel of the
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operator Dw0,b0 . Since Dw0ξ = 0 it follows from unique continuation that ξ
vanishes identically if and only if its restriction to the disjoint union Γ of circles
vanishes. (The fibers are connected and so Γ intersects each component of Σ in
at least one circle.) This proves (I).
To prove (II), assume first that Dw0,b0 is onto and let (γˆ, bˆ) ∈ T(γ0,b0)W0.
Choose any two vector fields ξu along u0 := w0|∆ and ξv along v0 := w0|Ω (in
the appropriate Sobolev spaces) that project each to a constant vector bˆu :=
dπB(u0)ξu ∈ TbB, respectively bˆv := dπB(v0)ξv ∈ TbB, and satisfy
ξu|∂∆− ξv|∂∆ = γˆ : ∂∆→ γ∗0TQ, bˆu − bˆv = bˆ.
Next define η ∈ Yw0 by
η|∆ := Dw0ξu, η|Ω := Dw0ξv.
Using surjectivity of Dw0,b0 we find a vector field wˆ0 along w0 : Σ → Q such
that bˆ0 = dπB(w0)wˆ0 is a constant vector in TbB and
η = Dw0,b0(wˆ0, bˆ0).
Abbreviate
uˆ := ξu − wˆ0|∆, vˆ := ξv − wˆ0|Ω.
Then
(uˆ, bˆu − bˆ0) ∈ T(γ0,b0)U0, (vˆ, bˆv − bˆ0) ∈ T(γ0,b0)V0,
and
uˆ|∂∆− vˆ|∂∆ = γˆ, (bˆu − bˆ0)− (bˆv − bˆ0) = bˆ.
This shows that T(γ0,b0)W0 = T(γ0,b0)U0 + T(γ0,b0)V0.
Conversely, if we assume transversality then surjectivity of the operator
Dw0,b0 follows by reversing the above argment. Namely, choose vertical vec-
tor fields ξu along u0 and ξv along v0 that vanish at the marked and nodal
points such that
Dw0ξu = η|∆, Dw0ξv = η|Ω.
Now use the transversality hypothesis to modify ξu and ξv on each half so that
they agree over the common boundary. It then follows that the operator Dw0,b0
is onto. This completes the proof of Theorem 12.5.
Remark 12.6. The strategy for the proof of the universal unfolding theorem is
to assign to each unfolding (πA : P → A,R∗, a0) of the marked nodal Riemann
surface (Σ, s∗, ν, j) a family of Hilbert submanifolds Ua,Va ⊂ Wa as in 12.3
parametrized by a ∈ A. Transversality will then imply that for each a near a0
there is a unique intersection point (γa, ba) ∈ Ua ∩ Va near (γ0, b0). Then the
fiber isomorphisms fa : Pa → Qba determined by the γa as in Lemma 12.4 will
fit together to determine the required morphisms P → Q of nodal families. The
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key point is to show that the submanifolds Ua fit together to form a complex
submanifold
U :=
⊔
a∈A
Ua ⊂ W :=
⊔
a∈A
Wa
(see Theorem 14.9 below). We begin by studying a local model near a given
nodal point in the next section.
13 The local model
13.1. Consider the standard node defined as the map
N → int(D) : (x, y) 7→ xy, N := {(x, y) ∈ D2 : |xy| < 1}.
For a ∈ int(D) and b ∈ C denote
Na := {(x, y) ∈ D2 : xy = a}, Qb := {(x, y) ∈ C2 : xy = b}.
We study the set of all quadruples (a, ξ, η, b) where a, b ∈ C are close to 0 and
(ξ, η) : Na → Qb
is a holomorphic map. If a 6= 0 this means ξ(z), η(z) are holomorphic functions
on the annulus |a| ≤ |z| ≤ 1 that are close to the identity, and satisfy the
condition
xy = a =⇒ ξ(x)η(y) = b (14)
for |a| ≤ |x| ≤ 1 and |a| ≤ |y| ≤ 1. If a 6= 0, this condition implies that b 6= 0.
When a = 0, the functions ξ and η are defined on the closed unit disk and
vanish at the origin; hence b = 0.
13.2. Fix s > 1/2. Let Hs be the Sobolev space of of all power series
ζ(z) =
∑
n∈Z
ζnz
n. (15)
which have s derivatives in L2 on the unit circle, i.e. such that the norm
‖ζ‖s :=
√∑
n∈Z
(1 + |n|)2s|ζn|2
is finite. For r > 0 the rescaling map z 7→ rz maps the unit circle to the circle
of radius r. Denote by ζr the result of conjugating ζ by this map, i.e.
ζr(z) := r
−1ζ(rz).
The norm ‖ζr‖s is finite if and only if the series ζ converges to an Hs function
on the circle of radius r.
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13.3. For δ > 0 define the open set Wδ ⊂ C×Hs ×Hs × C by
Wδ := {(a, ξ, η, b) : ‖ξ − id‖s < δ, ‖η − id‖s < δ, |a| < δ}.
Define Uδ ⊂ Wδ to be the set of those quadruples (a, ξ, η, b) ∈ Wδ which sat-
isfy (14). More precisely if (a, ξ, η, b) ∈ Wδ, then for a 6= 0 we have
(a, ξ, η, b) ∈ Uδ ⇐⇒


‖ξ|a|‖s <∞, ‖η|a|‖s <∞, and
ξ(x)η(ax−1) = b for |a| ≤ |x| ≤ 1
while for a = 0 we have
(0, ξ, η, b) ∈ Uδ ⇐⇒ b = 0 and ξ(0) = η(0) = 0.
Thus Uδ is the space of (boundary values of) local holomorphic fiber isomor-
phisms in the standard model. The main result of this section is that Uδ is a
manifold:
Theorem 13.4. Let s be a positive integer. Then, for δ > 0 sufficiently small,
the set Uδ is a complex submanifold of the open set Wδ ⊂ C×Hs ×Hs × C.
The proof occupies the rest of this section. Using the Hardy space decom-
position defined in 13.5 we formulate three propositions which define a map T
whose graph lies in Uδ. We then prove six lemmas, then we prove the three
propositions, and finally we prove that the graph of T is exactly equal to Uδ.
13.5. A holomorphic function ζ(z) defined on an annulus centered at the origin
has a Laurent expansion of the form (15). We write ζ = ζ+ + ζ− where
ζ+(z) :=
∑
n>0
ζnz
n, ζ−(z) :=
∑
n≤0
ζnz
n.
For r > 0 and s > 1/2 introduce the norm
‖ζ‖r,s :=
√∑
n∈Z
(1 + |n|)2sr2n−2|ζn|2
so that ζ+ converges inside the circle of radius r if ‖ζ+‖r,s <∞ and ζ− converges
outside the circle of radius r if ‖ζ−‖r,s <∞. Let
Hsr := {ζ : ‖ζ‖r,s <∞}
and Hsr,± be the subspace of those ζ for which ζ = ζ± so we have the Hardy
space decomposition
Hsr = H
s
r,+ ⊕Hsr,−.
Then Hs = Hs1 and ‖ · ‖s = ‖ · ‖1,s. We abbreviate
Hs± := H
s
1,±.
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We view the ball of radius δ about id in the Hilbert space Hsr as a space of
Hs-maps from the circle of radius r to a neighborhood of this circle; the norm
on Hsr is defined so that conjugation by the rescaling map z 7→ rz induces an
isometry Hsr → Hs : ζ → ζr, i.e.
‖ζ‖r,s = ‖ζr‖s, ζr(z) := r−1ζ(rz). (16)
Proposition 13.6 (Existence). For every s > 1/2 there are positive constants
δ and c such that the following holds. If a ∈ C with 0 < r := √|a| ≤ 1 and
ξ+, η+ ∈ Hs+ satisfy
‖ξ+ − id‖s < δ, ‖η+ − id‖s < δ (17)
then there exists a triple (b, ξ−, η−) ∈ C×Hsr2,−×Hsr2,− such that ξ := ξ++ ξ−
and η := η+ + η− satisfy the equation
ξ(x)η(ax−1) = b (18)
for r2 ≤ |x| ≤ 1 and∣∣ba−1 − ξ1η1∣∣+ ‖ξ−‖r,s + ‖η−‖r,s ≤ 2cr(‖ξ+ − id‖s + ‖η+ − id‖s). (19)
Proposition 13.7 (Uniqueness). For every positive integer s there exist pos-
itive constants δ and ε such that the following holds. If a, b, b′ ∈ C, ξ+, η+ ∈ Hs+
and ξ−, η−, ξ′−, η
′
− ∈ Hsr,− with 0 < r :=
√|a| < 1 satisfy (17) and
‖ξ−‖r,s < ε, ‖η−‖r,s < ε, sup|x|=r
∣∣ξ′−(x)∣∣ < rε, sup
|y|=r
∣∣η′−(y)∣∣ < rε,
and if (a, ξ := ξ+ + ξ−, η := η+ + η−, b) and (a, ξ′ := ξ+ + ξ′−, η
′ := η+ + η′−, b
′)
satisfy (18) for |x| = r then (ξ−, η−, b) = (ξ′−, η′−, b′).
13.8. Fix a positive integer s. Choose positive constants δ and ε such that
Proposition 13.7 holds. Shrinking δ if necessary we may assume that Proposi-
tion 13.6 holds with the same constant δ and a suitable constant c > 0. Let
Hs+(id, δ) := {ζ ∈ Hs+ : ‖ζ − id‖s < δ}
and define
T : D×Hs+(id, δ)×Hs+(id, δ)→ C×Hs− ×Hs−
by the conditions that T (a, ξ+, η+) = (b, ξ−, η−) is the triple constructed in
Proposition 13.6 for a 6= 0 and
T (0, ξ+, η+) := (0, 0, 0).
(In defining T we used the fact that Hsr,− ⊂ Hs− for r ≤ 1.)
Proposition 13.9. The map T is continuous. It is holomorphic for |a| < 1.
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Lemma 13.10 (A priori estimates). There is a constant c > 0 such that,
for δ > 0 sufficiently small, the following holds. If (a, ξ, η, b) ∈ Uδ and a 6= 0
then∣∣ba−1 − 1∣∣ < cδ, sup
|a|≤|x|≤1
∣∣ξ(x)x−1 − 1∣∣ ≤ cδ, sup
|a|≤|y|≤1
∣∣η(y)y−1 − 1∣∣ ≤ cδ.
Proof. Rewrite ξ(x)η(ax−1) = b as
a
ξ(x)
x2
= ab
x−2
η(ax−1)
.
Using the substitution y = ax−1, dy = −ax−2 dx we get
a
∮
|x|=1
ξ(x) dx
x2
= b
∮
|x|=1
ax−2 dx
η(ax−1)
= b
∮
|y|=|a|
dy
η(y)
= b
∮
|y|=1
dy
η(y)
where all the contour integrals are counter clockwise. By the Sobolev embedding
theorem, there is a constant c such that |ζ(z)| ≤ c‖ζ‖s for ζ ∈ Hs and |z| = 1.
This gives the estimate∣∣∣∣ξ(x)x2 − 1x
∣∣∣∣ = |ξ(x) − x| ≤ c‖ξ − id‖s ≤ cδ
for |x| = 1. If ‖η − id‖s < δ ≤ 1/2c then, by the Sobolev embedding theorem
again, |η(y)− y| < 1/2 and so |η(y)| > 1/2 for |y| = 1. Hence∣∣∣∣ 1η(y) − 1y
∣∣∣∣ = |η(y)− y||η(y)| ≤ 2c‖η − id‖s ≤ 2cδ
for |y| = 1. Hence the contour integrals are within 4πcδ of 2πi and so, enlarging
c, b/a is within cδ of 1 as required.
By symmetry the third inequality follows from the second; we prove the
second. Using the Sobolev inequality we have
sup
|x|=1
∣∣∣∣ξ(x)x − 1
∣∣∣∣ ≤ cδ, sup|y|=1
∣∣∣∣η(y)y − 1
∣∣∣∣ ≤ cδ.
Now let y := ax−1 and |x| = |a|. Then |y| = 1 and
ξ(x)
x
− 1 = b
a
y − η(y)
η(y)
+
b
a
− 1.
Hence
sup
|x|=|a|
∣∣∣∣ξ(x)x − 1
∣∣∣∣ ≤
∣∣∣∣ ba
∣∣∣∣ sup|y|=1
∣∣∣∣y − η(y)η(y)
∣∣∣∣+
∣∣∣∣ ba − 1
∣∣∣∣ ≤ cδ.
By the maximum principle this implies
sup
|a|≤|x|≤1
∣∣∣∣ξ(x)x − 1
∣∣∣∣ ≤ cδ.
This proves the lemma.
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13.11. The proofs of Propositions 13.6, 13.7, and 13.9 are based on a version
of the implicit function theorem for the map
Fr : C×Hsr ×Hsr → Hs
defined by
Fr(λ, ξ, η)(z) := r−2ξ(rz)η(rz−1)− λ (20)
for |z| = 1 and r > 0. The zeros of Fr are solutions of (18) with a = r2 and
b = λa. Note that Fr(1, id, id) = 0 for every r > 0. The differential of Fr at the
point (1, id, id) will be denoted by
Dr := dFr(1, id, id) : C×Hsr ×Hsr → Hs.
Thus
Dr(λˆ, ξˆ, ηˆ)(z) = r−1z−1ξˆ(rz) + r−1zηˆ(rz−1)− λˆ.
We shall need six lemmata. They are routine consequences of well known facts
and rescaling. To ease the exposition we relegate the proofs of the first five to
the end of the section and omit the proof of the sixth entirely. (The proof of
the sixth is just the proof of the implicit function theorem keeping track of the
estimates.)
Lemma 13.12 (Sobolev Estimate). Denote by A(r, R) ⊂ C the closed an-
nulus r ≤ |z| ≤ R. For every s > 1/2 there is a constant c > 0 such that
‖ζ‖L∞(A(r,R)) ≤ c
(
r‖ζ−‖r,s +R‖ζ+‖R,s
)
for all r and R and every holomorphic function ζ(z) on the annulus r ≤ |z| ≤ R.
Proof. The constant is
c =
√√√√1 + ∞∑
n=1
n−2s.
If r ≤ |x| ≤ R, then
|ζ(z)| ≤
∞∑
n=−∞
|ζn| |z|n
≤
∑
n>0
|ζn|Rn +
∑
n≤0
|ζn| rn
=
∑
n>0
(1 + |n|)s|ζn|Rn (1 + |n|)−s +
∑
n≤0
(1 + |n|)s|ζn| rn(1 + |n|)−s
≤ c(R‖ζ+‖R,s + r‖ζ−‖r,s)
where the last step is by the Cauchy–Schwarz inequality.
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Lemma 13.13 (Product Estimate). For every positive integer s there is a
positive constant C such that, for any two functions ξ, η ∈ Hs, we have
‖ξη‖s ≤ C‖ξ‖s‖η‖s, ‖ξη‖s ≤ C
(‖ξ‖s‖η‖L∞(S1) + ‖ξ‖L∞(S1)‖η‖s) .
Proof. The second inequality implies the first by the Sobolev embedding theo-
rem, but the first is easy to prove more generally for s > 1/2 so we provide a
separate proof. The constant is
C = sup
k∈Z
√∑
n∈Z
(1 + |k|)2s
(1 + |k − n|)2s(1 + |n|)2s .
To see that this constant is finite assume k > 0 and consider the sum over the
four regions n ≤ 0, 0 ≤ n ≤ k/2, k/2 ≤ n ≤ k, and n ≥ k. By equation (16) it
is enough to prove the inequality when r = 1. Now
‖ξ‖2s =
∑
k∈Z
(1 + |k|)2s
∣∣∣∣∣
∑
n∈Z
ξk−nηn
∣∣∣∣∣
2
≤
∑
k∈Z
(1 + |k|)2s
(∑
n∈Z
|ξk−n| |ηn|
)2
≤
∑
k∈Z
(∑
n∈Z
(1 + |k|)2s
(1 + |k − n|)2s(1 + |n|)2s
)
·
·
(∑
n∈Z
(1 + |k − n|)2s|ξk−n|2 (1 + |n|)2s |ηn|2
)
≤ C2
∑
k∈Z
∑
n∈Z
(1 + |k − n|)2s|ξk−n|2(1 + |n|)2s|ηn|2
= C2 ‖ξ‖2s ‖η‖2s .
The third step follows from the Cauchy–Schwarz inequality. This proves the
first inequality of Lemma 13.13.
We prove the second inequality in the case where s is an integer. The proof is
based on the interpolation estimate of Gagliardo–Nirenberg (see Friedman [5]).
In our case it has the form
‖ζ‖Wk,p ≤ ck,s ‖ζ‖αs ‖ζ‖1−αL∞(S1) , α :=
k
s
, p :=
2s
k
(21)
for ζ ∈ Hs and 0 ≤ k ≤ s. Let p := 2s/k and q := 2s/ℓ where k + ℓ = s. Then
1/p+ 1/q = 1/2 and hence, by Ho¨lder’s inequality and (21), we have∥∥∂kξ · ∂ℓη∥∥
L2
≤ ‖ξ‖Wk,p ‖η‖W ℓ,q
≤ c ‖ξ‖k/ss ‖ξ‖1−k/sL∞ ‖η‖ℓ/ss ‖η‖1−ℓ/sL∞
= c ‖ξ‖k/ss ‖η‖k/sL∞ ‖η‖ℓ/ss ‖ξ‖ℓ/sL∞
≤ ck
s
‖ξ‖s ‖η‖L∞ +
cℓ
s
‖η‖s ‖ξ‖L∞
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where c := ck,scℓ,s. The last inequality follows from ab ≤ ap/p+bq/q for a, b ≥ 0
and p, q ≥ 1 with 1/p+1/q = 1. The desired estimate follows by summing over
all pairs (k, ℓ) with k+ ℓ = s and using the product rule for differentiation.
Lemma 13.14 (Linear Estimate). For ξˆ−, ηˆ− ∈ Hsr,− and λˆ ∈ C we have
‖ξˆ−‖2r,s + ‖ηˆ−‖2r,s + |λˆ|2 ≤ ‖Dr(λˆ, ξˆ−, ηˆ−)‖2s.
Proof. The formula
Dr(λˆ, ξˆ−, ηˆ−)(z) = r−1z−1ξˆ−(rz) + r−1zηˆ−(rz−1)− λˆ
shows that
Dr(λˆ, ξˆ−, ηˆ−) = D1(λˆ, (ξˆ−)r, (ηˆ−)r).
Hence, by (16) it suffices to prove the lemma for r = 1. Then
D1(λˆ, ξˆ−, ηˆ−)(z) =
∑
n<0
ξˆn+1z
n − λˆ+
∑
n>0
ηˆ1−nzn
so ∥∥D1(λˆ, ξˆ−, ηˆ−)∥∥2s = ∑
n<0
(1 + |n|)2s|ξˆn+1|2 + |λˆ|2 +
∑
n>0
(1 + |n|)2s|ηˆ1−n|2
=
∑
n≤0
(2 + |n|)2s|ξˆn|2 + |λˆ|2 +
∑
n≤0
(2 + |n|)2s|ηˆn|2
≥ ‖ξˆ−‖2s + |λˆ|2 + ‖ηˆ−‖2s.
This proves the lemma.
Lemma 13.15 (Approximate Solution). For every s > 1/2 there is a con-
stant c > 0 such that
‖Fr(ξ1η1, ξ+, η+)‖s ≤ cr (‖ξ+ − id‖s + ‖η+ − id‖s)
for every pair ξ+, η+ ∈ Hs+ with ‖ξ+‖s ≤ 1, ‖η+‖s ≤ 1, and every r ∈ (0, 1].
Proof. The constant is c = 4
√
3C where C is the constant of Lemma 13.13. We
first prove the inequality
‖F1(ξ1η1, ξ+, η+)‖s ≤ 2
√
3C (‖ξ+ − ξ1id‖s + ‖η+ − η1id‖s) . (22)
Since
F1(ξ1η1, ξ+, η+)(z) = ξ+(z)η+(z−1)− ξ1η1
=
∑
k 6=0
(∑
n>0
ξn+kηn
)
zk +
∑
n>1
ξnηn
49
we have
‖F1(ξ1η1, ξ+, η+)‖2s =
∑
k 6=0
(1 + |k|)2s
∣∣∣∣∣
∑
n>0
ξn+kηn
∣∣∣∣∣
2
+
∣∣∣∣∣
∑
n>1
ξnηn
∣∣∣∣∣
2
≤
∑
k>0
(1 + k)2s
(∑
n>0
|ξn+kηn|
)2
+
(∑
n>1
|ξnηn|
)2
+
∑
k>0
(1 + k)2s
(∑
n>k
|ξn−kηn|
)2
≤ 3C2
(
‖ξ+ − ξ1id‖2s ‖η+‖2s + ‖ξ+‖2s ‖η+ − η1id‖2s
)
.
The last inequality follows from Lemma 13.13; note that each sum omits either
ξ1 or η1 or both. The inequality (22) follows by taking the square root of the
last estimate and using the fact that ‖ξ+‖s ≤ 2 and ‖η+‖s ≤ 2.
The formula
Fr(ξ1η1, ξ+, η+)(z) = r−2ξ+(rz)η+(rz−1)− ξ1η1
shows that
Fr(ξ1η1, ξ+, η+) = F1(ξ1η1, (ξ+)r, (η+)r).
Note that the operation ξ 7→ ξr leaves the coefficient ξ1 unchanged. Hence,
by (22), we have
‖Fr(ξ1η1, ξ+, η+)‖s = ‖F1(ξ1η1, (ξ+)r, (η+)r)‖s
≤ 2
√
3C
(‖(ξ+)r − ξ1id‖s + ‖(η+)r − η1id‖s)
= 2
√
3C
(‖ξ+ − ξ1id‖r,s + ‖η+ − η1id‖r,s)
≤ 2√3Cr(‖ξ+ − ξ1id‖s + ‖η+ − η1id‖s)
≤ 4
√
3Cr
(‖ξ+ − id‖s + ‖η+ − id‖s).
This proves the lemma.
Lemma 13.16 (Quadratic Estimate). For every s > 1/2 there is a constant
c > 0 such that∥∥(dFr(λ, ξ, η) −Dr) (λˆ, ξˆ, ηˆ)∥∥s ≤ c(‖η − id‖r,s‖ξˆ‖r,s + ‖ξ − id‖r,s‖ηˆ‖r,s)
for all ξ, η, ξˆ, ηˆ ∈ Hsr and λ, λˆ ∈ C.
Proof. We have
dFr(λ, ξ, η)(λˆ, ξˆ, ηˆ)(z) = r−2ξˆ(rz)η(rz−1) + r−2ξ(rz)ηˆ(rz−1)− λˆ
and hence
(dFr(λ, ξ, η)−Dr) (λˆ, ξˆ, ηˆ)(z) = r−2ξˆ(rz)(η−id)(rz−1)+r−2(ξ−id)(rz)ηˆ(rz−1).
So the result follows from Lemma 13.13 with c = C.
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Lemma 13.17 (Inverse Function Theorem). Let f : U → V be a smooth
map between Banach spaces and D : U → V be a Banach space isomorphism.
Let u0 ∈ U and suppose that there is a constant ρ > 0 such that∥∥D−1∥∥ ≤ 1, ‖f(u0)‖V ≤ ρ2 (23)
and, for every u ∈ U ,
‖u− u0‖U ≤ ρ =⇒ ‖df(u)−D‖ ≤
1
2
. (24)
Then there is a unique element u ∈ U such that
‖u− u0‖U ≤ ρ, f(u) = 0.
Moreover, ‖u− u0‖U ≤ 2 ‖f(u0)‖V .
Proof. Standard.
Proof of Proposition 13.6. Throughout we fix a constant s > 1/2 and a constant
c ≥ 1 such that the assertions of Lemmata 13.12, 13.15 and 13.16 hold with these
constants s and c. Choose positive constants ε, ρ, and δ such that
3cε <
1
2
, c
√
2δ2 + ρ2 ≤ 1
2
, 2cδ ≤ ε
2
, ρ :=
√
3ε. (25)
We prove the assertion with these constants c and δ.
Assume first that a is a positive real number and denote r :=
√
a. Fix a pair
(ξ+, η+) ∈ Hs+ ×Hs+ satisfying (17). Let
U := C×Hsr,− ×Hsr,−, V := Hs
and consider the map f : U → V defined by
f(u) := Fr(λ, ξ+ + ξ−, η+ + η−), u := (λ, ξ−, η−). (26)
Let D := Dr : U → V and u0 := (ξ1η1, 0, 0). Then, by Lemma 13.14,∥∥D−1∥∥L(V,U) ≤ 1 (27)
and, by Lemma 13.15 and (25),
‖f(u0)‖V ≤ cr (‖ξ+ − id‖s + ‖η+ − id‖s) ≤ 2cδ ≤
ε
2
≤ ρ
2
. (28)
In this notation the operator df(u)−D : U → V is the restriction of the operator
dFr(λ, ξ, η) −Dr : C×Hsr ×Hsr → Hs to the subspace U , so by Lemma 13.16
we have
‖df(u)−D‖L(U,V ) ≤ c
√
‖η − id‖2r,s + ‖ξ − id‖2r,s
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for u = (λ, ξ−, η−) ∈ U and ξ := ξ+ + ξ− and η := η+ + η−. Note that
‖ζ‖r,s ≤ ‖ζ‖s for ζ ∈ Hs+ and 0 < r ≤ 1. Hence
‖df(u)−D‖L(U,V ) ≤ c
√
‖ξ+ − id‖2s + ‖η+ − id‖2s + ‖ξ−‖2r,s + ‖η−‖2r,s
for u = (λ, ξ−, η−) ∈ U . Since ‖ξ+ − id‖s ≤ δ and ‖η+ − id‖s ≤ δ we have
‖u− u0‖U ≤ ρ =⇒ ‖df(u)−D‖L(U,V ) ≤ c
√
2δ2 + ρ2 ≤ 1
2
(29)
for every u := (λ, ξ−, η−) ∈ U . Here we have used (25).
It follows from (27), (28), and (29) that the assumptions of Lemma 13.17
are satisfied. Hence there is a unique point u ∈ U such that
‖u− u0‖U ≤ ρ, f(u) = 0,
and this unique point satisfies
‖u− u0‖U ≤ 2 ‖f(u0)‖V ≤ ε. (30)
Thus, for every (ξ+, η+) ∈ Hs+ × Hs+ satisfying (17), we have found a unique
triple (λ, ξ−, η−) ∈ U such that ξ := ξ+ + ξ− and η := η+ + η− satisfy
Fr(λ, ξ, η) = 0, ‖ξ−‖r,s ≤ ε, ‖η−‖r,s ≤ ε, |λ− ξ1η1| ≤ ε.
That the quadruple (a, ξ, η, b) also satisfies the estimate (19) follows from (28)
and (30).
Next we prove that this quadruple (a, ξ, η, b) satisfies ξ(z) 6= 0 and η(z) 6= 0
for r ≤ |z| ≤ 1. To see this note that
‖(ζ/id)+‖s =
√∑
n≥2
n2s |ζn|2 ≤ ‖ζ+‖s
and
r ‖(ζ/id)−‖r,s =
√
|ζ1|2 +
∑
n≤0
(2 − n)2sr2n−2 |ζn|2 ≤ ‖ζ+‖s + 2 ‖ζ−‖r,s .
Hence
sup
r≤|x|≤1
∣∣ξ(x)x−1 − 1∣∣ ≤ c(‖(ξ/id− 1)+‖s + r ‖(ξ/id− 1)−‖r,s)
≤ 2c
(
‖ξ+ − id‖s + ‖ξ−‖r,s
)
≤ 2c(δ + ε)
≤ 1/2.
Here the first inequality follows from Lemma 13.12 and the last uses the fact
that 2cε ≤ 1/3 and 2cδ ≤ ε/2 ≤ 1/6. Thus we have proved that ξ and η do not
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vanish on the closed annulus r ≤ |z| ≤ 1. Now extend ξ and η to the annulus
r2 ≤ |z| ≤ 1 by the formulas
ξ(x) :=
b
η(ax−1)
, η(y) :=
b
ξ(ay−1)
, r2 ≤ |x|, |y| ≤ r.
The resulting functions ξ and η are continuous across the circle of of radius
r by (18). Hence they are holomorphic on the large annulus r2 < |z| < 1.
Since (18) holds on the middle circle |x| = r it holds on the annulus r2 ≤ |x| ≤ 1.
This proves the proposition for positive real numbers a.
To prove the proposition for general a we use the following “rotation trick”.
Fix a constant θ ∈ R. Given ξ, η ∈ Hs+ ⊕ Hsr,− and a, b ∈ C define ξ˜, η˜ ∈
Hs+ ⊕Hsr,− and a˜, b˜ ∈ C by
ξ˜(z) := e−iθξ(eiθz), η˜(z) := e−iθη(eiθz), a˜ := e−2iθa, b˜ := e−2iθb.
Then a, b, ξ, η satisfy (18) if and only if a˜, b˜, ξ˜, η˜ satisfy (18). Hence the result
for general a can be reduced to the special case case by choosing θ such that
a˜ := e−2iθa is a positive real number. This proves the proposition.
Proof of Proposition 13.7. The general case can be reduced to the case a > 0
by the rotation trick in the proof of Proposition 13.6. Hence we assume a = r2
and r > 0. Choose positive constants c and C such that the assertions of
Lemmata 13.12, 13.13, and 13.16 hold with these constants. Choose δ and ε
such that
2cδ ≤ 1, 8C(1 + c)ε < 1.
Let (a, ξ, η, b) and (a′, ξ′, η′, b′) satisfy the assumptions of Proposition 13.7 with
these constants δ and ε and denote
λ := b/a = b/r2, λ′ := b′/a′ = b′/r2.
Then
r−2ξ(rz)η(rz−1) = λ, r−2ξ′(rz)η′(rz−1) = λ′, |z| = 1. (31)
Denote by Lr : C×Hsr,− ×Hsr,− → Hs the linear operator given by
Lr(λˆ, ξˆ−, ηˆ−)(z) := r−2ξˆ−(rz)η+(rz−1) + r−2ξ+(rz)ηˆ−(rz−1)− λˆ.
In the notation of 13.11 the operator Lr is the restriction of the differential of
Fr at (λ, ξ+, η+) (for any λ) to the subspace C×Hsr,− ×Hsr,−. Since cδ ≤ 1/2
it follows from Lemmata 13.14 and 13.16 that the operator Lr is invertible and
the norm of the inverse is bounded by 2:
|λˆ|2 + ‖ξˆ−‖2r,s + ‖ηˆ−‖2r,s ≤ 4‖Lr(λˆ, ξˆ−, ηˆ−)‖2s. (32)
Let us denote by Qr : H
s
r,− ×Hsr,− → Hs the quadratic form
Qr(ξ−, η−)(z) := r−2ξ−(rz)η−(rz−1).
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Then, by Lemma 13.13, we have
‖Qr(ξ−, η−)‖s ≤ Cr−1
(
‖ξ−‖r,s sup|y|=r
|η−(y)|+ ‖η−‖r,s sup|x|=r
|ξ−(x)|
)
. (33)
Now let
λˆ := λ′ − λ, ξˆ− := ξ′ − ξ, ηˆ− := η′ − η.
Then the difference of the two equations in (31) can be expressed in the form
Lr(λˆ, ξˆ−, ηˆ−) = Qr(ξ−, η−)−Qr(ξ′−, η′−)
= −Qr(ξˆ−, η−)−Qr(ξ−, ηˆ−)−Qr(ξˆ−, ηˆ−).
Abbreviate
ζˆ := (λˆ, ξˆ−, ηˆ−), ‖ζˆ‖r,s :=
√
|λˆ|2 + ‖ξˆ−‖2r,s + ‖ηˆ−‖2r,s.
Then
‖ζˆ‖r,s ≤ 2‖Lrζˆ‖s
≤ 2
(
‖Qr(ξˆ−, η−)‖s + ‖Qr(ξ−, ηˆ−)‖s + ‖Qr(ξˆ−, ηˆ−)‖s
)
≤ 2C(‖ξ−‖r,s + ‖η−‖r,s)‖ζˆ‖r,s
+2Cr−1
(
sup
|x|=r
|ξˆ−(x)|+ sup
|y|=r
|ηˆ−(y)|
)
‖ζˆ‖r,s
≤ 2C(1 + c)(‖ξ−‖r,s + ‖η−‖r,s)‖ζˆ‖r,s
+2Cr−1
(
sup
|x|=r
|ξ′−(x)|+ sup
|y|=r
|η′−(y)|
)
‖ζˆ‖r,s
≤ 8C(1 + c)ε‖ζˆ‖r,s.
Here the first inequality follows from (32), the second from the triangle inequal-
ity, the third from Lemma 13.13 and (33), the fourth from Lemma 13.12, and
the last from the assumptions of the proposition. Since 8C(1+c)ε < 1 it follows
that ζˆ = 0. This proves the proposition.
Proof of Proposition 13.9. Step 1. The map T is continuous.
Continuity for a > 0 is an easy consequence of the proof of Proposition 13.6.
The map f defined in equation (26) depends continuously on the parameters
ξ+, η+, r and r =
√
a depends continuously on a. For complex nonzero a we can
choose θ in the rotation trick to depend continuously on a. To prove continuity
for a = 0 we deduce from (19) that there is a constant c > 0 such that
‖T (a, ξ+, η+)‖ :=
√
|b|2 + ‖ξ−‖2s + ‖η−‖2s ≤ c|a|.
Here we used the fact that ‖ζ‖s ≤ r‖ζ‖r,s for ζ ∈ Hsr,−.
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Step 2. Let ξ+, η+ ∈ Hs+(id, δ) and a ∈ D \ 0 and denote ξ := ξ+ + ξ− and
η := η+ + η−, where (b, ξ−, η−) := T (a, ξ+, η+). Then the linear operator
L : C×Hsr,− ×Hsr,− → Hsr
defined by
L(bˆ, ξˆ−, ηˆ−)(x) := ξˆ−(x)η(ax−1) + ξ(x)ηˆ(ax−1)− bˆ
is invertible.
In the notation of the proof of Proposition 13.6 we have that L is conjugate to
the operator df(u). Specifically,
L(λˆr2, ξˆ−, ηˆ−)r = rdf(u)(λˆ, ξˆ−, ηˆ−)
when a = r2. The operator df(u) is invertible by (27) and (29). For general a
use the rotation trick from the end of the proof of Proposition 13.6.
Step 3. The map T is continuously differentiable for 0 < |a| < 1.
We formulate a related problem. Define a partial rescaling operator
Rr : H
s → Hs+ ⊕Hsr,−, (Rrξ)(z) := ξ+(z) + rξ−(r−1z).
The operator Rr is a Hilbert space isometry for every r ∈ (0, 1]. Let
X := C× C×Hs ×Hs, Y := Hs.
There is a splitting X = X+ ⊕X− where
X+ := C×Hs+ ×Hs+, X− := C×Hs− ×Hs−.
Let U ⊂ X denote the open set {0 < |a| < 1} and define F˜ : U → Y by
F˜(a, b, ξ, η)(z) := (Rrξ)(rz) · (Rrη)(ar−1z−1)− b, r :=
√
|a|.
Define T˜ : U ∩ X+ → X− by
T˜ (a, ξ+, η+) :=
(
b, (ξ−)r, (η−)r
)
, (b, ξ−, η−) := T (a, ξ+.η+).
(Recall that ζr(z) := r
−1ζ(rz) for ζ ∈ Hsr and |z| = 1.) By construction the
graph of T˜ is contained in the zero set of F˜ . By step 2 the derivative of F˜ in the
direction X˜− is an invertible operator at every point in the graph of T˜ . Hence,
by the implicit function theorem, T˜ is continuously differentiable. Define the
map R : U → U by
R(a, b, ξ, η) := (a, b, Rrξ, Rrη), r :=
√
|a|.
This map is continuously differentiable and
graph(T ) = R ◦ graph(T˜ ).
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Here graph(T ) denotes the map (a, ξ+, η+) 7→ (a, b, ξ, η) given by (b, ξ−, η−) :=
T (a, ξ+, η+). Similarly for graph(T˜ ). Hence graph(T ) is continuously differen-
tiable for 0 < |a| < 1 and so is T .
Step 4. The map T is holomorphic for 0 < |a| < 1.
As T is differentiable we have
dT (a, ξ+, η+)(aˆ, ξˆ+, ηˆ+) = (bˆ, ξˆ−, ηˆ−)
for aˆ ∈ C and ξˆ+, ηˆ+ ∈ Hs+ where ξˆ−, ηˆ− ∈ Hsr,− and bˆ ∈ C are determined by
the equation
L(bˆ, ξˆ−, ηˆ−)(x) = −ξˆ+(x)η(ax−1)− ξ(x)ηˆ+(ax−1)− ξ(x)η′(ax−1)aˆx−1 (34)
for |x| = r :=√|a|. Here L : C×Hsr,− ×Hsr,− → Hs is the operator of Step 2.
Since L is complex linear so is dT (a, ξ+, η+).
Step 5. The map T is holomorphic for |a| < 1.
That T is holomorphic near a = 0 follows from Step 4, continuity, and the
Cauchy integral formula. More precisely, suppose X and Y are complex Hilbert
spaces and T : C × X → Y is a continuous map which is holomorphic on
(C \ 0)×X . Then
T (a, x) = 1
2π
∫ 2π
0
T (a+ eiθaˆ, x+ eiθxˆ) dθ
and
dT (a, x)(aˆ, xˆ) = 1
2π
∫ 2π
0
e−iθT (a+ eiθaˆ, x+ eiθxˆ) dθ
for a, aˆ ∈ C and x, xˆ ∈ X with a 6= 0. In the case at hand T (a, x) converges
uniformly to zero as |a| tends to zero (see the proof of Step 1). By the Cauchy
integral formula, this implies that dT (a, x) converges uniformly to zero in the
operator norm as |a| tends to zero. This proves the proposition.
Proof of Theorem 13.4. Fix a positive integer s and choose δ, c, and ε such that
Propositions 13.6 and 13.7 hold. Shrinking δ we may assume 4cδ < ε. We prove
that the graph of T intersects Wδ in Uδ. By definition
graph(T ) ∩Wδ ⊂ Uδ.
To prove the converse choose (a, ξ, η, b) ∈ Uδ. If a = 0 then ξ− = η− = 0 and
b = 0 so (a, ξ, η, b) belongs to the graph of T . Hence assume a 6= 0 and let
r :=
√|a|. Then ‖ξ+ − id‖s < δ and ‖η+ − id‖s < δ. So, by Proposition 13.6,
there is an element (a, ξ′, η′, b′) ∈ Wδ ∩ graph(T ) satisfying ξ′+ = ξ+, η′+ = η+,
and ∥∥ξ′−∥∥r,s ≤ 4crδ < ε, ∥∥η′−∥∥r,s ≤ 4crδ < ε.
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We claim that ξ = ξ′, η = η′, and b = b′. By Proposition 13.7 it suffices to show
that
sup
|x|=r
|ξ−(x)| < rε, sup
|y|=r
|η−(y)| < rε.
By symmetry we need only prove the first inequality. By the triangle inequality
sup
|x|=r
|ξ−(x)| ≤ sup
|x|=r
|ξ(x)− x|+ sup
|x|=r
|ξ+(x) − x| . (35)
By Lemma 13.10 we estimate the first term on the right by
sup
|x|=r
|ξ(x) − x| ≤ crδ. (36)
For the second term we have by Lemma 13.12
sup
|x|=r
|ξ+(x) − x| = r sup
|z|=1
|(ξ+ − id)r(z)| ≤ rc ‖(ξ+ − id)r‖s = cr ‖ξ+ − id‖r,s
But the series for ξ+ − id has only positive powers and r ≤ 1 so
‖ξ+ − id‖r,s ≤ ‖ξ+ − id‖s ≤ ‖ξ − id‖s ≤ δ.
Combining the last two lines gives
sup
|x|=r
|ξ+(x)− x| ≤ crδ. (37)
Now use (35), (36), and (37) and shrink δ so 2cδ < ε.
We close this section with two lemmas that will be useful in the sequel.
Lemma 13.18. Fix s > 1/2 and choose δ > 0 as in Theorem 13.4. Let A ⊂
int(D)× Cm be an open set and
A→ Uδ : (a, t) 7→ (a, ξa,t, ηa,t, ba,t)
be a holomorphic map. Then the map
Φ : {(x, y, t) ∈ C2+m : x, y ∈ int(D), (xy, t) ∈ A} → C× C
given by
Φ(x, y, t) := Φt(x, y) := (ξxy,t(x), ηxy,t(y))
is holomorphic.
Proof. The evaluation map
Hs ∩Hsr2 ×
{
z ∈ C : r2 < |z| < 1}→ C : (ζ, z) 7→ ζ(z)
is holomorphic. It follows that the map (x, y, t) 7→ Φt(x, y) is holomorphic in the
domain xy 6= 0. We prove that Φ is continuous. Suppose xi → x 6= 0, yi → 0,
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and ti → t. Then ξxiyi,ti converges to ξ0,t, uniformly in a neighbourhood of x,
and hence ξxiyi,ti(xi) converges to ξ0,t(x). Moreover, if c and δ are the constants
of Lemma 13.10, then
|ηxiyi,ti(yi)| ≤ (cδ + 1)|yi|
and so ηxiyi,ti(yi) converges to η0,t(0) = 0. Hence Φti(xi, yi) converges to
Φt(x, 0) = (ξ0,t(x), 0). Hence Φ is continuous at every point (x, 0, t) with x 6= 0.
By symmetry, Φ is continuous at every point (0, y, t) with y 6= 0. That Φ is
continuous at very point (0, 0, t) follows again from Lemma 13.10. Since Φ is
continuous and is holomorphic in xy 6= 0, it follows from the Cauchy integral
formula that Φ is holmorphic.
Lemma 13.19. Let ξ0, η0 : int(D)→ C be two holomorphic functions satisfying
ξ0(0) = η0(0) = 0 and ξ
′
0(0) 6= 0, η′0(0) 6= 0. Then there are neighborhoods U1
and U2 of (0, 0) in C
2 and B1 and B2 of 0 in C and holomorphic diffeomorphisms
Φ := (ξ, η) : U1 → U2 and ζ : B1 → B2 such that
ξ(x, 0) = ξ0(x), η(0, y) = η0(y), ξ(x, y)η(x, y) = ζ(xy)
for x, y near 0.
Proof. Replacing ξ0 and η0 by ξ
′
0(0)
−1ξ0 and η′0(0)
−1η0 we may assume w.l.o.g.
that ξ′0(0) = η
′
0(0) = 1. Replacing ξ0(x) and η0(y) by ε
−1ξ0(εx) and ε−1η0(εy)
we may assume w.l.o.g. that the power series for ξ0 and η0 lie in H
s
+(id, δ) with
δ > 0 as in 13.8. For z ∈ D define αz, βz ∈ Hs− by (ζ(z), αz , βz) := T (z, ξ0, η0)
and then define ξ(x, y) := ξ0(x) + αxy(x) and η(x, y) := η0(y) + βxy(y). Then
Φ is holomorphic by Lemma 13.18. A direct calculation shows that dΦ(0, 0) is
the identity so Φ is a local diffeomorphism. The desired identities follow from
the definition of T . To prove that ζ′(0) = 1 differentiate the identity ξη = ζ
twice.
14 Hardy decompositions
In this section we redo Section 12 in parametrized form. Here is where we use
the local model of Section 13.
14.1. Throughout this section (πA : P → A,R∗, a0) and (πB : Q → B,S∗, b0)
are nodal unfoldings,
f0 : Pa0 → Qb0
is a fiber isomorphism, and p1, p2, . . . , pk are the nodal points of the central fiber
Pa0 , so qi := f0(pi) (for i = 1, . . . , k) are the nodal points of the central fiber
Qb0 . Let m := dimC(A) and d := dimC(B). Let CA ⊂ P and CB ⊂ Q denote
the critical points of πA and πB respectively.
Definition 14.2. AHardy decomposition for (πA, R∗, a0) is a decomposition
P =M ∪N, ∂M = ∂N =M ∩N,
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into manifolds with boundary such that
N = N1 ∪ · · · ∪Nk,
each Ni is a neighborhood of pi, the closures of the Ni are pairwise disjoint, N is
disjoint from the elements of R∗, and N is the domain of a nodal coordinate
system. This consists of three sequences of holomorphic maps
(xi, yi) : Ni → D2, zi : A→ C, ti : A→ Cm−1,
such that each map
A→ D× Cm−1 : a 7→ (zi(a), ti(a))
is a holomorphic coordinate system, each map
Ni → D2 × Cm−1 : p 7→
(
xi(p), yi(p), ti(πA(p))
)
is a holomorphic coordinate system and
xi(pi) = yi(pi) = 0, zi ◦ πA = xiyi.
(Note that here Ni has a boundary whereas its analog Ui in 12.1 was open.)
Restricting to a fiber gives a decomposition
Pa =Ma ∪Na, Ma :=M ∩ Pa, Na := N ∩ Pa
where Ma is a Riemann surface with boundary and each component of Na is
either a closed annulus or a pair of transverse closed disks. The nodal coordinate
system determines a trivialization
ι : A× Γ→ ∂N, Γ :=
k⋃
i=1
{(i, 1), (i, 2)} × S1, (38)
where ι−1 is the disjoint union of the maps
π × xi : ∂1Ni → A× S1, ∂1Ni := {|xi| = 1},
π × yi : ∂2Ni → A× S1, ∂2Ni := {|yi| = 1}.
The indexing is so that ι((i, 1) × S1) = xi(∂1Ni) and ι((i, 2)× S1) = yi(∂2Ni).
For a ∈ A define ιa : Γ→ ∂N by ιa(λ) := ι(a, λ).
Lemma 14.3. After shrinking A and B if necessary, there is a Hardy decom-
position P = M ∪N as in 14.2 and there are open subsets U = U1 ∪ · · · ∪ Uk,
V , W of Q and functions ξi, ηi, ζi, τi as described in 12.1 such that
f0(Ma0) ⊂ Vb0 , f0(Na0) ⊂ Ub0 .
and
ξi ◦ f0 ◦ x−1i (x, 0, 0) = x, ηi ◦ f0 ◦ y−1i (0, y, 0) = y
for x, y ∈ D.
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Proof. Choose any Hardy decomposition P =M ∪N as in 14.2 as well as open
subsets U = U1 ∪ · · · ∪ Uk, V , W of Q and functions ξi, ηi, ζi, τi as described
in 12.1. Read ξi◦f0◦x−1i (x) for ξ0(x) and ηi◦f0◦y−1i (y) for η0(y) in Lemma 13.19,
let Φ and ζ be as in the conclusion of that Lemma, and replace (ξi, ηi) by
Φ−1 ◦ (ξi, ηi) and ζi by ζ−1 ◦ ζi. This requires shrinking Ui (and B). Then
shrink N so that f0(Na0) ⊂ Ub0 and enlarge V so that f0(Ma0) ⊂ Vb0 .
14.4. We use a Hardy decomposition to mimic the construction of 12.3 with a ∈
A as a parameter. Choose a Hardy decomposition P =M ∪N for (πA, R∗, a0),
open subsets U = U1∪· · ·∪Uk, V ,W of Q, and functions ξi, ηi, ζi, τi as described
in 12.1, such that the conditions of Lemma 14.3 are satisfied. Fix a constant
s > 1/2 and define an open subset
W(a, b) ⊂ Hs(∂Na,Wb)
by the condition that for γ ∈ Hs(∂Na,Wb) we have γ ∈ W(a, b) iff
γ
(
x−1i (S
1)
) ⊂Wi,1, γ(y−1i (S1)) ⊂Wi,2,
(see 12.1 for the notationWi,1 andWi,2) and the curves ξi◦γ◦x−1i and ηi◦γ◦y−1i
from S1 to C \ 0 both have winding number one about the origin. For a ∈ A
and b ∈ B let
V(a, b) := {γ = v|∂Na ∈ W(a, b) : v ∈ Hols(Ma, Vb), v(R∗ ∩ Pa) = S∗ ∩Qb},
U(a, b) := {γ = u|∂Na ∈ W(a, b) : u ∈ Hols(Na, Ub), u(CA ∩ Pa) = CB ∩Qb}.
Here Hols(X,Y ) denotes the set of continuous maps from X to Y which are
holomorphic on the interior of X and restrict to Hs-maps on the boundary;
holomorphicity at a nodal point is defined as in 13.1. Define
Wa :=
⊔
b∈B
W(a, b), Va :=
⊔
b∈B
V(a, b), Ua :=
⊔
b∈B
U(a, b),
W :=
⊔
a∈A
Wa, V :=
⊔
a∈A
Va, U :=
⊔
a∈A
Ua.
Our notation means that the three formulas (a, γ, b) ∈ W , (γ, b) ∈ Wa, and
γ ∈ W(a, b) have the same meaning.
We will use the implicit function theorem on a manifold of maps. The main
difficulty in defining a suitable manifold of maps is that the nodal family πA
is not locally trivial as the homotopy type of the fiber changes. To circumvent
this difficulty we need the following
Definition 14.5. A Hardy trivialization for (πA : P → A,R∗, a0) is a triple
(M ∪N, ι, ρ) where P = M ∪N is a Hardy decomposition with corresponding
trivialization ι : A× Γ→ ∂N as in 14.2 and
ρ :M → Ω :=Ma0
60
is a trivialization such that ι−1 agrees with πA × ∂ρ, or equivalently
ρa ◦ ιa = ιa0
for a ∈ A. The trivialization is a smooth map ρ : M → Ω such that ρa :=
ρ|Ma : Ma → Ω is a diffeomorphism satisfying
ρ(R∗) = R∗ ∩ Ω =: r∗
for every a ∈ A. The map ρ determines a trivialization
∂ρ := ρ|∂M : ∂M → ∂Ω
of the bundle π|∂M : ∂M → A. Note that ιa0 : Γ→ ∂Ω identifies the boundary
of Ω with a disjoint union of circles.
14.6. Fix a Hardy trivialization (P = M ∪ N, ι, ρ); we use it construct an
auxiliary Hilbert manifold structure on W . The domains of the maps in this
space vary with a so we replace them with a constant domain by using an
appropriate trivialization. Define an open set
W0 ⊂ {(a, γ, b) ∈ A×Hs(Γ,W )×B : πB ◦ γ = b}
by the condition that the map
W0 →W : (a, γ, b) 7→ (a, γ ◦ ρa|∂Na, b)
is a bijection. In particular γ((i, 1) × S1) ⊂ Wi,1 and γ((i, 2) × S1) ⊂ Wi,2
for (a, γ, b) ∈ W0. (By a standard construction Hs(Γ,W ) is a complex Hilbert
manifold and the subset {(a, γ, b) : πB ◦γ = b} is a complex Hilbert submanifold
of A×Hs(Γ,W )×B. This is because the map Hs(Γ,W )→ Hs(Γ, B) induced
by πB is a holomorphic submersion. Note that W0 is a connected component
of {(a, γ, b) : πB ◦ γ = b} and hence inherits its Hilbert manifold structure.) We
emphasize that the resulting Hilbert manifold structure on W depends on the
choice of the Hardy trivialization. Two different Hardy trivializations give rise
to a homeomorphism which is of class Ck on the dense subset W ∩Hs+k.
14.7. The fiber isomorphism f0 : Pa0 → Qb0 determines a point
(a0, γ0 := f0|∂Na0 , b0) ∈ W ;
this point lies in U ∩ V as
γ0 = u0|∂Na0 = v0|∂Ma0 , where u0 := f0|Na0 , v0 := f0|Ma0 .
In the sequel we will denote neighborhoods of a0 in A and (a0, γ0, b0) in U , V ,
or W by the same letters A, respectively U , V , or W , and signal this with the
text “shrinking A, U , V , or W , if necessary”.
Lemma 14.8. For every (a, γ, b) ∈ U ∩ V there is a unique fiber isomorphism
f : Pa → Qb with f |∂Na = γ.
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Proof. This follows immediately from Lemma 12.4.
Theorem 14.9. Assume s > 7/2. After shrinking A, U , V, W, if necessary,
the following holds.
(i) For each a ∈ A, Ua and Va are complex submanifolds of Wa.
(ii) U is a complex submanifold of W and V is a smooth submanifold of W.
(iii) The projections W → A and U → A are holomorphic submersions and the
projection V → A is a smooth submersion.
(iv) The unfolding (πB , S∗, b0) is infinitesimally universal if and only if
Tw0Wa0 = Tw0Ua0 ⊕ Tw0Va0 , w0 = (a0, γ0, b0).
Proof. In 12.1 it was not assumed that k was precisely the number of nodal pairs
so the arguments of Section 12 will apply when the central fiber Qb0 is replaced
by a nearby fiber Qb with possibly fewer nodal points. Hence (i) and (iv) follow
from Theorem 12.5.
We prove that U is a complex Hilbert submanifold of W.
The image of the nodal coordinate system (xi, yi, ti) on Ni in C × C × Cm−1
has the form
{(x, y, t) ∈ D2 × Cm−1 : (xy, t) ∈ Ai, |x| < 1, |y| < 1}.
where Ai ⊂ C × Cm−1 is contained in the open set {|zi| < 1} × Cm−1. The
image of the nodal coordinate systems (ξi, ηi, τi) on Ui in C×C×Cd−1 has the
form {
(ξi, ηi, τi) ∈ C× C× Cd−1 : |ξi| < 2, |ηi| < 2, (ξiηi, τi) ∈ Bi
}
,
where Bi ⊂ C × Cd−1 is contained in the open set {|ζi| < 4} × Cd−1. By
assumption (see 14.4), the fiber isomorphism f0 : P0 → Q0 between the fibers
over the origin is the identity in these coordinates.
Consider the map
W → A× (Hs)2k ×B : (a, γ, b) 7→ (a, α1, β1, . . . , αk, βk, b)
where γ ∈ W(a, b) and αi = ξi ◦ γ ◦ x−1i and βi = ηi ◦ γ ◦ y−1i . This map is
a diffeomorphism from W , with the manifold structure of 14.6, onto an open
subset of the Hilbert manifold A× (Hs)2k×B. The image of the subset U ⊂ W
under this diffomorphism consists of all tuples (a, α1, β1, . . . , αk, βk, b) in the
image of W such that
xy = zi(a) =⇒ αi(x)βi(y) = ζi(b) for i = 1, . . . , k.
That this subset is a complex submanifold of A × (Hs)2k × B follows from
Theorem 13.4
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We prove that V is a smooth Hilbert submanifold of W.
Define
B :=
{
(a, v, b)
∣∣∣∣ a ∈ A, b ∈ B, v ∈ Hs+1/2(Ma, Vb),v(R∗ ∩ Pa) = S∗ ∩Qb, v|∂Na ∈ W(a, b)
}
and
Z := {(a, v, b) ∈ B : v ∈ Hols(Ma, Vb)}. (39)
We construct an auxiliary Hilbert manifold structure on B and show that Z is
a smooth submanifold of B. In analogy with 14.4 denote
B0 :=
{
(a, v, b) :
∣∣∣∣ a ∈ A, b ∈ B, v ∈ Hs+1/2(Ω, Vb),v(r∗) = S∗ ∩Qb, v ◦ ρa|∂Na ∈ W(a, b)
}
,
where Ω := Ma0 and r∗ := R∗ ∩ Ω = ρ(R∗) as in Definition 14.5. This space
is a Hilbert manifold and the Hardy trivialization (P = N ∪M, ι, ρ) induces a
bijection
B0 → B : (a, v, b) 7→ (a, v ◦ ρa, b).
This defines the Hilbert manifold structure on B. Note the commutative diagram
B0 −→ By y
W0 −→ W
.
Here we identify ∂Ω with Γ via the diffeomorphism ιa0 (see Definition 14.2).
The bijection B0 → B identifies the subset Z ⊂ B with the subset Z0 ⊂ B0
given by
Z0 :=
{
(a, v, b) ∈ B0, v ∈ Hols((Ω, ja), Qb)
}
,
where ja := (ρa)∗J |Ma, ρa : Ma → Ω is the Hardy trivialization, and J is the
complex structure on P . (Note that the map a 7→ ja need not be holomorphic.)
We prove that Z0 is a smooth Hilbert submanifold of B0.
The tangent space of B0 at a triple (a, v, b) is
Ta,v,bB0 = TaA×
{
(vˆ, bˆ) ∈ Hs+1/2(Ω, v∗TQ)× TbB :
dπB(v)vˆ ≡ bˆ, vˆ(ri) ∈ Tv(si)Si
}
.
Let E → B0 be the complex Hilbert space bundle whose fiber
Ea,v,b := Hs−1/2(Ω,Λ0,1ja T ∗Ω⊗ v∗TQb)
over (a, v, b) ∈ B0 is the Sobolev space of (0, 1)-forms on (Ω, ja) of class Hs−1/2
with values in the pullback tangent bundle v∗TQb. As before the Cauchy–
Riemann operator defines a smooth section ∂¯ : B0 → E given by
∂¯(a, v, b) := ∂¯ja,J(v) =
1
2
(dv + J ◦ dv ◦ ja) . (40)
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Here J denotes the complex structure on Q. The zero set of this section is the set
Z0 defined above. It follows as in the proof of Theorem 12.5 that the linearized
operator Da,v,b : Ta,v,bB0 → Ea,v,b is surjective and has a right inverse. Hence
the zero set Z0 is a smooth Hilbert submanifold of B0.
Again as in the proof of Theorem 12.5 restriction to the boundary gives rise
to a smooth embedding
Z →W : (a, v, b) 7→ (a, γ, b), γ := v ◦ ρ−1a |∂Ma,
whose image is V . The only difference in the proof that the restriction map
Z → W is proper is that now we have a C∞ convergent sequence of complex
structures on Ω. The proof is otherwise word for word the same. (Note that [15,
Theorem B.4.2] allows for a sequence of complex structures on the domain.)
Hence V is a smooth Hilbert submanifold of W .
We prove (iii).
That the projections W → A and U → A are holomorphic and the projection
V → A is smooth is obvious from the construction. We prove that these three
maps are submersions. For the map U → A, and hence for W → A, this follows
immediately from Proposition 13.9. For V this follows from the fact that the
linearized operator of the section (40) is already surjective when differentiating
in the direction of a vector field vˆ along v. This proves (iii).
15 Proofs of the main theorems
Definition 15.1. The set C of critical points of a nodal family π : Q → B is
a submanifold of Q and the restriction of π to this set is an immersion. The
family is said to be regular nodal at b ∈ B if all self-intersections of π(C) in
π−1(b) are transverse, i.e.
dimC (im dπ(q1) ∩ · · · ∩ im dπ(qm)) = dimC(B)−m
whenever q1, . . . , qm ∈ C are pairwise distinct and π(q1) = · · · = π(qm) = b; the
nodal family is called regular nodal if it is regular nodal at each b ∈ B.
Lemma 15.2. Let u be a desingularization of the fiber Qb, g be the arithmetic
genus of the fiber, and n be the number of marked points. Then the following
hold:
(i) We have Du,b(uˆ, bˆ) ∈ Yu for (uˆ, bˆ) ∈ Xu,b.
(ii) The operator Du,b : Xu,b → Yu is Fredholm.
(iii) The Fredholm index satisfies
indexC(Du,b) ≥ 3− 3g − n+ dimC(B)
with equality if and only if π is regular nodal at b.
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Proof. We prove (i). Choose (uˆ, bˆ) ∈ Xu,b and let
∂¯ : Ω0(Σ, TbB)→ Ω0,1(Σ, TbB)
denote usual Cauchy–Riemann operator. Then dπB(u)Duuˆ = ∂¯dπB(u)uˆ = 0
since dπB(u)uˆ is a constant vector. Hence Duuˆ ∈ Yu. Item (ii) is immediate as
Du is Fredholm as a map from vertical vector fields to vertical (0, 1)-forms and
Du,b is obtained from Du by a finite dimensional modification of the domain.
(A vertical vector field is an element uˆ ∈ Ω0(Σ, u∗TQ) such that dπ(u)uˆ = 0; a
vertical (0, 1)-form is an element η ∈ Ω0,1(Σ, u∗TQ) such that dπ(u)η = 0, i.e.
an element of Yu.)
We prove (iii). The arithmetic genus g of the fiber is given by
g = #edges−#vertices + 1 +
∑
i
gi (41)
where #vertices =
∑
i 1 is the number of components of Σ, #edges is the number
of pairs of nodal points, and gi is the genus of the ith component. Now consider
the subspace
Xu := {(uˆ, bˆ) ∈ Xu,b : bˆ = 0}
of all vertical vector fields along u satisfying the nodal and marked point condi-
tions. If (uˆ, bˆ) ∈ Xu,b, then the vector bˆ belongs to the image of dπ(q) for every
q ∈ Qb. Hence the codimension of Xu in Xu,b is
codimXu,b(Xu) = dim

 ⋂
q∈Qb
im dπ(q)

 ≥ dimC(B)−#edges
with equality if and only if πB is regular nodal at b. By Riemann-Roch the
restricted operator has Fredholm index
indexC(Du : Xu → Yu) =
∑
i
(3− 3gi)− 2#edges− n.
Here the summand −2#edges arises from the nodal point conditions in the
definition of Xu. To obtain the Fredholm index of Du,b we must add the codi-
mension of Xu in Xu,b to the last identity. Hence
indexC(Du,b) ≥
∑
i
(3 − 3gi)− 3#edges− n+ dimC(B)
= 3− 3g − n+ dimC(B).
The last identity follows from equation (41). Again, equality holds if and only
if πB is regular nodal at b.
Proof of Theorem 5.3. The proof is an easy application of the openness of trans-
versality. Take P = Q, A = B, πA = πB , and f0 = id, so γ0 is the inclusion
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of ∂Nb0 in Qb0 . Assume the unfolding (πB : Q → B,S∗, b0) is infinitesimally
universal. Choose b ∈ B near b0, fix a constant s > 7/2, and let Ub and Vb
be the manifolds in 14.4 with P = Q and a = b. To show that (πB , S∗, b) is
infinitesimally universal we must show that Ub and Vb intersect transversally at
γ where γ is the inclusion of ∂Nb in Qb. Since b is near b0, so also is γ near γ0.
Consider the three subspaces TγWb, TγUb, TγVb, of TγW . We have that TγUb =
TγWb ∩ TγU and the intersection is transverse as the projection U → B is a
submersion. Similarly, TγVb = TγWb∩TγV . Hence the subspaces TγUb and TγVb
depend contiuously on (b, γ). By part (iv) of Theorem 14.9 the submanifolds
Ub0 and Vb0 intersect transversally at γ0, i.e. Tγ0Wb0 = Tγ0Ub0 + Tγ0Vb0 . Hence
TγWb = TγUb + TγVb for (b, γ) near (b0, γ0). Hence the unfolding (πB, S∗, b) is
infinitesimally universal for b near b0 by Theorem 14.9 again as required.
Proof of Theorem 5.4. We proved ‘only if’ in Section 5. For ‘if’ assume that the
unfolding (πB, S∗, b0) is infinitesimally universal. Let (πA, R∗, a0) be another
unfolding and f0 : Pa0 → Qb0 be a fiber isomorphism. Assume the notation
introduced in Section 14. In particular assume the hypotheses of Theorem 14.9.
Step 1. We show that U and V intersect transversally at (a0, γ0, b0).
Abbreviate w0 := (a0, γ0, b0). Choose wˆ ∈ Tw0W and let aˆ = dπ(w0)wˆ. As
the restriction of π to U is a submersion there is a vector uˆ ∈ Tw0U with
dπ(w0)uˆ = aˆ. Then wˆ − uˆ ∈ Wa0 so by part (iv) of Theorem 14.9 there are
vectors uˆ0 ∈ Tw0Ua0 and vˆ0 ∈ Tw0Va0 with wˆ − uˆ = uˆ0 + vˆ0.
Step 2. We show that the projection U ∩ V → A is a diffeomorphism.
By Step 1 the intersection U ∩V is a smooth submanifold ofW (after shrinking)
and
Tw(U ∩ V) = (TwU) ∩ (TwV)
for w ∈ U∩V . By the inverse function theorem it is enough to show that dπ(w0) :
Tw(U∩V)→ Ta0A is bijective. Injectivity follows from part (iv) of Theorem 14.9
and the fact that Tw0Ua0 = Tw0U ∩ker dπ(w0) and Tw0Va0 = Tw0V ∩ker dπ(w0).
We prove surjectivity. Choose aˆ ∈ Ta0A. Since the restrictions of π to U
and V are submersions, there exist tangent vectors uˆ ∈ Tw0U and vˆ ∈ Tw0V
with dπ(w0)uˆ = dπ(w0)vˆ = aˆ. The difference uˆ − vˆ lies in Tw0Wa0 so, by
part (iv) of Theorem 14.9, there are vectors uˆ0 ∈ Tw0Ua0 and vˆ0 ∈ Tw0Va0 with
uˆ− vˆ = uˆ0 + vˆ0. Hence uˆ− uˆ0 = vˆ + vˆ0 lies in Tw0(U ∩ V) and projects to aˆ.
Now define Φ : P → Q and φ : A→ B by
φ(a) := ba, Φ|Pa := fa,
where fa : Pa → Qba is the unique fiber isomorphism that satisfies fa|∂Na = γa.
(See Lemma 14.8.)
Step 3. The maps φ and Φ and smooth.
The map φ is the composition of the inverse of the projection U ∩ V → A with
the projection U ∩ V → B and is therefore smooth by Step 2.
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By Lemma 13.18 the restriction of Φ to int(N) is holomorphic and hence
smooth. To prove that the restriction of Φ to int(M) is smooth write it as the
composition
int(M)→ {(a, v, b, p) : (a, v, b) ∈ Z, p ∈ int(Ma)} → Q
where Z is given by (39) in the proof of Theorem 14.9; the first map sends
p ∈ int(M) to the quadruple (a, va, φ(a), p), where (a, va, φ(a)) ∈ Z is the
unique point with (a, vA|∂Na, φ(a)) ∈ Ua ∩ Va, and the second map is the
evaluation map (a, v, b, p) 7→ v(p). Use the Hardy trivialization ρ as in the
proof of Theorem 14.9 to define an auxiliary Hilbert manifold structure on the
set {(a, v, b, p) : (a, v, b) ∈ Z, p ∈ int(Ma)}. Then both maps are smooth and
hence so is their composition Φ on int(M).
Thus we have proved that Φ is smooth on P \∂N . Repeat the same argument
with a different Hardy trivialization (P = N ′∪M ′, ι′, ρ′) such that N ′ ⊂ int(N).
Then the resulting morphisms Φ and Φ′ must agree because each Φ′a for a close
to a0 is a fiber isomorphism near f0 and so determines an intersection point
(γ′a, b
′
a) ∈ Ua ∩ Va. By uniqueness, this point agrees with (Φa|∂Na, φ(a)) and
hence Φa = Φ
′
a as claimed. It follows that Φ is smooth.
Step 4. The maps φ and Φ and holomorphic.
By Theorems 5.3 and 11.4 φ is holomorphic on the open set A \ πA(CA) and
Φ is holomorphic on the open set P \ π−1A (πA(CA)). Hence by Step 3 they are
holomorphic everywhere. This proves the theorem.
Proof of Theorem 5.5. Assume that the unfolding (πB , S∗, b0) is infinitesimally
universal and let (φ,Φ) is a pseudomorphism from (πA, R∗, a0) to (πB , S∗, b0).
Then, in the notation of the proof of Theorem 5.4, we have that (γa, ba) :=
(Φ|∂Na, φ(a)) is the unique intersection point of Ua and Va. Hence (φ,Φ)
agrees with the unique (holomorphic) morphism constructed in the proof of
Theorem 5.4.
Proof of Theorem 5.6. We proved ‘only if’ in Section 5. For ‘if’ assume that
(Σ, s∗, ν, j) is stable. We first consider the case where Σ is disconnected and
there are no nodal points. Let Σ1, . . . ,Σk be the components of Σ, gj be the
genus of Σj, and nj be the number of marked points on Σj . Let Ij ⊂ {1, . . . , n}
be the index set associated to the marked points in Σj . Then {1, . . . , n} is the
disjoint union of the sets I1, . . . , Ik and nj = |Ij | > 2 − 2gj. By Theorem 11.4
there exists, for each j, a universal unfolding (πj : Qj → Bj , {Sji}i∈Ij , b0j, v0j)
of Σj . Note that dimC(Bj) = 3gj − 3 + nj . Define
B0 := B1 × · · · ×Bk,
Q0 :=
k⊔
j=1
B1 × · · · ×Bj−1 ×Qj ×Bj+1 × · · · ×Bk,
π0(b1, . . . , bj−1, qj, bj+1, . . . , bk) := (b1, . . . , bj−1, πj(qj), bj+1, . . . , bk),
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S0i := {(b1, . . . , bj−1, qj , bj+1, . . . , bk) : qj ∈ Sij} , i ∈ Ij ,
b0 := (b01, . . . , b0k),
v0(z) := (b01, . . . , b0,j−1, v0j(z), b0,j+1, . . . , b0k), z ∈ Σj .
Then the quadruple (π0, S0∗, b0, v0) is a universal unfolding of Σ.
Next consider the general case. Denote the nodal points on Σ by ν =
{{r1, s1}, . . . , {rm, sm}} and the marked points by t1, . . . , tn. Assume, with-
out loss of generality, that the signature of (Σ, t∗, ν, j) is a connected graph (see
Definition 3.4). Replace all the nodal points by marked points. Then, by what
we have just proved, there exists a universal unfolding (π0, R0∗, S0∗, T0∗, b0, v0)
of (Σ, r∗, s∗, t∗, j). Choose disjoint open sets U1, . . . , Um, V1, . . . , Vm ⊂ Q0 such
that
R0i ⊂ Ui, S0i ⊂ Vi, Ui ∩ T0j = Vi ∩ T0j = ∅
for i = 1, . . . ,m and j = 1, . . . , n. Choose holomorphic functions xi : Ui → C
and yi : Vi → C such that
xi(R0i) = 0, yi(S0i) = 0
and (π0, xi) and (π0, yi) are coordinates on Q0. Shrink B and the open sets
Ui, Vi, if necessary. Assume without loss of generality that xi(Ui) = yi(Vi) = D.
Define
B := B0 × Dm, Q := Q0 × Dm/ ∼ .
Two points (q, z) and (q′, z) with q ∈ Ui and q′ ∈ Vi are identified if and only if
π0(q) = π0(q
′) and either
xi(q)yi(q
′) = zi 6= 0 or xi(q) = yi(q′) = zi = 0.
The equivalence relation on Q0×Dm is generated by these identifications. (Two
points (q, z) and (q′, z) with π0(q) = π0(q′), q ∈ Ui, q′ ∈ Vi, zi = 0 are not
identified in the case xi(q) = 0 and yi(q
′) 6= 0 nor in the case xi(q) 6= 0 and
yi(q
′) = 0.) The projection π : Q→ B and the sections Tj : B → Q are defined
by
π([q, z]) := (π0(q), z), Tj := {[q, z] : q ∈ T0j}
for j = 1, . . . , n.
We have thus defined Q as a set. The manifold structure is defined as follows.
For i ∈ {1, . . . ,m} denote by Ci ⊂ Q the set of all equivalence classes [q, z] ∈ Q
that satisfy zi = 0 and q ∈ R0i. Note that any such point is equivalent to the
pair [q′, z] with q′ ∈ S0i and π0(q′) = π0(q). Let
C :=
m⋃
i=1
Ci.
The manifold structure on Q \ C is induced by the product manifold structure
on Q0 × Dm. We now explain the manifold structure near Ci. Fix a constant
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0 < ε < 1 and define an open neighborhood Ni ⊂ Q of Ci by
Ni := Ci ∪
{
[q, z] ∈ Q : q ∈ Ui, |zi|
ε
< |xi(q)| < ε
}
∪
{
[q, z] ∈ Q : q ∈ Vi, |zi|
ε
< |yi(q)| < ε
}
.
A coordinate chart on Ni is the map
[q, z] 7→ (b0, z1, . . . , zi−1, xi, yi, zi+1, . . . , zm),
where b0 := π0(q) ∈ B0,
xi :=


xi(q), if q ∈ Ui,
zi/yi(q), if q ∈ Vi, zi 6= 0,
0, if q ∈ Vi, zi = 0,
(if [q, z] ∈ Ni and q ∈ Vi then zi 6= 0 implies yi(q) 6= 0), and
yi :=


yi(q), if q ∈ Vi,
zi/xi(q), if q ∈ Ui, zi 6= 0,
0, if q ∈ Ui, zi = 0.
With this construction the transition maps are holomorphic and so Q is a com-
plex manifold. In the coordinate chart on Ni the projection π has the form
(b0, z1, . . . , zi−1, xi, yi, zi+1, . . . , zm) 7→ (b0, z), zi := xiyi.
It follows that π is holomorphic, the critical set of π is C, and each critical point
is nodal. Moreover, π restricts to a diffeomorphism from Ci onto the submanifold
{zi = 0} ⊂ B. Hence π is a regular nodal family (see Definition 15.1).
Denote b := (b0, 0) ∈ B, let ι : Q0 → Q be the holomorphic map defined by
ι(q) := [q, 0], and define v : Σ→ Q by v := ι ◦ v0. Then v is a desingularization
of the fiber Qb = π
−1(b).
We prove that the triple (π, T∗, b) is a universal unfolding. Since the sig-
nature of the marked nodal Riemann surface Σ is a connected graph, the first
Betti number of this graph is 1 − k +m (since m is the number of edges, i.e.
of equivalent pairs of nodal points, and k is the number of vertices, i.e. of com-
ponents of Σ). Hence the arithmetic genus g (see Definition 3.6) of the central
fiber Qb is given by
g − 1 = m+
k∑
j=1
(gj − 1).
Now recall that nj is the number of special points on Σj and
k∑
j=1
nj = n+ 2m.
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Since dimC(Bj) = 3gj − 3 + nj this implies
dimC(B) = dimC(B0) +m =
k∑
j=1
(3gj − 3 + nj) +m = 3g − 3 + n.
Since the Riemann family π : Q→ B is regular nodal it follows from lemma 15.2
that the operator Dv,b (see Definition 5.2) has Fredholm index zero. Hence Dv,b
is bijective if and only if it is injective.
We prove in three steps thatDv,b is injective. First, every vector (vˆ, bˆ) ∈ Xv,b
with bˆ =: (bˆ0, zˆ) satisfies zˆ = 0. To see this note that dπ(v)vˆ ≡ bˆ. For every
i there is a unique pair of equivalent nodal points in Σ that are mapped to Ci
under v. Since the image of dπ at each point in Ci is contained in the subspace
{zˆi = 0} it follows that zˆ = 0. Second, we define a linear operator
Xv0,b0 → Xv,b : (vˆ0, bˆ0) 7→ (vˆ, bˆ)
by
bˆ := (bˆ0, 0), vˆ(s) := (vˆ0(s), 0) ∈ Tv(s)Q,
for s ∈ Σ\{r1, . . . , rm, s1, . . . , sm}. Then vˆ extends uniquely to a smooth vector
field along v. In the above coordinates on Ni the tangent vector vˆ(ri) = vˆ(si) ∈
Tv(ri)Q = Tv(si)Q has the form (xˆi, yˆi, bˆ0, 0), where xˆi := dxi(v0(ri))vˆ0(ri) and
yˆi := dyi(v0(si))vˆ0(si). It is easy to see that this operator is bijective. Third,
since the map ι : Q0 → Q is holomorphic, it follows that
Dv,b(vˆ, bˆ) = dι(v)Dv0,b0(vˆ0, bˆ0).
Hence the operator Xv0,b0 → Xv,b restricts to a vector space isomorphism from
the kernel of Dv0,b0 to the kernel of Dv,b. By construction, the operator Dv0,b0
is injective and hence, so is Dv,b. Thus we have proved that Dv,b is bijective.
Hence, by Theorem 5.4, the quadruple (π, T∗, b, v) is a universal unfolding of
(Σ, s∗, ν, j).
16 Topology
The orbit space of a groupoid inherits a topology from an orbifold structure on
the groupoid. This topology is independent of the choice of the structure in
the sense that equivalent orbifold structures determine the same topology (see
Section 2). In the case of the Deligne–Mumford orbifold M¯g,n, the topology
has as a basis for the open sets the collection of all sets {[Σb]B : b ∈ U} where
(πB : Q→ B,S∗) is a universal family as in Definition 6.2, the functor
B → B¯g,n : b 7→ Σb
is the corresponding orbifold structure as in Definition 6.4, and U runs over all
open subsets of B. In section 17 we show that M¯g,n is compact and Hausdorff.
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(See Example 2.8 for an example which shows why it is not obvious that the
moduli space is Hausdorff.) For this purpose we introduce in this section a
notion of convergence of sequences of marked nodal Riemann surfaces which we
call DM-convergence.
16.1. Let Σ be a compact oriented surface and γ ⊂ Σ be a disjoint union of
embedded circles. We denote by Σγ the compact surface with boundary which
results by cutting open Σ along γ. This implies that there is a local embedding
σ : Σγ → Σ
which maps int(Σγ) one to one onto Σ \ γ and maps ∂Σγ two to one onto γ.
One might call σ the suture map and γ the incision.
Definition 16.2. Let (Σ′, ν′) and (Σ, ν) be nodal surfaces. A smooth map
φ : Σ′ \ γ′ → Σ is called a (ν′, ν)-deformation iff γ′ ⊂ Σ′ \ ⋃ ν′ is a disjoint
union of embedded circles such that (where σ : Σ′γ′ → Σ′ is the suture map just
defined) we have
• φ∗ν′ :=
{{φ(y′1), φ(y′2)} : {y′1, y′2} ∈ ν′} ⊂ ν.
• φ is a diffeomorphism from Σ′ \ γ′ onto Σ \ γ, where γ := ⋃(ν \ φ∗ν′).
• φ ◦ σ|int(Σ′γ′) extends to a continuous surjective map Σ′γ′ → Σ such that
the preimage of each nodal point in γ is a component of ∂Σ′γ′ and two
boundary components which map under σ to the same component of γ′
map to a nodal pair {x, y} ∈ γ.
A sequence φk : (Σk \ γk, νk) → (Σ, ν) of (νk, ν)-deformations is called mono-
typic iff (φk)∗νk is independent of k.
Definition 16.3. A sequence (Σk, sk,∗, νk, jk) of marked nodal Riemann sur-
faces of type (g, n) is said to converge monotypically to a marked nodal
Riemann surface (Σ, s∗, ν, j) of type (g, n) iff there is a monotypic sequence
φk : Σk \ γk → Σ of (νk, ν)-deformations such that for i = 1, . . . , n the sequence
φk(sk,i) converges to si in Σ, and the sequence (φk)∗jk of complex structures on
Σ \ γ converges to j|(Σ \ γ) in the C∞ topology. The sequence (Σk, sk,∗, νk, jk)
is said to DM-converge to (Σ, j, s, ν) iff, after discarding finitely many terms,
it is the disjoint union of finitely many sequences which converge monotypically
to (Σ, s, ν, j).
Remark 16.4. Assume that (Σk, sk,∗, νk, jk) DM-converges to (Σ, s∗, ν, j), that
(Σk, sk,∗, νk, jk) is isomorphic to (Σ′k, s
′
k,∗, ν
′
k, j
′
k), and that (Σ, s∗, ν, j) is isomor-
phic to (Σ′, s′∗, ν
′, j′). Then (Σ′k, s
′
k,∗, ν
′
k, j
′
k) DM-converges to (Σ
′, s′∗, ν
′, j′).
Remark 16.5. Our definition of deformation agrees with [9, page 79]. Our
definition of monotypic convergence is Hummel’s definition of weak convergence
to cusp curves in [9, page 80] (with the target manifoldM a point) except that he
does not allow marked points. However, the conclusion of Proposition 5.1 in [9,
page 71] allows marked points in the guise of what Hummel calls degenerate
boundary components. We will apply Proposition 5.1 of [9] in the proof of
Theorem 17.5 below after some preliminary constructions to fit its hypotheses.
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Theorem 16.6. Let (π : Q → B,S∗, b0) be a universal unfolding of a marked
nodal Riemann surface (Σ0, s0,∗, ν0, j0) of type (g, n) and (Σk, sk,∗, νk, jk) be a
sequence of marked nodal Riemann surfaces of type (g, n). Then the following
are equivalent.
(i) The sequence (Σk, sk,∗, νk, jk) DM-converges to (Σ0, s0,∗, ν0, j0).
(ii) After discarding finitely many terms there is a sequence bk ∈ B such that
bk converges to b0 and (Σk, sk,∗, νk, jk) arises from a desingularization
uk : Σk → Qbk .
We postpone the proof of Theorem 16.6 till after we treat the analogous
theorem for fiber isomorphisms.
Definition 16.7. Let (πA : P → A,R∗, a0) and (πB : Q → B,S∗b0) be two
universal unfoldings of type (g, n) and ak → a0 and bk → b0 be convergent
sequences. A sequence of fiber isomorphisms fk : Pak → Qbk is said to DM-
converge to a fiber isomorphism f0 : Pa0 → Qb0 iff for every Hardy decomposi-
tion P =M ∪N as in Definition 14.2 the sequence fk ◦ ιak converges to f0 ◦ ιa0
in the C∞ topology.
Theorem 16.8. Let (Φ, φ) : (P,A)→ (Q,B) be the germ of a morphism satis-
fying φ(a0) = b0 and Φa0 = f0. Then the following are equivalent.
(i) The sequence (ak, fk, bk) DM-converges to (a0, f0, b0).
(ii) For k sufficiently large we have φ(ak) = bk and Φak = fk.
Proof. That (ii) implies (i) is obvious. We prove that (i) implies (ii). Recall the
Hardy decomposition as in the definition of the spaces U , V , W in 14.4. The
proof of Theorem 5.4 in Section 15 shows that(
a,Φa|∂N ∩ Pa, φ(a)
)
= Ua ∩ Va.
But (ak, fk|∂N ∩ Pak , bk) ∈ Uak ∩ Vak ⊂ W for k sufficiently large by DM-
convergence. Both sequences (ak,Φak |∂N∩Pak , φ(ak)) and (ak, fk|∂N∩Pak , bk)
converge to the same point (a0, f0|∂N ∩ Pa0 , b0). Hence by transversality in
Therorem 14.9 they are equal for large k. Now use Lemma 14.8.
Proof of Theorem 16.6. We prove that (ii) implies (i). Let u0 : Σ0 → Qb0 be a
desingularization. Assume that bk converges to b and that uk : Σk → Qbk is a
sequence of desingularizations. Choose a Hardy trivialization (Q =M ∪N, ι, ρ)
for (π, S∗, b0) as in Definition 14.5. For each b ∈ B choose a smooth map
ψb : Qb → Qb0
as follows. The restriction of ψb to Mb agrees with ρb. Next, using the nodal
coordinates of Definition 14.2, extend ψb to a neighborhood of the common
boundary of M and N via (xi, 0, ti) 7→ (xi, 0, 0) for 2
√|zi(b)| ≤ |xi| ≤ 1 and
(0, yi, ti) 7→ (0, yi, 0) for 2
√|zi(b)| ≤ |yi| ≤ 1. Finally, when zi(b) 6= 0, extend to
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a smooth map Qb ∩Ni → Qb0 ∩ Ni that maps the circle |xi| = |yi| =
√|zi(b)|
onto the nodal point qi and is a diffeomorphism from the complement of this
circle in Qb ∩Ni onto the complement of qi in Qb0 ∩Ni. Denote
γk :=
⋃
zi(bk) 6=0
u−1k
({
q ∈ Qb ∩Ni : |xi(q)| = |yi(q)| =
√
|zi(bk)|
}) ⊂ Σk.
Then, for every k, there is a unique smooth map φk : Σk \ γk → Σ0 such that
u0 ◦ φk = ψbk ◦ uk : Σk \ γk → Qb0 .
It follows that φk is a sequence of deformations as in Definition 16.2 and that
this sequence satisfies the requirements of Definition 16.3. (The sequence φk
is monotypic whenever there is an index set I such that, for every k, we have
zi(bk) = 0 for i ∈ I and zk(bi) 6= 0 for i /∈ I; after discarding finitely many
terms, we can write φk as a finite union of monotypic sequences.) Hence the
sequence (Σk, sk,∗, νk, jk) DM-converges to (Σ, j, s∗, ν). Thus we have proved
that (ii) implies (i).
We prove that (i) implies (ii). Let (Σk, sk,∗, νk, jk) be a sequence of marked
nodal Riemann surfaces of type (g, n) that DM-converges to (Σ, j, s∗, ν). If
Σ has no nodes then Σk has no nodes and the maps φk : Σk → Σ in the
definition of DM-convergence are diffeomorphisms. Since (φk)∗jk converges to
j, assertion (ii) follows from the fact that a slice in J (Σ) determines a universal
unfolding. The same reasoning works when (Σk, sk,∗, νk) has the same signature
as (Σ, s∗, ν). To avoid excessive notation we consider the case where (Σ, ν) has
precisely one node and (Σk, νk) has no nodes, i.e.
νk = ∅, ν =: {{z0, z∞}}.
Choose holomorphic diffeomorphisms
x : (∆0, z0)→ (D, 0), y : (∆∞, z∞)→ (D, 0),
where ∆0,∆∞ ⊂ Σ are disjoint closed disks centered at z0, z∞ respectively and
∆ := ∆0 ∪∆∞
does not contain any marked points. For δ ∈ (0, 1) let ∆(δ) := ∆0(δ) ∪∆∞(δ)
where
∆0(δ) := {p ∈ ∆0 : |x(p)| ≤ δ}, ∆∞(δ) := {q ∈ ∆∞ : |y(q)| ≤ δ}.
A decreasing sequence δk ∈ (0, 1) converging to zero determines a sequence of
decompositions
Σ = Ωk ∪∆(δk), ∂Ωk = ∂∆(δk) = Ωk ∩∆(δk).
Thus Ωk is obtained from Σ by removing a nested sequence of pairs of open
disks centered at the nodal points so
⋃
k Ωk = Σ \ {z0, z∞}, Ωk ⊂ Ωk+1, and
Ωk ∩∆ = (Ωk ∩∆0) ∪ (Ωk ∩∆∞) is a disjoint union of two closed annuli.
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Claim. There are sequences of real numbers δk, rk, θ0k, θ∞k, smooth embed-
dings
fk : Ωk → Σk, ξk : A(δk, 1)→ A(rk, 1), ηk : A(δk, 1)→ A(rk, 1),
and holomorphic diffeomorphisms
hk : A(rk, 1)→ Ak := Σk \ fk(Σ \∆),
satisfying the following conditions.
1) f∗k jk converges to j in the C
∞ topology on Σ \ {z0, z∞}.
2) f∗k jk is equal to j on Ωk ∩∆(12 ).
3) ξk(S
1) = ηk(S
1) = S1.
4) hk(ξk(x(p))) = fk(p) for p ∈ Ωk ∩∆0.
5) hk
(
rk
ηk(y(q))
)
= fk(q) for q ∈ Ωk ∩∆∞.
6) ξk(x(p)) = e
iθ0kx(p) for p ∈ Ωk ∩∆0(12 ).
7) ηk(y(q)) = e
iθ∞ky(q) for q ∈ Ωk ∩∆∞(12 ).
Proof of the Claim. Let δk ∈ (0, 1] be any sequence decreasing to zero, for
example δk := 1/k, and denote Ωk := Σ \ int(∆(δk)). Define fk : Ωk → Σk by
fk :=
(
φk|φ−1k (Ωk)
)−1
where φk : Σk \ γk → Σ is as in Definition 16.3. Then fk
satisfies 1). We will modify δk and fk to satisfy the other conditions.
By the path lifting arguments used in in Section 7 (see also Appendix C.5
of [15]) there is a sequence of holomorphic embeddings
gk : (Ωk ∩∆, j)→ (Ωk, f∗k jk)
that converges to the identity in the C∞ topology and preserves the boundary
of Ωk. Extend gk to a diffeomorphism, still denoted by gk : Ωk → Ωk, so that
the extensions converge to the identity in the C∞ topology and replace fk by
fk ◦ gk. This new sequence satisfies 1) and 2); in fact, fk is now holomorphic on
Ωk ∩∆. (Below we modify fk again.)
The set Ak ⊂ Σk is an annulus with boundary fk(∂∆0)∪fk(∂∆∞) so there is
a unique number rk > 0 and a holomorphic diffeomorphism hk : A(rk, 1)→ Ak,
unique up to composition with a rotation, such that
hk(S
1) = fk(∂∆0), hk(rkS
1) = fk(∂∆∞).
The embeddings ξk : A(δk, 1) → A(rk, 1) and ηk : A(δk, 1) → A(rk, 1) defined
by 4) and 5) satisfy 3); they are holomorphic because fk is holomorphic on
Ωk ∩∆. Hence by Lemma 16.10 below rk < δk and so rk converges to zero.
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By Lemma 16.11 below, there are sequences εk > 0, ρk > δk, and θ0k, θ∞k ∈
[0, 2π] such that εk and ρk converge to zero and∣∣x−1ξk(x) − eiθ0k ∣∣ ≤ εk, ∣∣y−1ηk(y)− eiθ∞k ∣∣ ≤ εk,
for x, y ∈ A(ρk, 1). To see this let δ(m) > 0 be the constant of Lemma 16.11 with
ε = ρ = 1/m, choose an increasing sequence of integers km such that δk ≤ δ(m)
for k ≥ km, and define εk := ρk := 1/m for km ≤ k < km+1. We call this
kind of argument proof by patience. It follows that the maps x 7→ e−iθ0kξk(x)
and y 7→ e−iθ∞kηk(y) converge to the identity uniformly with all derivatives on
every compact subset of int(D) \ 0.
Next we construct two sequences of diffeomorphisms αk, βk : D → D, con-
verging to the identity in the C∞ topology, and an exhausting sequence of
closed annuli Bk ⊂ int(D) \ 0, such that αk and βk are equal to the identity in
a neighborhood of S1 = ∂D and
ξk(αk(x)) = e
iθ0kx, ηk(βk(y)) = e
iθ∞ky
for x, y ∈ Bk. The assertion is obvious by an interpolation argument when the
sequence Bk is replaced by a single closed annulus B ⊂ int(D) \ 0. Now argue
by patience as above.
Increasing δk if necessary we may assume that A(δk,
1
2 ) ⊂ Bk for all k.
Denote Ωk := Σ \ int(∆(δk)) as above. Now replace ξk by ξk ◦ αk and ηk by
ηk ◦ βk. These functions satisfy 6) and 7). Redefine fk so that 4) and 5) hold
with the new definitions of ξk and ηk. Thus we have proved the claim.
In the following we assume w.l.o.g. that (π : Q→ B,S∗, b0) is the universal
unfolding of (Σ, s∗, ν, j) constructed in the proof of Theorem 5.6. Now define
the marked Riemann surface (Σ′k, s
′
k,∗, j
′
k) by
Σ′k := Σ \ int(∆(
√
rk))
where j′k := f
∗
k jk, s
′
k,i := f
−1
k (sk,i), and where the equivalence relation is defined
by
p ∼ q ⇐⇒ x(p)y(q) = zk, zk := rke−i(θ0k+θ∞k)
for p ∈ ∆0 and q ∈ ∆∞ with |x(p)| = |y(q)| = √rk. Then, after removing
finitely many terms, there is a sequence of regular values bk ∈ B of π : Q→ B
and a sequence of desingularizations u′k : Σ
′
k → Qbk such that u′k(s′k,i) = Si∩Qbk
and j′k is the pullback of the complex structure on Qbk under u
′
k. This follows
from Theorem 11.4 and the construction of a universal unfolding in the proof of
Theorem 5.6. Moreover, (Σ′k, s
′
k,∗, j
′
k) is isomorphic to (Σk, sk,∗, jk). An explicit
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isomorphism is the map ψk : Σ
′
k → Σk defined by
ψk(p) :=


fk(p) for p ∈ Σ′k \∆,
hk(ξk(x(p))) for p ∈ ∆0 with δk ≤ |x(p)| ≤ 1,
hk(e
iθ0kx(p)) for p ∈ ∆0 with √rk ≤ |x(p)| ≤ δk,
hk
(
rk
ηk(y(p))
)
for p ∈ ∆∞ with δk ≤ |y(p)| ≤ 1,
hk
(
rk
eiθ∞ky(p)
)
for p ∈ ∆∞ with √rk ≤ |y(p)| ≤ δk.
That (i) implies (ii) in the case of a single node follows immediately with
uk := u
′
k ◦ ψ−1k : Σk → Qbk .
The case of several nodes is analogous. This proves Theorem 16.6.
Remark 16.9. The sequence uk just constructed is such that uk(γk) converges
to the nodal set in Qb0 . To prove this, note that
ψ−1k (γk) ⊂ {[p] = [q] ∈ Σ′k :
√
rk ≤ |x(p)|, |y(q)| ≤ δk}.
Hence, by Step 1, uk(γk) converges to the nodal point in Qb0 .
Lemma 16.10. If there is a holomorphic map f : A(r1, R1) → A(r2, R2) in-
ducing an isomorphism of fundamental groups, then R1/r1 ≤ R2/r2.
Proof. The result is due to Huber [8]; an exposition appears in [13, Theorem 6.1,
page 14]. The proof uses the Schwarz Pick Ahlfors Lemma (a holomorphic map
from the unit disk to itself is a contraction in the Poincare´ metric). The circle of
radius
√
r1R1 is a geodesic in the hyperbolic metric of length 2π
2/ log(R1/r1);
its image under f is shorter and hence so is the central geodesic in A(r2, R2).
Lemma 16.11. For every ε > 0 and every ρ > 0 there is a constant δ ∈ (0, ρ)
such that the following holds. If u : A(δ, 1)→ D \ 0 is a holomorphic embedding
such that u(S1) = S1 then there is a real number θ such that
x ∈ A(ρ, 1) =⇒ ∣∣x−1u(x)− eiθ∣∣ < ε.
Proof. It suffices to assume u(1) = 1 and then prove the claim with θ = 0.
Suppose, by contradiction that there exist constants ε > 0 and ρ > 0 such that
the assertion is wrong. Then there exists a sequence δi > 0 converging to zero
and a sequence of holomorphic embeddings ui : A(δi, 1)→ D \ 0 such that
ui(S
1) = S1, ui(1) = 1, sup
ρ≤|x|≤1
|ui(x) − x| ≥ ερ.
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We claim that ui converges to the identity, uniformly on every compact subset
of D \ 0. To see this extend ui to the annulus A(δi, 1/δi) by the formula
ui(z) :=
1
ui(1/z¯)
for 1 ≤ |z| ≤ 1/δi. Think of the extended map as a holomorphic embedding
ui : A(δi, 1/δi)→ S2 \ {0,∞}. Next we claim that
sup
i
sup
z∈K
|dui(z)| <∞ (42)
for every compact subset K ⊂ C \ 0. Namely, the energy of the holomorphic
curve ui is bounded by the area of the target manifold S
2. So if |dui(zi)| → ∞
for some sequence zi → z0 ∈ C\0, then a holomorphic sphere bubbles off near z0
and it follows that a subsequence of ui converges to a constant, uniformly on ev-
ery compact subset of C\{0, z0}. But this contradicts the fact that ui(S1) = S1.
Thus we have proved (42). Now it follows from the standard elliptic bootstrap-
ping techniques (or alternatively from Cauchy’s integral formula and the Arzela–
Ascoli theorem) that there is a subsequence, still denoted by ui, that converges
in the C∞ topology to a holomorphic curve u0 : C \ 0 → S2 \ {0,∞}. By the
removable singularity theorem, u0 extends to a holomorphic curve u0 : S
2 → S2.
Since ui is an embedding for every i, it follows that u0 is an embedding and hence
a Mo¨bius transformation. Since ui(S
1) = S1, ui(1) = 1 and 0 /∈ ui(A(δi, 1)), it
follows that
u0(S
1) = S1, u0(1) = 1, u0(0) = 0.
This implies that u0 = id. Thus we have proved that ui converges to the identity,
uniformly on every compact subset of D \ 0. This contradicts the inequality
supρ≤|x|≤1 |ui(x) − x| ≥ ερ and this contradiction proves the lemma.
17 Compactness
In this section we prove that every sequence of stable marked nodal Riemann
surfaces of type (g, n) has a DM-convergent subsequence. Our strategy is to
perform some preliminary constructions to reduce our compactness theorem to
Proposition 5.1 of [9, page 71]. We begin by rephrasing Hummel’s result in a
weaker form that we will apply directly (see Proposition 17.4 below).
17.1. Let W be a smooth oriented surface, possibly with boundary and not
necessarily compact or connected. A finite extension of W is a smooth ori-
entation preserving embedding ι : W → S into a compact oriented surface S
such that S \ ι(W ) is finite. If ι1 : W → S1 and ι2 : W → S2 are two such
extensions, the map ι2 ◦ ι−11 extends to a homeomorphism, but not necessarily
to a diffeomorphism. Let W1, . . . ,Wℓ be the components of W , S1, . . . , Sℓ be
the corresponding components of a finite extension S, gi be the genus of Si,
mi be the number of boundary components of Wi, and ni be the number of
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points in Si \ ι(Wi). The (unordered) list (gi,mi, ni) is called the signature of
W . Two surfaces of finite type are diffeomorphic if and only if they have the
same signature. (Compare 3.4 and 3.5.) We say that W is of stable type if
ni > χ(Si) (at least one puncture point on an annulus or torus, at least two on
a disk, and at least three on a sphere).
17.2. A hyperbolic metric on W is a complete Riemannian metric h of con-
stant curvature −1 such that each boundary component is a closed geodesic. A
finite extension of a complex structure j on W is a finite extension ι :W → S
such that ι∗j extends to a complex structure on S; we say j has finite type if
it admits a finite extension.
Proposition 17.3. Let W be a surface of stable type. Then the operation which
assigns to each hyperbolic metric on W its corresponding complex structure (ro-
tation by 90◦) is bijective. It restricts to a bijection between hyperbolic metrics
of finite area and complex structures of finite type.
Proof. The operation h 7→ j is injective by the removable singularities theorem
and surjective by applying the uniformization theorem to the holomorphic dou-
ble. If j is of finite type, then the area is finite by [9, Proposition 3.9 page 68].
If h is of finite area, then j is of finite type by [9, Proposition 3.6 page 65].
Proposition 17.4 (Mumford–Hummel). Let S be a compact connected sur-
face with boundary and x1, . . . , xn be a sequence of marked points in the interior
of S such that W := S \ {x1, . . . , xn} is of stable type. Denote
∂S =: ∂1S ∪ · · · ∪ ∂mS,
where each ∂iS is a circle. Let jk be a sequence of complex structures on S and
hk be the corresponding sequence of hyperbolic metrics on W . Assume:
(a) The lengths of the closed geodesics in W \∂W are bounded away from zero.
(b) The lengths of the boundary geodesics converge to zero.
Then there exists a subsequence, still denoted by (jk, hk), a closed Riemann sur-
face (Σ, j) with distinct marked points ξ1, . . . , ξn, η1, . . . , ηm, a hyperbolic metric
h of finite area on Σ \ {ξ1, . . . , ξn, η1, . . . , ηm}, and a sequence of continuous
maps φk : S → Σ satisfying the following conditions.
(i) φk(xi) = ξi for i = 1, . . . , n and φk(∂iS) = ηi for i = 1, . . . ,m.
(ii) The restriction of φk to S \ ∂S is a diffeomorphism onto Σ \ {η1, . . . , ηm}.
(iii) (φk)∗jk converges to j on Σ \ {η1, . . . , ηm}.
(iv) (φk)∗hk converges to h on Σ \ {ξ1, . . . , ξn, η1, . . . , ηm}.
Proof. This follows from Proposition 5.1 in [9, page 71]. The discussion preced-
ing Proposition 5.1 in [9] explains how to extract the subsequence and how to
construct the Riemann surface (Σ, j) and the hyperbolic metric h.
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Theorem 17.5. Every sequence of stable marked nodal Riemann surfaces of
type (g, n) has a DM-convergent subsequence.
Proof. Let (Σk, sk,∗, νk, jk) be a sequence of marked nodal Riemann surfaces
of type (g, n). Passing to a subsequence, if necessary, we may assume that
all marked nodal surfaces in our sequence have the same signature (see Defini-
tion 3.4) and hence are diffeomorphic. Thus we assume that
(Σk, sk,∗, νk) = (Σ, s∗, ν)
is independent of k. Denote by Σ∗ the possibly disconnected and noncompact
surface obtained from Σ by removing the special points. Let hk be the hyperbolic
metric on Σ∗ determined by jk (see Proposition 17.3).
Let ℓ1k be the length of the shortest geodesic in Σ
∗ with respect to hk. If a
subsequence of the ℓ1k is bounded away from zero we can apply Proposition 17.4
to each component of Σ and the assertion follows. Namely, the maps φk in
Proposition 17.4 are deformations as in Definition 16.2.
Hence assume ℓ1k converges to zero as k tends to infinity and, for each k,
choose a geodesic γ1k with length ℓ
1
k. Passing to a further subsequence and, if
necessary, modifying hk by a diffeomorphism that fixes the marked and nodal
points we may assume that the geodesics γ1k are all homotopic and indeed equal.
Thus
γ1k = γ
1
for every k. Now let ℓ2k be the length of the shortest geodesic in Σ \ γ1 with
respect to hk. If a subsequence of ℓ
2
k is bounded away from zero we cut open
Σ along γ1. Again the assertion follows by applying Proposition 17.4 to each
component of the resulting surface with boundary.
Continue by induction. That the induction terminates follows from the fact
that the geodesics in (Σ∗, hk) of lengths at most 2arcsinh(1) are pairwise disjoint
and their number is bounded above by 3g − 3 + N , where N is the number of
special points (see [9, Lemma 4.1 page 68]). This proves the theorem.
Lemma 17.6. Let (π : P → A,R∗, a0) be a nodal unfolding and C ⊂ P be the
set of critical points of π. Then, after shrinking A if necessary, there exists a
closed subset V ⊂ P and a smooth map
ρ : P \ V → Pa0 \ V
satisfying the following conditions.
(i) For every a ∈ A we have C ∩ Pa ⊂ V ∩ Pa =: Va; moreover C ∩ Pa0 = Va0 .
(ii) Each component of V intersects Pa either in a simple closed curve or in a
nodal point.
(iii) For every a ∈ A the restriction ρa := ρ|Pa \ Va : Pa \ Va → Pa0 \ Va0 is a
diffeomorphism; moreover ρa0 = id.
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Proof. Choose a Hardy trivialization (P =M ∪N, ι, ρ) as in 14.5 and write
N = N1 ∪ · · · ∪Nk.
as in Definition 14.2. Let (zi, ti) : A → Ui ⊂ D × Cm−1 and (xi, yi, ti) :
Ni → D2 × Cm−1 be the holomorphic coordinates of Definition 14.2 so that
zi(π(p)) = xi(p)yi(p) and the critical set C ⊂ P has components
Ci := {p ∈ Ni : xi(p) = yi(p) = 0} .
Define
V := V1 ∪ · · · ∪ Vk, Vi :=
{
p ∈ Ni : |xi(p)| = |yi(p)| =
√
|zi(π(p))|
}
.
This set satisfies (i) and (ii). The restriction of the trivialization ρ :M →Ma0 to
∂Ni ⊂ ∂N = ∂M is, in the above coordinates, given by ρ(xi, yi, ti) = (xi, 0, ti)
for |xi| = 1 and by ρ(xi, yi, ti) = (0, yi, ti) for |yi| = 1. We extend this map by
an explicit formula. Choose a smooth cutoff function β : [1,∞) → [0, 1] such
that β′(r) ≥ 0 for every r and
β(r) :=
{
r − 1, for 1 ≤ r ≤ 3/2,
1, for r ≥ 2.
Then define the extension ρ : Ni \ Vi → Pa0 in local coordinates by
ρ(xi, yi, t) :=


(
β
(√|xi|/|yi|)xi, 0, ti) , if |xi| > |yi|,(
0, β
(√|yi|/|xi|) yi, ti) , if |yi| > |xi|.
The resulting map ρ : P \V → Pa0 is smooth and satisfies (iii). This proves the
lemma.
Proof of Theorem 6.6. Let (π : Q → B,S∗) be a universal family and denote
by (B,Γ) the associated etale groupoid of Definition 6.4 (see Theorem 6.5). We
prove that this groupoid is proper. Thus let (ak, fk, bk) be a sequence in Γ such
that ak converges to a0 and bk converges to b0. We must show that there is
a fiber isomorphism f0 : Qa0 → Qb0 such that a suitable subsequence of fk
DM-converges to f0 (see Definition 16.7). To see this choose desingularizations
ι : Σ→ Qa0 , ι′ : Σ′ → Qb0 .
Denote by (Σ, s∗, ν, j) and (Σ′, s′∗, ν
′, j′) the induced marked nodal Riemann
surfaces. Consider the following diagram
Qak \ Vak
fk //
ρak

Qbk \ Vbk
ρbk

Σ \ ν ι //
ιk
99ttttttttt
Qa0 \ Va0 Qb0 \ Vb0 Σ′ \ ν′ι
′
oo
ι′k
eeKKKKKKKKKK
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Here the sets Va := V ∩Qa and the diffeomorphisms ρa : Qa \ Va → Qa0 \ Va0
are as in Lemma 17.6 for a near a0; similarly for b near b0. Moreover,
ιk := ρ
−1
ak ◦ ι, ι′k := ρ−1bk ◦ ι′.
By definition, the pullback complex structures
jk := ι
∗
kJ |Qak , j′k := ι′k∗J |Qbk
converge to j, respectively j′, in the C∞ topology on every compact subset Σ\ν,
respectively Σ′ \ ν′. By Lemma 17.6, there exist exhausting sequences of open
sets
Uk ⊂ Σ \ ν, U ′k ⊂ Σ′ \ ν′, fk(Uk) ⊂ U ′k,
such that jk can be modified outside Uk so as to converge in the C
∞ topology
on all of Σ to j, and similarly for j′k. Then
uk := (ι
′
k)
−1 ◦ fk ◦ ιk : Uk → Σ′
is a sequence of (jk, j
′
k)-holomorphic embeddings such that uk(s∗) = s
′
∗. The
argument in Remark 10.5 shows that, if the first derivatives of uk are uniformly
bounded, then uk has a C
∞ convergent subsequence. It also shows that a
nonconstant holomorphic sphere in Q bubbles off whenever the first derivatives
of uk are not bounded. But bubbling cannot occur (in Σ \ ν). To see this argue
as follows. Suppose zk converges to z0 ∈ Σ \ ν and the derivatives of uk at zk
blow up. Then the standard bubbling argument (see [15, Chapter 4]) applies. It
shows that, after passing to a subsequence and modifying zk (without changing
the limit), there are (i, jk)-holomorphic embeddings εk from the disk Dk ⊂ C,
centered at zero with radius k, to Σ such that εk(0) = zk, the family of disks
εk(Dk) converges to z0, and uk ◦ εk converges to a nonconstant J-holomorphic
sphere v0 : S
2 = C∪∞ → Qb0 . (The convergence is uniform with all derivatives
on every compact subset of C.) Hence the image of v0 contains at least three
special points. It follows that the image of uk ◦ εk contains at least two special
points for k sufficiently large. But the image of uk contains no nodal points,
the image of εk contains at most one marked point, and uk maps the marked
points of Σ bijectively onto the marked points of Σ′. Hence the image of uk ◦ εk
contains at most one special point, a contradiction.
This shows that bubbling cannot occur, as claimed, and hence a suitable
subsequence of uk converges in the C
∞-topology to a (j, j′)-holomorphic curve
u0 : Σ \ ν → Σ′ \ ν′. Now the removable singularity theorem shows that u0
extends to a (j, j′)-holomorphic curve on all of Σ and maps ν to ν′. That u0
is bijective follows by applying the same argument to f−1k . Hence there exists
a unique fiber isomorphism f0 : Qa0 → Qb0 such that ι′ ◦ u0 = f0 ◦ ι. By
construction, the subsequence of fk DM-converges to f0
Thus we have proved that the map s × t : Γ → B × B is proper. Hence,
by Corollary 2.13, the quotient space B/Γ is Hausdorff. Moreover, by Theo-
rems 16.6 and 17.5, it is sequentially compact. Since B is second countable it
follows that B/Γ is compact. This completes the proof of Theorem 6.6.
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Corollary 17.7. Suppose that a sequence of marked nodal Riemann surfaces of
type (g, n) DM-converges to both (Σ, s∗, ν, j) and (Σ′, s′∗, ν
′, j′). Then (Σ, s∗, ν, j)
and (Σ′, s′∗, ν
′, j′) are isomorphic.
Proof. Let (πB : Q→ B,S∗) be a universal family. By Theorem 16.6 there exist
points a0, b0 ∈ B and sequences ak → a0, bk → b0 such that (Σ, s∗, ν, j) arises
from a desingularization of Qa0 , (Σ
′, s′∗, ν
′, j′) arises from a desingularization of
Qb0 , and the fibers Qak and Qbk are isomorphic. Hence, by Theorem 6.6, there
exists a fiber isomorphism from Qa0 to Qb0 , and so (Σ, s∗, ν, j) and (Σ
′, s′∗, ν
′, j′)
are isomorphic.
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