[1] Gradients in contaminant concentrations and isotopic compositions commonly are used to derive reaction parameters for natural attenuation in aquifers. Differences between field-scale (apparent) estimated reaction rates and isotopic fractionations and local-scale (intrinsic) effects are poorly understood for complex natural systems. For a heterogeneous alluvial fan aquifer, numerical models and field observations were used to study the effects of physical heterogeneity on reaction parameter estimates. Field measurements included major ions, age tracers, stable isotopes, and dissolved gases. Parameters were estimated for the O 2 reduction rate, denitrification rate, O 2 threshold for denitrification, and stable N isotope fractionation during denitrification. For multiple geostatistical realizations of the aquifer, inverse modeling was used to establish reactive transport simulations that were consistent with field observations and served as a basis for numerical experiments to compare sample-based estimates of "apparent" parameters with "true" (intrinsic) values. For this aquifer, non-Gaussian dispersion reduced the magnitudes of apparent reaction rates and isotope fractionations to a greater extent than Gaussian mixing alone. Apparent and true rate constants and fractionation parameters can differ by an order of magnitude or more, especially for samples subject to slow transport, long travel times, or rapid reactions. The effect of mixing on apparent N isotope fractionation potentially explains differences between previous laboratory and field estimates. Similarly, predicted effects on apparent O 2 threshold values for denitrification are consistent with previous reports of higher values in aquifers than in the laboratory. These results show that hydrogeological complexity substantially influences the interpretation and prediction of reactive transport.
Introduction
[2] Natural attenuation is a critical factor controlling the long-term fate and transport of contaminants in many aquifer settings, and proper management of these resources requires accurate characterization of the prevailing reactions [National Research Council, 2000] . This consideration is especially important for NO 3 − , which typically originates from widespread nonpoint sources, occupies large aquifer volumes, and is difficult to remediate with engineered solutions. The problem of NO 3 − contamination is mitigated at many locations by denitrification, which reduces NO 3 − to N 2 gas. For denitrification in aquifers, many studies have estimated reaction kinetic coefficients, the O 2 inhibition threshold for denitrification, and stable isotope fractionation effects of denitrification to improve understanding and prediction of NO 3 − distributions [e.g., Vogel et al., 1981; Mariotti et al., 1988; Böttcher et al., 1990; Smith et al., 1991; Mengis et al., 1999; Böhlke et al., 2002; Groffman et al., 2006; Green et al., 2008a; McMahon et al., 2008] . Results are variable, however, and more work is needed to determine relationships among these different estimates and their applicability in different settings.
[3] One source of variability and uncertainty in estimates of denitrification parameters is the effect of mixing during transport. Commonly, kinetic reaction coefficients in groundwater are estimated from gradients in groundwater travel time, reactant and product concentrations, and/or stable isotope ratios that change during the course of reactions and are used to infer reaction progress (the fraction of reactant that has been eliminated by the reaction). Such estimates commonly involve the assumption of simplified transport in which all water and solute in a given sample have the same travel time and reaction history. In reality, however, a groundwater sample consists of a mixture of waters and solutes with unknown distributions of travel times, recharge compositions, and reaction histories. As a result, estimated reaction rates and isotope fractionation parameters may not correspond to actual intrinsic values; they are, instead, "apparent" values that depend on the physical processes controlling the travel time distributions.
[4] The problem of evaluating mixing of differently aged waters in a single groundwater sample has been addressed in various ways. Analytical solutions for homogeneous aquifers with simple flow conditions have been used commonly with environmental tracer data relating to groundwater age [e.g., Zuber, 1986; Cook and Böhlke, 2000] . To account for effects of dispersion, additional methods exist for estimating the mean and higher moments of distributions of travel times at a point in space [Varni and Carrera, 1998 ], and to solve numerically the groundwater age equation [Woolfenden and Ginn, 2009] . In general, these efforts have focused on relatively homogeneous geological domains, whereas random walk particle methods have been used to simulate full age distributions at points and in well screens in heterogeneous domains [Tompson et al., 1999; Weissmann et al., 2002] . These studies indicate that travel time distributions can be complex and often multimodal (non-Gaussian), even in samples of small aquifer volumes, such as from shortscreened monitoring wells. Additional work is needed to study the effects of non-Gaussian dispersion on travel time distributions in a groundwater sample and to elucidate the effects of non-Gaussian distributions on apparent groundwater ages, reaction rates, and isotope fractionation effects.
[5] Existing studies have provided qualitative insights into the potential effects of mixing on apparent values of reaction rates and isotope fractionation parameters. Field studies of groundwater contaminant biodegradation indicate apparent isotope fractionation effects derived from environmental samples commonly are less pronounced than comparable isotope effects derived from measurements in homogeneous closed systems (e.g., laboratory experiments). Examples include N isotope fractionation during denitrification [e.g., Mariotti et al., 1988; Smith et al., 1991] , C isotope fractionation during aerobic methyl tert-butyl ether degradation [Lesser et al., 2008] , O isotope fractionation during O 2 reduction [Revesz et al., 1999] , Cl and O isotope fractionation during perchlorate degradation [Hatzinger et al., 2009] , and Se isotope fractionation during selenate reduction [Clark and Johnson, 2008] . Denitrification provides a particularly useful test case for studying effects of mixing because original source concentrations can be estimated with relative ease from dissolved gas data. Mariotti et al. [1988] proposed that small apparent fractionation effects could be caused by sampling mobile water that was largely undenitrified but diluted by exchange with immobile water that was largely denitrified in dead-end pore spaces. Similar observations have been attributed qualitatively to heterogeneity in other aquifer studies without direct evidence or modeling support.
[6] Isotope fractionation during denitrification is characterized in this paper in terms of the parameter " (sometimes called the "isotope enrichment factor"). This parameter is defined as " = a − 1, where a is a constant related to the instantaneous isotopic compositions of reacting NO 3 − and produced N 2 during denitrification according to , whereas a value of 0 would imply no isotope fractionation.
[7] A few studies have addressed quantitatively the effects of mixing on estimated reaction rates and stable isotope fractionations in groundwater. For a single-continuum one-dimensional system with simple boundary conditions and Gaussian dispersion, Kawanishi et al. [1993] showed with analytical solutions that the ratio of apparent to true values of " (" app /") is a unique function of the ratio of the Damköhler number (Da) to the Peclet number (Pe). Abe and Hunkeler [2006] explored additional effects of transverse mixing on predicted values of " and reaction progress derived from ". These modeling studies of relatively simple systems indicate that dispersion can cause the apparent value of " derived from groundwater samples to be substantially smaller than the intrinsic value (e.g., by as much as a factor of 2 for uniform longitudinal dispersion). More work is needed to determine the effects of physical heterogeneity in more realistically complex scenarios with, for example, geological heterogeneity, varying input concentrations, and reaction time lags due to inhibition of denitrification by dissolved O 2 .
[8] The current study evaluates effects of mixing due to local dispersion and macroscopic physical heterogeneity on various parameter estimates for reactions and stable isotope fractionation associated with denitrification. For a heterogeneous aquifer in the San Joaquin Valley, California, experiments were conducted using simulated sample concentrations derived from calibrated numerical models of flow and reactive transport. Model calibration was conducted to provide a match between simulated and measured values of hydraulic head and concentrations of NO 3 − , O 2 , N 2 from denitrification, and atmospheric tracers CFC-12 and SF 6 , and N isotope ratios in NO 3 − . Calibrated reaction and fractionation parameters then were taken as the intrinsic or "true" values for the purpose of further numerical experiments in which "apparent" values were derived from simulated sample concentrations from short-screen observation wells. To evaluate controlling factors, physical and chemical attributes of the system were compared with ratios of apparent to true values of parameters, including the O 2 reduction rate, the O 2 concentration inhibiting denitrification, the NO 3 − reduction rate, and the N isotope fractionation parameter for denitrification. The ultimate objective of this study was to provide a context for rigorous interpretation of chemical and stable isotope data in complex geological systems.
Site Description and Data
[9] The study site is located in the eastern San Joaquin Valley, California, near the Merced River (Figure 1 ). Land use in this area is primarily agricultural. Previous studies demonstrated relatively large fluxes of NO 3 − in infiltrating unsaturated zone water and shallow groundwater [Domagalski et al., 2008; Green et al., 2008a Green et al., , 2008b , resulting in elevated concentrations of NO 3 − -N in the surficial aquifer, commonly above the maximum contaminant level (MCL) of 10 mg L −1 set by the U.S. Environmental Protection Agency. Irrigation is supplied primarily by surface water diversions from reservoirs in the Sierra Nevada foothills. Groundwater is replenished by recharge below agricultural fields. The surficial aquifer is a mixture of coarse and fine alluvial fan sediments above a clay confining unit. The redox status of the unconfined groundwater ranges from aerobic to NO 3 − and Fe(III) reducing conditions. Electron donors in recharge water are scarce, and the redox reactions appear to be driven by relict, solid phase electron donors in the aquifer material such as organic carbon and minerals containing reduced Fe and/or S [Green et al., 2008a] . Additional aspects of the hydrogeology and geochemistry of the site are given elsewhere [Phillips et al., 2007; Domagalski et al., 2008; Green et al., 2008a Green et al., , 2008b .
[10] A 1 km transect of 11 nested monitoring wells was installed north of the Merced River at Delhi, California, in the summer of 2003 in cornfields and almond orchards (Figure 1 ). Monitoring wells were constructed of 5 cm diameter PVC with 60 cm long screens at depths of 8 to 30 m below ground surface. At the lower end of the 1 km transect, 20 PVC monitoring wells (5 cm diameter) were installed in or near the Merced River at depths of 0.3 to 2.8 m. Three of the 2.8 m depth wells with 15 cm screens were included in this study on the basis that the samples did not appear to be strongly influenced by surface water as indicated by major ion chemistry and did not appear to have degassed as indicated by dissolved gas analyses. Detailed descriptions of well installations, sampling, and analysis are given by Capel et al. [2008] , Phillips et al. [2007] , and Green et al. [2008a] .
[11] Chemical and isotopic data were obtained from groundwater samples collected in late June and early July 2004 and were reported previously [Green et al., 2008a] . Analyses used in this study include concentrations of NO 3 − , atmospheric age tracers, Ar, N 2 , and O 2 , and stable N isotope ratios in NO 3 − and N 2 . These analyses are described briefly below. For additional information about analytical techniques and uncertainties, see Green et al. [2008a] .
[12] Atmospheric age tracers sulfur hexafluoride (SF 6 ) and chlorofluorocarbons CFCl 3 (CFC-11), CF 2 Cl 2 (CFC-12), and C 2 F 3 Cl 3 (CFC-113) were analyzed using electoncapture gas chromatography (http://water.usgs.gov/lab/ chlorofluorocarbons/). Concentrations were converted to equivalent partial pressures in equilibrated air and compared with historic atmospheric concentrations Plummer, 1992, 2000] . Concentrations of SF 6 were obtained for 11 transect wells and three streambed wells. Only one apparently reliable CFC-12 concentration was obtained for one transect well. Many CFC samples appeared to be contaminated or degraded. Age tracer concentrations were adjusted to account for dissolution of entrapped air bubbles, as indicated by dissolved gas analyses [Green et al., 2008a] .
[13] The concentrations and isotopic compositions of NO 3 − and N 2 were combined to assess NO 3 − sources and effects of denitrification Heaton and Vogel, 1981; Böhlke et al., 2002; Green et al., 2008a] . Dissolved N 2 and Ar were analyzed by gas chromatography after creation of low-pressure headspace in the laboratory (http://water.usgs.gov/lab/dissolved-gas/). Concentrations of Ar and N 2 were used to estimate the quantities in groundwater of dissolved gases originating from atmospheric and biological sources, including "excess air" produced by Four wells (p, q, r, and s) were located at cluster C22, three wells were located at C21 (p, q, and r), and four wells were located at C20 (p, q, r, and s). Wells C83c/ C87c, and C67c were located on two separate river transects, each transect shown as a single point. entrapped bubbles during recharge (assumed to be unfractionated) and "excess N 2 " produced by denitrification. Degassing was not an important factor, based on estimates of excess air, sums of partial pressures of dissolved gases, and concentrations of atmospheric tracers that were consistent with containment of gases in solution. Concentrations of O 2 were measured in the field in a 50 mL flow-through cell, following stabilization of pH, specific conductance, and temperature. Stable N isotope ratios in N 2 were determined by gas chromatograph separation and continuous-flow isotope-ratio mass spectrometry (CFIRMS) on headspace gas (modified from Revesz et al. [1999] ). Stable N isotope ratios in NO 3 − were determined by bacterial reduction to N 2 O and CFIRMS [Sigman et al., 2001] .
Modeling Approach
[14] This study uses numerical modeling to examine the effects of mixing caused by local dispersion and macroscopic physical heterogeneity on apparent rates of reaction and isotopic fractionation derived from chemical and isotopic measurements. To estimate parameters that reasonably represented the processes at the field site, the flow, transport, and reactions were simulated in 3-D heterogeneous domains and calibrated to match model outputs of head, solute concentrations, and isotope data with observations from short-screen monitoring well samples. For further numerical experiments to examine mixing effects on reactions and stable isotope fractionations, the calibrated parameter values were taken as the intrinsic or "true" values. Common methods for analysis of field data were applied to the simulated well-sample concentrations to generate "apparent" reaction kinetic coefficients and " values for comparison with the true parameter values. Ratios of apparent to true reaction rates and " values were compared for increasingly complex scenarios by including or excluding variability of source concentrations, time lags in reactions, and effects of non-Gaussian dispersion. These methods are described in detail below.
Geological Models
[15] Two hundred realizations of the geology in the model study area were generated using the Transition Probability Geostatistics (TProGS) program Fogg, 1996, 1997 ] to incorporate realistic 3-D heterogeneity of sedimentary hydrofacies. The model domain included a rectangular area of 24.6 km 2 and a depth of 55 m. Realizations were discretized at a scale of 40 m in the X-and Y-directions and 0.5 m in the Z-direction. Each realization included three main geological features: Holocene alluvium surrounding the Merced River, pre-Holocene alluvial fan sediments, and a basal clay confining layer (Figure 2a ). Within these geological features, sediments were divided into subunits with similar hydraulic properties, or "hydrofacies" based on inspection of drillers' logs and geophysical data. Hydrofacies included Holocene silt, silty sand, and sand, in the vicinity of the Merced River, and pre-Holocene clay, silt, silty sand, and sand in the surrounding alluvial fans. Observed geology at well locations was preserved in the realizations. Vertical transition probabilities and mean lengths were determined from drillers' logs and geophysical logs. Horizontal dimensions were inferred from geological maps Allwardt, 1978, 1981] and from the dimensions of modern features, such as the river channel. Estimated dimensions of hydrofacies are shown in Table 1 . Mean lengths are generally 1 to 2 m in the vertical (Z) direction, 40 to 200 m in the strike (Y) direction, and 100 to 400 m in the dip (X) direction. Additional details are provided by Phillips et al. [2007] .
Hydrologic Models
[16] All 200 realizations were ranked according to their domain-scale flow characteristics. Using MODFLOW2000 [Harbaugh et al., 2000] , the domain-scale hydraulic conductivity was calculated for each realization in the X, Y, and Z directions using simulations of flow with uniform hydraulic gradient in the direction of flow and no-flow boundaries on the sides of the model domain perpendicular to flow. Six representative realizations from the full set of 200 were selected for detailed study of transport and reactions. The six realizations were chosen to represent the ranges of domain-scale hydraulic properties (i.e., minimum, maximum, upper quartile, and median of X + Y + Z flow), and indicators of anisotropy of domain-scale hydraulic properties (i.e., minimum and maximum of ((X+Y)/Z) flow). The total range of X+Y+Z flow among realizations varied by 8%, and the range of the ratio of horizontal to vertical flow varied by 16%. The domain-scale flow characteristics of the different realizations are shown in Figures 2b and 2c .
[17] For the steady state flow models to simulate field conditions, hydraulic conductivity (K) values were either assigned to each of the four main hydrofacies (clay, silt, silty sand, sand) in all realizations on the basis of earlier parameter estimation [Phillips et al., 2007] or were inversely modeled as discussed in section 3.4. On vertical faces of the local model domain used in this study, boundary fluxes were assigned by distributing fluxes from adjacent cells in a regional model as described by Phillips et al. [2007] . The flux assigned to each local model cell was weighted by the hydraulic conductivity of the cell. For all realizations, constant recharge to the water table was specified for individual farm fields on the basis of estimated crop demands and irrigation methods. Recharge rates varied from 0.15 m yr −1 in unfarmed areas to 0.81 m yr −1 in flood irrigated fields [Phillips et al., 2007, Figure 18] . Although historical recharge values are not known for this site, atmospheric age tracers and N-species concentrations provided indications of historical hydrologic conditions that have affected transport. Calibration to these tracer data (see section 3.4) gave an estimate of steady state average hydrologic conditions over the time period of intensive agricultural use. Because irrigation was provided by surface water canals, groundwater pumping was not common in the shallow aquifer, and transient effects related to pumping were not significant.
Transport and Reaction Models
[18] Transport was simulated using a random walk particle tracking code, RWHet, for simulation of advection and local dispersion in heterogeneous media [LaBolle et al., 2000] . Twenty thousand numerical particles, each representing a physical parcel of water in a well-sample, were introduced at each of 14 sampled well-screen locations ( Figure 1 ) and backward tracked with random walk simulated dispersion and diffusion to the water table or local model boundaries. To simulate extracted groundwater samples, particle locations were assigned in well screens. Flux-weighted samples were estimated by specifying spatial density of particles in each layer to be proportional to the horizontal hydraulic conductivity of that layer. The age of each particle at the time of sampling was assigned as the travel time between the well screen and the water table. For a small number of particles that arrived at the local model boundary during backtracking, the total travel time was calculated as the advective-dispersive travel time to the boundary plane, plus an advective travel time from that boundary plane to the regional model water table. Advective travel times for the regional model were determined using MODPATH [Pollock, 1994] . The calculation of total travel time was done in a program module, described below. Such adjustments occurred for about 1-2% of the particles in the domain and did not strongly influence calculated concentrations or mean travel times.
[19] Simulated flux-weighted concentrations at the well screens were computed using a program module developed for this study. Concentrations of solutes associated with each particle at the time of recharge were assigned based on the arrival time of the backward-tracked particle at the water table. The ensemble of particle travel times in a sample can be viewed as a distribution. Figure 3 shows a groundwater travel time distribution with typical complexity. Of 84 simulated samples, 65 showed multimodal distributions, and long-tailed distributions were common. Travel time distributions were highly variable for each well among differ- ent realizations of geology, indicating that the particular shape was controlled by the geology upgradient of the well.
[20] Source concentrations at a particular time were uniform across the domain, and were either assigned based on a priori histories (for O 2 , SF 6 and CFC-12) or inversely modeled (for NO 3
. Source concentrations were assigned for all modeled constituents in each particle at the time of recharge. The recharge concentration of O 2 was set to a time-constant value for each well based on the equilibrium concentration (0.29 mmol L −1 ) at the mean recharge temperature (19.2°C) and barometric pressure (101.07 kPa) estimated for this site, plus a quantity of O 2 from total dissolution of an entrapped excess air volume estimated for each well (mean O 2 in recharge of 0.34 mmol L −1 ) [Green et al., 2008a] . Input functions of SF 6 , CFC-12, and NO 3 − were piecewise linear in time. Recharge concentrations of SF 6 and CFC-12 were expressed as equivalent atmospheric mixing ratios in units of parts per trillion by volume (pptv) and were assigned to each particle based on the calculated value at equilibrium with the historical atmospheric concentrations at the time when the particle was at the water ] in recharge were estimated using inverse modeling techniques, as described below. The uniform concentration of NO 3 − at the water table at a given time creates spatially variable NO 3 − fluxes, which are proportional to the local value of recharge. This assumption is consistent with unsaturated zone studies at this site [Nolan et al., 2010] and at other sites [Nakamura et al., 2004] , which show increased fluxes of NO 3 − with increased water fluxes.
[21] The bulk concentration of a solute in a sample was calculated as the mean of concentrations associated with all particles in that sample,
where [i] is the bulk molar concentration of solute i, N is the number of particles, and [i] p is the molar concentration of solute i associated with particle p. Redox reactions were simulated with first-order decay and sequential use of terminal electron acceptors. Previous studies at this site demonstrate that redox reactions are driven mainly by solid phase electron donors [Green et al., 2008a] , and therefore the electron donor species were not included as mobile solutes. Concentrations of solutes associated with each particle at the well screen were computed based on the starting concentration at the water table and the reaction kinetic parameters. Sequential first-order decay of O 2 followed by NO 3 − was calculated for each particle with
where t p is the travel time of the particle between the water table and the well screen, [i] p,0 is the concentration at t p = 0 (which is the time of recharge at the water table), k i is the first-order rate constant, and t i-lag is the time lag between recharge and the start of the reaction (e.g., due to inhibition of NO 3 − reduction by presence of O 2 ). The time lag for denitrification, t N-lag is determined using
where [22] In aquifers, the dominant product of denitrification is N 2 , which allows use of the mass balance
where [N 2 -N] p,D is the molar concentration of excess N 2 (as N) produced by denitrification in particle p,
− at the time of recharge, and
− at the time of sampling. An example of the distribution of these N species with respect to travel time is shown in Figure 3 . This mass balance was applied for each particle under the assumption that transport properties of all solutes were the same. Therefore, at any given travel time, the fractions of N in [N 2 
where
− at the time of recharge, " is the isotope fractionation parameter (" = a −1), and f N, p is the fraction of NO 3 − remaining, defined by
Reactions proceeded in each particle independently according to equations (2)- (6). While it is likely that spatial variability of electron donors in the aquifer resulted in different rates of reaction within different lithologic units, reaction kinetics were assumed to be spatially uniform in the current study to maintain numerical efficiency and to highlight the effects of geological heterogeneity in the absence of reactivity contrasts.
Parameter Estimation
[24] Automated parameter estimation was used to obtain realistic reactive transport scenarios to be used for subsequent numerical experiments. The flow and reactive transport models were calibrated using PEST [Doherty, 2008] , a numerical code for nonlinear parameter estimation. The calibration procedure was designed to give a reasonable fit of model output to observed reactive trends (such as the commonly reported change in d 15 N[NO 3 − ] versus f N ) as well as sample concentrations. Model parameters were adjusted to minimize the discrepancies between modeled and measured concentrations, stable isotope ratios, and apparent sample values of f N,app , k O,app , and " app (Table 2 ). For models and field observations, the apparent values of f N,app , k O,app , and " app were computed using bulk sample concentrations in place of particle concentrations in equations (6), (2), and (5), respectively.
[25] Sensitivity tests indicated that noise in computed derivatives of stable isotope ratios prevented simultaneous inversion of transport and reaction parameters. Noisy derivatives of the stable isotope ratios with respect to flow and transport parameters resulted from use of the random walk method. Although noise diminished with increasing numbers of numerical particles, it could not be eliminated with the available computational resources. To avoid the effects of noise on calibration, a multiple-stage parameter estimation approach was used with transport parameters estimated separately from reaction parameters (Table 2) . First, hydraulic and transport parameters were estimated by minimizing the error between modeled and measured observations of hydraulic head and age tracer concentrations. These parameters included hydraulic conductivities (K) of hydrofacies, uniform porosity (), uniform isotropic dispersivity (a), and a multiplication factor for the spatially varying recharge (Table 3) . On the basis of previous sensitivity analyses [Phillips et al., 2007] 1995, 1985, 1965, 1945, 1925, 1905 , and 1867. Regularization was used to minimize noise in the input functions [Doherty, 2008] [26] In the parameter estimation routine, observation weights were assigned on the basis of estimated errors for each observation derived from an error propagation analysis (Table 2) . For each observation, the weight was equal to the inverse of the observation error, as recommended, for example, by Doherty [2008] .
Results and Discussion of Parameter Estimation
[27] Estimated parameter values are shown in Table 3 and Figure 18 ] were multiplied by a constant scale factor (rchg).
[ ] 0 at early times are consistent with manure sources of N, which were common during the early agricultural history of the area [Green et al., 2008b] , and might also indicate components of natural NO 3 − [e.g., McMahon and Böhlke, 2006] . Recharge values for these simulations calibrated using water levels and age tracers were 0.45 to 0.98 times the previously estimated values based on calibration with recent (2003) (2004) (2005) water levels only [Phillips et al., 2007] . The current numerical models calibrated to age tracer concentrations likely represent a steady state average of historical hydrology, because the distribution of age tracer concentrations is controlled by hydrologic conditions from the time of recharge to the time of sampling.
[ Figure 5h ). For apparent reaction trends, the model output follows the minimum-error path through the center of observed data. Model results are more closely clustered than the observed data, indicating greater temporal and/or spatial variability, and/or measurement uncertainties, in the real system than in the model.
[29] The effect of different geological realizations on parameter estimates was minor relative to the uncertainty in the parameter estimates. For all parameters, the estimated 95% confidence limits overlapped among all six simulations (not shown), with the exception of k N in simulation 73. (") . Apparent values of the parameters were calculated using simulated sample concentrations from the 14 observation wells. The true values were the calibrated parameter values in the numerical models used to generate the simulated samples. Apparent k O (k O,app ) and apparent k N (k N,app ) were calculated using both mean particle travel times and apparent ages derived from simulated SF 6 concentrations, as both approaches are relevant to previous modeling and field studies. Values of apparent k O (k O,app ) and apparent " (" app ) were calculated for individual simulated samples by substituting concentrations obtained with equation (1) into equations (2a) and (5) (Figures 6a and 6d) (Figure 6b inset) to produce a theoretical linear trend (7) was obtained by combining equations (2a) and (3). To solve for k N,app , linear least squares regression was applied to a plot of ln( f N ) versus mean particle travel time or simulated SF 6 -derived apparent age (equation (3a), Figure 6c inset), with k N,app determined from the slope of the regression line. Limitations of the apparent-parameter estimation techniques are evident in the nonlinearity of simulated concentration trends (points). Although the linearity assumptions of these methods are consistent with the equations used to simulate the sample concentrations, nonlinearities result from the mixing of aerobic water with no denitrification ( f N = 1) with anaerobic water with active denitrification, as in real samples.
Results and Discussion of Numerical Experiments
[31] To illustrate how apparent parameter values were estimated for numerical experiments, and to clarify the differences between true and apparent parameters, Figures 6a, 6b, 6c, and 6d show simulated tracer concentrations in wells (points) along with trends (curves) based on true and apparent reaction and fractionation parameters for simulation 73 (Table 3) . True parameters are from parameter estimation (section 3.4) which yielded the simulated concentrations shown in Figure 6 . Apparent parameters are estimated as described above based on the simulated tracer concentrations. The trends are derived by substituting parameters directly into the reaction and fractionation equations (2)-(6) and are referred to as "piston flow trends" in reference to the common assumption that water and solutes in a groundwater sample are transported as a discrete package with a single input concentration of each constituent and a single travel time. As expected, the estimated trends from apparent parameters appear consistent with the simulated concentrations from which they were derived. The piston flow trends for true parameters are not used further in this study, but are shown here to illustrate the basic differences between true and apparent parameter estimates. The different trends produced by true and apparent parameters show that the apparent reaction kinetic coefficients derived from concentrations of samples are systematically different from the true values. For example, " app tends to be closer to zero than ", as shown by the lower slope of the trend derived from apparent parameters on Figure 6d , and as previously reported by Kawanishi et al. [1993] . However, the relative effects vary among parameters, as shown by a small difference between trends for O 2 consumption (Figure 6a ), and 
. In all plots, gray curves are trends predicted by assuming piston flow but using the true parameter values. The black curves are piston flow trends based on the apparent parameters. On inset log-scale plots, the trend lines are the linear least squares best fits to the simulated data (points) used to estimate the apparent parameter value. Empty points are excluded from the regression because f N is approximately 1 (>0.98). a larger difference between trends for N isotope fractionation (Figure 6d ).
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[32] To show the effects of geological heterogeneity on parameter estimates, ratios of apparent to true k O , k N , [O 2 ] cut , and " were compared among the calibrated simulations and among simulations using identical transport and reaction parameters. In the latter case, parameter values were set equal to the mean of the calibrated parameter values (Table 3) , so the only difference among simulations was the underlying geological realization. The median, quartiles, and ranges of the ratios of apparent to true parameter values are shown in Figure 7a for calibrated simulations and Figure 7b for simulations with identical parameters. Values of k N,app and k O,app were computed with respect to the mean particle travel time of each sample
[33] Ratios of apparent to true values were variable among individually calibrated simulations and among individual wells within each realization. Among calibrated simulations, the large variability of the ratio of apparent to true [O 2 ] cut , k N , and " (Figure 7a ) mainly resulted from uncertainty in the parameter estimation process and was not directly produced by model domain-scale differences in geology. This is indicated by the relatively small variability of medians of k O,app /k O , [O 2 ] cut,app /[O 2 ] cut , k N,app /k N , and " app /" among simulations with the same flow, transport, and reaction parameters but with different geological realizations (Figure 7b ). Below the scale of the model domain, however, local geological variability produced large differences among individual wells within a single realization. This is shown by the ranges of whiskers on individual box-plots for k O and " in both Figures 7a and 7b . For example, the k O,app / k O ratio in realization 131 might range from 0.2 to 0.8 for any randomly chosen well. Among wells in a single aquifer, variability of apparent rates can result solely from differences among the sedimentary networks through which solutes travel to each well. Similarly, multiple realizations of these networks for a single well can result in a wide range of apparent reaction and fractionation parameters.
[34] Model domain-scale differences in flow characteristics (Figures 2b and 2c) showed some limited correlations with the ratio of apparent to true reaction and fractionation parameters. It was hypothesized that realizations with higher ratios of horizontal to vertical domain-scale flow (i.e., stronger domain-scale anisotropy) have greater tortuosity of flow paths between the water table and well screens, greater mixing, and greater differences between apparent and true parameters. For realizations 45 and 131, the strong contrasts between horizontal and vertical flows did correspond with low ratios of apparent to true parameter values (Figure 7b) (Figure 8 ) has relevance to previous laboratory and field studies of denitrification inhibition by O 2 . The threshold value of [O 2 ] cut required for the onset of denitrification is variable and dependent on multiple factors such as composition of the microbial community, sediment environmental factors, and molecular-level processes [Conrad, 1996; Zumft, 1997] . Although some laboratory data indicate relatively high limits [e.g., Chen et al., 2003], in homogeneous laboratory [Tiedje, 1988; Seitzinger et al., 2006; Coyne, 2008] . In contrast, [O 2 ] cut,app values derived from analyses of groundwater samples in aquifer redox gradients commonly are around 40 to 60 mmol L −1 McMahon et al., 2004; Böhlke et al., 2007; Green et al., 2008a] .
[36] Our study indicates that low values of [O 2 ] cut commonly observed in the laboratory would not be detectable in mixed groundwater samples because mixtures of travel times in samples create the appearance of denitrification in the presence of relatively high concentrations of O 2 . Figure  8 shows Kawanishi et al. [1993] showed that the ratio " app /" is related to the ratio of the Damköhler number (Da, relating the time scales of reaction and advection) to the Peclet number (Pe, relating the rates of advection and dispersion). Our study extends their analysis to reaction rates and explores additional effects of non-Gaussian mixing, timevarying source concentrations, and time lags of reaction rates for realistic simulations of a heterogeneous aquifer.
[38] For each of the six calibrated simulations and for additional test cases, ratios of apparent to true values were compared with estimates of Da/Pe. Values of Pe were estimated for individual well samples in all realizations. For each well, an effective dispersion coefficient was estimated using
where D L is the effective longitudinal dispersion coefficient of the portion of the aquifer through which particles traveled to the well screen, t is the mean of travel times, t p , between the water table and well screen for all particles in the well, and s x′ p 2 is the variance of normalized travel distances, x′ p , at time t (equation (8b)). Travel distance, x p , is normalized to account for particles intersecting the water table across a wide range of times and locations. An effective Peclet number was calculated for each well using
where x′ is the mean normalized travel distance and v is the mean of particle velocities which are equal to the ratio x p /t p . Effective Damköhler numbers were calculated for O 2 (Da O ) and NO 3 − (Da N ) at each well using
where Da i is the Damköhler number for solute i, and k i is the first-order reaction rate. Da/Pe ratios were computed for each well. Composite, aquifer-scale Pe, Da O , and Da N values were computed as the medians of the Pe and Da values for individual wells. To characterize Da N for each simulation, only those wells included in the linear regression to determine k N,app (e.g., filled points on inset graph in Figure 6c ) were included in statistics.
[39] For apparent reaction rates and isotope fractionations, the effects of mixing are closely tied to the scale of transport to individual wells. For each well, Figure 9a shows values of macroscopic effective dispersivity, a L , calculated using
where D* is the effective diffusion coefficient and is assumed to be negligible in this case. The increase of a L with increasing transport distance at a slope of approximately 0.1 is consistent with previous studies showing this relationship in field measurements at comparable scales [Gelhar, 1986] . As the scale of transport and a L increase, " app /" decreases ( Figure 9b ) as do the ratios of apparent to true reaction coefficients (not shown). Therefore physical mixing tends to create the appearance of lower reaction rates and fractionation parameters when measured at larger scales and longer flow paths (Figure 9b ). The scale effect may contribute to previous observations that rates of denitrification tend to be higher for smaller-scale push-pull tests as compared with larger scale aquifer studies [Smith et al., 2004; Green et al., 2008a] . The effects of transport and scale should be considered when comparing reaction rates in different aquifer systems, or when comparing reaction rates in different parts of the same system. [40] Figure 10 shows ratios of k O,app /k O and k N,app /k N compared with median values of Da/Pe. Two sets of rates are shown. One set was estimated from mean particle travel time (Figures 10a and 10b) , which is comparable to a field estimate based on physical properties such as velocity and travel distance. A second set of rates were estimated from apparent ages based on simulated SF 6 concentrations (Figures 10c and 10d) . In addition to the results from calibrated simulations, shown as points, the calibrated simulations were rerun with ranges of k O and k N values to extrapolate the behavior of the simulated systems over ranges of Da/Pe. Also shown are predictions of ratios for simple scenarios of zero time lag, constant source concentrations, and Gaussian dispersion (Figure 10e ). The curve for Gaussian dispersion was estimated by assigning values of Da/Pe in equation A9 (Appendix A).
[41] The differences between apparent and true rates depend on the methods used to estimate rates as well as the Da/Pe ratio. As previously shown for CFCs by Weissmann et al. [2002] , apparent ages derived from simulated SF 6 concentrations in this study were consistently less than the mean particle travel times, owing to the shape of the SF 6 input function and the travel time distributions in simulated well water samples. Accordingly, apparent rates based on apparent ages from simulated SF 6 concentrations were greater than rates based on mean travel times. Travel-time based rates consistently underestimated the true rates (Figures 10a and 10b) , while age tracer based rates either underestimated or overestimated the true rate (Figures 10c  and 10d) . As shown by the continuous curves, increasing Da/Pe (which can result from faster reactions, longer travel times, lower velocities, or greater dispersion) corresponds to larger differences between apparent and true rates. For k N,app /k N , differences were an order of magnitude for some calibrated realizations and were greater than an order of magnitude for uncalibrated scenarios with Da/Pe > 1 (Figure 10b) .
[42] Comparison of the simulations with simpler scenarios shows that non-Gaussian dispersion and time-varying source concentrations are important factors affecting prediction of apparent rates. Non-Gaussian dispersion (Figure 3 ) is produced in these simulations by complex geological features such as interconnected high conductivity pathways. In Figure 10a [e.g., Böhlke, 2002] . Therefore these influences on estimates of k N,app are likely to be common in field studies of denitrification.
Factors Affecting Apparent e
[43] The apparent isotope effects of denitrification (" app ) were most strongly affected by non-Gaussian dispersion and the time lag, t N-lag , before the onset of denitrification (at Figure 11a shows " app /" versus Da/Pe for calibrated simulations (points) and " app /" over ranges of Da/ Pe for the same simulations with varying k N . Values of " app Figure 9 . Comparison of (a) macroscopic dispersivity from equation (11) and (b) " app /" to mean travel distance for the 14 wells. For each well, the point shows the mean of the values from six simulations. Bars show the total range.
derived from concentrations and isotope ratios in simulated samples are consistently lower than " and lower than estimates based on the scenario of Gaussian macrodispersion, constant inputs, and zero reaction time lag [Kawanishi et al., 1993] (Figure 11a ). Figure 11b shows for simulation 1, the incremental effects of adding various factors which reduce " app /" over a range of Da/Pe. Scenarios are the same as for Figure 10e , with the piston flow trend (" app /" = 1), Gaussian macrodispersion with no time lag and constant input concentrations and stable isotope ratios (scenario I), nonGaussian dispersion (scenario II), II plus denitrification time [44] These results provide a basis for comparing " app estimates in different mixing environments and show that the effect of dispersion on apparent fractionation parameters can account for differences between " values observed in laboratory batch experiments versus field studies. Field studies commonly have neglected mixing, and provided estimates that are analogous to the " app values in these numerical experiments. Among previously reported estimates from aquifers, the interquartile range of " app is from −5 to −16‰ (Figure 11d ). Laboratory incubations typically are relatively unaffected by dispersive mixing and produce estimates of " that are comparable to the true " values assigned in these numerical experiments. The interquartile range of previously reported laboratory estimates is −17 to −27‰. To test the possibility that the difference between laboratory and field estimates of " result from dispersive mixing, calibrated simulations 1, 45, 124, and 136 were selected as representative of laboratory results, based on the criteria of having " values close to, or in the range of, the laboratory interquartiles ("simulated true" on Figure 11d ). For these simulations, the range, interquartiles, and medians were calculated for the set of all wells in all simulations ("simulated apparent" on Figure 11d ). These results resemble the literature values for " app from groundwater, indicating that dispersive mixing is a possible explanation for the observed differenced between laboratory and groundwater estimates of ". Wellman et al. [1968] , Delwiche and Steyn [1970] , Miyake and Wada [1971] , Blackmer and Bremner [1977] , Wada [1980] , Mariotti et al. [1981] (omitted 30 degree value), Olleros [1983] , Barford et al. [1999] , Dhondt et al. [2003] , and Granger et al. [2008] . "Groundwater" values are from Vogel et al. [1981] , Mariotti et al. [1988] , Böttcher et al. [1990] , Fustec et al. [1991] , Smith et al. [1991] , McMahon and Böhlke [1996] , Koba et al. [1997] , Aravena and Robertson [1998] , Mengis et al. [1999] , Fryar et al. [2000] , Böhlke et al. [2002] , Griggs et al. [2003] , Fukuhara et al. [2007] , Singleton et al. [2007] (excluding values derived using three or fewer samples), Green et al. [2008a] , and Hatzinger et al. [2009] .
[45] As " values are increasingly used to study the rates and extents of natural attenuation of NO 3 − and other contaminants [e.g., Meckenstock et al., 2004; Abe and Hunkeler, 2006; Blum et al., 2009] , effects of physical heterogeneity are likely to influence predictions of contaminant fate and transport. For the calibrated scenarios, an apparent denitrification " value of −10‰ based on sample analyses is consistent with true in situ denitrification " ranging from −14‰ to −34‰. For a prediction of f N from changes in d 15 N[NO 3 − ], this range of " results in a factor of 2 difference between the high and low estimates of f N . Much larger differences can be expected for higher Da/Pe ratios due, for example, to faster reactions or longer travel times (Figures 10  and 11 ). It is emphasized that these results were obtained in model aquifer systems with uniform reaction rates, whereas additional biases could be present where reaction rates differ between geological units. In some situations, apparent isotope effects may be almost nonexistent, as at boundaries of two zones, one of which is reactive and the other of which is not. Situations like these include sediment-water interfaces and wells or flow paths that include abrupt redox transitions in aquifers [e.g., McMahon et al., 1999; Lehmann et al., 2003; Böhlke et al., 2007] .
Conclusions
[46] In a sedimentary aquifer in the San Joaquin Valley, California, field measurements and numerical experiments demonstrate that physical heterogeneity results in substantial mixing of waters with a range of travel times in individual samples from short-screened monitoring wells. The blending of concentrations of anthropogenic atmospheric tracers, O 2 , NO 3 − , and N 2 over the distribution of travel times reduces the magnitudes of apparent groundwater ages, reaction kinetic coefficients, k, and isotopic fractionation parameters, ", that are estimated from sample concentrations. For calibrated model scenarios from the San Joaquin study site, estimates of apparent denitrification rate and " in individual wells were lower than true values by factors as high as 10. For faster reactions and stronger dispersion the effect increases such that at ratios of Da/Pe greater than 10, simulated apparent reaction rates and " values are orders of magnitude lower than the true values. These results contrast with previous studies indicating smaller differences between true and apparent parameters in relatively simple scenarios. In this study, the more pronounced effects result from combined influence of non-Gaussian dispersion produced by macroscopic geological heterogeneity, time lag before the onset of denitrification due to inhibition by O 2 , and time-varying input concentrations of NO 3 − due to increases in agricultural applications over time. Because many aquifer systems include geological heterogeneity, redox zonation, and nonuniform input histories, it can be generalized that the effects of mixing on apparent reaction kinetic coefficients and fractionation parameters for reactive transport of NO 3 − will be important across a wide range of sites.
[47] For reaction and fractionation parameters, differences between field and laboratory estimates may result from the effects of dispersive mixing in aquifers. Field estimates of " in groundwater have tended to be smaller in magnitude than laboratory estimates. Simulations assigning true values of " corresponding to homogeneous laboratory experiments yield apparent values of " that are similar to those from previous field studies. For the oxygen threshold inhibiting denitrification, [O 2 ] cut , simulations show that apparent values are systematically greater than true values, which is consistent with previous observations in laboratory and field studies. The influence of mixing and dispersion should be considered whenever parameter values are compared among different settings or across different transport scales in a single setting. Additional work remains to elucidate the effects of apparent versus true rates and fractionation parameters on forecasts of water quality, and to address more complicated scenarios with spatially variable reaction rates, alternative reaction models, and transient flow conditions. These developments will allow more robust cross-site comparisons of rates and fractionation parameters, and they should improve the reliability of contaminant transport models that are calibrated using chemical and isotopic data.
Appendix A
[48] For a 1-D homogeneous, semi-infinite system with constant first-order reaction and dispersion beyond a constant flux boundary, and constant resident concentration at the downgradient boundary [Kawanishi et al., 1993] , the apparent decay coefficient is a function of the ratio of the Peclet and Damköhler numbers, as shown below.
[49] The apparent decay coefficient is defined using the first-order decay equation,
where k i,app is the apparent decay coefficient for constituent i, S i is the dimensionless resident concentration of solute i at some distance, x, beyond the point at which the reaction begins.
S i is defined by
where S is the resident concentration and S in is the flux concentration at x = 0. The dimensionless concentration is [Kawanishi et al., 1993] 
where X is the dimensionless distance, x/L, and L is the distance to the downgradient boundary. The Peclet number is here defined by
[50] The variable p is defined by
Da is a Damköhler number,
[51] Dividing both sides of equation (A1) by k i and substitution of equation (A3) for S i (x) and S i (x = 0) gives
which simplifies to
