The development of complex information systems calls for conceptual models that describe aspects beyond entities and activities. In particular, recent research has pointed out that conceptual models need to model goals, in order to capture the intentions which underlie complex situations within an organisational context. This paper focuses on one class of goals, namely nonfunctional requirements (NFR), which need to be captured and analysed from the very early phases of the software development process. The paper presents a framework for integrating NFRs into the ER and OO models. This framework has been validated by two case studies, one of which is very large. The results of the case studies suggest that goal modelling during early phases can lead to a more productive and complete modelling activity.
Introduction
Quality is crucial to the development of information systems. Although quality is not easily defined, there is a general agreement that quality is an individual attribute of each stakeholder. We are used to hearing that quality software is the one that is closest to 100% functional accordance, in the stakeholders' point of view. However, this scene has been changing each day. Stakeholders are increasingly demanding non-functional requirements.
Recent work in the requirements engineering field [1, 2] has shown the necessity of conceptual models that take non-functional requirements (NFR) into consideration. Such models will better deal with real-world situations. One of the advantages of having a goal-oriented conceptual model is the capability of representing nonfunctional aspects, such as confidentiality, performance, ease of use and timeliness.
We believe, like others [2] [3] [4] [5] [6] [7] , that these nonfunctional aspects should be dealt with as non-functional requirements. Therefore, NFRs have to be handled and expressed very early in the process of modelling an information system. Usually, NFRs are treated only (if at all) in the design stage of an information system. NFRs, as opposed to functional ones, do not express any functionality to be implemented in the future information system. On the contrary, they express behaviour conditions and constraints that must prevail.
We believe that NFRs are always tied up with functional requirements [8] ; i.e., NFRs can be seen as requirements that constrain or set some quality attributes upon a functional requirement.
For example, suppose we are dealing with a system for a clinical analysis laboratory. There would be a functional requirement: 'The system must provide a data entry to input the results of laboratory tests to a patient's report' which could be associated to a confidentiality NFR: 'Depending on the result of a test only a supervisor will be able to input this result to a patient's report'. For example, one may have claimed that only a supervisor can input results for Glucose which are over 200. Now, suppose one has not elicited this NFR and has nevertheless decided to implement a simple security access scheme controlling who has the authorisation to access what programs. It will be a very expensive and time-consuming task to fix it, if the need for that special type of access control has been detected after deployment.
When the software engineer decides to satisfice 1 a non-functional requirement he may cause conflicts, either with functional or non-functional requirements. If these conflicts do not arise or are dealt with, they may result in a series of problems at implementation time. The identification and proper expression of NFRs are essential to the understanding and reasoning about the impacts of further design decisions.
Industry is paying a high price by not paying attention to NFRs. Recent tales of failure in information systems can be explained by the lack of attention to NFRs. The well-known case of the London Ambulance System (LAS) [9] is a good example. The LAS was deactivated, soon after its deployment, because of several problems, many of which were related to NFRs such as performance and conformance with standards [10] .
Recent work points out that early-phase requirements engineering addresses organisational aspects and NFRs, while later-phase requirements engineering focus on completeness, consistency and automated verification of requirements [11] . Only few studies [12, 13] are concerned with the integration of early and late requirements.
This work extends a previous one [13] and presents a strategy for dealing with NFRs and how to integrate them into conceptual models. Part of our work was strongly influenced by Chung's work on this subject [3, 5, 6, 14] , resulting in a slight adaptation of his NFR graph to be used in earlier stages of software development.
Although Chung's work aims to represent NFRs and their conflicts, it does not stress conflict detection with functional requirements. We believe that the systematic integration of NFRs into conceptual models may be helpful in identifying such conflicts. Our integration strategy can be classified as a lightweight method. It is simple and does not require a large investment to be put into practice. We intend to show that dealing with NFRs from the very beginning of software development and integrating this knowledge with the functional conceptual models lead to cost savings and to higher customer satisfaction.
We first tried the ER conceptual model [15] as the data model to be used. Then we extended the framework to be used with object-oriented models. Section 2 shows the strategy we designed and validated to elicit NFR and further integrate them with the ER and OO conceptual models. The strategy was partially implemented in the Talisman [17] environment. Section 3 defines the NFR elicitation process, while Section 4 demonstrates the integration process. We have performed two case studies in which the strategy was applied to the development of real information systems. These are described in Section 5 and its results show the effectiveness of taking into consideration NFRs in the early stages and integrating them into the conceptual model. Section 6 concludes and describes future research.
The Proposed Strategy
The proposed strategy does not intend to cover any specific NFR. It is a broader approach on how to identify and represent process-oriented NFRs [2] .
The idea of integrating NFRs into the conceptual models is to tackle the problem of representing NFRs, and to understand their impact on conceptual model design. This representation also allows design decisions to become more systematic, since the conceptual model will explicitly deal with design constraints.
The strategy proposes the use of a lexicon, the Language Extended Lexicon (LEL) [18] , as an anchor to integrate the NFRs into both the ER and the OO models. This is achieved by using lexicon symbols to construct both the NFR graph [2] and the conceptual model (either using ER or the OO model). As such, a common entry in the lexicon is the link from one representation to the other.
Since the lexicon is the anchor to build both NFR graph and the conceptual model, at least a first version of the LEL must be available beforehand.
Once all the NFRs are represented in the conceptual model, a verification process is necessary. Such a verification entails checking the NFRs represented in the graph with those in the conceptual model. Every NFR that exists in one model must exist in the other one.
Another important check is to see if the model contains all the attributes needed to satisfice the existing NFRs. Satisficing an NFR may demand a change or inclusion of attributes to existing entities or classes or even the creation of new entities, relationships or classes. Figure 1 portrays an SADT diagram [19] that illustrates the proposed strategy. It is a meta-model that can be instantiated to be used with either the ER or the OO model. Only the integration part of the SADT model will be different when using the OO instantiation instead of the ER instantiation.
We will further explain each of the above processes, except for the construction of the functional model, which is already covered by a vast literature. 1 We use here the same notion used by Mylopoulos [2] that an NFR can rarely be said to be satisfied. Goal satisficing suggests that the solution used is expected to satisfy within acceptable limits.
Eliciting Non-Functional Requirements

The Language Extended Lexicon
The objective of the Language Extended Lexicon (LEL) [18] is to capture the vocabulary used in the Universe of Discourse (UofD) [18] :
Universe of Discourse is the general context where the software should be developed and operated. The UofD includes all the sources of information and all known people related to the software. These people are also known as the actors in this UofD.
The objective of an LEL is to register the vocabulary of a given UofD. It is based upon the following simple idea: 'understand the problem's language without worrying about understanding the problem' [18] . The main objective of the LEL is to register signs, words or phrases, peculiar to a specific field of application.
The LEL is a meta-model designed to help the elicitation of the language used in the macrosystem. This model is based on the idea that a circular description of language terms improves the comprehension of the environment. Each sign is described by natural language sentences for its notions and behavioural responses. In the description of each sign, a high level of circularity is maintained, since each sentence uses signs also described in the LEL. The notions must try to elicit the symbol's meaning and its fundamental relations with other entries. The behavioural response must specify the connotation of the symbol in UofD (see Fig. 2 ).
The construction of the LEL is oriented by two principles: circularity and minimum vocabulary. The circularity principle states that the description of notions and behavioural responses must use other lexicon entries. The minimum vocabulary principle states that, in the description of notions and behavioural responses, all terms that are not lexicon entries must be contained in a restricted vocabulary from the natural language in use.
It is important to make it clear that the LEL is not restricted to holding information related to functional requirements. Its idea is to register the entire vocabulary in the UofD and therefore it might also include the nonfunctional aspects of the domain. In fact, it can be seen in Fig. 2 that the behavioural response 'Patient's ID has to be checked before delivering' from the symbol Patient's Report would actually be an NFR Security that has to prevail for the patient's report.
Although the LEL can handle non-functional aspects of the domain, at least the very first version of the LEL is usually mainly composed of symbols related to functional requirements. This is due to the very abstract nature of non-functional requirements and because quality aspects, in spite of its importance, are usually hidden in everyone's mind. However, it does not mean that the software engineer cannot register information about non-functional requirements. A well-defined set of symbols representing the vocabulary of the UofD is a key point to the strategy. Both the names of the NFRs and the names of entities and classes have to be symbols of the LEL. The use of the LEL for functional requirements elicitation was dealt with in another article [18] .
The LEL could be used for capturing the vocabulary of a whole domain instead of using it for a single system, but we have not explored this possibility yet. 
The Non-Functional Model
The process of building a Non-Functional Model can be seen as a three-step process. First, we propose a strategy to catalogue NFR knowledge using a tool that extends the concepts of the LEL to represent knowledge of NFRs in a hypertext form. This will produce a knowledge base on NFRs to support the eliciting process. Second, we show a strategy for searching for NFRs in the UofD using the knowledge base together with elicitation methods suited to NFR acquisition. Third, we show how to represent these NFRs using an adaptation of the NFR graph proposed by Chung [14] .
NFR Knowledge Base
We use a taxonomy to classify NFRs into primary and specific NFRs. Specific NFRs are those that decompose a primary NFR. An example of primary NFR is reliability, which may have the following specific NFRs: validation, authorisation and delivery for a given domain. We also classify NFRs as dynamic and static NFRs. Dynamic NFRs are those that deal with abstract concepts such as performance, maintainability and operational restrictions, while static NFRs are those that always ask for some data to be presented to satisfice it. Examples are security, accuracy and traceability. Some NFRs such as quality and reliability may be either dynamic or static depending on what type of secondary NFR decomposes them. Figure 3 shows the NFR taxonomy we are using, which can also be used as a checklist. A comprehensive list of NFRs can be seen in Chung et al. [6] .
This taxonomy together with a tool created to catalogue domain-and NFR-specific knowledge must be used for acquisition and representation of knowledge of the domain being developed.
We extended the LEL to deal with NFR in order to catalogue not only primary and secondary NFRs but also the satisficing strategies for each one of them. We developed a tool called LEL-NFR that, among other attributes, catalogues each NFR as primary and specific and includes its satisficing strategies. It also catalogues for each strategy whether satisficing it might contribute positively or negatively to other NFRs. As such, we create the NFR knowledge base.
The tool shows the NFR through a hypertext view in which each primary NFR is an entry in the LEL-NFR. In Fig. 4 , we can see an example of the use of the LEL-NFR tool in which one entry of the lexicon is shown for the NFR accuracy. The notion contains a brief description of the nature of this NFR, what specific NFRs are usually linked to this primary NFR and the common satisficing strategies for this NFR, while the behavioural responses show possible interdependencies between NFRs. Each specific NFR and each satisficing strategy are also entries of the LEL-NFR with its notion and behavioural responses. Navigation between symbols can be done by using an HTML browser.
Searching for Non-Functional Requirements
Eliciting requirements is a hard job, but the search for NFRs can be even harder since neither the stakeholders nor the requirements engineers are used to dealing with them. Many of the NFRs that we found during our case studies were found just because we were using the NFR knowledge base and because we used elicitation methods that allowed us to really understand the user needs. In this section, we show the strategy we used to elicit NFRs together with some tips that we learned from our case studies.
The search for NFRs uses the available functional requirements document. The software engineer has to investigate each functional requirement against the NFR checklist, trying to identify any NFRs. The software engineer can do it by himself or together with the clients.
Whenever possible, a first approach to the NFR may be done only by the software engineer and later with the clients. Figure 3 shows the NFR taxonomy that can be used as a checklist for NFRs. The LEL-NFR tool generates a list of NFRs based on the knowledge base. The list presented in Fig. 3 is not and will never be a complete one. It is a collection of NFRs we found in the literature and that we observed during our case study. We expect that each time a software engineer finds some NFR (whether primary, specific or simply a satisficing strategy) that is not part of the knowledge base, he will update the base. One example is the NFR traceability. Any company that has a total quality management system needs traceability in its production line. Therefore, because of the increasing number of companies worldwide using total quality management, we decided to add this NFR to our base.
In addition to the use of the LEL-NFR tool, the requirements engineer must use the elicitation techniques that seem to be most appropriate. Protocol analysis, ethnography, design recovery and prototyping [20] are some of the techniques we have been using.
During the case study (Section 5), the use of the LEL [18] and ethnography led us to understand the UofD language and understand the stakeholders' needs. Many NFRs were found because of the use of these two techniques together.
Some of the NFRs were not presented by the stakeholders. These NFRs were identified just because of the knowledge we gained about the workplace. Identifying these requirements was possible due to the ethnography. The combination of the LEL and the ethnography led to a smooth communication between the software engineers and other actors in the UofD.
We also noticed during the case studies that it is important to be alert to some expression patterns such as it would be interesting/good, it's important, it helps (a lot), it would be profitable if, it should behave like, as well as to adjectives and adverbs in general.
Some NFRs are not directly related to any functional requirement. We call these requirements global nonfunctional requirements, like security for instance. Security is an NFR that is usually global to the software since the software as a whole must be secure. The software engineer must be aware, however, that a general NFR could have particular instances.
Take, for instance, security in the context of an information system for a clinical analysis laboratory. This system may require that security be implemented in a who-has-what-access-to-which-system module basis. Although security tends to be a global NFR, in this case, when decomposing this NFR, we found some specific examples such as: 'every user of a laboratory informa- A Framework for Integrating Non-Functional Requirements into Conceptual Models tion system (LIS) who works in the processing area and is a supervisor should be authorised to input results of patients' tests, except for some particular tests. For those tests, if the result is smaller than a specific value or greater than another value, only the supervisor can input results'. It is clear that this is a quite different and more complex situation. Satisficing this NFR will take much more effort and a different data model.
When the software engineer identifies an NFR, he or she must also identify which actor is responsible for that NFR. This traceability aspect is important, since it would make future references to the source of this NFR easier. These references may be due to a change related to this NFR, to a conflict resolution, or even to the need of a further NFR refinement in cases in which doubts arise.
Later in the project, it is not unusual to the software engineer to be faced with some design decisions such as, 'NFR X may be implemented instead of Y', because of constraints related to other NFRs or even to other functional requirement. At this moment, it is important:
. to know from where the NFRs have been originated; . to check with the actor responsible for the NFR if there is another NFR not elicited yet that might preclude replacing X by Y.
While eliciting NFRs, the requirements engineer can be faced with new LEL entries not yet found. These symbols must then be added to the LEL with their notions and behavioural aspects.
Representing Non-Functional Requirements
Eliciting NFR is important but is not enough. We have to represent them somewhere so that we can deal with them in an organised way. As we propose to elicit NFRs from the very early phases of the software development process, it will be impossible to represent the NFRs directly in a conceptual model that represents the functional requirements. We also need some way to represent NFRs that help us to deal with conflicts. In this context, Chung's work [2, 5, 6, 14] is particularly important, since NFRs are treated as goals that might conflict. The NFRs must be represented as goals to be satisficed. Each goal will be decomposed into satisficing goals represented by a graph structure inspired by the and/or trees used in problem solving. This satisficing goal may also be decomposed using other satisficing goals or argumentation goals. This process continues until the requirements engineer considers the goal satisficed. Decomposing NFRs must follow a set of decomposition methods proposed in Chung's work. Chung's work also proposes how to represent and deal with conflicting goals. The idea here is that a sub-goal may impact positively or negatively on another goal or sub-goal satisficing. In Chung et al. [21] , we can see an example taken from a banking loan system in which satisficing the goal StoreCentrallyOnce would contribute positively to satisficing the sub-goal Time[change BaseRate; critical] in which satisficing the goal StoreForEachClient would contribute negatively to satisficing the same sub-goal. This is due to the fact that this sub-goal represents the need for changes on the base rate being made as quickly as possible. Storing the new base rate centrally once will clearly be more efficient than storing it for each client. Figure 5 portrays this example.
We propose to represent the elicited NFRs using a slight variation of Chung's NFR graph [2, 4, 5, 14] . The first modification is to identify the actor of the UofD or the company's area that originated the NFR. This information is to be kept on the top of the NFR graph, as illustrated in Fig. 6 . The objective here is to help trace the NFRs' sources. This information can be of great help in reasoning among conflicting requirements. It can also be used in the NFR refining process.
The second modification is to force all data classes [2] to be an entry in the LEL. For example, in Fig. 6 Quality [Patient's Report] refers to the NFR Quality regarding all attributes associated with the data class Patient's Report that would be necessary to satisfice the desired quality NFR. This NFR will be decomposed into subgoals until the requirement team finds that the NFR is satisficed.
A goal data class followed by its sub-goals will represent the sub-goals that decompose the goal. A dot is used as the separator between the elements. Each subgoal can also be a symbol of the LEL but it is not mandatory.
The sub-goals on the leaves of the tree are satisficing goals that will be understood as attributes that must be present to satisfice the NFR represented in the first node of the graph. These attributes can be divided into two types: general attributes and data attributes, of which only the second is represented in the ER model. 2 General attributes express time constraints and specific behaviours that must be satisficed by the system. Attributes such as 'the system response must occur in less than 5 seconds' or 'reports must be printed in laser printers' will be classified as general attributes. Unlike data attributes, a dotted circle represents general attributes.
Data attributes express specific data that must be an attribute of a data class in order to allow the data class to satisfice the NFR.
The attributes of an NFR will be composed of the set of all attributes on the leaf level of the NFR tree.
For instance, decomposing the NFR Quality [Patient's Report] (Fig. 6) , we found that what the actor thought as Quality of a patient's report could be read as: 'The patient's report must be printed by a laser printer and the tests performed must appear in a specific order'. This can be represented by the sub-goals In the case of the NFR Quality [Patient's Report] the set of attributes necessary to satisfice this NFR would be {Sector_Order, Specific_Order, Laser_Printing}, among which the first two attributes are data attributes and the last one is a general attribute.
Integrating the Functional and the NonFunctional Models
After building both functional and non-functional models we have to integrate them; as we do this, we can analyse the impact that may arise from the integration. While developing these two models independently we have the opportunity to face conflicts between requirements, but usually only between requirements of the same type. We can seldom visualise that a functional requirement will conflict with a non-functional one and vice versa. When we integrate and represent them all together, we can see conflicts not observed before. These conflicts may impact both the static and dynamic aspects of the model. Therefore, when using the OO model approach we must be aware of conflicts not only because of the need for new attributes but also from the need for new operations. In this article we only cover the integration into the class diagram. The integration of the NFRs into other objected-oriented models will be covered in future work.
Defining the Extension to the Models
One important challenge when handling NFRs is to deal with their interdependencies and to reason about possible conflicts. This is a hard job, to be done by the software engineer. We introduced some extensions in both ER and OO model to make it easier for the software engineer to better visualise and reason about possible impacts in the conceptual model caused by NFR satisficing.
Extensions to the ER model
The ER model was originally proposed by Chen [22] and in spite of its many problems it has been largely accepted. One of its major strengths lies in the fact that it is a lightweight model that is easy to learn and use.
Representing the NFR where it occurs, linked to either an entity or a relationship, makes it possible to better visualise its impacts and possible conflicts. The resulting extended model will be called an ER-NFR model. It consists of the traditional ER model with the addition of the following:
1. One class of object, with which we represent an NFR, called NFR. The NFR is represented by a rectangle, the same that represents entities, with a horizontal line on top, and a label containing the name of the NFR in the middle. An arc connects the NFR to an entity or to a relationship. 2. A label on top of the NFR to name the actor of the UofD most directly related to this NFR. 3. All entities have to be an entry of the LEL. 2 Because of a limitation of the ER model. In the OO model both data attributes and general attributes are represented.
The NFR that is represented in the ER-NFR will always be the root of the NFR tree, and, as seen in Section 3.2.3 the NFR's attributes are the set of all attributes (leaf subgoals) necessary to satisfice the NFR. Figure 8 gives a description of the NFR Quality [Patient's Report] from Fig. 6 using the description language defined in Fig. 7 . Each change made in the ER-NFR must be kept in different versions of the ER-NFR, in order to make it possible to trace the design decisions made during the development process. Many ideas implemented by the NFR description language, described in Fig. 7 , came from our experience with case studies. Design impacts of an NFR and the NFR level of priority were added to the description language based on our experience
The information about the level of priority is registered in order to help the software engineer in dealing with conflicts are detected. Comparing the level of priority of the involved NFR will help to decide which NFR may be satisfied and which one may be denied or partially satisfied. The NFR with greater level of priority will be primarily considered to be satisfied. However, this decision is not always so simple. Satisfing one NFR with level of priority 10 may imply, for example, denying two other NFRs with priority level 9. In which case the software engineer might want to consider another design decision.
Extension to the OO Model
We have used UML [16] as a representative of OO models. The UML unifies the notations of Booch, Rumbaugh and Jacobson and has become a standard for OO modelling to express designs.
The extended model will be called the OO-NFR model. It consists of the OO model defined by the UML [16] plus the following:
1. Each NFR is represented in a class diagram by two rectangles added to the rectangle that represents a class. These two new rectangles are added to the right bottom of the class rectangle. The first one contains the name of the UofD responsible for the NFR and the second one contains the name of the NFR. 2. Classes, attributes and operations driven from the need of satisficing an NFR must be identified by the prefix NR_. This is to help the traceability of the model. 3. All class names have to be symbols of the LEL.
Integrating the Models
In order to represent the NFRs in both the ER and OO models, the requirements engineer must start with an existing lexicon, an existing NFR graph, and an existing conceptual model representing the functional requirements. The main process is common to both ER and OO models. There are only two differences for dealing with an ER model as opposed to an OO model. The first is that when using ER models the software engineer must check if a link is to be made with an entity or with one of its relationships. The second is that when using an OO model the software engineer is dealing with a model that also represents behaviour. Thus, all the attributes belonging to an NFR must be used in the integration process instead of data attributes only.
The first step in the integration process is to pick up an NFR in the NFR graph and to identify where in the ER/ class diagram the LEL symbols expressed in the NFR graph are. Using the LEL as an anchor to build both the NFR graph and the ER or the OO model plays a major role here.
We propose to use the following heuristics to integrate the NFRs into the conceptual models:
1. Every name used to represent the data class in the root of an NFR graph has to be an LEL symbol. If one does not find a symbol that expresses what is needed, the LEL must be updated to ensure this rule will prevail. Sub-goals that decompose this NFR may not necessarily be stated using LEL symbols, but whenever possible it must be so. 2. Every entity that belongs to the ER and every class in the class diagram has to be named using a symbol of the LEL. Here again, if one does not find a symbol that expresses what is needed, the LEL must be updated to ensure that this rule will prevail or a new name must be used to represent the entity or class.
For each NFR graph find in the ER or class diagram
where the symbol that is in the root of the NFR graph appears. 4. This heuristic applies only to the ER model. The software engineer may decide if the NFR will be linked to the entity or to a relationship of this entity. We could not find any formal approach to determine whether to link the NFR to an entity or a relationship but we noticed that when the satisficing goal states an action, e.g. 'Who printed' in the NFR graph for Patient's Report in Fig. 15 , we often link the NFR to a relationship. 5. This heuristic applies only to the ER model. All the data attributes that are stated in the NFR graph must exist in the entity or relationship. If it does not hold, the requirements engineer may add the missing attributes to the entity. Eventually, adding the attributes to an entity may not be the best design option. Sometimes, creating a new entity with these attributes would be a better solution. See the entity Test Order in Fig. 12 for an example of this situation. 6. This heuristic applies only to class diagrams. All the data attributes that are stated in the NFR graph must be attributes of the class. All general attributes are usually related to operations. If this is not the case, then the software engineer adds the missing attributes or operations to the class. The software engineer may also check which operations must be created or changed to handle the new attributes included here. Again, eventually it may be better to create new classes to handle these attributes and operations.
In other words, we propose to use the LEL as an anchor to build both functional (ER/UML) and non-functional (NFR graph) models. Once both have the same anchor, a symbol of the LEL, we use it to integrate the NFR graph into the conceptual model. We pick one NFR tree and see the data class associated with this NFR which has to be a symbol of the LEL. We now look into the conceptual model for this symbol. Wherever this symbol is found the NFR is attached. One important reason to represent NFRs in the conceptual model is to address the evolutionary problem of requirements (i.e., changes in both functional and NFRs will have an impact on many different points). We observed during the case studies that doing so keeps the focus of the requirements engineer on the problem of taking NFRs into consideration. Before we started to represent NFRs together with the functional requirements we observed that some changes in the conceptual model were not reflected in the NFR model. After we started to represent the NFRs in the conceptual models, this problem was meliorated.
Once the NFRs are represented in the conceptual model, we have to check if they will lead to any design changes.
An Example Using the ER Model
The following example is extracted from the first case study, which defines an information system for a clinical analysis laboratory. Figure 10 shows an example of an ER-NFR model obtained by using the information in Figs 6 and 9. It is important to mention that both the ER model and the NFR graph were built by using symbols defined in the lexicon (part of this lexicon is shown in Fig. 14) .
To merge Figs 6 and 9 in order to obtain Fig. 10 we followed the steps below:
1. We identified in the NFR graph one symbol of the LEL we wanted to search for in the ER diagram. 
An Example Using the OO Model
The following example is extracted from the second case study, which uses an existing design for a control system of the advancement of graduate students. Figure 11 shows part of the NFR graph for this system, while Fig.  12 shows the class diagram before applying the strategy and Fig. 13 shows part of the OO-NFR model that results from the use of the proposed strategy to integrate NFR into the OO model To merge Figs 11 and 12 in order to obtain Fig. 13 we followed the following steps:
1. We identified in the NFR graph one symbol of the LEL we wanted to search for in the OO model. In this case we chose Student while concerned about accuracy aspects. 2. We searched for this symbol in the class diagram. 3. We represented the NFR in the class diagram linked to the class Student.
4. We attempted to verify if the class Student had the attributes specified by the NFR graph. It did not. 5. We added the new required attributes (NR_CheckDi-git and NR_UpdateAtPeriod). 6. In order to satisfy the new attributes, we added two new operations (NR_CalculateCheckDigit and NR_Update).
Case Studies
The main case study used to validate our strategy took place during the development of a Laboratory Information System (LIS) for a clinical analysis laboratory. Our second case study used an already available OO model for a system to control the academic management of the graduate program of PUC-Rio. We applied our strategy to check what possible changes would arise from the use of the proposed strategy. Fig. 11 . Part of the NFR graph for a system to control graduate students. Fig. 12 . OO model for a system to control graduate students.
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The Case of the Laboratory Information System
The strategy proposed in this paper was used in a case study carried out during the development of an LIS for a clinical analysis laboratory that performs about 18,000 tests per day. The laboratory has 33 different places to attend patients all over the city and all of them use the system. The system is based on client-server architecture using four servers and more than 150 clients. All the information in the system is supposed to be stored on a historical basis so that any data from any patient has to be available for at least 30 years. Three different teams developed the system, and each team was responsible for a specific laboratory area. The teams were divided into three areas: an administrative area, an attendance area and a processing area. The teams were composed as follows:
. Processing area: one of the authors, a junior systems analyst, one senior programmer and a junior programmer. . Administrative area: one senior analyst, two senior programmers and one junior programmer. . Attendance area: one senior analyst, one junior analyst and two senior programmers.
Methodology
Although all three teams were involved in the LEL and ER model production, the teams worked separately, meeting only to validate the final versions of the LEL and the ER models. NFRs were never discussed among teams.
The strategy was introduced to the processing area team and some examples were used to illustrate the procedure. This training, performed by one of the authors, took about 60 hours and was finished before system development started.
During the implementation phase, a tool was used in order to register all the changes to the software system. For each change the registered information was composed of the source of the change (wrong or missing requirement, coding problem, design error); who was in charge of it; how long it took to be completed; and the amount of new code generated by the change.
The software was written in MUMPS and was about 570K lines of code long. There were also about 65KLoC of additional code written in C to interface the analysers, which are special computers that help the execution of clinical tests, with the LIS.
Only the processing area team followed the ER-NF strategy. The software for this area implements functions such as: store old test results, generate worklists and input results to admitted tests. The software should also satisfy the interface requirements for the analysers. This interface was necessary to enable tests to be programmed in the analyser at the moment the test was admitted, and later to receive the results back in the host computer. The results were then posted to the patient's record, depending on its range.
Development Synopsis
First, we defined an initial version of the LEL (part of it can be seen in Fig. 14) . To do that we used both structured interviews and protocol analysis. Meanwhile, functional requirements were elicited and written down in a requirements list.
Using the LEL and the list of functional requirements, we started the NFR elicitation process, representing them using the NFR graph. Figure 15 shows part of the final NFR graph for the LIS. During NFR elicitation A Framework for Integrating Non-Functional Requirements into Conceptual Models many new symbols were found and added to the LEL, each with its notion and behavioural responses. To perform this task, we used ethnography [20] together with the NFR checklist shown in Section 2.1.
Lastly, we used the final version of the ER model together with the NFR knowledge base to check for possible NFRs not yet elicited. The new NFRs were then added to the NFR graph. Every time we added or changed an NFR, we searched the other NFRs already represented to see if any conflicts had arisen. Some conflicts had to be resolved, with the consequent update of the NFR graph. Each change in the NFR graph produced a new version of the graph, so we could have some traceability on decisions about which NFRs were to be satisficed.
Using the process described in Section 2.4, the NFRs shown in Fig. 15 were integrated into the ER-RNF diagram shown in Fig. 16 , using the LEL as the vocabulary anchor. Part of the LEL is shown in Fig.  14 and part of the ER model is shown in Fig. 9 .
Occasionally during this process, we found entities that had not yet been represented. We also found that some entities and some relationships would need new attributes. They would not have been seen if we were using only the NFR graph, because we would not be looking at the data model.
Every new NFR or conflict found caused an immediate update in the NFR graph. Each update in the NFR graph or in the ER diagram generated a new version of the related document in order to keep the traceability of design decisions. Figure 16 shows part of the ER-NFR diagram for the LIS.
We now report some observations about the construction of the LIS ER-NFR model.
. If a given NFR has a sub-goals and one of them is a term of the LEL, then it is better to use the last subgoal instead of the NFR data class when searching for the entity or relationship to link this NFR. An example of this is the NFR Reliability. Although the term Fig. 16 . Part of the case study's ER-NFR.
Analyser was a LEL symbol, we chose to use the term Test instead, since it is a sub-goal. As Test is also a LEL entry, we searched the ER diagram looking for an entity named Test instead of Analyser.
Once we found the entity Test, it was easy to see that this entity did not have the attributes for Automatic_Send_Range. To satisfy this NFR it was necessary to add a new entity Automatic Send Range related to Test. . The entity Patient's Report has the NFR Quality as already explained in Section 3 (Fig. 9) . . The NFR Traceable is related to the data class Sample in the graph. As the attributes of this NFR denote actions, we searched for a relationship related to Sample that could possibly denote the action in the attribute. We understood that the relationship is sent was the one that was best suited in this case. Here, to satisfice this NFR we only added two more attributes to this relationship. The first one stores the name of the sector from which the sample came and the second one captures the name of the sector to which it was sent.
Below we report some of the lessons learned by using the proposed strategy during the LIS software development.
. During the case study, we noticed that the strategy helped us to identify many NFRs that we probably would not have found until the implementation phase.
The ER-NFR model was very useful at improving the overall quality of the software specification. In particular, it was very helpful in identifying changes in the conceptual model caused by an NFR. . Although it was not possible to precisely measure the overhead caused by the use of the strategy, we estimate that it was not more than 10%. The mentioned overhead takes into account the amount of time spent since the beginning of the project to the point that the teams started coding the software. We estimated this overhead based on the fact that the amount of time used by the team using the proposed strategy to perform its tasks was 10% higher than the amount of time spent by either of the other two teams.
Since each team was developing a separate part of the system, we cannot guarantee the overhead of 10%. Nonetheless, the team using the strategy was in charge of developing the most complex part of the software, having written 43% of 570KLoC that composes the software; as such we believe our estimate to be a fair one. . The case study lasted from the requirement phase until 6 months after the system was deployed. As mentioned before, there were three different teams working and only one using the proposed strategy. Figure 17 shows a table with some additional data from the case study. The column titled 'Changes Before Software Delivery' includes all changes due to NFR satisficing made in the software after the teams started to code and before the software was delivered to the client. The column titled 'Changes After Software Delivery' includes all changes due to NFR satisfacing during the maintenance phase. Notice that the team using the proposed strategy was the one with fewest changes both before and after software delivery. We would like to emphasise the fact that the team that used the proposed strategy was the one with the smallest number of changes due to NFR nonconformance. This fact suggests that the proposed strategy can lead to a more productive software development process. This finding is further supported by the fact that the team was responsible for the development of a total of 43% of the code. . The use of the strategy made it possible to reduce the number of changes in the software both before and after its deployment, which may represent important costs saving. . Although the team using the strategy needed about 10% more time to start coding the software, it was the first team to start testing before deployment. We reckon that it is reasonable to believe that this was due to the lower number of NFRs found during the coding phase and that it leads to save time over the whole project. . The difference among the three teams in relation to the amount of changes after software delivery, i.e. during the maintenance phase, points to an important cost saving opportunity if NFRs have been taken into consideration during the requirements process.
The Case of the Graduate System
This case study was performed using an existing specification for a system to control the advancement of graduate students in the Departamento de Informática (Computer Science Department) at PUC-Rio. The system aims to manage the courses, the students and the exams. This specification was done without paying Fig. 12 to evaluate the framework instantiation for OO models. Hence, we built the NFR graph of the system, shown in Fig. 18 , by applying the NFR checklist to each class that belongs to the diagram to build the OO-NFR model (Fig. 19 ). While we were building the NFR graph, we faced a new symbol of the LEL (Periodic Report) that demanded the LEL to be updated. Below we describe some examples from this case study. The NFR Accuracy, from the point of view of the Computer Science (CS) Department, represents the following data attributes: check digit, updated during the semester and periodic report. This NFR is linked to the LEL symbol Student. So we searched the class diagram for a class named Student. After finding it, we verified if the above attributes were satisficed by the attributes of this class. Since they were not so, we added the attributes NR_Checkdigit and NR_UpdatedAtPeriod. We also added the operations NR_CalculateCheckDi-git() and NR_Update(address,phone). Also, we created a new class called NR_Periodic Report related to Student. The NFR Accuracy also has the general attribute Show message 'Update your address at ARD'. As this general attribute is linked to the LEL symbol student history, we looked for a class named scholar history at the class diagram. After finding it, we realised that this class didn't have any behaviour that could satisfice this general attribute. So, we added the operation NR_Show-Message( 'Update your address at ARD'). The NFR Accuracy was represented at the bottom of the class student.
The NFR Reliability has the following data attributes: Professor.Research Area, Professor.Schedule, Course.Research Area. In spite of the link between this NFR with the symbol teaches course we searched the class diagram for the symbols that appeared in the lowest levels of the NFR graph. In this case we searched for the symbols Professor and Course. Once we found them in the class diagram we verified that they already had a relationship with the class Research Area. Here we only added the prefix NR in the association to indicate that this association satisfies an NFR (reliability). We also noticed that the class Professor did not have the attribute schedule. This attribute was then added together with the operation NR_SetSchedule(changes,hours). The NFR reliability also has the general attribute ID.DesignateProfessorToCourse. As this attribute denotes an action, we added an operation in the class Computer Science Department that could represent this action. Never- Fig. 18 . NFR graph of the graduate system. theless, we realised that there was already an operation called OpenCourse(professor,course) doing this job, so we decided to add only the prefix NR to this operation. Finally, we represented the NFR at the relationship teaches between Professor and Offered course.
The NFR Accuracy, from the point of view of Student, has the following general attributes: allow inputting credits for ID, allow browsing credits for all, allow inputting grades for Professor and allow browsing grades for all. As this NFR is linked to the LEL symbol concluded course, we searched for a class with this name in the class diagram. After finding it, we verified the existence of operations that were responsible for inputting and browsing of grades. So, we put the prefix NR at these operations. The operations that were responsible for inputting and browsing credits were found at the class Course, the superclass of the class Concluded course. We added the prefix NR to the names of these operations. Finally, we added the NFR Accuracy at the bottom of the class Concluded course. Here, we identified the operations that were responsible for satisficing the behaviour demanded by general attributes -more particularly, the operations responsible for restricting the access for grades and credits due to the need of the NFR Accuracy.
The NFR Accuracy, from the Admission and Registration Department point of view, has the following data attributes: List of grades, List of incomplete and PUC's Calendar. This NFR is linked to the LEL symbol Concluded course. So, we searched for a class Concluded course in the class diagram. After finding it, we realised that this class didn't satisfice those data attributes. Thus, we decided to represent them as new classes, with the prefix NR. We included LEL entries for each new class. This NFR also has the following general attributes: sends list of grades to ARD, fills in the list of incomplete, uses PUC's school calendar, checks grades of list of grades. In spite of A Framework for Integrating Non-Functional Requirements into Conceptual Models the link between the NFR and the LEL symbol Concluded course, we used the LEL symbols at the lowest levels of the graph, namely, ID's Secretary and Professor. After finding them, we realised that they didn't satisfice the general attributes. So, for the first three general attributes, we added the following operations for the class ID's Secretary: NR_Send-ToARD(list of grades), NR_FillIn(list of incomplete) and NR_UsePUCCalendar(). We also included relationships between the class ID's Secretary and the classes added previously. For the last general attribute, we added the operation NR_CheckGrades(list of grades) for the class Professor. Finally, we added the NFR at the bottom of the class Concluded course.
Summarising:
. Five new classes were found (in eight existing ones).
. Six new attributes were found to satisfice many NFRs such as Reliability, Accuracy and Comprehensibility.
Originally there were 12 attributes. . 19 new operations were found to satisfice the abovementioned NFRs. Originally there were 17 operations.
Although this case study was considerably smaller then the one used to validate the framework instantiation for the ER model, we observed the same pattern of impacts that we have observed while we were performing the former case study. This leads us to conclude that the results we obtained in this case study corroborate our first results. Of course, being a much smaller system, many of the possible design impacts caused by NFR satisficing were already present in the previous design. In fact, this is something that we were already expecting to happen not only because of the system size but also because it is a very well-known domain. Actually, we were pleasantly surprised with the considerable number of changes that were introduced due to the use of the framework.
Conclusion
By using a conceptual modelling point of view, Mylopoulos et al. [23] showed that, although the object-oriented approach, in particular the UML standard, 'significantly advances the state of the practice in requirements modelling', it fails to take into consideration non-functional requirements. The article proposes the adoption of a goal-oriented method, with supporting representations, to be used in conjunction with object-oriented models. Goal-oriented requirements imply three types of processes: using softgoals to represent non-functional requirements, using goals to represent functional requirements and dealing with conflicts among goals. The article argues that preliminary data suggest that the goal-oriented approach provides more complete requirements than objectoriented approaches. As such, a goal-oriented requirements method would complement and enrich objectoriented methods. Our article tackles exactly this point. We propose and present a strategy to use a goal-oriented strategy to integrate non-functional requirements with functional requirements. We have shown that this strategy is able to bring to bear important knowledge on the requirements process. This knowledge ranges from generic (the system has to be secure) to specific (depending on the result of a test, only a supervisor will be able to input this result to a patient's record). 3 We also have provided case study data that shows the benefits of a goal-oriented strategy over an object-oriented strategy.
We believe that our main contribution is to show that a combination of widely used conceptual models with an NFR goal-oriented model is effective in improving the overall quality of the requirements process. The integration strategy is simple but not simplistic. We have anchored the strategy on the concept of application vocabulary, which is represented by a lexicon. The links between the NFR representation schema (an annotated AND/OR tree) and the conceptual model (ER/OO) are the entries of the application lexicon. These links are used by heuristics in order to guide the software engineer in the early integration of NFRs to the requirements model.
As clearly stated throughout the text, we relied on the work of the Toronto group [2] , in order to propose our strategy. Our contribution to the modelling aspect is not as important as our contribution to the integration process of two modelling techniques and to provide another pointer as to the advantage of explicitly considering NFRs during the requirements process.
We understand that our contribution lies in the realm of lightweight proposals as opposed to heavyweight ones, such as RML [24] and KAOS [1] . Nonetheless, it was not our goal to make a comparison with these more complex models. Others have reported their usefulness and importance and we agree with these assessments. Our point is that lightweight proposals may also provide effective results. It is an interesting research question, but not an easy one to answer, of how much one gains or loses with lightweight methods versus heavyweight ones.
The results we obtained from both case studies (clinical laboratory and the graduate system) are very positive and of great importance. Both studies point in 3 This sentence is adapted from Mylopoulos ( [13] , p. 36). The important aspect is that by making this knowledge to be brought up, we increase our chances of better understanding the problem. the same direction, confirming each other. Although the second is smaller than the former, its results reinforce the positive aspects found in the first one. Analysing the case studies we observe that the use of the strategy leads to less effort wasted during the development process and also to a lower cost during the maintenance phase. The first case study also points out that the cost to correct problems caused by NFR not satisfied increases the later we find them.
Future work lies in two realms. First, we believe that our strategy is transferable to real world situations, but this would require more effort towards tool and method development. Second, we would like to investigate how previous work on viewpoints [25] could be used in conflict analysis.
