Comparison theorems on H-type sub-Riemannian manifolds by Baudoin, Fabrice et al.
ar
X
iv
:1
90
9.
03
53
2v
1 
 [m
ath
.D
G]
  8
 Se
p 2
01
9 Comparison theorems on H-type sub-Riemannian manifolds
Fabrice Baudoin, Erlend Grong, Gianmarco Molino, Luca Rizzi
September 10, 2019
Abstract
On H-type sub-Riemannian manifolds we establish sub-Hessian and sub-Laplacian
comparison theorems which are uniform for a family of approximating Riemannian
metrics converging to the sub-Riemannian one. We also prove a sharp sub-Riemannian
Bonnet-Myers theorem that extends to this general setting results previously proved
on contact and quaternionic contact manifolds.
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1 Introduction
Let (M, g) be a Riemannian manifold, equipped with an orthogonal splitting TM = H⊕V
of the tangent bundle. The sub-bundles H and V are called the horizontal and vertical
bundles, respectively. The canonical variation of the metric, introduced in [21, Ch. 9] in
the context of submersions, is the one-parameter family of Riemannian metrics defined by
gε = gH ⊕ 1
ε
gV , ∀ε > 0,
where gH and gV denote the restriction of g to the corresponding sub-bundle.
Assuming that H is completely non-holonomic, the sequence of Riemannian distances
dε converges, as ε → 0, to the Carnot-Carathéodory metric d0 of the sub-Riemannian
manifold (M,H, gH). Conversely, the metric structure of any sub-Riemannian manifold
can be obtained as a limit of Riemannian metrics in this way. We emphasize, however,
that that the choice of the Riemannian extension is not unique.
Even though the convergence dε → d0 holds in the C∞ compact-open topology outside
of the cut locus, it is not hard to check that the Riemannian curvature of gε is unbounded
below as ε → 0, provided that H is completely non-holonomic (see e.g. [24, Ch. 2.4] for
the case of the Heisenberg group). For this reason, several classical geometrical estimates
based on the theory of Riemannian curvature lower bounds do not bring, at least directly,
any new insight for the sub-Riemannian limit structure.
To better illustrate this fact, let us consider as an example the classical Laplacian com-
parison theorem. This is a fundamental result in Riemannian geometry, directly related
to volume comparison theorems and a special case of the Rauch comparison theorem.
It states that on a Riemannian manifold (M, g) with Ricci curvature not smaller than
(n− 1)κ, the Laplacian of the distance r(·) = d(x, ·) from any x ∈M satisfies
∆r ≤

(n− 1)√κ cot(√κr) κ > 0,
n−1
r
κ = 0,
(n− 1)√|κ| coth(√|κ|r) κ < 0, (1.1)
outside of the cut locus of x. Let us consider the above estimate for the family rε corre-
sponding to the canonical variation (M, gε). In this case, even though the left hand side
of (1.1) converges as ε→ 0 to the horizontal Laplacian of the sub-Riemannian distance r0
from x, its right hand side tends to +∞, yielding no information.
Let us stress that this is not a pathology of the canonical variation approximation
scheme. In fact, it has been known for some time now that one cannot approximate in the
Gromov-Hausdorff sense a sub-Riemannian structure through a sequence of Riemannian
structures with the same dimension and (Ricci) curvature bounded from below [31, 32].
Nevertheless horizontal Laplacian comparison theorems do indeed hold, at least for par-
ticular classes of sub-Riemannian structures. For example, any complete 2d+1-dimensional
Sasakian structure with non-negative horizontal Tanaka-Webster curvature satisfies
∆Hr0 ≤ 2d+ 2
r0
, (1.2)
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as proven in [3, 4, 34] in increasing degrees of generality, in terms of a measure contraction
property essentially equivalent to (1.2). Notice that the aforementioned class of structures
includes the Heisenberg groups and the Hopf fibrations, for which (1.2) is sharp.
Another hint comes from the class of 4d+3-dimensional 3-Sasakian structures. In this
case, it has been proven in [10] that, under suitable (possibly negative) curvature bounds,
the estimate (1.2) holds true with a constant equal to 4d+8, which is sharply attained in
the case of the quaternionic Hopf fibration.
We remark however that all the aforementioned results are purely sub-Riemannian,
and do not come with similar estimates for the whole family ∆Hrε, for ε > 0. In [16],
with methods similar to those used in the present paper, the authors filled this gap for
the case of Sasakian foliations with non-negative horizontal Tanaka-Webster curvature.
Among other results, they proved an uniform version of (1.2), namely
∆Hrε ≤ N(ε)
rε
, (1.3)
valid for all ε ≥ 0, where N(ε) is a positive an asymptotically sharp constant, which
reduces to (1.2) as ε→ 0. Notice that the validity of (1.3) for the canonical left-invariant
metric on the Heisenberg group for all ε ≥ 0 was observed in [36] in terms of equivalent
measure contraction properties, whereas the validity of analogous uniform estimates for
general structures was left as an open problem.
Uniform comparison theorems
The goal of this paper is to develop comparison theorems for the horizontal Laplacian of
the distance from a given point rε(·) := dε(x, ·), of the form
∆Hrε ≤ Fε(rε), ∀ε > 0, (1.4)
which should hold outside of the cut locus, and under appropriate curvature-type as-
sumptions. Here, Fε : (0,∞) → R is some continuous model function, depending on the
particular class of structures under investigation. A fundamental requirement is that the
right hand side of (1.4) admits a finite limit as ε→ 0, yielding thus a truly sub-Riemannian
comparison theorem for r0. This is the case, for example, when the model function Fε(·)
does not depend explicitly on ε; we talk in this case of uniform comparison theorems.
To achieve our goal, we make use of the variational theory of geodesics for the canonical
variation of the metric, developed first in [16] in the context of Sasakian foliations. This
leads to a comparison principle, Theorem 2.11, which will be used throughout the paper.
Such a theory can be applied a priori to any Riemannian structure (M, g) equipped with
an orthogonal splitting. As it is natural to expect, when g = gε|ε=1, further assumptions
are required to ensure the uniformity of the result and, in turn, the existence of a sub-
Riemannian limit.
For this reason, in Section 3, we restrict our attention to the case of H-type foliations
with parallel horizontal Clifford structure, which we briefly introduce here (cf. Section 2
3
and [17], where those structures were introduced, for further results). These are a general
class of Riemannian foliations (M, g) with bundle-like metric and totally geodesic leaves.
The tangent space to the leaves at each point defines the vertical sub-bundle V, and its
orthogonal complement defines the horizontal sub-bundle H. Letting JZ : Γ(H) → Γ(H)
be the endomorphism defined by
g(JZX,Y ) = g(Z, [Y,X]), ∀X,Y ∈ Γ(H),
the H-type condition is the requirement that J2Z = −‖Z‖21H, for all Z ∈ Γ(V). The
parallel horizontal Clifford structure condition is instead an assumption on the covariant
derivative of J , extending to more general foliations the fact that, for Sasakian structures,
J is parallel with respect to an appropriate metric connection.
Let us mention that H-type foliations admitting a parallel horizontal Clifford structure
have been classified in [17], and include in particular Sasakian, 3-Sasakian, negative 3-
Sasakian structures, H-type Carnot groups, and torus bundles over hyperkähler manifolds.
We introduce a decomposition of the tangent space Tγ(t)M along any minimizing gε-
geodesic, such that the restriction of the horizontal Hessian of rε on these subspaces is
controlled by suitable curvature invariants, uniformly bounded as ε → 0, cf. Section 3.1.
An important role is played by the natural Bott connection ∇ of the foliation, and an
associated family of metric connections ∇ˆε, first introduced in [13, 18]. In this setting we
obtain a class of uniform comparison theorems for the Hessian of rε, along the subspaces
of the aforementioned decomposition, cf. Theorems 3.3, 3.4, 3.5, 3.6, and 3.8. As a conse-
quence we obtain a uniform horizontal Laplacian comparison theorem for rε, cf. Theorem
3.11, and its corresponding sub-Riemannian limit, cf. Theorem 3.12.
In Section 4 we study a more general class of structures, which are not necessarily
foliations, but still satisfy the H-type condition. In this greater generality we obtain a
sharp sub-Riemannian Bonnet-Myers comparison theorem valid only in the limit ε → 0,
cf. Theorem 4.1 . The latter, in particular, recovers and extends similar results obtained in
the recent literature, with an unified and simpler proof. We refer in particular to [2, Thm.
1.7], for contact structures [6, Thm. 1] for quaternionic contact structures, [39, Cor. 9] for
3-Sasakian structures, all of which are based on the intrinsic comparison theory developed
in [8]. See also [29, Sec. 3.3] for similar Bonnet-Myers type results for three-dimensional
contact structures. Let us also note that from Corollary 2.21 in [17], a non-sharp Bonnet-
Myers theorem on any H-type foliation may be obtained under weaker conditions (a posi-
tive lower bound on the horizontal Ricci curvature) by using the Bochner’s method based
on the theory of generalized curvature dimension inequalities developed in [15].
In order to pass to the limit for ε→ 0 in the aforementioned results, we prove the C∞
convergence of dε → d0 outside of the sub-Riemannian cut locus which, to our knowledge,
is new and of independent interest (cf. Proposition 2.8).
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2 Preliminaries: H-type sub-Riemannian manifolds
2.1 Hladky connection and canonical variation
We consider a general Riemannian structure g on M together with a vector bundle or-
thogonal splitting TM = H ⊕ V. The sub-bundles H and V are referred to as the set
of horizontal and vertical direction, respectively. In this setting there exists a canonical
g-metric connection ∇ preserveing the splitting, the connection defined by Hladky in [27].
Proposition 2.1 ([27]). There exists a unique metric connection ∇ on M such that:
• H and V are ∇-parallel, i.e. for every X ∈ Γ(H), Y ∈ Γ(TM), Z ∈ Γ(V),
∇YX ∈ Γ(H), ∇Y Z ∈ Γ(V).
• The torsion T of ∇ satisfies T (H,H) ⊂ V and T (V,V) ⊂ H.
• For every X,Y ∈ Γ(H), V,Z ∈ Γ(V),
〈T (X,Z), Y 〉 = 〈T (Y,Z),X〉, 〈T (Z,X), V 〉 = 〈T (V,X), Z〉.
The canonical variation of the metric, introduced in [21, Ch. 9] in the context of
submersions, is the one-parameter family of Riemannian metrics defined by
gε = gH ⊕ 1
ε
gV , ε > 0, (2.1)
where gH and gV denote the restriction of the Riemannian metric g to the horizontal and
vertical sub-bundle, respectively.
For any X ∈ Γ(TM), the symbol LX denotes the Lie derivative in the direction of X.
We write XH = πH(X) ∈ Γ(H) and XV = πV(Y ) ∈ Γ(V) for the horizontal and vertical
projections, respectively. We define the (2, 1) tensor A by the formula:
g(AXY,Z) =
1
2
(LXVg)(YH, ZH) +
1
2
(LXHg)(YV , ZV).
The following properties hold:
AVV = 0, AVH ⊆ H, AHH = 0, AHV ⊆ V.
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The Hladky connection can be expressed in terms of the Levi-Civita one ∇g by
∇XY =

πH(∇gXY ) X,Y ∈ Γ(H),
πH([X,Y ]) +AXY X ∈ Γ(V), Y ∈ Γ(H),
πV([X,Y ]) +AXY X ∈ Γ(H), Y ∈ Γ(V),
πV(∇gXY ) X,Y ∈ Γ(V).
Finally, the torsion T of the Hladky connection ∇ is given by
T (X,Y ) =

−πV([X,Y ]) X,Y ∈ Γ(H),
AXY −AYX X ∈ Γ(H), Y ∈ Γ(V),
−πH([X,Y ]) X,Y ∈ Γ(V).
The above formulas show that the Hladky connection defined relative to gε in (2.1) will
coincide for all choices of ε > 0.
Definition 2.2. The complement V is called metric if A = 0.
Let (M, g) be a Riemannian manifold, equipped with an orthogonal splitting TM =
H⊕V. If V is integrable and metric, then (M,H, g) is a Riemannian foliation with bundle-
like metric and totally geodesic leaves, tangent to V. We simply refer to these structures
as totally geodesic foliations. In this foliation context, Hladky connection is referred to as
the Bott connection (see [17]).
2.2 The H-type and the J2 conditions
We introduce a condition that will play a prominent role in the following. For any Z ∈ TM,
let JZ : TM→ TM be defined as
〈JZX,Y 〉 = 〈Z, T (X,Y )〉, ∀X,Y ∈ TM. (2.2)
We remark that J is defined for any Riemannian manifold (M, g) equipped with an or-
thogonal splitting TM = H⊕V.
Remark 2.3. If (M, g) is a totally geodesic foliation, it holds
JH = 0, JVV = 0, JVH ⊆ H.
Definition 2.4. We say that the H-type condition is satisfied if
J2Z = −‖Z‖21H, ∀Z ∈ Γ(V).
Definition 2.5 ([26, 22]). We say that J2 condition holds if for all Z,Z ′ ∈ Γ(V), X ∈ Γ(H)
with 〈Z,Z ′〉 = 0 there exists Z ′′ ∈ Γ(V) such that
JZJZ′X = JZ′′X.
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Complex Type
Sasakian manifolds
Quaternionic Type
3-Sasakian manifolds
Negative 3-Sasakian manifolds
Torus bundle over hyperkähler manifolds
Octonionic Type
Octonionic Heisenberg Group
Octonionic Hopf Fibration S7 →֒ S15 → OP 1
Octonionic Anti de-Sitter Fibration S7 →֒ AdS15(O)→ OH1
Table 1: Some examples of H-type foliations with parallel horizontal Clifford structure
and satisfying the J2 condition.
We stress that Z ′′ depends on Z,Z ′ but may also depend on X. This condition is true
in particular if the vector space generated by 1H and the JZ , for Z ∈ Γ(V) is a subalgebra.
We then recall the following definitions from [17].
Definition 2.6. ([17]) A totally geodesic foliation (M,H, g) for which the H-type condition
holds is called an H-type foliation. Moreover:
(i) If the torsion of the Bott connection is horizontally parallel, i.e. ∇HT = 0, then we
say that (M,H, g) is an H-type foliation with horizontally parallel torsion.
(ii) If the torsion of the Bott connection is completely parallel, i.e. ∇T = 0, then we say
that (M,H, g) is an H-type foliation with parallel torsion.
(iii) Let (M,H, g) be an H-type foliation with horizontally parallel torsion. We say that
(M,H, g) is an H-type foliation with a parallel horizontal Clifford structure if there
exists a constant κ ∈ R such that for every Z1, Z2 ∈ ΓV
(∇Z1J)Z2 = −κ (JZ1JZ2 + 〈Z1, Z2〉V1H) . (2.3)
Several examples of manifolds satisfying the previous definitions are given in [17]. Since
H-type foliations with a parallel horizontal Clifford structure and satisfying J2 condition
will play an important role in the next section, we point out some examples that satisfy
these assumptions in Table 1 and refer to [17] for further details on such spaces.
2.3 The sub-Riemannian limit
Let (M, g) be a Riemannian manifold equipped with an orthogonal splitting TM = H⊕V,
and assume that H is bracket-generating. Let {gε}ε>0 be the canonical variation (2.1).
The Riemannian distance associated with gε will be denoted by dε, while the sub-Rieman-
nian one, which depends only on the restriction gH of g to H, is d0. In this section we
discuss how dε approximates d0 as ε→ 0 in full generality.
We always assume that (M, d1) is complete, and so the same necessarily holds for
(M, dε) for all ε ≥ 0. The cut locus Cutε(x) of x ∈ M, ε ≥ 0 for the distance dε is
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defined as the complement of the set of points y ∈ M such that there exists a unique
length-minimizing normal geodesic joining x and y, and its endpoints are not conjugate
(see [5]). The global cut locus of M is defined by
Cutε(M) = {(x, y) ∈M×M, y ∈ Cutε(x)} .
Lemma 2.7 ([5], [38]). Let ε ≥ 0. The following statements hold:
1. The set M \Cutε(x0) is open and dense in M.
2. The function (x, y) 7→ dε(x, y)2 is smooth on M×M \Cutε(M).
The main result of this section is the following proposition, establishing the C∞-
convergence of dε to d0 outside of the cut locus. We will use this result to obtain the
sub-Riemannian limit of the uniform horizontal Laplacian comparison theorems. The
proof is included in Appendix A since it is rather long and the techniques we make use of
will not be reused in the sequel of this paper.
Proposition 2.8. Let x, y ∈ M with y /∈ Cut0(x). Then there exists an open neighbour-
hood V of y and ε′ > 0 such that V ∩Cutε(x) = ∅ for all 0 ≤ ε < ε′. Furthermore, the
map
(ε, z) 7→ rε(z) = dε(x, z)
is smooth for (ε, z) ∈ [0, ε′) × V . In particular, we have uniform convergence rε → r0
together with their derivatives of arbitrary order on compact subsets of M \Cut0(x).
Remark 2.9. For x ∈M, let rε(·) := dε(x, ·), and let y /∈ Cut0(x). The C∞ convergence
established in Proposition 2.8 implies
lim
ε→0∇Hrε = ∇Hr0, limε→0∇Vrε = ∇Vr0,
outside of Cut0(x), where ∇H and ∇V denote the projections on H and V of the Rieman-
nian gradient ∇g. Furthermore, since ∇gε = ∇gH + ε∇gV , we have that for all ε > 0 and
outside of Cut0(x) it holds
1 = ‖∇gεrε‖2ε = ‖∇Hrε‖2 + ε‖∇Vrε‖2,
and thus lim
ε→0 ‖∇Hrε‖ = 1.
2.3.1 H-type structures are ideal
The H-type condition implies that the horizontal distribution H is fat (also said strong
bracket-generating), that is for any x ∈ M and section X ∈ Γ(H) with X(x) 6= 0 it
holds TxM = Hx ⊕ [X,H]x. It is well known that sub-Riemannian structures with a fat
distribution are ideal, that is do not admit non-trivial singular minimizing geodesics, see
e.g. [37, 35]. A well-known consequence of this fact is that the squared sub-Riemannian
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distance is locally semi-concave outside of the diagonal, see [23]. In particular, the sub-
Riemannian squared distance from x is locally Lipschitz in charts on M \ {x}. It follows
by standard arguments (see e.g. [37]) that in this case Cut0(x) has zero measure for all
x ∈M. We state this result as a proposition.
Proposition 2.10. Any complete H-type sub-Riemannian structure is fat, and in partic-
ular the set Cutε(x) has zero measure for all x ∈M and ε ≥ 0.
We remark that, for all ε > 0, Cutε(x) can be characterized as the set of points
where dε(x, ·) fails to be locally semi-convex [25], and the same characterization holds for
Cut0(x), provided that the sub-Riemannian structure is ideal [11]. This is the case, as we
already remarked, for H-type structures.
2.4 The comparison principle
Let ∇ be the Hladky connection, which is gε-metric for all ε > 0. In Appendix B we show
how one can build an associated metric connection, with metric adjoint (see Lemma B.2).
Following the notation of [16], we denote such a connection by
∇ˆεXY = ∇XY + JεXY, ∀X,Y ∈ Γ(TM),
where J and Jε are defined as in (2.2) relative to g and gε respectively. Its adjoint
connection (cf. Appendix), which is also gε-metric, is given by
∇εXY = ∇XY − T (X,Y ) + JεYX, ∀X,Y ∈ Γ(TM).
Let Rˆε be the curvature of ∇ˆε. The Jacobi equation for a vector fieldW along a gε-geodesic
γ reads
∇ˆεγ˙∇εγ˙W + Rˆε(W, γ˙)γ˙ = 0.
The following comparison principle will be repeatedly used in the following. It is proved
in Appendix B, in a slightly more general context (take D = ∇ˆε there, so that Dˆ = ∇ε).
Theorem 2.11 (Comparison principle). Let (M, g) be a Riemannian manifold, together
with a vector bundle orthogonal splitting TM = H ⊕ V. Fix ε > 0 and let gε be the
corresponding one-parameter family of Riemannian metrics as in (2.1). Choose x ∈ M
and y /∈ Cutε(x). Let γ : [0, rε] → M be the unique gε-geodesic, parametrized with unit
speed, joining x with y. For ℓ ∈ N, let W1, . . . ,Wℓ be ℓ-tuple of vector fields along γ and
gε-orthogonal to γ˙ such that
ℓ∑
i=1
∫ r
0
〈∇ˆεγ˙∇εγ˙Wi + Rˆε(Wi, γ˙)γ˙,Wi〉ε dt ≥ 0. (2.4)
Then, at y = γ(rε), it holds
ℓ∑
i=1
Hess∇ˆ
ε
(rε)(Wi,Wi) ≤
ℓ∑
i=1
〈Wi(rε), ∇ˆεγ˙Wi(rε)〉ε, (2.5)
and the equality holds if and only if W1, . . . ,Wℓ are Jacobi fields for the metric gε.
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Remark 2.12. If (M,H, g) is a totally geodesic foliation, W ∈ Γ(H) and u is sufficiently
regular, then one has
Hess∇ˆ
ε
(u)(W,W ) = 〈∇ˆεW∇gεu,W 〉ε = 〈(∇W + JεW )∇gεu,W 〉ε
= 〈∇W∇u,W 〉 =: Hess(u)(W,W ).
In particular, if the Wi in Theorem 2.11 are assumed to be horizontal at y = γ(rε), then
the Hessian in (2.5) can be computed equivalently with respect to ∇.
The following Lemma contains some useful facts that will be used in computations.
Lemma 2.13. Let (M,H, g) be a totally geodesic foliation. Then for all ε > 0 it holds:
(∇ˆεXJ)Y Z = (∇XJ)Y Z + [JεX , JY ]Z, ∀X,Y,Z ∈ Γ(TM).
If the torsion is horizontally parallel, then
(∇ˆεZJ)W = −(∇ˆεZJ)W and (∇ZJ)W = −(∇ZJ)W , ∀Z,W ∈ Γ(TM).
If the H-type condition holds, then for any X,Y ∈ Γ(TM), and Z ∈ Γ(V), we have
〈JZY, (∇XJ)ZY 〉 = 〈JZY, (∇ˆεXJ)ZY 〉 = 0 (2.6)
T (JZX,X) = −‖XH‖2Z (2.7)
(∇Y T )(JZX,X) = −T ((∇Y J)ZX,X). (2.8)
Proof. The first identity follows from the definition ∇ˆεXY = ∇XY +JεXY , and the proper-
ties of J in the totally geodesic setting. The second identity is proved for ∇ in [17, Lemma
2.6]. Then, thanks to the first identity it holds also for ∇ˆε. To prove (2.6), we stress that
both ∇ and ∇ˆε connections are metric and preserve the splitting H ⊕ V. Therefore (2.6)
can be easily proved at any point p ∈ M by assuming without loss of generality that Z
and Y are parallel with respect to ∇ or ∇ˆε. Identity (2.7) is trivial, and (2.8) follows by
taking the covariant derivative of (2.7).
In order to verify condition (2.4) of Theorem 2.11 it is useful highlight the role of the
curvature of the Hladky connection, writing explicitly the Jacobi operator. In the next
lemma we do it for the case of H-type foliations with horizontally parallel torsion.
Lemma 2.14. Let (M,H, g) be an H-type foliation with horizontally parallel torsion. Let
W be a vector field along a gε-geodesic γ with ε > 0. Let Rˆε be the curvature of ∇ˆε and
define the Jacobi operator
Z(W ) := ∇ˆεγ˙∇εγ˙W + Rˆε(W, γ˙)γ˙. (2.9)
(a) Let R be the curvature of the Hladky (Bott) connection ∇ and define
RH(X,Y )Z = R(XH, YH)ZH, RV(X,Y )Z = R(XV , YV)ZV .
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Then one has, for the Jacobi operator (2.9), the formula
Z(W ) = ∇ˆεγ˙∇ˆεγ˙W − Jεγ˙∇ˆεγ˙W + Jε∇ˆε
γ˙
W
γ˙ − (∇γ˙Jε)W γ˙ + JεT (W,γ˙)γ˙ +RH(W, γ˙)γ˙
+ ∇ˆεγ˙(T (W, γ˙)) + (∇γ˙T )(W, γ˙) +RV(W, γ˙)γ˙.
(b) Assume that (M,H, g) admits a parallel horizontal Clifford structure as in Defini-
tion 2.6 (iii) with constant κ. Let W⊥ be the gε-orthogonal projection of W on the
orthogonal complement of γ˙. Then
Z(W ) = ∇ˆεγ˙∇ˆεγ˙W − Jεγ˙∇ˆεγ˙W + Jε∇ˆεγ˙W γ˙ + κJγ˙J
ε
(WV )⊥
γ˙ + JεT (W,γ˙)γ˙ +RH(W, γ˙)γ˙
+ ∇ˆεγ˙(T (W, γ˙)) + κ(T (Jγ˙W, γ˙) + 〈W, γ˙H〉γ˙V) + κ2‖γ˙V‖2(WV)⊥.
Proof. Recall that ∇εγ˙W = ∇ˆεγ˙W − Tˆ ε(γ˙,W ), hence the Jacobi operator reads
Z(W ) = ∇ˆεγ˙(∇ˆεγ˙W − Tˆ ε(γ˙,W )) + Rˆε(W, γ˙)γ˙. (2.10)
The proof follows by explicit computation of the horizontal and vertical part of the above
equation. We just highlight some non-trivial fact that simplify the computation. First,
using the definition of ∇ˆε, we obtain the general formula
Rˆε(W,X)X = R(W,X)X + (∇WJε)XX − (∇XJε)WX + JεT (W,X)X + [JεW , JεX ]X.
Furthermore, by [17, Lemma 2.7], one has
R(W,X)X = RH(W,X)X +RV(W,X)X + (∇XT )(W,X).
This allows to deal with the last term of (2.10). To deal with the first two terms of (2.10)
we use instead
Tˆ ε(X,Y ) = T (X,W ) + JεXW − JεWX,
and that (∇ˆV J)V = (∇V J)V = 0 for all V ∈ Γ(V).
In the case of a parallel horizontal Clifford structure, recall that by [17, Thm. 3.6] the
leaves of the vertical foliation have constant (Bott) curvature equal to κ2. Observe that,
in terms of torsion, the defining condition (2.3) reads
(∇V T )(X,Y ) = κ (T (JVX,Y ) + 〈X,Y 〉V ) , ∀X,Y ∈ Γ(H), V ∈ Γ(V).
The proof is complete.
3 Uniform comparison theorems for H-type foliations with
parallel horizontal Clifford structure
In this section (M,H, g) is an H-type foliation with parallel horizontal Clifford structure
and satisfying the J2 condition. Some of the results proved in this section hold under
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slightly more general hypotheses; we refer to the statements for the exact required as-
sumptions. Throughout the section, we will denote n = rankH and m = rankV and make
use of the following notation for the comparison functions:
FRie(r, k) =

√
k cot
√
kr if k > 0,
1
r
if k = 0,√|k| coth√|k|r if k < 0,
and
FSas(r, k) =

√
k(sin
√
kr−
√
kr cos
√
kr)
2−2 cos√kr−√kr sin√kr if k > 0,
4
r
if k = 0,√
|k|(
√
|k|r cosh
√
|k|r−sinh
√
|k|r)
2−2 cosh
√
|k|r+
√
|k|r sinh
√
|k|r if k < 0.
3.1 The splitting
The following splitting which is independent from ε plays a crucial role for the analysis of
the index form. Fix a vector field Y ∈ Γ(TM) with YH 6= 0. Usually Y = γ˙ is the tangent
vector to a geodesic, in which case the definition that follows makes sense along γ. We
define the splitting
H = HSas(Y )⊕HRiem(Y )⊕ span{YH}, (3.1)
where each subspace is defined as
HSas(Y ) = {JZY | Z ∈ V},
HRiem(Y ) = {X ∈ H | X ⊥ HSas(Y )⊕ span{YH}}.
Remark 3.1. If Y ∈ TM\V, one can check that dimHSas(Y ) = m, and dimHRiem(Y ) =
n−m− 1, and the splitting depends only on the horizontal part of Y . If the J2 condition
holds, for any non-zero Z ∈ V, the non-degenerate and skew-symmetric operator JZ : H →
H preserves HRiem(Y ), and hence m is odd and the dimension of HRiem is even.
The next proposition motivates the relevance and the naturalness of the splitting in
relation with the connection ∇ˆε. We say that the splitting (3.1) associated with a curve
Y = γ˙ is ∇ˆεγ˙-parallel if each sub-bundle composing it is ∇ˆεγ˙-parallel.
Proposition 3.2. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford
structure, satisfying the J2 condition. Let γ : [0, rε] → M be a gε-geodesic with γ˙H 6= 0.
Then the splitting (3.1) associated with γ˙ is orthogonal and ∇ˆεγ˙-parallel.
Proof. The orthogonality of the horizontal splitting is immediate from the definition. Since
the connection is metric and ∇ˆεγ˙ γ˙ = 0, it is sufficient to prove that HSas(γ˙) is parallel to
complete the result. First we observe that ∇ˆεγ˙Jγ˙V γ˙ = 0. Furthermore, for any ∇ˆε-parallel
vector field Z(t) with values in V and orthogonal to γ˙V , we have
∇ˆεγ˙JZ γ˙ =
2− εκ
ε
Jγ˙JZ γ˙.
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From the J2 condition, it follows that HSas(γ˙) has a basis of vector fields with covariant
derivatives in itself and is hence parallel.
Notation. We introduce some notation that will be used in the forthcoming sections.
For a gε-geodesic γ : [0, rε]→M, joining x with y /∈ Cutε(x), one has γ˙ = ∇gεrε, so that
γ˙ = γ˙H + γ˙V = ∇Hrε + ε∇Vrε.
If the geodesic has unit speed, one has ‖γ˙(t)‖ε = 1. Defining
h := ‖∇Hrε‖, v := ‖∇Vrε‖,
one has that h and v are constant along the geodesic, and the following relations hold:
‖γ˙H‖2ε = h2, ‖γ˙V‖2ε = εv2, h2 + εv2 = 1.
We recall that Hess denotes the Hessian with respect to the reference Bott connection ∇.
3.2 Comparison in the direction of the geodesic
The study of Hess(rε) in the direction of the geodesic joining x with y /∈ Cutε(x) is
elementary, as a consequence of the eikonal equation ‖∇gεrε‖ε = 1. For the case of
horizontal projection, some care is necessary if one wants a result uniform with respect
to ε > 0. We give here a self-contained and somewhat sharper statement than the one in
[16, Thm. 3.5 (1)].
Theorem 3.3. Let (M,H, g) a totally geodesic foliation. Then, at all points y /∈ Cutε(x)
with ∇Hrε(y) 6= 0, it holds
Hess(rε)
( ∇Hrε
‖∇Hrε‖ ,
∇Hrε
‖∇Hrε‖
)
≤ 1− ‖∇Hrε‖
2
rε
.
Proof. Let γ : [0, rε]→ M be the unique gε-geodesic, parametrized with unit speed, joining
x with y. Recall that γ˙ = ∇Hrε + ε∇Vrε. Let
W0(t) =
t
rε
γ˙H,⊥(t), where γ˙H,⊥ = γ˙H(t)− h2γ˙(t), ∀t ∈ [0, rε].
Notice that W0 is gε-orthogonal to γ˙ by construction, and not horizontal. Furthermore
∇ˆεγ˙W0 = 1rε γ˙H,⊥. Since ∇ˆε is metric, one immediately deduces that for a general foliation
〈∇ˆεγ˙∇εγ˙W0 + Rˆε(W0, γ˙)γ˙,W0〉ε = 0,
so that condition (2.4) of Theorem 2.11 is verified. We obtain hence from the latter:
Hess∇ˆ
ε
(rε)(γ˙H,⊥, γ˙H,⊥) ≤ ‖γ˙H,⊥‖
2
ε
rε
=
h2(1− h2)
rε
. (3.2)
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Using respectively the eikonal equation ‖∇gεrε‖ε = 1, and the fact that ∇ˆε has completely
skew-symmetric torsion (cf. Lemma B.3), one has
Hess∇ˆ
ε
(rε)(γ˙H,⊥, γ˙H,⊥) = Hess∇ˆ
ε
(rε)(γ˙H, γ˙H) = Hess(rε)(γ˙H, γ˙H).
This fact, together with (3.2), completes the proof. To relate the Hessian in (3.2) with
Bott’s one observe that, for any gε-metric connection D, with torsion Tor it holds
HessD(u)(X,Y ) = HessD(u)(Y,X) − 〈∇u,Tor(X,Y )〉ε, ∀X,Y ∈ TM. (3.3)
Since rε satisfies the eikonal equation ‖∇gεrε‖ε = 1, it holds
HessD(rε)(X,Y +∇gεrε) = HessD(rε)(X,Y ), ∀X,Y ∈ TM.
Combining this with (3.3), we obtain
HessD(rε)(X +∇gεrε, Y ) = −〈∇gεrε,Tor(∇gεrε, Y )〉ε, ∀X,Y ∈ TM.
Set D = ∇ˆε. In this case Tor is completely skew-symmetric (cf. Lemma B.3), and hence
Hess∇ˆ
ε
(rε)(X +∇gεrε, Y +∇gεrε) = Hess∇ˆε(rε)(X,Y ), ∀X,Y ∈ TM.
If X = Y = ∇Hrε, the above Hessians can be computed equivalently with respect to ∇
(cf. Remark 2.12). The result follows.
In the next two sections we discuss Hessian comparison theorems in the remaining
directions of the splitting introduced in Section 3.1.
3.3 Comparison of Riemannian type
Let x ∈ M be fixed and y /∈ Cutε(x), so that rε = dε(x, ·) is smooth in a neighbourhood
of y. In this case, provided that ∇Hrε 6= 0, we set for brevity
HRiem(y) := HRiem(∇rε(y)), HSas(y) := HSas(∇rε(y)).
In this section we focus on the index form in the space HRiem. This will yield comparison
theorems of Riemannian type. Recall that, for an horizontal vector X, the condition
X ∈ HRiem(Y ) is equivalent to the condition X ⊥ Y and X ⊥ JZY for all Z ∈ V.
Theorem 3.4. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford struc-
ture, satisfying the J2 condition. Assume that there exists ρ ∈ R such that
Sec(X ∧ Y ) ≥ ρ, ∀X,Y ∈ H, with X ∈ HRiem(Y ).
Let y /∈ Cutε(x) with ∇Hrε(y) 6= 0. Let X ∈ HRiem(y), with ‖X‖ = 1. Then at y it holds
Hess(rε)(X,X) ≤ FRiem(rε,K), K = ρ‖∇Hrε‖2 + 14‖∇Vrε‖2.
Provided that K > 0, it follows that
rε(y) <
π√
ρ‖∇Hrε‖2 + 14‖∇Vrε‖2
.
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Theorem 3.5. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford struc-
ture, satisfying the J2 condition. Assume that n−m− 1 > 0 and that there exists ρ ∈ R
such that
n−m−1∑
i=1
Sec(X ∧Xi) ≥ (n−m− 1)ρ, ∀X ∈ H,
where X1, . . . ,Xn−m−1 is an orthonormal frame for HRiem(X). Then, for all y /∈ Cutε(x)
with ∇Hrε(y) 6= 0 it holds
n−m−1∑
i=1
Hess(rε)(Xi,Xi) ≤ (n−m− 1)FRiem(rε,K), K = ρ‖∇Hrε‖2 + 14‖∇Vrε‖2.
where here X1, . . . ,Xn−m−1 is an orthonormal basis for HRiem(y). Provided that K > 0,
it follows that
rε(y) <
π√
ρ‖∇Hrε‖2 + 14‖∇Vrε‖2
.
Proof of Theorems 3.4 and 3.5. For both theorems, fix ε > 0, x ∈ M and y /∈ Cutε(x).
Let γ : [0, rε] → M be the unique gε-geodesic, parametrized with unit speed, joining x
with y. Observe that along γ, we have the identity HRiem(∇rε) = HRiem(∇gεrε) =
HRiem(γ˙).
Write h = ‖∇Hrε‖ and v = ‖∇Vrε‖. By Lemma 2.14, the Jacobi equation for a vector
field W ∈ HRiem(γ˙) reads
∇ˆεγ˙∇ˆεγ˙W − Jεγ˙∇ˆεγ˙W +RH(W, γ˙)γ˙ = 0.
LetX ∈ HRiem(γ˙) be a ∇ˆε-parallel and unit vector field along γ which is possible by Propo-
sition 3.2. Using the horizontally parallel torsion condition, we have identity (∇ˆεγ˙J)γ˙ = 0
(cf. Lemma 2.13). It follows that Y = 1
εv
Jγ˙X ∈ HRiem(γ˙), is also a ∇ˆε-parallel and unit
vector field along γ, perpendicular to X. Furthermore one has
Jγ˙X = εvY, Jγ˙Y = −εvX.
Set hence
W (t) = f(t)X(t) + g(t)Y (t), ∀t ∈ [0, rε],
for some functions f, g to be chosen later, and such that f(0) = f(rε)−1 = g(0) = g(rε) =
0. If the horizontal curvature is constant and equal to ρ, the Jacobi equation would be
f¨ + g˙v + fρh2 = 0,
g¨ − f˙ v + gρh2 = 0.
This system has explicit solution, for the given boundary conditions, provided that rε <
π/
√
K (with the convention 1/
√
K = +∞ if K ≤ 0). It can be most easily expressed in
terms of f(t) + ig(t), and it is given by
f(t) + ig(t) = ei
v(t−r)
2
sin(t
√
K)
sin(rε
√
K)
, K = ρh2 +
v2
4
,
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where the above expression is considered as an analytic function of K ∈ R. We want to
apply Theorem 2.11 to W . Using Lemma 2.14, and the curvature lower bound, one has
〈∇ˆεγ˙∇εγ˙W + Rˆε(W, γ˙)γ˙,W 〉 = f(f¨ + g˙v) + g(g¨ − f˙v) +RH(W, γ˙, γ˙,W )
≥ f(f¨ + g˙v + fρh2) + g(g¨ − f˙ v + gρh2) = 0.
We can hence apply Theorem 2.11 (cf. also Remark 2.12), obtaining
Hess(rε)(X,X) ≤ f˙(rε) = FRiem(rε,K).
We now prove Theorem 3.5. Choose a ∇ˆε-parallel frame X1, . . . ,Xn−m−1 ∈ HRiem(γ˙)
along γ, thanks to Proposition 3.2. Set Yi = 1εvJγ˙Xi, as in the proof above, and Wi =
f(t)Xi(t) + g(t)Yi(t) for all i = 1, . . . , n−m− 1. Choosing f and g as in the first part of
the proof, and using the Ricci-type curvature assumption, one has
n−m−1∑
i=1
〈∇ˆεγ˙∇εγ˙Wi + Rˆε(W, γ˙)γ˙,W 〉 ≥ 0.
Hence we can apply Theorem 2.11 to the (n−m−1)-tupleWi, obtaining the statement.
3.4 Comparison of Sasakian type
If in this section we focus on HSas, in the general setting of H-type foliations with horizon-
tally parallel torsion. The J2 condition is not necessary. The first case is very particular,
as it does not require nor the J2 condition nor the parallel horizontal Clifford structure
assumption. Ifm = 1, this case exhaust the whole set of Sasakian directions and we obtain
an extension of the results proved in [16].
Theorem 3.6. Let (M,H, g) be an H-type foliation with horizontally parallel torsion.
Assume that there exists ρ ∈ R such that
Sec(X ∧ JZX) ≥ ρ, ∀X ∈ H, Z ∈ V.
Let y /∈ Cutε(x) with ∇Hrε(y) 6= 0. Let Z ∈ V be non-zero, with Z ∝ ∇Vrε(y) (if
∇Vrε(y) = 0 the latter condition imposes no restriction on Z), and set
X =
JZ∇Hrε
‖Z‖‖∇Hrε‖ .
Then at y it holds
Hess(rε)(X,X) ≤ FSas(rε,K1), K1 = ρ‖∇Hrε‖2 + ‖∇Vrε‖2.
Provided that K1 > 0, it follows that
rε(y) <
2π√
ρ‖∇Hrε‖2 + ‖∇Vrε‖2
.
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Proof. Fix ε > 0. Let γ : [0, rε] → M be the unique gε-geodesic, parametrized with unit
speed, joining x with y. Observe that HRiem(∇rε) = HRiem(∇gεrε) = HRiem(γ˙).
Let Z ∈ Γ(V) be a ∇ˆε-parallel vector field along γ and normalized in such a way that
‖JZ γ˙‖ = 1. Set hence
W (t) = a(t)JZ γ˙ + b(t)Z⊥, ∀t ∈ [0, rε],
for some functions a, b to be chosen later, with a(0) = b(0) = 0 and a(rε)− 1 = b(rε) = 0,
and where we have set
Z⊥ = Z − 〈Z, γ˙〉εγ˙,
in such a way that W is gε-orthogonal to γ˙. If v = ‖∇Vrε‖ > 0, we choose Z = 1εvh γ˙V .
If v = 0, we can choose any ∇ˆε-parallel and vertical Z, normalized in such a way that
‖JZ γ˙‖ = 1. In both cases, by Lemma 2.14, one has
∇ˆεγ˙∇εγ˙W + Rˆε(W, γ˙)γ˙ =
1
ε
(
a¨ε+ b˙− a+ aεv2
)
JZ γ˙ + aRH(JZ γ˙, γ˙)γ˙ + (b¨− a˙)Z⊥.
In the case of constant sectional curvature equal to ρ, W (t) is a Jacobi field if and only if
a¨ε+ b˙− a+ aεK = 0,
b¨− a˙ = 0.
where K = ρh2 + v2. The general solution is found via elementary methods, and it is
a(t) = C1 cos(
√
Kt) + C2 sin(
√
Kt) + C3,
b(t) = C1
sin(
√
Kt)√
K
+ C2
1− cos(√Kt)√
K
− C3εKt+ C4,
where the above expressions are considered as analytic functions of K ∈ R. The constants
C1, C2, C3, C4 are uniquely determined by the boundary conditions a(0) = b(0) = a(rε)−
1 = b(rε) = 0, provided that rε < 2π/
√
K (with the convention 1/
√
K = +∞ if K ≤ 0).
Using Lemma 2.14, the curvature lower bound, and the fact that a(t), b(t) solve the
Jacobi equation in the constant curvature case, one obtains
〈∇ˆεγ˙∇εγ˙W + Rˆε(W, γ˙)γ˙,W 〉ε ≥ 0.
We can hence apply Theorem 2.11 (cf. also Remark 2.12), obtaining
Hess(rε)(JZ γ˙, JZ γ˙) ≤
√
K(sin(rε
√
K)− (1− εK)rε
√
K cos(rε
√
K))
2− 2 cos(rε
√
K)− (1− εK)rε
√
K sin(rε
√
K)
. (3.4)
One can check that above expression is well defined for all values K ∈ R.
An important observation is that the derivative with respect to the parameter ε (and
fixed value of rε) of the r.h.s. of (3.4) is always negative. Henceforth we can upper bound
it with its value at ε = 0, yielding the Sasakian function FSas(rε,K).
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Remark 3.7. We can read the previous result as a bound for ‖∇Vrε‖. Provided that
ρ ≥ 0, we get for all y /∈ Cutε(x) and with ∇Hrε(y) 6= 0.
rε‖∇Vrε‖ ≤ 2π.
Taking the limit for ε→ 0 (and using Proposition 2.8), this yields a cotangent injectivity
radius bound for the sub-Riemannian exponential map, which is sharply attained in the
case of the Heisenberg groups.
Theorem 3.8. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford struc-
ture, and satisfying the J2 condition. Let κ2 be the curvature of the vertical leaves. Assume
that there exists ρ ∈ R such that
Sec(X ∧ JZX) ≥ ρ, ∀X ∈ H, Z ∈ V.
Let y /∈ Cutε(x), with ∇Hrε(y) 6= 0. Let Z ∈ V be non-zero with Z ⊥ ∇Vrε(y). Set
X =
JZ∇Hrε
‖Z‖‖∇Hrε‖ .
Then, at y, it holds
Hess(rε)(X,X) ≤ FSas(rε,K2),
where
K2 = ρ‖∇Hrε‖2 + (2− κε)(κε − 1)‖∇Vrε‖2.
Provided that K2 > 0, it follows that
rε(y) <
2π√
ρ‖∇Hrε‖2 + (2− κε)(κε − 1)‖∇Vrε‖2
.
Proof. Fix ε > 0. Let γ : [0, rε] → M be the unique gε-geodesic, parametrized with unit
speed, joining x with y.
Let Z ∈ Γ(V) be a ∇ˆε-parallel vector field along γ, with Z ⊥ γ˙V , with ‖Z‖ = 1.
Assume first that v = ‖∇Vrε‖ 6= 0 along γ. Consider the tuple of g-orthonormal vectors
X =
JZ γ˙
h
, Y =
Jγ˙JZ γ˙
hεv
, Z, V =
T (γ˙, Jγ˙JZ γ˙)
h2εv
.
Set therefore
W (t) = a(t)X + c(t)Y + b(t)Z + d(t)V, ∀t ∈ [0, rε]. (3.5)
The parallel horizontal Clifford structure yields (cf. Lemma 2.13)
∇ˆεγ˙X = (2− κε)vY, Jγ˙X = εvY,
∇ˆεγ˙Y = −(2− κε)vX, Jγ˙Y = −εvX,
∇ˆεγ˙Z = ∇ˆεγ˙V = 0.
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Notice also that
T (γ˙,X) = hZ, T (γ˙, Y ) = hV.
In the case of constant curvature equal to ρ, W (t) is a Jacobi field if and only if
a¨+ v(2κε − 3)c˙+ h
ε
(b˙− ha) +
[
ρh2 + (2− κε)(κε − 1)v2
]
a− κhvd = 0,
c¨− v(2κε − 3)a˙ + h
ε
(d˙− hc) +
[
ρh2 + (2− κε)(κε − 1)v2
]
c+ κhvb = 0,
b¨− ha˙+ κεvhc + κ2ε2v2b = 0,
d¨− hc˙− κεvha+ κ2ε2v2d = 0.
Set from now
K2 = ρh2 + (2− κε)(κε − 1)v2.
We will drop the explicit dependence on ε in the following of the proof. In terms of the
complex variables θ(t) = a(t) + ic(t) and φ(t) = b(t) + id(t), the above system reads
θ¨ − iv(2κε − 3)θ˙ + h
ε
(φ˙− hθ) +Kθ + iκhvφ = 0, (3.6)
φ¨− hθ˙ − iκεvhθ + κ2ε2v2φ = 0. (3.7)
We consider the simplified version of the system (3.6)-(3.7) obtained by suppressing all
the terms with purely imaginary coefficients:
θ¨ +
h
ε
(φ˙− hθ) +Kθ = 0, (3.8)
φ¨− hθ˙ = 0. (3.9)
In this case, provided we can find a solution, we observe that
〈∇ˆεγ˙∇εγ˙W + Rˆε(W, γ˙)γ˙,W 〉ε = 2κhv Im(θφ¯) + εκ2v2φ, (3.10)
where Im denotes the imaginary part. Since the system (3.8)-(3.9) has real coefficients,
a solution respecting the boundary conditions θ(0) = φ(0) = θ(rε) − 1 = φ(rε) = 0 is
real. Hence, the r.h.s. of (3.10) is non-negative, and thus condition (2.4) is satisfied. The
simplified system has the same form of the one for the case Z ∝ γ˙V , with minor differences,
and can be solved with the same computation as in the proof of Theorem 3.6. We obtain
Hess(rε)
(
JZ γ˙
h
,
JZ γ˙
h
)
≤
√
K(sin(rε
√
K)− (1− εK
h2
)rε
√
K cos(rε
√
K))
2− 2 cos(rε
√
K)− (1− εK
h2
)rε
√
K sin(rε
√
K)
≤ FSas(rε,K2),
where we used the monotonicity with respect to ε (cf. proof of Theorem 3.6).
The case left out, that is v = ‖∇Vrε‖ = 0 is simpler. In this case proceeds exactly
in the same way, by formally setting c(t) = d(t) = 0 in (3.5) and all the subsequent
computations. We omit the details.
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Remark 3.9. This remark is the vertical counterpart of Remark 2.12. If (M,H, g) is a
totally geodesic foliation, W ∈ Γ(V) and u is sufficiently regular, then
Hess∇ˆ
ε
(u)(W,W ) = 〈∇ˆεW∇gεu,W 〉ε = 〈(∇W + JεW )∇gεu,W 〉ε
= 〈∇W∇u,W 〉 = Hess(u)(W,W ).
If in Theorem 3.6 we instead solve the system with initial conditions a(rε) = b(rε)− 1 = 0
we can use the above to recover a bound on the Hessian in vertical directions parallel to
the geodesic, specifically for
Z ∝ ∇Vrε, ‖Z‖ = 1‖∇Hrε‖
it holds that at y /∈ Cutε(x),
Hess(rε)(Z,Z) ≤ 12
r3ε
.
Similarly, if in the Theorem 3.8 we instead solve the system with initial conditions
θ(rε) = φ(rε)− 1 = 0 we can recover a bound on the Hessian in vertical directions perpen-
dicular to the geodesic, specifically for
Z ⊥ ∇Vrε(y), ‖Z‖ = ‖∇Hrε‖
it holds that at y /∈ Cutε(x),
Hess(rε)(Z,Z) ≤ 12
r3ε
.
3.5 Sub-Riemannian diameter bounds
We will summarize the results of Section 3.3 and 3.4 relating curvature and diameter
into one statement. We introduce the following terminology. Recall that H and V have
respective ranks n and m. Define a symmetric two-tensor RicH such that if R is the
curvature of the Bott connection ∇ then
RicH(X,X) =
n∑
i=1
〈R(Wi,X)X,Wi〉,
for any X ∈ TM with W1, . . . ,Wn being a g-orthonormal basis of H. Decompose this
tensor as RicH = RicRiem +RicSas, where for any X ∈ TM \ V,
RicSas(X,X) =
1
‖πHX‖2
m∑
i=1
〈R(JZiX,πHX)πHX,JZiX〉,
where Z1, . . . , Zm is a g-orthonormal basis of V. In other words, RicRiem and RicSas
represent the parts of the horizontal Ricci curvature RicH(X,X) obtained by tracing over
HRiem(X) and HSas(X), respectively. We note that for m = 1, in the context of Sasakian
manifolds, RicSas coincides with the pseudo-Hermitian sectional curvature introduced and
studied in [12].
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Theorem 3.10. Assume that (M, g) is complete. Write diam0(M) for the diameter with
respect to the sub-Riemannian distance. Let ρ > 0 be a positive number.
(a) Assume that (M,H, g) is an H-type foliation with parallel horizontal Clifford structure,
satisfying the J2 condition. Assume n−m− 1 > 0 and that for any X ∈ H, we have
RicRiem(X,X) ≥ (n−m− 1)ρ‖X‖2.
Then M is compact, with finite fundamental group and
diam0(M) ≤ π√
ρ
.
(b) Assume that (M,H, g) is an H-type foliation with horizontally parallel torsion. Assume
that for any unit X ∈ H and unit Z ∈ V, we have
Sec(X ∧ JZX) ≥ ρ.
Then M is compact, with finite fundamental group and
diam0(M) ≤ 2π√
ρ
.
(c) Assume that (M,H, g) is an H-type foliation with parallel horizontal Clifford structure,
and satisfying the J2 condition. Assume that for any X ∈ H, we have
RicSas(X,X) ≥ mρ‖X‖2.
Assume also that at least one of the following conditions are satisfied
(i) For any unit X ∈ H and unit Z ∈ V, we have Sec(X ∧ JZX) ≥ 0,
(ii) n−m− 1 > 0 and for any X ∈ H, RicRiem(X) ≥ 0.
Then M is compact, with finite fundamental group and
diam0(M) ≤ 2π
√
3√
ρ
.
We point out that points (a) and (b) are sharp, as the upper diameter bound is attained
for the case of the standard sub-Riemannian structure on the complex, quaternionic or
octonionic Hopf fibrations (see e.g. [19, 20, 14], respectively).
Proof. For the proof, we will go to the universal cover M˜ of M and prove that this is
of bounded diameter. The result of (a) and (b) follows by taking the limit ε → 0 of
respectively Theorem 3.5 and Theorem 3.6. For the result in (c), pick any pair of points
x, y ∈ M˜ which are not in Cut0(M˜) and satisfy
d0(x, y) >
2π
√
2√
ρ
.
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If no such points exist, then diam0(M˜) ≤ 2π
√
2√
ρ
, and the statement holds. If such points
(x, y) exist, write rε(·) = dε(x, ·). We note by Proposition 2.8 we have that for some
ε′′ > 0, we will also have (x, y) 6∈ Cutε(M) and rε(y) > 2π
√
2√
ρ
for any 0 ≤ ε ≤ ε′′. We
must also have ‖∇Vr0‖(y) > 0 in this case, as Theorem 3.8 would otherwise imply that
r0(y) < 2π√ρ . If ‖∇Vr0‖(y) > 0, then either (i) or (ii) implies as ε→ 0
r0(y)‖∇Vr0‖(y) ≤ 2π,
by respectively Theorem 3.5 and Theorem 3.6. In particular,
ρ− 2‖∇Vr0‖2(y) ≥ ρ− 8π
2
r0(y)2
> ρ− ρ = 0.
Hence, it follows from Theorem 3.8 that
r0(y) ≤ 2π√
ρ− 8π2
r0(y)2
.
Solving this inequality yields r20(y)ρ ≤ 12π2, and the resulting diameter bound follows.
3.6 Sub-Laplacian comparison theorems
Let (M,H, g) be a totally geodesic foliation. The sub-Laplacian ∆H is defined as the
second order differential operator associated with the Dirichlet form
E(u, v) =
∫
M
〈∇Hu,∇Hv〉dµg, u, v ∈ C∞c (M),
where dµg denotes the Riemannian measure. Since H is completely non-holonomic, the
horizontal Laplacian is hypoelliptic [28], and if the sub-Riemannian metric is complete then
∆H is essentially self-adjoint on the space of smooth and compactly supported functions,
as proven in [40].
One can check that, for a totally geodesic foliation, the sub-Laplacian coincides with
the horizontal trace of the Hessian with respect to the Bott connection:
∆Hu =
n∑
i=1
Hess(u)(Xi,Xi).
For structures (not necessarily foliations) respecting the H-type condition, one can check
that the Riemannian measure µg is proportional to the intrinsic Popp’s measure of the
sub-Riemannian structure, and thus ∆H coincides with the intrinsic sub-Laplacian defined
with respect to Popp’s measure, cf. [7].
For any Y ∈ Γ(H) recall the orthogonal decomposition of the horizontal bundle (cf.
Section 3.1)
H = HSas(Y )⊕HRiem(Y )⊕ span{Y }.
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Hence, the horizontal trace of the Hessian can be decomposed, for any fixed Y , as the
partial trace on each of the above components. In particular, outside of Cutε(x), and
letting Y = ∇Hrε, we have
∆Hrε = Hess(rε)(Y, Y ) +
m∑
α=1
Hess(rε)(JZαY, JZαY ) +
n−m−1∑
i=1
Hess(rε)(Xi,Xi). (3.11)
whereX1, . . . ,Xn−m−1 is an orthonormal frame forHRiem(Y ), and Z1, . . . , Zm is a suitably
normalized orthogonal frame for Γ(V).
Therefore, one can easily obtain an uniform sub-Laplacian comparison theorem for
∆Hrε by applying separately Theorems 3.3, 3.5, 3.6 and 3.8 to each term in (3.11).
Theorem 3.11. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford struc-
ture, satisfying the J2 condition. Let κ2 be the curvature of the vertical leaves. Assume
that there exists ρ ∈ R such that
Sec(X ∧ Y ) ≥ ρ, ∀X,Y ∈ H.
Fix ε > 0. Then, for all y /∈ Cutε(x) with ∇Hrε(y) 6= 0, it holds
∆Hrε(y) ≤ 1− ‖∇Hrε‖
2
rε
+ (n−m− 1)FRiem(rε,K)
+ FSas(rε,K1) + (m− 1)FSas(rε,K2), (3.12)
where
K = ρ‖∇Hrε‖2 + 14‖∇Vrε‖2,
K1 = ρ‖∇Hrε‖2 + ‖∇Vrε‖2,
K2 = ρ‖∇Hrε‖2 + (2− κε)(κε − 1)‖∇Vrε‖2.
As an immediate consequence we have the following sub-Riemannian comparison the-
orem. We stress that the assumptions and the conclusion of the statement depend only on
the restriction of g to H, that is on the induced sub-Riemannian structure. In particular
the curvature of the leaves κ plays no role.
Theorem 3.12. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford struc-
ture, satisfying the J2 condition. Assume that there exists ρ ∈ R such that
Sec(X ∧ Y ) ≥ ρ, ∀X,Y ∈ H.
Then for all y /∈ Cut0(x) it holds
∆Hr0(y) ≤ (n−m− 1)FRiem(r0,K) + FSas(r0,K1) + (m− 1)FSas(r0,K2),
where
K = ρ+ 14‖∇Vr0‖2,
K1 = ρ+ ‖∇Vr0‖2,
K2 = ρ− 2‖∇Vr0‖2.
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Proof. By Proposition 2.8, on M \Cut0(x) it holds in particular
lim
ε→0
∇Hrε = ∇Hr0, lim
ε→0
∇Vrε = ∇Vr0, lim
ε→0
∆Hrε = ∆Hr0,
Since on M \Cut0(x) it also holds ‖∇Hr0‖ = 1, we can take the limit in Theorem 3.11,
which yields the statement.
We note that the comparison function on the right hand side of (3.12) can be bounded
from above by a function depending on r0 only. Indeed, in the previous theorem, for
simplicity assume that ρ = 0. Then,
FRiem(r0,K) = FRiem(r0, 14‖∇Vr0‖2) ≤
1
r0
,
FSas(r0,K1) = FSas(r0, ‖∇Vr0‖2) ≤ 4
r0
,
and from Remark 3.7
FSas(r0,K2) = FSas(r0,−2‖∇Vr0‖2) ≤ FSas
(
r0,−4π
2
r20
)
≤ C
r0
,
where C > 0 is an explicit constant whose value is given by
C = π
(
coth(π) +
π
π coth(π)− 1
)
> 4.
As a consequence, one obtains the following corollary (which is only sharp when m = 1).
Corollary 3.13. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford
structure, satisfying the J2 condition, and with non-negative horizontal Bott curvature.
Then, there exists a constant C > 4 such that, outside of Cut0(x), it holds
∆Hr0 ≤ n−m+ 3 + C(m− 1)
r0
.
3.7 Removing the J2 condition
Here we study a class of structures where the J2 condition does not necessarily hold. In
particular, for H-type foliations with completely parallel torsion and non-negative hori-
zontal sectional curvature, we achieve the sharp sub-Laplacian comparison result:
∆Hr0 ≤ n+ 3m− 1
r0
, (3.13)
outside of the cut locus. The proofs are mostly minor modifications of the ones seen in
the previous sections.
Such comparison theorem applies in the case of H-type groups. We remark that the
estimate (3.13) is equivalent to the measure contraction property MCP(0, N) for all N ≥
n+ 3m− 1 of H-type Carnot groups, proven in [9].
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3.7.1 A finer splitting
Fix a non-zero Y ∈ TM (usually Y = γ˙ is the tangent vector to a geodesic, in which
case the definition that follow make sense along γ). If the J2 condition does not hold,
the splitting introduced in Section 3.1 is no longer ∇ˆε-parallel. We introduce thus a finer
splitting. Let first
V = VHtype(Y )⊕ VSas(Y ), (3.14)
where each subspace is defined as
VSas(Y ) = {Z ∈ V | JY JZY ⊂ JV(Y )⊕ span{YH}},
VHtype(Y ) = {Z ∈ V | JY JZY ⊥ JV(Y )⊕ span{YH}, and JY JZY 6= 0}.
Likewise, one has a splitting of the horizontal space
H = HHtype(Y )⊕HSas(Y )⊕HRiem(Y )⊕ span{YH}, (3.15)
where each subspace is defined as
HSas(Y ) = {JZY | Z ∈ VSas(Y )},
HHtype(Y ) = {JZY, JY JZY | Z ∈ VHtype(Y )},
HRiem(Y ) = {X ∈ H | X ⊥ HSas(Y )⊕HHtype(Y )⊕ span{YH}}.
Remark 3.14. If the J2 condition holds then HHtype(Y ) = VHtype(Y ) = ∅, and HSas(Y ) =
JV(Y ). Thus (3.14) is trivial and (3.15) reduces to the one introduced in Section 3.1.
Remark 3.15. When the J2 condition does not hold, the dimensions of each subspace
may depend on Y . We remark that JY preserves HHtype(Y ), HSas(Y ) ⊕ span{YH}, and
thus HRiem(Y ). It follows that for some p, q, ℓ ≥ 0 it holds
dimHHtype(Y ) = 2p, dimHSas(Y ) = 2q + 1, dimHRiem(Y ) = 2ℓ,
and thus n = 2(p+ q + ℓ+ 1). Here p, q, ℓ might depend on Y .
The next statement is a generalization of Proposition 3.2.
Proposition 3.16. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford
structure. Let γ : [0, rε]→M be a non-trivial gε-geodesic. The splitting (3.14)-(3.15) asso-
ciated with γ˙ is orthogonal and ∇ˆεγ˙-parallel. Hence, each subspace has constant dimension
along γ.
Proof. The case in which γ˙ ∈ H is trivial. So we suppose γ˙V 6= 0 and, without loss of
generality, that ‖γ˙H‖ = 1. For simplicity in this proof we set VSas = VSas(γ˙) and similarly
for the other subspaces.
We first show that the splitting is orthogonal. The map Z 7→ Jγ˙JZ γ˙ is injective, so
dimVHtype + dimVSas = dimV. Furthermore, if Z ∈ VSas and W ∈ VHtype we have
〈W,Z〉 = 〈Jγ˙JZ γ˙, Jγ˙JW γ˙〉 = 0,
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hence VHtype ⊥ VSas. The orthogonality of the horizontal splitting follows by definition.
We prove that the splitting is ∇ˆεγ˙-parallel (simply “parallel”, in the following). Using
the parallel horizontal Clifford structure and the H-type assumptions, we have
(∇ˆεγ˙J)Z = (∇γ˙J)Z + [Jεγ˙ , JZ ] =
(
2
ε
− κ
)
(Jγ˙JZ + 〈γ˙, Z〉1H) .
In particular (∇ˆεγ˙J)γ˙ = 0. Let W be ∇ˆεγ˙-parallel. Let also ξ denote a generic vertical
vector field along the geodesic, which we may assume to be parallel as well. Using the
above relation, we have
d
dt
〈Jγ˙JW γ˙, Jξ γ˙〉 = 0, d
dt
〈Jγ˙JW γ˙, γ˙〉 = 0.
In particular, if W ∈ VHtype at the initial time, it will remain in VHtype for all times.
This proves that VHtype is parallel. Since ∇ˆεγ˙ is metric and preserves the vertical space, it
follows that VSas is parallel as well.
Consider one of the generators of HSas, that is JZ γ˙, with Z ∈ VSas. We can assume
the latter to be ∇ˆε-parallel, by the previous step of the proof. If Z is proportional to γ˙V ,
then ∇ˆεγ˙JZ γ˙ = 0. On the other hand, if Z is orthogonal to γ˙V , we have
∇ˆεγ˙JZ γ˙ =
(
2
ε
− κ
)
Jγ˙JZ γ˙ =
(
2
ε
− κ
)(
JξSas γ˙ + JξHtype γ˙ + αγ˙H
)
,
for some ξHtype ∈ VHtype, ξSas ∈ VSas, and α ∈ R. The last equality follows from the
definition of HSas. We easily deduce that α = 0 and ξHtype = 0. Therefore HSas is parallel.
Similarly, if JW γ˙ and Jγ˙JW γ˙ are generators of HHtype, for W ∈ VHtype, and recalling
that W ⊥ γ˙ in this case, we have
∇ˆεγ˙JW γ˙ =
(
2
ε
− κ
)
Jγ˙JW γ˙,
∇ˆεγ˙Jγ˙JW γ˙ =
(
2
ε
− κ
)
J2γ˙JW γ˙ = −
(
2
ε
− κ
)
JW γ˙.
It follows that HHtype is parallel. Since ∇ˆε is metric, and preserves H, then also HRiem
must be parallel.
3.7.2 Hessian comparison theorems
We state here versions of the comparison theorems without the J2 condition. For the case
of Riemannian directions there is mostly no difference with respect to Theorem 3.4. The
assumption is somewhat more involved, due to the fact that now the spaces in the splitting
depend also on the vertical component of the vector field Y determining it. If x ∈ M is
fixed and y /∈ Cutε(x), so that rε = dε(x, ·) is smooth in a neighbourhood of y, we adopt
the shorthand
HRiem(y) := HRiem(∇rε(y)), VRiem(y) := VRiem(∇rε(y)),
and similarly for all other subspaces.
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Theorem 3.17. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford struc-
ture. Assume that there exists ρ ∈ R such that
Sec(X ∧ YH) ≥ ρ, ∀Y ∈ TM, X ∈ HRiem(Y ).
Let y /∈ Cutε(x) with ∇Hrε(y) 6= 0. Let X ∈ HRiem(y), with ‖X‖ = 1. Then at y it holds
Hess(rε)(X,X) ≤ FRiem(rε,K), K = ρ‖∇Hrε‖2 + 14‖∇Vrε‖2.
Provided that K > 0, it follows that
rε(y) <
π√
ρ‖∇Hrε‖2 + 14‖∇Vrε‖2
.
Proof. The proof is analogous to the one of Theorem 3.4. The only ingredient was Proposi-
tion 3.2, which is now replaced by the more general Proposition 3.16 when the J2 condition
does not hold.
For the special horizontal vectors JZ∇Hrε with Z ∝ ∇Vrε, which indeed belongs to
HSas(∇rε), Theorem 3.6 holds unchanged.
Consider then the remaining Sasakian directions X = JZ∇rε for Z ∈ VSas, and Z ⊥
∇Vrε. We remind that these directions appear in pairs JZ∇rε, J∇VrεJZ∇rε, which are
both of the form JZ′∇rε for some Z ′ depending on ∇rε. In this part of the space, it is as
the J2 condition was verified, and we have the following result.
Theorem 3.18. Let (M,H, g) be an H-type foliation with parallel horizontal Clifford struc-
ture. Let κ2 be the curvature of the vertical leaves. Assume that there exists ρ ∈ R such
that
Sec(X ∧ JZX) ≥ ρ, ∀X ∈ H, Z ∈ V.
Let y /∈ Cutε(x), with ∇Hrε(y) 6= 0. Let Z ∈ VSas(y) be non-zero with Z ⊥ ∇Vrε(y). Set
X =
JZ∇Hrε
‖Z‖‖∇Hrε‖ .
Then, at y, it holds
Hess(rε)(X,X) ≤ FSas(rε,K2),
where
K2 = ρ‖∇Hrε‖2 + (2− κε)(κε − 1)‖∇Vrε‖2.
If, furthermore, ρ = κ = 0, one has the sharper bound
Hess(rε)(X,X) ≤ v2 cot
(
vrε
2
)
+ v
1− cos(vrε)
vrε − sin(vrε) ≤
4
rε
.
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Proof. Let γ : [0, rε]→M be the gε-geodesic between x and y. Assume first that ‖∇Vrε‖ >
0. In this case the condition Z ∈ VSas(γ˙) with Z ⊥ γ˙ implies that V = T (γ˙, Jγ˙JZ γ˙) is
a non-zero vector in VSas(γ˙) and V ⊥ γ˙. In particular one can choose a ∇ˆε-parallel
Z ∈ VSas(γ˙) such that JZY , JY JZY , Z and V are independent along γ. The proof of the
first part of the theorem is thus identical to the one of Theorem 3.8. If instead ∇Vrε(y) = ∅
then we again proceed as in the analogous particular case in the proof of Theorem 3.8, for
which the introduction of V is not necessary.
If ρ = κ = 0, then we can explicitly solve the exact system (3.6)-(3.7) in the proof of
Theorem 3.8 instead of looking for a simplified system as in the previous case. This yields
the result upon application of Theorem 2.11. We omit the details.
For H-type directions we have a new statement. It it stated only for completely parallel
torsion and non-negative curvature in the relevant sections. We notice that if YV = 0, then
HHtype(Y ) = VHtype(Y ) = 0. Therefore in the next theorem we must assume ∇Vrε(y) 6= 0
to exclude a vacuous statement.
Theorem 3.19. Let (M,H, g) be an H-type foliation with completely parallel torsion.
Assume that
Sec(X ∧ YH) ≥ 0 ∀Y ∈ TM, X ∈ HHtype(Y ).
Let y /∈ Cutε(x), with ∇Hrε(y) 6= 0 and ∇Vrε(y) 6= 0. For a non-zero Z ∈ VHtype(y), let
X =
JZ∇Hrε
‖Z‖‖∇Hrε‖ , Y =
J∇VrεJZ∇Hrε
‖∇Vrε‖‖Z‖‖∇Hrε‖ ,
Then at y it holds
Hess(rε)(X,X) ≤ v2 cot
(
vrε
2
)
− 2v sin
(
vrε
2
)
sin(vrε)− vrε ,
Hess(rε)(Y, Y ) ≤ v2 cot
(
vrε
2
)
− v
2
sin
(
vrε
2
)
sin(vrε)− vrε ,
where v = ‖∇Vrε(y)‖. In particular, one always has
Hess(rε)(X,X) + Hess(rε)(Y, Y ) ≤ 5
rε
.
Proof. Let γ : [0, rε] → M be the gε-geodesic between x and y. Let Z ∈ HHtype(γ˙)
be ∇ˆε-parallel, and ‖Z‖ = 1. The condition Z ∈ VHtype(γ˙) implies that Z ⊥ γ˙ and
T (γ˙, Jγ˙JZ γ˙) = 0. Taking this into account, the proof is then similar to the one of Theorem
3.8: we consider the g-orthonormal vector fields
X =
JZ γ˙
h
, Y =
Jγ˙JZ γ˙
hεv
, Z.
We look for a solution of the Jacobi equation in the constant curvature case, of the form
W (t) = a(t)X + c(t)Y + b(t)Z, ∀t ∈ [0, rε],
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such that W (0) = 0 and W (rε) = X (for the first part of the statement) or W (rε) = Y
(for the second part of the statement). The computations are identical to the one in the
proof of Theorem 3.8, formally setting d = 0 (and, of course, κ = ρ = 0). We obtain
a¨− 3vc˙+ h
ε
(b˙− ha)− v2a = 0,
c¨+ 3a˙+ h
ε
(d˙− hc)− v2c = 0,
b¨− ha˙ = 0.
The system is easily solved, for both cases of boundary conditions, and provided that rε
is sufficiently small. Applying Theorem 2.11, we obtain
Hess(rε)
(
JZ γ˙
h
,
JZ γ˙
h
)
≤ v
2
cot
(
vrε
2
)
− 2v sin
(
vrε
2
)
sin(vrε)−
(
1 + 2εv
2
h2
)
vrε
≤ v
2
cot
(
vrε
2
)
− 2v sin
(
vrε
2
)
sin(vrε)− vrε
in the first case. In the second case, we get
Hess(rε)
(
Jγ˙JZ γ˙
hεv
,
Jγ˙JZ γ˙
hεv
)
≤ v
2
cot
(
vrε
2
)
− v
2
sin
(
vrε
2
)
sin(vrε)−
(
1 + 2εv
2
h2
)
vrε
≤ v
2
cot
(
vrε
2
)
− v
2
sin
(
vrε
2
)
sin(vrε)− vrε .
Both results imply that rεv < 2π, for all ε > 0.
3.7.3 Sub-Laplacian comparison theorems
Combining the results of the previous subsections and arguing as before one eventually
obtains the following sub-Laplacian comparison theorem which is sharp on H-type groups.
Theorem 3.20. Let (M,H, g) be an H-type foliation with completely parallel torsion.
Assume that
Sec(X ∧ Y ) ≥ 0 ∀X,Y ∈ H.
For y /∈ Cutε(x), with ∇Hrε(y) 6= 0 it holds
∆Hrε(y) ≤ n+ 3m− ‖∇Hrε‖
2
rε
.
Thus, for all y /∈ Cut0(x) it holds
∆Hr0(y) ≤ n+ 3m− 1
r0
.
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4 A sharp sub-Riemannian Bonnet-Myers theorem for gen-
eral H-type sub-Riemannian manifolds
In this section we prove a sharp Bonnet-Myers type theorem for structures which are not
necessarily foliations. This result is quite general, but it holds only in the sub-Riemannian
limit (and not, as in the previous section, uniformly for all ε ≥ 0).
Consider a general Riemannian manifold (M, g) together with a vector bundle orthog-
onal splitting TM = H ⊕ V. The vertical bundle V is not required to be integrable nor
metric. The Hladky connection is well defined, and Theorem B.8 holds, with D = ∇ˆε,
given explicitly by
∇ˆεXY = ∇XY + JεXY, ∀X,Y ∈ Γ(TM).
where Jε is the operator defined as in Section 2, with respect to the metric gε. For a
gε-geodesic γ : [0, rε]→M, consider the n−m− 1-vector subspace of H along γ given by
LJ(γ˙) = span{X ∈ H | X ⊥ JV γ˙, X ⊥ γ˙}.
The idea is that the index form behaves on this space as in the Riemannian case, up to
corrections of order ε (which are negligible in the limit). Notice that LJ(γ˙) is defined as
HRiem(γ˙) of Section 3.1, but since the setting is more general we prefer to adopt a different
notation, to avoid confusion.
We assume that the following conditions are satisfied.
(i) the H-type condition: J2Z = −‖Z‖21H for all Z ∈ Γ(V);
(ii) the J2 condition, in the sense of [26, 22]: for all Z,Z ′ ∈ Γ(V), X ∈ Γ(H), with
〈Z,Z ′〉 = 0 there exists Z ′′ ∈ Γ(V) such that
JZJZ′X = JZ′′X.
(iii) for all Y ∈ Γ(H) and Z ∈ Γ(V), we have
n−m−1∑
i=1
〈(∇XiJ)ZXi, Y 〉 = 0,
where X1, . . . ,Xn−m−1 is an orthonormal frame for LJ(Y ).
Theorem 4.1. Let (M,H, g) be a complete sub-Riemannian structure with rank n and
corank m > n + 1, satisfying assumptions (i)-(ii)-(iii). Assume that there exists ρ > 0
such that, for all unit X ∈ H it holds
Ric∇H(X,X) −
m∑
α=1
R∇(X,JZαX,JZαX,X)
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−
m∑
α=1
‖(∇XJ)ZαX‖2 − m∑
β=1
〈(∇XJ)ZαX,JZβX〉2
 ≥ (m− n− 1)ρ, (4.1)
where Z1, . . . , Zm ∈ V is any orthonormal frame. Then M is compact with sub-Riemannian
diameter not greater than π/
√
ρ, and the fundamental group is finite.
Remark 4.2. Assumptions (i)-(ii)-(iii) are verified for any contact and quaternonic con-
tact structures sub-Riemannian structures, as in [2] and [6], respectively. We refer to these
reference for more precise definitions. We only mention that the verification of (i) and (ii)
are trivial. Furthermore, in the contact case, (iii) follows from [2, Lemma 6.8, (i) and
(e)]). In the quaternonic contact case, condition (iii) can be checked using equivalently the
Biquard connection ∇¯, since it holds ∇¯XY = ∇XY for all X,Y ∈ Γ(H). Therefore, (iii)
holds by definition of Biquard connection [30, Thm. 4.2.4 (v)]. Theorem 4.1 thus includes
the contact Bonnet-Myers theorem [2, Thm. 1.7], and the quaternonic contact one of [6].
Before proving Theorem 4.1 we need two lemmas. We recall that the operator JZ
is defined as in Section 2, with respect to the Riemannian metric g and the splitting
TM = H⊕ V. We denote by Jε the analogous operator associated with the metric gε.
Lemma 4.3. Under the H-type condition, the following homogeneity properties hold:
JεH = εJH J
ε
V =
1
ε
JV .
Furthermore we have
JεHH ⊆ V JεVH ⊆ H, JεVV = 0.
In particular, as ε → 0, the only element that does not vanish uniformly is JεVH, exactly
as in the case of a totally geodesic foliation
Proof. The H-type condition implies JVV = 0, which is equivalent to (LHg)(V,V) = 0.
This condition is the analogous of the bundle-like metric condition for foliations, even
though we are not assuming that the vertical bundle is a foliation. The proof now follows
by unravelling the definitions of Jε and gε.
Lemma 4.4. Let γ : [0, rε]→M be a gε-geodesic. Assume n−m− 1 > 0. There exists a
moving frame X ,1 . . . ,Xn−m−1 of H along γ with the following properties:
(a) It is a gε-orthonormal frame;
(b) It is a frame for LJ(γ˙);
(c) It is almost ∇ˆε-parallel, that is the projection of ∇ˆεγ˙Xi on LJ(γ˙) is zero.
The frame is unique up to a constant orthogonal transformation, and it is a solution of
∇ˆεγ˙Xi = −
1
‖γ˙H‖2
m∑
α=1
〈Xi, ∇ˆεγ˙(JZα γ˙)〉JZα γ˙ −
m∑
α=1
〈Xi, ∇ˆεγ˙Zα〉Zα, (4.2)
where Z1, . . . , Zm is any g-orthonormal moving frame of V along γ.
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Proof. For a frame obeying (b), one must have for all α = 1, . . . ,m
d
dt
〈Xi, γ˙〉 = d
dt
〈Xi, Zα〉 = d
dt
〈Xi, JZα γ˙〉 = 0.
Since ∇ˆεγ˙ γ˙ = 0, these equation are
〈∇ˆεγ˙Xi, γ˙〉 = 0, 〈∇ˆεγ˙Xi, Zα〉 = −〈Xi, ∇ˆεγ˙Zα〉,
〈∇ˆεγ˙Xi, JZα γ˙〉 = −〈Xi, ∇ˆεγ˙(JZα γ˙)〉.
Taking into account also condition (c), and recalling that {JZα γ˙/‖γ˙H‖}mα=1 constitutes a
g-orthonormal set perpendicular to LJ(γ˙) and γ˙H, we obtain that the frame, if it exists,
must be a solution of (4.2). The latter is linear and it has a unique solution defined on
[0, r] for any given initial condition X1(0), . . . ,Xn−m−1(0), which we chose to be in LJ(γ˙).
By construction, these solutions satisfy
〈∇ˆεγ˙Xi,Xj〉 = −〈∇ˆεγ˙Xj,Xi〉, ∀i, j = 1, . . . , n−m− 1.
In particular, (a) holds for all t provided that the initial condition is orthonormal, and
by construction also (b) and (c) hold for all t. This prove the existence of the frame.
Finally, since (4.2) is linear, its solutions are uniquely determined up to a constant linear
transformation which, due to condition (a), must be orthogonal.
4.1 Proof of Theorem 4.1
Fix ε > 0. Let x ∈ M and y /∈ Cutε(x). Let γ : [0, rε] → M be the unique gε-geodesic,
parametrized with unit speed, joining x with y. Let X1, . . . ,Xn−m−1 be the moving frame
of Lemma 4.4 (it depends on ε). For i = 1, . . . , n−m− 1, let
Wi(t) = f(t)Xi(t), t ∈ [0, rε],
for some smooth non-negative function f : [0, rε]→ R, with f(0) = 0 and f(rε) = 1, to be
chosen later. By Theorem B.8, with D = ∇ˆε, we have at rε
Hess∇ˆ
ε
rε(Xi,Xi) ≤ 〈Wi(rε), ∇ˆεγ˙Wi(rε)〉ε −
∫ rε
0
〈∇ˆεγ˙∇εγ˙Wi + Rˆε(Wi, γ˙)γ˙,Wi〉εdt. (4.3)
Using the properties of the frame, one has 〈Wi(rε), ∇ˆεγ˙Wi(rε)〉 = f˙(rε), for all i, and thus
n−m−1∑
i=1
〈Wi(rε), ∇ˆεγ˙Wi(rε)〉ε = (n−m− 1)f˙(rε). (4.4)
We focus now on the integrand in the r.h.s. of (4.3):
i(Wi,Wi) = 〈∇ˆεγ˙∇εγ˙Wi,Wi〉ε + Rˆε(Wi, γ˙, γ˙,Wi〉. (4.5)
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Recall that Tˆ ε is the torsion of ∇ˆε (which is completely skew-symmetric by Lemma B.3)
while T is the torsion of ∇. Dropping the index i, for the first term in (4.5) we obtain
〈∇ˆεγ˙∇εγ˙Wi,Wi〉ε = 〈∇ˆεγ˙∇ˆεγ˙Wi − ∇ˆεγ˙(Tˆ ε(γ˙,Wi)),Wi〉ε
= 〈∇ˆεγ˙∇ˆεγ˙Wi,Wi〉ε + 〈Tˆ ε(γ˙,Wi), ∇ˆεγ˙Wi〉ε
= f f¨ − f2〈∇ˆεγ˙Xi, ∇ˆεγ˙Xi〉ε + f2〈Tˆ ε(γ˙,Xi), ∇ˆεγ˙Xi〉ε
= f f¨ − f2〈∇ˆεγ˙Xi − T (γ˙,Xi)− Jεγ˙Xi + JεXi γ˙, ∇ˆεγ˙Xi〉ε
= f f¨ − f2〈∇ˆεγ˙Xi − Jεγ˙Xi + JεXi γ˙, ∇ˆεγ˙Xi〉ε, (4.6)
where we used the fact that ‖Xi‖ε = 1, that Tˆ ε is completely skew-symmetric, and that
by definition Xi ∈ LJ(γ˙) which is means that T (γ˙,Xi) = 0.
Using the homogeneity properties of Lemma 4.3, the fact that Xi ∈ LJ(γ˙), and that
‖γ˙V‖ → 0 as ε→ 0, we obtain
∇ˆεγ˙Xi = −
1
‖γ˙H‖2
m∑
α=1
〈Xi, (∇γ˙J)Zα γ˙〉JZα γ˙ +O(ε). (4.7)
Furthermore, again by Lemma 4.3,
Jεγ˙Xi =
1
ε
Jγ˙VXi +O(ε), J
ε
Xi
γ˙ = O(ε). (4.8)
Replacing (4.7)-(4.8) in (4.6) and using assumption (ii), we obtain
〈∇ˆεγ˙∇εγ˙Wi,Wi〉 = f f¨ −
f2
‖γ˙H‖2
(
m∑
α=1
〈Xi, (∇γ˙J)Zα γ˙〉2 +O(ε)
)
.
This gives the first term of (4.5). For the second term, a lengthy computation specialized
to the case Wi ∈ LJ(γ˙), using again (ii), and that ‖γ˙V‖ → 0 as ε→ 0, yields
Rˆε(Xi, γ˙, γ˙,Xi) = R∇(Xi, γ˙H, γ˙H,Xi)− 1
ε
〈(∇XiJ)γ˙VXi, γ˙H〉+O(ε).
Therefore, for (4.5) we obtain
i(Wi,Wi) = f f¨ + f2
[
R∇(Xi, γ˙H, γ˙H,Xi)− 1‖γ˙H‖2
m∑
α=1
〈Xi, (∇γ˙HJ)Zα γ˙H〉2
−1
ε
〈(∇XiJ)γ˙VXi, γ˙H〉+O(ε)
]
. (4.9)
Recall that X1, . . . ,Xn−m−1 constitutes a g-orthogonal frame for LJ(γ˙). Using assumption
(iii), the term of order 1
ε
in (4.9) vanishes after taking the sum over i. Hence, using the
curvature assumption (4.1) we obtain
n−m−1∑
i=1
i(Wi,Wi) ≥ (n−m− 1)f f¨ + f2‖γ˙H‖2 (ρ+O(ε))︸ ︷︷ ︸
=:ρε
. (4.10)
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Plugging (4.10) and (4.4) into (4.3) we obtain
trLJ (γ˙)(Hess
∇ˆεrε)
n−m− 1 ≤ f˙(rε)−
∫ rε
0
f
(
f¨ + ρε‖γ˙H‖2f
)
dt,
where ρε → ρ uniformly as ε→ 0, and the l.h.s. is computed at y = γ(rε).
Notice that if ρ > 0 then also ρε > 0 for sufficiently small ε. Thus, we can choose
f such that the integrand is zero, satisfying the prescribed boundary conditions f(0) =
f(rε)− 1 = 0, that is
f(t) =
sin(
√
ρε‖γ˙H‖t)
sin(
√
ρε‖γ˙H‖rε) .
We finally obtain
trLJ (γ˙)(Hess
∇ˆεrε)
n−m− 1 ≤
√
ρε‖γ˙H‖ cot(√ρε‖γ˙H‖rε).
A standard argument by contradiction, based on the properties of the Riemannian cut
locus, yields for rε = dε(x, y) the following inequality:
dε(x, y) ≤ π‖γ˙H‖√ρε =
π
‖∇Hrε(y)‖√ρε .
We are ready to conclude. By assumption y /∈ Cut0(x). By Proposition 2.8, this
means that y /∈ Cutε(x) for all sufficiently small ε > 0. Recall that by Remark 2.9 it
holds ‖∇Hrε‖ → 1, and furthermore dε → d0 as ε→ 0 by Lemma A.1. We have then
d0(x, y) ≤ π√
ρ
, ∀y /∈ Cut0(x).
Since Cut0(x) is a nowhere dense set for all x ∈ M, it follows that the sub-Riemannian
diameter is not greater that π/
√
ρ and since d0 is complete then M is compact.
We can apply the same argument to the universal cover M˜, obtaining that the funda-
mental group of M is finite.
A Smooth convergence of the canonical variation
In this appendix we prove Proposition 2.8, concerning the convergence of dε → d0 and all
its derivatives in the compact-open topology outside of the sub-Riemannian cut locus.
We first state two preliminary results. We refer in their proofs to [1, 37] for basic facts
in sub-Riemannian geometry, such as endpoint map, exponential map, singular trajectories
and Lagrange multipliers. Only in this section, the notation 〈λ,X〉 denotes the action of
one-forms λ ∈ T ∗M on vectors X ∈ TM .
Lemma A.1. We have that dε → d0 uniformly on compact sets of M, as ε→ 0.
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Proof. Firstly, note that dε is increasing as ε → 0. Let x, y ∈ M. Fix a sequence γε :
[0, 1] →M of minimizing gε-geodesics joining x with y. Letting d = d1, we have
d(γε(t), γε(s)) ≤ dε(γε(t), γε(s)) = |t− s|dε(x, y) ≤ |t− s|d0(x, y), ∀ 0 < ε ≤ 1.
Letting t = 0 in the above equation, we have d(x, γε(s)) ≤ d0(x, y), for all 0 < ε ≤ 1.
In particular, the sequence γε is equicontinous and uniformly bounded. By Ascoli-Arzelà
theorem, and up to extraction of a subsequence, γε converges uniformly to a curve γ0.
Let X1, . . . ,Xn, Z1, . . . , Zm be a local frame, orthonormal for g, defined in a compact
neighborhood K of γ0. All geodesics γε are contained in K, for sufficiently small ε in the
mentioned subsequence. For any control u ∈ L2([0, 1],Rn+m), consider the following ODE
on M:
γ˙(t) =
n∑
i=1
ui(t)Xi(γ(t)) +
m∑
α=1
un+α(t)Zα(γ(t)), γ(0) = x. (A.1)
Let U ⊂ L2([0, 1],Rn+m) be the subspace such that the solution of (A.1) is well defined
up to time 1. We consider the endpoint map with initial point x, Endx : U → M, which
associates with a control u ∈ L2([0, 1],Rn+m) the final point γ(1) of the solution to (A.1).
We stress that Endx does not depend on ε. For a given control u ∈ U , associated with a
trajectory γu, its energy is
Jε(u) =
1
2
∫ 1
0
‖γ˙u(t)‖2gεdt, ε > 0.
If γu is a gε-geodesic, we have dε(γu(0), γu(1))2 = 2Jε(u), as a consequence of the Cauchy-
Schwarz inequality.
To any minimizing gε-geodesic γε in the aforementioned sequence, we associate through
(A.1) the corresponding control uε = (uH,ε, uV ,ε) ∈ L2([0, 1],Rn+m), where
uH,ε ∈ L2([0, 1],Rn), uV ,ε ∈ L2([0, 1],Rm).
Notice that
2Jε(u) = ‖uH,ε‖2L2 +
1
ε
‖uV ,ε‖2L2 = d2ε(x, y) ≤ d20(x, y).
It follows that ‖uH,ε‖L2 is bounded, and ‖uV ,ε‖L2 → 0. By weak compactness of bounded
sets of L2, we have that, up to extraction of subsequences,
uε ⇀ u¯ = (u¯H, 0) ∈ L2([0, 1],Rn+m).
Notice that the associated trajectory γε converges uniformly to the limit trajectory γ¯ with
control u¯, and hence Endx(u¯) = y. By the weak semi-continuity of the norm
‖u¯‖L2 ≤ lim inf
ε→0
‖uε‖L2 ≤ lim inf
ε→0
dε(x, y) ≤ d0(x, y) ≤ ‖u¯‖L2 . (A.2)
Thus, all inequalities in (A.2) are equalities, and thanks to monotonicity, we have
d0(x, y) = lim
ε→0
dε(x, y) = lim
ε→0
‖uε‖L2 = ‖u¯‖L2 .
In particular dε → d0, uniformly on compact sets by Dini’s theorem. We remark that the
weak convergence and norm convergence of uε imply the L2 convergence uε → u¯.
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For x ∈ M, and ε > 0 we denote by expεx : T ∗xM → M the Riemannian exponential
map (on the cotangent space), while expx = exp
0
x : T
∗
xM→M is the sub-Riemannian one.
For all ε ≥ 0, we recall that expεx is the projection π : T ∗M→ M of the Hamiltonian flow
et
~Hε : T ∗M→ T ∗M associated to the (sub-)Riemannian structure gε.
Lemma A.2. Let γε : [0, 1] →M be a sequence of minimizing gε-geodesics, starting from
x ∈ M, all contained in a common compact subset of M. Let λε ∈ T ∗xM be the initial
covector of γε, that is γε(t) = expεx(tλε) for all t ∈ [0, 1]. Let y = limε→0 γε(1), and
assume that y /∈ Cut0(x). Let γ¯ : [0, 1] → M be the unique sub-Riemannian minimizing
geodesic between x and y, with initial covector λ¯ ∈ T ∗xM, such that γ¯(t) = expx(tλ¯) for all
t ∈ [0, 1]. Then γε → γ¯ uniformly and λε → λ¯ as ε→ 0.
Proof. Arguing as in the proof of Lemma A.1 we have that γε converges up to extraction
to a limit constant-speed minimizing sub-Riemannian geodesic γ¯ joining x with y. Since
we are assuming that y /∈ Cut0(x), there is only one such γ¯ and thus γε → γ¯ with no
need for extraction (since any sub-sequence converges up to extraction to the same limit).
For sufficiently small ε the family γε is contained in a compact neighbourhood of γ¯, where
a local g-orthonormal frame X1, . . . ,Xn, Z1 . . . , Zm has been fixed, so that the endpoint
map Endx is well defined. Let also uε ∈ L2([0, 1],Rn+m) be the control of γε, for ε > 0,
and let u¯ be the control of γ¯. Again as in the proof of Lemma A.1, uε → u¯ in L2.
Since each γε is a length-minimizer between x and yε, for all ε > 0 there exists a
Lagrange multiplier ηε ∈ T ∗yεM such that
〈ηε,DuεEndx(v)〉 = DuεJε(v), ∀v ∈ L2([0, 1],Rn+m). (A.3)
We now prove that, if γ¯ is not a singular geodesic, that is, if u¯ is not a critical point
of Endx, then ηε converges to the Lagrange multiplier η¯ of γ¯. We remark that if γ¯ is
non-singular, then the Lagrange multiplier η¯ will be unique.
In order to simplify the r.h.s. of (A.3), we restrict ourselves to sub-Riemannian vari-
ations, that is to v ∈ L2([0, 1],Rn) ⊂ L2([0, 1],Rn+m). In this case DuεJε(v) = DuεJ(v),
where J = J1, and (A.3) reads
〈ηε,DuεEndx(v)〉 = (uε, v)L2 , ∀v ∈ L2([0, 1],Rn). (A.4)
We claim that for any u sufficiently close to u¯ and smooth vector field V on M, there exists
a sub-Riemannian variation v(u) ∈ L2([0, 1],Rn) (depending on the choice of V ) such that
DuEndx(v(u)) = Vz, where z = Endx(u), and the map u 7→ v(u) is continuous. To prove
the claim, note that thanks to our assumption, u¯ is a regular point for the sub-Riemannian
endpoint map (that is the endpoint map restricted to controls of the form u = (uH, 0)).
In other words, there exist v1, . . . , vn+m ∈ L2([0, 1],Rn) such that Du¯Endx(vi) ∈ TyM, for
i = 1, . . . , n + m, are independent vectors. Since u 7→ DuEndx is continuous, the same
holds (with the same vi) for all controls u in an open neighbourhood U ⊂ L2([0, 1],Rn+m)
of u¯. Up to restricting U , we can assume that End(U) ⊂ O, where O is a coordinated
neighbourhood of Endx(u¯) = y. Let
Φ : U × Rn+m → U ×O, Φ(u, α) =
(
u,Endx
(
u+
n+m∑
i=1
αivi
))
.
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By the inverse function theorem, there exists a local inverse. More precisely, and up
to restriction of the domains, there exists an inverse Φ−1 : U × O → U × Rn+m. Let
δ : (−a, a)→M be a smooth curve with δ(0) = z and δ˙(0) = Vz ∈ TzM. We have
Φ−1(u, δ(τ)) = (u, α(u, τ)), with Endx(u+
∑
αi(u, τ)vi) = δ(τ),
and α : U × (−a, a)→ Rn+m is smooth. The map v : U → L2([0, 1],Rn) given by
u 7→
n+m∑
i=1
∂αi
∂τ
(u, 0)vi,
is smooth, and satisfies DuEndx(v(u)) = Vz, by construction. This proves the claim.
By plugging such a choice of v(uε) in (A.4), we obtain
〈ηε, V 〉 = (uε, v(uε))L2 . (A.5)
In particular, since uε → u¯ and v(uε) → v(u¯), we have proved that for any choice of
smooth vector field V on M, the l.h.s. of (A.5) is convergent. This is equivalent to the
convergence of ηε to some η¯ ∈ T ∗yM. Taking the limit in (A.3) we obtain
〈η¯,Du¯Endx(v)〉 = (u¯, v)L2 , ∀v ∈ L2([0, 1],Rn).
By definition, this means that η¯ is the unique normal Lagrange multiplier associated with
the minimizing sub-Riemannian geodesic γ¯ with control u¯.
It is well-known that the normal extremal lift λε : [0, 1] → T ∗M of γε (resp. the
normal extremal lift λ¯ of γ¯) can be recovered from the Lagrange multiplier by the Hamil-
tonian flows et ~Hε : T ∗M → T ∗M given by the Hamiltonian Hε associated with gε for
all ε > 0 (resp. the sub-Riemannian Hamiltonian flow et ~H associated with the sub-
Riemannian Hamiltonian H). More precisely,
λε(t) = e(t−1)
~Hε(ηε), and λ¯(t) = e(t−1)
~H (η¯).
SinceHε → H uniformly on compact sets as functions on T ∗M, it follows that λε(t)→ λ¯(t)
uniformly for t ∈ [0, 1], which is thus equivalent to the convergence of the initial covector
λε(0)→ λ¯(0).
We are now ready for the proof of Proposition 2.8.
Proof of Proposition 2.8. Fix x ∈ M, and let F : T ∗xM × (−1, 1) → M × (−1, 1) be the
smooth map given by
F (λ, ε) = (expεx(λ), ε)
where expεx : T
∗
xM → M denotes the (sub-)Riemannian exponential map associated with
the structure gε. Notice that the latter is well defined and smooth for all values of ε ∈
(−1, 1), as the projection π : TM→M of the Hamiltonian flow of Hε. By our assumption,
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there exits a unique minimizing g0-geodesic joining x with y, with initial covector λ¯, and
the latter is a regular point for exp0x. The differential of F at (λ¯, 0) is given by
(d(λ¯,0)F )(λ˙, ε˙) =
(
(dλ¯ exp
ε
x)λ˙+
∂F (λ, ε)
∂ε
ε˙, ε˙
)
, (λ˙, ε˙) ∈ T(λ¯,0)U × R.
Since rank(dλ¯ exp
ε
x) = n, by the inverse function theorem there exist neighbourhoods
U ⊂ T ∗xM of λ¯, I = (−ε′, ε′) ⊂ (−1, 1) of 0, and V ⊂M of y and a smooth diffeomorphism
G : V × I → U × I such that F ◦G = IdV×I .
This means that for all |ε| < ε′ and for all z ∈ V there exists a unique λε,z ∈ U such
that expεx(λε,z) = z, corresponding to a geodesic γε,z between x and z. Clearly x and z
are not conjugate along this geodesic. We claim that, up to restricting further V and ε′,
the curve γε,z is the unique minimizing gε-geodesic joining x with z.
Indeed, assume by contradiction that there is a sequence zn → y and εn → 0 and
minimizing geodesics γn joining x with zn, with initial covector λn /∈ U , and whose length
is not greater than the length of γεn,zn . Let also γ¯ be the minimizing g0-geodesic between
x and y. By Lemma A.2, we have that γn → γ¯, and λεn → λ¯, which is a contradiction, as
λεn is separated from λ¯.
To prove the smoothness part of the statement, we remark that the map (z, ε) 7→ λε,z
built above is smooth. Furthermore my minimality one has dε(x, z)2 = 2Hε(λz,ε). That
is, in terms of a g-orthonormal frame for g in a neighbourhood of V , it holds
dε(x, z)2 =
n∑
i=1
〈λε,z,Xi(z)〉2 + ε
m∑
α=1
〈λε,z, Zα(z)〉2,
thus proving that the squared distance dε(x, z)2 is jointly smooth in both variables for
|ε| < ε′ and z ∈ V . Since V is separated from x, we have dε(x, z) > 0 for all z ∈ V , and
the joint smoothness of dε(x, z) follows.
B On the index lemma and adjoint connections
Let (M, g) be a Riemannian manifold. Let ∇ be a metric connection, with torsion T . We
also use the notation g = 〈 , 〉 for the scalar product. The endomorphism J : TM → TM
is defined by 〈JXY,Z〉 = 〈X,T (Y,Z)〉.
Lemma B.1. Let γ : [0, r] → M be a smooth length-parametrized curve. Let Γ(t, s) :
[0, r] × [−ε, ε] → M be a one-parameter variation of γ with fixed endpoints. Let X =
∂sΓ|s=0. Then
d
ds
∣∣∣∣
s=0
ℓ(Γ( · , s)) = −
∫ r
0
〈∇γ˙ γ˙ + Jγ˙ γ˙,X〉dt.
In particular, γ is a locally distance minimizing geodesic if and only if ∇γ˙ γ˙ + Jγ˙ γ˙ = 0.
Given an affine connection D, with torsion Tor, the adjoint connection Dˆ is defined by
the formula DˆXY = DXY − Tor(X,Y ). Observe that ˆˆD = D.
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Proof. Consider the vector fields S = Γ∗∂s and Γ∗∂t, which in particular satisfy T (t, 0) =
γ˙(t) and S(t, 0) = X(t). By definition, if U ⊆ [0, r] × [−ε, ε] any sufficiently small open
and S¯ and T¯ are arbitrary vector fields on M extending S|U and T |U , then [S¯, T¯ ]|Γ(U) = 0.
We hence have the following identities,
∇ST = ∇ˆTS (B.1)
∇S∇TT = R(S, T )T +∇T∇ST (B.2)
Using the identity (B.1), we obtain
d
ds
∣∣∣∣
s=0
ℓ(Γs) =
∫ r
0
〈∇ST, T 〉
‖T‖ dt =
∫ r
0
〈∇TS + T (S, T ), T 〉dt
= 〈S, T 〉|t=rt=0 −
∫ r
0
〈∇TT + JTT, S〉dt = −
∫ r
0
〈∇γ˙ γ˙ + Jγ˙ γ˙,X〉dt,
where the integrand is computed at s = 0, and ‖T (t, 0)‖ = ‖γ˙(t)‖ = 1.
Lemma B.2. Let ∇ be a metric connection. Then there always exists an associated
connection D which is metric with metric adjoint Dˆ, given by
DXY := ∇XY + JXY.
Proof. Since JX : TM → TM is skew-symmetric, D is metric. Let Tor be the torsion of
D. We have:
DˆXY = DXY − Tor(X,Y ) = ∇XY − T (X,Y )− JXY + JYX
= ∇XY − T (X,Y ) + JYX.
Since BXY := −T (X,Y ) + JYX satisfies 〈BXY, Y 〉 = 0, Dˆ is metric.
We also highlight the following observation which is simple to verify.
Lemma B.3. The adjoint Dˆ of a metric connection D is metric if and only if the tensor
X,Y,Z 7→ 〈Tor(X,Y ), Z〉 is completely skew-symmetric.
From now on, we assume that D is a metric connection such that Dˆ is metric, which
is always possible thanks to Lemma B.2. In particular, the geodesic equation is Dγ˙ γ˙ = 0
or, equivalently, Dˆγ˙ γ˙ = 0.
Lemma B.4. Let γ : [0, r] → M be a geodesic. A vector field V along γ is a Jacobi field
if and only if
Dγ˙Dˆγ˙V +R(V, γ˙)γ˙ = 0.
Proof. Let x = γ(0), and Γ : [0, r]× (−ε, ε)→M be a one-parameter variation associated
with V . In particular Γ(t, 0) = γ(t), Γ(t, s) is a geodesic for all fixed s ∈ (−ε, ε), and
∂sΓ(t, 0) = V (t). Let T = Γ∗∂t and S = Γ∗∂s. Using the identity DTT = 0 and (B.2), we
deduce
0 = DSDTT = R(S, T )T +DTDST = R(S, T )T +DT DˆTS.
Computing the above at s = 0 yields the statement.
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Lemma B.5. Let γ : [0, r]→M be a unit-speed geodesic joining x ∈M with y /∈ Cut(x).
Let r = d(x, ·), and X ∈ Tγ(r)M, with X ⊥ γ˙(r). Then
HessD(r)(X,X) =
∫ r
0
(
〈Dγ˙V, Dˆγ˙V 〉 − 〈R(V, γ˙)γ˙, V 〉
)
dt,
where, HessD denotes the Hessian with respect to the connection D and, in the integrand,
V denotes the Jacobi field along γ such that V (0) = 0 and V (r) = X.
We remark that using the Jacobi equation and the fact that D is metric, one has
HessD(r)(X,X) = 〈X,Dγ˙V (r)〉.
Proof. Consider a geodesic curve σ : (−ε, ε) → M with σ(0) = γ(r), and with σ˙(0) = X.
For any s ∈ (−ε, ε) let t 7→ Γ(t, s) be the unique length-parametrized geodesic joining
γ(0) with σ(s). This family is well defined and smooth since γ(r) is outside of the cut
locus, provided that ε is small. Let S = Γ∗∂s and T = Γ∗∂t. Indeed, T (t, 0) = γ˙(t) and
S(t, 0) = V (t). Notice that by construction ‖T (t, 0)‖ = 1. Furthermore, the boundary
conditions and Jacobi equation imply that 〈V, γ˙〉 = 0 for all times. Then, with the
understanding that everything is computed at s = 0, we have
D2r(X,X) =
d2
ds2
∫ r
0
‖T‖dt = d
ds
∫ r
0
1
‖T‖〈DST, T 〉dt
=
d
ds
∫ r
0
1
‖T‖〈DTS +Tor(S, T ), T 〉dt
=
∫ r
0
(−〈DST, T 〉〈DTS, T 〉+ 〈DSDTS, T 〉+ 〈DTS,DST 〉) dt
=
∫ r
0
〈DSDTS, T 〉+ 〈DTS, DˆTS〉
=
∫ r
0
(
〈DTS, DˆTS〉+R(S, T, S, T ) + 〈DTDSS, T 〉
)
dt
= 〈Dσ˙σ˙(0), γ˙(r)〉+
∫ r
0
(
〈DTS, DˆTS〉 −R(S, T, T, S)
)
dt
=
∫ r
0
(
〈Dγ˙V, Dˆγ˙V 〉 −R(V, γ˙, γ˙, V )
)
dt,
where, in the second-to-last line, we used the fact that σ is a geodesic.
Definition B.6. Let γ : [0, r]→ M be a unit-speed geodesic. For any vector field W along
γ, we define the index form as
I(W,W ) =
∫ r
0
(
〈Dγ˙W, Dˆγ˙W 〉 − 〈R(W, γ˙)γ˙,W 〉
)
dt.
We emphasize the fact that I(W,W ) coincides for all compatible connections D with
skew-symmetric torsion, including the Levi-Civita connection of g. We recall the classical
index, Lemma see e.g. [33, Cor. 6.2] and [41, Thm. 1.1.11]
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Lemma B.7. Let γ : [0, r] → M be a unit-speed geodesic free of conjugate points. Let W
be a vector field along γ, and let V be the Jacobi field along γ such that V (0) =W (0) and
V (r) =W (r). Then
I(V, V ) ≤ I(W,W ),
with equality if and only if V =W .
We summarize all the above results in a single theorem.
Theorem B.8. Let (M, g) be a Riemannian manifold, with metric connection ∇. There
always exists a metric connection D which also has a metric adjoint, given by
DXY = ∇XY + JXY.
A length-parametrized curve γ : [0, r] → M is a geodesic if and only if Dγ˙ γ˙ = 0 or,
equivalently, if Dˆγ˙ γ˙ = 0, and a vector field V along γ is a Jacobi field if and only if
Dγ˙Dˆγ˙V +R(V, γ˙)γ˙ = 0,
where R is the curvature associated with D.
The index lemma holds, that is if γ(r) /∈ Cut(γ(0)), for any vector field W ⊥ γ˙ along
γ such that V (0) = 0 it holds
HessD(r)(V, V ) ≤ I(W,W ),
with equality if and only if W is a Jacobi field perpendicular to γ˙.
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