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A PLANNING A N D COST ALLOCATION PROCEDURE FOR 
COMPUTER SYSTEM MANAGEMENT 
BY 
J .  F .  NUNAMAKER AND A .  WHINSTON 
ABSTRACT 
The problems of allocating costs of a computer system are discussed ,  
and a procedure is presented to solve these problems .  The concept of a 
Responsibility Center is presented ,  and cost allocation rules for the 
operation of the Responsibility Center are developed .  The cost allocation 
scheme influences users of a computer facility to adjust their demands 
for processing to that level most beneficial to the overall organization 
in question .  Four conditions form the basis for the development of the 
cost allocation formula: (1) Charges for the use of a joint facility 
must cover costs; (2) a user 's charges are based on the incremental cost 
caused by the user; (3) the charge is independent of the names assigned 
to users or ordering of users (if some users cause the same incremental 
costs ,  then the user 's charges are the same); and (4) if the user changes 
his requirements and as a result his incremental costs are changed ,  then 
the cost allocation is changed appropriately.  The costing procedure based 
on the above four conditions provides a rational way to distribute costs; 
it allocates greater costs to the user whose alternative costs are greater.  
A five step planning procedure implements this cost allocation procedure.  
(1) Statement of long-range and global requirements,  (2) detailed statement 
of requirements,  (3) translation of requirements into a design ,  (4) speci-
fication of cost al location ,  and (5) determination of the best systems 
design .  
A PLANNING AND COST ALLOCATION PROCEDURE FOR 
COMPUTER SYSTEM MANAGEMENT 
BY 
J .  F .  NUNAMAKER.AND A .  WHINSTON 
Introduction 
A recurrent theme in management thinking and wri t ing on the use of computers 
shows costs of service soaring but the quali ty not moving commensurately .  Often 
the head of a company ' s data center lobbies for new equipment to keep up with the 
technology rather than on the basis of prudent profi t-cost calculat ion .  While many 
company presidents would agree wi th this remark they in turn would raise the question: 
What is a basis for making prudent decisions on data processing? The costs of the 
information system are easily determined; e .g . ,  salaries,  leasing charges,  imputed 
costs of equipment ,  etc. ,  but the value of the information produced is elusive.  
In fact ,  rarely is any attempt made to place a value on the services of the infor-
mation division .  With costs the only data ,  management ' s concern is easily appreciated .  
Beside top management ' s inabi l i ty to evaluate the data center there is another 
related quest ion .  Since the costs of the information system are not allocated to 
each operating division ,  little incent ive is provided for economy in the use of 
the faci l i ty .  Except for informal sanctions by top management ,  the operating divi-
sions use data processing services as if they were free and thus devote essent ially 
no time considering less costly ways to obtain adequate informat ion .  In effect the 
very organizat ional structure that has been created causes an escalation in costs.  
The role of planning and design of a corporate information system is an inter-
active affair between the Information Processing Department CIPD) and the various 
line organizat ions.  Each group may have a preferred system that it hopes would be 
adopted by the entire organizat ion .  Whi le the groups may differ about the config-
uration of equipment most desired ,  they probably would all agree that a larger 
system is to be preferred .  Therefore,  the groups must compete with each other 
for their share of the corporate treasury ,  and must cooperate when seeking 
an enhanced information system .  The sequence planning can be laid out in exacting 
form in a PERT network ,  from the preparat ion by line groups of system development 
proposals through the actual development phase to the shakedown ,  but how do we 
know what system to select? How can the corporate group ,  admi t tedly ignorant on 
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the merits of the requests for enhancements,  assure i tself that the final result 
will he best for the company as a whole? Put different ly ,  how can the top cor-
porate group determine which groups have chosen properly ,  and which have made 
unwise decisions? From the point of view of the company ,  the abi l i ty to evaluate 
wi l l improve the selection processes.  
Consider the recent phenomenon of the facili t ies management company .  
Typical ly the computer operation is managed and operated by a specialist company 
for a prearranged fee .  Often the ent ire staff of the current computer operation 
is employed by the facili t ies management company .  Since the fee must on the one 
hand generate a profi t for the management company and on the other hand be 
at tractive to the original company ,  some real improvements must be made .  In 
effect ,  a gain appears to be made by an organizational change.  In determining a 
fee the original company is forced to specify the kinds and level of service that 
each of its user groups should have and to compare this wi th the charge set by 
the facili t ies management company .  If gains can be made why can ' t an internal 
mechanism be set up to achieve these gains? This paper argues that a rat ional 
approach to planning n
n
d cost al locat ion of computer facili t ies can be developed .  
Responsibi l i ty Center Concept 
In the introduction to the paper the problems of planning the design of a 
computing system were discussed .  It was indicated that wi th no systematic method 
of evaluat ing al ternate requests for service by the user groups there may easily 
be inefficiency .  Furthermore,  it should be pointed out that much research has 
been devoted to viewing the IPD as a Responsibi l i ty Center in terms of allocating 
1 2 3 
computing facilities for a given design .  '  '  For example,  a 1970 paper of 
Nielsen
4
 has suggested flexible pricing for obtaining a bet ter ut i l izat ion of a 
computing center.  
Most papers on pricing are concerned wi th best use of existing equipment .  
A set of charges is developed for different types of service and types of equipment 
such as CPU ,  storage,  etc.  Ut i l ization improves when the pricing is used effect ively .  
Flexible pricing is essent ial ly a technique for smoothing the demand for computer 
service over a given time period .  The pricing technique applies mainly to a 
computer ut i l i ty characterized by a varying mix of many flexible users .  In con-
trast we are interested in developing a planning method for use wi thin a company 
wi th a relatively inflexible user group .  
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Note that pricing as an al location scheme wi thout the planning approach we 
are proposing can lead to poor resul ts .  Each division wi l l be anxious to avoid 
high charges but wi l l propose that large computer facili t ies be instal led .  As 
a resul t it is most important to the organization to state what is expected from 
the IPD.  Ideal ly ,  all decisions in a corporation are made on the basis of the 
objective (or object ives) of the corporation as a whole .  A corporation usually 
has several object ives not all of which can be readi ly quant ified or even expl ici t ly 
stated .  However,  let us assume that one objective of the firm is to maximize the 
present value of the stream of future earnings for n years.  A typical mathematical 
statement^ of this object ive might be: 
Let E
t
 = Earnings in period t 
NR = Net Revenue from Operat ions in period t 
IC = Information Processing Costs in period t 
OC = Other Costs in period t 
U = Discount rate for period t 
The formulas are not intended to be comprehensive but rather to show the 
overall form of the objective funct ion .  In pract ice other factors would be 
included .  
If NR and OC were independent of IC ,  maximizing E would be equivalent to 
minimizing IC .  However,  NR and OC are qui te dependent .  Increased IC should yield 
an increase in NR or a decrease in OC or both .  We might expect non-l ineari ty ,  
diminishing returns and time delays.  To determine opt imum values of IC ,  one 
must discover the interrelationships among IC ,  NR ,  and OC .  These relationships 
are not wel l understood and warrant their own research .  We shall assume in this 
paper that a Responsibi l i ty Center uses estimates of the value of information 
provided by the user groups.  
ffe now present the out l ines of a Responsibi l i ty Center ,  and the next section 
wi l l introduce specific cost allocation rules for the operation of the center.  
To create a Responsibi l i ty Center we must state the goals or criteria and the 
constraints which it would impose on the computer center.  The Information Pro-
cessing Department can be viewed as one which attempts to minimize costs for a 
given set of information requirements which it should supply to the operating 
t = Time period ,  0 ,  1 ,  2 ,  3 . . . ,  n 
then E
t
 = NR^ - IC
t
 - OC 
• • • > 
n 
and the objective is to maximize E ,  where E = 
t*0 
4 
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divisions.  For a given set of physical resources,  i .e. ,  programmers and equipment ,  
the requirements may be impossible to sat isfy .  Some informal administrative 
adjustments would be needed to provide more resources for computing or reductions 
in the demands of some groups .  Furthermore,  in times of a bad economy ,  arbitrary 
reduct ions in the budget occur even where obvious gains can be achieved .  The 
Responsibi l i ty Center concept allows the computer center to operate so as to 
allocate resources efficient ly ,  including comput ing equipment ,  personnel and 
software.  The computer center or IPD can grow only so long as the divisions grow .  
Planning Process 
The success or failure of a computer installation depends on planning ,  but 
this is perhaps the aspect most ignored.  It is critical to the successful imple-
mentat ion of the cost allocation procedure proposed in this paper that a computer 
system planning process be used .  Let us assume for the purpose of discussing 
the cost allocation procedure that a planning procedure for computer system 
management exists.  The planning process is briefly discussed to set the frame-
work in which the cost allocation procedure is most useful .  The steps in the 
planning of a computer installation are given in Figure 1 and can be summarized 
as fol lows: 
1 .  Long-Range and Global Requirements Phase 
Ident ification of long-range and global factors for the planning of a 
computer system .  Included here are objectives of the planning effort 
and the al locat ion of resources and hence the profi tabi l i ty of the 
organizat ion .  
2 .  Detai led Statement of Requirements 
Various line user groups in consul tation wi th the IPD specialists 
translate global requirements into detai led requirements and then 
state their detai led requirements in a problem statement language 
described below .  
3 .  Translat ion of Requirements into a Systems Design 
The problem statements are translated to detailed design specifications 
and then the best design is selected from the set of feasible alterna-
t ives.  If there are inconsistencies in the problem statement or if the 
problem statement is incomplete,  we must return to step one or step two .  
Several  are discussed that can be used to translate 
the statement of requirements into a system design with the aid of a 
systems analyst .  
4 .  Specification of Cost Al locations 
The best design and its related costs along wi th the al ternat ive costs 
of each user group are used to allocate costs to the user groups.  
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5 .  Determination of the Opt imal Computer System 
If the user groups are not satisfied wi th their cost allocation or 
systems design ,  they revise their requests based on consul tation 
wi th the IPD .  The revised requirements are then returned to step 
one ,  step two or step three and the process repeats.  When the user 
groups are satisfied wi th their cost al locat ion ,  then the process 
stops.  
Wi th respect to the considerations ment ioned in step 5 ,  the user must be able 
to evaluate the value of the information and services provided .  However ,  the 
value of moTe accurate information or more detailed information is not easy to 
determine.  Judgement of information ' s value must rest wi th the individual depart-
ment managers in an organizat ion .  The value of information cannot be determined 
by the manager of the computing center.  Clearly ,  it is impractical to measure 
this value precisely for to do so would necessi tate comparing organization per-
formance in actual business situations both wi th and wi thout the information system .  
One approach to estimating the value of such information would require each 
department to construct an information budget .  This budget would consist of esti-
mates of the value of information (e.g. ,  how much would it be worth to the pro-
duction department to know that the actual demand for product X is exceeding 
previous estimates by 50%).  Even this "simple minded" approach gives some estimate 
of the value of informat ion .  The crit ical issue is whether or not management would 
accept its own estimates as justification for the design of an information system .  
Other departments (marketing,  product ion and sales ,  for example) depend on fore-
casts ,  and the Information Processing Department should not be treated any dif-
ferent ly .  
The steps associated wi th the allocation of costs are discussed in detail 
in later sect ions,  and an example problem is presented to i l lustrate the concepts 
involved .  Steps 1 ,  2 ,  and 3 in the design process are covered only briefly in this 
paper since details can be found in other papers.  However) to achieve a suc-
cessful corporate system ,  the complete planning and systems design process should 
be understood ,  and planning is an important prelude to the costing procedure.  
Long-Range and Global Requirements Phase 
The planning process for a comput ing facili ty starts wi th the identification 
of long-range and global requirements.  Long-range and global planning is defined 
as the process of setting formal guidelines and constraints for the level of com-









Figure 1 Planning and Cost Al locat ion Procedure 
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defini t ion of the estimates of user group needs typically arrived at through 
feasibility studies.  
Next ,  the goals and objectives of the organizat ion are translated into an 
elemental set of system bui lding blocks .  This set of bui lding blocks is qui te 
different from the set of detailed requirements described in the next phase.  
The long-range planning requirements must include "early warning" sensitivi ty 
to business trends ,  ident ify problem areas and ident ify trends.  A discussion of 
this phase can be found in Blumenthdl and Rothery .  
Detai led Statement of Requirements 
The detailed data processing requirements of the organizat ion must be stated 
so that a system analyst can translate them into a design .  We suggest the use of 
a "problem statement language" .  The term "problem statement language" is used here 
to mean a language which expresses the requirements for an information processing 
task wi thout specifying a procedure to accomplish the task .  The language is used 
to capture the requirements of each department .  The language,  whi le precise,  is 
easily understood by management personnel .  Thus management can make key decisions 
during the design phase of the information system .  Numerous papers proposing and 
discussing such languages have either been publ ished or been distributed as working 
p a p e r s .
1 3 , 1 4 , 1 5
'
1 6 , 1 7 , 1 8
'
1 9 , 2 0
 The specifications for a Problem Statement Language 
21 
are current ly being developed for the ISDOS project by Daniel Teichroew at the 
Universi ty of Michigan .  Under the sponsorship of the ISDOS project a skeletal 
problem statement language called SODA/PSL (Systems Opt imizat ion and Design Algo-
rithm/Problem Statement Language) was implemented by Nunamaker.  
Stating a problem wi thout stating a procedure to solve it differs from the 
present ad hoc techniques used to state information processing requirements of 
an organizat ion .  One deficiency of present approaches to problem statement is 
that the problem statement is specified wi th an implied design procedure.  A 
problem definer is of course not aware that he has biased the design ,  but in fact 
he has made major decisions that constrain the actual systems design act ivi ty .  
He influences file organizat ion ,  program structure and program sequencing wi thout 
realizing they are consequences of the manner in which he has stated the problem .  
The problem definer using any of the techniques or languages referenced in the 
previous paragraph avoids some of these biases because the processing requirements 
are stated nonprocedural ly .  The nonprocedural approach enables the problem definer 
8 
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for the user group to define completely the requirements of the information 
processing system wi thout specifying the procedure required to complete the task .  
Clearly ,  the procedures for accompl ishing a task are not required to he part of 
the problem statement .  These procedures can be specified at a later stage in 
the design process when the total system requirements are avai lable.  The advantage 
is that the system design is not bound too early in the act ivi ty .  
Translat ion of Requirements into a System Design 
An Information Processing System is a set of hardware ,  software,  personnel ,  
and procedures assembled and structured to accomplish given data processing require-
ments in accordance wi th given performance cri teria.  
After the problem has been stated the requirements are translated into speci-
fications for a systems design .  The statement of requirements,  equipment availability 
and constraints (such as the existing system) are considered in the design phase.  
The design phase produces specifications for the five major parts of the IPS: 
• Hardware that wi l l be used 
'  Software packages that wi l l be used 
• Programs to be writ ten 
• Operating Schedules to sequence the running of the programs 
" Data Organization to specify the data base and the file structure 
First it is necessary to generate! alternative designs and then to evaluate 
them .  There are two approaches: 
1 .  Manual ly 
2 .  Interactively (man-computer) 
Manual methods for generating al ternat ive systems design and evaluating per-
formance are often made heurist ical ly .  The problem becomes more acute as the 
system becomes more compl icated .  It is becoming increasingly difficul t to justify 
a manual approach to the problem .  It used to be fairly easy to determine how a 
part icular configuration would handle a work load .  The systems analyst gathered 
data on processing flow ,  file sizes and computer characteristics and calculated the 
processing time by looking at device speeds and Instruction t imes.  As systems become 
increasingly complex ,  the analyst must use the computer more and more for assistance 
in the decision-making process.  
This decision making problem can be handled interact ively using software 
7 
packages such as SCERT (Systems and Computers Evaluation and Review Techniques),  
9 6 CASE (Computer Aided System Evaluat ion) and SODA (Systems Opt imizat ion and 
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Design Algori thm).  SCERT ,  CASE and other design simulators,  8,10 represent a 
family of computer programs used to simulate the performance of users '  processing 
requirements against cost/performance models of selected configurations.  The 
man-machine procedures emphasize performance evaluation.  However,  systems analysts 
are st i l l needed to generate the alternative designs to be evaluated and someone 
must compare the resul ts.  A systems designer is also needed to interpret the results 
and to spot areas where improvements can be made.  
SODA differs from SCERT and CASE in that it does not involve simulation as a 
solution technique.  SODA requires less manual interaction than the system simu-
lators but has other restrict ions.  
However,  SODA limits the alternatives generated .  SODA is presently restricted 
to the design of uniprogrammed batch systems,  sequential auxiliary storage organi-
zat ion ,  the specification of linear data structures,  and the selection of a single 
CPU .  The model is deterministic and is just a start towards the complete automation 
of the systems design function,  
These software packages  CASE ,  SODA) provide a methodology for making 
a choice of options relating to al ternative hardware configurations.  Our treat-
ment of the cost allocation scheme requires that we specify the costs for a large 
number of alternative designs.  The Computer Aided System Design procedures are 
presented as one way of providing these alternative cost estimates of an Information 
Processing System .  However,  the ability of any of these procedures to make the 
necessary design decisions depends upon the initial statement of requirements.  
The discussion of steps one ,  two and three is presented in order to emphasize 
the importance of the planning process in the cost allocation procedure.  
Allocation of Costs 
We first develop the ideas theoretically and later apply them to a concrete 
user group should be a well defined uni t with budgetary authorization for computer 
services.  Further let us denote by a multidimensional vector 
example.  denote the set of user groups in the company.  Each 
K .  = the level of computer service requested by 
th the i user group where there are S classifications of computer services.  
10 
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 user,  we might let k „ represent the number of input/output units required by the 
th i user,  and we might let k , .  represent the total number of computing units (CPU 
u th 
computing units plus input /output uni ts) required by the i user,etc.  Let C
R
(N) 
be the total cost of the system serving the N users and having overall requirements 
designated by K ,  where 
n 
and the elements K and K.^ are vectors of S components.  
The cost C (N) is our prime concern and must be allocated among the users of the 
system subject to their budgets and need?.  Therefore,  the following questions should 
be answered: 
1 .  For a given value of K how should C (N),  the total cost ,  be allocated among 
the user groups? 
2 .  How do we determine a desirable value of K in terms of the corporate needs 
and budgetary restrictions? 
We consider quest ion one first and then show how the solution to one gives the 
basis for resolving quest ion two .  
To mot ivate our approach to the problem let us assume that n = 2 and S = 1 ,  i .e.  
there are two users who have decided on a facility wi th capacity measured as 1002 
computing units for a given time period .  The cost can be broken down as $100 fixed 
cost (rental cost) and a cost of $.50 per uni t of usage.  For this example,  as shown 
in Figure 2 ,  we could have the following diagram .  
Total cost = $601 
V ^ U U 3 I . I 
Computing Units 10'02 
Figure 2 .  Computer Facility wi th Two Users 
One way of dividing the costs of such a system would be to assign to each user the 
added or incremental cost which resul t from his introduction to the system .  Thus 
suppose user one wants 2 units of computing and user two 1000 uni ts .  The incremental 
or added cost for uaer one is seen to be 101 if he were the "first" user.  This results 
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from the payment of $100 fixed cost and $1 variable cost ($.50 * 2 uni ts) for the 
two computing uni ts.  In this si tuat ion ,  user two would have costs of $500 ($.50 * 
1000 uni ts).  If user one were "second" then his incremental co9t is $1 ,  the added cost 
of using two uni ts since the rental cost of $100 has been assigned to user two .  User 
two then has a total cost of $600 .  Ei therway ,  the total cost of the system for these 
two users is $601 ($100 fixed + 1002 uni ts * $ .50).  It is assumed that each user is 
equally l ikely to use the system first and thus have a probabi l i ty of 1/2 of incurring 
the $100 fixed cost .  The important point to note Is that in attempting to define 
the concept of incremental cost for a user It depends on how the increment is computed.  
Where no natural order is assignable we can take the possible orderlngs as equally 
l ikely .  Thus the average costs for user one may be calculated as fol lows: 
where FC = Fixed Cost 
TC = Total Cost 
K^ = Demand of the i user for service 
C (i)= Cost for demand K to user i K
i
 1 
The costs for user one and user two are computed from the following expressions: 
Note that C (1) + C (2) = TC is an identity independent of the particular values 
of the fixed and variable costs.  Therefore expressions (1) and (2) through substitution 
reduce to (3) and (4) respect ively .  






( l ) = 1/2 (FC + VC
1




1 0 0 0
( 2 ) = 1/2 (FC + VC
2
) + 1/2 (TC - FC - V C ^ (2) 
C (1) - 1/2 (FC) + VC 
i* (3) 
(4) 
The average cost for user one is: 
C
2
( l) = 1/2(100) + 1 = $51 
C
1 ( i n n
(2) = 1/2(100) + 500 = $550 1000 
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This formula,  whi le developing an incremental cost approach to the problem ,  sti l l 
has an important defect .  The fact is that user one is a vict im of economies of scale.  
User one may in fact be assessed a higher charge by this approach for his 2 computer 
units than If he were able to arrange this same service independent ly .  User one would 
probably be able to go to an outside source and get his computing service more cheaply .  
Since the firm undoubtedly would like the in-house computer to be used for all comput ing ,  
an undesirable si tuation arises.  This factor must be considered in our approach.  Suppose 
user one has access to an outside computing source,  a system wi th a fixed cost of $4 and 
a variable cost of $1 per computing uni t ,  whi le user two has access to a facility with 
a fixed cost of $99 and a variable cost of $.50 per computing uni t .  The alternative 
cost characteristics for user one and user two are summarised in Table 1: 








Al ternat ive 
Cost 
User 1 $ 4 $1.00 2 6 
User 2 
$99 $ .50 1000 599 
Table 1 .  Al ternat ive Cost Characteristics for User 1 and User 2 
Again ,  the average costs must be found ,  however,  in computing the cost allocation 
we wi l l account for the fact that if user one is assigned the first increment then he 
would use the smaller computer facility wi th the above cost configurat ion .  
Thus each user can be assigned at most his al ternat ive cost .  Let 0^(1) and 
again denote the cost al locat ions.  We have: 
th 
AC^ = Al ternative Cost to the I user for an al ternat ive source 
TC = Total Cost of the in-house computer system 
The costs for user one and user two based on al ternative costs are computed from 
expressions (5) and (6) 
C
2
( l ) = 1/2 (AC
:




1 Q 0 0
( 2 ) = 1/2(AC
2
) + 1/2(TC - AC
X
) (6) 
Note that (TC - A C ^ impl icit ly assumes that TC <_ £ A C ^ 
C
2
( l ) = 1/2($6) + 1/2 ($601-$599) - $4 
C .
n n n
( 2 ) = l /2($599) + l /2($601-$6)-$597 
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Thus,  in defining the cost added by a user ,  the proper concept is the incremental 
cost wi th respect to the best alternative available to the user .  This can be clearly 
shown by comparing the costs illustrated in Table 2 .  Observe that if ei ther user has 
a more at tractive al ternat ive cost then the allocation of costs cannot be made .  
Method based on Method based 
sharing fixed Al ternat ive on incremental 
Costs for: costs Costs cost 
user one $ 51 $ 6 $ 4 
user two $550 $599 $597 
Table 2: A comparison of 3 approaches to cost allocation for user one and user two .  
We now general ize the cost allocation formula to the case of n users whose 
participation may be ordered in n! ways .  We assume all users are participating and 
all orderings equiprobable.  Again we let K be the total user demands of K^ ,  K
2 > 
. . . .K .  G is the subset of g members of N and C(G) is the cost of operating a 
n 
computing facility for the members of G .  Note that the cost C(G) is predicated on 







The weight ing factor F on the addi t ional cost due to user i when his 
demand Is ordered in the 
=






 position is given by 
F  g nl 
In comput ing F we assume that al l n users are always part icipat ing .  This 
coefficient F is derived from the fact that when the i user ' s demand is considered 
8 t h 
to occur in the g position there are (g-1)! arrangements of those whose demands 
occur before his and (n-g)! arrangements of those whose demands occur after his .  These 
arrangements can be viewed as follows for n = 11 and g = 4 ,  i .e. ,  the i
t h
 user is in 
position 4 .  
jcxx i ^ m x x x x 
g-1 n-g 
F takes into account all possible orderings of the users based on the assumption O 
that any ordering of user arrivals is equally l ikely .  We wish to determine the average 
incremental cost at tributable to user 1 .  For any ordering of the n users,  let G be 
the set of all users up to and including user i .  The incremental cost at tributable to 
user i is C(G) - C(G-i).  How many of the nl orderings produce exactly this incre-th 
mental cost? There are (g-1)I ways to order the i user ' s predecessors and (n-g)! 
ways to order the user ' s successors.  
14 
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 user based on an incre-
mental cost approach is given by 
C„ (i) = I (n-g)l (fi-Dl
 [ C ( G )
 _
 c ( ( > i ) ] ( 7 ) K
i i eGCN
 n I 
To clarify the form of the general formula consider the case of N = (1,2,3).  
The index set G ranges over all subsets of N which contain the i*"*
1
 member of the 
set .  For C (1) the index set G takes on the values {1} ,  {1 ,2} ,  (1,3) and {1,2,3}.  
Thus we have: 
G identifies which users make up the groups that are participating in computer 
services and F^ takes into account al l possible orderings among predecessors and 
successors.  
Another way of viewing the determination of the cost allocation formula is to 
consider a set of conditions or postulates which imply this formula.  These conditions 
can be thought of as giving a fair rule for the cost al location.  If the user groups 
accept the rales,  they must then accept the cost allocations impl ied.  We give 
below the following four necessary conditions which determine the cost formula we are 
using .  
1 .  Charges for the use of the joint facility must cover costs.  
2.  A user ' s charges are to be based on the incremental cost caused by him .  
3.  The charge is independent of the names assigned to users.  If some users 
cause the same incremental costs,  then the user ' s charges are the same.  
4 .  If the units of measurement of incremental costs are changed or if the 
user changes his requirements and his incremental costs are changed,  then 
the cost allocation is changed appropriately.  
Consider the following situation for condition number 2 .  The user that claims 
in his statement of requirements that he must have access to a "complete" Data 
Management System should pay the incremental costs of the main memory and other 
15 
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resources required for this service.  Qui te often ,  however,  the user that runs batch 
COBOL jobs has to share the costs of the Increased resources even when he doesn ' t need 
them .  
Company Y Example 
Let us consider as an example a company consisting of 4 user groups.  Company 
Y is a wholesaler of parts and the activi t ies of the user groups are as fol lows: 
User Group A - Receiving ,  Warehouse,  and Shipping Operat ions 
User Group B - Purchasing and Accounts Payable 
User Group C - Payrol l ,  Management and Internal Audi t 
User Group D - Sales and Accounts Receivable 
The incoming transactions and outgoing documents of the four user groups consist 
of customer orders,  payments from customers,  bi l ls of lading ,  vendor invoices,  purchase 
orders,  payments to vendors,  sales reports,  Inquiries,  etc . ,  all on different schedules.  
The Company Y example was solved using SODA .  The data processing requirements 
for al l the departments in the Company Y example were stated in the SODA/Problera 
Statement Language.  Then ,  the statement of requirements was translated into al ternative 
system designs by SODA .  
The various hardware and software alternatives are given 
Annual Costs for Configurations Avai lable: ($000) 
CP - Central Processor Uni t and CM - Core Memory 
There are three central processors (CP^,  CP^j
 a n <
* a 
sizes available for select ion .  The main memory available and 
CM combination is given below: 
CM- CM CM CM .  CM CM ,  
1 2 3 4 5 6 
CP
L
 15 22 33 48 
CP
2
 31 42 57 72 90 
CP
3
 68 83 101 
P - Peripherals and Auxi l iary Memory 
There are seven peripheral and auxiliary memory configurations (P^. . .P^) 
available for select ion .  Peripherals include readers,  printers and punches.  Auxi-
liary memory includes some combination of tape uni ts ,  disks and drums.  
below: 
total of six main memory 
cost for each CP and 
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P ,  P P P P 
2 3 4 5 
P P 
6 7 
37 43 49 57 69 81 103 
S - Software and Operations Support 
Software and Operations Support includes programmers ,  system analysts ,  operations 
personnel ,  software systems support and faci l ities costs .  There are eight levels of 

















48 63 103 136 173 189 209 239 
In this example ,  we assume no inexpensive external alternatives exist ,  so that each 
user group sees as its alternative cost the least cost solution made by SODA if the 
user group sought services alone .  However ,  In actual practice one would have to 
consider alternative sources from outside the company as wel l as in-house alternat ives .  
The annual costs for the various alternatives for each user group combination 






















= 287 9 (B.D) 250 
2 (B> 125 10 (C,D) 200 






l " 100 11 <A,B,C) 
372 
4 118 12 (A,B,D) 388 
5 (A,B) 350 13 (B,C,D) 299 
6 (A,C) 315 14 (A,C,D) 392 
7 (A,D) 350 15 (A,  B ,  C ,  D) $403 
8 (B,C) 200 
Table 3 .  Annual Costs for al l User Group Combinations 
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The number of different sets of groups for the Company Y example Is 2 - 1 = 15 .  
The number of different orderings is 4! - 24 .  
Table 3 provides al l the data required to compute C^ (I) from (7).  
The weight ing factors are: 
F 






Consider al l of the possible orderings of the user groups in G given in Table 
4 and al l the possible orderings of user group A in Table 4 .  
incremental cost for A:[C^G)-C(G-A>J,  Possible ordering of 4 users 












350 - 125 = 225 
315 - 100 =• 215 
350 - 118 = 232 
372 - 200 = 172 
388 - 250 = 138 
392 - 200 = 192 




















2/24 - 1/12 
2/24/= 1/12 
2/24 = 1/12 
2/24 = 1/12 
2/24 = 1/12 
2/24 = 1/12 
6/24 = 1/4 
Table 4 .  Possible Orderings of Usar Group A 
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 (A) = 1/4(287) + 1/12(350 - 125) + 1/12(315 - 100) + 1/12(350 -118) + 1/12(372 - 200) K
A 
+ 1/12(388 - 250) + 1/12(392 - 200) + 1/4(403 - 299) = $196 ,  
The weight ing factors for the individual cost components in C (A) are derived 
A 
from enumerat ion of al l the possible orderings of the user groups in G .  
Consider the cost component 1 / 1 2 ( 0 ^ - C
D
) .  There exists only two orderings in 
which UBer group A Is second and user group D is first out of 24 possible orderings 
of two groups as shown In Table 4 .  Thus ,  the weight ing factor of 1/12 .  
A lso ,  consider the cost component 1/12(C - C ) .  There exists only two orderings 
in which user group A is third and user groups B and C are ei ther first or second in 
posi t ion out of 24 possible orderings of three groups as shown in Table 4 .  Thus ,  the 
weight ing factor of 2/24 or 1/12 .  
The Joint cost al locat ion computed from (7) is as fol lows: 
The joint costs based on the incremental approach are then compared to the inde-
pendent al ternat ive costs .  
The total annual cost for user groups A ,  B ,  C ,  and D going in together to obtain 
data processing services Is $403 ,000 .  The cost of user groups A and B going together 
is $350 ,000 and the cos t of user groups B and C going together is $200 ,000 .  This 
solut ion (A,D) and (B,C) wi th two Informat ion Processing Departments would cost 
Company Y $550 ,000 .  
Determinat ion of the Opt imal Computer System 
Step 4 in our out l ine of the planning system called for the revision and re-
evaluat ion of requirements by the user groups .  We assume that each group ,  faced wi th 
the coBts of i ts part icular set of requirements ,  w i l l ,  act ing in its own Interest ,  
determine whether the returns i t perceives are adequate to just ify the costs .  In the 
previous sect ion we assumed a given set of requirements for a comput ing 
faci l i ty and al located costs .  In this sect ion we al low for revision of the 
requirements .  For i l lustrat ion purposes we again consider two users of a computer 
Joint Cost 
Independent 
Al ternat ive Cost 
User group A 
User group B 
User group C 
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center.  Each user i produces an information output y\ yielding a return 
(Note that the user group must be able to evaluate the worth of the information 
and services suppl ied .) We want to show that the cost allocated to one^user.  
depends on the amounts of service to other users .  We write C „ (1) 
to refer to the cost allocation of user one where his requirements are represented 
by the vector K^ and user two is represented K
2
- For a given K^ ,  user one will 
decide on how much computer service is best for him .  Thus ,  given user two ' s de-
mand K
2 >
 user one determines his opt imum demand by solving the problem 
M a
* ir.fjO - c .  . (1) 
Subject to: 1 ^ 
where C „ = 1/2(C(l)) + 1/2 | c(l ,2) - C(2)l is user one ' s incremental 
cost as defined above.  The constraints Z^(y^) relate the requirements of computer 
service to the information output y^ .  This formulat ion makes clear the nature of 
the interconnect ions.  Note that we have altered slightly the notat ion for the 
allocations to emphasize the dependency on the requirements vectors of the dif-
ferent user groups.  


















Economies of scale may be expressed by C (1,2) <_C (2) + C (1) so that the 
K1 + K2 K2 K1 
more one user demands,  the less wi l l be the costs to the other user .  
Not ice that the output of each is restricted by the amount of capacity that 
is demanded and paid for .  In effect ,  by agreeing to pay the full costs due to 
this capaci ty ,  user i receives rights to K
± >
 i .e . ,  he is guaranteed that he can 
demand at least K .  units of computer service at the agreed on cost .  
A. 
By solving the above problem ,  for each value of K
2
,  user one has an opt imal 
value of Kj .  A locus of these is obtained assuming that Kj and K
2
 are scalar and 
is shown in Figure 3 .  
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Figure 3 .  Opt imal Value for User One 
is the opt imum capacity that user one would use alone if K^ = 0 .  Kj increases 
with K^ since computing per uni t becomes cheaper to user one the more user two 
demands.  (For the same reason ,  net returns for user one are also increasing with 
increasing K^ .) Assuming ^ ( y ) increases at a decreasing rate ,  the curve has a 
concave shape.  
The same sort of curve is obtained for user two .  We may put both of these 
on the same set of axes .  The curve labelled I in Figure 4 corresponds to those 
points preferred by user one for values of K^ whi le the curve II corresponds to 
those points preferred by user two for values of K . .  
II 
2 
Figure  Opt imal Values for User 1 and User 2 
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At the point A ,  user one is maximizing wi th respect to user two ' s demands whi le 
simul taneously user two is maximizing wi th respect to user one ' s demands.  Since 
there is agreement on the values of K- and K at this point ,  C„ (1) + C (2) 
covers total costs by construct ion .  A is preferred by both to points on curves I 
and II to the left of A .  Points to the right of A on curve I are preferable to A 
for user one; l ikewise,  points to the right of A on curve II are preferred by 
user two .  Thus ,  points to the right of A on curves I and II would have one or 
the other user bet ter off .  However,  in this region if each user paid only his 
incremental costs,  costs could not be covered by payments; for example,  at 
(KJ,  K p costs would be covered if user one paid for KJ uni ts but his demand at 
would only be K!^.  It would then not be possible to cover total costs of a 
computing facili ty of size + K'^ using incremental costs.  The point A therefore 
gives the greatest capacity and the most net benefi ts to each user consistent 
wi th covering costs if each user pays only his incremental costs.  Thus the point 
A ,  if it could be found ,  would be agreed on by the two users if no further cooper-
ation is allowed between them .  For this reason we call A the agreement point .  
We have presented a cost allocation scheme for a given computer system 
configuration and extended it to a case where each user group could alter the 
system requirements.  A point where ,  given the current configuration and the 
valuat ions of the information services produced by the configurat ion ,  each user 
feels that he has the best configuration is an agreement point .  Recalling the 
dynamic adjustment process as summarized in Figure 5 ,  we may inquire as to 
t ? •? ( t l l T O C  D
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To study this quest ion we abstract the planning process and assume that each 
user is informed of the total configuration present ly requested and his own 
cost al locat ion .  Thus ini t ial ly ,  user one is asked his opt imum K given 
K_ = K°. Denote this by K- .  Then user two is told K and asked for the 
corresponding value of K^i user one is told K
2
 and then gives K^ ,  and so on .  
The concavi ty of the curves causes the process to converge on the agreement 
point as i l lustrated above in Figure 5 .  In the case of 3 users,  for each 
A A 
value of K_ ,  K ,  user one wi l l have an opt imum K- .  Thus a surface of points 
(K^,  K ,  Kg) is obtained for user one ,  and simi larly 3-dimensional surfaces 
for users two and three.  These surfaces should be concave due to diminishing 
returns.  The surfaces wi l l intersect in a point where costs are covered and 
each user ' s demands are maximized given the demands of the others.  From the 
agreement point it is not possible to increase anyone ' s net returns so that 
the incremental cost scheme stil l covers costs.  The agreement point is then 
a vector maximum of net returns under this system of charges given that the 
costs must be covered .  
Conclusion 
Al locations of cost to users is a complex problem that has long been over-
looked.  Many companies install computers on the basis of cost savings but give 
very little consideration to the allocation of cost .  From personal experience 
it has been observed that most companies claim to have no cost allocation system 
and therefore no resource allocation systems.  But ,  as was pointed out by Niel-
sen ,  "If resource allocation is not done expl icit ly it is done impl icit ly; 
there is no such thing as 'no al locat ion ' .  Ignoring the problem wi l l not make 
it go away; one wi l l only choose an allocation mechanism by defaul t ." In most 
cases the defaul t mechanism is a first come ,  first served procedure.  This is 
part icularly true in si tuations where there is "no rat ioning of comput ing ,  where 
everyone can submi t as many jobs as frequent ly as he wishes." 
The cost allocation scheme presented in this paper attempts to influence 
users of a computer facili ty to adjust their demands (problem statement) for 
processing to that level most beneficial to the overall organizat ion .  
Economies of scale dictate the establ ishment of large central computer 
facilities shared by many users .  The fact that the activi ty of one user in such 
an environment can affect the quant i ty and quali ty of service obtained by the 
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others implies that some sort of global control and cooperation is needed .  This 
cost allocation procedure is one form of such control and is directed toward 
fair allocation to all user groups.  
Our procedure provides a rat ional way to distribute costs; the procedure 
allocates a larger port ion of the costs to the user that would have to pay a 
proport ionately higher amount from an al ternate source.  This pricing procedure 
wi l l not only help allocate the resources of a new system or an existing system ,  
but wi l l also form a guidel ine for any addi t ional purchases for the information 
system .  
24 
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