We introduce an abstract model for studying MFSK jammers. We conclude that Houston's partialband tone jammers are optimal among all energyrestricted jamming threats vs. orthodox MFSK, but that if the communicator uses random amplitude modulation as a countermeasure, a gain of 3dB vs. optimal jamming (which is no longer tone jamming) is achievable.
I. INTRODUCTION. PROBLEM STATEMENT.
In this paper we study the performance of uncoded MFSK modulation in the presence of arbitrary additive jamming, the goal being to devise robust anti-jamming strategies. To do this we adopt the following abstract model.
The signal strength is a nonnegative real number X, which is transmitted as one component of an M-dimensional vector X = (x 1 x2. ,5!x2) ); the remaining M-1 components of X are zero. The information transmitted by X is just the location of the nonzero component; we assume that this component is selected randomly according to a uniform-distribution on {1,2. .. ,M}, so that each M-ary signal X conveys log2M bits of information. In the usual implementation, the signal strength X is a constant related to the available transmitter power. However, in this paper we shall allow X to be a random variable, and denote its distribution function by G(x). The randomness of X has nothing to do with the information being transmitted. It is introduced to give the communicator game-theoretic protection against certain jamming strategies. We call G the transmitter's strategy.
The jamming noise is an M-dimensional random vector Z = (Z1Z2' ... ,ZM) independent of X, whose components are nonnegative random variables. We denote the M-dimensional distribution function of Z by F(z1Sz2,. . . * * -) - We assume that both the communicator and the jammer are subject to average power constraints, which we give in normalized form as follows:
The nonnegative number X is the abstract symbol signal-to-noise ratio. (G,F) the error probability, i.e., the probaEility that the index selected is not the one containing the signal. For a given transmitter strategy G, we are interested in the worst case performance:
where the jamming strategies F are restricted by (2) . We are also interested in the 'minimax' value * pE inf sup PE (G,F).
which represents the best performance the communicator, constrained by (1), can guarantee vs. an unknown jammer, constrained by (2) .
In the next section, we summarize the previous work on this problem, and state our own results. (5) gives the symbol error probability when an MFSK frequency-hopped spread-spectrum system is used vs. a full-band noise jammer.
In a MFSK/FH spread-spectrum system v. an optimized partial-band noise jammer, Houston [2] showed that PE = same as Eq. (5) 'M k A0 which guarantees at least one component Z. of magnitude A+ will achieve (7).
Here are the new results which we obtain in this paper: * We will show that for a constant signal X = v (i.e., orthodox MFSK), among all possible noise distributions satisfying (2), the one which gives the largest value of P is Houston's optimized tone jammer described gy (7). This generalizes a recent result of Levitt [3] , who showed that among a class of the jaammers more general than those considered by Houston, Houston's remained the optimal one.
We allow the transmitter the option of counteracting the jammer by using random amplitudes, i.e. by allowing the signal strength X to be a random variable (constrained by (1) ). When this is allowed, the problem assumes a definite game-theoretic form. We find that subject to the restrictions (1) and (2), the minimax (saddle-: point) strategies can be described as follows: 
The limiting values P *(G) and PE* (see (3) and (h)) need not be attained, since the kernel K defined in (17) 
