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Figures
iii Introduction cognition: A term referring to the mental processes involved in gaining knowledge and comprehension, including thinking, knowing, remembering, judging, and problem solving. These are higher-level functions of the brain and encompass language, imagination, perception, and planning. 1 A law of acceleration, definite and constant as any law of mechanics, cannot be supposed to relax its energy to suit the convenience of man…Fifty years ago, science took for granted that the rate of acceleration could not last. 2 --Henry Adams, 1909 In an environment of accelerating complexity, current cognitive powers are insufficient to provide adequate understanding or anticipation of the environment. By 2035, advances in nano-scale, biological, and information technologies will drive cognition toward unprecedented capabilities in Artificial
Intelligence (AI) and Enhanced Human Intelligence (EHI). These capabilities will have a dramatic effect on all levels of the Air Force and can be applied across the full spectrum of combat and support operations.
The importance of knowledge and Knowledge Based Operations has long been recognized within the Department of Defense and the United States Air
Force. All decisions are based on the application of knowledge. Cognition is the transformation of information into knowledge, as well as, the application of that knowledge to the situation or environment. Cognition is required to understand the current environment and predict future conditions or events.
Intelligence is a limiting factor of cognition. Intelligence determines the amount of information that can be ingested, the speed at which it can be processed, and how effectively it can be communicated. Rapid change precipit tates an ex xponential l increase in the volu ume and c complexity y of informa ation. Hum mans are i increasing gly challen nged to ma aintain cog gnitive balance e in a rapid dly changi ing environ nment bec cause of limits on cu urrent biologic cal intellige ence. 
. 4 This phas se change is referred d to as the e f 'Singula arity' by co ontempora ary futuris sts. Ray K Kurzweil, a a leading 'Singula aritarian', defines th he Singula arity as "a future per riod during g which th he pace of technolog gical chang ge will be s so rapid, i its impact so deep, t that huma an life will be irrever rsibly transformed." 5
F Figure 2 -Co ognitive Real lity Curve
T The cogniti ion require ed to comp pensate for the "inte elligence ga ap" ( Humans are poor at predicting future events. Humans make predictions by analogy to the past, so we tend to think of future events in terms of the past. 7 We link current events to past events and make a linear assumption about the future. The problem is that change is rarely linear. In fact, there is significant evidence that the global environment is changing at an accelerated rate. This accelerated rate of change exacerbates our ability to make even short term predictions. For example, Bill Gates and other technology leaders have observed that we tend to overestimate the impact of technology in the shortterm (less than two years), but grossly underestimate technological impact in the long term (ten years). 8 As change continues to accelerate, so does complexity and the linear nature of human prediction will continue to get worse ( Figure 2 ).
Our inability to make reliable predictions is rooted in the way we process complex problems. The brain is a massively parallel, distributed, and highly interactive system. It has about 100 billion neurons making approximately 100 trillion connections. "For problems…such as…pattern recognition, the human brain does a great job. For problems that require sequential thinking, the brain is mediocre." 9 Human cognitive abilities "come in clumps" (i.e., the abilities are systematically related into specialized regions and not distributed evenly across the brain). 10 The prefrontal cortex provides temporal organization and integration for higher cognitive operations, including human language and reasoning. 11 Unfortunately, human ability to process sequentially is incredibly slow due to the cerebral cortex (the portion of the brain responsible for logical and recursive thought) only having approximately 8 million neurons firing at only 200 calculations per second. 12 Consider the game of chess, which is a closed system and, therefore, not highly complex. Assume that a player wants to play a perfect game, then he Since the rules of play don't generally allow that much time, the player will have to settle for less than perfect play. In fact, most chess masters pre-compute moves based on pattern recognition achieved through experience and the study of chess. The master can then use the brain's immense patternrecognition capability to match the current board to a mental library of previously considered scenarios.
Given the difficulty of computing in a closed system, such as chess, it is easy to see that a complex environment with several variables is unlikely to be predictable by even the most intelligent humans. In a very complex environment, the immediate results of decisions will be difficult to predict.
Anticipation of the second and third order effects will be impossible.
All indications are that complexity will continue to accelerate through 2035. Air Force personnel, at all levels, will be challenged to successfully operate in an increasingly complex environment. The Cyber domain will continue to become more powerful and ubiquitous. The improvements in infrastructure and computing power will generate an exponentially increasing amount of information. Superior cognitive power will be required to assimilate the torrent of information made available and convert the information into knowledge and then understanding, decision, and action ( Figure 3 ). The potential of AI and EHI provides opportunity to dramatically improve cognitive power. This will allow for rapid, adaptive thinking that may approximate the exponential nature of change and allow better predictions of the future. 
Chapter 3 Future intelligence -Technology behind enhanced cognition
There are at least two approaches to increasing the net cognitive ability available to decision-makers: Artificial Intelligence (AI) and Enhanced Human
Intelligence (EHI). The convergence of bio-, nano-, and informationtechnologies will make possible stunning advances in AI and EHI. There is a wide spectrum of progress in bio-, nano-, and information-technologies that will combine to provide unique enhancement to each application of AI and EHI.
The resulting superior cognitive capability may in-turn provide breakthroughs in the enabling bio-, nano-, and information-technologies, thus creating positive feedback loops and spin-offs for future bio-, nano-, and informationtechnologies and further acceleration AI and EHI capabilities (Figure 3 ).
However, progress in bio-, nano-, and information-technologies and their application in AI and EHI come with risk and significant ethical considerations.
Artificial Intelligence
Artificial Intelligence…that audacious effort to duplicate in an artifact what we humans consider to be our most important, our identifying property-our intelligence. computation that better models the human brain. 15 Finally, the third common approach is genetic or evolutionary algorithms in which computer problem solving and learning is achieved through genetic associations followed by a Darwinian "survival of the fittest" approach to the derived solutions. The weakest solutions are removed and the surviving solution set is used to further refine the solution or determine new solutions.
Rule-based AI has evolved with computers and computational theory. In the 1930s, while the computer had just entered the electro-mechanical stage, Alan Turing developed an abstract tool to simulate the logic of computational procedures. The "Turing machine" was able to compute functions on natural numbers that provided the first definitions of abstract computability. The 1940s and '50s introduced general purpose computers that were able to establish that the Turing functions were actually computable. The serial, rulebased approach of this time was promising since the number of calculations per second was expected to dramatically improve. However, the number of calculations was limited by computer memory and computation time. 16 Expert systems based on rule-based algorithms represent expert knowledge for a particular problem area as a set of rules and perform inferences when new data are entered. Today, these decision systems have overcome past limitations through the availability of ever-increasing memory and computational power.
As computational power and affordability increase, these systems will become more viable especially when numerical confidence values can be established and problems can be solved through the serial application of explicit rules. 17 During the period when rule-based AI seemed to stagnate, researchers sought to develop artificial neural networks that modeled the human brain.
The 1960s introduced complexity theory and the ability to achieve pattern matching and classification on subsets of multidimensional vector spaces within constrained computer resources. 18 The development of universal approximators based on the advances in complexity theory led to recent developments in mathematical theory of feedforward networks. These networks permit multivariable functions without the "curse of dimensionality." 19 The advent of neural networks allows computation of more functions within a given time period when compared to traditional processing models. Using real value weighting in the neural network has opened the possibility for infinite precision operations within the neural network and renewed complexity theory in pursuit of AI. 20 Neural networks can provide mechanisms for the formation of associations that model the properties of human intelligence, such as the invariance in which similar (but not exact)
inputs yield similar responses. 21 Additionally, neural networks have provided advances in automatic tracking and guidance systems, visual recognition and motor control, and forecasting applications. 22 Evolutionary and genetic algorithms are the relative newcomers to AI.
These algorithms create a simulated environment in which 'creatures' or 'genomes' compete for survival. The contest for survival yields emergent solutions that are frequently not predictable. This approach has demonstrated success in financial analysis and is used by several investment fund managers.
The real power of evolutionary algorithms is realized when coupled with one or more of the other AI paradigms. 23 To date, none of these three approaches has delivered on the promise of consciousness, intuition, creativity, or sentience. Performance alone is insufficient to measure machine intelligence. Machines currently outperform humans on specialized tasks such as numerical calculations and weather modeling. However these machines don't understand mathematics or meteorology. According to Jeff Hawkins,
Many people today believe that AI is alive and well and just waiting for enough computing power to deliver on its many promises. When computers have sufficient memory and processing power, the thinking goes, AI programmers will be able to make intelligent machines. I disagree. AI suffers from a fundamental flaw in that it fails to adequately address what intelligence is or what it means to understand something…Intelligence is measured by the capacity to remember and predict patterns from the outside world, including language, mathematics, physical properties of objects, and social situations. Your brain receives patterns from the outside world, stores them in memories, and makes predictions by combining what it has seen before and what is happening now. 24 A blended approach to AI will most likely be required to reach some level of general human intelligence by 2035. Human cognitive processes have both symbolic processes for capturing explicit information and connectionist processes for synthesizing implicit information. The use of expert systems and neural networks together give the best opportunity for success in developing mature AI. 25 By 2035, the convergence of bio-, nano-, and information-technologies will yield computational speed, memory capacity, and connectivity to approximate the computing capacity of a single human brain. It is not clear that machines will have achieved general intelligence by 2035. However, nonbiologic intelligence 26 may be more powerful than unenhanced human intelligence, because it may "combine the pattern-recognition powers of human intelligence with the memory-and skill-sharing ability and accuracy of machines." 27 AI of 2035 may not be in the form commonly propagated in fiction. The humanoid forms of Commander Data and C3PO are unlikely. It is much more likely to find machine intelligence embedded in planes, vehicles, and task specific robots (or sitting in a rack in a computer room). These intelligent systems will use their "senses" to model their world and make predictive conclusions based on the recall of stored patterns compared to their current environment. Their intelligence will be humanlike, but their behavior will not. 28 The second approach to improving our ability to deal with the challenge of cognition in an increasingly complex environment is to modify human intelligence through pharmacological enhancement or brain-computer interfaces. The study of cognitive neuroscience has made rapid advancements due to an increased understanding of the brain through positron emission tomography (PET) and functional magnetic resonance imaging (fMRI). These brain scanning techniques provide a deeper understanding of the areas of the brain active during different cognitive, sensor, or motor tasks. 31 Determining the relationship between cognitive tasks and the network of brain regions identifies the nodes of the cerebral network and the associated anatomical linkages. 32 These areas can then be influenced by pharmacological or electronic stimuli. Psychopharmacology represents a class of neurotechnology in which drugs are tailored to target cognition on the molecular level. This "leading edge" science primarily addresses neurological and psychological disorders, but these drugs are increasingly being used for memory and cognitive Modafinil, also known as Provigil, allows pilots to stay up for over 40 hours without impairment, then after eight hours of sleep, they could do it again for an additional 40 hours. 36 Methylphenidate, a drug used to combat Attention Deficit Hyperactivity Disorder (ADHD), was demonstrated to improve executive function in normal individuals. Problem solving and spatial working memory were improved. This study also indicated that individuals with lower cognitive performance would benefit more than those with higher cognitive ability. The implication is that some drugs would have a "leveling" effect, increasing the ability of the lower cognitive performer and degrading the function for higher performers. 37 Neurocognitive enhancers brought to market as therapies for medical or psychological disorders will continue to be exploited by healthy individuals seeking enhancement to achieve a competitive advantage or recreational 
Ethical, Moral, and Cultural Concerns
One consideration that should be taken into account when deciding whether to promote the development of superintelligence is that if superintelligence is feasible, it will likely be developed sooner or later. Therefore, we will probably one day have to take the gamble of superintelligence no matter what. But once in existence, a superintelligence could help us reduce or eliminate other existential risks, such as the risk that advanced nanotechnology will be used by humans in warfare or terrorism, a serious threat to the long-term survival of intelligent life on earth. If we get to superintelligence first, we may avoid this risk from nanotechnology and many others. If, on the other hand, we get nanotechnology first, we will have to face both the risks from nanotechnology and, if these risks are survived, also the risks from superintelligence. The overall risk seems to be minimized by implementing superintelligence, with great care, as soon as possible. 45 --Nick Bostrom
This possibility [of Humanity altering its brain function] calls for an examination of the benefits and dangers of neuroscience-based technology, or 'neurotechnology', and consideration of whether, when and how society might intervene to limit its uses…This requires interdisciplinary discussion, with neuroscientists available to identify the factual assumptions that are implicit in the arguments for and against different positions, and ethicists available to articulate the fundamental moral principles that apply. As a society we are far from understanding the facts and identifying the relevant principles. 46 --Martha J. Farah, et al.
AI and EHI both introduce risk to society. Despite the risk, these technologies must be researched and understood because some of our adversaries and competitors will continue to develop these technologies. We need to consider the implications of each specific application and make a value judgment based on value versus risk. There are four major aspects to the value-risk appraisal that should be considered for ethical, moral, and cultural propriety: Safety, Coercion, Distributed Justice, and Humanity 47 .
There are two magnitudes of safety that need to be considered. The first is catastrophic risk that presents an existential risk to humanity. The manifestation of superintelligence poses the greatest existential threat, but as Nick Bostrom advocates, if superintelligence is possible then it will occur. Our best means of mitigating the risk is to build in a "super goal" of philanthropy into the core logic of the artificial intelligence. 48 Lower magnitude, nonexistential threats to safety are more likely in the pursuit of AI. For AI we must determine how much automation we are willing to accept in areas like air travel or self-defense systems. Human enhancement also carries non-existential risks. Most are typical risks of medical procedures and medicines; however, neurocognitive enhancement requires adjustment of the very complex systems in the brain which carry personality changing consequences. 49 Fortunately, superintelligence notwithstanding, the residual safety concerns are neither novel nor unique and can be dealt within existing ethical, moral, and cultural frameworks.
As AI and EHI become more prevalent there will be increasing sources of coercion as the pressure to adopt these technologies increases. However, it is much more likely that these capabilities will not be realized by 2035 and we will be struggling with lesser abilities in which the risk reward tradeoff is much less obvious.
Notes

Chapter 4 Cognitive Superiority --A smarter Air Force in 2035
Technology is likely (emphasis included) to produce breakthrough events at an unprecedented rate in the period out to 2035...While it will be difficult to predict particular breakthroughs, trend analysis indicates that the most substantial technological developments will be in: ICT [Information Communication Technology], biotechnology, energy, cognitive science, smart materials and sensor/network technology…where disciplines interact, such as in the combination of Cognitive Science and ICT to produce advanced decision-support tools, developments are likely to be revolutionary, resulting in the greatest opportunities for novel or decisive application. 54 -"Strategic Trends", Development, Concepts and Doctrine Centre, UK MOD
The future environment of 2035 is impossible to predict with today's cognitive resources. However, it is certain that it will be a dynamic, rapidly changing environment. This environment will require adaptability and flexibility of smart, autonomous and human systems driven by the cognitive technologies of AI and EHI.
The Blue Horizons II 55 study was tasked to "develop a prioritized list of concepts and their key enabling technologies that the United States Air Force will need to maintain the dominant air, space and cyber forces in the future."
The study created four possible futures (Jihadist Insurgency, Failed State, Resurgent Russia, and Peer China) as analytic environments to evaluate required military capabilities needed in the year 2030. The Blue Horizons II study proposed that decision making would need to be at machine speeds.
"Time between observation and action in tactical engagements will be measured in fractions of seconds." The current human-in-the-loop model in which the human makes decisions, turns the key, pushed the button, or pulls the trigger, will be inadequate in the future. Instead "machines will execute human intent (emphasis added) at machine speeds." In the future, humans will remain "in-the-loop" through expressing their will and through creating, repairing, and analyzing machines. 56 There will likely be some exceptions to this scenario where humans must be left in the loop, such as the employment of nuclear weapons. 'Enhanced' humans may also continue to play a more active role in engagements of the future. However, the majority of operations will be largely automated. Knowledge and Innovation: The rate of change, tempo and unpredictability of innovation and development will challenge decision-makers who will have to anticipate and respond to direct and indirect outcomes. Notwithstanding this, trends indicate that the most rapid technological advances are likely in: Information Communications Technology (ICT), energy, biotechnology, cognitive science, sensors and networks and smart materials. Nanotechnology is likely to be an important enabler for other developments, for example in electronics, sensors and commodity manufacture.
Biotechnology: Quality of life will also improve through, for example, the development of…memory enhancing drugs, development of artificial sensors capable of interfacing with the human mind and prosthetics capable of mimicking human actions precisely, improving human performance beyond current levels. 
Recommendation 3
Use spiral approach to cognitive systems. Deploy capabilities as soon as they reach maturity. Don't wait for the perfectly integrated or developed system. Cognitive technologies, by their nature will help develop the next spiral. Furthermore, there is significant opportunity for spin-off capabilities with each spiral.
Chapter 6 Conclusion
The benefit of strategic futures work is not that it predicts the future, which is unpredictable, or enables organizations to control it. It is about rehearsing possibilities, so one is better able to respond if they happen. 68 --Benchmarking UK Strategic Futures Work -Government Performance and Innovation Unit All this to say future enemies will be motivated by resources, fear, and hate; empowered through education; and enabled through technology and globalization to directly challenge the US. The enemy will be different --the targets they present will be more difficult to find, harder to hit, more widely distributed, and more dangerous. 69 --The New Battlespace defined by Blue Horizons II Study
There is widespread acknowledgement that the rate of change will continue to increase and that "during the next 30 years, every aspect of human life will change at an unprecedented rate, throwing up new features, challenges and opportunities." 70 It is impossible to anticipate the exact nature of these changes or predict the future with any degree of certainty. The only certainty is that there will be change.
The human inability to fully comprehend the non-linear nature of the change exacerbates the challenge of shaping the future and executing the Air Many require a combination of these capabilities, such as the top two concepts, the Wingman Unmanned Combat Air Vehicle and the Cybercraft AI Entity. 
