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• It is all about publishing 
 
 
 
 
 
 
 
• 1 paper per year – Necessary   
• 3 papers per year – Very Good             collaboration  
• 5 papers per year – Outstanding  
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Collaboration 
• How does collaboration work? 
 
• The order of authors:  
– First author: the main burden of the work (writing, methodology, analysis) 
– Second author: advisor of the first author, double check the analysis, methodology, write up 
– Third author: proof reading, double check for the whole manuscript 
– Forth author: providing data or idea 
– … 
 
Plan for your time. Manage your work. Decide which order you want to go for. 
 
Divide your time into 6 segments: 
 
Paper 1: First author  
Paper 2: Second author  
… 
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Collaboration 
• For example: 
 
I know about transport modelling (Methodological) 
My area of interest is safety 
I have previously worked in traffic, asset management, and active modes  
 
I have the data for crashes, weather conditions, driving behaviour, traffic, etc.  
 
Collaboration 
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• For example: 
 
TRB – 2014  
 
 
Collaboration 
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Transport Modelling 
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• Statistical and Econometrics: 
 
• Very Simple Words: 
 
      Phenomena (Y) =  f(X1 , X2 , X3 ,..., Xn ) 
Transport Modelling: 
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Number of Crashes 
Number of Trips 
(Count Models) 
 
People’s Choice 
Route Choice 
(Choice Models) 
 
Travel Time 
Gap Distance 
Causal Factors 
• Statistical and Econometrics: 
 
• Very Simple Words: 
 
      Phenomena (Y) =  f(X1 , X2 , X3 ,..., Xn ) 
Transport Modelling: 
9 
What do people usually 
use to wash their hands? 
Soap or Liquid hand 
wash? Causal Factors 
• Statistical and Econometrics: 
 
Transport Modelling: 
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• Statistical and Econometrics: 
 
Transport Modelling: 
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• Statistical and Econometrics: 
 
• Very Simple Words: 
 
      Phenomena (Y) =  f(X1 , X2 , X3 ,..., Xn ) 
Transport Modelling: 
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There is huge potential 
here for collaboration 
We call this Modelling as we try to build a mathematical model which can 
represent the real world mechanisms: 
 
Assumptions: 
 
1- Explanatory variables should be independent 
 
2- The causal relationship does not go in the other direction (Endogeneity) 
 
3- There should be enough information per unknowns 
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Transport Modelling: 
• Ultimate Goal: 
 
     Y =  f(X1 , X2 , X3 ,..., Xn ) 
 
Linear:     Y =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
Non-Linear but Treated As Linear: 
Y =  exp(β1 X1 + β2 X2 + β3 X3 +...+ βn Xn) 
Log(Y) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
Non-Linear 
Transport Modelling: 
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Y(obs) X1 X2 X3 … Xn 
20 0.03 1000 0 … … 
15 0.05 2500 0 … … 
24 0.01 1000 1 … … 
10 0 0 1 … … 
10 0 1200 1 … … 
0 1 1500 1 … … 
4 1.5 1500 0 … … 
7 0.5 200 1 … … 
14 0.2 500 0 … … 
20 0 550 0 … … 
Transport Modelling: 
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Transport Modelling: 
Calibrate  
coefficients 
Y(obs) X1 X2 X3 … Xn 
20 0.03 1000 0 … … 
15 0.05 2500 0 … … 
24 0.01 1000 1 … … 
10 0 0 1 … … 
10 0 1200 1 … … 
0 1 1500 1 … … 
4 1.5 1500 0 … … 
7 0.5 200 1 … … 
14 0.2 500 0 … … 
20 0 550 0 … … 
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• How it works: 
 
 Ordinary Least Squared (OLS) 
 Maximum Likelihood Estimation (MLE) 
 Bayesian 
Transport Modelling: 
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• How it works: 
     OLS: 
 
      Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
      Y(obs) = Y(Pred) +  ε 
                  = β1 X1 + β2 X2 + β3 X3 +...+ βn Xn + ε 
 
 
 
 
 
 
 
 
 
 
 
     MINIMIZE [Y(obs) – Y(Prd)]            MLS (Minimum Least Squared) 
Transport Modelling: 
Y(obs) X1 X2 X3 … Xn 
20 0.03 1000 0 … … 
15 0.05 2500 0 … … 
24 0.01 1000 1 … … 
10 0 0 1 … … 
10 0 1200 1 … … 
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• How it works: 
Maximum Likelihood Estimation (MLE): 
 
      Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
      Y(obs) = Y(Pred) +  ε 
                  = β1 X1 + β2 X2 + β3 X3 +...+ βn Xn + ε 
 
 
     Maximize The Likelihood of Observing Y(obs) :   MLE 
 
Y has an Amir probability distribution:    Prob(Y=y) = Amir function 
Amir: Poisson, Normal, Beta, Gamma, …   
Transport Modelling: 
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• How it works: 
 
Y has an Amir probability distribution:    Prob(Y=y) = Amir function 
Amir: Poisson, Normal, Beta, Gamma, …   
 
Within these Amir functions, there are different parameters, one of which may be 
the mean function: 
 μ =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
Example:  
Poisson:   Prob(Y=y) =  
μ 𝑒−μ𝑦
𝑦!  
 
Maximum Likelihood Estimation  
 
Transport Modelling: 
Hypothesis: 
 
H0: Explanatory variable Xi  does not have an effect on Y (its coefficient is equal 
to zero) --- Not significant 
 
H1: Explanatory variable Xi  does have an effect on Y (its coefficient is not equal 
to zero) --- significant 
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Transport Modelling: 
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      Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
 
 
 
 
 
 
 
 
 
 
β1  is it the same for all observations? What is the difference if we put it the same 
and if we put it different? 
 
 
 
 
 
 
 
 
 
 
Transport Modelling: 
Y(obs) X1 X2 X3 … Xn 
20 0.03 1000 0 … … 
15 0.05 2500 0 … … 
24 0.01 1000 1 … … 
10 0 0 1 … … 
10 0 1200 1 … … 
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      Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
 
      β1 = 0.35  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SYD 
β1 = 0.4  
BNE 
β1 = 0.2  
ADL 
β1 = 0.7  
MLB 
β1 = 0.1  
Transport Modelling: 
10 
 
Random Parameter VS Fix Parameter Models: 
 
Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
β1 ~ Normal( 0.2 , 10)    which means it can vary across obs 
 
 
 
 
 
 
 
 
 
Transport Modelling: 
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      Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
 
      β1 = 0.35  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
??? 
β1 = 0.4  
??? 
β1 = 0.2  
??? 
β1 = 0.7  
??? 
β1 = 0.1  
Transport Modelling: 
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Latent Class Models: (stem from clustering concepts) 
 
Prob(y) = Prob(y|C1) Prob(C1) + Prob(y|C2) Prob(C2) + …  
 
 
 
 
 
 
 
 
 
 
Transport Modelling: 
The probability of y being in class 1 or 2 
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OLS 
MLE 
Bayesian 
 
 
 
 
 
 
 
 
 
 
Transport Modelling: 
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OLS 
MLE 
Bayesian: 
 
 
 
 
 
 
 
 
 
 
Transport Modelling: 
P[A|B] = 
P[B| A] P[A]    
𝑃[𝐵]
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Bayesian: 
 
 
 
 
 
 
 
 
 
 
Transport Modelling: 
P[A|B] = 
P[B| A] P[A]    
𝑃[𝐵]
    
P[µ|Y] = 
P[Y| μ] π[μ]    
 𝑚(𝑦) 𝑑𝑦
    
Likelihood 
Prior Prior Information 
About Your Coefficients 
Knowledge  
Is Progressed  
On the Steps 
Of Past Research 
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Bayesianism VS Frequentism:   
 
 
 
 
 
 
 
 
 
 
Transport Modelling: 
https://www.youtube.com/watch?v=tsuJM_bHSgA 
Thank You For Your Attention 
Questions ? 
