Abductive inference in Bayesian belief networks is the process of generating the u most probable con®gurations given an observed evidence. When we are only interested in a subset of the network's variables, this problem is called partial abductive inference. Both problems are NP-hard, and so exact computation is not always possible. This paper describes an approximate method based on genetic algorithms to perform partial abductive inference. We have tested the algorithm using the alarm network and from the experimental results we can conclude that the algorithm presented here is a good tool to perform this kind of probabilistic reasoning. Ó
Introduction
A Bayesian belief network (Pearl, 1988; Jensen, 1996) is a directed acyclic graph (DAG) where each node represents a random variable, and the topology of the graph shows the (in)dependence relations among the variables. The quantitative part of the model is given by a probability distribution for each node conditioned to its parents. If U f 1 Y F F F Y n g is the set of variables in the network, then the joint probability can be calculated as
where p i contains the parents of i . Eq. (1) is known as the chain-rule. Bayesian belief networks (BBNs) provide a sound formalism for probabilistic reasoning under uncertainty. Abduction is de®ned as the process of generating a plausible explanation for a given set of observations or facts. The main application of abduction is in the ®eld of diagnostic reasoning. In the context of BBN, abductive inference (Pearl, 1988) corresponds to ®nding the maximum a posteriori probability state of the network, given the instantiated nodes (the evidence). If U is the set of variables in the network, O is the set of observed variables and U is the set of unobserved variables, we want to obtain the con®guration x
where O x O is the observed evidence. In general, we are interested in the u most probable explanations (MPE). Abductive reasoning in BBNs is an NP-hard problem (Shimony, 1994) . This fact has motivated the development of approximate algorithms. As abductive inference in BBNs is a combinatorial optimization problem, several authors have used genetic algorithms (e.g., Michalewicz, 1996) to solve it in an approximate way (Gelsema, 1995; RojasGuzman and Kramer, 1996) . In these papers an individual/chromosome of the population is a con®guration of the unobserved variables, represented as a string of integers. Notice that x U j x O is proportional to x U Y x O , so this value can be used as the ®tness for x U , and the chain rule can be applied in order to evaluate a chromosome. Thus, to evaluate a chromosome j x U j multiplications are done.
In this paper we are interested in obtaining the u MPEs only for a subset of the network's variables called explanation set (Neapolitan, 1990) . This problem is known as partial abductive inference and we think that in practical applications it is more interesting than the classical abductive inference problem, because we can select as the explanation set the variables representing diseases in a medical diagnosis problem, the variables representing critical components (starter, battery, alternator, etc.) in a car diagnosis problem, etc.
If we note by E & U the explanation set, then we want to obtain the con®guration x Ã E of E such that
where R U n E . In general, x Ã E is not equal to the con®guration obtained by removing from x Ã U the literals corresponding to the variables of R . Therefore, we need to obtain x Ã E directly (using the previous equation). Recently, G amez (1998) has shown that partial abductive inference in BBN is more complex than classical abductive inference, because the size of the junction tree used for the probabilistic propagation grows in relation to the size of the junction tree obtained without restrictions in the deletion sequence (used in the classical abductive problem or in probability propagation).
In this work we propose to solve the problem using a genetic algorithm (GA). The paper is organized as follows. In Section 2 we study how to evaluate the individuals. In Section 3, the main components of the genetic algorithm are detailed. In Section 4 the experiments carried out are described. In Section 5 we discuss the algorithm and, ®nally, in Section 6, we consider the conclusions.
The evaluation function
In our problem a chromosome of the population is represented as a con®guration of the explanation set's variables. However, as we must remove (by addition) the variables in R , the chain rule cannot be used to evaluate a chromosome because of the high number of necessary operations (additions and multiplications). For example, if we have a network with j U j 50, j E j 15, j R j 30 and j O j 5, the number of operations is bounded by 2 30 additions and 50 Á 2 30 multiplications. Clearly, this is computationally intractable given the big number of evaluated individuals in a GA. Because of this fact, our proposal is to evaluate a chromosome by means of a probabilistic propagation.
Given an evidence O x O , propagation algorithms allow us to calculate p i j x O for every i P U n O . The calculations are carried out in a secondary structure (obtained from the original BBN) called a junction tree, where the evidence x O has been inserted. The method is based on the use of two operations: marginalization (addition) and combination (multiplication); and the propagation is performed in two phases: 1. a CollectEvidence phase, where messages are sent from the leaves to a chosen root, and 2. a DistributeEvidence phase, where messages are reversed. For a detailed study of propagation see (Jensen, 1996) .
To evaluate a chromosome we need to obtain px E Y x O , so the previous propagation scheme is modi®ed in the following way:
1. Instantiate the evidence x O in the junction tree. 2. Instantiate (as evidence) the chromosome x E in the junction tree. 3. Perform CollectEvidence from the root (i.e., an ascendent propagation). 4. px E Y x O is equal to the sum of the potential stored in the root. The junction tree used here can be obtained without restrictions in the deletion sequence and its size is smaller than the one used for exact partial abduction. However, even with this general join tree, this is not a simple cost-calculation function and two operations have been de®ned in order to improve the evaluation process.
Consistent marginalization
In order to avoid the need of reloading the initial potentials of the junction tree when a new chromosome must be evaluated, we introduce the following marginalization operator. De®nition 1. If w s Y t is the potential de®ned over the set of variables s t , u is a set of variables, X u is the set of possible con®gurations for u , and x u P X u is one of its possible con®g-urations, then we de®ne the marginalization of s t to s consistent with x u as
In propagation, we use mrginliztion onsisE tent with x E (the chromosome being evaluated), so it is not necessary to instantiate it in the junction tree, and we do not need to reload the initial potentials when a new chromosome must be evaluated.
Precomputation
Because of the ascendent character of the propagation, it can be observed that some computations are always the same, with independence of the con®guration being evaluated. Concretely, if a leaf node of the junction tree does not contain any variable of E (to be removed by marginalization), then this message is the same for all con®gurations x E P X E . In this case we propose to calculate this message only the ®rst time, then it is combined with the potential stored in its father node and the leaf node is deleted. This process is repeated (from leaves to root) until no more``leaf '' nodes can be deleted. The complexity of this process is equivalent to performing an ascendent propagation.
Therefore, given the explanation set, the initial junction tree is pruned in order to avoid unnecessary computations. Thus, the precomputated junction tree is smaller than the initial one and the probabilistic propagations are carried out in a more ecient manner. For example, taking the junction tree in Fig. 1 (where the variables outside the brackets are the variables which have to be removed) and E feY fY ig as the explanation set, the precomputated junction tree contains only the nodes inside the dashed region.
The genetic algorithm
With this evaluation function, we use an elitist genetic algorithm in the following way:
rolem representtionF We represent a con®g-uration x E as a string of integers of length j E j. Each position in the string contains the state (codi®ed as an integer) of its corresponding variable in E . qenertion of the initil popultionF The individuals of the initial population are created in two manners: · 50% randomly (the search starts with points in the whole search space). · 50% using the BBN a priori probabilities and the observed evidence (x O ). Concretely, we generate a con®guration of all the variables in the network by ®xing the variables instantiated ( O ) to their corresponding values (x O ) and generating values for the rest of the variables using probabilistic logic sampling (Henrion, 1988) , ®-nally the obtained con®guration is projected over E . This procedure is similar to the one proposed in (Gelsema, 1995) and ensures that the search starts in promising regions. rnsition from one popultion t to the next t 1F To obtain a new generation a similar procedure to the modqe proposed in (Michalewicz, 1996) is used. This genetic algorithm falls into the category of preservative, generational and elitist selection and has the following parameters: · Select the best 50% chromosomes from t and copy them to t 1. In this way we ensure the population diversity and the premature convergence problem is avoided. · 35% of the new population is obtained by crossover. One parent is selected from t with a probability proportional to its ®tness, while the other parent is selected in a random way. The crossover operator used is the classical two-points crossover, and the two children obtained are copied to t 1. · 15% of the new population is obtained by mutation. We use the following procedure: select a chromosome from t and mutate its components in accordance with a probability of mutation p m 1aj E j, and copy the new chromosome to t 1. The prents for mutation are selected from t randomly, except for the est chromosome, which is always selected as a parent (thus, the neighbourhood of the best chromosome is explored). The numbers 50, 35 and 15 have been selected by experimentation. Notice that in t 1 only half of the population is new, and so only these chromosomes are candidates to be evaluated in each generation. This fact is important in our problem because of the evaluation function complexity.
top riterion. The algorithm stops when a ®xed number of iterations x has been executed. Then, the probability of the u MPEs found is divided by px O , in order to obtain px E j x O .
If the population size is noted by , then Á x a2 is an upper bound of the total number of evaluated chromosomes (probabilistic propagations). We say that this amount is an upper bound, because due to the evaluation function cost, a record of (previously) evaluated chromosomes is maintained in order to avoid repeated computations.
Experimental evaluation
We have used 1 the lrm belief network (Beinlich et al., 1989) to evaluate our algorithm. This network has been used often in the literature to test several kinds of algorithms (learning, propagation, etc.) . The alarm belief network (Fig. 2) has 37 variables, each of them can take 2, 3 or 4 dierent states.
We have carried out three experiments. In each experiment three or four variables were selected (randomly) as evidence (x O ), and the u 50 most probable explanations were calculated using (1) an exact algorithm and (2) our genetic algorithm. Table 1 shows some data about the experiments.
At the end of each experiment several statistics were obtained: · top1. ± Percentage of runs in which the best MPE was obtained. · top10. ± Percentage (on average) of MPEs found between the second and the 10th. For example, top10 33.3% means that three explanations in the range 2..10 were found. However, the positions are not considered, so (2,3,6) or (7, 8, 9) yield the same value for top10. · top25. ± Similar to top10 but with the range 11..25.
· top50. ± Similar to top10 but with the range 26..50. · ind. ± Percentage of distinct chromosomes evaluated with respect to the search space cardinality. · mss1. ± If p 1 is the probability of the real true MPE, and p 1 is the probability of the best MPE found by the algorithm, then mss1 p 1 Á 100ap 1 . · mss . ± Similar to mass1, but taking p k i1XXu p i and p k i1XXu p i . Tables 2±4 show the results calculated over 100 runs. The population size is 125 for the ®rst experiment, 300 for the second and 500 for the third. The number of generations is noted by ng.
The use of the proposed precomputation operator has obtained a signi®cant reduction in the size of the join-tree (27%, 20.4% and 15%, respectively), so the evaluation of the chromosomes has been faster.
Discussion
As Gelsema (1995) points out, ®nding the u MPEs in a BBN is not a trivial matter. The complexity of the problem increases in the partial case (G amez, 1998) , because of the large increment in the size of the junction tree (used for exact propagation).
In Tables 2±4 we can see that the genetic algorithm proposed here is able to ®nd the best explanation in a highest number of cases, and also the rest of the u MPEs. The population size and the number of generations have been selected in function of each experiment, and they ensure a good time of response. Furthermore, we can see that if we stop the algorithm before it ®nishes, the obtained solutions are also of high quality, In comparison with related works, only Gelsema (1995) has studied this problem using genetic algorithms. The algorithm proposed in (Gelsema, 1995) was developed to solve the problem of``total'' abductive inference, however, the task to approximate the best set of explanations is attempted by integrating the appropriate members occurring in the ®nal population of the genetic algorithm. By experimentation we have seen that using the same time of computation our algorithm improves the results obtained by this method. We have realized that using Gelsema's method the explanations rarely are ranked in correct order. For example, in the second experiment, the ®nal population obtained by this method contains the best explanation in 42% of times, but this explanation is never classi®ed as the best. With respect to the rest of MPEs, only 30% of them (on average) were presented in the ®nal population (and most of them were not ranked in the correct order). We think that this is a logical consequence of our algorithm as it is explicitly designed to solve the partial abductive problem, while the method described in (Gelsema, 1995) was designed to solve total abduction.
Conclusions
We have presented a genetic algorithm for partial abductive reasoning in BBNs. The algorithm has an nytime performance, i.e., it can continue the search while time is available or can be stopped at any time to yield the u MPEs found until this moment. From the experimental results, we can conclude that the genetic algorithm Table 3  Results for the experiment 2   ng  top1  top10  top25  top50  ind  mass1  massT presented here is a good tool to perform partial abductive reasoning in complex belief networks, where exact computation is not possible. The algorithm is approximate in the sense that we cannot be sure that the optimum has been really found, but as the evaluation function used here is an exact propagation, we can be sure that if explanation e 1 is ranked before explanation e 2 , then e 1 is more probable than e 2 .
From the experiments we have learnt that using the precomputation operator would be always recommended, because the evaluation of the chromosomes is faster. In future we plan to study new genetic operators and new ways to evaluate the individuals in order to improve the eciency of the genetic algorithm. q mez: The problem in this genetic algorithm is that to evaluate a chromosome, it is necessary to perform a complete upward propagation in the junction tree. Our idea is to de®ne crossover and mutation operators over the junction tree. In this way, to evaluate a new chromosome, only a partial propagation in the junction tree is necessary and not a complete one, as in the present algorithm.
