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Much of the world’s population growth will occur in regions where food insecurity
is prevalent, with large increases in food demand projected in regions of Africa and
South Asia. While improving food security in these regions will require a multi-faceted
approach, improved performance of crop varieties in these regions will play a critical
role. Current rates of genetic gain in breeding programs serving Africa and South Asia
fall below rates achieved in other regions of the world. Given resource constraints,
increased genetic gain in these regions cannot be achieved by simply expanding the
size of breeding programs. New approaches to breeding are required. The Genomic
Open-source Breeding informatics initiative (GOBii) and Excellence in Breeding Platform
(EiB) are working with public sector breeding programs to build capacity, develop
breeding strategies, and build breeding informatics capabilities to enable routine
use of new technologies that can improve the efficiency of breeding programs and
increase genetic gains. Simulations evaluating breeding strategies indicate cost-effective
implementations of genomic selection (GS) are feasible using relatively small training
sets, and proof-of-concept implementations have been validated in the International
Maize and Wheat Improvement Center (CIMMYT) maize breeding program. Progress
on GOBii, EiB, and implementation of GS in CIMMYT and International Crops Research
Institute for the Semi-Arid Tropics (ICRISAT) breeding programs are discussed, as well
as strategies for routine implementation of GS in breeding programs serving Africa and
South Asia.
Keywords: genomic selection, genomic prediction, breeding informatics, breeding scheme optimization, plant
breeding, trial design
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INTRODUCTION
Crop improvement through plant breeding is a process
of continuous genetic improvement through selection and
recombination of superior lines. The response to selection, or rate
of genetic gain, is dependent on multiple factors, expressed in the
“breeder’s equation,”
R = irσa
L
(1)
where R is the response to selection per year, i is the selection
intensity, r is the accuracy of selection, σa is the additive genetic
standard deviation for the trait of interest, and L is the generation
interval (Lush, 1936).
Assuming that breeding objectives, selection criteria, available
germplasm, and target environments are well defined, the success
of a breeding program is largely dependent on the optimal use
of available resources to maximize the response to selection
(Rutkoski, 2019). Effective breeding programs must re-evaluate
breeding strategies as technology, environments, access to
germplasm, and consumer needs are constantly changing. While
all the aforementioned factors are critical, the ability to identify
and effectively implement new technologies can be challenging.
This is especially true for publicly funded breeding programs
in Africa and South Asia, where resource and infrastructure
limitations make the adoption of new technologies particularly
challenging. The need to overcome these limitations and improve
the effectiveness of breeding programs is urgent, given the
historically low rates of genetic gains in many programs serving
Africa and South Asia (Godfray et al., 2010; Cobb et al., 2019),
expected population growth (Alexandratos and Bruinsma, 2012),
and the potential impacts of climate change on crop production
(Ritchie et al., 2018).
To achieve rates of genetic gain in crop improvement needed
to strengthen and stabilize food security, modern technologies
must be adopted and efficiently implemented. One promising
approach is genomic selection (GS), where the performance
of new lines is predicted based on genome-wide information
(Meuwissen et al., 2001). Multiple studies have shown the
potential of this methodology to increase the rates of genetic
gain in plant breeding programs (Heffner et al., 2009; Beyene
et al., 2015; Gaynor et al., 2017; Crossa et al., 2017; Rutkoski
et al., 2017), often through the reduction in cycle time, L.
However, despite compelling evidence of the potential gains
from GS and widespread adoption in animal breeding, public
sector plant breeding programs have been slow to routinely
adopt GS. Adoption of GS in animal breeding applications
benefited from the fact that the use of genomic Best Linear
Unbiased Predictors (GBLUP) (VanRaden, 2008) and single-step
GBLUP (Legarra et al., 2014) enabled GS implementations that
were straightforward extensions of existing breeding approaches.
In contrast, optimal implementations of GS in plant breeding
programs represent a significant change in how breeding data is
analyzed, how breeding decisions are made, and how breeding
pipelines are designed. The costs and challenges of large-
scale implementation of genomic selection in public sector
breeding programs have been a significant barrier to routine
implementation despite the potential for significant increases
in genetic gain.
A typical inbred or hybrid plant breeding program has this
basic structure: (i) selection of parents for crossing, (ii) selfing
or use of doubled haploid technology (DH) to achieve the
desired level of homozygosity, and (iii) multi-stage field trials
of selection candidates (inbred lines or testcross hybrids) to
identify best lines or hybrids for release and commercialization
as varieties. We generalize this structure as a variety development
pipeline (VDP, e.g., Figure 4 of Cooper et al., 2014). A typical
VDP evaluates progeny lines in the field for several growing
seasons, advancing the best lines at the end of each season, with
smaller numbers of lines being tested in more environments
in each successive season. Lines that are deemed successful
in advanced trials are candidates for variety release and are
typically recycled as parents into the breeding program. This
approach to breeding takes advantage of the ability to produce
inbred or testcross hybrid seed in large quantities which is then
extensively evaluated in the field. In this approach, decisions
to recycle lines as new parents are made using extensive, but
costly, phenotypic data, often with lines treated as independent
factor levels in the analysis. This approach produces accurate
(r, Equation 1) estimates of line performance but significantly
increases generation interval (L, Equation 1) due to the multiple
years of testing. While simulation studies demonstrate that a
rapid-cycle recurrent GS approach may ultimately provide the
largest increases in genetic gains (Gaynor et al., 2017; Gorjanc
et al., 2018; Rembe et al., 2019), it is not a practical initial
implementation of GS in a plant breeding program. Rapid cycle
approaches require relatively large training sets that must be
routinely updated to maintain prediction accuracy and breeding
decisions must be made using less accurate estimates of the line
performance, often without observing the line in replicated trials
(Crossa et al., 2010; Hickey et al., 2014; Schopp et al., 2017;
Gorjanc et al., 2018). This represents a significant change in how
breeding decisions are made and requires significant investments
for training set development. Both of these factors can limit
adoption of GS, especially in resource limited breeding programs,
and these factors need to be considered when developing a
strategy for implementation of GS.
Large scale adoption of GS will require optimizing breeding
strategies while accounting for costs, ease of implementation,
and potential impacts on operation efficiency and genetic
gain. Ideally, training data for a rapid-cycle recurrent selection
approach would be sourced from the breeding program’s VDP.
So, regardless of the ultimate end goal and long-term GS strategy,
the first step in GS implementation is to routinely genotype
lines entering the VDP. For sustainability and routine adoption,
this needs to be done without significantly expanding breeding
budgets. This requires rethinking how early-stage testing is done
in a breeding program. Several approaches have been proposed
for incorporating GS in VDPs (Bernardo and Yu, 2007; Cooper
et al., 2014; Jacobson et al., 2014; Gaynor et al., 2017; Jarquín
et al., 2017; Sukumaran et al., 2018). When evaluating optimal
approaches for breeding programs with little or no historical data
to train prediction models, strategies that achieve good prediction
accuracy from small training sets are critical.
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Identifying cost-effective approaches to routinely genotype
lines entering the VDP is a critical first step. However,
implementation also requires operational capabilities to sample,
genotype and generate genomic predictions on a tight turn-
around schedule. To do this effectively at scale, advanced
breeding informatics systems that include biometrical and
quantitative genetics, as well as bioinformatics, are needed.
Breeding informatics systems require significant and sustained
investment in foundational technologies and computational
infrastructure. Fortunately, recent funding initiatives have begun
to provide the resources needed to build the foundational
capabilities required to modernize and improve the efficiency
of public sector breeding programs. The Genomic Open-
source Breeding informatics initiative (GOBii)1 is one such
funding initiative with the goal of building the information
systems needed for routine application of genomic technologies
to improve efficiency of breeding programs targeting crop
improvement in Africa and South Asia. In addition to the
project’s focus on genomic technologies, GOBii is also partnering
with other open-source breeding informatics initiatives as part
of the Excellence in Breeding (EiB)2 platform. EiB is being
developed as a “complete platform” or set of interconnected tools
and strategies designed to increase the efficiency of breeding
programs through the adoption of modern technologies and
optimal use of breeding resources.
To examine potential approaches for GS implementation,
proof-of-concept studies were conducted by the International
Crops Research Institute for the Semi-Arid Tropics (ICRISAT)
and International Maize and Wheat Improvement Center
(CIMMYT) in chickpea and maize, respectively. To examine
optimal strategies for routine implementation of GS of lines
entering the VDP, three approaches were compared: (i) the
development of a dedicated training set (DTS) in parallel to the
VDP to serve as a starting point for GS implementation, (ii)
splitting full-sib families for training and prediction (FSTS), and
(iii) the use of incomplete block designs across environments, or
sparse testing (ST), to obtain good prediction accuracies while
reducing plot numbers to offset the cost of genotyping. Here
we present the results from these studies and discuss strategies
for phased implementation of GS in public sector breeding
programs. We also highlight breeding informatics capabilities
being developed to enable large-scale implementation of genomic
breeding strategies.
MATERIALS AND METHODS
Plant Materials
The two datasets from ICRISAT and CIMMYT are described
in detail in Roorkiwal et al. (2016, 2018) and Beyene et al.
(2019), respectively. Briefly, the chickpea data consists of 315
lines from two distinct chickpea seed-types, Kabuli (n = 153) and
Desi (n = 162), evaluated under rainfed and irrigated regimes in
a randomized complete block design with three replicates. All
1www.gobiiproject.org
2www.excellenceinbreeding.org
lines were previously genotyped with 2,598 DArT markers (see
Roorkiwal et al., 2016 for details). To highlight two contrasting
environments, only the rainfed and irrigated environments at
ICRISAT from 2013 and 2014 were included in all analyses of
the chickpea data.
The maize dataset consists of 849 double haploid (DH) lines
from 13 bi-parental families out of the CIMMYT Africa maize
breeding program. For demonstration, the three families with
the largest family sizes were used for this study (pedigree:
CML312/LPS-F64, CML442/LPS-F64, CML536/LPS-F64; size:
91, 108, and 88, respectively). Each DH line was testcrossed to
a single tester, and the testcrosses were evaluated in an alpha-
lattice incomplete block design with two replications planted in
the rainy season with supplemental irrigation as needed in both
Kiboko and Kakamega, Kenya, as well as under managed drought
conditions during the dry season in Kiboko. The DH lines were
genotyped with 9,155 dominant repeat Amplification Sequencing
(rAmpSeq) markers at Cornell Life Science Core Laboratory
Center, Ithaca, NY, United States (Buckler et al., 2016). Markers
were filtered for a minor allele frequency >0.05 and <10%
missing values, resulting in 6,785 markers for use in GS.
As the chickpea data consisted of fixed lines generated from
many parents, FSTS predictions were not appropriate in this case,
and only DTS and ST predictions were compared. In contrast,
as the maize dataset consisted of DH generated from three
bi-parental crosses, and as such, FSTS and ST were the most
appropriate comparisons. In each comparison, the same number
of individuals (i.e., half of the individuals for each population)
were assigned to the training and test sets.
Population Structure
Population structure was evaluated using singular value
decomposition of the additive genomic relationship matrix,
K = UDU’, where U is a matrix of eigenvectors and D is a
diagonal matrix of eigenvalues. The first two eigenvectors
multiplied by their respective eigenvalues were plotted against
each other to form a principal component (PC) plot. The
proportion of variance explained by each PC is defined as
Dii/tr(D), where tr() is the trace.
Prediction Model
An unstructured univariate genotype by environment interaction
model was used to estimate genetic correlations across
environments. This can be written as
y = Xβ+ Zu+ e (2)
where y is the vector of a phenotype in each environment, X is
the design matrix for the vector β of fixed environmental effects,
Z is an incidence matrix linking observations in y to individuals,
u is the vector of genetic values and e is the vector of residuals.
The random effects were both considered centered multivariate
normal such that E [u] = E [e] = 0 and
Var
([u
e
])
=
[
G⊗K 0
0 diag(σ 2i )
]
, (3)
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where G is the genetic covariance of environments (which
must be estimated), and K is the additive genomic relationship
of individuals, calculated from genetic markers (method
I, VanRaden, 2008). Residual variances were considered
independent and identically distributed within environment but
allowed to differ across environments. Models were fit using the
average information algorithm of ASReml (Gilmour et al., 1995;
Gilmour, 1997).
Fixed effect values, or Best Linear Unbiased Estimates
(BLUEs), were used as true estimated breeding values (EBVs)
to compare to the Best Linear Unbiased Predictors (BLUPs), or
genomic estimated breeding values (GEBVs). These values were
computed using the above model, but allowing u to be fixed
instead of random, with all observed records included.
Model Validation
For the Desi and Kabuli comparisons, genomic prediction
accuracy was assessed using k-fold cross-validation with 10-
fold, where records for a random 10th of the individuals were
removed (or masked) from the dataset for each fold. Each fold
was predicted before the accuracy was calculated as the Pearson
correlation between the all predicted BLUPs and the observed
BLUEs. The average accuracy across 10 replicates was used as the
estimate of genomic prediction accuracy. This was accomplished
among both seed-types, within each seed-type, and across seed-
types.
For DTS prediction, the population was randomly split into
two sets. Phenotypic records from individuals in one set were
removed in both environments before fitting the prediction
model with records from the remaining set to predict GEBVs
for the missing individuals in both environments. Prediction
accuracy of unobserved genotype-environment combinations
was then determined using the Pearson correlation of the
predicted BLUPs to the observed BLUEs either separately by
environment, or by combining predictions across environments.
This process was repeated 10 times and averaged to produce an
estimate of prediction accuracy.
Similar to DTS prediction, FSTS prediction was accomplished
by removing phenotypic records from a random half of the
lines within each bi-parental family in all three environments.
The remaining individuals were used to fit the prediction model
and predict the GEBVs of unobserved individuals in all three
environments. Results from ten replicates were averaged to
estimate prediction accuracy.
Genomic prediction accuracy of ST was determined by again
randomly splitting the individuals into two equal sized sets. For
ST in chickpea, phenotypic records of one half were removed
in the rainfed environment while the records of the other half
were removed in the irrigated environment. For ST in the maize
dataset, half of the individuals within each family were removed
from Kiboko, then further split in half and removed from either
Kakamega or Kiboko Drought, along with an additional quarter
from the remaining set (see Figure 1). Prediction accuracy
of unobserved genotype-environment combinations were then
determined using the Pearson correlation to the observed BLUEs
either across or within the environment. The mean accuracy and
FIGURE 1 | Representation of sparse prediction scheme in maize and
chickpea. Black represents records present in the model fit for individuals in
each environment, while white represents removed (i.e., missing) records.
standard deviations of replicates for DTS, FSTS and ST can be
found in Supplementary Tables 1, 2.
RESULTS
Population structures for the chickpea and maize datasets can
be found in Figure 2. The principal component plot for the
maize dataset shows clustering by population but there is a
significant overlap between populations. This is not surprising as
the maize dataset consists of half-sibs from multiple populations.
In contrast, the chickpea data shows two distinct clusters
representing Kabuli and Desi lines, which are both genetically and
phenotypically distinct.
To determine whether these two chickpea groups should
be combined for training and prediction, cross-validation was
conducted among and within each group. Prediction across seed-
types was also accomplished to determine if the allele frequency
and linkage disequilibrium (LD) pattern is sufficiently shared
between seed-types. Results from the cross-validation results are
found in Table 1 and Figure 2. High cross-validation accuracies
were achieved using the combined dataset, containing both Desi
and Kabuli lines in both the training and validation sets, in
agreement with Roorkiwal et al. (2016, 2018), however, almost
complete loss of predictive ability was observed when one seed-
type was used to predict the other (Table 1). Training and
validation sets containing only one seed-type were generally
less accurate at predicting performance of that seed-type, as
compared with training and validation sets containing both seed-
types (Table 1).
To determine whether the high prediction accuracies seen
using Desi and Kabuli in both training and validation sets were
due to the prediction of group differences between Desi and
Kabuli, or due to predictions of phenotype variation within
seed-type, we then compared (1) single seed-type training sets
to predict phenotypes for the same seed-type, with (2) both
seed-types to predict phenotypes for a single seed-type. Higher
prediction accuracies were generally observed when the training
population was consisted of a single seed-type (Figure 3).
Genetic correlations between environments vary across traits
and range from moderate to high (Table 2). Results from
cross-validation comparing sparse testing to prediction using
historical information can be found in Figure 4. Results show that
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FIGURE 2 | Plots of the first two principal components of the additive genomic relationship matrix for maize and chickpea populations.
TABLE 1 | Genomic prediction accuracies for chickpea GEBVs across environments with various training and test sets estimated using 10-fold cross-validation.
All predict all Desi predict Desi Kabuli predict Kabuli Desi predict Kabuli Kabuli predict Desi
Seed yield 0.48 (0.015)a 0.26 (0.029) 0.25 (0.020) 0.08b 0.04c
Seed weight 0.92 (0.002) 0.76 (0.012) 0.74 (0.014) 0.20 0.58
Biomass 0.50 (0.013) 0.39 (0.019) 0.26 (0.026) 0.11 0.16
Plant height 0.65 (0.011) 0.75 (0.010) 0.42 (0.038) −0.13 0.16
Days to flower 0.68 (0.007) 0.63 (0.016) 0.56 (0.031) −0.34 0.07
Days to maturity 0.70 (0.003) 0.53 (0.021) 0.53 (0.038) −0.16 0.09
aMean prediction accuracy of the Pearson correlation between unobserved BLUPs and observed BLUEs. Standard deviation of ten replicates is shown in parentheses.
bAll Desi lines used to predict all Kabuli lines (no cross-validation). cAll Kabuli lines used to predict all Desi lines (no cross-validation).
across traits, the sparse testing approach consistently achieves
prediction accuracies that are as good or higher, which agrees
with similar studies in wheat (Jarquín et al., 2017; Sukumaran
et al., 2018). Unsurprisingly, the relative improvement in
performance increases for traits with higher genetic correlations
across environments.
DISCUSSION
Strategy for Phased Implementation
Routine implementation of genomic information represents
significant changes in the way plant breeding programs operate
and how breeding decisions are made. To facilitate routine
implementation, we recommend a phased implementation
strategy (Figure 5). In Phase 1 the goal should be to establish
informatics capabilities to successfully implement GS and
optimize trial designs, such as ST and FSTS, to build appropriate
training datasets in a cost-effective manner. While the focus
of this paper is the routine implementation of GS, it should
be noted that routine genotyping of all entries in the VDP
will immediately enable genetic quality control and pedigree
verification which can improve the overall efficiency of the
breeding pipeline by identifying errors early in the screening
process. Once the accuracies of genomic prediction models are
validated in a breeding program, Phase 2 of implementation
should focus on increasing selection intensity in the early stages
of the VDP, reducing the number of seasons in which varieties
are tested prior to release and recycling lines as new parents
earlier in the testing process. Finally, Phase 3 would focus on
the implementation of rapid-cycle recurrent selection to reduce
generation intervals towards the biological limits of the species.
The proposed phases account for the dependencies and logistical
complexities of implementation, as well as the size of the training
set needed to maintain accurate predictions. Phase 1 assumes a
breeding program is starting with very little combined genotypic
and phenotypic data to train prediction models. Given that most
public sector breeding programs in Africa and South Asia have
yet to initiate routine genotyping of lines entering the VDP,
the key first step is to implement capabilities and cost-effective
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FIGURE 3 | Prediction accuracies for Desi and Kabuli with different structures for training and validation sets. (A) Prediction accuracy of using only Kabuli lines to
predict Kabuli lines vs. using both Desi and Kabuli lines to predict Kabuli lines. (B) Prediction accuracy of using only Desi lines to predict Desi lines vs. using both
Kabuli and Desi lines to predict Desi lines.
strategies to routinely genotype lines entering early-stage testing
and generate accurate predictions with limited training data. This
is a key focus of this study and of projects like GOBii and the High
Throughput Genotyping (HTPG) project, both funded by the Bill
and Melinda Gates foundation, which are working to increase
genetic gains and improve the efficiency of breeding programs
serving Africa and South Asia.
The data used in this study were collected on crops with
different breeding approaches and different initial strategies for
building training sets and applying GS in early-stage trials.
These contrasting crops make for an interesting dataset for
testing widely applicable strategies for the initial adoption of GS
approaches. The chickpea training set was developed to represent
the full diversity of ICRISAT chickpea breeding programs, both
Kabuli and Desi, for the purpose of predicting the performance
of new lines prior to preliminary yield trials. The combined
chickpea training set may be good at distinguishing phenotypic
differences between the two known groups, but less accurate
at discriminating within groups. The inability to predict across
seed-types demonstrates that population specific allele frequency
and LD patterns appear to be driving the observed prediction
accuracy. While using Kabuli lines to predict the performance of
Desi, and vice versa, may be viewed as an extreme case, the large
decreases in prediction accuracy when compared to the use of
Desi to predict Desi and Kabuli to predict Kabuli highlight the
importance of building appropriate training sets.
In the chickpea case, the estimates of prediction accuracy
using both seed-types were overly optimistic and could have
disappointed and discouraged funders of these early GS efforts.
Indeed, many reported genomic prediction accuracies are likely
upward biased when it comes to selection, as the (unobserved)
accuracy of new lines formed from relatively few crosses will
not be inflated by the same degree of population structure
within the diverse training population. The inability to predict
across demonstrates that the two seed-types comprise effectively
separate breeding programs and should be treated as such
for training population designs in order to provide realistic
expectations to funders. It may be prudent to refrain from
reporting accuracies in diverse populations, instead focusing on
the average of within group/family to guide expectations.
It has been shown that, when assuming the infinitesimal
model, the expected prediction accuracy is a function of
population structure, trait heritability, training set size, and
the accuracy with which genomic relationships calculated using
genetic markers estimate the true genomic relationships at the
QTL regions controlling the trait of interest (Goddard, 2009;
Daetwyler et al., 2010; Goddard et al., 2011). The latter is a
function of both marker density and the number of independent
chromosomal segments segregating between the training set
and the target set of lines for prediction. Strategies that utilize
training sets containing lines closely related to the target lines
for prediction reduces the number of independently segregating
chromosomal segments, which in turn increases prediction
accuracy. When LD is high, as it is within close relatives,
small training sets and mid to low-density marker platforms
can adequately capture the genetic information required for
prediction (Schopp et al., 2017; Brauner et al., 2019). A straight-
forward approach to ensuring training data is closely related
to new lines being developed in the breeding programs is to
adopt a dual purpose line development and VDP approach to
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building training sets, where the VDP serves the additional
purpose of providing training data to continuously update
predictive models (Schopp et al., 2017; Brauner et al., 2019).
While this certainly isn’t a groundbreaking revelation, it does
provide a clear target for the initial step in implementing
GS in a breeding program: cost-effective genotyping of all
lines entering the VDP. The general concept of maintaining
reasonably close genetic relationships between the germplasm in
the line development program and germplasm in the VDP is an
important consideration when balancing the effectiveness of the
long-term GS implementation strategy with the need to diversify
the germplasm base. Maintaining diversity is important for
sustained long-term genetic gain as well as response to evolving
breeding targets. While GS shows substantial promise for
improving breeding program efficiency, it requires a thoughtful
germplasm strategy to maximize long-term effectiveness.
When comparing approaches to initiate a dual purpose VDP,
the ST approach consistently outperforms both FSTS and DTS in
terms of prediction accuracy. Given the differences in crops and
population structure of the training sets in this study, the fact that
ST delivered higher prediction accuracies in both cases indicates
that it could be a robust strategy across crops and breeding
programs. It should be noted that the ST method does necessitate
the generation of seed from all lines, where the FSTS does not,
however, the amount of seed required is less, presenting the
potential for time savings during seed multiplication for inbred
crops. In lower throughput programs where seed multiplication
occurs in the field, this could allow material to enter the VDP an
entire year earlier. However, for hybrid crops, the cost implication
of seed multiplication for ST is greater since hybrid crops
require testcrossing all candidates. The tradeoffs between cost
and accuracy need to be carefully considered when considering
implementation strategies.
Traits that benefited most from the sparse testing approach
were of moderate to high heritability. Traits with low heritability,
such as seed yield, also tended to have low genetic correlations
across environments. Often, moderate to high heritability traits
are under selection in small plot trials during seed multiplication,
meaning sparse testing may not be as advantageous for these
cases as indicated here. More importantly, the observation of
all lines in the field, as is done in ST, allows for a breeder to
identify and cull lines with other undesirable, but highly heritable
traits, before they enter into extensive field trials. Sparse testing
also presents opportunities for cross program collaboration,
including across countries or continents. If both programs share a
marker platform, implementation of germplasm sharing could be
expedited by predicting performance in the other program, and
exchange of promising materials for the other environment(s).
However, this may be limited to programs that already share
related materials which can be reliably predicted.
While prediction accuracy is a major factor in determining
the best approaches to implement GS, the cost and complexity
of implementation must also be considered. For simplicity and
ease of comparison, the same number of plots were used in
training predictive models for each approach presented here.
This does not mean that each approach would have roughly
the same cost or the same efficiency in VDP design. The FSTS
TABLE 2a | Plot level heritabilities and genetic correlations across rainfed and
irrigated environments for chickpea.
Chickpea Desi Kabuli
Rainfed Irrigated Rainfed Irrigated
Seed yield Rainfed 0.38a 0.24b 0.29 0.1
Irrigated 0.32 0.16
Seed weight Rainfed 0.59 0.88 0.65 0.83
Irrigated 0.76 0.74
Biomass Rainfed 0.21 0.41 0.27 0.25
Irrigated 0.28 0.11
Plant height Rainfed 0.54 0.87 0.42 0.73
Irrigated 0.64 0.49
Days to flowering Rainfed 0.51 0.91 0.55 0.97
Irrigated 0.6 0.67
Days to maturity Rainfed 0.36 0.82 0.49 0.89
Irrigated 0.34 0.38
TABLE 2b | Plot level heritabilities and genetic correlations across three
environments for maize.
Maize
Kiboko Kakamega Kiboko drought
Yield Kiboko 0.30 0.54 0.72
Kakamega 0.25 0.40
Kiboko drought 0.30
Moisture Kiboko 0.05 0.55 0.98
Kakamega 0.45 0.31
Kiboko drought 0.19
Plant Height Kiboko 0.36 0.86 0.97
Kakamega 0.27 0.77
Kiboko drought 0.32
aPlot level heritabilities within each environment are represented on the diagonal.
bThe above diagonal is the estimated genetic correlation of environments.
approach has the advantage of reducing the number of lines
for which seed must be produced for yield trial testing as with
this approach phenotypic data is not collected on all genotyped
lines. The DTS approach enables prediction of new lines prior
to the collection of any information on the line itself or on full-
sibs, but requires significant initial investment to develop the
training set. Thus, it is difficult to envision an implementation
that is cost neutral in terms of the total breeding budget. The
ST approach combines genomic prediction and advancement
decisions into a single analysis. The fact that implementation can
be viewed as a change in experimental design is appealing, but
it does increase the complexity of models that need to be run
to advance lines through the VDP. In an ST approach, genomic
relationship matrices need to be calculated for variety trials
and used in mixed models for variety advancements. This adds
complexity to the traditional advancement process that could
quickly overwhelm even a moderate sized breeding program
without breeding informatics tools to support the process.
It is important to note that incomplete block designs typically
have some explicit genetic overlap, with some lines shared across
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FIGURE 4 | Prediction accuracies for sparse testing (ST) vs. (A) dedicated training set (DTS) prediction accuracies in chickpea lines across six traits and two water
regimes, and (B) Full-sib prediction accuracies (FSTS) in maize across three traits and three environments.
FIGURE 5 | Recommended implementation of genomic information into a breeding program. Phase 1 (blue), Phase 2 (yellow), and Phase 3 (red). Solid lines
indicate the flow of genetic materials, while dashed lines indicate the flow of information.
each pair of environments, as is the case here in maize. With this
overlap, the genetic correlation of environments can be estimated
even when lines are considered independent. When genotypes
are available, however, the genetic correlation of environments
can be estimated without the need to replicate any lines across
environments. These correlations are instead estimated through
replication of alleles across environments, as is the case here in
chickpea. The ST approach does require estimation of genetic
correlations across environments, and this should be taken into
account when designing multi-environment trials. Generally,
greater levels of genetic overlap will increase the precision of these
correlation estimates.
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While these results provide some general guidance on
promising approaches for initial implementation of routine GS,
the optimal implementation strategy will depend on the specifics
of each breeding pipeline. The heritability of traits of interest,
cost of phenotyping, amount of historical data available for
training prediction models, field testing resources, structure of
breeding populations, and access to cost-effective genotyping
platforms are all factors that will influence decisions about
optimal approaches for implementation of GS. Even within a
program there may be a need for hybrid approaches given
the expected prediction accuracy for a given population using
historical data. It is recommended that any breeding program
test the potential efficiency of new approaches using simulation
prior to implementation. Fortunately, there are freely available
simulation packages (Faux et al., 2016; Yabe et al., 2017), and EiB
is working directly with public breeding programs in Africa and
South Asia to conduct simulations and make recommendations
for optimal breeding pipeline designs.
Breeding Informatics
Implementation of any of the approaches examined in this
study will require full integration of genomic information into
routine breeding decisions, requiring a shift in how data is
viewed and handled in a breeding program. The need to build
a large training set through a dual purpose VDP means that
variety testing trials can no longer be viewed as independent
experiments for the identification and advancement of superior
varieties. The data collected should be treated as a resource for
increasing understanding of breeding germplasm and improving
the accuracy of breeding decisions (Spindel and McCouch, 2016).
The capability to combine genotypic data with phenotypic data
collected across experiments, environments, and seasons will
be critical for success. While challenging in and of itself, the
narrow timelines between harvesting yield trials and planting
nurseries to generate seed for the next season make it infeasible to
implement these approaches without effective data management
and analytic platforms. To bring genomic information into
routine breeding decisions and enable access to valuable data
resources, information systems are required to track samples,
store genomic and phenotypic information, and implement
analysis pipelines to merge data from multiple sources and
conduct advanced analytics to guide decision making on tight
schedules. In addition, a standardized, low-cost and robust
genotyping platform with short turn-around time is essential to
delivering high-quality genotyping data in a timely fashion.
To address this critical need, GOBii, EiB, and several other
projects are working with public sector breeding programs to
build and deploy the foundational capabilities needed to digitize
breeding data, support breeding processes and implement GS
routinely. Given the size and capacity of many public sector
breeding programs, open-source breeding software needs to be
both scalable and customizable to meet the needs of diverse crop
breeding programs. To accomplish this communities of practice
associated with projects like the Breeding Application Program
Interface (BrAPI; Selby et al., 2019) and EiB are working to
develop best practices and standards to enable interoperability of
software being developed across multiple development teams and
projects. Figure 6 represents a high-level, generic architecture
focused on the development of web-based breeding software
tools. The use of web-based tools enables cloud deployment of
FIGURE 6 | High level architecture for breeding software. (A) Applications, (B) Databases, and (C) Breeding management systems.
Frontiers in Plant Science | www.frontiersin.org 9 March 2020 | Volume 11 | Article 353
fpls-11-00353 March 26, 2020 Time: 17:31 # 10
Santantonio et al. Technology Driven Crop Improvement
complex systems and software as a service (SaaS) for scalability.
Common standards for Application Program Interfaces (API),
such as BrAPI, will enable customization for a variety of breeding
processes. It should be noted that these development efforts are
not limited to web-based applications as it is recognized that
certain breeding activities will need to be conducted offline.
Several development teams are building applications designed
to support specific breeding processes (Figure 6A), and several
examples of these applications can be found on the BrAPI
website3. Projects like GOBii are focused on building databases
designed to achieve optimal performance with specific data
types (Figure 6B). The GOBii genomic data management system
(GOBii GDM) is designed to store multiple genomic data
types and is built on technology that enables fast querying of
large genomic datasets (Nti-Addae et al., 2019). The GOBii
system utilizes RESTful APIs and the BrAPI standard to enable
connections to breeding management systems and breeding
analytics pipelines being developed by EiB and other open-
source software development projects (Tecle et al., 2014;
Ribaut and Ragot, 2019). Finally, several projects such as the
EiB Enterprise Breeding System (EBS) and the USDA ARS
Breeding Insight4 are developing systems composed of multiple
applications and databases for end-to-end support of breeding
processes, leveraging existing breeding software and databases
when feasible (Figure 6C).
To enable cost-effective genotyping, EiB, in collaboration
with the High Throughput Genotyping (HTPG)5 project, are
sourcing genotyping platforms to reduce the cost of mid-density
genotyping (1,000–2,000 markers) to a price per line that is
comparable to the cost of running a single yield trial plot. Using
the HTPG platform, EiB is implementing low-cost genotyping
services for public sector breeding programs. Access to these low-
cost genotyping services, combined with open-source databases
and analytic pipelines greatly reduces barriers to cost-effective
implementation of GS strategies and should pave the way
for routine use of GS in public sector breeding programs in
the near future.
Notably, adoption of new technology demands a skilled
workforce. Rapid creation, quality control and turnover of
genotypic and phenotypic data will be necessary to make
and implement breeding decisions. This will result in many
moving parts, and all these steps require a high degree of skill.
Many programs will need to adopt a team-oriented approach
where expertise is split across many individuals, with enough
overlap for effective communication. Future members of plant
breeding teams will need skills and expertise outside of what
has traditionally been associated with plant breeding. Expertise
in database management, machine learning, biometrics, software
development, engineering, and operations research will be
needed to augment the biology, genetics, and agronomy skills
of the team. We acknowledge that building this expertise
for every program would be impractical, therefore movement
3https://brapi.org/brapps
4https://www.breedinginsight.org/about
5cegsb.icrisat.org/high-throughput-genotyping-project-htpg/
towards regional networks with shared services and expertise
will be necessary.
CONCLUSION
There are several barriers to routine implementation of GS at
a breeding program scale. These barriers are currently being
addressed and we foresee movement towards routine adoption
in several public breeding programs. We suggest that breeding
programs approach the implementation of GS in a phased
approach with the initial step being the routine genotyping
of all materials that are evaluated for yield. These materials
will be genetically and environmentally close to the materials
to be predicted in later stages. We stress that genotyping
should be a regular process instead of a series of isolated
efforts as is often practiced today. Modification of a traditional
variety development pipeline will include implementation of
experimental designs that optimize resources allocated to
phenotyping and genotyping. Changes in experimental designs
and VDP structure should focus on reductions in replications,
sparse testing, and faster germplasm turnover. Marker data must
be seamlessly integrated with pedigree information, phenotypes,
and experimental design to facilitate data processing and analysis
for making breeding decisions at a fast turnover rate. Adoption
of standardized databases and analysis platforms is necessary to
streamline decision making processes. Many of these platforms
exist or are currently being constructed, but adoption will be key
to successful implementation of GS into the 21st century public
breeding program.
DATA AVAILABILITY STATEMENT
The datasets analyzed in this article are not publicly available.
Requests to access the datasets should be directed to Yoseph
Beyene, y.beyene@cgiar.org (maize); Rajeev Varshney,
r.k.varshney@cgiar.org (chickpea).
AUTHOR CONTRIBUTIONS
NS analyzed the chickpea data, contributed to the design of the
study, and drafting of the manuscript. SA analyzed the maize
data, contributed to the design of the study, and the drafting of
the manuscript. KR, MO, and EJ contributed to the design of the
study and drafting of the manuscript. YB, RV, MG, PG, XZ, CB,
and MR contributed to the design of the study and collection
of phenotypic and genotypic data. CH, AR, KD, JC, and PP-R
contributed to the curation, QC, and analysis of the data. SG and
SM contributed to the drafting of the manuscript.
FUNDING
The maize research was supported by the Bill and Melinda
Gates Foundation, the Howard G. Buffett Foundations, and the
United States Agency for International Development (USAID)
Frontiers in Plant Science | www.frontiersin.org 10 March 2020 | Volume 11 | Article 353
fpls-11-00353 March 26, 2020 Time: 17:31 # 11
Santantonio et al. Technology Driven Crop Improvement
through the Stress Tolerant Maize for Africa (STMA, Grant
# OPP1134248), and the CGIAR Research Program MAIZE.
The Excellence in Breeding Platform (Grant # OPP1177070)
and the Genomic & Open-source Breeding Informatics
Initiative (Grant # OPP1093167) are funded by the Bill
and Melinda Gates Foundation and CGIAR W1 and
W2 funds. The chickpea research was supported by the
Department of Science and Technology (DST) Government
of India as a part of Australia – India strategic research
fund (AISRF) Project and Department of Biotechnology,
Govt. of India. This work was carried out as part of
the CGIAR Research Program on Grain Legumes and
Dryland Cereals.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online
at: https://www.frontiersin.org/articles/10.3389/fpls.2020.00353/
full#supplementary-material
REFERENCES
Alexandratos, N., and Bruinsma, J. (2012). World Agriculture Towards 2030/2050:
The 2012 Revision. ESA Working paper No. 12-03. Rome: FAO.
Bernardo, R., and Yu, J. (2007). Prospects for genomewide selection for
quantitative traits in maize. Crop Sci. 47, 1082–1090. doi: 10.2135/cropsci2006.
11.0690
Beyene, Y., Gowda, M., Olsen, M. S., Robbins, K. R., Pérez-Rodríguez, P., Alvarado,
G., et al. (2019). Empirical comparison of tropical maize hybrids selected
through genomic and phenotypic selections. Front. Plant Sci. 10:1502. doi:
10.3389/fpls.2019.01502
Beyene, Y., Semagn, K., Mugo, S., Tarekegne, A., Babu, R., Meisel, B., et al. (2015).
Genetic gains in grain yield through genomic selection in eight bi-parental
maize populations under drought stress. Crop Sci. 55, 154–163. doi: 10.2135/
cropsci2014.07.0460
Brauner, P. C., Müller, D., Molenaar, W. S., and Melchinger, A. E. (2019). Genomic
prediction with multiple biparental families. Theor. Appl. Genet. 133, 133–147.
doi: 10.1007/s00122-019-03445-7
Buckler, E. S., Ilut, D. C., Wang, X., Kretzschmar, T., Gore, M., and Mitchell, S. E.
(2016). rAmpSeq: using repetitive sequences for robust genotyping. bioRxiv
[Preprint]. doi: 10.1101/096628
Cobb, J. N., Juma, R. U., Biswas, P. S., Arbelaez, J. D., Rutkoski, J., Atlin, G.,
et al. (2019). Enhancing the rate of genetic gain in public-sector plant breeding
programs: lessons from the Breeder’s equation. Theor. Appl. Genet. 132, 627–
645. doi: 10.1007/s00122-019-03317-0
Cooper, M., Messina, C. D., Podlich, D., Totir, L. R., Baumgarten, A., Hausmann,
N. J., et al. (2014). Predicting the future of plant breeding: complementing
empirical evaluation with genetic prediction. Crop Pasture Sci. 65, 311–336.
doi: 10.1071/cp14007
Crossa, J., de los Campos, G., Pérez, P., Gianola, D., Burgueño, J., Araus, J. L., et al.
(2010). Prediction of genetic values of quantitative traits in plant breeding using
pedigree and molecular markers. Genetics 186, 713–724. doi: 10.1534/genetics.
110.118521
Crossa, J., Pérez-Rodríguez, P., Cuevas, J., Montesinos-López, O., Jarquín, D., de
los Campos, G., et al. (2017). Genomic selection in plant breeding: methods,
models, and perspectives. Trends Plant Sci. 22, 961–975. doi: 10.1016/j.tplants.
2017.08.011
Daetwyler, H. D., Pong-Wong, R., Villanueva, B., and Woolliams, J. A. (2010). The
impact of genetic architecture on genome-wide evaluation methods. Genetics
185, 1021–1031. doi: 10.1534/genetics.110.116855
Faux, A.-M., Gorjanc, G., Gaynor, R. C., Battagin, M., Edwards, S. M., Wilson,
D. L., et al. (2016). AlphaSim: software for breeding program simulation. Plant
Genome 9, 1–14. doi: 10.3835/plantgenome2016.02.0013
Gaynor, R., Chris, R., Gaynor, C., Gorjanc, G., Bentley, A. R., Ober, E. S., et al.
(2017). A two-part strategy for using genomic selection to develop inbred lines.
Crop Sci. 57, 2372–2386. doi: 10.2135/cropsci2016.09.0742
Gilmour, A. R. (1997). ASREML for testing fixed effects and estimating multiple
trait variance components. Proc. Assoc. Advmt. Anim. Breed Genet. 12, 386–
390.
Gilmour, A. R., Thompson, R., and Cullis, B. R. (1995). Average information
REML: an efficient algorithm for variance parameter estimation in linear mixed
models. Biometrics 51, 1440–1450. doi: 10.2307/2533274
Goddard, M. (2009). Genomic selection: prediction of accuracy and maximisation
of long term response. Genetica 136, 245–257. doi: 10.1007/s10709-008-9308-0
Goddard, M. E., Hayes, B. J., and Meuwissen, T. H. E. (2011). Using the genomic
relationship matrix to predict the accuracy of genomic selection. J. Anim. Breed.
Genet. 128, 409–421. doi: 10.1111/j.1439-0388.2011.00964.x
Godfray, H., Charles, J., Beddington, J. R., Crute, I. R., Haddad, L., Lawrence, D.,
et al. (2010). Food security: the challenge of feeding 9 billion people. Science 327,
812–818. doi: 10.1126/science.1185383
Gorjanc, G., Gaynor, R. C., and Hickey, J. M. (2018). Optimal cross selection for
long-term genetic gain in two-part programs with rapid recurrent genomic
selection. Theor. Appl. Genet. 131, 1953–1966. doi: 10.1101/227215
Heffner, E. L., Sorrells, M. E., and Jannink, J. L. (2009). Genomic selection for crop
improvement. Crop Sci. 49, 1–12. doi: 10.2135/cropsci2008.08.0512
Hickey, J. M., Dreisigacker, S., Crossa, J., Hearne, S., Babu, R., Prasanna, B. M.,
et al. (2014). Evaluation of genomic selection training population designs and
genotyping strategies in plant breeding programs using simulation. Crop Sci. 54,
1476–1488. doi: 10.2135/cropsci2013.03.0195
Jacobson, A., Lian, L., Zhong, S., and Bernardo, R. (2014). General combining
ability model for genomewide selection in a biparental cross. Crop Sci. 54,
895–905. doi: 10.2135/cropsci2013.11.0774
Jarquín, D., da Silva, C. L., Gaynor, R. C., Poland, J., Fritz, A., Howard, R., et al.
(2017). Increasing genomic-enabled prediction accuracy by modeling genotype
× environment interactions in Kansas wheat. Plant Genome 10, 1–15. doi:
10.3835/plantgenome2016.12.0130
Legarra, A., Christensen, O. F., Aguilar, I., and Misztal, I. (2014). Single step, a
general approach for genomic selection. Livestock Sci. 166, 54–65. doi: 10.1016/
j.livsci.2014.04.029
Lush, J. L. (1936). Genetics and animal breeding∗. J. Hered. 27, 201–203. doi:
10.1093/oxfordjournals.jhered.a104206
Meuwissen, T. H., Hayes, B. J., and Goddard, M. E. (2001). Prediction of total
genetic value using genome-wide dense marker maps. Genetics 157, 1819–1829.
Nti-Addae, Y., Matthews, D., Ulat, V. J., Syed, R., Sempéré, G., Pétel, A., et al.
(2019). Benchmarking database systems for genomic selection implementation.
Database (Oxford) 2019:baz096. doi: 10.1093/database/baz096
Rembe, M., Zhao, Y., Jiang, Y., and Reif, J. C. (2019). Reciprocal recurrent genomic
selection: an attractive tool to leverage hybrid wheat breeding. Theor. Appl.
Genet. 132, 687–698. doi: 10.1007/s00122-018-3244-x
Ribaut, J.-M., and Ragot, M. (2019). Modernising breeding for Orphan crops: tools,
methodologies, and beyond. Planta 250, 971–977. doi: 10.1007/s00425-019-
03200-8
Ritchie, H., Reay, D. S., and Higgins, P. (2018). Beyond calories: a holistic
assessment of the global food system. Front. Sustain. Food Syst. 2:57. doi: 10.
3389/fsufs.2018.00057
Roorkiwal, M., Jarquin, D., Singh, M. K., Gaur, P. M., Bharadwaj, C., Rathore,
A., et al. (2018). Genomic-enabled prediction models using multi-environment
trials to estimate the effect of genotype× environment interaction on prediction
accuracy in chickpea. Sci. Rep. 8:11701. doi: 10.1038/s41598-018-30027-2
Roorkiwal, M., Rathore, A., Das, R. R., Singh, M. K., Jain, A., Srinivasan, S., et al.
(2016). Genome-enabled prediction models for yield related traits in chickpea.
Front. Plant Sci. 7:1666. doi: 10.3389/fpls.2016.01666
Rutkoski, J. E. (2019). “A practical guide to genetic gain,” in Advances in Agronomy,
ed. D. L. Sparks (Cambridge, MA: Academic Press Inc.), 217–249. doi: 10.1016/
bs.agron.2019.05.001
Rutkoski, J. E., Crain, J., Poland, J., and Sorrells, M. E. (2017). “Genomic selection
for small grain improvement,” in Genomic Selection for Crop Improvement, ed.
R. K. Varshney (Cham: Springer), 99–130. doi: 10.1007/978-3-319-63170-7_5
Frontiers in Plant Science | www.frontiersin.org 11 March 2020 | Volume 11 | Article 353
fpls-11-00353 March 26, 2020 Time: 17:31 # 12
Santantonio et al. Technology Driven Crop Improvement
Schopp, P., Müller, D., Wientjes, Y. C. J., and Melchinger, A. E. (2017). Genomic
prediction within and across biparental families: means and variances of
prediction accuracy and usefulness of deterministic equations.G3 7, 3571–3586.
doi: 10.1534/g3.117.300076
Selby, P., Abbeloos, R., Backlund, J. E., Salido, M. B., Bauchet, G., Benites-
Alfaro, O. E., et al. (2019). BrAPI – an application programming interface
for plant breeding applications. Bioinformatics 35, 4147–4155. doi: 10.1093/
bioinformatics/btz190
Spindel, J. E., and McCouch, S. R. (2016). When more is better: how data sharing
would accelerate genomic selection of crop plants. New Phytol. 212, 814–826.
doi: 10.1111/nph.14174
Sukumaran, S., Jarquin, D., Crossa, J., and Reynolds, M. (2018). Genomic-
enabled prediction accuracies increased by modeling genotype × environment
interaction in Durum wheat. Plant Genome 11, 1–11. doi: 10.3835/
plantgenome2017.12.0112
Tecle, I. Y., Edwards, J. D., Menda, N., Egesi, C., Rabbi, I. Y., Kulakow, P., et al.
(2014). solGS: a web-based tool for genomic selection. BMC Bioinform. 15:398.
doi: 10.1186/s12859-014-0398-7
VanRaden, P. M. (2008). Efficient methods to compute genomic predictions.
J. Dairy Sci. 91, 4414–4423. doi: 10.3168/jds.2007-0980
Yabe, S., Iwata, H., and Jannink, J.-L. (2017). A simple package to script and
simulate breeding schemes: the breeding scheme language. Crop Sci. 57, 1347–
1354. doi: 10.2135/cropsci2016.06.0538
Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.
Copyright © 2020 Santantonio, Atanda, Beyene, Varshney, Olsen, Jones, Roorkiwal,
Gowda, Bharadwaj, Gaur, Zhang, Dreher, Ayala-Hernández, Crossa, Pérez-
Rodríguez, Rathore, Gao, McCouch and Robbins. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice. No
use, distribution or reproduction is permitted which does not comply with these terms.
Frontiers in Plant Science | www.frontiersin.org 12 March 2020 | Volume 11 | Article 353
