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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ analy´zou linea´rn´ıch diferencia´ln´ıch rovnic s na´hodny´mi
vstupy ve specia´ln´ım tvaru. Ve zmı´neˇne´m kontextu jsou tak zkouma´ny cˇ´ıselne´ cha-
rakteristiky odpov´ıdaj´ıc´ıch stochasticky´ch proces˚u. Problematika je prakticky demon-
strova´na v aplikaci, jenzˇ je zameˇrˇena na se´riovy´ RLC obvod, kde je mozˇne´ si d´ıky
uzˇivatelske´mu rozhran´ı vlastn´ı volbou parametr˚u vsˇe vyzkousˇet a prohle´dnout si vypocˇtene´
charakteristiky. V pra´ci je obsazˇena potrˇebna´ teorie vztahuj´ıc´ı se k obecne´mu za´kladu
teorie pravdeˇpodobnosti, teorii stochasticky´ch proces˚u a linea´rn´ıch diferencia´ln´ıch rovnic.
Soucˇa´st´ı pra´ce je i na´zorny´ prˇ´ıklad, na neˇmzˇ jsou vesˇkere´ postupy uka´za´ny.
Kl´ıcˇova´ slova: na´hodna´ velicˇina; strˇedn´ı hodnota; rozptyl; kovariance; autokorelacˇn´ı
funkce; pravdeˇpodobnostn´ı prostor; stochasticky´ proces; linea´rn´ı diferencia´ln´ı rovnice
Abstract
This Bachelor thesis is about analysis of linear differential equations with random inputs.
With this fundamental idea is closely connected investigation of stochastic processes and
their numeric characteristics. Already mentioned problems are practically demonstrated
in application which is focused on serial RLC circuit. Application has user interface that
enables user to change parameters and see the results. In the thesis there are all needed
mathematical definitions and theorems for the probability theory, theory of stochastic
processes and linear differential equations. Inside the thesis there is also example on which
all procedures are shown.
Keywords: random variable; mean; variance; covariance; autocorrelation; probability
space; stochastic process; linear differential equations
Seznam pouzˇity´ch zkratek a symbol˚u
E(X) – strˇedn´ı hodnota na´hodne´ velicˇiny X
D(X) – rozptyl na´hodne´ velicˇiny X
C(X,Y) – kovariance mezi na´hodny´mi velicˇinami X a Y
EX – strˇedn´ı hodnota na´hodne´ho procesu X
DX – rozptyl na´hodne´ho procesu X
CX – autokorelacˇn´ı funkce na´hodne´ho procesu
RLC – rezonancˇn´ı obvod
R – elektricky´ odpor
L – indukcˇnost c´ıvky
C – kapacita kondenza´toru
ODR – obycˇejna´ diferencia´ln´ı rovnice
ψp – partikula´rn´ı rˇesˇen´ı ODR
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1 U´vod
V inzˇeny´rske´ praxi existuje mnoho syste´mu˚, ktere´ lze u´speˇsˇneˇ modelovat linea´rn´ımi dife-









Ukazuje se, zˇe prˇi prˇedem pevneˇ stanoveny´ch pocˇa´tecˇn´ıch podmı´nka´ch existuje linea´rn´ı
opera´tor L, ktery´ deterministicke´ funkci vstupu x = x (t) do syste´mu prˇiˇrad´ı pra´veˇ je-
den deterministicky´ vy´stup Y = L {X}. Za´kladn´ı vlastnosti opera´toru L jsou vlastneˇ
vysveˇtlova´ny jizˇ v za´kladn´ıch matematicky´ch kurzech bakala´rˇske´ho studia na tech-





(n−k) = x (t) .
Prˇipomenˇme, zˇe opera´tor L je linea´rn´ım opera´torem na vhodne´m prostoru funkc´ı.
Prˇi studiu rea´lny´ch syste´mu˚ vsˇak cˇasto docha´z´ı k prˇ´ıpadu, zˇe vstup x so soustavy nema´
deterministicky´ charakter.
V te´to pra´ci je popsa´no, jak linearita opera´toru L umozˇnˇuje popsat neˇktere´ charakte-
ristiky na´hodny´ch proces˚u na vy´stupu v za´vislosti na charakteristika´ch stochasticke´ho
vstupu. V pra´ci se omez´ıme na na´hodne´ vstupy ve tvaru linea´rn´ı kombinace deter-
ministicky´ch funkc´ı, prˇicˇemzˇ koeficienty te´to linea´rn´ı kombinace budou prˇedstavova´ny
na cˇase neza´visly´mi na´hodny´mi velicˇinami. Zmı´neˇne´ zjednodusˇen´ı umozˇnˇuje studovat
charakter chova´n´ı odezvy bez hluboky´ch znalost´ı z oblasti matematicke´ analy´zy a teorie
pravdeˇpodobnosti.
Je zrˇejme´, zˇe za vy´sˇe popsany´ch prˇedpoklad˚u nebudeme schopni popsat obecneˇjˇs´ı
situaci - transformaci staciona´rn´ıho na´hodne´ho procesu staciona´rn´ım linea´rn´ım syste´mem.
Za´veˇry teorie, ktera´ popisuje tento obecneˇjˇs´ı prˇ´ıpad, by´vaj´ı beˇzˇnou soucˇa´st´ı vy´uky
inzˇeny´rske´ho studia. Vy´klad je vsˇak cˇasto zalozˇen na inzˇeny´rske´ intuici a zkusˇenostech
z´ıskany´ch naprˇ´ıklad simulacemi r˚uzny´ch experiment˚u, poprˇ´ıpadeˇ mechanicke´ aplikaci
r˚uzny´ch vzorc˚u z oblasti integra´ln´ıch transformac´ı.
Hlavn´ım c´ılem te´to pra´ce je tedy podat takovy´ vy´klad ve ktere´m je zachova´na urcˇita´
u´rovenˇ matematicke´ korektnosti a za´rovenˇ je akceptova´n stupenˇ matematicke´ erudice po-
tencia´ln´ıho cˇtena´rˇe - studenta druhe´ho nebo trˇet´ıho rocˇn´ıku vysoke´ sˇkoly technicke´ho
zameˇrˇen´ı. Vy´klad je doplneˇn studiem se´riove´ho RLC obvodu, vcˇetneˇ prˇilozˇene´ho simu-
lacˇn´ıho softwaru, realizovane´m jazyce MATLAB.
Pro pohodl´ı cˇtena´rˇe jsou na pocˇa´tku pra´ce prˇipomenuty potrˇebne´ pojmy a vy´sledky
z teorie pravdeˇpodobnosti. Rˇadu definic a vy´sledk˚u te´to teorie lze jednodusˇe formulo-
vat za prˇedpokladu pouzˇity´ch vy´sledk˚u z teorie mı´ry a teorie Lebesgueova - Stieltjesova
integra´lu. Pro za´jemce je proto v prˇ´ıloze B uveden strucˇny´ na´stin dane´ problematiky.
Ja´dro pra´ce je obsazˇeno ve cˇtvrte´ a pa´te´ cˇa´sti. Nejprve je popsa´no, jak se meˇn´ı neˇktere´
charakteristiky stochasticke´ho na´hodne´ho vstupu v prˇ´ıpadeˇ aplikace obecne´ho linea´rn´ıho
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opera´toru. Pak je popsa´na implementace na prˇ´ıpad linea´rn´ı diferencia´ln´ı rovnice druhe´ho
rˇa´du v kontextu se´riove´ho RLC obvodu.
Strucˇny´ manua´l k prˇilozˇene´mu programu je popsa´n v prˇ´ıloze A. Prˇipomenut´ı algoritmu˚
rˇesˇen´ı linea´rn´ıch diferencia´ln´ıch rovnic je potom obsazˇeno v posledn´ı prˇ´ıloze.
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2 Na´hodne´ velicˇiny
Hlavn´ım c´ılem te´to kapitoly, v n´ızˇ budou uvedeny neˇktere´ za´kladn´ı pojmy z teorie
pravdeˇpodobnosti, je ucelen´ı terminologie, ktera´ bude nada´le v te´to pra´ci pouzˇ´ıva´na.
2.1 Jev a pravdeˇpodobnost jevu
Teorie pravdeˇpodobnosti je postavena na pojmu mnozˇiny vsˇech mozˇny´ch ”za´kladn´ıch“
vy´sledk˚u dane´ho na´hodne´ho pokusu. Takovouto mnozˇinu obvykle znacˇ´ıme Ω a nazy´va´me
ji mnozˇinou elementa´rn´ıch jev˚u. Mnozˇina Ω mu˚zˇe obsahovat konecˇny´, spocˇetny´ nebo i
nespocˇetny´ pocˇet elementa´rn´ıch jev˚u.
Definice 2.1 Necht’ je S syste´m podmnozˇin mnozˇiny Ω. Ma´-li S na´sleduj´ıc´ı vlastnosti:
1. Ω ∈ S,




3. jestliˇze jevy A,B ∈ S, tak A−B ∈ S,
pak S nazveme syste´mem na´hody´ch jev˚u.
Necht’ je da´n syste´m na´hodny´ch jev˚u S. Necht’ pak rea´lna´ funkce P , definovana´ na tomto
syste´mu, ma´ na´sleduj´ı vlastnosti:
1. P (Ω) = 1,
2. ∀A ∈ S : P (A) ≥ 0,










Pak P nazy´va´me pravdeˇpodobnost´ı na S a trojici (Ω,S, P ) rˇ´ıka´me pravdeˇpodobnostn´ı pros-
tor.
Pozna´mka 2.1 Z hlediska teorie mı´ry je tedy pravdeˇpodobnost´ı P kazˇda´ mı´ra
P : S → 〈0, 1〉 definovana´ na σ-algebrˇe S.
2.2 Na´hodna´ velicˇina
Definice 2.2 Necht’ je da´n pravdeˇpodobnostn´ı prostor (Ω,S, P ). Funkce X zobrazuj´ıc´ı
mnozˇinu elementa´rn´ıch jev˚u Ω do mnozˇiny rea´lny´ch cˇ´ısel nazveme na´hodnou velicˇinou,
kdyzˇ pro kazˇde´ rea´lne´ cˇ´ıslo x je mnozˇina elementa´rn´ıch jev˚u ω, pro ktere´ je X (ω) ≤ x
na´hodny´m jevem, tj. kdyzˇ
∀x ∈ R : {ω ∈ Ω : X (ω) ≤ x} ∈ S
.
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Pozna´mka 2.2 Na syste´mu B1, vsˇech borelovsky´ch funkc´ı mnozˇiny v R? (viz B.15) lze
zave´st funkci PX = B1 → R, ktera´ mnozˇineˇ E ∈ B1 prˇiˇrad´ı cˇ´ıslo
PX (E) = P ({ω ∈ Ω : X (ω) ∈ E}) .
Funkci PX se rˇ´ıka´ rozdeˇlen´ı pravdeˇpodobnosti na´hodne´ velicˇiny X. Lze doka´zat, zˇe trojice
(R,B1, PX) tvorˇ´ı pravdeˇpodobnostn´ı prostor. Studium r˚uzny´ch vlastnost´ı ve specia´ln´ım
prostoru (R,B1, PX) je jisteˇ snazˇsˇ´ı, nezˇ zkouma´n´ı obecne´ho pravdeˇpodobnostn´ıho pros-
toru (Ω,S, P ). To je take´ hlavn´ı d˚uvod pro zaveden´ı pojmu na´hodna´ velicˇina. Veˇtsˇina
zaj´ımavy´ch informac´ı o pravdeˇpodobnostn´ım prostoru (Ω,S, P ) mu˚zˇe by´t z´ıska´na
spra´vnou volbou na´hodne´ velicˇiny X a na´slednou analy´zou v (R,B1, PX). Ukazuje se,
zˇe k zada´n´ı pravdeˇpodobnostn´ı funkce PX stacˇ´ı zadat jej´ı hodnoty na intervalech typu
(−∞, x), kde x ∈ R. To na´s prˇirozeneˇ vede k zaveden´ı pojmu distribucˇn´ı funkce.
Definice 2.3 Necht’ X je na´hodna´ velicˇina na pravdeˇpodobnostn´ım prostoru (Ω,S, P ).
Potom funkci FX : R→ R definovanou na R prˇedpisem
FX (x) = P ({ω ∈ Ω : X (ω) < x})
nazveme distribucˇn´ı funkc´ı na´hodne´ velicˇiny X.
Pozna´mka 2.3 Mı´sto za´pisu P ({ω ∈ Ω : X (ω) < x}) budeme psa´t strucˇneˇji jen
P (X < x).
Veˇta 2.1 Necht’ FX je distribucˇn´ı funkce na´hodne´ velicˇiny X. Pak FX ma´ na´sleduj´ıc´ı
vlastnosti:
1. FX je neklesaj´ıc´ı funkce.
2. FX ma´ nejvy´sˇe spocˇetneˇ mnoho bod˚u nespojitosti 1. druhu.
3. FX je zleva spojita´ v kazˇde´m bodeˇ X ∈ R.
Obra´ceneˇ, necht’ G : R→ R je neklesaj´ıc´ı funkce, ktera´ je zleva spojita´ na R, prˇicˇemzˇ
lim
x→−∞G (x) = 0, limx→+∞G (x) = 1. Pak existuje pravdeˇpodobnostn´ı prostor (Ω,S, P ) a
na´hodna´ velicˇina Y na (Ω,S, P ) takova´, zˇe G je distribucˇn´ı funkc´ı Y .





kde integra´l na prave´ straneˇ uvedene´ho vztahu cha´peme jako Lebesgue˚uv - Stieltjes˚uv
integra´l (viz. B.21).
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Definice 2.4 Distribucˇn´ı funkce FX na´hodne´ velicˇiny X se nazy´va´ absolutneˇ spojita´,






kde uvedeny´ integra´l cha´peme v Lebesgueoveˇ smyslu. Funkci fX rˇ´ıka´me hustota
pravdeˇpodobnosti na´hodne´ velicˇiny X.
Ma´-li X absolutneˇ spojitou distribucˇn´ı funkci, budeme strucˇneˇ rˇ´ıkat, zˇe X je spojita´
na´hodna´ velicˇina.
Pozna´mka 2.5 Necht’ X je spojita´ na´hodna´ velicˇina. Pak
1. Pro kazˇde´ x ∈ R plat´ı:







2. Hustota fX je urcˇena jednoznacˇneˇ azˇ na mnozˇinu Lebesgueovy mı´ry nula vztahem
fX (x) = F ′X (x)
v bodech x ve ktery´ch existuje F ′X (x).
Definice 2.5 Necht’ je da´no n na´hodny´ch velicˇin X1, ..., Xn na pravdeˇpodobnostn´ım pros-
toru (Ω,S, P ). Pak n-tici (X1, ..., Xn) nazveme na´hodny´m vektorem na (Ω,S, P ).
Pozna´mka 2.6 Z na´hodny´ch velicˇin mu˚zˇeme pomoc´ı ”beˇzˇny´ch“ operac´ı matematicke´
analy´zy vytva´rˇet nove´ na´hodne´ velicˇiny. To umozˇnˇuje na´sleduj´ıc´ı tvrzen´ı (viz. B.11).
Veˇta 2.2 Necht’ (X1, ..., Xn) je na´hodny´ vektor v Rn a ϕ : Rn → Rm je borelovsky
meˇrˇitelne´ zobrazen´ı. Potom ϕ (X1, ..., Xn) je na´hodny´ vektor.
Definice 2.6 Necht’ (Ω,S, P ) je pravdeˇpodobnostn´ı prostor. Uvazˇujme na´hodne´ jevy
A1 ∈ S, A2 ∈ S, ..., An ∈ S. Pak rˇekneme, zˇe syste´m teˇchto jev˚u je neza´visly´, jelikozˇ pro
kazˇde´ k ∈ {1, 2, ..., n} a kazˇdou mnozˇinu {i1, i2, ..., ik} ⊂ {1, 2, ..., n} plat´ı:
P (Ai1 ∩Ai2 ∩ ... ∩Aik) = P (Ai1) · P (Ai2) · ... · P (Aik) . (1)
Plat´ı-li vztah (1) pouze pro k = 2, mluv´ıme pouze o syste´mu po dvou neza´visly´ch jev˚u.
Pozna´mka 2.7 Smysl vy´sˇe uvedene´ definice je zrˇejmy´, potrˇebujeme vsˇak jesˇteˇ pojem
neza´vislosti prˇirozeneˇ prˇeformulovat pro pra´ci s na´hodny´mi velicˇinami.
Definice 2.7 Rˇekneme, zˇe na´hodne´ velicˇiny X1, X2, ..., Xn na (Ω,S, P ) jsou
neza´visle´, jestliˇze pro kazˇdou borelovskou mnozˇinu E ∈ R tvorˇ´ı na´hodne´ jevy
{ω ∈ Ω : X1 (ω) ∈ E} , {ω ∈ Ω : X2 (ω) ∈ E} , ..., {ω ∈ Ω : Xn (ω) ∈ E} neza´visly´ syste´m.
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3 Charakteristiky na´hodny´ch velicˇin
Definice 3.1 Jednou z cˇ´ıselny´ch charakteristik na´hodne´ velicˇiny X je jej´ı strˇedn´ı hodnota










kde vy´raz v pravo reprezentuje Lebesgue˚uv integra´l.
Pro strˇedn´ı hodnotu na´hodne´ velicˇiny plat´ı:
E (aX + bY ) = aE (X) + bE (Y ) (2)
cozˇ plat´ı pro kazˇde´ a ∈ R, b ∈ R a kazˇde´ dveˇ na´hodne´ velicˇiny X,Y
na pravdeˇpodobnostn´ım prostoru (Ω,S, P ), za prˇedpokladu, zˇe E (X) ∈ R, E (Y ) ∈ R.
Vzorec (2) lze samozrˇejmeˇ zobecnit pro prˇ´ıpad konecˇneˇ mnoha na´hodny´ch velicˇin.
Pozna´mka 3.2 Jestlizˇe g je borelovsky meˇrˇitelna´ funkce rea´lne´ promeˇnne´, tak g (X) je
na´hodna´ velicˇina a existuje-li jej´ı strˇedn´ı hodnota, da´ se vypocˇ´ıtat jako
E (g (X)) =
∫ ∞
−∞
g (x) dFX (x) .
Definice 3.2 Strˇedn´ı hodnota na´hodne´ velicˇiny
g (X) = (X − E [X])2 ,
se nazy´va´ rozptylem na´hodne´ velicˇiny X. Tedy
D (X) = E
(
(X − E (X))2
)
Veˇta 3.1 Pro rozptyl na´hodne´ velicˇiny plat´ı:




D (aX + b) = a2D (X),
za prˇedpokladu, zˇe a ∈ R, b ∈ R, D (X) ∈ R.
Veˇta 3.2 Necht’ X1, X2, ..., Xn tvorˇ´ı neza´visly´ syste´m na´hodny´ch velicˇin. Potom
D (X1 +X2 + ...+Xn) = D (X1) +D (X2) + ...+D (Xn).
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Pozna´mka 3.3 Potrˇebujeme jesˇteˇ charakteristiku poskytuj´ıc´ı informaci o za´vislosti
mezi dveˇma na´hodny´mi velicˇinami. Je urcˇena strˇedn´ı hodnotou soucˇinu odchylek obou
na´hodny´ch velicˇin X,Y od jejich strˇedn´ıch hodnot.
Definice 3.3 Necht’ je da´n dvourozmeˇrny´ na´hodny´ vektor na (Ω,S, P ), jehozˇ slozˇkami
jsou na´hodne´ velicˇiny X,Y . Pokud existuje cˇ´ıslo
C (X,Y ) = E {[X − E (X)] · [Y − E (Y )]} ,
pak jej nazy´va´me kovarianc´ı na´hodny´ch velicˇin X,Y .
Pozna´mka 3.4 Pokud C (X,Y ) ∈ R, plat´ı
C (X,Y ) = E (X · Y )− E (X) · E (Y ) .
Veˇta 3.3 Necht’ X,Y jsou neza´visle´ na´hodne´ velicˇiny s konecˇny´mi rozptyly. Pak
D (X + Y ) = D (X) +D (Y ) .
3.1 Rovnomeˇrne´ a Gaussovo rozdeˇlen´ı na´hodne´ velicˇiny
Da´le budeme pouzˇ´ıvat na´hodne´ velicˇiny, ktere´ maj´ı rovnomeˇrne´ nebo norma´ln´ı rozdeˇlen´ı
pravdeˇpodobnosti. Prˇipomenˇme si tedy za´kladn´ı vlastnosti teˇchto rozdeˇlen´ı.
3.1.1 Rovnomeˇrne´ rozdeˇleˇn´ı
Na´hodna´ velicˇina X rˇ´ıd´ıc´ı se za´konem rovnomeˇrne´ho rozlozˇen´ı na intervalu 〈α, β〉 (viz
obra´zek 1),
Obra´zek 1: Rovnomeˇrne´ rozlozˇen´ı na´hodne´ velicˇiny na intervalu 〈α, β〉
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ma´ hustotu rozdeˇlen´ı pravdeˇpodobnosti fX (x) da´nu vzorcem
fX(x) =
{ 1
β−α , α < x < β,
0, x < α nebo x > β.
Graf prˇ´ıslusˇne´ distribucˇn´ı funkce FX (x) je zna´zorneˇn na obra´zku (2)
Obra´zek 2: Graf distribucˇn´ı funkce na´hodne´ velicˇiny
a jej´ı vyja´drˇen´ı vypada´ na´slednovneˇ:
FX(x) =

0, x < α
x−α
β−α , α ≤ x ≤ β
1, x > β























3.1.2 Norma´ln´ı (Gaussovo) rozdeˇlen´ı










hovorˇ´ıme o na´hodne´ velicˇineˇ s norma´ln´ım rozdeˇlen´ım pravdeˇpodobnosti.
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Lze doka´zat, zˇe potom plat´ı:
E (X) = m,
D (X) = σ2.
Krˇivka rozdeˇleˇn´ı norma´ln´ıho za´kona ma´ symetricky´ zvonovity´ tvar (viz obra´zek 3), ktere´mu
rˇ´ıka´me Gaussova krˇivka.
Obra´zek 3: Krˇivka norma´ln´ıho rozlozˇen´ı
Je zrˇejme´, zˇe maxima´ln´ı hodnota hustoty fX se rovna´ 1σ√2pi a odpov´ıda´ bodu x = m.
Prˇi vzdalova´n´ı se od tohoto bodu hustota fX klesa´, fX ma´ nulovou asymptotu v ±∞.
Ze vztahu (3) bezprostrˇedneˇ vyply´va´, zˇe centrem symetrie norma´ln´ıho rozdeˇlen´ı je
hodnota m. Prˇi zmeˇneˇ zname´nka rozd´ılu (x−m) na opacˇne´ se totizˇ d´ıky kvadra´tu nic
nemeˇn´ı. Zmeˇn´ıme-li hodnotu m, Gaussova krˇivka rozdeˇleˇn´ı se pouze posune ve smeˇru osy
x, a jej´ı tvar z˚ustane nezmeˇneˇn (viz. obra´zek 4). Rozmeˇr parametru m je prˇirozeneˇ totozˇny´
s rozmeˇrem na´hodne´ velicˇiny X.
Narozd´ıl od parametru m, jenzˇ charakterizuje umı´steˇn´ı krˇivky rozdeˇlen´ı, cˇ´ıslo σ
(smeˇrodatna´ odchylka) urcˇuje samotny´ tvar te´to krˇivky. Na obra´zku (5) jsou zna´zorneˇny
trˇi Gaussovy krˇivky (I, II, III) , kde u vsˇech trˇ´ı je hodnota parametru m rovna nule.
Krˇivka I. odpov´ıda´ nejveˇtsˇ´ı a krˇivka III. nejmensˇ´ı hodnoteˇ σ. Rozmeˇr parametru σ je take´
samozrˇejmeˇ totozˇny´ s rozmeˇrem na´hodne´ velicˇiny X.
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Obra´zek 4: Gaussovy krˇivky I.




Definice 4.1 Necht’ je da´n pravdeˇpodobnostn´ı prostor (Ω,S, P ). Budiˇz da´na mnozˇina
T ⊂ R. Necht’ zobrazen´ı X : Ω × T → R je definova´no na Ω × T , prˇicˇemzˇ pro kazˇde´
pevneˇ zvolene´ t ∈ T je zobrazen´ı Xt : Ω→ R, Xt (ω) = X (ω, t) na´hodnou velicˇinou na Ω
vzhledem k (Ω,S, P ). Pak zobrazen´ı X nazveme na´hodny´m procesem.
Prˇ´ıklad 4.1
Uvazˇujme dva neza´visle´ na´hodne´ pokusy prova´deˇne´ v cˇasech t1 = 3, t2 = 4. V kazˇde´m
z pokus˚u nastane stav S (u´speˇch) s pravdeˇpodobnost´ı p = 0, 2 nebo stav F (neu´speˇch)
s pravdeˇpodobnost´ı 1 − p = 0, 8. Ukazˇme si, jak lze zkonstruovat stochasticky´ proces X,
ktery´ odpov´ıda´ popsane´ situaci. Zvolme:
T = {3, 4}
Ω = {(F, F ) , (F, S) , (S, F ) , (S, S)}
Oznacˇme symbolem S syste´m vsˇech podmnozˇin mnozˇiny Ω. Na S lze definovat
pravdeˇpodobnostn´ı funkci P. Tato funkce je jednoznacˇneˇ zada´na naprˇ´ıklad na´sleduj´ıc´ımi
podmı´nkami.
P ({(F, F )}) = (1− p)2 = 0, 64
P ({(F, S)}) = p · (1− p)2 = 0, 16
P ({(S, F )}) = p · (1− p)2 = 0, 16
P ({(S, S)}) = p2 = 0, 04
T´ımto ma´me definova´n pravdeˇpodobnostn´ı prostor (Ω,S, P ) a mnozˇinu T ⊂ R. Nyn´ı
mu˚zˇeme na Ω× T definovat zobrazen´ı X takto:
X ((F, F ) , 3) = 0, X ((F, S) , 3) = 0
X ((S, F ) , 3) = 1, X ((S, S) , 3) = 1
X ((S, F ) , 4) = 0, X ((S, S) , 4) = 1
Zobrazen´ı X tedy prˇiˇrad´ı elementa´rn´ımu jevu ω ∈ Ω v cˇase t ∈ T hodnotu 0, pokud
odpov´ıdaj´ı pokus v cˇase t nebyl u´speˇsˇny´ a hodnotu 1 v prˇ´ıpadeˇ u´speˇchu.
Pro t = 3 z´ıska´va´me funkci X3 : Ω→ R,
X ((F, F ) , 3) = 0, X ((F, S) , 3) = 0,
X ((S, F ) , 3) = 1, X ((S, S) , 3) = 1,
prˇicˇemzˇ X3 je zrˇejmeˇ na´hodnou velicˇinou na Ω vzhledem k (Ω,S, P ).
Volbou t = 4 z´ıska´va´me funkci X4 : Ω→ R,
X ((F, F ) , 4) = 0, X ((F, S) , 4) = 1,
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X ((S, F ) , 4) = 0, X ((S, S) , 4) = 1,
ktera´ je take´ na´hodnou velicˇinou na Ω vzhledem k (Ω,S, P ). Zobrazen´ı X je tedy
na´hodny´m procesem.
V uvedene´m prˇ´ıpadeˇ se mnozˇina T = {3, 4} skla´da´ ze dvou cˇasovy´ch okamzˇik˚u a
uvazˇovane´mu na´hodne´mu procesu X jsme tak mohli jednoznacˇneˇ prˇiˇradit na´hodny´ vektor
(X3, X4).
Pozna´mka 4.1 Pokud T obsahuje nejvy´sˇe spocˇetneˇ mnoho hodnot, mluv´ıme
o na´hodny´ch procesech s diskre´tn´ım cˇasem.
Pozna´mka 4.2 Necht’ je da´n pravdeˇpodobnostn´ı prostor (Ω,S, P ), mnozˇina T ⊂ R a
na´hodny´ proces X : Ω × T → R. Zvolme pevneˇ ω ∈ Ω a uvazˇujme funkci Xω : T → R,
Xω (ω, t) = X (ω, t). Pak funkci Xω nazy´va´me realizac´ı na´hodne´ho procesu.
Prˇ´ıklady realizac´ı na´hodneho procesu z prˇedchoz´ıho prˇ´ıkladu:
X(F,S) : T → R, X(F,F ) (3) = 0, X(F,F ) (4) = 1
X(S,S) : T → R, X(F,S) (3) = 1, X(F,S) (4) = 1
Obra´zek 6: Funkce X(F,S)
Prˇ´ıklad 4.2
Uvazˇujme jednoduchy´ elektricky´ obvod obsahuj´ıc´ı pouze napeˇt’ovy´ zdroj a rezistor. V ob-
vodu je proud I sva´za´n s napeˇt´ım Ohmovy´m za´konem I = G · U , kde vodivost G je
prˇevra´cenou hodnotou ohmicke´ho odporu rezistoru. Zkoumejme mozˇne´ pr˚ubeˇhy proudu
v obvodu v cˇasove´m rozmez´ı T = 〈0, 2pi〉 za podmı´nky U (t) = sin(t). Prˇedpokla´dejme
prˇitom, zˇe v cˇase 0 dosˇlo k na´hodne´mu stanoven´ı vodivosti G rezistoru a pote´ se hod-





, kde Ω˜ je mnozˇina vsˇech mozˇny´ch stav˚u rezistoru v cˇase a P˜ je neˇjaka´
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Obra´zek 7: Funkce X(S,S)
pravdeˇpodobnostn´ı funkce definovana´ na syste´mu na´hodny´ch jev˚u S˜. Ke kazˇde´mu stavu
ω˜ ∈ Ω˜ zrˇejmeˇ prˇ´ıslusˇ´ı pra´veˇ jeden pr˚ubeˇh ω = φ (ω) proudu v obvodu. Oznacˇme sym-
bolem Ω mnozˇinu vsˇech pr˚ubeˇh˚u proudu v obvodu, ktere´ prˇ´ıslusˇ´ı vsˇem stav˚um mnozˇiny
Ω˜, tj. obor hodnot vza´jemneˇ jednoznacˇne´ho zobrazen´ı φ. Nyn´ı prˇiˇrad’me kazˇde´ mnozˇineˇ






φ (ω˜) : ω˜ ∈ A˜
}


















. Z´ıskali jsme tak trojici
(Ω,S, P ), ktera´ je zrˇejmeˇ pravdeˇpodobnostn´ım prostorem. Nyn´ı lze na Ω × 〈0, 2pi〉 defi-
novat zobrazen´ı X prˇedpisem X (ω, t) = G
(
φ−1 (ω)
) · sin(t), t ∈ 〈0, 2pi〉. Pro kazˇde´ pevne´
t ∈ 〈0, 2pi〉 je funkce Xt : Ω→ R, Xt (ω) = G
(
φ−1 (ω)
) · sin(t) na´hodnou velicˇinou na Ω.
Pro kazˇde´ α ∈ R totizˇ plat´ı: {ω ∈ Ω : Xt (ω) < α} =
{
ω ∈ Ω : G (φ−1 (ω)) · sin(t) < α} =
{φ (ω˜) ∈ Ω : G (ω˜) · sin(t) < α} = φ
({
ω˜ ∈ Ω˜ : G (ω˜) · sin(t) < α
})
∈ S. Zobrazen´ı X je




) · sin(t), ktere´ zobrazuj´ı za´vislosti pr˚ubeˇhu proudu na cˇase t (viz obra´zky 8 a
9).
4.2 Rozklad na´hodne´ho procesu
Prˇ´ıklad 4.3
Uvazˇujme obvod se dveˇma rezistory (viz. obra´zek 10) a dveˇma zdroji napeˇt´ı.
Prˇedpokla´dejme, zˇe U1 (t) = sin (t), U2 (t) = sin (2t). Zkoumejme stav obvodu v cˇasove´m
rozmez´ı T = 〈0, 2pi〉 za prˇedpokladu, zˇe v cˇase 0 je na´hodneˇ stanoven vektor (G1, G2) vo-
divost´ı rezistor˚u R1, R2 a pote´ se jizˇ hodnoty vodivost´ı obou rezistor˚u nemeˇn´ı. (G1, G2) je





Ω syste´m vsˇech mozˇny´ch pr˚ubeˇh˚u dvojice proud˚u v obvodu v intervalu T = 〈0, 2pi〉.
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Obra´zek 8: G (ω) = 1, Xω (t) = sin t
Obra´zek 9: G (ω) = 1, Xω (t) = 0.3 sin t
Ke kazˇde´mu ω˜ ∈ Ω˜ zrˇejmeˇ prˇ´ıslusˇ´ı pra´veˇ jeden pr˚ubeˇh dvojice proud˚u v obvodu. Lze
tedy definovat zobrazen´ı φ : Ω¯→ Ω, ktere´ kazˇde´mu stavu ω˜ ∈ Ω˜ dvojice rezistor˚u prˇiˇrad´ı





















. Trojice (Ω,S, P )
je pravdeˇpodobnostn´ım prostorem.
Pouzˇijeme-li k analy´ze zadane´ho obvodu nejprve Kirchhoffovy za´kony a pak Ohmu˚v
za´kon, z´ıska´me vztah I1 (t) + I2 (t) = G1U1 (t) + G2U2 (t), t ∈ T . Nyn´ı mu˚zˇeme
veˇnovat pozornost sestavene´mu stochasticke´mu procesu, ktery´ bude popisovat soucˇet
proud˚u v uvedene´ rovnosti. Na Ω zrˇejmeˇ mu˚zˇeme definovat funkci X : Ω× T → R,
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Obra´zek 10: Obvod se dveˇma rezistory a dveˇma zdroji napeˇt´ı
X (ω, t) = G1
(
φ−1 (ω)
) · sin (t) +G2 (φ−1 (ω)) · sin (2t). Pro pevneˇ zvolene´ t ∈ T je zo-
brazen´ı Xt : Ω→ R Xt (ω) = X (ω, t) linea´rn´ı kombinac´ı na´hodny´ch velicˇin G1 ◦ φ−1,
G2 ◦ φ−1. Xt je tedy pro kazˇde´ t ∈ T na´hodny´m jevem, cozˇ podle definice znamena´,
zˇe X je na´hodny´ proces. Zvolme nyn´ı pevneˇ ω ∈ Ω a uvazˇujme zobrazen´ı Xω : T → R,
Xω (t) = X (ω, t). Pak si funkci Xω mu˚zˇeme prˇedstavit jako graf pr˚ubeˇhu soucˇt˚u proud˚u
I1 + I2 v intervalu T , tedy jako konkre´tn´ı popis jedne´ realizace procesu X.
Pozna´mka 4.3 V prˇedchoz´ıch prˇ´ıkladech jsme uvazˇovali dosti specia´ln´ı prˇ´ıpad - brali
jsme v u´vahu jen takove´ pr˚ubeˇhy, v nichzˇ se vodivosti rezistor˚u jizˇ da´le nemeˇnily. Studium
takovy´chto proces˚u je z matematicke´ho hlediska relativneˇ snadne´ a umozˇn´ı na´m tak prvn´ı
nahle´dnut´ı do obecne´ teorie stochasticky´ch proces˚u.
Definice 4.2 Budiˇz da´n pravdeˇpodobnostn´ı prostor (Ω,S, P ), na´hodna´ velicˇina V : Ω→ R
na tomto prostoru a interval T ⊂ R. Necht’ na T je definova´na deterministicka´
funkce ϕ : T → R. Pak stochasticky´ proces X : Ω × T → R definovany´ prˇedpisem
X (ω, t) = V (ω) · ϕ (t) nazveme elementa´rn´ım na´hodny´m procesem.
Definice 4.3 Necht’ je da´n m-rozmeˇrny´ na´hodny´ vektor (V1, V2, ......, Vm)
na pravdeˇpodobnostn´ım prostoru (Ω,S, P ). Necht’ na intervalu T ⊂ R je zada´na
m-tice rea´lny´ch funkc´ı (ϕ1, ϕ2, ......, ϕm). Lze-li na´hodny´ proces X : Ω× T → R napsat ve
tvaru
X (ω, t) =
m∑
i=1
Vi (ω)ϕi (t) , ω ∈ Ω, t ∈ T (4)
pak rˇekneme, zˇe X je rozlozˇitelny´ na´hodny´ proces. Soucˇet na prave´ straneˇ rovnosti v (4)
pak nazveme rozkladem na´hodne´ho procesu X.
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Pozna´mka 4.4 Zd˚urazneˇme, zˇe:
1. Ne kazˇdy´ na´hodny´ proces je rozlozˇitelny´.
2. Rozklad na´hodne´ho procesu zrˇejmeˇ nen´ı da´n jednoznacˇneˇ, mu˚zˇeme naprˇ´ıklad psa´t
X (ω, t) =
m∑
i=1








· (2ϕi (t)) =
m∑
i=1
Vi (ω) · ϕ¯i (t) ,




Vi, ϕ¯i = 2ϕi.
4.3 Charakteristiky na´hodne´ho procesu
4.3.1 Strˇedn´ı hodnota na´hodne´ho procesu
Definice 4.4 Necht’ je da´n na´hodny´ proces Xt : Ω × T → R na pravdeˇpodobnostn´ım
prostoru (Ω,S, P ) a intervalu T ⊂ R. Pak funkci EX : T → R, E (t) = E (Xt) nazveme
strˇedn´ı hodnotou procesu Xt.
Veˇta 4.1 Necht’ a ∈ R, b ∈ R a na´hodne´ procesy X,Y maj´ı pro kazˇde´ t ∈ T konecˇne´
strˇedn´ı hodnoty. Pak plat´ı:
EaX+bY = aEX + bEY
Pozna´mka 4.5 Prˇedchoz´ı vzorec ukazuje, zˇe strˇedn´ı hodnota na´hodne´ho procesu je
linea´rn´ı opera´tor. Tato pra´ce se zaby´va´ specia´ln´ımi prˇ´ıpady stochasticky´ch proces˚u.
Uka´zˇeme si tedy, v jake´ vztahy prˇecha´z´ı za´kladn´ı vztah pro strˇedn´ı hodnotu na´hodne´ho
procesu, aplikujeme-li ho na drˇ´ıve definovany´ elementa´rn´ı na´hodny´ proces a rozklad
na´hodne´ho procesu.
Strˇedn´ı hodnota elementa´rn´ıho na´hodne´ho procesu X.
Uvazˇujeme-li elementa´rn´ı na´hodny´ proces X (ω, t) = V (ω)ϕ (t), pak jeho strˇedn´ı hod-
nota E (X) je da´na vztahem ve tvaru:
EX (t) = E (V ϕ (t)) , t ∈ T.
Jelikozˇ pro pevneˇ zvolene´ t ∈ T je ϕ (t) ∈ R, lze konstantu ϕ (t) vytknout a tedy
EX (t) = ϕ (t)E (V ) .
Strˇedn´ı hodnota rozkladu na´hodne´ho procesu.
Meˇjme da´n na´hodny´ proces ve tvaru rozkladu
X (ω, t) =
m∑
i=1
Vi (ω)ϕi (t) .
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Jeho hodnota EX je pak da´na vztahem ve tvaru:






, t ∈ T,
jenzˇ mu˚zˇeme d´ıky konkre´tn´ım hodnota´m deterministicke´ funkce ϕ (t) v pevneˇ zvolene´m t




ϕi (t) · E (Vi) , t ∈ T.
4.3.2 Rozptyl na´hodne´ho procesu
Definice 4.5 Necht’ je da´n na´hodny´ proces X : Ω× T → R na pravdeˇpodobnostn´ım pros-
toru (Ω,S, P ) a intervalu T ⊂ R. Pak funkci DX : T → R, DX (t) = D (Xt) , t ∈ T ,
nazveme rozptylem procesu X.
Pozna´mka 4.6 Plat´ı tedy:
∀t ∈ T : DX (t) =
∫ ∞
−∞
(x− E (Xt))2 dFt,
kde Ft je distribucˇn´ı funkce na´hodne´ velicˇiny Xt.
Veˇta 4.2 Necht’ a ∈ R, b ∈ R, X je na´hodny´ proces na prostoru (Ω,S, P ), a intervalu
T ⊂ R, (X1, ..., Xm) je m-tice na´hodny´ch proces˚u na prostoru (Ω,S, P ) a intervalu T ⊂ R.
Necht’ pro kazˇde´ t ∈ T je syste´m na´hodny´ch velicˇin X1t , X2t , ..., Xmt neza´visly´. Necht’
existuj´ı rozptyly vsˇech zavedeny´ch na´hodny´ch proces˚u. Pak plat´ı








Rozptyl elementa´rn´ıho na´hodne´ho procesu X.
Meˇjme elementa´rn´ı na´hodny´ proces X (ω, t) = V (ω) · ϕ (t). Pak jeho rozptyl DX je
da´n vztahem ve tvaru:
DX (t) = D (V · ϕ (t)) , t ∈ T.
Jelikozˇ je v pevneˇ zvolene´m t ϕ (t) ∈ R, mu˚zˇeme da´le tento vztah upravit do na´sleduj´ıc´ı
podoby:
DX (t) = (ϕ (t))
2D (V ) .
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Rozptyl rozkladu na´hodne´ho procesu.
Meˇjme na´hodny´ proces dany´ soucˇtem d´ılcˇ´ıch elementarn´ıch na´hodny´ch proces˚u
v tomto tvaru: X (ω, t) =
m∑
i=1
Vi (ω)ϕi (t). Necht’ V1, ..., Vm tvorˇ´ı syste´m neza´visly´ch
na´hodny´ch velicˇin. Pak rozptyl DX je da´n vztahem:






, t ∈ T,






2D (Vi) . (5)
4.3.3 Autokorelacˇn´ı funkce na´hodne´ho procesu





= E ((Xt − E (Xt)) · (Xt′ − E (Xt′))) ,
pak funkci CX , definovanou vy´sˇe uvedeny´m prˇedpisem, nazveme autokorelacˇn´ı funkc´ı
na´hodne´ho procesu X.
Autokorelacˇn´ı funkce elementa´rn´ıho na´hodne´ho procesu X
Meˇjme da´n elementa´rn´ı na´hodny´ proces X (ω, t) = V (ω)ϕ (t). Necht’ E (V ) = 0. Pak







V ϕ (t) · V ϕ (t′)) , t ∈ T, t′ ∈ T,
ktery´ mu˚zˇeme na za´kladeˇ vy´sˇe uvedeny´ch vlastnost´ı cˇ´ıselny´ch charakteristik na´hodne´ho























D (V ) , t ∈ T, t′ ∈ T.
Autokorelacˇn´ı funkce rozkladu na´hodne´ho procesu X
Meˇjme na´hodny´ proces dany´ soucˇtem d´ılcˇ´ıch elementa´rn´ıch na´hodny´ch proces˚u
v tomto tvaru:
X (ω, t) =
m∑
i=1
Vi (ω)ϕi (t) ,
prˇicˇemzˇ prˇedpokla´dejme, zˇe na´hodne´ velicˇiny V1, V2, ..., Vm tvorˇ´ı neza´visly´ syste´m. Au-












Di (Vi) , t ∈ T, t′ ∈ T. (6)
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Pozna´mka 4.7
• Ma´-li stochasticky´ proces X rozptyl, pak zrˇejmeˇ plat´ı DX (t) = CX (t, t′) , t ∈ T.
• Vztahy pro rozptyl a autokorelacˇn´ı funkci na´hodne´ho procesu lze v prˇ´ıpadeˇ roz-
lozˇitelny´ch proces˚u zapsat velmi jednodusˇe (viz 5, 6) v prˇ´ıpadeˇ neza´vislosti syste´mu
V1, V2, ..., Vm.
Definice 4.7 Necht’ stochasticky´ proces X lze rozlozˇit do tvaru
X (ω, t) =
m∑
i=1
Vi (ω) · ϕi (t) , t ∈ T,
kde V1, V2, ..., Vm tvorˇ´ı neza´visly´ syste´m na´hodny´ch velicˇin. Pak pravou stranu tohoto roz-




Necht’ je na vstupu neˇjake´ho zarˇ´ızen´ı deterministicka´ funkce h (viz. obra´zek 11). Syste´m
tuto funkci transformuje prostrˇednictv´ım linea´rn´ıho opera´loru L na vy´stup ve tvaru L {h}.
Vzta´hnuto na konkre´tn´ı problematiku te´to pra´ce, bude syste´m popsa´n linea´rn´ı diferencia´ln´ı
rovnic´ı a linea´rn´ı opera´tor L bude odpov´ıdat rˇesˇicˇi te´to rovnice.
Obra´zek 11: Transformace - deterministicky´ model
5.2 Stochasticky´ model
V prˇedchoz´ım modelu jsme pocˇ´ıtali s t´ım, zˇe vstupem do syste´mu je deterministicka´ funkce.
V te´to cˇa´sti, situaci zobecn´ıme na na´hodny´ vstup, ktery´ bude mı´t tvar kanonicke´ho roz-
kladu:
X (ω, t) =
m∑
i=1
Vi (ω)ϕi (t) .
Uvazˇujeme-li stejne´ zarˇ´ızen´ı, bude popis odezvy syste´mu na na´hodny´ vstup zrˇejmeˇ da´n
opertorem L (viz. obra´zek 12), ktery´ ma´ tu vlastnost, zˇe vstupn´ı na´hodny´ proces ve tvaru
kanonicke´ho rozkladu transformuje na vy´stup takto:









Vi (ω)L {ϕi} (t) ,
(L je linea´rn´ı opera´tor odpov´ıdaj´ıc´ıho deterministicke´ho modelu).
Obra´zek 12: Transformace - stochasticky´ model
Strˇedn´ı hodnota rozkladu na´hodne´ho vstupu:









ϕi (t)E (Vi) , t ∈ T.
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Odtud, d´ıky lineariteˇ L:









L {ϕi} (t) · E (Vi) .
Rozptyl kanonicke´ho rozkladu na´hodne´ho vstupu:













































RLC je oznacˇen´ı pro obvody, ktere´ jsou prˇipojeny ke zdroji strˇ´ıdave´ho napeˇt´ı a ktere´ jsou
obecneˇ tvorˇeny rezistorem o odporu R, idea´ln´ı c´ıvkou s indukcˇnost´ı L a idea´ln´ım kon-
denza´torem s kapacitou C. Tyto prvky lze do obvodu umı´stit r˚uzny´mi zp˚usoby s vy´sledkem
se´riove´ho, nebo paraleln´ıho zapojen´ı RLC obvodu. V te´to pra´ci se budeme da´le zaby´vat
jen se´riovy´m RLC obvodem (viz. obra´zek 13), ktery´ simuluje programova´ aplikace.
Obra´zek 13: Se´riovy´ RLC obvod
Prvky RLC obvodu zapojene´ho do se´rie procha´z´ı stejny´ proud, ale napeˇt´ı na jed-
notlivy´ch prvc´ıch se liˇs´ı jak hodnotou tak i vza´jemnou fa´z´ı: napeˇt´ı uR na rezistoru ma´
stejnou fa´zi jakou proud, napeˇt´ı uL na c´ıvce prˇedb´ıha´ proud a napeˇt´ı uC na kondenza´toru
se za proudem zpozˇuje.
6.2 Odvozen´ı diferencia´ln´ı rovnice
Aplikace rˇesˇ´ı linea´rn´ı diferencialn´ı rovnici druhe´ho rˇa´du, ktera´ vznikne matematicky´m
popisem se´riove´ho RLC obvodu. Aby bylo mozˇne´ tuto rovnici sestavit, je trˇeba uve´st
neˇkolik fyzika´ln´ıch vztah˚u, charakterizuj´ıc´ıch deˇje, ktere´ v obvodu prob´ıhaj´ı.
Obvod obsahuje zdroj strˇ´ıdave´ho napeˇt´ı u a napeˇt´ı na d´ılcˇ´ıch prvc´ıch lze vyja´drˇit
na´sleduj´ıc´ım zp˚usobem:
Napeˇt´ı uC na kondenza´toru, jemuzˇ na´leˇzˇ´ı kapacita C, cozˇ je vlastneˇ schopnost kon-





Napeˇt´ı uL na c´ıvce, ktere´ prˇ´ıslusˇ´ı indukcˇnost L, je da´no vztahem
uL = −LdIdt .
Cely´m okruhem prote´ka´ proud I dany´ vzorcem
I =
u+ uC + uL
R
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Po dosazen´ı vztah˚u pro napeˇt´ı uC a uL z´ıska´me diferencia´ln´ı rovnici, kterou proud I





















6.3 Prava´ strana rovnice
Prava´ strana rovnice, ktera´ v okamzˇiku kdy jsme v prˇedchoz´ı kapitole dokoncˇili odvozen´ı
potrˇebne´ linea´rn´ı diferencia´ln´ı rovnice druhe´ho rˇa´du, obsahuje jen derivaci strˇ´ıdave´ho
napeˇt´ı u, j´ımzˇ je obvod buzen. Tento tvar vsˇak nen´ı pro zde rˇesˇenou u´lohu konecˇny´. Protozˇe
chceme zkoumat vstup ovlivneˇny´ na´hodny´m procesem, mus´ı prava´ strana obsa´hnout i tyto
na´hodne´ vlivy.
Obecne´ vyja´drˇen´ı prave´ strany odvozene´ diferencia´ln´ı rovnice bude mı´t pro nasˇi u´lohu
tvar derivace na´sleduj´ıc´ıho soucˇtu, jenzˇ vyjadrˇuje linea´rn´ı kombinaci deterministicky´ch
poruch se stochasticky´mi koeficienty:
X (ω, t) = u (t) +
m∑
i=1
Vi (ω)ϕi (t) .
Da´le budeme prˇedpokla´dat, zˇe V1, ..., Vm tvorˇ´ı neza´visly´ syste´m na´hodny´ch velicˇin.
Na´hodna´ velicˇina V mus´ı by´t centrovana´, provedeme tedy na´sleduj´ıc´ı u˚pravu
X (ω, t) = u (t) +
m∑
i=1
[Vi (ω)− E (Vi) + E (Vi)]ϕi (t) ,
protozˇe rozd´ıl Vi (ω) − E (Vi (ω)) je centrovanou na´hodnou velicˇinou V˚ (V˚ ma´ nulovou
strˇedn´ı hodnotu) mu˚zˇeme psa´t
X (ω, t) = u (t) +
m∑
i=1
E (Viϕi (t)) +
m∑
i=1
V˚i (ω)ϕ (t) ,
kde













E (Vi) · ϕ′i (t) +
m∑
i=1
V˚i (ω) · ϕ′i (t) .
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6.4 Pocˇa´tecˇn´ı podmı´nky
Chceme-li pomoc´ı diferencia´ln´ı rovnice formulovat u´lohu, ktera´ ma´ pra´veˇ jedno rˇesˇen´ı, je
nutne´ prˇedepsat tolik pocˇa´tecˇn´ıch podmı´nek, jaky´ je rˇa´d rovnice. Jelikozˇ odvozena´ linea´rn´ı
diferencia´ln´ı rovnice je 2. rˇa´du, je trˇeba prˇedepsat dveˇ pocˇa´tecˇn´ı podmı´nky. V tomto
konkre´tn´ım prˇ´ıpadeˇ, kdy odvozena´ rovnice popisuje se´riovy´ RLC obvod (obra´zek 13) budou
mı´t pocˇa´tecˇn´ı podmı´nky na´sleduj´ıc´ı tvar
i (t0) = y0,
i′ (t0) = y′0,
kde t0 bude v obou prˇ´ıpadech rovno nule. Zde pro jednoduchost prˇedpokla´da´me, zˇe
pocˇa´tecˇn´ı podmı´nky nemaj´ı na´hodny´ charakter.





kde UC je napeˇt´ı na kondenza´toru v nulove´m cˇase a R odpor obvodu.








kde UL je napeˇt´ı na c´ıvce v nulove´m cˇase a L je indukcˇnost, jenzˇ c´ıvce na´lezˇ´ı.
6.5 Vstupn´ı charakteristiky
Aplikace je schopna vyhodnotit a zobrazit cˇ´ıselne´ charakteristiky a autokoralecˇn´ı funkci
vstupn´ıho na´hodne´ho procesu.




E (Vi)ϕi (t) .















Tak jako vstupn´ı charakteristiky, zobrazuje aplikace i prˇ´ıslusˇne´ charakteristiky vy´stupn´ıho
na´hodne´ho procesu.
Graf strˇedn´ı hodnoty, jenzˇ je aplikac´ı vykreslen je pr˚ubeˇhem funkce promeˇnne´ t
L {u} (t) +
m∑
i=1
E (Vi)L {ϕi} (t) .
Graf rozptylu vznikne zobrazen´ım funkce promeˇnne´ t ve tvaru
m∑
i=1
(L {ϕ} (t))2D (Vi) .
Grafem autokorelacˇn´ı funkce je plocha zobrazuj´ıc´ı funkci dvou promeˇnny´ch t a t′ ve tvaru
m∑
i=1






Prˇedpokla´dejme na´sleduj´ıc´ı vstupn´ı hodnoty pro se´riovy´ RLC obvod:
• R = 10Ω
• L = 50mH
• C = 1000µF
• U (t) = sin (50 ∗ t)V
• f1 (t) = cos (50 ∗ t)V
• Na´hodna´ velicˇina V1 s rovnomeˇrny´m rozdeˇlen´ım na intervalu 〈0, 6〉
• UC (0) = 0
• UL (0) = 0
Poznamenejme, zˇe prˇilozˇeny´ softwarovy´ na´stroj prˇi teˇchto vstupn´ıch parametrech zobraz´ı
na´sleduj´ıc´ı grafy (obra´zky 14, 15, 16).
Abychom mohli prove´st porovna´n´ı vy´sledk˚u, zobraz´ıme neza´visle na aplikaci grafy
funkc´ı z´ıskany´ch pomoc´ı vztah˚u pro jednotlive´ charakteristiky uvedeny´ch v kapitole (6.6).
Ve vztaz´ıch pro vsˇechny vy´stupn´ı charakteristiky se objevuje transformace pomoci
opera´toru L, cozˇ jak jizˇ v´ıme z kapitoly (5) znamena´ vyrˇesˇen´ı patrˇicˇne´ ODR. Tyto rovnice
budou rˇesˇeny metodou specia´ln´ı prave´ strany. Pro pohodl´ı cˇtena´rˇe je potrˇebna´ teorie z
oblasti obycˇejny´ch diferencia´ln´ıch rovnic, vcˇetneˇ strucˇne´ho popisu pouzˇite´ metody, vlozˇena
v prˇ´ıloze (C).
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Obra´zek 14: Strˇedn´ı hodnota vy´stup
Obra´zek 15: Rozptyl vy´stupu
Prvnn´ı z Cauchyovy´ch u´loh, kterou je trˇeba vyrˇesˇit, aby bylo mozˇne´ zobrazit graf
strˇedn´ı hodnoty vy´stupu se skla´da´ z rovnice
0, 05y′′ + 10y′ + 1000y = 50 cos (50t)− 150 sin (50t) ,
a pocˇa´tecˇn´ıch podmı´nek ve tvaru
y (0) = 0, y′ (0) = 0.
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Obra´zek 16: Autokorelacˇn´ı funkce vy´stupu
Rˇesˇen´ı:
Charakteristicka´ rovnice na´lezˇ´ıc´ı prˇidruzˇene´ homogenn´ı rovnici ma´ tvar
0, 05λ2 + 10λ+ 1000 = 0,
jej´ı korˇeny jsou komplexneˇ sdruzˇena´ cˇ´ısla
λ1,2 = −100± 100i.
Odtud tedy dosta´va´me, zˇe funkce
y1(t) = e−100t cos (100t) , y2(x) = e−100t sin (100t)
jsou linea´rneˇ neza´visla´ rˇesˇen´ı prˇidruzˇene´ homogenn´ı rovnice.
Tvar obecne´ho rˇesˇen´ı je pak na´sleduj´ıc´ı
y (t) = C1e−100t cos (100t) + C2e−100t sin (100t) , C1, C2 ∈ R.
Pravou stranu dane´ rovnice q (t) mu˚zˇeme psa´t ve tvaru:
q (t) = e0t (50 cos (50t)− 150 sin (50t))
tedy plat´ı, zˇe α = 0, β = 50, P1 (x) = 50, P2 (x) = −150 a k = 0 (cˇ´ıslo 50i nen´ı korˇenem
charakteristicke´ rovnice).
Partikula´rn´ı rˇesˇen´ı zadane´ nehomogenn´ı rovnice budeme proto hledat ve tvaru
ψp = x0e0t [A cos (50t) +B sin (50t)] = A cos (50t) +B sin (50t) ,
kde A, B jsou zat´ım nezna´me´ rea´lne´ konstanty.
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Vypocˇteme-li nyn´ı ψ′p a ψ′′p a dosad´ıme-li funkci ψp do rovnice v zada´n´ı, z´ıska´me
po u´praveˇ rovnost
(35A+ 20B) cos (50t) + (−20A+ 35B) sin (50t) = 2 cos (50t)− 6 sin (50t)
Porovna´n´ım koeficient˚u u funkc´ı cos a sin z´ıska´me soustavu linea´rn´ıch rovnic
35A+ 20B = 2, −20A+ 35B = −6,




, B = − 34
325
.






B sin (50t) ,






sin (50t)+C1e−100t cos (100t)+C2e−100t sin (100t) , C1, C2 ∈ R.
Rˇesˇen´ı zadane´ Cauchyovy u´lohy mus´ı vyhovovat zadany´m pocˇa´tecˇn´ım podmı´nka´m. To





−100C1 + 100C2 − 1700325 = 0.
Rˇesˇen´ım te´to soustavy je dvojice









B sin (50t)− 38
325
e−100t cos (100t)− 21
325
e−100t sin (100t) .
Tento vy´sledkek vlastneˇ prˇedstavuje cˇlen ve vzorci pro strˇedn´ı hodnotu vy´stupu
EL{U+V1f1} (t) .
Po dosazen´ı dosazen´ı a zobrazen´ı vznikle´ funkce v MATLABU z´ıska´me na´sleduj´ıc´ı graf
(obra´zek 17).
Porovna´me-li graf (viz obra´zek 17) s graficky´m vy´sledkem (viz obra´zek 14) zobrazeny´m
aplikac´ı, vid´ıme zˇe jsou totozˇne´.
V porˇa´d´ı druha´ diferencia´ln´ı rovnice, jej´ızˇ rˇesˇen´ı je potrˇebne´ k zobrazen´ı rozptylu a
autokorelacˇn´ı funkce vy´stupu ma´ tvar
0, 05y′′ + 10y′ + 1000y = −50 sin (50t)
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Obra´zek 17: Strˇedn´ı hodnota zobrazena´ na za´kladeˇ prˇedchoz´ıch vy´pocˇt˚u
s pocˇa´tecˇn´ımi podminkami
y (0) = 0, y′ (0) = 0.
Charakteristicka´ rovnice na´lezˇ´ıc´ı prˇidruzˇene´ homogenn´ı rovnici ma´ tvar
0, 05λ2 + 10λ+ 1000 = 0,
jej´ı korˇeny jsou stejneˇ jako v prˇedchoz´ım prˇ´ıkladeˇ komplexneˇ sdruzˇena´ cˇ´ısla
λ1,2 = −100± 100i.
Odtud tedy dosta´va´me, zˇe funkce
y1(t) = e−100t cos (100t) , y2(t) = e−100t sin (100t)
jsou linea´rneˇ neza´visla´ rˇesˇen´ı dane´ rovnice.
Tvar obecne´ho rˇesˇen´ı je pak na´sleduj´ıc´ı
y (t) = C1e−100t cos (100t) + C2e−100t sin (100t) , C1, C2 ∈ R.
Pravou stranu dane´ rovnice q (t) mu˚zˇeme psa´t ve tvaru:
q (t) = e0t (0 cos (50t)− 50 sin (50t))
tedy plat´ı, zˇe α = 0, β = 50, P1 (x) = 0, P2 (x) = −50 a k = 0 (cˇ´ıslo 50i nen´ı korˇenem
charakteristicke´ rovnice).
Partikula´rn´ı rˇesˇen´ı budeme hledat ve tvrau:
ψp = x0e0t [A cos (50t) +B sin (50t)] = A cos (50t) +B sin (50t) ,
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kde A, B jsou rea´lne´ konstanty.
Po u´praveˇ z´ıska´me rovnost
(35A+ 20B) cos (50t) + (−20A+ 35B) sin (50t) = 0 cos (50t)− 2 sin (50t) .
Porovna´n´ım koeficient˚u u funkc´ı cos a sin z´ıska´me soustavu linea´rn´ıch rovnic
35A+ 20B = 0, −20A+ 35B = −2,












B sin (50t) + C1e−100t cos (100t) + C2e−100t sin (100t) , C1, C2 ∈ R.





−100C1 + 100C2 − 700325 = 0,
ktera´ ma´ jedine´ rˇesˇen´ı C1 = − 8325 , C2 = − 1325 .





B sin (50t)− 8
325
e−100t cos (100t)− 1
325
e−100t sin (100t) .
Tento vy´sledkek vlastneˇ prˇedstavuje cˇlen L {(ϕ (t))} ve vzorci pro rozptyl vy´stupu
m∑
i=1
L {(ϕ (t))}2D (Vi (ω))










D (Vi (ω)) .
Po dosazen´ı dosazen´ı a zobrazen´ı vznikle´ funkce v MATLABU z´ıska´me na´sleduj´ıc´ı grafy.
Porovna´me-li grafy vykreselene´ v MATLABu (obra´zky 17, 18, 19) s graficky´mi vy´sledky
(obra´zky 14, 15, 16) zobrazeny´mi aplikac´ı, vid´ıme zˇe jsou totozˇne´.
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Obra´zek 18: Rozptyl zobrazena´ na za´kladeˇ prˇedchoz´ıch vy´pocˇt˚u
Obra´zek 19: Autokorelacˇn´ı funkce zobrazena´ na za´kladeˇ prˇedchoz´ıch vy´pocˇt˚u
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7 Za´veˇr
V prˇilozˇene´m programu je mozˇne´ nasimulovat r˚uzne´ situace stochasticke´ho vstupu do
se´riove´ho RLC obvodu a na na´zorny´ch grafech si prohle´dnout charakteristiky vstupn´ıho
i vy´stupn´ıho na´hodne´ho procesu. Jak umozˇnˇuje linearita pouzˇite´ho opera´toru L popsat
tyto charakteristiky na´hodny´ch proces˚u na vy´stupu v za´vislosti na stochasticke´m vstupu,
je popsa´no v pa´te´ a sˇeste´ kapitole textu. Mozˇne´ rozsˇ´ıˇren´ı te´to pra´ce by bylo mozˇne´ smeˇrovat
k optimalizaci vy´stupn´ıch charakteristik v za´vislosti na koeficientech linea´rn´ı diferencia´ln´ı
rovnice druhe´ho rˇa´du - parametrech obvodu.
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A Uzˇivatelska´ prˇ´ırucˇka
Aplikace slouzˇ´ı jako rˇesˇicˇ se´riove´ho RLC obvodu. Je v n´ı demonstrova´no, jaky´ ma´
vliv na´hodne´ rusˇen´ı na vstupu obvodu, na jeho vy´stup. Vy´stup, ktery´m je v tomto
prˇ´ıpadeˇ proud procha´zej´ıc´ı obvodem, je z´ıska´n vyrˇesˇen´ım nehomogenn´ı linea´rn´ı difer-
encia´ln´ı rovnice druhe´ho rˇadu. Dı´ky graficke´mu uzˇivatelske´mu rozhran´ı ma´ uzˇivatel
mozˇnost zadat konkre´tn´ı hodnoty charakterizuj´ıc´ı jednotlive´ prvky obvodu a parametry jezˇ
prˇedstavuj´ı na´hodne´ vlivy p˚usob´ıc´ı na obvod. Graficky´m vy´stupem jsou charakteristiky¨,
ktere´ popisuj´ı vlastnosti vstupu a vy´stupu obvodu.
Aplikace je optimalizova´na pro verzi MATLABu R2008a, ve verzi R2008b z nezna´my´ch
d˚uvodu v pr˚ubeˇhu vy´pocˇt˚u prˇesta´va´ pracovat. Prˇi spusˇteˇn´ı ve starsˇ´ıch verz´ıch nen´ı vy-
loucˇena mozˇna´ chyba aplikace, zaprˇ´ıcˇ´ıneˇna pouzˇ´ıvan´ım novy´ch func´ı, jenzˇ starsˇ´ı verze
nepodporuj´ı.
A.1 Vstupn´ı parametry obvodu
Zada´va´n´ı vstupn´ıch parametr˚u obvodu je umozˇneˇno v panelu s na´zvem Parametry obvodu
(obra´zek 20), kde je rovneˇzˇ zobrazeno sche´ma obvodu.
Editacˇn´ı pole s na´zvem R slouzˇ´ı k zada´n´ı ohmicke´ho odporu rezistoru, jenzˇ je v obvodu
zarˇazen. Uzˇivatel zde zada´ cˇ´ıselnou hodnotu, ktera´ vyjadrˇuje velikost odporu v Ohmech
(Ω), cˇemuzˇ napov´ıda´ popis za editacˇn´ım polem.
Do editcˇn´ıho pole s na´zvem L uzˇivatel takte´zˇ vypln´ı cˇ´ıselnou hodnotu, ktera´ v tomto
prˇ´ıpadeˇ vyjadrˇuje velikost indukcˇnosti c´ıvky v obvodu. Indukcˇnost je v tomto prˇ´ıpadeˇ
zada´va´na v rozmeˇru miliHenry (mH).
Kapacitu kondenza´toru zarˇazene´ho v obvodu zada´ uzˇivatel cˇ´ıselnou hodnotou v mikro-
Faradech (µF ) v editacˇn´ım poli s na´zvem C.
V tomto panelu posledn´ı editacˇn´ı pole, s na´zvem U(t), je urcˇeno k zada´n´ı vstupn´ıho
strˇ´ıdave´ho napeˇt´ı s rozmeˇrem ve Voltech (V ). Je nutne´, aby tento parametr uzˇivatel zadal
formou funkce promeˇnne´ t.
Obra´zek 20: Panel vstupn´ıch parametr˚u
A.2 Na´hodne´ poruchy
V panelu s na´zvem Na´hodne´ poruchy (obra´zek 21) uzˇivatel zada´ hodnototy potrˇebne´ k
sestaven´ı popisu na´hodny´ch vliv˚u p˚usob´ıc´ıch na obvod. Panel umozˇnˇuje zada´n´ı azˇ peˇti
deterministicky´ch func´ı a na´hodny´ch velicˇin, ktere´ popisuj´ı d´ılcˇ´ı nahodne´ procesy rusˇen´ı
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v obvodu a ve vy´sledne´m soucˇtu obsa´hnou celkovy´ vliv ruch˚u. Je na volbeˇ uzˇivatele,
kolik d´ılcˇ´ıch na´hodny´ch proces˚u se rozhodne definovat. Kazˇdy´ rˇa´dek v panelu je uvozen
zatrzˇ´ıtkem, jehozˇ zatrhnut´ı zprˇ´ıstupn´ı na´sleduj´ıc´ı editacˇn´ı pole k za´pisu. S rˇa´dkem, ktery´
je zatrzˇen pocˇ´ıta´ aplikace do sve´ho rˇesˇen´ı a nejsou-li na´sleduj´ıc´ı polozˇky vyplneˇny, vyp´ıˇse
se varovna´ hla´sˇka. V takove´ chv´ıli je nutne´ bud’ zrusˇit zatrzˇen´ı rˇa´dku, nebo vyplnit vsˇechny
polozˇky.
Obra´zek 21: Panel na´hodny´ch poruch
Prvn´ı editacˇn´ım polem v rˇa´dku je pole s na´zvem f(1), do ktere´ho uzˇivatel zada´ de-
terministickou funkci promeˇnne´ t v libovolne´m tvaru viz. (obra´zek 21). Dalˇs´ı v rˇadeˇ je
vy´beˇrove´ pole, jezˇ umozˇnˇuje volbu typu rozdeˇlen´ı pravdeˇpodobnosti na´hodne´ velicˇiny V.
Je mozˇne´ zvolit ze dvou variant rozdeˇlen´ı, a to bud rovnomeˇrne´, nebo norma´lni (Gaussovo).
Je-li zvoleno rovnomeˇrne´ rozdeˇlen´ı, pak uzˇivatel do na´sleduj´ıc´ıch dvou editacˇn´ıch pol´ı s
na´zvy od a do vypln´ı horn´ı a doln´ı mez intervalu, do ktere´ho ma´ na´hodna´ velicˇina rˇ´ıd´ıc´ı se
rovnomeˇrny´m rozdeˇlen´ım spadat. Obeˇ tato pole prˇedpokla´daj´ı cˇ´ıselnou hodnotu vstupu.
V opacˇne´m prˇ´ıpadeˇ je-li zvoleno norma´ln´ı rozdeˇlen´ı na´hodne´ velicˇiny V, zada´va´ uzˇivatel
do editacˇn´ıho pole s na´zvem E cˇ´ıselneˇ strˇedn´ı hodnotu prˇ´ıslusˇne´ na´hodne´ velicˇiny, rˇ´ıd´ıc´ı
se norma´ln´ım rozdeˇlen´ım pravdeˇpodobnosti, a do editacˇn´ıho pole s na´zvem D jej´ı rozptyl.
A.3 Vstupn´ı charakteristiky
Prostor vymezeny´ ke zobrazen´ı vstupn´ıch charakteristik je soucˇa´st´ı v panelu s na´zvem Vs-
tupn´ı charakteristiky (obra´zek 22). Pla´tno se sourˇadnicovy´mi osami, na ktere´ aplikace po
proveden´ı vy´pocˇtu vykresl´ı prˇ´ıslusˇne´ grafy, zab´ıra hlavn´ı cˇa´st tohoto panelu. Prˇi horn´ım
okraji jsou umı´steˇny za´lozˇky umozˇnˇuj´ıc´ı prˇep´ına´n´ı mezi jednotlivy´mi grafy. Za´lozˇka s
na´zvem Strˇedn´ı hodnota zobraz´ı 2D graf strˇedn´ı hodnoty vstupu. Obdobneˇ za´lozˇka s
na´zvem Disperse zobraz´ı 2D graf rozptyl vstupu a za´lozˇka s na´zvem Autokorelacˇn´ı funkce
prˇepne zobrazen´ı na 3D graf vstupn´ı autokorelacˇn´ı funkce. Aktua´lneˇ zobrazena´ za´lozˇka je
oproti ostatn´ım vzˇdy zvy´razneˇna´.
A.4 Vy´stupn´ı charakteristiky
Zobrazova´n´ı vy´stupn´ıch charakteristik prob´ıha´ v panelu s na´zvem Vy´stupn´ı charakteris-
tiky (obra´zek 23) a funguje naprosto stejny´m zp˚usobem jako zobrazova´ni charakteristik
vstupn´ıch. V horn´ı cˇa´sti panelu jsou umı´steˇny za´lozˇky s na´zvy Strˇedn´ı hodnota, Disperse
a Autokorelacˇn´ı funkce, ktere´ umozˇnˇuj´ı prˇep´ına´n´ı mezi jednotlivy´mi grafy vykresluj´ıc´ımi
patrˇicˇne´ charakteristiky vy´stupu.
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Obra´zek 22: Panel vstupn´ıch charakteristik
Obra´zek 23: Panel vy´stupn´ıch charakteristik
A.5 Rotace
Aplikace umozˇnˇuje r˚uzny´m zp˚usobem rotovat zobrazene´ grafy. Tato funkcˇnost se vsˇak pro-
jev´ı azˇ po kliknut´ım na ikonu stocˇene´ sˇipky v horn´ı liˇsteˇ aplikace (obra´zek 24), na´sledny´m
prˇesunut´ım kurzoru do pla´tna se zobrazeny´m grafem, ktery´ chceme rotovat, a na´sledny´m
tazˇen´ım v tomto grafu. Vy´sledkem jsou zobrazen´ı pod r˚uzny´mi u´hly.
A.6 Ovla´dac´ı tlacˇ´ıtka
K ovla´da´n´ı aplikace slouzˇ´ı tlacˇ´ıtka Start a Reset (obra´zek25) umı´steˇna pod panelem s
pocˇa´tecˇn´ımi podmı´nkami. Tlacˇ´ıtko Start spust´ı samotnou logiku aplikace, dojde k provedn´ı
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Obra´zek 24: Ikona rotace
potrˇebny´ch vy´pocˇt˚u a vykreslen´ı graf˚u. Tlacˇ´ıtko s na´zvem Reset vymazˇe vsˇechna editacˇn´ı
pole, odstran´ı vykreslene´ grafy a prˇiprav´ı aplikaci pro nove´ zada´n´ı parametr˚u a na´sledovne´
opeˇtovne´ spusˇteˇn´ı.
Obra´zek 25: Ovla´dac´ı tlacˇ´ıtka
A.7 Varovna´ upozorneˇn´ı
Jsou-li neˇktera´ editacˇn´ı pole nespra´vneˇ vyplneˇna, nebo nevyplneˇna v˚ubec, aplikace na tuto
situaci po stisknut´ı tlacˇ´ıtka Start patrˇicˇneˇ reaguje (obra´zek 27). Je vypsa´no varovne´ upo-
zorneˇn´ı (obra´zek 26), v n´ızˇ jsou uvedeny nekorektneˇ zadane´ vstupy. Da´le pak jsou chybne´
vstupy cˇervenou barvou oznacˇeny prˇ´ımo v graficke´m uzˇivatelske´m rozhran´ı a samozrˇejmeˇ
nedojde ke spusˇteˇn´ı vy´pocˇt˚u a vykreslen´ı graf˚u. V tomto prˇ´ıpadeˇ je uzˇivatel nucen zadat
vstupy korektneˇ (viz obra´zek 28).
Obra´zek 26: Varovna´ hla´sˇka
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Obra´zek 27: Reakce aplikace na nespra´vne´ vstupy
Obra´zek 28: Oprava chybny´ch vstup˚u
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B Lebesgue˚uv - Stieltjes˚uv integra´l
B.1 Mnozˇinove´ funkce
Definice B.1 Budiˇz da´na mnozˇina Ω 6= ∅. Nepra´zdny´ syste´m S podmnozˇin mnozˇiny Ω
nazveme okruhem, pokud pro kazˇde´ dveˇ mnozˇiny A ∈ S, B ∈ S plat´ı
A ∪B ∈ S, A−B ∈ S.
Pozna´mka B.1 Kazˇdy´ okruh zrˇejmeˇ obsahuje pra´zdnou mnozˇinu.
Pozna´mka B.2 Z rovnosti A∩B = A−(A−B) ihned plyne, zˇe kazˇdy´ okruh je uzavrˇeny´
vzhledem ke konecˇny´m pr˚unik˚um.
Definice B.2 Okruh S nazveme σ−kruhem, je-li uzavrˇen vzhledem ke spocˇetny´m sjedno-
cen´ım, tj. plat´ı




Pozna´mka B.3 Z rovnosti
∞⋂
k=1




plyne uzavrˇenost σ−okruhu vzhledem ke spocˇetny´m pr˚unik˚um.
Definice B.3 Jestliˇze syste´m S podmnozˇin mnozˇiny Ω je okruhem a Ω ∈ S, pak S
nazy´va´me algebrou. Jestliˇze syste´m S podmnozˇin mnozˇiny Ω je σ−okruhem a Ω ∈ S,
pak S nazy´va´me σ−algebrou.
Definice B.4 Rˇekneme, zˇe na okruhu S je definova´na mnozˇinova´ funkce ϕ, jestliˇze da´no
zobrazen´ı ϕ, ktere´ kazˇde´mu A ∈ S prˇirˇad´ı cˇ´ıslo ϕ (A) ∈ R∗ = R ∪ {−∞,∞}.
Definice B.5 Necht’ S je okruhem. Zobrazen´ı ϕ : S → R∗ nazveme aditivn´ı funkc´ı na S,
jestliˇze pro kazˇde´ dveˇ mnozˇiny A ∈ S, B ∈ S plat´ı
A ∩B = ∅ =⇒ ϕ (A ∪B) = ϕ (A) + ϕ (B) .
Definice B.6 Necht’ S je okruhem. Rˇekneme, zˇe ϕ : S → R∗ je σ−aditivn´ı funkc´ı na S,
jestliˇze pro kazˇdou posloupnost {Ak}∞k=1 v S plat´ı:









Definice B.7 Necht’ S je okruhem. Rˇekneme, zˇe mnozˇinova´ funkce ϕ na S je monoto´nn´ı,
jestliˇze pro kazˇde´ dveˇ mnozˇiny A ∈ S, B ∈ S plat´ı
A ⊂ B =⇒ ϕ (A) ≤ ϕ (B) .
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U´mluva Da´le budeme pracovat pouze s takovy´mi mnozˇinovy´mi funkcemi, jejichzˇ obor
hodnot soucˇasneˇ neobsahuje −∞ a ∞. Z nasˇich u´vah rovneˇzˇ vyloucˇ´ıme mnozˇinove´ funkce
naby´vaj´ıc´ı pouze hodnotu ∞, poprˇ´ıpadeˇ −∞.
Pozna´mka B.4 Je-li ϕ aditivn´ı mnozˇinova´ funkce na okruhu S, pak lze snadno postupneˇ
doka´zat na´sleduj´ıc´ı tvrzen´ı:












pro kazˇdou konecˇnou posloupnost {Ak}nk=1 po dvou disjunktn´ıch prvk˚u v S.
• ϕ (A ∪B) = ϕ (A) + ϕ (B)− ϕ (A ∩B), pro vsˇechna A ∈ S, B ∈ S.
• Pokud je nav´ıc ϕ neza´porna´ mnozˇinova´ funkce, pak vsˇechna A ∈ S, B ∈ S plat´ı
A ⊂ B =⇒ ϕ (A) ≤ ϕ (B) ,
tedy ϕ je monoto´nn´ı.
• Pro vsˇechny mnozˇiny A ∈ S, B ∈ S takove´, zˇe A ⊂ B, |ϕ (B)| <∞ plat´ı
ϕ (B −A) = ϕ (B)− ϕ (A) .
Veˇta B.1 Necht’ ϕ : S → R∗ je σ−aditivn´ı funkc´ı na S, A ∈ S a pro posloupnost {Ak}∞k=1
v S plat´ı:





limϕ (An) = A.
B.2 Konstrukce meˇr v Rn
Definice B.8 Necht’ n ∈ N, a pro kazˇde´ i ∈ {1, 2, . . . , n} jsou da´na konecˇna´ rea´lna´ cˇ´ısla
ai, bi. Intervalem v Rn budeme nazy´vat mnozˇinu vsˇech bod˚u x = (x1, x2, . . . , xn) ∈ Rn,
takovy´ch, zˇe pro vsˇechna i ∈ {1, 2, . . . , n} plat´ı neˇktera´ z mozˇnost´ı:
ai ≤ xi ≤ bi, ai < xi ≤ bi, ai ≤ xi < bi, ai < xi < bi.
Prˇitom nevylucˇujeme, zˇe pro neˇktera´ i je ai = bi nebo dokonce ai > bi (tedy take´ ∅
budeme cha´pat jako interval). Cˇı´sl˚um ai, bi budeme rˇ´ıkat meze intervalu. Mnozˇina´m, ktere´
lze vyja´drˇit jako konecˇna´ sjednocen´ı interval˚u budeme rˇ´ıkat elementa´rn´ı mnozˇiny. Syste´m
vsˇech elementa´rn´ıch mnozˇin v Rn budeme znacˇit E.
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Definice B.9 Je-li I 6= ∅ intervalem s mezemi a1, b1, a2, b2, . . . , an, bn, pak klademe
λn (I) = Πni=1 (bi − ai) .
Polozˇme jesˇteˇ
λn (∅) = 0.











Pozna´mka B.5 Vsˇimneˇme si, zˇe v prˇ´ıpadeˇ n = 1 ma´ m vy´znam de´lky, pro n = 2 jde
o vyja´drˇen´ı obsahu a je-li n = 3, p˚ujde zrˇejmeˇ o hodnotu objemu prˇ´ıslusˇne´ elementa´rn´ı
mnozˇiny.
Definice B.10 Necht’ n = 1 a na rea´lne´ ose je definova´na rostouc´ı funkce α. Definujme
funkci µα vztahy




















Rozsˇirˇme jesˇteˇ µα na okruh E:












Pozorova´n´ı Vsˇimneˇme si, zˇe
• E je okruhem, ale nen´ı σ−okruhem.
• Kazˇdou mnozˇinu A ∈ E lze vyja´drˇit jako konecˇne´ sjednocen´ı po dvou disjunktn´ıch
interval˚u.
• Funkce λn, µα jsou koretneˇ definovane´, hodnoty λn (A) , µα (A) neza´vis´ı na zp˚usobu
rozkladu mnozˇiny A ∈ E na sjednocen´ı po dvou disjunktn´ıch interval˚u.
• λn, µα jsou aditivn´ımi funkcemi na E .
Definice B.11 Neza´pornou aditivn´ı funkci ϕ definovanou na E nazveme regula´rn´ı funkc´ı,
jestliˇze pro kazˇdou mnozˇinu A ∈ E a kazˇde´  > 0 existuje uzavrˇena´ mnozˇina F ∈ E a
otevrˇena´ mnozˇina G ∈ E takove´, zˇe plat´ı
F ⊂ A ⊂ G
a
ϕ (G)−  ≤ ϕ (A) ≤ ϕ (F ) + .
Pozorova´n´ı
• λn je regula´rn´ı funkce na E .
• µα je regula´rn´ı funkce na E .
Nyn´ı nast´ın´ıme proces, ktery´ povede ke vhodne´mu rozsˇ´ıˇren´ı regula´rn´ı funkce na σ−aditivn´ı
funkci. Prˇitom zrˇejmeˇ mus´ıme take´ nale´zt rozsˇ´ıˇren´ı mnozˇiny E na vhodny´ σ−okruh.
Definice B.12 Necht’ µ je neza´porna´, aditivn´ı, regula´rn´ı a konecˇna´ mnozˇinova´ funkce na
E. Necht’ E ⊂ Rn je libovolna´ mnozˇina. Polozˇme
µ∗ (E) = inf
{ ∞∑
k=1
µ (Ak) : E ⊂
∞⋃
k=1
Ak, Ak jsou otevrˇene´ element. mnozˇ. vRn
}
.
Definovali jsme tak mnozˇinovou funkci µ∗, ktera´ libovolne´ podmnozˇineˇ E ⊂ Rn prˇirˇad´ı
hodnotu µ∗ (E) ∈ 〈0,∞〉. Funkci µ∗ budeme rˇ´ıkat vneˇjˇs´ı mı´ra prˇ´ıslusˇna´ funkci µ.












• Definice B.13 Pro kazˇde´ dveˇ mnozˇiny A ⊂ Rn, B ⊂ Rn definujeme symetricky´
rozd´ıl S (A,B) teˇchto mnozˇin vztahem
S (A,B) = (A−B) ∪ (B −A) .
Je-li µ∗ vneˇjˇs´ı mı´rou v Rn, pak klademe
d (A,B) = µ∗ (S (A,B)) .
Pozna´mka B.6 Lze doka´zat, zˇe pro libovolne´ trˇi mnozˇiny A, B, C v Rn a funkci d plat´ı:
• d (A,A) = 0,
• d (A,B) = d (B,A) ,
• d (A,B) ≤ d (A,C) + d (C,B) .
Funkce d tak splnˇuje te´meˇrˇ vsˇechny pozˇadavky kladene´ na metriku, nemus´ı vsˇak naby´vat
konecˇny´ch hodnot a nav´ıc obecneˇ neplat´ı, zˇe ze vztahu d (A,B) = 0 plyne A = B. Funkce d
ma´ jesˇteˇ jednu zaj´ımavou vlastnost. Pokud je alesponˇ jedno z cˇ´ısel µ∗ (A) , µ∗ (B) konecˇne´,
pak plat´ı
|µ∗ (A)− µ∗ (B)| ≤ d (A,B) .
Definice B.14 Necht’ {Ak}∞k=1 je posloupnost mnozˇin v Rn, A ⊂ Rn. Plat´ı-li
lim d (A,Ak) = 0,
budeme psa´t
limAk = A.
Oznacˇme symbolem MF (µ) takovy´ syste´m podmnozˇin prostoru Rn, pro ktery´ plat´ı
A ∈MF (µ)
pra´veˇ tehdy, kdyzˇ existuje takova´ posloupnost elementa´rn´ıch mnozˇin {Ak}∞k=1 , zˇe
limAk = A.
Prvk˚um syste´mu MF (µ) budeme rˇ´ıkat konecˇneˇ µ−meˇrˇitelne´ mnozˇiny. Oznacˇme jesˇteˇ
symbolem M (µ) vsˇechna spocˇetna´ sjednocen´ı prvk˚u z MF (µ), tedy plat´ı
A ∈M (µ)





Prvk˚um syste´mu M (µ) budeme rˇ´ıkat µ−meˇrˇitelne´ mnozˇiny.
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Veˇta B.3 Syste´m mnozˇin M (µ) je σ−algebrou a zu´zˇen´ı funkce µ∗ na M (µ) je
σ−aditivn´ı neza´porna´ funkce. Je-li A ∈M (µ) a µ∗ (A) <∞, pak A ∈MF (µ).
Pozna´mka B.7 Zu´zˇen´ı funkce µ∗ na M (µ) budeme da´le znacˇit µ. Zd˚urazneˇme, zˇe
naznacˇeny´m postupem jsme vlastneˇ rozsˇ´ıˇrili funkci µ, p˚uvodneˇ definovanou pouze na
okruhu E , na σ−algebru M (µ). Zmı´neˇne´ prodlouzˇen´ı µ budeme nazy´vat mı´rou. Ve
specia´ln´ım prˇ´ıpadeˇ, kdy jsme rozsˇiˇrovali vy´sˇe definovanou funkci λn budeme hovorˇit
o Lebesgueoveˇ mı´ˇre λn na M (λn).
Definice B.15 Rˇekneme, zˇe mnozˇina E ⊂ Rn je borelovska´, lze-li E vyja´drˇit pomoc´ı
spocˇetne´ho pocˇtu operac´ı sjednocen´ı, pr˚uniku a doplnˇku aplikovany´ch vy´hradneˇ na otevrˇene´
podmnozˇiny Rn.
Pozna´mka B.8 Uved’me neˇktere´ zaj´ımave´ vlastnosti mı´ry v Rn.
• Kazˇdou otevrˇenou mnozˇinu v Rn lze vyja´drˇit jako spocˇetne´ sjednocen´ı otevrˇeny´ch
interval˚u. Z toho ihned plyne, zˇe M (µ) obsahuje vsˇechny otevrˇene´ mnozˇiny v
Rn. Protozˇe Rn ∈ M (µ) a M (µ) je σ−algebrou, M (µ) obsahuje rovneˇzˇ vsˇechny
uzavrˇene´ podmnozˇiny Rn.
• Pro kazˇde´  > 0 a kazˇdou mnozˇinu A ∈ M (µ) existuje uzavrˇena´ mnozˇina F a
otevrˇena´ mnozˇina G takove´, zˇe
F ⊂ A ⊂ G
a plat´ı
µ (G−A) < , µ (F −A) < .
• Syste´m vsˇech borelovsky´ch mnozˇin v Rn tvorˇ´ı (ve smyslu usporˇa´da´n´ı pomoc´ı inkluze)
nejmensˇ´ı σ−algebru v Rn, ktera´ obsahuje vsˇechny otevrˇene´ mnozˇiny. Z prˇedchoz´ıho
pak ihned plyne, zˇe borelovske´ mnozˇiny jsou µ meˇrˇitelne´ vzhledem ke kazˇde´ mı´ˇre v
Rn.
• Lze doka´zat, zˇe je-li A ∈ M (µ), pak existuj´ı borelovske´ mnozˇiny F, G takove´, zˇe
F ⊂ A ⊂ G a plat´ı
µ (G−A) = µ (A− F ) = 0.
To lze interpretovat tak, zˇe kazˇdou µ meˇrˇitelnou mnozˇinu lze vyja´drˇit jako sjednocen´ı
vhodne´ borelovske´ mnozˇiny a mnozˇiny, jej´ızˇ mı´ra je nulova´. Poznamenejme jesˇteˇ, zˇe
zat´ımco borelovske´ mnozˇiny jsou vzˇdy meˇrˇitelne´, mnozˇina maj´ıc´ı mı´ru µ nulovou
nemus´ı by´t vzhledem k jine´ mı´ˇre µ˜ na Rn v˚ubec meˇrˇitelna´.
• Syste´m mnozˇin jej´ıchzˇ mı´ra µ je nulova´, tvorˇ´ı vzˇdy σ−okruh.
• Kazˇda´ spocˇetna´ mnozˇina ma´ Lebesgueovu mı´ru nula. Existuj´ı ovsˇem take´ nespocˇetne´
mnozˇiny s nulovou Lebesgueovou mı´rou. Ma´-li mnozˇina Jordanovu mı´ru nula, pak
ma´ take´ odpov´ıdaj´ıc´ı Lebesgueovu mı´ru nulovou.
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B.3 Meˇrˇitelne´ prostory
V prˇedchoz´ı cˇa´sti jsme popsali mozˇny´ zp˚usob konstrukce meˇr v Rn. V praksi je cˇasto
potrˇeba rozumny´m zb˚usobem ,,meˇrˇit” obecneˇjˇs´ı mnozˇiny.
Definice B.16 Necht’ je da´n σ−okruh S podmnozˇin mnozˇiny Ω. Necht’ je na S defi-
nova´na neza´porna´ a σ−aditivn´ı funkce µ. Potom rˇekneme, zˇe Ω je prostorem se syste´mem
meˇrˇitelny´ch mnozˇin S a mı´rou µ. Jestliˇze je nav´ıc Ω ∈ S, tj. S je σ−algebrou, pak Ω
nazy´va´me meˇrˇitelny´m prostorem.
Definice B.17 Necht’ je da´na trojice (Ω,S, P ), kde S je σ−algebrou na Ω a P je
takovou mı´rou, zˇe P (Ω) = 1. Pak (Ω,S, P ) nazveme pravdeˇpodobnostn´ım prostorem a
P pravdeˇpodobnost´ı.
B.4 Meˇrˇitelne´ funkce
Definice B.18 Necht’ je da´n meˇrˇitelny´ prostor Ω se syste´mem meˇrˇitelny´ch mnozˇin S. Pak
rˇekneme, zˇe funkce f : Ω→ R∗, definovana´ na Ω je meˇrˇitelna´, jestliˇze pro kazˇde´ a ∈ R je
mnozˇina
{x ∈ Ω : f (x) < a}
meˇrˇitelnou mnozˇinou.
Pozna´mka B.9 Vsˇimneˇme si, zˇe pro meˇrˇitelnost funkce f nen´ı podstatna´ volba konkre´tn´ı
mı´ry na S. Zvolme naprˇ´ıklad Ω = Rn a prˇedpokla´dejme, zˇe pro kazˇde´ a ∈ R je mnozˇina
{x ∈ Ω : f (x) < a} borelovska´. Pak funkce f je meˇrˇitelna´ bez ohledu na to, jakou mı´ru
na Rn uvazˇujeme.
Definice B.19 Rˇekneme, zˇe funkce f : Rn → R∗ je borelovsky meˇrˇitelna´, jestliˇze pro
kazˇde´ a ∈ R je mnozˇina
{x ∈ Ω : f (x) < a}
borelovskou mnozˇinou.
Veˇta B.4 Na´sleduj´ıc´ı podmı´nky jsou ekvivalentn´ı:
• Pro kazˇde´ a ∈ R je mnozˇina
{x ∈ Ω : f (x) < a}
meˇrˇitelnou mnozˇinou.
• Pro kazˇde´ a ∈ R je mnozˇina
{x ∈ Ω : f (x) ≤ a}
meˇrˇitelnou mnozˇinou.
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• Pro kazˇde´ a ∈ R je mnozˇina
{x ∈ Ω : f (x) > a}
meˇrˇitelnou mnozˇinou.
• Pro kazˇde´ a ∈ R je mnozˇina
{x ∈ Ω : f (x) ≥ a}
meˇrˇitelnou mnozˇinou.
Pozna´mka B.10 Z definice σ−okruhu nyn´ı ihned plyne, zˇe je-li f meˇrˇitelnou funkc´ı, pak
pro kazˇdy´ interval I ⊂ R je mnozˇina f−1 (I) meˇrˇitelna´.
Za´kladn´ı vlastnosti meˇrˇitelny´ch mnozˇin jsou shrnuty v na´sleduj´ıc´ı veˇteˇ.
Veˇta B.5 Necht’ f , g jsou meˇrˇitelne´ funkce. Budiˇz funkce F spojita´ na R2. Pak rovneˇzˇ
funkce
• |f |, max {f, g}, min {f, g} jsou meˇrˇitelne´, specia´lneˇ f+ = max {f, 0}, f− =
−min {f, 0} jsou meˇrˇitelne´ funkce.
• h : Ω → R, h (x) = F (f (x) , g (x)) je meˇrˇitelna´ funkce, takzˇe specia´lneˇ f +
g, f · g jsou meˇrˇitelne´ funkce.
Veˇta B.6 Necht’ {fk}∞k=1 je posloupnost meˇrˇitelny´ch funkc´ı na Ω. Potom funkce
G : Ω→ R, G (x) = sup
k∈N
fk (x) , H : Ω→ R, H (x) = lim sup
k∈N
fk (x) ,
g : Ω→ R, g (x) = inf
k∈N
fk (x) , h : Ω→ R, h (x) = lim inf
k∈N
fk (x) ,
jsou meˇrˇitelne´ funkce. Specia´lneˇ je tedy limita posloupnosti meˇrˇitelny´ch funkc´ı na Ω opeˇt
meˇrˇitelnou funkc´ı.
Pozna´mka B.11 Z vy´sˇe uvedeny´ch veˇt plyne, zˇe meˇrˇitelnost funkce z˚usta´va´ zachova´na
prˇi obvykly´ch matematicky´ch operac´ıch. Pozor si vsˇak mus´ıme da´t prˇi skla´da´n´ı funkc´ı.
Naprˇ´ıklad lze uka´zat, zˇe existuje funkce f ◦ g , ktera´ nen´ı meˇrˇitelna´ a prˇitom vznikne
slozˇen´ım meˇrˇitelne´ funkce f a spojite´ funkce g.
B.5 Jednoduche´ funkce
Definice B.20 Rˇekneme, zˇe funkce s : Ω→ R je jednoducha´, pokud naby´va´ pouze konecˇneˇ
mnoha hodnot. Specia´lneˇ, je-li da´na mnozˇina E ⊂ Ω, potom jednoduchou funkci
χE : Ω→ R, χE (x) =
{
1, je− li x ∈ E,
0, pokud x ∈ Ω− E
nazy´va´me charakteristickou funkc´ı mnozˇiny E.
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Pozna´mka B.12 Prˇedpokla´dejme, zˇe obor hodnot jednoduche´ funkce s je mnozˇina
{c1, c2, . . . , cp}. Oznacˇme
Ek = {x ∈ Ω : s (x) = ck} , pro k ∈ {1, 2, . . . , p} .




ck · χEk (x) .
Odtud je zrˇejme´, zˇe s je meˇrˇitelnou funkc´ı pra´veˇ tehdy, kdyzˇ jsou vsˇechny mnozˇiny
E1, E2, . . . , Ep meˇrˇitelne´.
Veˇta B.7 Necht’ f je funkce definovana´ na mnozˇineˇ Ω. Pak existuje posloupnost {sk}∞k=1
jednoduchy´ch funkc´ı takova´, zˇe pro kazˇde´ x ∈ Ω plat´ı
f (x) = lim sk (x) .
Jestliˇze funkce f je meˇrˇitelna´, pak posloupnost {sk}∞k=1 lze zvolit tak, aby kazˇdy´ jej´ı cˇlen sk
byl meˇrˇitelnou funkc´ı. Pokud je funkce f neza´porna´, potom existuje rostouc´ı posloupnost
{sk}∞k=1 bodoveˇ konverguj´ıc´ı k f na Ω. Pokud je funkce f neza´porna´ a meˇrˇitelna´, potom
lze nale´zt rostouc´ı posloupnost {sk}∞k=1 meˇrˇitelny´ch funkc´ı, ktera´ bodoveˇ konverguje k f na
Ω.
B.6 Lebesgue˚uv-Stieltjes˚uv integra´l
U´mluva Necht’ je da´n meˇrˇitelny´ prostor Ω s mı´rou µ. Necht’ E ⊂ Ω je meˇrˇitelna´ mnozˇina.









ck · µ (E ∩ Ek) .
Definice B.21 Necht’ je da´n meˇrˇitelny´ prostor Ω s mı´rou µ. Necht’ E ⊂ Ω je meˇrˇitelna´
mnozˇina. Necht’ f je neza´porna´ meˇrˇitelna´ funkce na Ω. Oznacˇme symbolem D syste´m vsˇech
jednoduchy´ch meˇrˇitelny´ch funkc´ı s takovy´ch, zˇe na Ω plat´ı 0 ≤ s (x) ≤ f (x). Pak cˇ´ıslo∫
E
f dµ = sup
s∈D
IE (s)
nazy´va´me Lebesgueovy´m-Stieltjesovy´m integra´lem funkce f na mnozˇineˇ E.
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Pozna´mka B.13
• Mu˚zˇe se sta´t, zˇe ∫E fdµ =∞.
• Pro kazˇdou jednoduchou neza´pornou meˇrˇitelnou funkci s zrˇejmeˇ plat´ı∫
E
s dµ = IE (s) .
Nyn´ı rozsˇ´ıˇr´ıme definici integra´lu. Prˇipomenˇme nejdrˇ´ıve, zˇe k zadane´ funkci f mu˚zˇeme
prˇiˇradit dveˇ neza´porne´ funkce f+, f− takto:
f+ (x) = max {f (x) , 0} , f− (x) = −min {f (x) , 0} .
Definice B.22 Necht’ je da´n meˇrˇitelny´ prostor Ω s mı´rou µ. Necht’ E ⊂ Ω je meˇrˇitelna´















nazveme Lebesgueovy´m-Stieltjesovy´m integra´lem funkce f na mnozˇineˇ E. Jestliˇze tento
integra´l je konecˇny´, tj. ∫
E
f dµ ∈ R,
pak rˇekneme, zˇe f je integrovatelna´ na E (v Lebesgueoveˇ-Stieltjesoveˇ) smyslu a budeme
psa´t f ∈ L (µ) na E. Ve specia´ln´ım prˇ´ıpadeˇ volby Lebesgueovy mı´ry λn budeme hovorˇit
o Lebesgueoveˇ n−rozmeˇrne´m integra´lu a strucˇneˇ psa´t f ∈ L mı´sto f ∈ L (λn).
Pozorova´n´ı
• Je-li µ (E) <∞ a f je meˇrˇitelna´, prˇicˇemzˇ existuj´ı cˇ´ısla a ∈ R, b ∈ R takova´, zˇe
∀x ∈ E : a ≤ f (x) ≤ b,
pak plat´ı
a · µ (E) ≤
∫
E
f dµ ≤ b · µ (E) ,
tedy f ∈ L (µ) na E.
• Pokud f ∈ L (µ) , g ∈ L (µ) na E a plat´ı








• Necht’ f ∈ L (µ) na E, c ∈ R. Pak∫
E




• Je-li f meˇrˇitelna´ funkce a µ (E) = 0, pak∫
E
f dµ = 0.
• Necht’ f ∈ L (µ) na E, A ⊂ E je meˇrˇitelna´ mnozˇina. Potom f ∈ L (µ) na A.
Pozna´mka B.14 Budizˇ zada´n meˇrˇitelny´ prostor Ω se σ−algebrou S a mı´rou µ. Necht’ f
je neza´porna´ a meˇrˇitelna´ funkce na Ω. Pak mu˚zˇeme definovat funkci




Lze doka´zat, zˇe funkce ϕ je σ−aditivn´ı, takzˇe jsme popsany´m zp˚usobem pomoc´ı funkce f
vytvorˇili novou mı´ru ϕ na S.
Veˇta B.8 Uvazˇujme meˇrˇitelny´ prostor Ω se σ−algebrou S a mı´rou µ. Necht’ f ∈ L (µ)
na Ω. Pak funkce












pokud alesponˇ jeden z integra´l˚u existuje.
Pozna´mka B.15 Z pra´veˇ uvedene´ho d˚usledku plyne, zˇe prˇi integraci lze ,,beztrestneˇ”
zanedbat mnozˇiny nulove´ mı´ry.
U´mluva Necht’ E je meˇrˇitelna´ mnozˇina a pro meˇrˇitelne´ funkce f, g plat´ı, zˇe
µ ({x ∈ Ω : f (x) 6= g (x)}) = 0.
Pak budeme psa´t f ∼ g na E. Relace ∼ je zrˇejmeˇ relac´ı ekvivalence na syste´mu meˇrˇitelny´ch
funkc´ı. Vzhledem k vy´sˇe uvedene´mu d˚usledku je tedy zrˇejme´, zˇe pro libovolnou meˇrˇitelnou






jakmile uvedene´ integra´ly existuj´ı. Nav´ıc se domluvme, zˇe jakmile je E meˇrˇitelna´ mnozˇina
a vlastnost P plat´ı pro kazˇde´ x ∈ E −A, kde µ (A) = 0, pak rˇekneme, zˇe vlstnost P maj´ı
skoro vsˇechna x ∈ E (vzhledem k mı´ˇre µ).
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Pozna´mka B.16 Jestlizˇe f ∈ L (µ) na E, pak nutneˇ mus´ı naby´vat skoro vsˇude na E
konecˇny´ch hodnot. Proto mu˚zˇeme ve veˇtsˇineˇ tvrzen´ı prˇedpokla´dat bez ztra´ty obecnosti,
zˇe funkce f ∈ L (µ) naby´vaj´ı pouze konecˇny´ch hodnot.






Pozna´mka B.17 Lebesgue˚uv-Stieltjes˚uv integra´l je tedy prˇ´ıkladem absolutneˇ konver-
gentn´ıho integra´lu. Poznamenejme, zˇe tuto vlastnost postra´da´ naprˇ´ıklad Riemann˚uv
nevlastn´ı integra´l.
Veˇta B.10 (Lebesgueova o kovergenci v prˇ´ıpadeˇ monoto´nn´ı posloupnosti) Budiˇz E
meˇrˇitelna´ mnozˇina a posloupnost neza´porny´ch meˇrˇitelny´ch funkc´ı {fk}∞k=1 je neklesaj´ıc´ı
na E, to znamena´, zˇe plat´ı
∀x ∈ E : 0 ≤ f1 (x) ≤ f2 (x) ≤ . . .
Necht’ funkce f je definova´na prˇedpisem









Jako d˚usledek prˇedchoz´ı veˇty lze odvodit, zˇe plat´ı:
Veˇta B.11 Necht’ f ∈ L (µ) na E, g ∈ L (µ) na E. Potom (f + g) ∈ L (µ) na E a plat´ı∫
E







Veˇta B.12 (Lebesgueova o kovergenci v prˇ´ıpadeˇ ohranicˇene´ posloupnosti) Budiˇz E
meˇrˇitelna´ mnozˇina a posloupnost meˇrˇitelny´ch funkc´ı {fk}∞k=1 bodoveˇ konverguje na E k
funkci f , to znamena´, zˇe plat´ı
∀x ∈ E : lim fk (x) = f (x) .
Necht’ posloupnost {fk}∞k=1 je nav´ıc stejneˇ omezena´ integrovatelnou funkc´ı, to znamena´,
zˇe existuje funkce g ∈ L (µ)takova´, zˇe pro vsˇechna k ∈ N a vsˇechna x ∈ E plat´ı:
|fk (x)| ≤ g (x) .

















B.7 Lebesgue˚uv a Riemann˚uv integra´l
Veˇta B.13 Necht’ D ⊂ Rn je omezena´ mnozˇina a f je funkce definovana´ a omezena´ na
D. Pak plat´ı:










a oba integra´ly jsou si rovny.
• Integra´l (R) ∫D f (x) dx existuje pra´veˇ tehdy, kdyzˇ hranice λn (∂D) = 0 a soucˇasneˇ
ma´ nulovou Lebesgueovu mı´ru mnozˇina vnitrˇn´ıch bod˚u mnozˇiny D, ve ktery´ch f nen´ı
spojita´.
Konkre´tn´ı vy´pocˇet hodnoty Lebesgueova integra´lu tak lze v rˇadeˇ prˇ´ıpad˚u prove´st vy´pocˇtem
prˇ´ıslusˇne´ho integra´lu Riemannova. Neˇkdy lze vyuzˇ´ıt k vy´pocˇt˚um take´ vy´sˇe uvedene´
Lebesgueovy konvergencˇn´ı veˇty.
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C Linea´rn´ı diferencia´ln´ı rovnice n-te´ho rˇa´du
C.1 Za´kladn´ı pojmy a veˇta o existenci rˇesˇen´ı
Obecne´ pojmy
Necht’ f je rea´lna´ funkce n+ 1 rea´lny´ch promeˇnny´ch. Potom rovnici
y(n) = f
(
x, y, y′, ..., y(n−1)
)
(8)
nazveme obycˇejnou diferencia´ln´ı rovnic´ı n-te´ho rˇa´du.
Funkci y = ϕ (x), jej´ımzˇ definicˇn´ım oborem je otevrˇeny´ interval J ⊂ R, nazy´va´me
rˇesˇen´ım diferencia´ln´ı rovnice (8) na intervalu J, jestlizˇe pro kazˇde´ x ∈ J plat´ı
ϕn (x) = f
(
x, ϕ (x) , ϕ′ (x) , ..., ϕ(n−1) (x)
)
.
Linea´rn´ı diferencia´ln´ı rovnice n-te´ho rˇa´du
Linea´rn´ı diferencia´ln´ı rovnic´ı n-te´ho rˇa´du nazy´va´me rovnici tvaru
y(n) + p1 (x) y(n−1) + ...+ pn−1 (x) y′ + pn (x) y = q (x) , (9)
kde p1, ...., pn, q jsou funkce jedne´ promeˇnne´. V cele´ te´to cˇa´sti kapitoly budeme
prˇedpokla´dat, zˇe definicˇn´ım oborem funkc´ı p1, ...., pn, q je jisty´ interval (a, b) a zˇe vsˇechny
tyto funkce jsou na (a, b) spojite´. Jestlizˇe pro vsˇechna x ∈ (a, b) plat´ı q (x) = 0, tj. jestlizˇe
rovnice (9) ma´ tvar
y(n) + p1 (x) y(n−1) + ...+ pn−1 (x) y′ + pn (x) y = 0 (10)
nazy´va´me ji homogenn´ı rovnic´ı. V opacˇne´m prˇ´ıpadeˇ je rovnice nehomogenn´ı.
Veˇta C.1 (O existenci a jednoznacˇnosti rˇesˇen´ı)
Necht’ definicˇn´ım oborem funkc´ı p1, ...., pn, q je interval (a, b) a necht’ vsˇechny tyto
funkce jsou na (a, b) spojite´. Necht’ x0 ∈ (a, b) a necht’ y0, y′0, ..., y(n−1)0 jsou libovolna´
rea´lna´ cˇ´ısla. Potom existuje pra´veˇ jedno rˇesˇen´ı ϕ diferencia´ln´ı rovnice (9) na intervalu
(a, b), pro ktere´ plat´ı
ϕ (x0) = y0, ϕ′ (x0) = y′0, ϕ
(n−1) (x0) = y
(n−1)
0 (11)
Prˇitom kazˇde´ rˇesˇen´ı rovnice (9) vyhovuj´ıc´ı podmı´nka´m (11) je restrikc´ı tohoto rˇesˇen´ı ϕ.
Pozna´mka C.1 Podmı´nka´m (11) se cˇasto rˇ´ıka´ pocˇa´tecˇn´ı podmı´nky a u´loze naj´ıt rˇesˇen´ı
ϕ rovnice (9) vyhovuj´ıc´ı podmı´nka´m (11) Cauchyova u´loha.
Veˇta C.2 Necht’ definicˇn´ım oborem funkc´ı p1, ...., pn, q je interval (a, b) a necht’ vsˇechny
tyto funkce jsou na (a, b) spojite´. Oznacˇme YH mnozˇinu vsˇech rˇesˇen´ı diferencia´ln´ı rovnice
(10) na intervalu (a, b). Potom YH je vektorovy´ podprostor vektorove´ho prostoru F vsˇech
funkc´ı definovany´ch na intervalu (a, b).
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Definice C.1 Necht’ (f1, ..., fn) je usporˇa´dana´ n-tice funkc´ı jedne´ promeˇnne´, jejichzˇ
definicˇn´ım oborem je interval (a, b). Prˇedpokla´dejme, zˇe funkce f1, ..., fn maj´ı na inter-
valu (a, b) vsˇechny derivace azˇ do (n− 1)-ho rˇa´du. Necht’ x ∈ (a, b). Potom determinant
W (f1, ..., fn) (x) =
f1 (x) , f2 (x) , ..., fn (x)
f ′1 (x) , f ′2 (x) , ..., f ′n (x)
....., ....., ....., .....
f
(n−1)
1 (x) , f
(n−1)
2 (x) , ..., f
(n−1)
n (x)
nazy´va´me Wronske´ho determinant skupiny funkc´ı (f1, ..., fn) v bodeˇ x.
Veˇta C.3 Necht’ (ϕ1, ..., ϕn) je skupina n funkc´ı, z nichzˇ kazˇda´ je rˇesˇen´ım homogenn´ı
linea´rn´ı diferencia´ln´ı rovnice n-te´ho rˇa´du (10) na intervalu (a, b). Oznacˇme W (x) =
W (ϕ1, ..., ϕn) (x) , x ∈ (a, b). Potom skupina funkc´ı (ϕ1, ..., ϕn) je linea´rneˇ za´visla´, resp.
neza´visla´, ve vektorove´m prostoru F vsˇech funkc´ı definovany´ch na (a, b), pra´veˇ tehdy, kdyzˇ
pro kazˇde´ x ∈ (a, b) plat´ı W (x) = 0, resp. W (x) 6= 0.
Veˇta C.4 Dimenze vektorove´ho prostoru YH vsˇech rˇesˇen´ı diferencia´ln´ı rovnice (10) na
intervalu (a, b) je rovna cˇ´ıslu n.
Definice C.2 Libovolnou ba´zi vektorove´ho prostoru YH vsˇech rˇesˇen´ı diferencia´ln´ı rovnice
(10) na intervalu (a, b) nazveme fundamenta´ln´ı syste´m rˇesˇen´ı te´to diferencia´ln´ı rovnice.
Pozna´mka C.2 Fundamenta´ln´ı syste´m rˇesˇen´ı diferencia´ln´ı rovnice (10) je tedy libovolna´
skupina n linea´rneˇ neza´visly´ch rˇesˇen´ı te´to rovnice. Takovy´ch fundamenta´ln´ıch syste´mu˚
existuje samozrˇejmeˇ nekonecˇneˇ mnoho. Abychom vyrˇesˇili rovnici (10), stacˇ´ı naj´ıt jeden z
nich. Je-li tvorˇen naprˇ´ıklad funkcemi ϕ1, ..., ϕn potom vsˇechna rˇesˇen´ı uvazˇovane´ rovnice
na intervalu (a, b) dostaneme jako vsˇechny linea´rn´ı kombinace funkc´ı ϕ1, ..., ϕn. Obecne´
rˇesˇen´ı rovnice (10) ma´ tedy tvar
y = C1ϕ1 (x) + ...+ Cnϕn (x) , C1, ..., Cn ∈ R.
Veˇta C.5 Necht’ definicˇn´ım oborem funkc´ı p1, ..., pn, q je interval (a, b) a necht’ vsˇechny
tyto funkce jsou na (a, b) spojite´. Oznacˇme YN mnozˇinu vsˇech mozˇny´ch rˇesˇen´ı diferencia´ln´ı
rovnice (9) na intervalu (a, b). Necht’ YH a F znacˇ´ı tote´zˇ, co ve veˇteˇ (C.2). Potom plat´ı,
zˇe
YN = ϕp + YH = {ϕp + ϕ ∈ F : ϕ ∈ YH} ,
kde ϕp je libovole´ pevne´ rˇesˇen´ı nehomogenn´ı rovnice (9) na intervalu (a, b). YN je tedy
linea´rn´ı mnozˇina dimenze n ve vektorove´m prosotru F vsˇech funkc´ı definovany´ch na (a, b).
Pozna´mka C.3 Z veˇty (C.5) vyply´va´, zˇe pokud (ϕ1, ..., ϕn) je fundamenta´ln´ı syste´m
rˇesˇen´ı homogenn´ı rovnice (10) a ϕp libovolne´ (partikula´rn´ı) rˇesˇen´ı nehomogenn´ı rovnice
(9), potom mu˚zˇeme obecne´ rˇesˇen´ı nehomogenn´ı rovnice (9) psa´t ve tvaru
y = ϕp (x) + C1ϕ1 (x) + ...+ Cnϕn (x) , C1, ..., Cn ∈ R
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C.2 Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice s konstantn´ımi koeficienty
V te´to kapitole se budeme zaby´vat hleda´n´ım fundamenta´ln´ıho syste´mu rˇesˇen´ı homogenn´ı
linea´rn´ı rovnice s konstantn´ımi koeficienty
y(n) + p1y(n−1) + ...+ pn−1y′ + pny = 0 (12)
kde p1, ..., pn jsou rea´lna´ cˇ´ısla (nebo prˇesneˇji konstantn´ı funkce definovane´ na R).
Nejdrˇ´ıve se budeme podrobneˇ veˇnovat prˇ´ıpadu pro n = 2, tj. rovnici
y′′ + p1y′ + p2 = 0 (13)
a potom strucˇneˇ uka´zˇeme, jak bychom nasˇli fundamenta´ln´ı syste´m rˇesˇen´ı rovnice (12) pro
obecne´ n.
Charakteristicka´ rovnice
Zkusme, zda by rˇesˇen´ım rovnice (13) mohla by´t pro neˇjake´ λ ∈ R funkce
ϕ (x) = eλx, x ∈ R. (14)
Snadno vypocˇteme, zˇe
ϕ′ (x) = λeλx, ϕ′′ (x) = λ2eλx.
Dosad´ıme-li funkci (14) do rovnice (13), dostaneme
eλx
(
λ2 + p1λ+ p2
)
= 0.
Odtud je videˇt, zˇe funkce (14) je rˇesˇen´ım rovnice (13), kdyzˇ plat´ı
λ2 + p1λ+ p2 = 0 (15)
Kvadraticka´ rovnice (15) pro nezna´mou λ se nazy´va´ charakteristicka´ rovnice diferencia´ln´ı
rovnice (13).
Konstrukce fundamenta´ln´ıho syste´mu rˇesˇen´ı diferencia´ln´ı rovnice (13) na
za´kladeˇ znalosti korˇen˚u jej´ı charakteristicke´ rovnice
Pro charakteristickou rovnici (15) nastane vzˇdy jeden z na´sleduj´ıc´ıch trˇ´ı navza´jem se
vylucˇuj´ıc´ıch prˇ´ıklad˚u:
1. Charakteristicka´ rovnice ma´ dva r˚uzne´ rea´lne´ korˇeny λ1, λ2.
2. Charakteristicka´ rovnice ma´ dvojna´sobny´ korˇen λ1.
3. Charakteristicka´ rovnice ma´ dva navza´jem komplexneˇ sdruzˇene´ imagina´rn´ı korˇeny
λ1 = α+ iβ a λ2 = α− iβ.
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Ad 1.
V tomto prˇ´ıpadeˇ jsou funkce
ϕ1 (x) = eλ1x, ϕ2 (x) = eλ2x (16)
rˇesˇen´ım rovnice (13) na R. Protozˇe Wronske´ho determinant





λ1xeλ2x (λ2 − λ1)
je pro kazˇde´ x ∈ R r˚uzny´ od nuly, jsou funkce ϕ1 (x) , ϕ2 (x) podle veˇty (C.3) linea´rneˇ
neza´visle´ a tvorˇ´ı tedy fundamenta´ln´ı syste´m rˇesˇen´ı rovnice (13). Obecne´ rˇesˇen´ı uvazˇovane´
rovnice ma´ v tomto prˇ´ıpadeˇ tvar
y = C1eλ1x + C2eλ2x, C1, C2 ∈ R. (17)
Ad 2.
V tomto prˇ´ıpadeˇ jsou rˇesˇen´ım rovnice (13) na R funkce
ϕ1 (x) = eλ1x, ϕ2 (x) = xeλ2x (18)
U ϕ1 je to zrˇejme´, u funkce ϕ2 se o tom snadno prˇesveˇdcˇ´ıme dosazen´ım rovnice (13),
prˇicˇemzˇ vyuzˇijeme skutecˇnost, zˇe diskriminant charakteristicke´ rovnice je roven nule.
Protozˇe Wronske´ho determinant
W (ϕ1, ϕ2) (x) =
eλ1x, xeλ2x
λ1e
λ1x, eλ2x + λ2eλ2x
= e2λ1x
je pro kazˇde´ x ∈ R r˚uzny´ od nuly, jsou funkce ϕ1, ϕ2 linea´rneˇ neza´visle´ a tvorˇ´ı tedy
fundamenta´ln´ı syste´m rˇesˇeni rovnice (13). Jej´ı obecne´ rˇesˇen´ı ma´ tentokra´t tvar
y = C1eλ1x + C2xeλ1x, C1, C2 ∈ R. (19)
Ad 3.
Tvrd´ıme, zˇe v tomto prˇ´ıpadeˇ jsou rˇesˇen´ım rovnice (13) na R funkce
ϕ1 (x) = eαx cosβx, ϕ1 (x) = eαx sinβx (20)
Vy´pocˇty se lze prˇesveˇdcˇit, uvedene´ funkce jsou rˇesˇen´ım zadane´ rovnice, a zˇe Wronske´ho
determinant je pro kazˇde´ x ∈ R
W (ϕ1, ϕ2) (x) = βe2αx 6= 0.
Funkce ϕ1, ϕ2 tedy v tomto prˇ´ıpadeˇ tvorˇ´ı fundamenta´ln´ı syste´m rˇesˇen´ı rovnice (13) a jej´ı
obecne´ rˇesˇen´ı ma´ tvar
y = C1eαx cosβx+ C2eαx sinβx, C1, C2 ∈ R (21)
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Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice n-te´ho rˇa´du s konstantn´ımi
koeficienty
Uvazˇujme rovnici (12). Stejny´m zp˚usobem jako pro n = 2 bychom obdrzˇeli jej´ı tzv. charak-
teristickou rovnici
λn + p1λn−1 + ...+ pn−1λ+ pn = 0 (22)
Nyn´ı rˇekneme, jak kazˇde´mu korˇenu rovnice (22), s ohledem na jeho na´sobnost, prˇiˇrad´ıme
jistou funkci tak, aby takto zkonstruovane´ funkce tvorˇily fundamenta´ln´ı syste´m rˇesˇen´ı
diferencia´ln´ı rovnice (12) na R. Rovnice (22) mu˚zˇe mı´t korˇeny dvoj´ıho druhu: rea´lne´ a
imagina´rn´ı.
Rea´lne´mu korˇenu λ, jehozˇ na´sobnost je k, prˇiˇrad´ıme tuto k-tici funkc´ı:
ϕ1 (x) = eλx, ϕ2 (x) = xeλx, ..., ϕk (x) = xk−1eλx.
Imagina´rn´ımu korˇenu α+ iβ spolu s komplexneˇ sdruzˇeny´m korˇenem α− iβ, z nichzˇ kazˇdy´
ma´ na´sobnost l , prˇiˇrad´ıme teˇchto 2l funkc´ı:
ψ1 (x) = eαx cosβx, ψ2 (x) = xeαx cosβx, ..., ψl (x) = xl−1eαx cosβx,
ψl+1 (x) = eαx sinβx, ψl+2 (x) = xeαx sinβx, ..., ψ2l (x) = xl−1eαx sinβx.
Jelikozˇ charakteristicka´ rovnice (22) ma´ prˇesneˇ n korˇen˚u, z´ıska´me t´ımto zp˚usobem n funkc´ı.
Lze doka´zat, zˇe teˇchto n funkc´ı tvorˇ´ı fundamenta´ln´ı syste´m rˇesˇen´ı diferencia´ln´ı rovnice (12)
na R.
Pozna´mka C.4 V prˇedchoz´ı cˇa´sti jsme si uka´zali, jak se hleda´ fundamenta´ln´ı syste´m
rˇesˇen´ı homogenn´ı linea´rn´ı diferencia´ln´ı rovnice s konstantn´ımi koeficienty. Na prvn´ı pohled
se mu˚zˇe zda´t, zˇe si nyn´ı s kazˇdou takovou rovnic´ı snadno porad´ıme. Nen´ı tomu tak, nebot’
pro n > 4 neexistuje explicitn´ı vzorec pro vy´pocˇet korˇen˚u charakteristicke´ rovnice. Prak-
ticky uzˇ n = 3 se v obecne´m prˇ´ıpadeˇ korˇeny hledaj´ı pomoc´ı prˇiblizˇny´ch metod numericke´
matematiky.
C.3 Nehomogenn´ı linea´rn´ı diferencia´ln´ı rovnice s konstantn´ımi
koeficienty
V te´to kapitole se budeme zaby´vat nehomogenn´ı linea´rn´ı diferencia´ln´ı rovnic´ı s kon-
stantn´ımi koeficienty
y(n) + p1y(n−1) + ...+ pn−1y′ + pny = q (x) (23)
kde funkce q je funkce, jej´ımzˇ definicˇn´ım oborem je jisty´ interval (a, b), a ktera´ je na (a, b)
spojita´ a p1, ..., pn jsou dana´ rea´lna´ cˇ´ısla.
Prˇipomenˇme, zˇe mnozˇina YN vsˇech rˇesˇen´ı diferencia´ln´ı rovnice (23) na (a, b) je linea´rn´ı
mnozˇina dimenze n, a sice YN = ϕp + YH , kde ϕp je libovolne´ pevne´ rˇesˇen´ı rovnice (23)
na (a, b) a kde YH je vektorovy´ prostor vsˇech rˇesˇen´ı prˇiˇrazene´ homogenn´ı rovnice na
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(a, b). Hleda´t YH jsme se naucˇili v prˇedcha´zej´ıc´ı kapitole. Nyn´ı se zameˇrˇ´ıme na vy´pocˇet
partikula´rn´ıho rˇesˇen´ı ϕp rovnice (23).
Toto partikula´rn´ı rˇesˇen´ı ϕp budeme hledat dveˇma zp˚usoby: tzv. variac´ı konstant a
tzv. metodou specia´ln´ı prave´ strany. Vy´hodou prvn´ıho postupu je jeho pouzˇitelnost pro
libovolnou spojitou funkci q na prave´ straneˇ rovnice (23), nevy´hodou pak jeho pomeˇrna´
pracnost a hlavneˇ skutecˇnost, zˇe vede na vy´pocˇet integra´l˚u. Druhy´ postup ma´ vy´hodu v
jednoduche´m vy´pocˇtu, avsˇak lze jej pouzˇ´ıt jen pro neˇktere´ specia´ln´ı prˇ´ıpady funkce q.
Variace konstant
Prˇedpokla´dejme, zˇe jsme uzˇ vyrˇesˇili homogenn´ı rovnici
y(n) + p1y(n−1) + ...+ pn−1y′ + pny = 0 (24)
a zˇe jej´ı obecne´ rˇesˇen´ı je
y = C1ϕ1 (x) + ...+ Cnϕn (x) , C1, ..., Cn ∈ R. (25)
Hledejme partikula´rn´ı rˇesˇen´ı ϕp nehomegenn´ı rovnice (23) ve tvaru forma´lneˇ podobne´m
(25), kde ovsˇem mı´sto konstant C1, ..., Cn budeme psa´t neˇjake´ (prozat´ım nezna´me´) funkce
g1, ..., gn promeˇnne´ x, tedy
ϕp = g1 (x)ϕ1 (x) + ...+ gn (x)ϕn (x) , x ∈ (a, b) (26)
Dosazen´ım funkce ϕp do rovnice (23) dostaneme jednu podmı´nku pro n nezna´my´ch funkc´ı
g1, ..., gn. Lze urcˇit, zˇe funkc´ı g1, ..., gn teˇchto vlastnost´ı existuje nekonecˇneˇ mnoho a zˇe
takove´ funkce bude mozˇne´ vypocˇ´ıtat i tehdy, stanov´ıme-li pro neˇ jesˇteˇ dalˇs´ıch n − 1 do-
datecˇny´ch podmı´nek. Tyto dodatecˇne´ podmı´nky, jak uvid´ıme da´le, budeme volit tak, aby
vy´pocˇty byly pokud mozˇno co nejjednodusˇsˇ´ı.




ϕ′p (x) = g
′
1 (x)ϕ1 (x) + g1 (x)ϕ
′
1 (x) + ...+ g
′
n (x)ϕn (x) + gn (x)ϕ
′
n (x) ,
x ∈ (a, b). Prvn´ı ze sl´ıbeny´ch dodatecˇny´ch podmı´nek pro funkce g1, ..., gn vol´ıme tak, aby
se v prˇedpisu pro funkci ϕ′′p neobjevily druhe´ derivace funkc´ı g1, ..., gn.
Polozˇ´ıme tedy
g′1 (x)ϕ1 (x) + ...+ g
′
n (x)ϕn (x) = 0, x ∈ (a, b) . (27)
Za tohoto prˇedpokladu je
ϕ′p (x) = g1 (x)ϕ
′
1 (x) + ...+ gn (x)ϕ
′
n (x) , x ∈ (a, b) ,
a da´le




1 (x) + g1 (x)ϕ
′′




n (x) + gn (x)ϕ
′′









n (x) = 0, x ∈ (a, b) . (28)
Potom
ϕ′′p (x) = g1 (x)ϕ
′′
1 (x) + ...+ gn (x)ϕ
′′
n (x) , x ∈ (a, b) .
Pokracˇujeme-li stejny´m zp˚usobem da´le a polozˇ´ıme-li v derivac´ıch ϕ′′′p , ..., ϕ
(n−1)
p vzˇdy soucˇet
vy´raz˚u, v nichzˇ se vyskytuj´ı derivace funkc´ı g1, ..., gn, roven nule obdrzˇ´ıme spolu s (27) a
(28) teˇchto n− 1 dodatecˇny´ch podmı´nek pro funkce g1, ..., gn:
g′1 (x)ϕ1 (x) + ... +g′n (x)ϕn (x) = 0
g′1 (x)ϕ′1 (x) + ... +g′n (x)ϕ′n (x) = 0
..... ..... ..... .....
g′1 (x)ϕ
(n−2)




n (x) = 0
(29)
kde x ∈ (a, b). Plat´ı-li (29), je pro kazˇde´ x ∈ (a, b)
ϕ′p (x) = g1 (x)ϕ′1 (x) +...+ gn (x)ϕ′n (x)
ϕ′′p (x) = g1 (x)ϕ′′1 (x) +...+ gn (x)ϕ′′n (x)
..... ..... ..... .....
ϕ
(n−1)
p (x) = g1 (x)ϕ
(n−1)





p (x) = g1 (x)ϕ
(n)











Dosad´ıme-li z (26) a (30) do rovnice (23) a vyuzˇijeme-li skutecˇnost, zˇe funkce ϕ1, ..., ϕn
jsou rˇesˇen´ı rovnice (24), tj. zˇe pro kazˇde´ i ∈ {1, ..., n} a pro kazˇde´ x ∈ (a, b) plat´ı
ϕ
(n)
i (x) + p1ϕ
(n−1)
i (x) + ...+ pn−1ϕ
′
i (x) + pnϕi (x) = 0,
dostaneme pro funkce g1, ..., gn rovnost
g′1 (x)ϕ
(n−1)




n (x) = q (x) , (31)
kde x ∈ (a, b).
Pro kazˇde´ pevne´ x ∈ (a, b) jsme obdrzˇeli soustavu n linea´rn´ıch algebraicky´ch rovnic
pro nezna´me´ g′1 (x) , ..., g′n (x), a sice soustavu tvorˇenou rovnicemi (29) a rovnic´ı (31):
g′1 (x)ϕ1 (x) +...+ g′n (x)ϕn (x) = 0
..... ..... ..... .....
g′1 (x)ϕ
(n−2)




n (x) = 0
g′1 (x)ϕ
(n−1)




n (x) = q (x)
(32)
Determinantem te´to soustavy je Wronske´ho determinant W (ϕ1, ..., ϕn) (x), ktery´ je podle
veˇty (C.3), r˚uzny´ od nuly. Soustava linea´rn´ıch rovnic (32) ma´ tedy pra´veˇ jedno rˇesˇen´ı.
Uveˇdomı´me-li si, pomoc´ı jaky´ch operac´ı bychom prˇi rˇesˇen´ı soustavy (32) jej´ı nezna´me´
g′1 (x) , ..., g′n (x) pocˇ´ıtali (at’ uzˇ Gausovou eliminacˇn´ı metodou nebo trˇeba Cramerovy´m
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pravidlem), vid´ıme, zˇe ze spojitosti funkce q na intervalu (a, b) vyply´va´, zˇe take´ vsˇechny
funkce g′1, ..., g′n jsou na na (a, b) spojite´. Funkce g′1, ..., g′n maj´ı tedy na intervalu (a, b)
primitivn´ı funkce. Vypocˇteme-li k n´ım neˇjake´ primitivn´ı funkce g1, ..., gn, cozˇ v konkre´tn´ıch
prˇ´ıpadech nemus´ı by´t jednoduche´, a dosad´ıme-li je do (26), z´ıska´me hledane´ partikula´rn´ı
rˇesˇen´ı diferencia´ln´ı rovnice (24).
C.3.1 Metoda specia´ln´ı prave´ strany
Uvazˇujme opeˇt diferencia´ln´ı rovnici (23). Prˇedpokla´dejme, zˇe jej´ı prava´ strana ma´ tvar
q (x) = eαx (P1 (x) cos (βx) + P2 (x) sin (βx)) , (33)
kde α, β ∈ R a P1 (x) a P2 (x) jsou polynomy. Lze doka´zat, zˇe v takove´m prˇ´ıpadeˇ ma´
rovnice (23) na R pra´veˇ jedno rˇesˇen´ı ϕp tvaru
ϕp (x) = xkeαx (Q1 (x) cos (βx) +Q2 (x) sin (βx)) , (34)
kde k je na´sobnost cˇ´ısla α+iβ (a tedy i cˇ´ısla α−iβ) jakozˇto korˇene charakteristicke´ rovnice
prˇiˇrazene´ homogenn´ı rovnice (24). Pokud α + iβ nen´ı korˇenem charakteristicke´ rovnice,
potom k =0. Q1 (x) , Q2 (x) jsou polynomy, jejichzˇ stupneˇ jsou nejvy´sˇe rovny vysˇsˇ´ımu ze
stupnˇ˚u polynomu˚ P1 (x) , P2 (x).
V konkre´tn´ıch prˇ´ıkladech postupujeme tak, zˇe zat´ım nezna´me´ koeficienty polynomu˚
Q1 (x) , Q2 (x) oznacˇ´ıme neˇjaky´mi p´ısmeny, funkci ϕp n-kra´t zderivujeme dosad´ıme do
rovnice (34). Porovna´n´ım leve´ a prave´ strany z´ıskane´ rovnosti (platne´ na cele´m R) pak
dostaneme soustavu linea´rn´ıch algebraicky´ch rovnic pro hledane´ koeficienty polynomu˚
Q1 (x) a Q2 (x), a to soustavu, ktera´ ma´ pra´veˇ jedno rˇesˇen´ı. Toto rˇesˇen´ı vypocˇteme a
dosad´ıme do (23).
Pozna´mka C.5 V prˇ´ıpadeˇ, zˇe α = 0, β = 0 nebo zˇe neˇktery´ z polynomu˚ P1 (x) , P2 (x) je
nulovy´ nebo konstantn´ı, ma´ prava´ strana (33) naprˇ. tvar
P1 (x) , cos (βx) , P2 (x) sin (βx) , eαx, P1 (x) eαx, eαx sin (βx) , P1 (x) eαx cos (βx)
Pozna´mka C.6 Jestlizˇe pro pravou stranu rovnice (23) plat´ı
q (x) = q1 (x) + ...+ qr (x) ,
kde kazˇda´ z funkc´ı q1, ..., qr ma´ specia´ln´ı tvar (33), potom postupujeme tak, zˇe postupneˇ
najdeme partikula´rn´ı rˇesˇen´ı ϕp1, ..., ϕpr diferencia´ln´ıch rovnic, ktere´ vzniknou z rovnice
(23), kdyzˇ na jej´ı pravou stranu p´ıˇseme mı´sto q (x) vy´razy q1 (x) , ..., qr (x). Partikula´rn´ı
rˇesˇen´ı ϕp rovnice (23) pak vypocˇteme takto:
ϕp (x) = ϕp1 (x) + ...+ ϕpr (x) .
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