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Kernel density estimation on a finite interval poses an
outstanding challenge because of the well-recognized
bias at the boundaries of the interval. Motivated by an
application in cancer research, we consider a boundary
constraint linking the values of the unknown target den-
sity function at the boundaries.We provide a kernel den-
sity estimator (KDE) that successfully incorporates this
linked boundary condition, leading to a non-self-adjoint
diffusion process and expansions in nonseparable gen-
eralized eigenfunctions. The solution is rigorously ana-
lyzed through an integral representation given by the
unified transform (or Fokasmethod). The newKDEpos-
sesses many desirable properties, such as consistency,
asymptotically negligible bias at the boundaries, and an
increased rate of approximation, as measured by the
AMISE. We apply our method to the motivating exam-
ple in biology and provide numerical experiments with
synthetic data, including comparisons with state-of-the-
art KDEs (which currently cannot handle linked bound-
ary constraints). Results suggest that the new method is
fast and accurate. Furthermore, we demonstrate how to
build statistical estimators of the boundary conditions
satisfied by the target function without a priori knowl-
edge. Our analysis can also be extended to more general
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boundary conditions that may be encountered in appli-
cations.
KEYWORDS
boundary bias, biological cell cycle, density estimation, diffusion,
linked boundary conditions, unified transform
1 INTRODUCTION AND BACKGROUND
Suppose we are given an independent and identically distributed sample 𝑋1,… , 𝑋𝑛 from some
unknown density function 𝑓𝑋 . Throughout, we will use a subscript 𝑋 in 𝑓𝑋 to indicate that 𝑓𝑋
is the probability density function of the random variable 𝑋. We will also denote expectation and
variance with respect to 𝑓𝑋 by 𝔼𝑓𝑋 and Var𝑓𝑋 , respectively. Estimating the density 𝑓𝑋 is one of
themost common problems for discovering patterns in statistical data.1–3 When the support of 𝑓𝑋




















the so-called bandwidth parameter that controls the smoothness of the estimator (see, for exam-
ple, Refs. 2–5 and references therein). Another viewpoint is to connect kernel density estimation
to a diffusion equation, an approach pioneered by the second author in Ref. 6. Our goal in this
article is to extend this analysis to linked boundary conditions. A key tool in our analysis is the
unified transform (also known as the Fokas method), a novel transform for analyzing boundary
value problems for linear (and integrable nonlinear) partial differential equations (PDEs).7–19 An
excellent pedagogical review of this method can be found in the paper of Deconinck et al.20
It is well known that 𝑓(𝑥; 𝑡) is not an appropriate kernel estimator when 𝑓𝑋 has compact
support,21 which (without loss of generality) we assume to be the unit interval [0,1]. The main
reason for this is that 𝑓(𝑥; 𝑡) exhibits significant boundary bias at the end-points of the interval.
For example, with a Gaussian kernel, no matter how small the bandwidth parameter, 𝑓(𝑥; 𝑡) will
have nonzero probability mass outside the interval [0,1]. Various solutions have been offered to
cope with this boundary bias issue, which may be classified into three main types:
(a) using special (non-Gaussian) kernels with support on [0,1] or on [0,∞), as in Refs. 22–24;
(b) adding bias-correction terms to 𝑓(𝑥; 𝑡) as in Refs. 25, 26;
(c) employing domain transformations,21,27 which work by mapping the data to (−∞,∞), con-
structing a KDE on the whole real line, and finally mapping the estimate back to [0,1].
Additionally, sometimes, we not only know that 𝑓𝑋 has support on [0,1], but also have extra
information about the values of 𝑓𝑋 at the boundaries. One example of this situation is what we
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will refer to as a linked boundary condition, where we know a priori that
𝑓𝑋(0) = 𝑟𝑓𝑋(1)
for some known given parameter 𝑟 ≥ 0. Most of our analysis also carries over to complex 𝑟, as
long as 𝑟 ≠ −1 (the PDE (2) is degenerate irregular and the problem ill-posed when 𝑟 = −1), but
we focus on 𝑟 ≥ 0 since in statistics 𝑓𝑋 ≥ 0. An example that motivated the current article arises
in the field of biology,28,29 in particular cell cycle studies in cancer research. The cell cycle itself
is one of the fundamentals of biology and knowledge about its regulation is crucial in the treat-
ment of various diseases, most prominently cancer. Cancer is characterized by an uncontrolled
cell growth and commonly treated with cytotoxic drugs. These drugs interfere with the cell cycle
and in this way cause cancer cells to die. By studying the effect of chemicals on the cell cycle,
one can discover new drugs, identify potential resistance mechanisms, or evaluate combinatorial
therapy. These kinds of studies have benefited from continued improvement in cell population
analysis methods such as fluorescence microscopy, flow cytometry, CyTOF, or single-cell omics,
where the abundance of up to thousands of cellular components for every individual cell in a pop-
ulation ismeasured. In such an experiment, cells in an unsynchronized cell population are spread
over all stages of the cell cycle. Trajectory inference algorithms then reduce the dimensionality to
a pseudotime scale by ordering cells in the population based on their similarity in the dataset.30
Subsequently, mathematical methods based on ergodic principles infer molecular kinetics in the
cell cycle from the distribution of cells in pseudotime. The value at the left boundary of this distri-
bution must, because of cell division, be double the value at the right boundary. In other words,
we have linked boundary conditions with the constant 𝑟 = 2, but otherwise, we do not know the
value of the density at the boundaries of the domain. The problem is described in more detail in
Section 5.2, where we also demonstrate the estimator with linked boundary condition on a real
dataset. In particular, for this example, respecting the linked boundary condition is crucial for
generating the correct kinetics due to a certain mapping between pseudotime and real time. See
also Refs. 28, 29, for example, for further motivation and discussion. In other applications, even if
we do not know the value of 𝑟, one can approximate the true value of 𝑟 which, together with the
methods proposed in this article, leads to an increase in the rate of approximation of 𝑓𝑋 as the
sample size 𝑛 becomes large (we do this for an example in Section 5.1, see also Section 3 for some
results in this direction).
Unfortunately, to the best of our knowledge, all of the currently existing kernel density estima-
tion methods, bias-correcting or not, cannot satisfactorily handle the linked boundary condition.
Figure 1 shows a typical example of what can go wrong when a standard density estimator is
applied to real biological data. The result is a smooth density with two unacceptable features:
∙ The domain 𝑥 ∈ [0, 1] is not respected, and instead, the solution has positive density for neg-
ative values of 𝑥, and also for 𝑥 > 1, which are physically unreasonable. This problem can be
addressed using existing bias-correction methods and is not the challenge that we had to over-
come in this article.
∙ The density does not respect the important biological constraint of the linked boundary condi-
tion (that the left value should be double the right, in this particular application), and instead,
the density decays to zero as |𝑥| becomes large. Existing bias-correctionmethods do not address
this problem.
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F IGURE 1 A typical example of
output from a KDE (ksdensity from
MATLAB) applied to our real biological
data. This does not respect the domain,
and it also does not respect the
important linked boundary conditions.
The methods that we propose in this
article address those issues
simultaneously, with results for this
dataset shown in Figure 7
The purpose of this article is to describe a new KDE that can handle the more general problem
of linked boundary conditionswith an arbitrary value of 𝑟; the situation of interest in the biological
application where 𝑟 = 2 is then solved as an important special case. Figure 7C shows a successful
application of our proposedmethod. TheMAPiT toolbox for single-cell data analysis 29 applies our
new KDE with linked boundary conditions to analyze cell-cycle-dependent molecular kinetics.
Our proposed estimator is of type (a), that is, we construct a special kernel with support on
[0,1], and such that the linked boundary condition is incorporated into the resulting estimator.
Our kernel is inspired by the solution of a diffusion-type PDE.6,31–34 In particular, we modify the
diffusionmodel in Ref. 6 so that it satisfies the linked boundary conditions. Unlike the case in Ref.
6, the non-self-adjoint initial-boundary problem that arises cannot be diagonalized, meaning that
the solution cannot be expressed as a series solution of eigenfunctions of the spatial differential
operator in the usual sense. Instead, we use the unified transform, which provides an algorithmic
recipe for solving these types of problems via an integral solution. This was the way we first found
the solution formula to our diffusion model, and the integral representation simplifies many of
the proofs in our analysis. So far, the only case of our problem considered in the literature on this
method has been 𝑟 = 1 11 (periodic). For the heat equation with oblique Robin boundary condi-
tions/nonlocal boundary conditions, we refer the reader to Refs. 35–37 and for interface problems,
we refer the reader to Refs. 38–40. Recently linked boundary conditions have been considered for
the Schrödinger equation in Ref. 41 (however, in Ref. 41, the parameters were chosen such that
the characteristic values were simple, in other words, the eigenvalues were simple, making the
analysis easier and leading to a series solution in terms of bona fide eigenfunctions).
We then construct a series expansion in nonseparable generalized eigenfunctions of the spa-
tial derivative operator by deforming the contours in the integral representation and applying
Cauchy’s residue theorem. This formal solution is then rigorously verified and studied via a non-
symmetric heat kernel. Each of these representations (integral and series) is beneficial for different
analysis. For instance, the integral representation is much easier to construct and makes it easier
to study regularity properties, as well as some parts of the behavior as 𝑡 ↓ 0, whereas the kernel
representation is useful for proving conservation of mass (the solution generates a true proba-
bility measure) and studying the asymptotic MISE (AMISE). Although it is not the goal of the
present article, we envisage that the method that we demonstrate here can also be generalized to
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the multivariate case and to scenarios where other types of boundary conditions (such as linked
derivatives or non-local boundary conditions) arise or can be estimated. In these situations, we
recommend using the unified transform to find the solution of the resulting PDE. For numerical
implementation of the unified transform, we refer the reader to Ref. 42.
We also consider the discrete counterpart of the continuous model for two reasons. First, it is a
numerical approximation to the continuousmodel and a usefulway to compute the solution of the
PDE. Second, the discrete model is relevant when we deal with data that are already prebinned.
The rest of the article is organized as follows. In the next section, we describe the continuous
model for the application at hand. Our results provide the necessary assurances that the PDE
model is a valid and accurate density estimator. We then discuss the issue of choosing an optimal
bandwidth (stopping time for the PDE model), including pointwise bias, asymptotic properties,
and the AMISE. We briefly discuss numerical methods for calculating the estimator and, in par-
ticular, a discretized version of the continuous PDE, which we prove converges to the unique
continuous solution. Finally, the new method is applied to a real dataset from a biological appli-
cation in Section 5.2, and we also provide an illustrative set of examples with synthetic datasets.
We compare our new estimator to several well-knownmethods and these results suggest that our
new method is typically more accurate and faster, and that it does not suffer from boundary bias.
We finish with a short conclusion.
All technical analysis and proofs are moved to the appendices to ensure that the presenta-
tion flows more easily. Freely available code for the new kernel methods is also provided at
https://github.com/MColbrook/Kernel-Density-Estimation-with-Linked-BCs.
2 THE CONTINUOUS LINKED-BOUNDARIESMODEL
In this section, we present the continuous diffusion model that satisfies the linked boundary con-
dition and discuss the analytical properties of its solution. Our proposed diffusion model for a








, 𝑥 ∈ [0, 1], 𝑡 > 0,
IC ∶ lim
𝑡↓0
𝑓(⋅, 𝑡) = 𝑓0,






(1, 𝑡), ∀𝑡 > 0. (2)





(1, 𝑡) is enforced so that the solution at any time 𝑡 ≥ 0 gives
a probability measure (see Theorem 4). When considering the setup described in Section 1, the







the empirical measure of the given sample 𝑋1,… , 𝑋𝑛. In other words, 𝑓0 is a sum of Dirac delta
distributions. However, in our analysis, we also consider more general initial conditions. Many
of the existence and uniqueness theorems carry over from the well-known 𝑟 = 1 (periodic) case.
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In particular, the boundary conditions and PDE make sense when the initial data are given by a
finite Borel measure, which we also denote by 𝑓0. Sometimes, we will also refer to a function 𝑔
as a measure through the formula 𝑔(𝑈) = ∫
𝑈
𝑔(𝑥)𝑑𝑥 for Borel sets 𝑈. Therefore, since the initial
data are a distribution, we need to be precise by what we mean when writing lim𝑡↓0 𝑓(⋅, 𝑡) = 𝑓0.
Definition 1. Denote the class of finite Borel measures on [0,1] by𝑀([0, 1]) and equip this space
with the vague topology (ie, weak-∗ topology). We let 𝐶𝑤(0, 𝑇;𝑀([0, 1])) denote the space of all
continuous maps
𝜇 ∶ [0, 𝑇) → 𝑀([0, 1]),
𝜇(𝑡) = 𝜇𝑡.
In other words, 𝜇𝑡 is continuous as a function of 𝑡 in the vague topology, meaning that for any
given function 𝑔 that is continuous on the interval [0,1], the integral ∫ 1
0
𝑔(𝑥)𝑑𝜇𝑡(𝑥) is continuous
as a function of 𝑡 ∈ [0, 𝑇).
We look forweak solutions of (2). In terms of notation,wewill denote the derivativewith respect
to 𝑥 by 𝑔𝑥 and use 𝜇(𝑔) to denote the integration of a function 𝑔 against ameasure 𝜇. The following
adjoint boundary conditions are exactly those that arise from formal integration by parts.
Definition 2. Let(𝑟) denote all 𝑔 ∈ 𝐶∞([0, 1]) satisfying the adjoint linked boundary conditions
𝑔(1) = 𝑔(0), 𝑔𝑥(1) = 𝑟𝑔𝑥(0). (4)
Definition 3 (Weak Solution). Let 𝑓0 ∈ 𝑀([0, 1]) such that 𝑓0({0}) = 𝑟𝑓0({1}). We say that 𝜇 ∈
𝐶𝑤(0, 𝑇;𝑀([0, 1])) is a weak solution to (2) for 𝑡 ∈ [0, 𝑇) if 𝜇0 = 𝑓0 and for all 𝑔 ∈ (𝑟), 𝜇𝑡(𝑔) is







We can now precisely state the well-posedness of (2).
Theorem 1 (Well-Posedness). Assume that our initial condition 𝑓0 lies in𝑀([0, 1]) and satisfies
𝑓0({0}) = 𝑟𝑓0({1}). Then there exists a unique weak solution to (2) for 𝑡 ∈ [0, 𝑇) for any 𝑇 ∈ (0,∞],
which we denote by 𝑓(⋅, 𝑡). For 𝑡 > 0, this weak solution is a function that is smooth in 𝑡 and real
analytic as a function of 𝑥. Furthermore, the solution has the following properties which generalize
the classical periodic case of 𝑟 = 1:
1. If 𝑓0 ∈ 𝐶([0, 1]) (the space of continuous functions on [0,1]), then for any 𝑥 ∈ (0, 1), 𝑓(𝑥, 𝑡) con-
verges to 𝑓0(𝑥) as 𝑡 ↓ 0. If 𝑓0(0) = 𝑟𝑓0(1) then 𝑓(⋅, 𝑡) converges to 𝑓0 as 𝑡 ↓ 0 uniformly over the
whole closed interval [0,1].
2. If 1 ≤ 𝑝∞ and𝑓0 ∈ 𝐿𝑝([0, 1]), then𝑓 is the uniqueweak solution in𝐶(0, 𝑇; 𝐿𝑝([0, 1])) and𝑓(⋅, 𝑡)
converges to 𝑓0 as 𝑡 ↓ 0 in 𝐿𝑝([0, 1]).
Proof. See Appendix A.2. ■
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The system (2) is a natural candidate for density estimation with such a linked boundary con-
dition. Whilst Theorem 1 is expected and analogous to the 𝑟 = 1 case, due to the non-self-adjoint
boundary conditions, it is not immediately obvious what properties solutions of (2) have. For
example, one question is whether or not the solution is a probability density for 𝑡 > 0, and what
its asymptotic properties are. Moreover, we would like to be able to write down an explicit solu-
tion formula (and ultimately use this to numerically compute the solution), a formal derivation
of which is given in Appendix A.1 using the unified transform.
2.1 Solution formula and consistency of KDE at boundaries
If we ignore the constant 𝑟 in the boundary conditions of (2) (and replace it by the special case
𝑟 = 1), then we would have the simple diffusion equation with periodic boundary conditions. One
can successfully apply Fouriermethods, separation-of-variables or Sturm-Liouville theory to solve
the periodic version of this PDE.43,44 However, when 𝑟 ≠ 1, making the ansatz that a solution is of
the “rank one,” separable form 𝑓(𝑥, 𝑡) = 𝑔(𝑥)ℎ(𝑡) leads to a noncomplete set of functions and sep-
aration of variables fails. The differential operator associated with the evolution equation in (2) is
regular in the sense of Birkhoff 45 but not self-adjoint when 𝑟 ≠ 1, due to the boundary conditions.
Nevertheless, it is possible to generalize the notion of eigenfunctions of the differential operator 46
and these generalized eigenfunctions form a complete system in 𝐿2([0, 1]) 47,48 (and in fact, form
a Riesz basis). This allows us to obtain a series expansion of the solution. The easiest way to derive
this is through the unified transform, which also generates a useful integral representation.
Theorem 2 (Integral and Series Representations of Diffusion Estimator). Suppose that the con-
ditions of Theorem 1 hold. Then the unique solution of (2) has the following representations for
𝑡 > 0.Integral representation:














exp(𝑖𝑘(𝑥 − 1) − 𝑘2𝑡∕2)
Υ(𝑘)
{




Here the contours 𝜕𝐷± are shown in Figure A.1 and are deformations of the boundaries of𝐷± = {𝑘 ∈














𝑐0(𝑘𝑛)𝜙𝑛(𝑥) − 𝑘𝑛𝑡(1 − 𝑟)𝑐0(𝑘𝑛) sin(𝑘𝑛𝑥)
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where 𝑘𝑛 = 2𝑛𝜋 and











Proof. See Appendix A.2. ■
In the case where 𝑟 ≠ 1, in addition to the usual separable solutions exp(𝑖𝑘𝑛𝑥 − 𝑘2𝑛𝑡∕2), the
series expansion also includes the nonseparable solutions exp(𝑖𝑘𝑛𝑥 − 𝑘2𝑛𝑡∕2)(𝑥 + 𝑖𝑘𝑛𝑡). We can
understand these as being generalized eigenfunctions in the following sense (see the early papers




, (𝔸) = {𝑢 ∈ 𝐻2([0, 1]) ∶ 𝑢(0) = 𝑟𝑢(1), 𝑢𝑥(0) = 𝑢𝑥(1)}, (8)
where (𝔸) denotes the domain of 𝔸. We use  to denote the null space, which is sometimes
often termed the kernel, of an operator, ie,  (𝑆) is the space of all vectors 𝑣 with 𝑆(𝑣) = 0.
It is then easily checked that 𝜙𝑛 ∈  ((𝔸 − 𝑘2𝑛𝐼)2). In particular, both 𝜙𝑛 and (𝔸 − 𝑘2𝑛𝐼)𝜙𝑛 sat-
isfy the required boundary conditions. These functions block diagonalize the operator in an
analogous form to the Jordan normal form for finite matrices. If we consider any general-
ized eigenspace  ((𝔸 − 𝑘2𝑛𝐼)2) corresponding to 𝑘2𝑛 = 4𝜋2𝑛2 with 𝑛 > 0 and choose the basis
{sin(𝑘𝑛𝑥), 𝜙𝑛(𝑥)∕(2𝑘𝑛)}, the operator acts on this subspace as the matrix(




which cannot be diagonalized for 𝑟 ≠ 1.
For our purposes of kernel density estimation, we define an integral kernel 𝐾 so that we can
write the solution as
𝑓(𝑥, 𝑡) = ∫
1
0
𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑓0(𝑦)𝑑𝑦.
After some residue calculus (see (A.6) in theAppendix), this is given by the somewhat complicated
expression:
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which can be reexpressed in terms of the more common 𝑟 = 1 kernel and its derivative, as in






𝐾(𝑟; 𝑥, 𝑋𝑘, 𝑡),
a generalization of (1). A key consequence of the solution from Theorem 2 is that the pointwise
bias of the corresponding diffusion estimator vanishes if 𝑓𝑋 is continuous with 𝑓𝑋(0) = 𝑟𝑓𝑋(1).
Namely, we have the following.
Theorem 3 (Consistency of Estimator at Boundaries). Suppose that the initial data is given by (3)
and that 𝑓𝑋 ∈ 𝐶([0, 1]) with 𝑓𝑋(0) = 𝑟𝑓𝑋(1). Then the solution of the PDE (2) satisfies
lim
𝑡↓0
𝔼𝑓𝑋 (𝑓(𝑥, 𝑡)) = 𝑓𝑋(𝑥), (10)
uniformly in 𝑥. Further, if in addition 𝑓𝑋 ∈ 𝐶1([0, 1]) and 𝑥𝑡 = 𝑥 + (√𝑡), then our estimator sat-
isfies |||𝔼𝑓𝑋 (𝑓(𝑥𝑡, 𝑡)) − 𝑓𝑋(𝑥)||| ≤ 𝐶(𝑓𝑋)√𝑡,
with 𝐶(𝑓𝑋) a constant independent of 𝑥 ∈ [0, 1], but dependent on the true 𝑓𝑋 .
Proof. See Appendix A.3. ■
Remark 1. For consistency in 𝐿𝑝 spaces, we refer the reader to Proposition A2 in Appendix A.3.
2.2 Conservation of probability and nonnegativity
In addition to establishing that the behavior of the PDE solution near the boundaries is satisfac-
tory, we also want the PDE solution to be a proper bona fide probability density—a nonnegative
function integrating to unity. The main tool in the proof of this is the Maximum Principle 43,44 for
parabolic PDEs. The Maximum Principle states that a solution of the diffusion equation attains
a maximum on the “boundary” of the two-dimensional region in space 𝑥 ∈ [0, 1] and time 𝑡 ≥ 0.
If our initial condition is given by a continuous function, then the maximum principle gives the
following.
Proposition 1 (Bounds on diffusion estimator). Suppose that the conditions of Theorem 1 hold
and that 𝑓0 is a continuous function with 𝑓0(0) = 𝑟𝑓0(1) and nonnegative with 0 ≤ 𝑎 ≤ 𝑓0(𝑥) ≤ 𝑏
















In particular, 𝑓 remains bounded away from 0 if 𝑎 > 0 and 𝑟 > 0.
Proof. See Appendix A.4. ■
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1.4F IGURE 2 An example of the
solution of the continuous PDE (2) at




(−2𝑥2 + 𝑥 + 2). The values at
the boundaries change with time, but the
ratio remains a constant with
𝑓(0, 𝑡) = 2𝑓(1, 𝑡). As 𝑡 → ∞, the solution
converges to a straight line
However, we alsowant this to holdwhen𝑓0 is given by (3). Furthermore, if we start with a prob-
ability measure as our initial condition, then we want the solution to be the density function of a
probability distribution for any 𝑡 > 0. In the context of density estimation, this essential property
corresponds to conservation of probability. This is made precise in the following theorem, which
does not require continuous initial data.
Theorem 4 (A bona fide KDE). Suppose that the conditions of Theorem 1 hold and that the initial
condition 𝑓0 is a probability measure. Then,
1. ∫ 1
0
𝑓(𝑥, 𝑡)𝑑𝑥 = 1, for 𝑡 > 0,𝑓(𝑥, 𝑡) ≥ 0 for 𝑡 > 0 and 𝑥 ∈ [0, 1].
Proof. See Appendix A.5. ■
From the solution formula (7), we can also characterize the behavior of the solution for large
bandwidths (large 𝑡), that is, when the estimator oversmooths the data. An example of this is given
in Figure 2.
Corollary 1 (Oversmoothing behavior with large bandwidth). Suppose that the conditions of The-





This linear function is the unique stationary function that obeys the boundary conditions and has
the same integral over [0,1] as 𝑓0.
3 ASYMPTOTIC PROPERTIES AND BANDWIDTH CHOICE
An important issue in kernel density estimation is how to choose the bandwidth parameter or,
equivalently, the final or stopping time 𝑇 at which we compute the solution of the PDE. This
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issue has already received extensive attention in the literature.51–54 We now give a brief summary
of that issue, and we also make two suggestions for known methods already available. After that,
we address the issue specifically in the context of our linked boundaries model.
At one extreme, if we choose 𝑇 = 0, then we recover the initial condition, which is precisely
the raw data, with an estimator with zero bias, but infinite variance. At the other extreme, if we
let 𝑇 → ∞, then we obtain a stationary density that is a straight line (see Corollary 1), which
contains no information whatsoever about the raw data (other than the empirical mean), giving
an estimator of zero variance, but significant bias. In between, 0𝑇∞, we have some smoothing
effect while also retaining some information from the original data—an optimal balance between
the variance and the bias of the estimator.
One would also like a consistent estimator—as more and more data are included, it must con-
verge to the true density (for instance, in the mean squared sense). Various proposals for the
stopping times and their properties are available. One of the most common choices is “Silver-
man’s rule of thumb,”2 which works very well when the data are close to being normally dis-
tributed. We expect that this choice is fine for the simpler datasets and examples that we con-
sider in this article. Another possible approach is to use the output from the freely available soft-
ware of one of the authors: https://au.mathworks.com/matlabcentral/fileexchange/14034-kernel-
density-estimator. This is expected to be a better choice than Silverman’s rule in situations where
there are many widely separated peaks in the data. In particular, Ref. 6 introduced as a nonpara-
metric selection method that avoids the so-called normal reference rules that may adversely affect
plug-in estimators of the bandwidth.
We now give a more precise treatment of the choice of smoothing bandwidth for the linked

















Var𝑓𝑋 [𝑓(𝑥, 𝑡)]𝑑𝑥. (14)
Often one is interested in the asymptotic approximation to the MISE, denoted AMISE, under
the requirements that 𝑡 = 𝑡𝑛 ↓ 0 and 𝑛
√
𝑡𝑛 → ∞, which ensure consistency of the estimator. The
asymptotically optimal bandwidth is then theminimizer of theAMISE. For our continuousmodel
of kernel density estimation, we have the following result (proven in Appendix B) which gives the
same (𝑛−4∕5) rate of convergence as the Gaussian KDE on the whole real line.
Theorem5 (Asymptotic bias and variance of diffusion estimator). Let 𝑡𝑛 be such that lim𝑛→∞ 𝑡𝑛 =
0 and lim𝑛→∞ 𝑛
√
𝑡𝑛 = ∞ and suppose that 𝑓𝑋 ∈ 𝐶2([0, 1]) (twice continuously differentiable) with
𝑓𝑋(0) = 𝑟𝑓𝑋(1). Then the following hold as 𝑛 → ∞:
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2. If 𝑓′𝑋(0) = 𝑓
′





𝔼𝑓𝑋 [𝑓(𝑥, 𝑡𝑛)] − 𝑓𝑋(𝑥)
}2

































Proof. See Appendix B. ■
A direct consequence of this result is that we can select the stopping time 𝑡 or bandwidth to
minimize the AMISE.
Corollary 2 (Asymptotically optimal bandwidth choices). Combining the leading order bias and
variance terms gives the asymptotic approximation to the MISE:
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A few remarks are in order. First, it is interesting to note that in the case of 𝑓′𝑋(1) = 𝑓
′
𝑋(0), the
optimum choice 𝑡∗ and the minimum AMISE do not depend on 𝑟, and are the same as the more
familiar “whole line” situation—in other words, we can confidently use existing methods in the
literature (such as recommended above) to choose a stopping time. Second, it seems plausible that
we could estimate𝑓′𝑋(1) − 𝑓
′
𝑋(0) (or the value of 𝑟)adaptively and change the boundary conditions
in the model (2) accordingly. A full discussion of solving the heat equation with linked boundary
conditions for the first spatial derivative is beyond the scope of this paper but can be done using
the same methods we present here. Future work will aim to incorporate an adaptive estimate of
the true boundary conditions (both for the density function and its first derivative—we do this
for the density function in Section 5.1) and resulting adaptive boundary conditions. We mention
a result in this direction that will appear when we compare our model to that of, Ref. 6 whose
code is based around the discrete cosine transform, the continuous version of which solves the
heat equation subject to the boundary conditions 𝑓′𝑐(0) = 𝑓′𝑐(1) = 0. We have used the subscript 𝑐
to avoid confusion with our solution 𝑓 to (2). The analogous result to Theorem 5 is the following
theorem that can be proven using the same techniques, and hence, we have omitted the proof.
Similarly, one can then derive the optimumchoice of 𝑡 and theminimumAMISE(𝑛−3∕4) (slower
rate) under the condition that (𝑓′𝑋(1), 𝑓
′
𝑋(0)) ≠ (0, 0).
Theorem 6 (Boundary effects on asymptotic bias). Let 𝑡𝑛 be such that lim𝑛→∞ 𝑡𝑛 = 0 and also
lim𝑛→∞ 𝑛
√
𝑡𝑛 = ∞. Suppose that 𝑓𝑋 ∈ 𝐶2([0, 1]). Then the following hold as 𝑛 → ∞:










2. If 𝑓′𝑋(0) = 𝑓
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{𝔼𝑓𝑋 [𝑓𝑐(𝑥, 𝑡𝑛)] − 𝑓𝑋(𝑥)}




























4 NUMERICAL APPROXIMATIONS OF THE PDE ESTIMATOR
Before giving numerical examples with the new estimator, we consider practical methods for solv-




𝐾(𝑟; 𝑥, 𝑋𝑘, 𝑡), on a regular grid.
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There are two different practical computational methods to compute the density estimator based
on the PDE (2):
1. Series Expansion: Essentially solving the continuousmodel (2) via the series or contour
integral representation in Theorem 2.
2. Backward Euler method: Solving a discretized or binned version of (2), as explained in the rest
of this section. In Theorem 7, we show that this binned estimator
converges to the continuous PDE estimator.
The two methods have relative advantages and disadvantages. The backward Euler method is
a first-order finite difference method (however, this is not a problem in practice as argued below),
but it is simple and easy to use, especially if the initial data are already discretely binned. The back-
ward Euler method also maintains the key property of positivity and satisfies the samemaximum
principle properties as the continuous solution (see Appendix C and Lemma A3). The reason for
not using second-order methods such as Crank-Nicolson is that for large time steps, this would
not preserve nonnegativity of the solution. In other words, the discrete solution can no longer be
interpreted as a probability distribution (a well-known result says that any general linear method
that is unconditionally positivity preserving for all positive ODEs must have order ≤ 1 55). How-
ever, methods such as Crank-Nicolson can also easily be used for the discrete model if desired,
but for brevity, we do not discuss such methods further. The series expansion of the continuous
PDE model is typically highly accurate for 𝑡 > 0, but less easy to implement. We provide MAT-
LAB codes for both methods: https://github.com/MColbrook/Kernel-Density-Estimation-with-
Linked-Boundary-Conditions.
To derive the appropriate time-stepping method, we do the following:
1. We approximate the exact solution 𝑓 by a vector 𝒖. That is, 𝑢(𝑥𝑖; ⋅) ≈ 𝑓(𝑥𝑖, ⋅). Here 𝑥𝑖 = 𝑖ℎ
is the 𝑖th grid point on the grid of 𝑚 + 2 equally spaced points in the domain [0,1], for 𝑖 =
0, 1, … ,𝑚,𝑚 + 1. The spacing between two consecutive grid points is ℎ = 1
𝑚+1
. Note here that
𝑚 is typically smaller than 𝑛, the number of samples that form the empirical measure.
2. The two boundary conditions in (2) give two equations involving values at the two boundary
nodes, ie, at node 0 and at node𝑚 + 1. That is,
𝑢0 = 𝑟𝑢𝑚+1, (23)
𝑢1 − 𝑢0 = 𝑢𝑚+1 − 𝑢𝑚. (24)











(𝑢1 + 𝑢𝑚). (25)
We are left with a set of𝑚 equations involving𝑚 unknown values 𝑢1, … , 𝑢𝑚, at the𝑚 interior
nodes 1, … ,𝑚, where we use a standard second-order finite difference approximation of the
(spatial) second derivative.
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Given a time 𝑇 at which wewish to evaluate the solution, we consider a time stepΔ𝑡 = 2ℎ2. For
ease of the analysis, we assume that 𝑇 is a multiple of Δ𝑡, though his can be avoided by making
the last time step smaller if needed. We use a superscript 𝑘 to denote the solution at time 𝑘Δ𝑡 (ie,
the 𝑘th step), then the backward Euler method can be written as
𝒖𝑘+1 = (𝐈 + 𝐀)
−1
𝒖𝑘, 𝑘 = 0,… , 𝑇∕Δ𝑡 − 1, (27)
where 𝐈 denotes the𝑚 ×𝑚 identity matrix. The matrix inverse can be applied in(𝑚) operations
using the fact that 𝐀 is a rank 1 perturbation of a tridiagonal matrix. Even though we take small
time steps, the total time 𝑇 = (𝑛−2∕5) is small. It follows that the total complexity is(𝑚3𝑛−2∕5),
giving an error (in the interior) of order(ℎ2) = (𝑚−2). The error of the continuousmodel scales
as (𝑛−2∕5). If there is freedom in selecting the number of bins 𝑚 + 2, this suggests choosing
𝑚 = (𝑛1∕5) that leads to a modest(𝑛1∕5) = (𝑚) complexity. A key property of the matrix (26)
is that it has zero column sum, off-diagonals are negative or zero, and themain diagonal entries are
positive. This allows the interpretation of (27) as a discrete-time Markov process. In Appendix C,
we prove the following theorem for completeness, using explicit formulae for the eigenvalues
and eigenvectors of 𝐀 (stability is not immediate from the eigenvalues since the operator is not
normal).
Theorem 7 (Convergence of binned estimator to diffusion estimator). The solution of the binned
estimator (27) with the four corner matrix in (26) converges to the solution of the continuous problem
(2) as𝑚 → ∞:
𝑠𝑢𝑝
𝜀≤𝑡≤𝑇 𝑠𝑢𝑝0≤𝑘≤𝑚+1
|𝑢 (𝑘∕ (𝑚 + 1) ; 𝑡) − 𝑓 (𝑘∕ (𝑚 + 1) ; 𝑡) | → 0, 𝑚 → ∞.
Proof. See Appendix C. ■
Further interesting properties of the discrete system are discussed in Appendix C. In Theo-
rem 7, we have restricted 𝑡 ≥ 𝜖 > 0 to include the possibility that the initial condition may not be
a proper function, but an empirical measure. We finally remark that sometimes, the solution is
needed at later times (eg, (1)), for example, when querying the solution at various times 𝑡 as
part of minimizing least squares cross validation to determine a good choice of 𝑇. In that case, we
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F IGURE 3 Example of differentmethods for a sample size 𝑛 = 104. The proposed diffusionmodel (“Linked”)
is much more accurate near the boundaries than the cosine model (“Cosine”) as highlighted by the magnified
sections. The method “Copula” is found to be unstable near the boundaries
There are many possible methods to compute the matrix exponential,56 such as MATLAB’s expm
code based on.57,58
5 NUMERICAL EXPERIMENTS
5.1 Numerical examples with synthetic data
First, we test the estimator on examples where the true density 𝑓𝑋 is known. We begin with the
trimodal distribution shown in Figure 3. We will demonstrate two versions of the method. First,








(labelled “Linked 2”). We expect both to perform similarly for sufficiently large 𝑛. For stopping
times, we have used the software that adaptively chooses the bandwidth, discussed in Section 3.
In other words, we do not give our algorithms any information other than the given sample. We
compare with three other methods. The first is the density estimation proposed in Ref. 6 based
on the discrete cosine transform (labelled “Cosine”). The second is the well known and arguably
state-of-the-art beta kernel method of,22 which we label “Beta” in the plots. This method is free
from boundary bias, at the cost of an increased boundary variance. Finally, we also compare with
a method that uses copula kernels 59 and that has been found to be competitive with the beta
kernel approach of.22 This method has an automatic bandwidth selector which we shall use, and
we label it “Copula” in the plots. The latter two methods are freely available in the R package
evmix 60 which can be found at https://CRAN.R-project.org/package=evmix.
We estimate the error using the 𝐿2 and 𝐿∞ norms at the points 𝑙 × 10−3 for 𝑙 = 0, … , 103. The
only change is when considering the copulamethod, wherewe take 𝑙 = 1, … , 103 − 1 instead since
we found this method to be unstable near the boundaries. Figure 3 shows a typical approximation
of the distribution function using our proposedmethod and the othermethods for a sample size of
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F IGURE 4 Left: 𝐿2 errors of methods averaged over 100 samples for each 𝑛. Right: 𝐿∞ errors of methods
averaged over 100 samples for each 𝑛. The 𝐿2 errors agree well with the minimumAMISE from Section 3, whereas
the increased accuracy gained near the boundary by using the linked boundary model is highlighted by the 𝐿∞
errors
𝑛 = 104. Our proposedmethod ismore accurate near the boundaries of the domain (seemagnified
section of plots) and behaves similarly in the middle of the domain. We found that using the
estimate 𝑟est instead of the exact value of 𝑟 did not have a great effect on the error. In other words,
we can apply our model without needing to know the value of 𝑟.
Figure 4 (left) shows the 𝐿2 measure of error averaged over 100 independent samples for each
𝑛. The 𝐿2 errors for both “Linked” methods and the “Cosine” method agreed almost perfectly
with the minimumAMISE and the analysis in Section 3 for large 𝑛. Using our model with an esti-
mate of 𝑟 increases the convergence rate from (𝑛−3∕4) to (𝑛−4∕5). Both “Linked” methods and
the “Cosine” method are found to be more accurate than the “Beta” and “Copula” methods. The
tailing-off convergence for the “Copula” method was due to a need to implement a lower bound
for the bandwidth. Below this limit, we found the “Copula”method to be unstable. Figure 4 (right)
shows the same plot but now for the 𝐿∞measure of error. Here, we see a more pronounced differ-
ence between the methods, with both “Linked” methods producing much smaller errors than the
othermethods.We found the same behavior in these plots for a range of other tested distributions.
Finally, we comment on the CPU times for each method, as shown in Figure 5 (averaged over the
100 samples for each 𝑛). To produce a fair comparison, we have included the CPU time taken for
automatic bandwidth selection when using the “Linked” methods. All methods appear to have
CPU times that grow linearly with 𝑛. The “Cosine” method in fact scales like (𝑛 log(𝑛)) due to
the use of the discrete cosine transform. The linked estimator is faster by about an order of mag-
nitude than the other methods. This is due to the exponential decay of the series for 𝑡 > 0—-only
a small number of terms need to be summed in order to get very accurate results.
Next, we consider the case when 𝑓𝑋 is log-concave and not necessarily smooth. Denoting the
PDF of the beta distribution with parameters (𝛼, 𝛽) by 𝑏(𝛼, 𝛽; 𝑥), we let
𝑓𝑋(𝑥) =
𝑏(1, 2; 𝑥) + 2𝑏(𝑎, 1; 𝑥)
3
.
The parameter 𝑎 controls the smoothness of 𝑓𝑋 near 𝑥 = 0. We have compared our method to a
method that computes log-concave maximum likelihood estimators.61,62 This seeks to compute
the log-concave projection of the empirical distribution through an active set approach. Code is
freely available in logcondens62, which can be found at https://CRAN.R-project.org/package=
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103F IGURE 5 CPU times for each
method averaged over 100 samples for
each 𝑛. Experiments were performed on
a basic four year old laptop. Each
method appears to grow almost linearly
(up to logarithmic factors), with the
linked boundary estimator an order of
magnitude faster than the other methods
TABLE 1 Mean 𝐿2 squared error over 10 simulations for different 𝑎
𝒂 1.1 1.2 1.3 1.4 1.5
Linked 2.98 × 10−3 1.33 × 10−3 6.82 × 10−4 3.22 × 10−4 2.38 × 10−4
LC 1.05 × 10−3 1.14 × 10−3 1.26 × 10−3 1.38 × 10−3 1.52 × 10−3
LCS 1.23 × 10−3 1.03 × 10−3 9.42 × 10−4 1.04 × 10−3 1.19 × 10−3
𝒂 1.6 1.7 1.8 1.9 2
Linked 1.58 × 10−4 1.13 × 10−4 8.01 × 10−5 5.96 × 10−5 5.05 × 10−5
LC 1.65 × 10−3 1.80 × 10−3 1.94 × 10−3 2.09 × 10−3 2.27 × 10−3
LCS 1.30 × 10−3 1.40 × 10−3 1.66 × 10−3 1.74 × 10−3 2.16 × 10−3
logcondens. Details on such methods can be found in Ref. 63, with a study of the more involved
case of censored data in Ref. 64. Tables 1 and 2 show the mean squared 𝐿2 and 𝐿∞ errors respec-
tively over 10 simulations for𝑛 = 105, aswe vary 𝑎 for the linked boundary diffusion estimator and
the log-concave projection method (abbreviated to LC), as well as its smoothed version (LCS). In
each case, we have shaded the most accurate estimator. The linked boundary diffusion estimator
performs much better when measured in the uniform norm but is slightly worse in the 𝐿2 sense
when the distribution function becomes less smooth. This is demonstrated in Figure 6 for a typi-
cal estimation using 𝑛 = 104. To produce the tables, the linked boundary diffusion estimator took
TABLE 2 Mean 𝐿∞ squared error over 10 simulations for different 𝑎
𝒂 1.1 1.2 1.3 1.4 1.5
Linked 7.32 × 10−2 4.19 × 10−2 2.52 × 10−2 1.31 × 10−2 7.97 × 10−3
LC 5.34 × 10−1 6.40 × 10−1 7.51 × 10−1 8.71 × 10−1 1.00
LCS 1.84 × 10−1 1.26 × 10−1 1.42 × 10−1 1.72 × 10−1 1.95 × 10−1
𝒂 1.6 1.7 1.8 1.9 2
Linked 4.42 × 10−3 2.85 × 10−3 1.18 × 10−3 4.78 × 10−4 2.39 × 10−4
LC 1.14 1.28 1.44 1.60 1.78
LCS 2.27 × 10−1 2.47 × 10−1 2.82 × 10−1 3.22 × 10−1 3.70 × 10−1
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F IGURE 6 Typical estimates for 𝑛 = 104 and 𝑎 = 1.1, 𝑎 = 2. We used the R package logcondens for the log-
concave projection method
(A) (B) (C)
F IGURE 7 (A) Schematic cell cycle with geminin expression starting at the end of G1. (B) DNA and geminin
signal from individual cells can be used to obtain a pseudo-temporal ordering of the population. An average cell
follows the indicated path through the dataset. (C) Pseudotime values, binned data and kernel density estimate.
The kernel density estimate was obtained by solving our continuous PDE (2) by our discrete numerical method
with the “four corners matrix” in (26). The stopping time, 𝑡 = 0.00074, came from the stopping time software of
one of the authors: https://au.mathworks.com/matlabcentral/fileexchange/14034-kernel-density-estimator
about 0.5s on average per simulation, the log-concave projection took about 5s, but its smoothed
version was much slower, taking about 73s.
5.2 Numerical example with cell data
This section demonstrates the application of the methods that we propose to a problem in biology
with the data taken from.28 As mentioned in the introduction, Figure 1 shows an example of what
goes wrong when current methods are applied. Figure 7C demonstrates our proposed method,
which successfully incorporates the desired linked boundary condition.
This example originates from the study of biological processes, in particular, cell cycle studies
in cancer research (Figure 7A). A recently developed theory28,65 that relies on the distribution of
cells along the cell cycle enables the study of entire cell cycle progression kinetics. Themethod uti-
lizes data from single cell experiments like flow cytometry or single cell RNA sequencing, where
the abundance of up to thousands of cellular components for every individual cell in a popula-
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tion is measured. Cells in a unsynchronized cell population are spread over all stages of the cell
cycle, which can be seen in the exemplary dataset where levels of DNA and geminin in single
cells were measured by flow cytometry (Figure 7B). The red curve in Figure 7B indicates the path
that the average cell takes when it goes through the cell cycle. Pseudotime algorithms perform a
dimensionality reduction by assigning a pseudotime value to each cell, which can be interpreted
as its position on the average curve. In this example, the pseudotime is a quantitative value of the
progression through the cell cycle. However, it is in general not equal to real time. As the number
of cells in a particular stage is related to the average transit time through that stage, one can derive
a mapping from pseudotime to real time based on ergodic principles.28,29,65 This mapping relies
on the distribution of cells on the pseudotime scale. As mentioned in Section 1, the distribution
at the beginning and the end of the cell cycle are linked due to cell division by
𝑓(0, 𝑡) = 2 𝑓(1, 𝑡). (28)
Ignoring this fact when estimating the density on the pseudotime scale results in an erroneous
transformation and thus inaccurate kinetics. The KDE with linked boundary condition (𝑟 = 2)
produces a distribution that satisfies the conditions (28) on the density due to cell division (Fig-
ure 7C). The MAPiT toolbox for single-cell data analysis 29 applies our new KDE with linked
boundary conditions to analyze cell-cycle-dependent molecular kinetics.
6 CONCLUSION
Our study was motivated by a dataset from a biological application. This biological application
required amethod of density estimation that can handle the situation of linked boundaries, which
are crucial for gaining correct kinetics. More broadly, boundary bias issues are known to be a dif-
ficult problem in the context of kernel density estimation. To our knowledge, the linked boundary
conditions that we handle here have not been previously addressed. We have proposed a new dif-
fusion KDE that can successfully handle the linked boundary conditions. By using the unified
transform, we obtained an explicit solution. In particular, we proved that this diffusion estimator
is a bona fide probability density, which is also a consistent estimator at the linked boundaries,
and derived its asymptotic integrated squared bias and variance (which shows an increase in the
rate of convergence with sample size).
We also proposed two numerical methods to compute the estimator—one is based on its series
or integral representation and the other on the backward Euler method. We proved that the dis-
crete/binned estimator converges to the continuous estimator. We found that the new method
competes well with other existing methods, including state-of-the-art methods designed to cope
with boundary bias, both in terms of speed and accuracy. In particular, the new method is more
accurate close to the boundary. Our newKDEwith linked boundary conditions is now used in the
MAPiT toolbox for single-cell data analysis 29 to analyze cell cycle dependent molecular kinetics.
There remain some open questions regarding the proposed models. First, it is possible to adapt
the methods in this paper to multivariate distributions. Second, it is possible to adapt these meth-
ods to other types of boundary conditions such as constraints on the moments of the distribu-
tion (and other nonlocal conditions). In this regard, we expect that the flexibility of the unified
transform in PDE theory will be useful in designing smoothing kernel functions with the desired
statistical properties.
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APPENDIX A: PROOFS OF RESULTS IN SECTION 2
A.1 Formal derivation of solution formula
We begin with a formal description of how to obtain the solution formulae in Theorem 2. The
most straightforward way to construct the solution is via the unified transform, and the following
steps provide a formal solution that we must then rigorously prove is indeed a solution.
The first step is to write the PDE in divergence form:
[exp(−𝑖𝑘𝑥 + 𝑘2𝑡∕2)𝑓]𝑡 −
1
2
[exp(−𝑖𝑘𝑥 + 𝑘2𝑡∕2)(𝑓𝑥 + 𝑖𝑘𝑓)]𝑥 = 0, 𝑘 ∈ ℂ.












(𝐺𝑑𝑥 + 𝐹𝑑𝑦), (A.1)
over the domain (0, 1) × (0, 𝑡). Here, onemust assume a priori estimates on the smoothness of the








𝑔(𝑘, 𝑡) ∶= ∫
𝑡
0




where again, we assume that these are well defined. Green’s theorem and the boundary condi-
tions imply (after some small amount of algebra) the so-called “global relation,” coupling the
transforms of the solution and initial data:
𝑓(𝑘, 𝑡) exp(𝑘2𝑡∕2) = 𝑓0(𝑘) −
1
2




[ℎ̃(𝑘2∕2, 𝑡) + 𝑖𝑘𝑔(𝑘2∕2, 𝑡)], 𝑘 ∈ ℂ.
(A.2)



















However, this expression contains the unknown functions 𝑔 and ℎ̃. To get rid of these, we use
some complex analysis and symmetries of the global relation (A.2). Define the domains
𝐷+ = {𝑘 ∈ ℂ+ ∶ Re(𝑘2)0}, 𝐷− = {𝑘 ∈ ℂ− ∶ Re(𝑘2)0}, 𝐷 = 𝐷+ ∪ 𝐷−. (A.4)
These are shown in Figure A.1. A quick application of Cauchy’s theorem and Jordan’s lemma
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F IGURE A . 1 Left: The domains 𝐷± as well as the orientation of the boundaries 𝜕𝐷±. Right: The deformed
contours to avoid the singularity at 𝑘 = 0. The bold arrow shows a path on which both the 𝑥 and 𝑡 exponential
parts of the integrand are exponentially decaying that can be used for efficient numerical evaluation
















exp(𝑖𝑘(𝑥 − 1) − 𝑘2𝑡∕2)
2
[ℎ̃(𝑘2∕2, 𝑡) + 𝑖𝑘𝑔(𝑘2∕2, 𝑡)]𝑑𝑘.
(A.5)
We now use the symmetry under 𝑘 → −𝑘 of the global relation (A.2) and the fact that the argu-




[ exp(−𝑖𝑘) − 1] 𝑖𝑘[exp(−𝑖𝑘) − 𝑟]




























Defining the determinant function Υ(𝑘) = 2(1 + 𝑟)(cos(𝑘) − 1), solving the linear system leads to
the relations:






𝑓0(𝑘)[(1 + 𝑟) exp(𝑖𝑘) − 2𝑟]
+ 𝑓0(−𝑘)(1 − 𝑟) exp(−𝑖𝑘)
− exp(𝑘2𝑡∕2)𝑓(𝑘, 𝑡)[(1 + 𝑟) exp(𝑖𝑘) − 2𝑟]
− exp(𝑘2𝑡∕2)𝑓(−𝑘, 𝑡)(1 − 𝑟) exp(−𝑖𝑘)
}
,






𝑓0(𝑘)[2 exp(𝑖𝑘) − (1 + 𝑟)] + 𝑓0(−𝑘)(1 − 𝑟)
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− exp(𝑘2𝑡∕2)𝑓(𝑘, 𝑡)[2 exp(𝑖𝑘1) − (1 + 𝑟)]
− exp(𝑘2𝑡∕2)𝑓(−𝑘, 𝑡)(1 − 𝑟)
}
.
SinceΥ(𝑘) is zero whenever cos(𝑘) = 1, before we substitute these relations into our integral solu-
tion, we deform the contours 𝜕𝐷+ and 𝜕𝐷− as shown in Figure A.1 to avoid the poles of Υ(𝑘)−1
along the real line.
Upon substitution, we are still left with unknown contributions proportional to





𝑓(𝑘, 𝑡)[(1 + 𝑟) exp(𝑖𝑘) − 2𝑟]+ 𝑓(−𝑘, 𝑡)(1 − 𝑟) exp(−𝑖𝑘)
}
𝑑𝑘





𝑓(𝑘, 𝑡)[2 exp(𝑖𝑘) − (1 + 𝑟)] + 𝑓(−𝑘, 𝑡)(1 − 𝑟)
}
𝑑𝑘.
We will argue that the integral 𝐼1(𝑥, 𝑡) along 𝜕𝐷+ vanishes and the argument for 𝐼2(𝑥, 𝑡) follows
the same reasoning. First observe that as 𝑘 → ∞ in ℂ+, Υ(𝑘)−1 ∼ exp(𝑖𝑘)∕(1 + 𝑟). Also, we must
have that
exp(𝑖𝑘)𝑓(𝑘, 𝑡) = ∫
1
0
exp(𝑖𝑘(1 − 𝑥))𝑓(𝑥, 𝑡)𝑑𝑥
is bounded in ℂ+. 𝑓(−𝑘, 𝑡) is also bounded in ℂ+ and hence the function
𝑓(𝑘, 𝑡)[(1 + 𝑟) exp(𝑖𝑘) − 2𝑟] + 𝑓(−𝑘, 𝑡)(1 − 𝑟) exp(−𝑖𝑘)
Υ(𝑘)
is bounded inℂ+. It follows that we can close the contour in the upper half plane and use Jordan’s
lemma to see that 𝐼1(𝑥, 𝑡) vanishes. We then obtain the integral form of the solution in Theorem 2.
To obtain the series form, we can write 2 exp(𝑖𝑘) − (1 + 𝑟) = −exp(𝑖𝑘)Υ(𝑘) + exp(𝑖𝑘)[(1 +
𝑟) exp(𝑖𝑘) − 2𝑟], which implies
∫
𝜕𝐷−
exp(𝑖𝑘(𝑥 − 1) − 𝑘2𝑡∕2)
Υ(𝑘)
𝑓0(𝑘)[2 exp(𝑖𝑘) − (1 + 𝑟)]𝑑𝑘 =
∫
𝜕𝐷−




𝑓0(𝑘)[(1 + 𝑟) exp(𝑖𝑘) − 2𝑟]𝑑𝑘.
Taking into account the orientation of 𝜕𝐷−, upon deforming the first of these integrals back to
the real line, we see that it cancels the first integral in (6). Hence, we have
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F IGURE A . 2 Deformation of the
contour to circle the poles. The
contributions along the real line
between these circles cancel
The integrand in (A.6) has a double pole at 𝑘𝑛 = 2𝑛𝜋, so we deform the contour 𝜕𝐷 to 𝜕?̃? shown
in Figure A.2. Cauchy’s residue theorem then implies that









It is then straightforward to check the equality of (A.7) and (7).
A.2 Proof of Theorems 1 and 2
Proof of Theorems 1 and 2. For 𝑡 > 0, it is clear that the function 𝑓 given by (6) is smooth in 𝑥, 𝑡 and
real analytic in 𝑥, as well as solving the heat equation. This follows from being able to differentiate
under the integral sign due to the exp(−𝑘2𝑡∕2) factor and the fact that extending 𝑥 to a complex
argument yields an analytic function. Note also that the argument in Section A.1 does rigorously
show equivalence between the series and integral forms of 𝑓. It is easy to check via the series
(7) that the function 𝑓 satisfies the required boundary conditions, and hence, (5) also holds by
simple integration by parts. Regarding the convergence properties as 𝑡 ↓ 0 when extra regularity
of the initial condition is assumed, Proposition A1 deals with the case of continuous 𝑓0, while
Proposition A2 deals with 𝑓0 ∈ 𝐿𝑝([0, 1]) for 1 ≤ 𝑝∞.
Hence, there are two things left to prove: the fact that 𝜇𝑡 ∶= 𝑓(⋅, 𝑡)𝑑𝑥 lies in 𝐶𝑤(0, 𝑇;𝑀([0, 1]))
as well as uniqueness in 𝐶𝑤(0, 𝑇;𝑀([0, 1])) (and 𝐶(0, 𝑇; 𝐿𝑝([0, 1])) for 1 ≤ 𝑝∞).
To prove that 𝜇𝑡 ∈ 𝐶𝑤(0, 𝑇;𝑀([0, 1])), let 𝑔 ∈ 𝐶([0, 1]) and consider the integral kernel defined










𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑔(𝑥)𝑑𝑥𝑑𝑓0(𝑦).




𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑔(𝑥)𝑑𝑥
converges for all 𝑥 and is uniformly bounded as 𝑡 ↓ 0. We will use the explicit calculation of the































[𝑓0({0}) − 𝑟𝑓0({1})] = 𝑓0(𝑔),
which proves the required weak continuity.
To prove uniqueness, suppose that there exists𝜇𝑡, 𝜏𝑡 ∈ 𝑀([0, 1]), which are bothweak solutions
with 𝜇0 = 𝜏0 = 𝑓0. Set𝑚𝑡 = 𝜇𝑡 − 𝜏𝑡. We will consider expansions of functions in the generalized
eigenfunctions of the adjoint problem. It is straightforward to check that the adjoint problem
(with the boundary conditions in (4)) is Birkhoff regular, and hence, the generalized eigenfunc-
tions are complete in 𝐿2([0, 1]). In fact, we can show that any continuous function 𝑔 ∈ 𝐶([0, 1])
of bounded variation with 𝑔(0) = 𝑔(1) can be approximated uniformly by linear combinations of
these functions. This follows by either arguing as we did in the proof of Proposition A1 (the case
of nonmatching derivatives holds but is more involved) or follows from Theorem 7.4.4 of.66 Now




, (𝔸∗) = {𝑢 ∈ 𝐻2([0, 1]) ∶ 𝑢𝑥(1) = 𝑟𝑢𝑥(0), 𝑢(0) = 𝑢(1)}. (A.8)
In our case, the generalized eigenfunctions associated with 𝜆 correspond to a basis of  ((𝔸 −
𝜆𝐼)𝑙)where 𝑙 = 1 or 2. If 𝑙 = 2, and the nullity of (𝔸 − 𝜆𝐼)2 is greater than𝔸 − 𝜆𝐼, we can choose a
basis {𝑔1, 𝑔2} such that (𝔸 − 𝜆𝐼)𝑔2 = 𝑔1. For the general case and chains of generalized eigenfunc-
tions, we refer the reader to Ref. 66. Now suppose that 𝑔 ∈  (𝔸 − 𝜆𝐼), then 𝑔must be smooth on





Note that𝑚0(𝑔) = 0, and hence, we must have that𝑚𝑡(𝑔) = 0 for all 𝑡 ≥ 0. Similarly, suppose that
{𝑔1, 𝑔2} ⊂  ((𝔸 − 𝜆𝐼)2) with (𝔸 − 𝜆𝐼)𝑔2 = 𝑔1. Then by the above reasoning, we have𝑚𝑡(𝑔1) = 0




𝑚𝑡(𝑔2) = −𝜆𝑚𝑡(𝑔2) − 𝑚𝑡(𝑔1) = −𝜆𝑚𝑡(𝑔2).
Again, we see that𝑚𝑡(𝑔2) = 0 for all 𝑡 ≥ 0. Though we do not have to consider it in our case, it is
clear that the same argument would work for chains of longer lengths. The expansion theorem
discussed above together with the dominated convergence theorem shows that if 𝑔 ∈ 𝐶([0, 1]) of
bounded variationwith 𝑔(0) = 𝑔(1) = 0, then𝑚𝑡(𝑔) = 0 for all 𝑡 ≥ 0. This implies that if𝑈 ⊂ (0, 1)
is open, then𝑚𝑡(𝑈) = 0 for all 𝑡 ≥ 0. In particular, we must have
𝑚𝑡 = 𝑎(𝑡)𝛿0 + 𝑏(𝑡)𝛿1
with 𝑎, 𝑏 continuous. In fact, for any 𝑓 ∈ (𝑟), we have
𝑑
𝑑𝑡







from which we easily see that 𝑎 = 𝑏 = 0 and hence uniqueness follows. This also shows unique-
ness in the space 𝐶(0,𝔸; 𝐿𝑝([0, 1])), where no argument at the endpoints is needed. ■
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A.3 Proof of Theorem 3
The proof requires that we study the solution of the PDE as 𝑡 ↓ 0. We break down the proof into
a number of smaller results, which allows us to use them elsewhere. Recall the definition in (9).




















a periodic summation of the heat kernel. The following lemma is well known and hence stated
without proof.




𝐾1(𝑥 − 𝑦, 𝑡)𝑤(𝑦)𝑑𝑦 (A.10)
is bounded by ‖𝑤‖∞ and converges pointwise to 𝑤(𝑥) for any 𝑥 ∈ (0, 1) and to (𝑤(0) + 𝑤(1))∕2 for
𝑥 = 0, 1 as 𝑡 ↓ 0. If 𝑤(0) = 𝑤(1), then (A.10) converges to 𝑤(𝑥) uniformly over the interval [0,1].
We will also need the following.




|||exp(−𝑘2𝑛𝑡∕2)𝑘𝑛𝑓0(𝑘𝑛)||| → 0 as 𝑡 ↓ 0.
Proof. By the Riemann-Lebesgue lemma, we have that lim𝑛→∞ 𝑓0(𝑘𝑛) = 0. So, given 𝜖 > 0, let 𝑁




|||exp(−𝑘2𝑛𝑡∕2)𝑘𝑛𝑓0(𝑘𝑛)||| ≤ 𝑡𝜖2𝜋 ∑
𝑛>𝑁
exp(−2𝑛2𝜋2𝑡)4𝑛𝜋2.
Let ℎ = 2𝜋. The sum is an approximation of the integral ∫ ∞
ℎ(𝑁+1)




|||exp(−𝑘2𝑛𝑡∕2)𝑘𝑛𝑓0(𝑘𝑛)||| ≤ 𝜖2𝜋 ∫ ∞0 exp(−𝑦2𝑡∕2)𝑡(𝑦 + 2ℎ)𝑑𝑦?̃?𝜖,







Since 𝜖 > 0 was arbitrary, the lemma follows. ■
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The following proposition then describes the limit properties of our constructed solution as
𝑡 ↓ 0 in the case of continuous initial data.
Proposition A1. Let 𝑓0 ∈ 𝐶([0, 1]) and 𝐾 be given by (9). For 𝑡 ∈ (0, 1], define
𝑓(𝑥, 𝑡) ∶= ∫
1
0
𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑓0(𝑦)𝑑𝑦, 𝑞(𝑥, 𝑡) ∶= ∫
1
0
𝐾(𝑟; 𝑦, 𝑥, 𝑡)𝑓0(𝑦)𝑑𝑦
(note the interchange of 𝑥, 𝑦 as arguments of 𝐾 for the definition of 𝑞). Then there exists a constant
𝐶 (dependent on 𝑟) such that
sup
𝑥∈[0,1],𝑡∈(0,1]






𝑓0(𝑥), 𝑥 ∈ (0, 1)
𝑟
1+𝑟
[𝑓0(0) + 𝑓0(1)], 𝑥 = 0
1
1+𝑟






𝑓0(𝑥), 𝑥 ∈ (0, 1)
1
1+𝑟
[𝑟𝑓0(0) + 𝑓0(1)], 𝑥 = 0, 1
)
.
Finally, in the case that 𝑓0(0) = 𝑟𝑓0(1), 𝑓(𝑥, 𝑡) converges to 𝑓0(𝑥) uniformly over 𝑥 ∈ [0, 1] as 𝑡 ↓ 0.
Proof. We can write
𝐾(𝑟; 𝑥, 𝑦, 𝑡) = 𝐾1(𝑥 − 𝑦, 𝑡)
[











𝐾′1(𝑥 + 𝑦, 𝑡) + 𝐾
′




Here ′ means the derivative with respect to the spatial variable.
To study the limit as 𝑡 ↓ 0, we note that we can ignore the terms with a factor of 𝑡 using




𝐾1(𝑥 + 𝑦, 𝑡)(𝑥 + 𝑦 − 1)𝑓0(𝑦)𝑑𝑦 = ∫
1
0
𝐾1(𝑥 − 𝑦, 𝑡)(𝑥 − 𝑦)𝑓0(1 − 𝑦)𝑑𝑦.
The bound (A.11) now follows from Lemma A1, as do the pointwise limits from a straightforward
somewhat tedious calculation.
Now suppose that 𝑓0(0) = 𝑟𝑓0(1) and split the initial data as follows:
𝑓0(𝑥) = 𝑓0(0) + 𝑥(1 − 𝑟)𝑓0(1) + 𝑝0(𝑥). (A.13)
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Then 𝑝0 ∈ 𝐶([0, 1])with the crucial property that 𝑝0(0) = 𝑝0(1) = 0. Arguing as above and using





𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑝0(𝑦)𝑑𝑦 = 𝑝0(𝑥).




𝐾(𝑟; 𝑥, 𝑦, 𝑡)[𝑓0(0) + 𝑦(1 − 𝑟)𝑓0(1)]𝑑𝑦 = 𝑓0(0) + 𝑥(1 − 𝑟)𝑓0(1). (A.14)




(exp(−𝑖𝑘) − 𝑟)𝑎 +
1
𝑘2
(exp(−𝑖𝑘) − 1)𝑎(1 − 𝑟).
We then have









We can then apply the residue theorem to the representation (A.6) to obtain (A.14). ■
In the case where the true density is not continuous but belongs to 𝐿𝑝([0, 1]) for 𝑝 ≥ 1, we have
the following.




𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑓0(𝑦)𝑑𝑦.
Then 𝑓(⋅, 𝑡) converges to 𝑓0 in 𝐿𝑝([0, 1]) as 𝑡 ↓ 0.
Proof. Note that the case 𝑟 = 1 is well known. The fact that 𝑓0 ∈ 𝐿1([0, 1]) by Hölder’s inequality
together with Lemma A2 shows that we can ignore the parts multiplied by 𝑡 in the kernel repre-
sentations (A.12). The fact that 𝑦𝑓0(𝑦) ∈ 𝐿𝑝([0, 1]) implies the convergence by simply summing
the parts in (A.12) and using the 𝑟 = 1 case with a change of variable for the𝐾1(𝑥 + 𝑦, 𝑡) part. ■
Proof of Theorem 3. We have that








𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑑𝑦 = ∫
1
0
𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑑𝑦.
The first part of the theorem therefore follows from Proposition A1. For the second part, assume




|𝐾1(𝑥, 𝑠)|𝑑𝑠 ≤ 𝐶√𝑡
for some 𝐶 independent of 𝑥 and |𝑓𝑋(𝑥) − 𝑓𝑋(𝑥𝑡)| = (√𝑡). ■
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A.4 Proof of Proposition 1
Proof of Proposition 1. We first show that in this case, the solution is continuous on [0, 1] × [0, 𝑇)
for any 𝑇 ∈ (0,∞]. The case of continuity at points 𝑡 > 0 has already been discussed, so suppose
that (𝑥𝑛, 𝑡𝑛) → (𝑥, 0) and then
|𝑓(𝑥𝑛, 𝑡𝑛) − 𝑓0(𝑥)| ≤ |𝑓0(𝑥𝑛) − 𝑓0(𝑥)| + |𝑓(𝑥𝑛, 𝑡𝑛) − 𝑓0(𝑥𝑛)|.
The first term converges to zero by continuity of𝑓0, while the second term converges to zero by the
proven uniform convergence as 𝑡 ↓ 0. Using the limit given by Proposition 1, we will take 𝑇 = ∞
without loss of generality.
Since the solution is regular in the interior and continuous on the closure, this immediately
means that we can apply the maximum principle to deduce that
sup
(𝑥,𝑡)∈Ω
𝑓(𝑥, 𝑡) = sup
(𝑥,𝑡)∈𝜕Ω
𝑓(𝑥, 𝑡),

















where we have used the function 𝐾1 defined by (A.9) and extended 𝑓0 periodically (values at the
endpoints contributed nothing). Hence,
2𝑎𝑟
1 + 𝑟






≤ 𝑓(1, 𝑡) ≤ 2𝑏
1 + 𝑟
.
The factmax{2𝑟∕(1 + 𝑟), 2∕(1 + 𝑟)} ≥ 1 (recall 𝑟 ≥ 0) finishes the proof. ■
A.5 Proof of Theorem 4
















𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑑𝑥𝑑𝑓0(𝑦)
by Fubini’s theorem.Using the series representation (A.12) and integrating term by term (justified




𝐾(𝑟; 𝑥, 𝑦, 𝑡)𝑑𝑥









[𝑥 exp(𝑖𝑘𝑛(𝑥 − 𝑦)) + (𝑥 − 1) exp(𝑖𝑘𝑛(𝑥 + 𝑦))]𝑑𝑥.
All other terms vanish since the integral of exp(𝑖𝑘𝑛𝑥) is 0 unless 𝑛 = 0. We can change variables


















2𝑖𝑥 sin(𝑘𝑛(𝑥 − 𝑦))𝑑𝑥 = 1,
where we have used the fact that sin(𝑘𝑛(𝑥 − 𝑦)) is odd in 𝑘𝑛 and exp(−𝑘2𝑛𝑡∕2) is even in the last
equality. Since 𝑓0 is a probability measure, it follows that ∫ 10 𝑓(𝑥, 𝑡)𝑑𝑥 = 1, ie, part (1) holds.
We next show that the integral kernel 𝐾(𝑟; 𝑥, 𝑦, 𝑡) is nonnegative for 𝑟 ≥ 0, 𝑡 > 0 and 𝑥, 𝑦 ∈
[0, 1]. Suppose this were false for some (𝑥0, 𝑦0) ∈ [0, 1]2. The Poisson summation formula gives
𝐾(𝑟; 0, 𝑦, 𝑡) =
2𝑟
1 + 𝑟
𝐾1(𝑦, 𝑡) > 0, 𝐾(𝑟; 1, 𝑦, 𝑡) =
2
1 + 𝑟
𝐾1(𝑦, 𝑡) > 0,
and hence, (𝑥0, 𝑦0) ∈ (0, 1)2. Choose 𝑓0 = 𝑢𝑛 that integrates to 1 where 𝑢𝑛(𝑦) ≥ 0 and 𝑢𝑛(𝑦) = 0
unless ‖𝑦 − 𝑦0‖ ≤ 1∕𝑛. Then for large 𝑛, 𝑢𝑛 satisfies the required boundary conditions (vanishes
in a neighborhood of the endpoints), and we must have that
𝑓𝑛(𝑥0, 𝑡) ∶= ∫
1
0
𝐾(𝑟; 𝑥0, 𝑦, 𝑡)𝑢𝑛(𝑦)𝑑𝑦 ≥ 0,
by Proposition 1. But it clearly holds by continuity of the integral kernel that lim𝑛→∞ 𝑓𝑛(𝑥0, 𝑡) =
𝐾(𝑟; 𝑥0, 𝑦0, 𝑡)0, a contradiction. This proves part (2) of the theorem. ■
APPENDIX B: PROOF OF THEOREM 5
Proof. We begin with the proof of 1. Recall that
Var𝑓𝑋 [𝑓(𝑥, 𝑡)] =








where𝐾 is the kernel given by (A.12). The second of these terms is bounded by a constantmultiple
of 1∕𝑛, so we consider the first. Recall the decomposition (A.12):
𝐾(𝑟; 𝑥, 𝑦, 𝑡) = 𝐾1(𝑥 − 𝑦, 𝑡)
[











𝐾′1(𝑥 + 𝑦, 𝑡) + 𝐾
′
1(𝑥 − 𝑦, 𝑡)
]
,
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where 𝐾1 is the standard periodic heat kernel. For 𝑥, 𝑦 ∈ [0, 1], we have that



















(𝑥 − 𝑦 + 1)2
2𝑡
)]























with the rest of the expansion exponentially small as 𝑡 ↓ 0 and the asymptotics valid upon taking
derivatives. Using this, it is straightforward to show that we can write
𝐾(𝑟; 𝑥, 𝑦, 𝑡) =
1√
2𝜋𝑡
𝐺(𝑟; 𝑥, 𝑦, 𝑡),
where 𝐺 is bounded. From the above asymptotic expansions, we can write






+ ℎ1(𝑥, 𝑦, 𝑡) exp
(
−
(𝑥 − 𝑦 − 1)2
2𝑡
)
+ ℎ2(𝑥, 𝑦, 𝑡) exp
(
−
(𝑥 − 𝑦 + 1)2
2𝑡
)






+ ℎ4(𝑥, 𝑦, 𝑡) exp
(
−
(𝑥 + 𝑦 − 2)2
2𝑡
)
+ 𝐸(𝑥, 𝑦, 𝑡),
where the ℎ𝑖 are bounded and the error term 𝐸(𝑥, 𝑦, 𝑡) is exponentially small as 𝑡 ↓ 0 uniformly








𝑓𝑋(𝑦)𝐾(𝑟; 𝑥, 𝑦, 𝑡)ℎ1(𝑥, 𝑦, 𝑡) exp
(
−




by the dominated convergence theorem (by considering the inner integral as a function of 𝑥).

















𝑓𝑋(𝑦)ℎ1(𝑥, 𝑦, 𝑡) exp
(
−













































The rate (15) now follows.
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We now prove 2 and 3. Define the function 𝑝0(𝑥) via 𝑓𝑋(𝑥) = 𝑓𝑋(0) + 𝑥(1 − 𝑟)𝑓𝑋(1) + 𝑝0(𝑥),
then the proof of Proposition A1 showed that
𝔼𝑓𝑋 [𝑓(𝑥, 𝑡)] − 𝑓𝑋(𝑥) = ∫
1
0
𝐾(𝑟; 𝑥, 𝑦, 𝑡)[𝑝0(𝑦) − 𝑝0(𝑥)]𝑑𝑦. (B.2)
Define the function
𝑤(𝑥, 𝑦) = 𝑝0(𝑦) − 𝑝0(𝑥) + (𝑥 − 𝑦)
1 − 𝑟
1 + 𝑟
(𝑝0(𝑦) + 𝑝0(1 − 𝑦)), (B.3)




𝐾1(𝑥 − 𝑦, 𝑡)𝑤(𝑥, 𝑦)𝑑𝑦 +
𝑡(1 − 𝑟)
1 + 𝑟 ∫
1
0




0(1 − 𝑦)]𝑑𝑦, (B.4)
where we have integrated by parts for the last term and used 𝑝0(0) = 𝑝0(1) = 0. Define the func-
tion
𝐹(𝑥, 𝑡) = ∫
1
0
𝐾1(𝑥 − 𝑦, 𝑡)𝑤(𝑥, 𝑦)𝑑𝑦, (B.5)
then taking the partial derivative with respect to time, integrating by parts and using 𝑤(𝑥, 0) =
𝑤(𝑥, 1) = 0, we have
𝜕𝐹
𝜕𝑡
















First, we assume that 𝑝′0(0) ≠ 𝑝′0(1). In this case, the above shows that
𝔼𝑓𝑋 [𝑓(𝑥, 𝑡)] − 𝑓𝑋(𝑥) =







𝐾1(𝑥, 𝑠)𝑑𝑠 + (𝑡), (B.7)
where the (𝑡) is uniform in 𝑥. Using the above asymptotics for 𝐾1(𝑥, 𝑡) and the dominated con-














2𝜋(1 + 𝑟)2 ∫
1
0
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Let 𝜏(𝑥) = exp(−𝑥2) −
√
𝜋|𝑥|erfc(|𝑥|), then we can perform the integral in the square brackets














𝜋(1 + 𝑟)2 ∫
1
0








































Next, suppose that 𝑝′0(0) = 𝑝
′

















(𝑥, 𝑥) + 𝑈(𝑥, 𝑡), (B.13)
for some bounded function 𝑈(𝑥, 𝑡) that converges to 0 as 𝑡 ↓ 0 for almost all 𝑥 ∈ [0, 1]. It follows
that





(𝑥, 𝑥) + 𝑡?̃?(𝑥, 𝑡), (B.14)
for some bounded function ?̃?(𝑥, 𝑡) that converges to 0 as 𝑡 ↓ 0 for almost all 𝑥 ∈ [0, 1]. Similarly,
we have
𝑡(1 − 𝑟)
1 + 𝑟 ∫
1
0












(1 − 𝑥)] + 𝑡𝑉(𝑥, 𝑡), (B.15)
for some bounded function𝑉(𝑥, 𝑡)which converges to 0 as 𝑡 ↓ 0 for almost all 𝑥 ∈ [0, 1]. It follows
from (B.4) that












+ 𝑡𝑊(𝑥, 𝑡), (B.16)
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APPENDIX C: FOUR CORNERSMATRIX AND PROOF OF THEOREM 7
The “Four Corners Matrix” (26), is a nonsymmetric example of a “tridiagonal Toeplitz matrix with
four perturbed corners.”67,68 Although we do not pursue it further, one can also show (by extend-
ing the techniques of 68) that all functions of (26) are the sum of (i) a Toeplitz part, which can be
thought of as the solution without boundary conditions; and (ii) a Hankel part, which is precisely
the correction due to the boundary conditions. Exact and explicit formulas for the eigenvalues
and eigenvectors are available and we will use these to prove Theorem 7.
There is a unique zero eigenvalue, corresponding to the stationary density as 𝑡 → ∞. The sta-
tionary density is an affine function in the continuous PDE setting. In the discrete setting, the
components of the stationary eigenvector 𝒗 are equally spaced, in the sense that ∀𝑖, 𝑗, 𝑣𝑖 − 𝑣𝑖+1 =
𝑣𝑗 − 𝑣𝑗+1 = constant. All nonzero eigenvalues of 𝐀 are positive and we are in the setting of [67,
Theorem 3.2 (i)]. In the case that 𝑟 ≠ 1, we can group the spectral data into two classes with eigen-
values:























+ 1 ≤ 𝑘 ≤ 𝑚.
⎞⎟⎟⎠
The zero eigenvalue, when 𝑘 = ⌊𝑚−1
2
⌋ + 1, has already been discussed. Other eigenvalues corre-






















+ 2 ≤ 𝑘 ≤ 𝑚.
⎞⎟⎟⎟⎠ (C.1)
Some properties of the discrete model and its links to the continuous model are:
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∙ All eigenvalues of the Four CornersMatrix are purely real. Also, the eigenvalues of the operator
in the continuous model are likewise purely real. This is perhaps surprising since the matrix is
not symmetric, and the operator is not self-adjoint.
∙ The Four Corners Matrix𝐀 is diagonalizable. In contrast, the operator for the continuous PDE
is not diagonalizable, and instead, the analogy of the Jordan Normal Form from linear algebra
applies to the operator. Despite this, the following still hold:
1. The eigenvalues of the discrete model matrix 𝐀 converge to that of the continuous model
(including algebraicmultiplicities). This holds, for example, in the Attouch-Wets topology—
the convergence is locally uniform.
2. The eigenvectors converge to the generalized eigenfunctions of the continuous operator. Let-

















We prove Theorem 7 by invoking the celebrated Lax Equivalence Theorem, which states that
“stability and consistency implies convergence.”69 Wewill take consistency for granted. Typically,
when proofs in the literature use the Lax Equivalence Theorem, it is also taken for granted that the
PDE is well posed. Fortunately, we have already established that the PDE is indeed well posed in
Theorem 1. It remains only to show stability. Even though thematrix𝐀 has nonnegative eigenval-
ues, this does not immediately imply stability of the backwardEulermethod since𝐀 is not normal,
ie, 𝐀 does not commute with 𝐀∗. We establish stability for our problem by showing that bounds
for the continuous model in Proposition 1 have corresponding bounds in the discrete model as
follows, where we use a subscript 𝑙𝑝 to denote the operator 𝑙𝑝 norm. In particular, Lemma A3
shows the discrete model is stable in themaximum norm. Convergence then follows from the Lax
theorem.
Lemma A3 (Stability and well-posedness of discrete approximation). Let 𝑚 ≥ 2, then the back-
ward Euler method (27) preserves probability vectors and satisfies the bound
‖‖‖(𝐈 + 𝐀)−𝐾‖‖‖𝑙∞ ≤ max { 2𝑟1 + 𝑟 , 21 + 𝑟}, ∀𝐾 ∈ ℕ.
As a result of this lemma, we also gain stability in any 𝑝-norm via interpolation.











Hence, to prove the first part, it suffices to show that 𝒖𝑘+1 is nonnegative if 𝒖𝑘 is. Suppose this
were false, and let 𝑗 ∈ {1, .., 𝑚} be such that 𝑢𝑘+1
𝑗
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By choice of 𝑗 and the fact that 𝐀𝑗𝑗 is positive, the off-diagonals of 𝐀 are negative and the sum of















< 0, the required contradiction.
To prove the second part, let 𝒖 ∈ ℝ𝑚≥0 be any initial vector with ‖𝒖‖∞ ≤ 1 and let 𝟙 denote the







Define the vector 𝑥 via 𝑥(1 − 𝑟)∕(1 + 𝑟) = 𝟙 − 2(1 + 𝑟𝑚)∕[(𝑚 + 1)(𝑟 + 1)]𝑤0. This has compo-
nents
𝑥𝑗 =
𝑚 + 1 − 2𝑗
𝑚 + 1
.
Extend this vector to have 𝑥0 = 0, then an application of the discrete Fourier transform implies














exp(4𝜋𝑖𝑘∕(𝑚 + 1)) − 1


















































(𝑚 + 1)(1 + 𝑟)
+
1 − 𝑟
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(𝑚 + 1)(1 + 𝑟)
+
1 − 𝑟

































Explicitly, we have that
𝑄𝐾1 =
2(1 + 𝑟𝑚)
(𝑚 + 1)(1 + 𝑟)
+
1 − 𝑟


















This is monotonic in 𝐾 with limit 2(1 + 𝑟𝑚)∕[(𝑚 + 1)(1 + 𝑟)]. Similarly, we have
𝑄𝐾𝑚 =
2(𝑚 + 𝑟)
(𝑚 + 1)(1 + 𝑟)
−
1 − 𝑟


















which ismonotonic in𝐾 with limit 2(𝑚 + 𝑟)∕[(𝑚 + 1)(1 + 𝑟)]. Now, wemust have that each entry
of 𝑸𝐾 ± 𝒒𝐾 is nonnegative since this is true for 𝐾 = 0. It follows that
‖‖𝒒𝐾‖‖∞ ≤ ‖‖𝑸𝐾‖‖∞ = max{ 2(1 + 𝑟𝑚)(𝑚 + 1)(1 + 𝑟) , 2(𝑚 + 𝑟)(𝑚 + 1)(1 + 𝑟)
}
.
Since the 𝑙∞ operator norm of a real matrix is independent of whether the underlying field is ℝ
or ℂ, the lemma now follows by taking suprema over𝑚. ■
