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SOME FORCED NONLINEAR EQUATIONS
AND THE TIME EVOLUTION OF SPECTRAL DATA
ROBERT CARROLL*
1. Introduction. We consider here mainly the forced NLS (nonlinear Schr\"odinger)
and $KdV$ (Korteweg-de Vries) equations with data $q(x, 0)=q_{0}(x)$ and $q(O,t)=Q(t)(q(x,t)-\rangle$ $|$
$0$ suitably as $xarrow\infty$). Thus one has $(*)iq_{t}=q_{xx}\pm 2|q|^{2}q$ (NLS) or $q_{t}+q_{xxx}-6qq_{x}=0$
$(KdV)$ .
For the full line problem-oo $<x<\infty$ there are many results. Firstly one has general
abstract existence uniqueness type theorem as in [21, 41, 24, 22, 42] for example (for
NLS) or $[26,25]$ (for $KdV$) and solutions by inverse scattering as in [38, 23, 16, 17] for
$KdV$ (cf. also [3, 44, 43]). For forced problems as above there are not too many results
known. For $KdV$ one has theorems of an abstract type in [4, 39, 40] (cf. also [36, 37])
where in [4] for example one requires $q_{0}\in H^{4}$ and $Q\in H_{1oc}^{2}$ with compatibility at $(0,0)$
(plus more smoothness for a classical solution). There are as yet apparently no global
abstract theorems for forced NLS (see however [13] for some preliminary results). For
forced NLS by inverse scattering one has results in [6, 7, 8, 9] and for forced $KdV$ by
inverse scattering one now has [14] (recently M. Ablowitz informed me that he also has
a result for forced $KdV$ using half line spectral data). Let us remark that D. Kaup and
collaborators initiated much work on forced problems, of the type indicated, in [27, 28,
29, 30] and there is essentially a complete theory via inverse scattering for forced Toda
lattice and Sine-Gordon. In the present article we will indicate results on forced NLS and
$KdV$ based on [9, 19, 14] in hopes of stimulating interest in such techniques and problems.
There are many obvious open questions and opportunities for further investigation. In
particular one wants to find the formulation involving spectral data with the “simplest”
or most natural time evolution.
2. Forced $KdV$ by inverse scattering. We sketch here a new result based on [14].
Thus consider $Q=D^{2}-q(x)$ ( $q$ real) on $[0, \infty$) where $q(x)arrow 0$ as $xarrow\infty$ as rapidly as
needed (we will generally not spell out precise hypotheses here–cf. [11, 9, 33, 32, 15,
18, 10] for details). We will work in the context of half line Sturm-Liouville theory and
construct generalized eigenfunctions $\phi,$ $\theta$ , and $f+ofQ$ satisfying $Q\psi=-k^{2}\psi$ with $\phi(0, k)=$
$\theta’(0, k)=1,$ $\phi’(0, k)=\theta(O, k)=0$ , and $f_{+}\sim\exp(ikx)$ as $xarrow\infty$ . Set $f_{-}(x, k)=f_{+}(x, -k)$
and then one has $\phi(x, k)=c(k)f+(x_{i}k)+c(-k)f_{-}(x, k)$ and $2ik\theta(x, k)=F(-k)f+(x, k)-$
$F(k)f_{-}$ ($- x,$ k) (we write also $F^{-}\sim F(-k),$ $c^{-}\sim c(-k)$ , and refer to [11, 9, 33, 32, 15,
18, 10] for properties of $\phi,$ $\theta,$ $f+,$ $c,$ $F$, etc). In particular $c^{-}=\overline{c}$ and $F^{-}=\overline{F}$ for $k$ real
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and in the absence of discrete spectra there are spectral measures $d\omega=dk/2\pi|c|^{2}$ and
$dv=2k^{2}dk/\pi|F|^{2}$ such that
(2.1) $\delta(x-y)=\int_{0}^{\infty}\theta(x, k)\theta(y, k)dv(k)=$
$\int_{0}^{\infty}\phi(x, k)\phi(y, k)d\omega(k)$
We mention also the properties
(2.2) $D_{x}f_{+}(0, k)=2ikc(-k);Fc+F\overline{c}^{-}=1$ ;
$f_{+}(0, k)=F$
Associated with the ball line one has a Mar\v{c}enko (M) equation (cf [11, 9, 18])
(2.3) $0=K(x,y)+ \Omega(x, y)+\int_{x}^{\infty}K(x, \xi)\Omega(\xi,y)d\xi$
for $y>x$ where $\Omega(x, y)=-\frac{1}{2\pi}\int^{\infty}@e^{ik(x+y)}dk$ (we assume there are no bound states),
$@=F^{-}/F$, and $q(x)=-2D_{x}K(x, x)$ can be written formally as (cf. [11, 10])
(2.4) $q(x)=2D_{x} \int_{-\infty}^{\infty}(1-@)f_{+}(x, k)e^{ikx}dk$
Now the $KdV$ equation $q_{t}+q_{xxx}-6qq_{x}=0$ arises in the context of Lax pairs etc as
$L_{t}=[B, L]$ with $L=D^{2}-q$ and $B=-4D^{3}+6qD+3q_{x}$ . Thus we write $L\psi=-k^{2}\psi$
and $\psi_{t}=B\psi$ etc. $(L_{t}\sim-q_{t})$ . For large $x,$ $\psi_{t}=B\psi$ becomes $\psi_{t}=-4\psi_{xxx}$ since $qarrow 0$
and one takes then $\psi=f+(x, k)\cdot\exp(4ik^{3}t)$ as a time dependent Jost solution. Using
$\psi_{xx}=-k^{2}\psi+q\psi$ to get $(*)\psi_{xxx}=-k^{2}\psi_{x}+q_{x}\psi+q\psi_{x}$ we have $\psi_{t}=(4k^{2}+2q)\psi_{x}-q_{x}\psi$ .
The data for the forced problem are $q(x, 0)=q_{0}(x)$ and $q(O, t)=Q(t)$ but we will need
another quantity $q_{x}(0, t)=P(t)$ which overdetermines the problem (cf [11, 8, 6, 7, 27, 28,




Multiply (2.5) by $\overline{F}=F^{-}$ for $k$ real and take real and imaginary parts to get
(2.6) $F^{-}F’-F\overline{F}’+8ik^{3}|F|^{2}=8ik^{3}+4ikQ$ ;
$D_{t}|F|^{2}=-2P|F|^{2}+(4k^{2}+2Q)(2ik)(F^{-}c^{-}-Fc)$
There are various spectral quantities of importance in various roles in the half line theory
(cf [11, 9, 10]; we mention $F,$ $c,$ $|F|^{2},$ $|c|^{2}$ , @, $S=c/c^{-}$ , and $\Re=F/2c^{-}$ . A little calculation,
using $Fc+F\overline{c}^{-}=1$ gives $\Re e(1/\Re)=1/|F|^{2},$ $F^{-}c^{-}-Fc=2F^{-}c^{-}-1$ , and $1/ \mathfrak{N}-\frac{1}{|F|^{2}}=$
$(2F^{-}c^{-}-1)/|F|^{2}=iIm(1/\Re)$ . We assume that $1/|F|^{2}$ is such that $Re(1/\mathfrak{N})=1/|F|^{2}=$
$\Lambda=H[Im(1/\mathfrak{N})]$ where $H$ is the Hilbert transform (cf. [20]. Then from (2.6) one obtains
(2.7) $D_{\ell}$ log@=8ik $-4ik(2k^{2}+Q)\Lambda$ ;
$D_{t}\log\Lambda=2P-2k(4k^{2}+2Q)H\Lambda$
THEOREM 2.1. Given $P$ and $Q$ the time evolution of@ and $\Lambda$ are determined by (2.7)
(with @(k, $0$ ) and $\Lambda(k,$ $0)detern\dot{u}ned$ by $q_{0}(x)$). From this $g$ spectral quantities $F,$ $c,\Re$,
etc. can be $obt$ained.
We now go to (2.4) as a recovery formula for $\hat{Q}$ and $\hat{P}$ , the recovery data for a given
spectral quantity 8 (along with $F,$ $c$ , etc). When we equate $Q=\hat{Q}$ and $P=\hat{P}$ (thus
eliminating $P$) we will obtain an integro-differential equation for spectral data from which
overdetermining factor $P$ has been removed. Thus from (2.4) directly
(2.8) $\hat{Q}=2xharrow m0\int_{-\infty}^{\infty}(1-@)2ikc^{-}(1+\Re)e^{ikx}dk$
since $D_{x}(f+e^{ikx})=f_{+}’e^{ikx}+ikf+e^{ikx}\sim(2ikc^{-}+ikF)e^{ikx}=2ikc^{-}(1+\Re)e^{ikx}$ as $xarrow 0$ .
Similarly $D^{2}(f+e^{ikx})\sim[(Q-2k^{2})F-4k^{2}c-]\exp(ikx)$ as $xarrow 0$ and
(2.9) $\hat{P}=2\lim_{xarrow 0_{-}}\int_{\infty}^{\infty}(1-@)[QF-2k^{2}F(1+\frac{1}{\Re})]e^{ikx}dk$
The factor 1–@\rightarrow 0 as $|k|arrow\infty$ with $carrow 1$ and $Farrow 1$ $(\Rearrow 1/2)$ and one expects
no problems with convergence in $(2.8)-(2.9)$ , if 1–@\rightarrow 0 rapidly enough. One can write
now, combining $(2.7)-(2.9)$ , and using a suitable determination of $(\overline{@/\Lambda})^{1/2}=F$,





THEOREM 2.2. The time evolution ofspectral data (given $q(x, 0)=q_{0}(x)$ and $q(O, t)=$
$Q(t))$ is determined by solving (2.10). The resulting $q(x,t)$ given $eg$ by (2.4) satisfies
$q_{t}+q_{xxx}-6qq_{x}=0$ . Alternatively one can use the spectral data obtained from $(2.IO)$ in
forming $\Omega(x, y)$ in (2.3) (no boun$d$ states); then determine $q(x,t)$ by solving (2.3) and use
$q=-2K’(x, x)$ to get $q(x,t)$ .
REMARK 2.3. Theorem 2.2 seems most natural for this problem since it relies on
genuinely half line procedures. Alternatively however in [14] another theorem is developed
using full line spectral quantities (one thinks of $q(x,t)=0$ for $x<0$). We indicate
the (heuristic) results here and refer to [14] for details. Then let $f_{1}\sim f+\sim e^{ikx}$ as
$xarrow\infty$ and $f_{2}\sim e^{-ikx}$ as $xarrow-\infty$ with $(**)Tf_{2}=f_{1^{-}}+Rf_{1}$ and $Tf_{1}=f_{2}^{-}+$
$R_{L}f_{2}(f_{1}^{-}(x, k)=f_{1}(x_{1}-k)$ , etc). One uses a Mar\v{c}enko kernel $(**)K_{+}(x, y)=-(1/2\pi)$
$\int_{-\infty}^{\infty}Re^{iky}f_{1}(x, k)dk$ $(y>x)$ and $q(x)=-2D_{x}(K_{+}(x, x)$ ( $t$ is suppressed). Set $S=R/T$
and proceed much as in the development above to obtain
THEOREM 2.4. The time variation of $S=R/T$ and $R_{L}$ (hence of all spectral data)




Then construct $F(z)= \frac{1}{2\overline{u}}\int_{-\infty}^{\infty}$
.
$Re^{ikz}dk$ and solve the $eq\ddagger 1$ation $0=K_{+}(x, y)+F(x+y)+$
$\int_{x}^{\infty}K_{+}(x, \xi)F(\xi+y)d\xi$ ($y>x;t$ suppressed) from which $q(x, t)=-2D_{x}K_{+}(x, x,t)$ (with $t$
restored). Alternatively one can compute $q(x,t)$ from $(**)$ diagonalized.
3. Forced NLS by inverse scattering. We will sketch the author’s development in
[11, 8, 6, 7] and indicate the result of Fokas [19] for comparison purposes. Thus consider
the AKNS system ($q=0$ for $x<0,$ $qarrow 0$ as $xarrow\infty$ )
(3.1) $\psi_{1x}+i\zeta\psi_{1}=q\psi_{2}$ ;
$\psi_{2x}-i\zeta\psi_{2}=r\psi_{1}$ $(r=\pm\overline{q})$
We take $r=\overline{q}$ for convenience (so $iq_{t}=q_{xx}-2|q|^{2}q$ which “classically” corresponds to no
solitons but $r=-\overline{q}$ can easily be accommodated by suitable addition of discrete spectral
terms (cf [8, 7, 12]). The time evolution (for $x\geq 0$) is given via $\psi_{1t}=A\psi_{1}+B\psi_{2}$
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and $\psi_{2\ell}=Cv_{1}-Av_{2}$ where $A=irq+2i\zeta^{2},B=-iq_{x}-2\zeta q$ , and $C=ir_{x}-2\zeta r$ .
The compatibility condition $\psi_{x2}=\psi_{tx}$ leads to the NLS equation and one introduces
generalized eigenfunctions $\phi\sim(_{0}^{1})e^{\dot{*}\zeta x},\hat{\phi}\sim(_{-1}0)e^{-i\zeta x}(xarrow-\infty)$ and $\psi\sim(_{1}^{0})e^{i\zeta x},\hat{\psi}\sim$
() $e^{-i\zeta x}(xarrow\infty)$ Then $\psi=\hat{b}\phi-a\hat{\phi}$ and $\psi=-\hat{\phi}/\hat{a}+\hat{b}/\hat{a}\hat{\psi}$ for example and since
$\phi(0, \zeta)=(_{0}^{1}),\hat{\phi}(0, \zeta)=(_{-1}0)$ one obtains $\psi(0, \zeta)=(_{a}^{\hat{b}})(t$ is suppressed again when not
needed). Writing out the time variation of $\psi$ at $x=0$ now leads to
(3.2) $\hat{b}_{t}=(i|Q|^{2}+4i\zeta^{2})\hat{b}-(iP+2\zeta Q)a$ ;
$a_{t}=(i\overline{P}-2\zeta\overline{Q})\hat{b}-i|Q|^{2}a$
where again $P=q_{x}(0,t)$ overdetermines the system. The idea here is based on Kaup
[27, 28, 29, 30], and is equivalent, but our formulation is slightly different. Again we look
for recovery formula via Mar\v{c}enko kernels $K,\hat{K}$ where $\psi=(_{1}^{0})e^{i\zeta x}+\int_{x}^{\infty}K(x, s)e^{i\zeta s}ds$ and
$\hat{\psi}=(_{0}^{1})e^{-i\zeta x}+\int_{x}^{\infty}\hat{K}(x, s)e^{-i\zeta s}ds$ (cf. 1, 35, 11]). In the case $r=\overline{q}$ one has formally
$q(x)=-2K_{1}(x, x)= \lim_{yarrow x}(-\frac{1}{\pi})\int_{-\infty}^{\infty}\psi_{1}(\zeta, x)e^{i\zeta y}d\zeta=-\frac{1}{\pi}\lim_{yarrow x_{-}}\int_{\infty}^{\infty}(\frac{\hat{b}}{\hat{a}})\hat{\psi}_{1}(\zeta, x)e^{-i\zeta y}d\zeta$
from which recovery formulas for $\hat{Q}=q(0,t)$ and $\hat{P}=q_{x}(0,t)$ can be determined. Putting
this together as in \S 2 one obtains
THEOREM 3.1. The time $e$volution of spectral data $(a,\hat{b})$ for th$e$ forced $NLSiq_{t}=$
$q_{xx}-2|q|^{2}q$ With $q(x, 0)=q_{0}(x)$ (determining $a,\hat{b}(\zeta,$ $0)$ ) and $q(O,t)=Q(t)$ is governed by
(3.3) $\hat{b}_{t}=(i|Q|^{2}+4i\zeta^{2})\hat{b}-2\zeta Qa-iaJ(a,\hat{b})$ ;
$a_{t}=-i|Q|^{2}a-2\zeta\overline{Q}\hat{b}+i\hat{b}\overline{J}(a,\hat{b})$;
$J(a, \hat{b})=\frac{1}{\pi}\lim_{xarrow 0_{-}}\int_{\infty}^{\infty}[2i\zeta\hat{b}-Qa]e^{-2i\zeta x}d\zeta$
REMARK 3.2. More details can be found in $[8, 12]$ along with some examples. Some
smoothness of $Q$ is to be anticipated as necessary in order to solve (3.3) (cf [8]).
Let us now sketch briefly the procedure of [19], which leads to the following singular





where again $H$ is the Hilbert transform. $\dot{W}e$ emphasize here that $\alpha,$ $\beta\wedge$ etc. are based on
different generalized eigenfunctions $\phi,$ $\phi\psi,$$\phi\wedge,\wedge$ and are not the same as $a,\hat{b}$ , above. The
“neat” form of (3.4) suggest that $\alpha,$ $\beta\wedge$, etc. will be a “best” version of spectral data. The
procedure involves extending $q(x)$ to $(-\infty, 0)$ as an odd function (instead of $q(x)=0$ for
$x<0)$ . This produces certain analogies to a Sine transform theory and has a half line
flavor. Then write the $x$ problem as ( $-\infty<x<\infty$ and $Y$ is the Heavyside function)
(3.5) $\phi_{x}=ikJ\phi+\tilde{Q}\phi;\tilde{Q}=Q(x)Y(x)-$
$Q(-x)Y(-x);J=(\begin{array}{ll}-l 00 1\end{array});\tilde{Q}=(\begin{array}{ll}0 \tilde{q}\tilde{r} 0\end{array})$
where $Q(x)=(\begin{array}{ll}0 qr 0\end{array})$ is defined only for $x\geq 0and-\tilde{q},\tilde{r}\sim odd$ extensions of $q,$ $r$ . For
$\phi=\Phi$ exp(ikxJ) (3.5) becomes $\Phi_{x}=ik[J, \Phi]+Q\Phi$ and one constructs solutions $\Psi=$
$I- \int_{x}^{\infty}d\xi e^{ik(x-\xi)J}\tilde{Q}\Phi\wedge$ and $\Phi=I+\int_{-\infty}^{x}d\xi e^{ik(x-\xi)J}\overline{Q}\Phi\wedge$ where $e^{\hat{y}}F=e^{y}Fe^{-y},$ $\Psi=(\Psi^{-}\Psi^{+})$ ,
and $\Phi=(\Phi^{+}\Phi^{-})$ . The scattering matrix $S=(\begin{array}{ll}\alpha \beta\wedge\beta \hat{\alpha}\end{array})$ arises from $\Psi=\Phi e^{ixkJ}S(k)\wedge$ and
here $\hat{\alpha},$ $\Psi^{+},$ $\Phi^{+}$ (resp. $\alpha,$ $\Psi^{-},$ $\Phi^{-}$ ) are analytic in the upper (resp. lower $k$ half plane (we
assume no zeros of $\alpha,\hat{\alpha}$). For real $karrow\infty$ one has $\alpha,\hat{\alpha}arrow 1,$ $\beta\wedgearrow q(0)/ik$ , and $\betaarrow-r(O)/ik$
while eg. $\Psi\sim(\begin{array}{ll}1 q(x)/2ik-r(x)/2ik 1\end{array})$ . One can write $S(k)=I- \int_{-\infty}^{\infty}d\xi e^{ik\xi\hat{J}}\tilde{Q}\Psi$ and the
$So_{necanuse(*)thatq(x)^{\Phi_{=}^{+}}}^{catteriuatinimp1ies(*)\frac{\Psi^{-}}{t^{\alpha}}=\Phi^{+}+\frac{\beta}{n^{\alpha_{-}}}e^{2ikx}\Phi^{-}and\Psi^{+}/_{oproveeg^{\wedge}}}ngeqo_{inthecontexofRiemanHi1bertprob1emst^{\hat{\alpha}=\Phi^{-}+\beta/\hat{\alpha}e^{-2ikx}}}$
$-(1/ \pi)\infty\int(\beta/\alpha)e^{-2ikx}\psi_{1}^{-}(k, x)dk\wedge$. We sketch this since (when $\tilde{Q}=0$ for $x<0$ ) it provides




Now one looks at the coefficient of $1/k$ as $karrow\infty$ , noting that $\int_{-\infty}^{\infty}\frac{e^{-2ik’x}}{k’(k’-k)}dk’=$






which leads to the desired result.
Next, to remove discontinuities in $\Psi_{t}$ at $x=0$, in [19] one adjusts matters for $x<0$
via $(\psi=\Psi e^{ikxJ})$
(3.8) $\psi_{t}=\tilde{U}\psi+2ik^{2}\psi J-$
$-4kY(-x)\psi\psi^{-1}(0,t, k)Q(O, t)\psi(O, t, k)$ ;
$\tilde{U}=-2ik^{2}J-i\tilde{q}\tilde{r}J-2k\tilde{Q}-i\tilde{Q}_{x}J$
but of course $\psi(0,t, k)$ is not known. This leads to $S_{t}=-2ik^{2}[J, S]-4kSM(t, k)$ where
$M=\Psi^{-1}(0, t, k)Q(0, t)\Phi(0,t, k)$ is unknown (and this again is a form of overdetermina-
tion). It turns out however that, using Riemann-Hilbert ideas, one can express the various
factors of concern in terms of $a,\hat{b}$ , etc., and this leads to (3.4). For a philosophy of (3.4)
etc we refer to [19] Using different extension of $q,$ $r$ one could in principle determine the
time evolution of the corresponding $(a,\hat{b}),$ $(a,\hat{\beta})$ , etc. via equations such as (3.3), (3.4),
etc. One hopes to find a natural choice of such datau
and this seems open.
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