In this paper, we present a histogram-like estimator of a conditional density that uses crossvalidation to estimate the histogram probabilities, as well as the optimal number and position of the bins. This estimator is an alternative to kernel density estimators when the dimension of the covariate vector is large. We demonstrate its applicability to estimation of Marginal Structural Model (MSM) parameters in which an initial estimator of the exposure mechanism is needed. MSM estimation based on the proposed density estimator results in less biased estimates, when compared to estimates based on a misspecified parametric model.
Introduction
Conditional density estimation is one of the most important problems in statistics, as a parameter of interest itself, or as an input for estimation of other parameters. The latter is the case of many of the problems in causal inference in which the causal relationship between an exposure and an outcome is confounded by a set of covariates (Pearl, 2000) . The marginal density of the exposure given the covariates (also called the exposure mechanism) is the continuous equivalent of the propensity score for binary outcomes, which has historically played a central role in the estimation of causal effects in observational studies (Rosenbaum and Rubin, 1983, R. Mansson, 2007) . Therefore, it is not surprising that estimation of causal parameters for continuous exposures requires the specification of an initial estimator of the exposure mechanism. Two examples of causal parameters for continuous treatments are given by Marginal Structural Models (Robins, Hernan, and Brumback, 2000, Neugebauer and and causal parameters corresponding to stochastic interventions (Diaz-Munoz and van der Laan, 2011) . In this paper we develop a machine learning estimator of a conditional density that can bne used to estimate the exposure mechanism and demosntrate its use in the estimation of MSM parameters.
Analogously to the case of the propensity score to estimate causal effects for binary outcomes, the consistency of the initial estimator of the exposure mechanism usually determines the consistency of the estimator of the causal parameters of interest. Therefore, the development of tools that provide consistent estimators of the exposure mechanism is of particular interest to the causal inference and biostatistics research community.
Parametric models such as generalized linear models intend to estimate the conditional density of a variable given a set of predictors by assuming a functional form that is known up to a finite-dimensional vector of real parameters. If the assumptions made about the functional form of the conditional density reflect characteristics of the true data generating mechanism, maximum likelihood estimation techniques yield consistent and efficient estimators of the parameters of the model and consequently of the conditional density (van der Vaart, 1998) . However, it is very common to find applications in fields such as epidemiology and social studies in which little information about the true data generating mechanism is known, and the researcher does not have enough scientific knowledge to assume a functional form for the conditional density. For such cases, non parametric estimators such as kernel density estimators, which do not assume a pre-specified functional form have been proposed. Kernel estimation was introduced by Rosenblatt (1969) , and has been extensively studied in the statistics literature since then. As a remarkable property, under certain conditions on the true density, the univariate kernel density estimator has been proven to have mean integrated square (MISE) error of order n −4/5 , which is only n −1/5 times larger than the MISE of a parametric density estimator if we knew that the true density belonged to some parametric model (van der Va a r t , 1998). A comprehensive description of univariate and multivariate kernel density estimators and their statistical properties can be found in Wand and Jones (1995) and Scott (1992) . The multivariate kernel density estimator can be used to find estimates of the joint densities involved in the definition of the conditional density and compute a plug-in estimator. Nevertheless, unless the number of covariates is very small (Wand and Jones (1995) suggests less than 6) or the sample size is extremely large, these estimators suffer from the curse of dimensionality, and the resulting estimates are highly biased. This is an important issue in causal inference, since the number of confounders is often large.
Cross validation selection from a library of candidates of estimators has been proven to have optimal properties in terms of the risk of the resulting estimator (van der Va a r t , Dudoit, and van der Laan, 2006). In particular, the super learner (van der Laan, Polley, and Hubbard, 2007 ) is a machine learning technique that uses cross-validated risks to choose an optimal estimator among a library defined by the convex hull of a user-supplied list of estimators. Simulations and analytic results about the super learner can be found in van der Laan, Dudoit, and Keles (2004) and van der Laan and Dudoit (2003) . One of its most important theoretical properties is that its solution converges to the oracle estimator (i.e., the candidate in the library that minimizes the loss function with respect to the true probability distribution).
In Section 2 we propose a conditional density estimator that starts with a list of histogram-like density estimators indexed by the number of bins, their position, and the choice of an estimator for the histogram probabilities, and then uses the super learner to find the optimal estimator in the library given by the convex hull of this list of candidate estimators. We use the super learner itself to estimate the histogram probabilities of each of the estimators in the initial list.
A review of Marginal Structural Models as described by Neugebauer and van der Laan (2007) is provided in Section 3, as well as three MSM estimators that require an initial estimator of the exposure mechanism. The performance of our method in the context of MSM estimation is assessed through a simulation study in which the three estimators described in Section 3 are computed under three different estimators of the exposure mechanism: a correctly specified parametric model, an incorrectly specified parametric model and our super learner based estimator. The results of this simulation are presented in Section 4, and Section 5 includes an application example of in which the causal effect of physical activity on all cause mortality is defined through an MSM. Finally, Section 6 provides some concluding remarks and directions of future research.
Density Estimator
Let A be a random variable representing an exposure of interest, and let W be a random vector containing a set of covariates confounding the causal relationship between A and an outcome Y . We are interested in finding an estimator of the exposure mechanism g 0 (A|W ) (i.e., the true conditional density function of A given W ). Such estimator will be used in the next sections to compute different estimators of causal effects defined by Marginal Structural Models.
As explained in the introduction, we will use the super learner to choose a convex combination of estimators among a library of candidates consisting of histogram density estimators defined by hazard functions. In the following subsections we will define the super learner, the candidate estimators in the library, and present the cross validated estimator of the conditional density.
Super Learner
Consider the usual setting in which we observe n identically distributed copies An estimatorΨ of ψ 0 can be seen as a mapping that takes the empirical distribution P n and maps it into an estimate.Ψ(P n ) is then the estimator based on the entire sample, and its risk can be computed as
The true risk of an estimator depends on P 0 , and is therefore an unknown quantity that needs to be estimated. A first option is to use a plug-in estimator in which P n is used instead of P 0 . If the space Ψ is very large, this plug-in estimator of the risk will favor estimatorsΨ that over-fit the data. Instead, super learner provides an algorithm that uses a v-fold cross validated risk estimate to choose the best estimator of ψ 0 .
Let s ∈ {1, . . . , S} index a random sample split into a validation sample V (s) ⊂ {1, . . . , n} and a training sample T (s) = {V (s)} c . Here we note that the union of the validation samples equals the total sample: ∪ S s=1 V (s) = {1, . . . , n}, and the validations samples are disjoint: V (s 1 ) ∩V (s 2 ) = / 0 for s 1 = s 2 . Let P T (s) be the empirical distribution of the training sample s. The cross validated estimator of the risk is given by the following expression, in which the parameter is estimated on a training set and the risk is estimated in the corresponding validation set:
Assume that we have a list of candidate estimatorsˆΨ j : j ∈ J. The discrete super learner is defined as the estimator in this list for which the cross validated risk in (1) is the smallest. Consider now a library of candidate estimators given by all possible convex linear combinations of the candidatesˆΨ j . It can be shown that the candidate in this library with the smallest cross validated risk is be given by
where
subject to ∑ j∈J β j = 1 and β j ≥0 for all j ∈ J. Here n s denotes the size of the validation sample s.
Candidates
Consider a sequence of values α 0 ,...,α k that span the range of A and define k bins.
Every candidate in our library of conditional density estimators of g 0 (A|W) is given by the following expression:
where we note that the choice of the values α t (t = 0,...,k) implies defining the number and position of the bins. Here Pr n denotes an estimator of the true probability Pr(A ∈ [α t−1 ,α t )|W) obtained through a hazard specification and use of a model for binary variables in a pooled repeated measures dataset, as explained below. Note that we consider the estimator in (3) as a mapping that takes the empirical distribution P n and maps it into an estimate of the conditional density of A given W, this notation will be helpful later in the section when we define the cross-validated estimator. Note also that
The likelihood for model (3) is now proportional to
which corresponds to the likelihood of a binary variable in a repeated measures data set in which the observation of subject i is repeated as many times as intervals [α t−1 , α t ) are before the interval to which A i belongs, and the binary variables indicating A i ∈ [α t−1 , α t ) are recorded. Possible estimators for the probabilities
include the following logistic model with only main terms:
where we assume the dimension of W is p, and
Another candidate might be given by a logistic model including double interaction terms. In general, any estimator that has the potential of providing an accurate representation of the underlying true data generating mechanism can be postulated as a candidate for estimation of (4), including a super learner algorithm that takes all available candidate estimators and finds an optimal convex combination of them. Each candidate estimator in (3) is now indexed by choice of the values α t and choice of an algorithm for estimating (4). The only detail missing in order to completely define a library of estimators is a clever way to choose the most convenient locations for the bins (for fixed k), which will be determined by a parameter c defined below. Denby and Mallows (2009) describe the histogram as a graphical descriptive tool in which the location of the bins can be characterized by considering a set of parallel lines cutting the graph of the empirical distribution function (ecdf).
Specifically, given a number of bins k, the equal-area histogram can be regarded as a tool in which the ecdf graph is cut by k + 1 equally spaced lines parallel to the x axis, whereas the usual equal-bin-width histogram corresponds to drawing the same lines parallel to the y axis. In both cases, the location of the cutoff points for the bins is defined by the x values of the points in which the lines cut the ecdf. As pointed out by the authors, the equal-area histogram is able to discover spikes in the density, but it oversmooths in the tails and is not able to show individual outliers. On the other hand, the equal-bin-width histogram oversmooths in regions of high density and does not respond well to spikes in the data, but is a very useful tool for identifying outliers and describing the tails of the density.
As an alternative to find a compromise between these two approaches, the authors propose a new histogram in which the ecdf is cut by lines x + cy = bh, b = 1,...,k + 1; where c and h are parameters defining the slope and the distance between lines, respectively. The parameter h identifies the number of bins k. The authors note that c = 0 gives the usual histogram, whereas c → ∞ corresponds to the equal-area histogram.
We now define our library of candidate estimators for the conditional density as a collection of estimators in (2) by defining values of the vector α through different choices of c and k, and defining an estimator for the probabilities in (4). The use of this approach will result in estimators that are able to identify regions of high density as well as provide a good description of the tails and outliers of the density. For the sake of simplicity, we will only consider one candidate for estimation of (4): the super learner itself with candidates that may include, for example, the logistic model in (5). Since the choice of each α only depends on c and k, the candidate estimators g n,α in (3) will now be denoted by g n,j , where j ∈ J is an index identifying a combination of c and k.
Cross Validation
Consider the cross validation scheme presented in section 2.1. We define our estimator of the conditional density of A given W as
subject to ∑ j∈J β j = 1 and β j ≥0 for all j ∈ J. Van der Laan et al. (2004) proof that this likelihood based cross-validated estimator is asymptotically optimal in the sense that it performs as well as the oracle selector as the sample size increases. Our library of estimators includes all the estimators given by convex combinations of g n, j (A|W ) for j ∈ J, and the oracle selector is given by the candidate estimator in the library that minimizes the Kullback-Leibler divergence with respect to the true data-generating distribution
The minimization in (6) is carried out by using the augmented Lagrange multiplier method as implemented in the R function solnp() (Ghalanos and Theussl, 2010) . Technical details about the implementation of this method can be found in Ye (1987) .
Marginal Structural Model Estimation
In this section we provide a brief review of the MSM methodology and describe three of the MSM estimators available in the literature. A complete review of MSM methodology can be found in Robins et al. (2000) , Bryan, Yu, and van der Laan (2003) and Neugebauer and van der Laan (2007) .
The consistency of the MSM estimators presented in this section will be used in Section 4 to assess the performance of the density estimator proposed in Section 2 when it is used to estimate the exposure mechanism g 0 .
Consider an experiment in which an exposure variable A, a continuous or binary outcome Y and a set of covariates W are measured for n randomly sampled subjects. Let O = (W, A,Y ) represent a random variable with distribution P 0 , and O 1 , . . . , O n represent n i.i.d. observations of O. Assume that the following structural causal model (Pearl, 2000) holds:
where U W , U A and U Y are exogenous random variables such that U A ⊥ U Y holds, and either U W ⊥ U Y or U W ⊥ U A holds (randomization assumption). The true distribution P 0 of O can be factorized as
where we denote g 0 (A|W )
, and P f = f dP for a function f of O. Causal inference parameters are usually defined in terms of the distribution of the counterfactual outcome Y a that one would obtain in a controlled experiment in which the equation corresponding to A in (7) is removed from the SCM and the treatment A is set to be equal to some pre-specified value a deterministically. Denote m(a) = EY a , the parameter of interest is:
where A is the support of A, h(a) is a stabilizing weight function, L is a loss function that describes the loss obtained by approximating the true causal curve m(a) with m γ (a), and µ is an appropriate measure (i.e., the Lebesgue or the counting measure). If L{m(a),m γ (a)} is a convex function of γ, the parameter can also be defined as the value γ 0 = (γ 01 ,...,γ 0d ) that solves the system of equations
The most intuitive loss function to use is
since it defines the function m γ as the closest to m in an L 2 sense. Another option for binary outcomes, or outcomes bounded between zero and one is
In this paper we focus in the estimation of parameters defined in terms of (10), but similar calculations can be made for other parameters defined by different loss functions. Since m(a) is identified as a function of the distribution of the observed data by E (¯Q 0 (a,W) ), the parameter of interest is identified as the value γ 0 that solves
Estimators
In this section we describe three possible estimators for the parameter γ 0 of a MSM defined in the previous section. The first estimator is an Inverse Probability of Treatment Weighted (IPTW) estimator which requires a consistent estimator of the exposure mechanism in order to be consistent. The second estimator is an augmented IPTW that solves the efficient influence curve equation and requires initial estimators ofQ 0 and g 0 , it is consistent if either of them is consistent, and it is efficient if both are consistent. The third estimator is a targeted maximum likelihood estimator (TMLE) that has the same properties as the A-IPTW, plus additional advantages that include being a substitution estimator and not having multiple solutions.
IPTW
The IPTW estimating function is defined as
, where
and the IPTW estimator is defined as the vector γ n,1 that solves the IPTW estimating equations
The IPTW is an asymptotically linear estimator with influence function D IPTW j , therefore the variable √ n(γ n,1, j − γ 0 j ) converges in distribution to a random variable distributed as N{0, P 0 D 2 IPTW j ( · |g 0 , γ 0 )}, whose variance can be estimated by P n D 2 IPTW j ( · |g 0 n , γ n,1 ), where P n denotes the empirical measure. Van der Laan and Robins (2003) prove that this variance estimator is conservative. We will use notation D IPTW (O) or D IPTW (O|g, γ) depending on whether it is necessary to emphasize the dependence on g and γ.
Augmented IPTW
The efficient influence curve D(O) of (9) in the non-parametric model can be found through the IPTW estimating function D IPTW (O) as
Thus, the efficient influence curve is given by D(O|¯Q,g,γ) = {D j (O|¯Q,g,γ)} d j=1 , where
and the augmented IPTW estimator is defined as the value γ n,2 that solves the augmented IPTW estimating equations
The A-IPTW is also asymptotically linear with influence curve D j (O|¯Q 0 ,g 0 ,γ 0 ). The variable √ n(γ n,2,j −γ 0j ) converges in law to a random variable with distribution N{0,P 0 D 2 j (·|¯Q 0 ,g 0 ,γ 0 )}, whose variance can be estimated as P n D 2 j ( · |¯Q 0 n ,g 0 n ,γ n,2 ). Van der Laan and Robins (2003) (sections 2.3.7 and 2.7.1) show that inference based on this variance estimator is valid only if g 0 n is consistent, providing exact inference when¯Q 0 n is consistent, and conservative inference when¯Q 0 n is inconsistent. Note that the efficient influence curve can be decomposed into three components corresponding to the orthogonal decomposition of the tangent space implied by the factorization (8) as:
Targeted Maximum Likelihood Estimator
In order to define a targeted maximum likelihood estimator for γ 0 , we need first to define three elements: (1) A loss function L(Q) for the relevant part of the likelihood required to evaluate γ 0 , which in this case is Q = (¯Q,Q W ). This function must satisfy Q 0 = arg min Q E P 0 L(Q)(O), where Q 0 denotes the true value of Q; (2)
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The International Journal of Biostatistics, Vol. 7 [2011 ], Iss. 1, Art. 38 DOI: 10.2202 /1557 -4679.1356 An initial estimator Q 0 n of Q 0 ; (3) A parametric fluctuation Q(ε) through Q 0 n such that the linear span of d dε L{Q(ε)}| ε=0 contains all the components of the efficient influence curve D(O) defined in (12). These three elements are defined below:
Loss Function
As loss function for Q, we will consider
Parametric Fluctuation
Given an initial estimator Q 0 n of Q 0 , with components (Q 0 n , Q 0 W,n ). We define the fluctuation of Q 0 n as follows:
where Z j (W ) = D j3 (O), and
First of all, note that the MLE of δ is zero. Standard logistic regression software can be used to find the MLE ε n of ε, and the TMLE as defined by van der Laan and Rubin (2006) is found in the first iteration. From these definitions it follows that
, where < · > denotes linear span.
Initial Estimators
The empirical distribution of W is used as initial estimator of Q W,0 .
Targeted Maximum Likelihood Estimator
The TMLE of γ 0 is now defined as the value γ n,3 that solves the equations
The variance of γ n,3, j can be estimated by P n D 2 j ( · |Q 1 n , g 0 n , γ n,3 ), which like the augmented IPTW variance estimator is consistent only if both g 0 n and Q 1 n are consistent, is conservative if g 0 n is consistent but Q 1 n is not, and is inconsistent in any other case.
Simulation
Consider the following data generating process
We are interested in estimating the parameter defined in (9) with
and h(a) equal to the marginal density of A. Note that the efficient influence curve calculations made in the previous sections remain valid in this case, and that estimators of g 0 and Q W,0 define an estimator of h. The true value of the parameter for this data generating distribution is γ 0 0 = −1.0067 and γ 1 0 = 0.1520. A, the approximation of m γ 0 to m is almost perfect in areas of high density, at the cost of a poor approximation in the areas in which A has low density. In order to explore the stability of the estimators described in the previous section when the conditional density estimator of Section 2 is used as initial estimator for the treatment mechanism, a simulation study was performed. Three different initial estimators were used for the treatment mechanism: (a) correctly specified parametric model, (b) normal linear model with just linear terms, and (c) histogram-like cross-validated estimator of Section 2; and two different initial estimators were considered for the expectation of Y given A and W : (1) correctly specified parametric model, and (2) logistic regression with only linear terms. The choice of the misspecification of the models performed in (b) and (2) comes from usual practice in parametric modeling in epidemiology, in which for the sake of ease of interpretation and calculation, linear models without interactions are usually assumed.
The prohibitive computational cost of the cross-validation procedure resulting in the proposed conditional density estimator restrained us from using Monte Carlo simulation to asses the properties of the MSM estimator. Instead, we drew a sample of size 10.000 from the true data generating mechanism, and computed the exposure mechanism estimate as well as the three estimates. Figure 2 shows the estimates and true value of the conditional densities for two given profiles, obtained by using a list of candidates estimators in (3) defined by all combination of values k = 5, 7, 9, 11, 13 and c = 800, 500, 300, 100, 50, 10, 0.5, 0.01. From this graph we can see that this estimator is very close to the true data exposure mechanism, which is a surprising fact given that it does not use any knowledge about the true density or the true parametric model. Table 1 shows the three MSM estimates for model (15) along with their standard errors. Given the large sample size, a direct comparison of the estimates with the true value of the parameters provides an approximation to their bias. It is known that (up to positivity assumptions) the TMLE and the A-IPTW are double robust in the sense that they are unbiased if at least one of the initial estimators is consistent. The IPTW requires consistency of the estimator for the treatment mechanism in order to be unbiased.
Misspecification of the parametric model for the treatment mechanism caused a large amount of finite sample bias in the IPTW and A-IPTW estimates, both when the model forQ 0 is correctly and incorrectly specified. The TMLE, although also biased, remains closer to the true value of the parameter in both cases. The estimates obtained using the histogram-like cross-validated density estimator are as close to the true value of the parameter as the estimates obtained by using a correctly specified model for g 0 , showing that this estimator is preferable to parametric models, unless the true model is known to the researcher. 
Application
With the objective of demonstrating the use of the exposure mechanism estimator provided in Section 2, we revisit the problem analyzed by Bembom and van der Laan (2007) and Diaz-Munoz and van der Laan (2011) of assessing the extent to which physical activity in the elderly is associated with reductions in cardiovascular morbidity and mortality, and improvement in, or prevention of metabolic abnormalities. Tager, Hollenberg, and Satariano (1998) followed a group of people over 55 years of age living around Sonoma, CA, over a time period of about ten years as part of a longitudinal study of physical activity and fitness (Study of Physical Performance and Age Related Changes in Sonomans -SPPARCS). The goal in analyzing the data that were collected as part of this study is to examine the effect of baseline vigorous LTPA (Leisure Time Physical Activity) on subsequent five-year all-cause mortality. We use the same measure of LTPA used by Bembom and van der Laan (2007) , which is a continuous score based on the number of hours that the participants were engaged in vigorous physical activities such as jogging, swimming,
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The International Journal of Biostatistics, Vol. 7 [2011 ], Iss. 1, Art. 38 DOI: 10.2202 /1557 -4679.1356 (a) bicycling on hills, or racquetball in the last seven days, and the standard intensity values in metabolic equivalents (MET: Metabolic Equivalent of Task) of such activities, where one MET is approximately equal to the oxygen consumption required for sitting quietly. The primary confounding factors that we adjust for are described in Table 2 . Age and gender are natural confounders, and the rest of the variables intend to account for the subject's underlying level of general health. Of the 2092 subjects enrolled in the SPPARCS study, 40 were missing information in at least one of this variables; our analysis is based on the remaining 2052 subjects. In the sequel of this section, the vector containing the confounders will be denoted by W , the continuous MET score by A, and the indicator of five-year allcause mortality by Y . We are interested in summarizing the causal relationship between LTPA and all cause mortality based on the MSM provided in (15) through estimation of the parameters involved. Figure 1 shows two contrasting estimated densities g n (A|W ) for different profiles W , in which a subject with better general health status is more likely to have higher levels of physical activity. As pointed out before, this methodology allows the detection of high density areas in the exposure mechanism, like the one Activity decline compared to 5 or 10 years earlier detected at zero in Figure 3 (a) . This spike appears because this is a "zero-inflated" exposure, in which a large proportion of the population do not practice any amount of physical activity.
As initial estimator of¯Q 0 we also used the super learner . Table 3 shows the candidates used, their cross-validated risks, and their coefficients in the final super learner predictor. In order to get a consistent estimator of¯Q 0 the library of candidate estimators should be as large as possible. Since this is an illustrating example, we allow ourselves to use this small library. Table 4 shows the three estimated values for each of the two parameters defined by the MSM in (15). Computation of these estimates required (as explained in Section 3) an initial estimator of the exposure mechanism. The simulation in Section 4 showed that misspecification of a parametric model for the exposure mechanism can lead to a substantial amount of bias in the MSM estimates, and that the use of the density estimator presented in Section 2 is preferred when the true exposure
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Conclusion
In this article we develop a conditional density estimator based on a convex linear combination of candidate histogram estimators indexed by the position and location of the bins, in which the histogram probabilities are estimated by using the super learner. We develop and use this estimator in the context of estimation of causal MSM parameters. An application in the context of stochastic intervention parameters can be found in Diaz-Munoz and van der Laan (2011). Even though these applications are both related to estimation of causal effects, the conditional density estimation technique here described is of general applicability, and can also be used as a general machine learning technique for estimation of conditional densities.
Since the estimator proposed is computationally very intense, exhaustive simulations studying its statistical properties as a density estimator imply prohibitive simulation times. However, a small simulation study was performed to show that MSM parameter estimation based on our estimator is preferable to MSM estimation based on a misspecified parametric model. This implies that unless the true exposure generation mechanism is known, the use of our estimator as initial estimator of the exposure mechanism should be preferred.
Finally, the simulation study also showed that for a very large sample size the estimated exposure mechanism is very close to the true exposure mechanism. Such feature of this particular simulation suggests an interesting line of future research in which the analytic conditions under which our estimator is consistent or equipped with an oracle inequality can be established.
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