Abstract
Introduction
Genetic algorithm [1] belongs to a category of stochastic search techniques. Ever since its introduction by professor Holland in Michigan University of America in 1970s, GA has been widely applied to solve linear and nonlinear problems by mimicking the evolutionary process from natural genetics and until now, it has become one of the significant intelligent computa-tions in the 21st century. As we know, GA provides a common framework for solving optimi-zation problems in complex systems, and it does not depend on the domain-specific of candi-date problems. So as far as the problem classification is concerned, GA owns strong robust-ness [2] . However, in standard genetic algorithm (SGA), due to the rates of crossover and mutation operators are consistently fixed during the whole genetic search process, so it is not necessarily efficient when applied to solve complex multi-variable problems, especially in engineering applications. Furthermore, there inevitably exists premature convergence. It has been proved that although SGA can converge to 90 percent of the optimal solutions at a fast speed, it indeed will take much longer time to reach the real optimal solutions [3] . To address these issues, many researchers have made great efforts to improve the performance of GA. It's worth noting that the significance of the probabilities of crossover and mutation in con-trolling GA's performance has long been acknowledged, since whether the algorithm will find a near optimum solution or whether it will find a with chaos searching technique proposed in this paper. Numerical simulation results and their comparisons are reported in section 5. Finally, we end this paper with some important conclusions and future research directions in section 6.
Dynamic Adjustments of Crossover and Mutation Rates by AGA Itself

Dynamic Linear Adjustments
Standard Adaptive Genetic Algorithm (SAGA):
The SAGA is proposed by Srinvas in 1994 [5] . Its main idea is that when the fitness values of population tend to convergence, the probability of the occurrence of the genetic operators will be increased so as to avoid the premature convergence, whereas when the fitness values of population tend to divergence, the probability of the occurrence of genetic operators will be decreased so as to converge to the optimum. The probabilities of crossover and mutation are defined as follows: (2) , it is easy to see that the linear mapping relations between the fitness values of population and the crossover and mutation rates shown in Figure 1 , where k=k 1 = k 3 , and k'=k 2 = k 4 .. (1) IAGA-1. In AGA, when the fitness value of individual is less than the average fitness value of the population, it indicates that the performance is poor and the crossover and mutation rates should be increased. When the fitness value of individual is greater than the average fitness value of the population, it implies that the performance is good and the corresponding cross-over and mutation rates should be adopted. Obviously, when the fitness value tends to the maximum, the crossover and mutation rates in general become smaller progressively. And when the fitness value is equal to the maximum, the crossover and mutation rates will be zero. This strategy of adjusting crossover and mutation rates is suitable for the later 
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Copyright ⓒ 2016 SERSC evolution of the population, but for the former stage of evolution, in actual fact, it will slow down the genetic search process. The reason lies in that the better individuals in the former stage almost unchange, and at the time the best individual is not necessarily the global optimum of the candidate problem, which increases the probability of the occurrence for premature conver-gence. Hence, it is necessary to improve SAGA and just as described in [15] . The definitions of crossover and mutation rates are shown as follows: 
Note that the meaning of each variable is the same as those described above except for p c1 = 0.9, p c2 =0.6, p m1 =0.1 and p m2 =0.001. Figure 2 graphs the linear mapping relations corresponding to Eqs. (3) and (4), respectively. (2) IAGA-2 Due to the standard adaptive genetic algorithm has a tendency to stagnate in the former stage of evolution and easily get stuck at the local optimum in the latter, so an improved AGA has been introduced in Ref. [16] , in which the crossover and mutation rates are defined as follows: In IAGA2, the premature convergence can be effectively prevented by increasing the cross-over and mutation rates of better individuals with Eqs. (5) and (6) . In this way, however, it will inevitably slow down the evolutionary process and convergence speed.
Ref. [17] , according to the centralized degrees of fitness values, adaptively adjusts the crossover and mutation rates by adopting the maximal fitness value (fit max ), minimal fitness value (fit min ) and average fitness value (fit ave ) of the population. The similarity of fit min and fit max reflects the centralized degrees of the whole population. If the value nears to 1, then GA, to a large extent, plunges into the local optimum, that is, the fitness values of population pool greatly. On the other hand, the similarity of fit ave and fit max reflects the distribution of fitness values internally. If it nears to 1, then all the individuals in the corresponding generation con-centrate greatly. When (fit min /fit max )>b and (fit ave /fit max )>a (where a and b are positive real numbers in the range (0,1)), the population can be viewed as "convergence" and at the time, the crossover and mutation rates adaptively adjust according to the population's centralized degrees. Otherwise, it can be considered as "divergence" and the crossover and mutation rates should still maintain their initial values. The corresponding definitions are given as below: 
Similarly, the meaning of each variable is the same as those described above except for p c and p m , which represent the initial rates of crossover and mutation operators, and 0.5<a<1, 0<b<1.
Dynamic Nonlinear Adjustments
Improved AGA with Cosine Function (CAGA):
Due to the crossover and mutation rates have a significant effect on the performance of GA, so it is very important to choose the proper values of them during the genetic search process. Just as shown in Ref. [18] , an improved AGA has been proposed by formulating the crossover and mutation operators as follows: where p cmax and p cmin represent the maximal and the minimal crossover rates, respectively. Similarly, p mmax and p mmin denote the maximal and the minimal mutation rates. The meaning of the rest variables is the same as those described above. Relatively, the adaptive curves are visualized in Figure 4 . As can be seen from Figure 4 , CAGA promotes the crossover and mutation rates of indivi-duals corresponding to the fitness values in the interval [fit ave ,(fit ave +fit max )/2], whereas de-grades them in the interval [(fit ave +fit max )/2,fit max ]. Obviously, the purpose of doing this is to generate more new schemas, and at the same time, reserve the better ones in the population so as to get a better balance between exploration and exploitation.
Improved Adaptive Genetic Algorithm (IAGA)
(1) INAGA-1
In Ref. [19] , an improved AGA has been proposed, which can get an effective trade-off between convergence speed and global optimum. It should be noted that the devised cross-over and mutation rates are associated with the evolutionary generations and the fitness values of individuals, respectively. Their definitions are shown as below: 
max ,max max
In Equation (11), m tmp =p c,max ×2 (-t/TGen) is an intermediate computing quantity. T Gen is the maximal evolutionary generation predetermined, and t represents the current generation and is restrict-ed to the interval [0,T Gen ]. p c,max and p c,min are the maximal and minimal crossover rates prede-termined. p c (t) denotes the current crossover rate. Especially in Equation (12) , the m tmp is also an intermediate computing quantity described by Eq.(13).
In order to enhance the performance of AGA, a new adaptive mutation rate is devised in [20] , which is closely related to the evolutionary generation and the fitness value of individual. To be specific, its description can be found as follows: 
Improved AGA with Sigmoid Function (SAGA):
In Ref. [21] , the crossover and mutation rates have been devised with the neural active func-tion sigmoid so as to make the genetic search process proceed until the sought solutions are reached. The crossover and mutation rates, here, are defined as follows: 
Similarly, the meaning of each variable is the same as those given above except for A, which is a constant predetermined with 9.903438. Among the two sets of formulas, (16) and (17) are the adaptive crossover and mutation rates for solving maximal optimization 
Dynamic Adjustments of Crossover and Mutation Rates with Heuristics
Heuristic 1
In this heuristic, the concept of the fitness values of parent and offspring at each generation is exploited by [22] . The scheme increases the occurrence rates of the crossover and mutation operators if it consistently produces a better offspring during genetic search process, however, it reduces the crossover and mutation rates, if it produces a poorer offspring. This scheme is based on the fact that it encourages the well-performing crossover and mutation operators to produce more offspring, while also reducing the chance for the poorly performing operators to destroy the potential individuals during the genetic search process. The detailed definition of the corresponding crossover and mutation rates is as follows: Here, par_size and off_size are the parent size and offspring size satisfying constraints, respectively. f par_size (t) and f off_size (t) denote the average fitness values of parents and offspring at generation t, respectively. p c (t) and p m (t) are the crossover and mutation rates of the t-th generation.
Heuristic 2
In Ref. [23] , an improved scheme has been proposed for reinforcing the mutation operator from the original work [5] . In the original work, it has been observed that the difference bet-ween the f max and f ave of the population likely to be less for a population that has converged to optimum solution than that for a population scattered in the solution space. Therefore, the crossover and mutation rates should be varied depending on the value of the f max -f ave . On the other hand, if the crossover and mutation rates have the same values for all the solutions in the population, which means that the solutions with high fitness values and the solutions with low fitness values are subjected to the same level of mutation and crossover. This will certain-ly deteriorate the performance of AGA. Hence, an improved mutation rate has been introdu-ced by inserting an additional scheme into the original mutation scheme as below:
Note that Equation (23) is an intermediate computing quantity, pop_size denotes the population size.
Heuristic 3
In Ref. [24] , a novel adaptive genetic algorithm has been proposed by employing the basic concept presented in literature [25] to adaptively regulate the AGA operators. The main scheme of this concept is to use two fuzzy logic controllers (FLC): the crossover FLC and mutation FLC are implemented independently to adaptively regulate the rates of crossover and mutation operators during the genetic search process. For minimal optimization problems, the change of the average fitness values at generation t can be calculated as follows: 
where λ is a scaling factor to normalize average fitness for applying de-fuzzification in the FLC and is varied in accordance with the problem under consideration. The rates of crossover and mutation operators are calculated in the pseudo-code as below: 
Hybrid AGA with Chaos Searching Technique
Since 1990s, the GA, fuzzy theory, artificial neural networks, expert systems and chaotic optimization techniques have been widely applied in many fields. Furthermore, much atten-tion has been paid to the integration of these approaches and thus the so-called hybrid soft computing (HSC) has become much popularized. GA, due to its robustness and better perfor-mance, has become very popular by researchers and played a crucial role in various HSCs. So in this paper, a new hybrid soft computing is presented by integrating AGA with chaos sear-ching technique based on two sets of crossover and mutation rates to automatically maintain the balance between exploration and exploitation as well as the chaos searching into AGA to avoid being trapped into the local optimum. The details of it will be described in the follow-ing subsections.
Chaos Searching Technique
It is well known that chaotic map has the characteristics of uncertainty, ergodicity and stochastic properties, etc. Hence, the purpose of introducing chaotic search into AGA in this paper is to improve the exploration ability of the algorithm during the genetic search process. Generally, the basic idea of chaotic optimization is that [26] , to begin with, mapping the chaotic variables in the chaotic space into the solution space by means of the logistic map, and then executing the search process repeatedly until the termination condition is met. The detailed procedure of chaotic optimization is devised as follows.
Step ()
Step 3: Execute chaos searching for x dm : x dm =x dm +β×rx dm . If f(x dm )<f * , then set f * = f(x dm ) and = x d* =x dm , where f * is the current optimal solution, x d* is the corresponding optimal variables and β is the step size.
Step 4: m=m+1, cx dm =4×cx dm ×(1-cx dm ).
Step 5: Repeat steps 2, 3 and 4 until f * keeps invariant or the maximal iteration steps is reached.
AGA with Chaos Searching Technique
The proposed approach is developed on the basis of the standard AGA via introducing chaotic search and the other set of crossover and mutation rates so as to guide the whole population to evolve in the solution space. In this method, the chaos searching algorithm is mainly utilized to obtain the local optimum for "local exploration" while the AGA with two sets of crossover and mutation rates is responsible for "global exploitation". In order to fulfill the chaos searching, here, a decision identifier ε is employed for premature convergence [27] . Assume that f t_ave is the average fitness value at generation t, which is computed by ∑ i=1…T f t_i /T, where f t_i represents the fitness value of the i-th individual in the Initialize population and various parameters, ε * , M and C denote the premature decision threshold, maximal number of iterations and current generation. 10 . while(maximal number of iterations is not met) 11.
Evaluate fitness and premature decision identifier ε.
12.
if ε≥ε * and C≥0.5*M 13.
for d=1 to number of different initial chaotic variables 14.
Execute chaotic search as depicted in subsection 3. Calculate crossover and mutation rates by Eqs. (25) and (26 
Experimental Results and Analysis
To verify the performance of the proposed algorithm in this paper, four well-known bench-mark functions obtained from the literature are utilized here. Their expressions, search ranges and global optimum values are listed in Table 1 . It is noteworthy that function f 1 has six local optimal solutions, among which (-0.0898, 0.7126) and (0.0898,-0.7126) are the global minimal points corresponding to the optimal solution -1.031628. f 2 is a multimodal function with a considerable number of local optima in the region of interest, and its global optimal solution is -186.731 corresponding to eighteen points. f 3 has only one global maximum 1.0 in its domain. The last simulation function f 4 is a two-dimensional function and has one global minimum 0. Although it is a unimodal function, it is ill-conditioned and difficult to globally minimize. For fair comparison, the parameters for the proposed algorithm are set as follows: the population size for f 1 and f 3 is set to 150, while for f 2 and f 4 it is set to 40, the initial rates of crossover and mutation operators are set to 0.5 and 0.04, respectively. β, which is the step size for adjusting chaos search is set to 0.005. And the threshold value of the premature decision identifier ε * is predetermined to be 0.1 by trial and error. In addition, fifty independent runs are executed for each different algorithm and each run loops 100 iterations.
For the sake of fair comparison, the best solution (BS), average solution (AS), minimal convergent generation (MCG) and average convergent generation (ACG) are utilized as metrics listed in Table 2 . In addition, the sum of squared deviations (SSD) is also illustrated in Table 2 to further demonstrate the effectiveness of the proposed approach in this paper, which is defined as From Table 2 , it is easy to see that the performance of our approach significantly outperforms those of SGA and AGA. Taking the function f 1 for example, the proposed algori-thm leads to an increase of average convergent generation to 26 compared to 15 by SGA and 19 by AGA respectively. While for function f 3 , it does not give rise to any increase, but its sum of squared deviation is obviously less than that of AGA, which indicates that the AGA incorporated with two sets of crossover and mutation rates together with the chaos searching can get a much better balance between exploration and exploitation in the solution space. In the meanwhile, it can effectively safeguard the genetic search process from being trapped into local optimal solutions. Similarly, other cases can also be discussed by the experimental resu-lts from Table 2 . Alternatively, it
Conclusions and Future Work
This paper presents a novel hybrid soft computing method, which integrates AGA with chaos searching technique based on two sets of crossover and mutation rates to automatically maintain the balance between exploration and exploitation as well as the chaos searching into AGA to avoid being trapped into the local optimum. Experimental results on four well-known benchmark functions demonstrate the effectiveness and efficiency of the proposed algorithm, that is, it not only has the powerful ability to search the global optimum, but also can effect-ively prevent the premature convergence during the evolutionary process, at least for the four benchmark functions tested in this paper.
As future work, we plan to introduce this approach into some real-world research fields, such as integrated circuit design, media semantic understanding and engineering optimization scheduling, etc. Lastly, and arguably most importantly, the qualitative relationship between the crossover/mutation rates and the convergence of AGA, from the viewpoint of mathema-tics, will be elaborated and proved comprehensively.
