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ABSTRACT
We present a simple computational model for planar shape decomposition that naturally captures most
of the rules and salience measures suggested by psychophysical studies, including the minima and
short-cut rules, convexity, and symmetry. It is based on a medial axis representation in ways that have
not been explored before and sheds more light into the connection between existing rules like minima
and convexity. In particular, vertices of the exterior medial axis directly provide the position and
extent of negative minima of curvature, while a traversal of the interior medial axis directly provides
a small set of candidate endpoints for part-cuts. The final selection follows a prioritized processing of
candidate part-cuts according to a local convexity rule that can incorporate arbitrary salience measures.
Neither global optimization nor differentiation is involved. We provide qualitative and quantitative
evaluation and comparisons on ground-truth data from psychophysical experiments. With our single
computational model, we outperform even an ensemble method on several other competing models.
1. Introduction
THE psychophysical and computational aspects of planarshape decomposition into parts have been studied for
more than five decades Siddiqi and Kimia (1995). Although
a complete theory of object recognition remains an impossibil-
ity, it is believed that our ability to recognize objects by their
silhouette alone is related to simple rules by which the visual
system decomposes shapes into parts Hoffman and Richards
(1984).
In computer vision, object detection and recognition has de-
viated from such studies with the advent of deep learning: mod-
ern approaches learn to detect or segment objects from raw data
without necessarily studying their silhouette or its part decom-
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position Ren et al. (2017); Liu et al. (2016); Noh et al. (2015),
and even shape recognition in 2D Yu et al. (2017) or 3D Garcia-
Garcia et al. (2016) does not necessarily consider object parts.
To our knowledge, semantic part segmentation from 2D im-
ages Tsogkas et al. (2015) or 3D shapes (point clouds) Garcia-
Garcia et al. (2016); Yi et al. (2017) based on deep learning is
so far fully supervised by semantic part annotation and despite
excellent performance, little is known on how to interpret the
predictions of such models. Understanding visual perception
towards learning better representations is always relevant, so
the current study focuses on unsupervised 2D shape decompo-
sition using simple interpretable rules.
1.1. Related work
According to psychophysical findings, the most recog-
nized rules underpinning shape decomposition are the minima
rule Hoffman and Richards (1984) and the short-cut rule Singh
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et al. (1999), along with the definition of part-cuts Singh and
Hoffman (2001). However, attempts to reflect these rules into
simple computational models often resort to optimization and
new rules Luo et al. (2015). Although the medial axis has been
one of the first representations used even before the formulation
of these rules Blum and Nagel (1978); August et al. (1999), it
is not frequently used today.
Another popular rule is convexity, although the support from
psychophysical studies is limited or absent Latecki and Lakam-
per (1999); Rosin (2000). In this work we observe that there
is a direct connection between convexity and the minima rule:
points of negative minima of curvature are detected early in our
analysis, while a convexity measure is used at a later stage to
prioritize part cuts. Models based on convexity are often based
on iterative removal of the most non-convex features from the
shape boundary Latecki and Lakamper (1999); Lien and Am-
ato (2004). While this is intuitive and similar to our model, here
we rather use the medial axis representation where it is easier to
incorporate a rich set of additional saliency measures and rule.
Recent work on the subject has introduced complex com-
putational models relying on combinatorial optimization Luo
et al. (2015), and in many cases the objective or the constraints
are still based on convexity Liu et al. (2010); Ren et al. (2011);
Ma et al. (2013). While this may work better than greedy
approaches Latecki and Lakamper (1999); Lien and Amato
(2004), they are still based on a boundary representation, where
pair-wise terms arise for all pairs of boundary points, unneces-
sarily increasing the cost. More importantly, global optimiza-
tion over the entire shape is contradicting the robustness re-
quirement Siddiqi and Kimia (1995), whereby decomposition
at a point should only be affected by its local neighborhood.
Features related to the medial axis are present in a lot of
models, though not always explicitly connected conceptually
or computationally. Skeleton features can be combined with
boundary features Zeng et al. (2008), where the boundary is
most notably used in applying the minima rule. To our knowl-
edge, we are the first to detect points of negative minima of
curvature directly from the exterior medial axis, that is, the me-
dial axis of the shape complement. Smooth local symmetries is
an alternative representation that has been used for shape de-
composition Mi and Decarlo (2007), which however is also not
straightforward to incorporate features other than symmetry.
The medial axis is well known for its sensitivity to small
changes in the boundary Marr (1982). This can be overcome
e.g. by simplifying the boundary Bai et al. (2007) or simply
thresholding the chord residue Ogniewicz and Ilg (1992). More
importantly, such changes can be identified by ligatures Blum
and Nagel (1978); August et al. (1999), which essentially give
rise to the minima rule. Apart from its sensitivity, the medial
axis is some times explicitly avoided due to its cost Luo et al.
(2015). Here we argue that this representation is both efficient
and robust, at least as far as decomposition is concerned, and as
long as a part hierarchy Siddiqi and Kimia (1995) is not sought.
For instance, introducing a small protrusion in a shape would
result in an entire new branch of the medial axis but in terms of
decomposition, this protrusion would be simply cut off.
A shape is often discretized into a polygon, where the me-
dial axis is replaced by a Voronoi diagram, and its dual De-
launay triangulation can indeed provide a limited set of candi-
date cuts Dey et al. (2003). This is similar to how we construct
our own candidate cuts from the medial axis. While discretiza-
tion is advantageous computationally, it is an unnecessary ap-
proximation if one can work efficiently, directly on the medial
axis. Other works are morphological operations such as open-
ings Kim et al. (2005). This is equivalent to using the medial
axis but is clearly not the most efficient computational model.
Conceptually, in terms of rules, the closest model to ours is Luo
et al. (2015); computationally however it is very different, ex-
pressed as optimization over a boundary representation. We
also use a richer set of rules and salience measures.
A major obstacle against progress in the field has been the
lack of annotated datasets by human subjects, often limiting
comparisons to a few qualitative examples. Psychophysical
studies are typically based on experiments on multiple human
subjects, but these experiments are not reproducible without
sharing the data. Notable exceptions are the Kimia dataset Sid-
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diqi and Kimia (1995), where human ground truth is given as
a single decomposition per shape, and more recently, the an-
notated S&V dataset De Winter and Wagemans (2006), where
cuts are defined by several human subjects per shape. The latter
is crucial because in the absence of a concrete guidelines, there
is typically little consensus between humans. This has been
shown by Lewin et al. (2012b), where an ensemble method has
been employed to find majority ground-truth cuts where most
subjects agree.
A similar clustering-based ensemble Lewin et al. (2012a) has
been used to aggregate the results of several existing compu-
tational models. Using a form of consensus, “majority” cuts
are found where most algorithms agree. This yields the current
state of the art on the S&V dataset. However, it is unsatisfy-
ing, not only computationally but also conceptually, because
it is in principle a late fusion of algorithms that are used as
black boxes. There is no intuition as to how rules of one al-
gorithm might interact with rules of another, or how they may
be correlated or even identical. Our main achievement in this
work is to derive a single computational model based on a sin-
gle shape representation that is compatible with a flexible set
of interpretable rules and salience measures and outperforms
individual models, the ensemble method, as well as individual
humans against the majority ground truth.
In this work, we revisit the problem using the medial axis
representation and introduce a new computational model, called
medial axis decomposition. We show that it is possible to in-
corporate all rules suggested by psychophysical studies into a
computational model that is so simple that one nearly “reads
off” part-cuts from the medial axis. In doing so, we suggest a
stronger definition of part-cuts concerning local symmetry such
that constructing a list of candidate cuts is linear in the number
of minima. We also shed more light into the relation of minima
to convexity by relaxing the latter to local convexity. This im-
proves robustness Siddiqi and Kimia (1995) compared to global
optimization models.
(a) exterior (b) interior (c) cuts
Fig. 1. Main elements of our method. (a) Minima rule: exterior medial
axis and concave corners (in green) as boundary arcs that are each deter-
mined by one medial axis end vertex. (b) Symmetry: interior medial axis
and candidate cuts (in red) whose endpoints are contained in corners and
are projection points of the same medial axis point; only one such cut is
selected per corner and medial axis branch. (c) Convexity rule: cuts are
prioritized and selected for each corner such that each shape part is locally
convex at the corner, roughly forming an interior angle less than π (up to
tolerance).
1.2. Overview
The main ideas of our work are illustrated in Fig. 1. As
in most related work, a shape is decomposed into parts by
defining a number of part-cuts which are line segments con-
tained in the shape. According to the minima rule Hoffman
and Richards (1984), the part-cut endpoints are points of nega-
tive minima of curvature of the shape boundary curve. But it is
known Choi et al. (1997) that such points are exactly projection
points (boundary points of minimal distance) of end vertices of
the exterior medial axis (the medial axis of the complement of
the shape). Moreover, as shown in Fig. 1a, one may get from
a medial axis vertex not just one boundary point but an entire
arc. We call this arc a concave corner or simply corner. It is
readily available and involves no differentiation, contrary to all
previous work according to our knowledge. We show there are
advantages over the common single-point approach.
There is no constraint as to which pairs of minima (cor-
ner points) are candidate as part-cut endpoints, hence all prior
work examines all possible pairs. On the contrary, as shown
in Fig. 1b, we only consider pairs of points that are projec-
tion points of the same point of the interior medial axis (of the
shape itself). Similarly to semi-ligatures August et al. (1999)
and single-minimum cuts Luo et al. (2015), a cut may also have
only one corner point as endpoint Singh et al. (1999). In ei-
ther case, endpoint pairs are readily available by a single traver-
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sal of the medial axis. Comparing to the conventional defini-
tion, which requires part-cuts to cross an axis of local sym-
metry Singh and Hoffman (2001), this is a stronger definition
in agreement with the definition of necks Siddiqi and Kimia
(1995). We actually show that this can be in accordance to psy-
chophysical evidence De Winter and Wagemans (2006) in some
cases. In general, some ground-truth cuts may be lost but we in-
troduce a way to recover them. For each corner, we only select
one cut per medial axis branch; this is a simple and intuitive
rule that has not been observed before.
Now, given a list of candidate cuts, the short-cut rule Singh
et al. (1999) suggests that priority be given to the shortest over
all cuts incident to each corner point; but it does not specify
how many should be kept. On the other hand, convexity-based
approaches attempt to find a minimal number of cuts such that
each shape part is convex Ren et al. (2011). Clearly, a concave
smooth boundary curve segment would require an infinite par-
tition, so convexity is only sought approximately. But negative
minima of curvature are points where the shape is locally max-
imally concave. They are therefore the first points where one
should establish convexity by cutting. Hence we introduce a
local convexity rule whereby the minimal number of cuts is se-
lected such that the interior angle of each part is less than π (up
to tolerance) at each corner. Selection is linear in the number
of candidate cuts and again, all information is merely read-off
from the (exterior) medial axis. The final cuts are shown in
Fig. 1c.
1.3. Prior work
This work is an extension of our previous work (Papan-
elopoulos and Avrithis, 2015), referred to as MAD, which is
also based on a medial representation and follows the ideas out-
lined above. In (Papanelopoulos and Avrithis, 2015), we select
cuts by applying a local convexity rule independently to each
corner. Additionally, cuts lying on a corner are prioritized ac-
cording to the short-cut rule alone. But these choices often lead
to cuts that are not consistent with human ground truth. In this
work, we use four saliency measures to discard cuts before ap-
plying the local convexity rule. In particular, apart from pro-
trusion strength that was used in (Papanelopoulos and Avrithis,
2015), we also use flatness, expansion strength and extension
strength as discussed in section 6. In applying the local con-
vexity rule, we first prioritize corners according to a measure of
distance from the center of the shape as discussed in section 7.2.
All cuts lying on a corner are then prioritized as discussed in
section 7.1. In contrast to (Papanelopoulos and Avrithis, 2015),
when we select cuts to achieve local convexity at a corner, we
penalize the remaining cuts lying on this corner. The selection
of cuts at a corner is thus no longer independent of the selec-
tions at other corners as in (Papanelopoulos and Avrithis, 2015).
Furthermore, ground truth cuts are commonly not found
in (Papanelopoulos and Avrithis, 2015) due to a well-known
limitation of the medial axis. In this work, we recover those
missing cuts while still relying on the medial axis, as dis-
cussed in section 5.2. We also introduce a number of other
extensions including the definition of extended corners (sec-
tion 3.3), different equivalence relations among candidate part-
cuts (section 4), as well as protecting certain part-cuts beyond
the requirements of local convexity (section 5.1). We thereby
improve the quantitative and qualitative results on a standard
human-annotated shape dataset. Our extended model, referred
to as MAD∗, is more complex than MAD; however it still relies
on the medial axis representation alone and it outperforms all
known 2d shape decomposition methods, including the ensem-
ble method Lewin et al. (2012a).
1.4. Structure
The remaining text is organized as follows. Our shape rep-
resentation is given in section 2, followed by a more detailed
account of our decomposition method in section 3. In section 4,
we discuss two equivalence rules we use to reduce the number
of candidate cuts. Recovered and protected cuts are discussed
in section 5, while in section 6 we discuss the salience mea-
sures we apply to discard or prioritize cuts. The final selection
of cuts is determined by the local convexity rule discussed in
section 7. Experimental findings are presented in section 8 and




A planar shape is a set X ⊂ R2 whose boundary ∂X is a
finite union of mutually disjoint simple closed curves, such that
for each curve there is a parametrization α : [0, 1]→ ∂X by arc
length that is piecewise real analytic. The (Euclidean) distance




‖z − x‖, (1)
where ‖ · ‖ denotes the `2 norm. For z ∈ R2, let
π(z) = {x ∈ ∂X : ‖z − x‖ = D(X)(z)} (2)
be the set of points on the boundary at minimal distance to
z, where we have omitted the dependence on X for the sake
of readability. This set is non-empty because ∂X is closed in
R2 hence compact. It is called the projection set August et al.
(1999) or contact set Choi et al. (1997) of z on the boundary;
each x ∈ π(z) is called a projection or contact point of z.
The (interior) medial axis
M(X) = {z ∈ X : |π(z)| > 1} (3)
is the set of points of X with more than one projection points.
This set is a finite linear graph embedded in R2 Choi et al.
(1997). Each edge ofM(X) is homeomorphic to the unit closed
interval, and each point z in an edge has exactly two projec-
tions; a vertex is called an end vertex (resp. junction) if it has
degree 1 (resp. 3 or higher).
Given a point z on an edge or a junction of M(X), z is the
center of a circle inscribed in X, which is tangent to ∂X at the
projections of z. Assuming X is bounded, an end vertex is either
a convex vertex of X (point of discontinuity of the derivative
α′ on ∂X with interior angle less than π) or the center of an
osculating circle inscribed in X with a connected projection that
is either one point or a circular arc; hence the curvature of α
is positive and locally maximum at the projection Choi et al.
(1997).
In this work, we also use the exterior medial axis of X, which
is the medial axis of its complement R2 \ X. In this case an end
(a) interior medial axis (b) exterior medial axis
Fig. 2. Medial axes of shape #186 from S&V dataset De Winter and
Wagemans (2006) which we use in experiments of section 8. (a) Interior
medial axis. (b) Exterior medial axis.
vertex is either a concave vertex of X (point of discontinuity of
α′ on ∂X with interior angle greater than π) or the curvature is
negative and locally minimum at the projection.
2.2. Computation
In practice, we compute the distance map with any algorithm
that provides at least one representative of the projection π(z)
of each point Felzenszwalb and Huttenlocher (2004), and then
compute the medial axis using the chord residue Ogniewicz and
Ilg (1992); Avrithis and Rapantzikos (2011). Given two points
x, y ∈ ∂X, the arc length `(x, y) is the length of the minimal arc
of ∂X having x, y as endpoints or ∞ if no such arc exists. Now,
given a point z ∈ M(X), its chord residue
r(z) = sup
x,y∈π(z)
`(x, y) − ‖x − y‖ (4)
is the maximal difference between arc length and chord length
over all pairs of points in its projection. The residue is non-
negative, attains a maximum at a single center point of each
path component of M(X), and is a non-increasing function of
distance to the center point onM(X).
Construction of the medial axis begins at local maxima of
the distance map and propagates as long as the residue, mea-
sured between single-point projections of neighboring points, is
higher than a given threshold σ > 0 Ogniewicz and Ilg (1992);
Avrithis and Rapantzikos (2011).
This method is very efficient, does not involve differentiation
e.g. of the distance map, preserves shape topology under mild
assumptions (in particular, yields one connected component of
the medial axis for each component of X), and can simplify (in
a sense, prune) the medial axis by merely adjusting σ, without
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simplifying the curve ∂X in any way. Typically, σ is only 1-2
pixels just to remove discretization noise. Unfortunately, it is
constrained to two dimensions.
In the following, we assume that both the interior and exte-
rior medial axes are available. Both are computed by a single
traversal over a discrete representation of the plane on a regular
grid. This operation is linear in the size of the representation,
while the arc length is computed in constant time Ogniewicz
and Ilg (1992). Fig. 2a,b, illustrates the two medial axes for a
sample shape that will also serve as a running example in sec-
tion 3 below.
For simplicity, we assume that for each point z on the medial
axis, the projection π(z) contains exactly two points; in practice,
only one projection point is stored for each z, while the second
one is obtained from z’s neighbors. In fact, our prior imple-
mentation Avrithis and Rapantzikos (2011) yields a medial axis
that is two pixels thick everywhere, so that two neighbors are
always to be found. According to this assumption, given a point
z of the interior medial axis with projections π(z) = {x, y}, we
define the arc length and chord length of z as the correspond-
ing arc length `(x, y) and chord length ‖x − y‖ between its two
projections x, y.
3. Shape decomposition
A shape X is decomposed into parts by defining a set of
part-cuts or simply cuts, as common part boundaries. The cut
endpoints, in turn, serve as boundaries between parts of ∂X.
In some cases, cuts have been defined as curves, e.g. cubic
splines, providing for continuation of boundary tangents at end
points Siddiqi and Kimia (1995); but in all work discussed in
section 1 or compared to in section 8, as well as in the current
work, cuts are just line segments for simplicity Hoffman and
Singh (1997); Singh and Hoffman (2001). In either case, the
cut endpoints always lie on the boundary ∂X and the cuts lie
entirely on the closure of X Singh and Hoffman (2001). Addi-
tional constraints apply as discussed below.
In this work, a large number of raw cuts is initially extracted




(a) semi-ligature (b) full ligature
Fig. 3. (a) Semi-ligature on x. (b) Full ligature on x, y (in white) August
et al. (1999).
cuts is selected by means of an equivalence relation, and a final
cut selection follows by seeking local convexity at each end-
point along with a few simple salience measures. The decom-
position process up to selecting raw cuts is detailed below.
3.1. Minima, maxima and corners
Background. According to the minima rule Hoffman and
Richards (1984), the shape X should be cut at points of negative
minima of curvature of its boundary parametrization α. In the
theory of limbs and necks Siddiqi and Kimia (1995), this rule is
taken to mean that both cut endpoints are such minima points.
However, the rule has been subsequently relaxed by requiring
that at least one endpoint has negative curvature Singh et al.
(1999). This condition is contained in the standard definition of
part-cuts Singh and Hoffman (2001). This is in agreement with
the earlier theory of ligatures August et al. (1999) and more
recent studies Luo et al. (2015).
In particular, given a set of minima points C, a full-ligature
(resp. semi-ligature) August et al. (1999) on two points x, y ∈ C
(resp. one point x ∈ C) is the set of interior medial axis points
z in whose projection π(z) contains x, y (resp. x but no other
point of C). Commonly referred to as ligatures, these sets are
subsets of the interior medial axis and disconnect it such that
subsequent shape reconstruction produces a rough decomposi-
tion into parts. They are illustrated in Fig. 3a,b. Accordingly,
following Luo et al. (2015), we define double cuts (resp. single
cuts) as the line segments having both endpoints (resp. exactly
one endpoint) in the minima set C. We follow the same idea.
But how is the minima set C exactly determined? Accord-
ing to our knowledge, all relevant studies assume a discrete
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From Fragments to Objects: Segmentation and Grouping in Vision24
however, that if the part boundaries are sharp, they force the part cuts to pass through them,
even if this means making slightly longer cuts, or making two cuts instead of one (see Figure 27b).
Another interaction between boundary strength and the short-cut rule can be seen in
Figure 28a. This shape has a narrow region in the middle defined by concave arcs of circles. Each
of these arcs is a region of negative minima of curvature so the minima rule by itself does not
specify any unique boundary point on them. Furthermore, these concave arcs have low
curvature, and hence low boundary strength. At the endpoints of these arcs are negative minima
of curvature with high boundary strength. The cuts joining these sharp negative minima are
slightly longer than the neck  cut in the middle; but these cuts are nevertheless preferred by
                                                                                                                     
8 We will discuss precise geometric factors that determine the strength of part boundaries in the section on
“Part Salience.”
(a) (b)
Figure 27. (a) When negative minima are weak, other factors such as cut length can sometimes
pull part cuts away from negative minima. (Adapted from Siddiqi & Kimia, 1995). (b) However,
when negative minima are sharp, they force the cuts to pass through them even if this means
making two cuts instead of one.
(a) (b)
Figure 28. Demonstrating the interaction between cut length and the strength of part boundaries.
In (a), the cuts at the sharp negative minima are preferred to the shorter cut at the low-curvature
arcs of circles. (Adapted from Braunstein et al., 1989.) In (b), the cut at the arcs of circles is
preferred because it is both shorter and involves boundaries with higher salience.
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(a) sharp (b) weak
Fig. 4. (a) Two nearby sharp concavities result in two different cuts Singh
and Hoffman (2001). (b) Two nearby weak concavities should ideally re-
sult in one cut; this is possible if their locale Hoffman and Singh (1997) is
known (in green).
(a) convex corners (b) concave corners
Fig. 5. (a) Convex corners obtained from the interior medial axis. (b) Con-
cave corners (or simply corners) obtained from the exterior medial axis.
Corners are shown in g een. Pink lines connect the nd-vertices of the
medial axis to their projections.
parametrization of shape boundary ∂X and compute negative
minima of a discrete approximation of curvature. Apart from
numerical s nsitiv ty and the furth r assumption of a scale pa-
rameter in every discrete derivative approximation, the limita-
tion is that detected minima are isolated points that provide no
information on the spatial extent of concavities—referred to as
locale Hoffman and Singh (1997) and illustrated in Fig. 4a,b.
Our solution. The background of section 2 specifies that end-
vertex projections of the medial axis are either single points tan-
gent to osculating circles, or circular arcs. In practice, the two
projections determine a boundary arc that always approximates
a circular arc. The radius of the circle is the inverse of the ab-
solute curvature. In the case of the interior medial axis, the cur-
vature is locally maximized on this arc (respectively minimized
in the case of the exterior medial axis), which makes this arc
particularly suitable for detecting a convexity (resp. concavity).
We call this arc a convex corner (resp. a concave corner or sim-











(a) interior angle (b) local convexity
Fig. 6. (a) Interior angle π + θ of a concave corner (in green) determined by
exterior medial vertex z and its projection points x, y, where θ is the angle
between the two line segments from z to x, y. (b) By translating the two
boundary segments starting at x, y and the cut (in red) starting at c to the
same origin (vertex z here), shown as dotted lines, we measure the interior
angles θ1, θ2 of the two shape parts at this corner after cutting. Both are
less than π, while θ1 + θ2 is not. Local convexity is achieved and there is no
need for more cuts at this corner. See section 7.
(a) interior branches (b) exterior branches
Fig. 7. (a) Interior branches from convex corners and interior boundary
components. (b) Exterior branches from concave corners and exterior
boundary components. Boundary components, corners and branches are
shown in purple, green and random color respectively. Pink lines connect
end-vertices to their projections.
involved—the end vertex and its two projections—directly de-
termine the position, spatial extent, orientation and strength of
the convexity (resp. concavity). All information comes for free
from the medial axis.
The strength of a convexity (or concavity) can be measured
in terms of both curvature and interior angle. Given an arc with
endpoints x, y that is a subset of a convex (resp. concave) cor-
ner specified by interior (exterior) medial axis end vertex z, we
define its interior angle as θ (resp. π + θ), where θ is the angle
between the two line segments from z to x, y. Its curvature is
the inverse of the length of any of these line segments (all such
lengths are equal). See Fig. 6a.
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Fig. 8. Extended corners, in green. Pink lines connect the end-vertices
of the interior medial axis to their projections and the last visited points
in the backward traversal of the exterior medial axis to their projections.
Branches of the exterior medial axis are shown in random color.
3.2. Branches
For each medial axis, we also parse its graph structure by
a single traversal. We refer to the edges of the graph as medial
axis branches. First, we detect the end-vertices of interior (resp.
exterior) medial axis. For each end-vertex, we compute the cor-
responding convex (resp. concave) corner. Subsequently, we
subtract the set C of convex (resp. concave) corners from the
boundary ∂X of the shape. We find the connected components
of the difference ∂X \C, which we call interior (resp. exterior)
boundary components.
Now, interior (resp. exterior) medial axis points with projec-
tions belonging to the same pair of interior (resp. exterior) com-
ponents, belong to the same interior (resp. exterior) branch.
Additionally, interior (resp. exterior) medial axis points having
at least one (8-connected) neighbor belonging to a different in-
terior (resp. exterior) branch, are called interior (resp. exterior)
junctions. The entire traversal operation is linear in the num-
ber of medial axis points. Fig. 7a,b illustrate the interior (resp.
exterior) boundary components and branches.
3.3. Extended corners
In this work we also introduce the concept of extended cor-
ners. For each end-vertex of exterior medial axis, we traverse
the corresponding branch backwards until we meet a junction
point or a point whose at least one projection lies on a convex
corner. Similarly to the corners discussed above, the projections
of the point visited last in this traversal determine an extended
concave corner or simply extended corner. Because traversal
is limited to a single branch there is a unique extended corner
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approaches 1). Hence, the probability assigned to the shorter cuts should increase as the ratio of
their radii gets more extreme.
Now, given a silhouette produced by a 3D shape of unknown geometry, the principle of
genericity (e.g., Freeman, 1994) assigns high probability to those 3D interpretations in which the
shape is about as deep as it is wide in the image. Therefore, as in the case of the cylinders above,
the concave creases will encircle the thinner shape, and hence project onto the shorter cuts. Thus
the silhouette is naturally parsed using these shorter cuts.
In a series of experiments using crosses and elbows Singh, Seyranian & Hoffman (1999)
studied subjects’ preferences for making part cuts, as a function of relative cut lengths and relative
part sizes induced by the cuts. They found that subjects strongly and consistently prefered to
parse shapes using shorter cuts, rather than longer ones. However, subjects did not show a
consistent preference for either smaller or larger parts. In addition, their results demonstrated that
the short-cut rule can create part boundaries that are not negative minima of curvature (see, for
example, the two elbows in Figure 23, and the shape in Figure 21).
Siddiqi & Kimia (1995; Siddiqi et al. 1996) proposed a method for parsing shapes, called
necks.  A neck is a part cut which is also a local minimum of the diameter of an inscribed circle
(p. 243). Although this method prefers locally shorter cuts, it measures distances only along
diameters of circles that can be inscribed within the shape. This requirement turns out to be too
restrictive. Figure 25, for example, shows a shape with a natural cut that should be made; but this
cut is not captured by the definition of a neck. The problem is that the circle whose diameter is
the cut cannot be inscribed in the shape. The short-cut rule, on the other hand, considers
distances between all pairs of points on the silhouette outline, as long as these are separated by
an axis of local symmetry (recall the three conditions that part cuts must satisfy). For example, in
Figure 25. Siddiqi & Kimia s definition of neck  fails to capture cases in which a circle of
locally minimal diameter cannot be inscribed within the shape.(a) local symmetry (b) all subjects (c) majority cuts
Fig. 9. (a) Example from Singh and Hoffman Singh and Hoffman (2001)
illustrating th t a cut across local sy metry axis fails to be captured by
the medial axis or equivalently by the definition of neck Siddiqi and Kimia
(1995) because a circle cannot be inscribed. (b) A counter-example of shape
#006 from ground-truth data of DeWinter and Wagemans De Winter and
Wagemans (2006) where most subjects do not cut in a similar case. Cuts of
all subjects are overlaid in blue, 85% transparent. (c) Majority cuts of (b),
in blue (see text).
for each corner and for each end-vertex. Fig. 8 illustrates the
extended corners.
3.4. Symmetry
Background. According to the minima rule, all pairs of points
on (distinct) corners are potential cuts. Several methods ac-
tually examine all pairs Siddiqi and Kimia (1995); Liu et al.
(2010); Ren et al. (2011); Ma et al. (2013); Luo et al. (2015),
hence are at least quadratic in the number of samples of the
boundary. More importantly, they may involve solving an opti-
mization problem or introduce new rules to resolve conflicts
(e.g. that cuts do not intersect). But the standard definition
of part-cuts Singh and Hoffman (2001) includes the additional
condition that they cross an axis of local symmetry. We modify
the condition such that the cut endpoints are projections of the
same point of the interior medial axis (recall that a cut lies in
the shape). This is in line with the definition of ligatures August
et al. (1999).
In most cases, this is a stronger condition. Combined with the
minima rule, it implies that endpoints are exactly projections of
the same point of a ligature. We observe that this condition most
often agrees with ground truth data from psychophysical exper-
iments De Winter and Wagemans (2006), as shown in Fig. 9a-c.
This figure illustrates human annotation, in particular cuts spec-
ified by all subjects and majority cuts for which most subjects
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(a) raw cuts (b) representative cuts
Fig. 10. (a) Symmetry: all cuts (in red, 95% transparent) whose endpoints
are projections of the same interior medial axis point, with at least one
endpoint on a concave corner. (b) Strong equivalence: representative cuts
(in red) are selected such that for each corner there are at most two cuts
(one double and one single) per interior medial axis branch. Corners and
branches are shown in green and random color respectively.
agree. The latter are found according to a clustering-based en-
semble Lewin et al. (2012a); see section 8 for more details.
Our solution. So what we do in practice is, traverse the interior
medial axis once, and collect all pairs of projections such that
at least one lies on a corner. The line segments between these
pairs of points are called raw cuts and are illustrated in Fig. 10a.
It is easily shown that they do not intersect by construction.
Depending on the number of corners, we call the cuts double or
single.
To each cut we assign the corresponding interior medial axis
point. We call this point the cut point and its chord residue the
cut residue. Recall that a cut is a line segment in this work so
by cut length we refer to the length of this line segment. We
say that a cut lies on a corner (or arc in general) if one of its
endpoints lies on this corner (or arc). We also say a cut lies on
a branch if its cut point lies on this branch. Given a cut c with
endpoints x, y, we define its minimal arc, denoted by arc(c), as
the minimal arc of ∂X having x, y as endpoints.
4. Equivalence
The selection of candidate cuts for shape decomposition out
of all raw cuts is based on two equivalence relations and the
choice of one representative per equivalence class.
4.1. Strong equivalence
Observing Fig. 10a, raw cuts are clearly too many, but they
tend to appear in groups. As shown in Fig. 10b, we select a
(a) strong equivalence (b) weak equivalence
Fig. 11. Weak equivalence: representatives of (a) strong and (b) weak equiv-
alence classes. In (a), cuts in blue, yellow and brown form three weakly
equivalent classes, while the remaining representatives are in red. In the
blue and brown class there are only two cuts (one double and single), while
in the yellow class there are three cuts (two double and one single). In (b),
we select the double cut as representative of the blue and brown class. For
the yellow class, we select the double cut having the maximum number of
votes. Corners and branches are shown in green and random color respec-
tively. Pink lines connect cut points to their projections.
small number of representative cuts by defining a strong equiva-
lence relation on raw cuts and selecting one representative from
each equivalence class. We say that two cuts are strongly equiv-
alent or simply equivalent if they (a) are both double or both
single, (b) lie on the same branch and (c) lie on the same set of
corners. This rule is intuitive and always maintains all correct
cuts in our experiments.
Fig. 10b shows that whenever two groups of cuts lie on a
common corner but on two different branches, there is also
a junction and a third branch in the “outward” direction from
the corner, such that the shape is “expanding” between the two
groups. Hence there should be a representative from both cut
groups. The representative cut is chosen such that its endpoints
are closest to the midpoint of the corner(s).
4.2. Weak equivalence
We now consider representative cuts of strong equivalence
classes that lie on (a) the same branch and (b) a common cor-
ner. We say that such cuts are weakly equivalent. Clearly, two
strongly equivalent cuts are also weakly equivalent. As shown
in Fig. 11a, these cuts have approximately the same minimal
arc on the boundary. Fig. 11b illustrates representative cuts of
weak equivalence classes. We call these representatives candi-
date cuts or simply cuts in the following.
Similarly to strong equivalence discussed above, we choose
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only one representative cut from each weak equivalence class.
The choice only refers to the case where there is at least one
double cut in a weak equivalence class; otherwise, the cuts are
strongly equivalent and have been processed in advance. In this
case, the representative cut is always double and is chosen as the
one having the maximum number of votes. The votes of a point
on the boundary ∂X is the number of cuts (single or double)
having this point as an endpoint. The votes of a cut is the sum
of votes of its endpoints. This voting process is inspired by
Hough transform, where the voting space is the boundary ∂X.
It is a local measure for concavity that is more detailed than the
definition of a corner because it lets us specify a precise point
rather than an entire arc.
5. Protected and recovered cuts
Given a set of candidate cuts, the final selection is based on
local convexity discussed in section 7, using salience measures
discussed in section 6. Here we introduce two mechanisms to
protect cuts from being discarded during the local convexity
process and to recover cuts that cannot be found as raw cuts in
the first place.
5.1. Protected cuts
As discussed in section 7, we apply our local convexity rule
to select cuts at each corner, until local convexity is achieved.
But there are cases where local convexity has been achieved at
a corner before certain essential cuts according to majority cuts
discussed in section 8 are found. To maintain these cuts regard-
less of the local convexity rule, we mark them as protected.
Let a and b be two cuts. We say a, b are disjoint if arc(a) and
arc(b) are disjoint i.e. arc(a) ∩ arc(b) = ∅. Otherwise, we say
that b contains a if arc(a) contains arc(b) i.e. arc(a) ⊂ arc(b).
Now, suppose we have a pair of disjoint single cuts satisfying
the following properties: (a) they do not share the same corner,
(b) their endpoints share only one interior component, and (c)
their cut points are on branches which meet at a junction. Sup-
pose also that there is a double cut containing these two cuts and
that its endpoints lie on the same two corners of these cuts. We
(a) majority cuts (b) protected cuts
(c) majority cuts (d) recovered cuts
Fig. 12. (a) Majority cuts of shape #029 from S&V dataset De Winter and
Wagemans (2006), in blue. (b) Local convexity at orange corners can be
achieved by selecting only one of the brown cuts. However, in agreement
with (a), all three brown cuts are marked as protected, as found via their
generator cuts, in red. Remaining corners are shown in green. Interior
boundary segments and branches are shown in purple and random color
respectively. Pink lines connect the cut points with their projections. (c)
Majority cuts of shape #118. (d) The cuts in red can be found directly as
raw cuts, but the brown one cannot. However, in agreement with (c), it is
marked as recovered, as found via its generator cuts, in red. Remaining
colors as in (b).
call this double cut protected and the corresponding single cuts
its generators. In practice, we detect protected cuts in a single
traversal of interior medial axis. Fig. 12a,b illustrates majority
and protected cuts respectively.
5.2. Recovered cuts
Although the detection of cuts using interior medial axis of-
ten agrees with the ground truth De Winter and Wagemans
(2006), it has a weakness. In particular, considering the three
majority cuts in Fig. 12c, only two can be found directly as
shown in Fig. 12d. This is due to the construction of medial
axis whereby there is no interior medial axis point having pro-
jections on both corners—a circle cannot be inscribed in the
shape. Such cuts cannot be found in the set of raw cuts and ac-
cordingly among the equivalence class representatives, but we
recover them as follows.
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Suppose we have a pair of disjoint single cuts satisfying the
following properties: (a) they do not share the same corner, (b)
their endpoints share only one interior component. For this pair
of single cuts, we create a new double cut between the two sin-
gle cut endpoints lying on corners. We call such a double cut
recovered. Similarly to protected cuts, we call the correspond-
ing single cuts its generators and we detect recovered cuts in a
single traversal of the interior medial axis. Fig. 12c,d illustrates
majority and recovered cuts respectively.
6. Salience measures
In our previous work Papanelopoulos and Avrithis (2015),
the local convexity rule selects the appropriate number of part-
cuts independently per corner, so it is also completely blind to
their prioritization. In this work, before we apply our local con-
vexity rule discussed in section 7, we first discard a number
of representative cuts and prioritize them using a number of
salience measures.
Discussion. Although there is no complete theory, several such
measures have been suggested as plausible in the literature, go-
ing back to at least Gestalt psychologists Hoffman and Singh
(1997); Singh and Hoffman (2001). These refer to boundary
strength at cut endpoints, including turning angle for cusps and
normalized curvature for smooth boundary Hoffman and Singh
(1997), continuation of boundary at endpoints Singh and Hoff-
man (2001), as well as of salience of cuts or parts themselves,
including relative area, protrusion Hoffman and Singh (1997),
and cut length Singh et al. (1999).
In the following, we describe the salience measures we use
in this work: protrusion strength, flatness, expansion strength
and extension strength. Protrusion strength is known, while the
remaining are new. As discussed in section 7.1, only protrusion
and extension strength are used for the prioritization of cuts.
6.1. Protrusion strength
Observing Fig. 13a, the length of the minimal arc between
the endpoints of the single cut is not much greater than the
(a) before protrusion strength (b) after protrusion strength
Fig. 13. Cuts (a) before and (b) after discarding cuts according to protru-
sion strength. Corners are shown in green and cuts in red.
length of the cut. The minimal arc corresponds to an insignifi-
cant protrusion of the boundary ∂X. This cut does not improve
the decomposition of the shape and is insignificant.
For this reason, following Hoffman and Singh (1997) and in
particular the simpler definition of Zeng et al. (2008), we define
the protrusion strength of a cut as the ratio of its length to the
length of its minimal arc. This ratio takes values in the interval
[0, 1]. The lower this ratio, the more salient a cut is. A cut hav-
ing protrusion strength above a threshold τa is discarded if it is
single and prioritized if it is double, as discussed in section 7.1.
Fig. 13b illustrates the remaining cuts after this process.
6.2. Flatness
A corner may have non-negligible spatial extent and several
cuts lying on it, not all of which are equally important. For this
reason, we split corners into parts and then discard cuts lying
on certain parts. In particular, for a given corner, we partition
all raw cuts lying on the corner according to their branch. From
each set in the partition, we select the two cut endpoints that lie
on this corner and are closest to the endpoints of the corner. The
minimal arc on the boundary ∂X between the selected endpoints
is defined as a part of the corner.
For each part, we compute its interior angle and we normalize
all angles such that the maximum is one. We call this measure
flatness; it also takes values in [0, 1]. The higher this measure,
the more salient a part is. A part is called flat if this ratio is be-
low a threshold τb. We discard cuts having at least one endpoint
lying on a flat part. Fig. 14 illustrates this selection process.
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(a) sets of raw cuts (b) parts of a corner
(c) cuts before flatness (d) cuts after flatness
Fig. 14. (a) Two sets of raw cuts lying on a corner, shown in orange and
blue. The corresponding cut points lie on two different branches. Branches
are shown in random colors. (b) The two selected raw cuts from each set
and the corresponding parts of the corner, shown again in orange and blue.
Cuts (in red) (c) before and (d) after discarding according to flatness. Cor-
ners are shown in green.
6.3. Expansion strength
Background. According to Luo et al. (2015), a single cut
should be expanding on at least on side of the cut. This means
that given a single cut lying on a corner that contains only one
part, the cut length of all raw single cuts lying on the same cor-
ner varies significantly and increases at least on one side. Other-
wise, if the length is roughly constant, the cut is non-expanding.
The cuts in Fig. 15a are expanding, while in Fig. 15b are non-
expanding and must be discarded.
Our solution. Instead of using neighborhood histograms to dis-
(a) expanding cuts (b) non-expanding cuts
Fig. 15. (a) Expanding single cuts are not discarded. (b) Non-expanding
single cuts are discarded. All cuts are shown in red. Corners and branches
are shown in green and random color respectively.
(a) before extension strength (b) after extension strength
Fig. 16. Cuts lying on an extended corner (a) before and (b) after discard-
ing according to extension strength. Cuts are shown in red and extended
corners in green.
card these single cuts as in Luo et al. (2015), we simply use their
distance map value. In particular, given a single cut lying on a
corner that contains only one part, we compute the ratio of the
minimum to the maximum distance map value of the cut point
over all raw cuts lying on the part. Inspired from Luo et al.
(2015) we call this ratio expansion strength; again, it takes val-
ues in [0, 1]. The lower this ratio, the more salient a cut is. We
discard cuts having expansion strength above 1 − τb.
6.4. Extension strength
Given a concave corner, we define its extended arc length
as the arc length of the corresponding extended corner. Then,
given a cut lying on a corner, we define the ratio of its extended
arc length to the cut length as its extension strength. This mea-
sure takes values in (0,∞). The higher this ratio, the more
salient is this cut with respect to the particular corner.
Single and double cuts have one and two extension
strength(s) respectively. Single cuts having extension strength
below a threshold τc are discarded. A double cut having only
one extension strength ratio below τc is marked as single and
we consider that only one endpoint lies on a corner. Otherwise,
if both extension strength ratios are below τc, a double cut is
discarded.
Fig. 16a,b illustrates this process for a single cut. In this
example, and in most shapes in S&V dataset, corners and ex-
tended corners are nearly the same for this rule to apply. Still,
in general, extended corners are a more robust option in case
e.g. corners are very sharp because they express how much a




Fig. 17. Local convexity. (a) Majority cuts of shape #063 from S&V
dataset. (b) Cuts (in red) before applying the local convexity rule. (c) Final
selection of cuts without penalization and prioritization only according to
short-cut rule, as in Papanelopoulos and Avrithis (2015). It is clear that
more cuts are selected than what would be needed to achieve local convex-
ity at each corner. (d) Final cuts with prioritization as defined in section
7.1. (e) Final cuts with priorities initialized as in section 7.1 and dynam-
ically updated by penalization as discussed in section 7.2. Less cuts are
selected comparing to (c). (f) The penalization process. All illustrated cuts
have the same priority. The blue corner precedes the red one and as a re-
sult cuts lying on it are examined first. When we select the two orange cuts
for the blue corner, local convexity is already achieved. If we did not penal-
ize the blue cut, we would eventually select the red and blue cut to achieve
local convexity at the red corner, because these cuts are shorter. With pe-
nalization, we rather select the green and red cut for the red corner. This
works because corners far away from the shape center are examined first.
7. Local convexity
Background. Although the psychophysical evidence concern-
ing convexity as a rule for shape decomposition is limited, most
recent studies are based on optimization targeting approximate
convexity. We rather avoid global optimization, not only for
its complexity but also because according to the robustness re-
quirement Siddiqi and Kimia (1995), decomposition at a point
should only be affected by its local neighborhood, such that
partial occlusion and part movement do not affect the remain-
ing parts.
Our solution. We observe that the minima rule is inherently
related to convexity, since boundary points of negative minima
of curvature are in fact points where the shape is locally maxi-
mally concave. We therefore select cuts at each corner in order
to achieve local convexity at the corner. In particular, for every
corner, we prioritize all cuts lying on the corner as discussed in
section 7.1, and we select cuts by descending priority until the
interior angle of all parts after cutting is less than π + φ, where
φ is a tolerance. The process is illustrated in Fig. 6b. Once
more, all information is readily available from the medial axis.
Fig. 17a,b illustrate respectively majority cuts and cuts before
applying our local convexity rule.
In our previous work Papanelopoulos and Avrithis (2015),
the local convexity rule is based on the following: (a) for each
corner, we select cuts independently of other corners; (b) ac-
cording to the short-cut rule Singh et al. (1999), cuts lying on
a corner are prioritized by ascending order according to their
cut length. The selection is such that corners can be examined
in any order. Unfortunately, these choices often lead to a final
selection of cuts that is not consistent with majority cuts as il-
lustrated by comparing Fig. 17a,c. We therefore reconsider the
selection process in this work, as discussed below.
7.1. Initial prioritization
We initialize the priority of single and double cuts to zero
and one respectively. We then increase by one the priority of
double cuts that are disjoint with all other cuts on either corner.
On the other hand, we decrease by one the priority of cuts hav-
ing protrusion strength above τa or extension strength below τc.
Finally, we set the priority of generator cuts to −∞. In case
two cuts have the same priority, cuts with shorter cut length are
examined first.
7.2. Selection process
By using multiple prioritization criteria, our cut selection
process is no longer independent of the order in which we
examine corners as in our previous work Papanelopoulos and
Avrithis (2015). For this reason, we also specify a particular
order in this work.
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We remind that the residue attains a global maximum on a
single point of the medial axis, which we call the center of the
shape, and is decreasing as we move away from this point on
the medial axis Ogniewicz and Ilg (1992). We use this prop-
erty such that corners far away from the center are examined
first. In particular, for each corner, we define its residue as the
maximum residue over cut points of all raw cuts lying on this
corner—recall that cut points lie on the medial axis. We exam-
ine corners by ascending order of residue.
Next, at each corner we first select all protected cuts un-
conditionally and then examine the rest by descending priority
until local convexity is achieved. If local convexity has been
achieved and there are remaining cuts to be examined, we pe-
nalize them by decreasing their priority by one. This means that
a single cut is effectively discarded, while a double cut may be
examined at lower priority on the second corner it lies on. When
local convexity has been achieved at all corners, all remaining
cuts are discarded. Fig. 17e,f illustrates the final selection of
cuts with penalization and the penalization process respectively.
This example justifies why it makes sense to examine first cor-




In most related work Siddiqi and Kimia (1995), even in re-
cent methods Mi and Decarlo (2007); Zeng et al. (2008); Liu
et al. (2010), evaluation is only qualitative, while quantita-
tive evaluation is often limited to datasets that are not pub-
lic like arbitrary subsets of MPEG-7 shape dataset Ren et al.
(2011); Ma et al. (2013). To our knowledge, there are two pub-
lic datasets with ground-truth from human subjects Liu et al.
(2014); De Winter and Wagemans (2006). The former by Liu
et al. is focusing on the classification of holes as structurally
important or topological noise, which is a different problem.
We use the latter by de Winter and Wagemans, which evaluates
exactly decomposition of object outlines.
This dataset is a subset of the Snodgrass and Vanderwart
(S&V) everyday object dataset Snodgrass and Vanderwart
(1980), consisting of 260 line drawings. The subset refers to 88
of the drawings, which have been converted to smooth outlines
and each decomposed by 39.5 subjects (psychology students)
on average. For each shape there are 122.4 part-cuts on aver-
age, that is 3.1 cuts per subject. The same dataset, referred to as
S&V, has been subsequently used for quantitative comparison
of different computational models Lewin et al. (2012a,b); Luo
et al. (2015). An example illustrating the cuts of all subjects on
a single outline is shown in Fig. 9b.
For qualitative comparisons, we also use the Kimia
dataset Siddiqi and Kimia (1995). This contains shapes decom-
posed by 14 subjects each as well as a ground-truth majority
decomposition per shape. In the absence of published quanti-
tative results on some consistent evaluation protocol, here we
only focus on a small number of shapes that allows visual com-
parison to examples found in the bibliography.
8.1.2. Majority voting
Because part-cuts of human subjects are typically inconsis-
tent, it is common practice to perform some form of major-
ity voting before using the ground-truth to evaluate a compu-
tational model Siddiqi and Kimia (1995). There are different
alternatives, which take the form of either a majority decompo-
sition by clustering Lewin et al. (2012b); Liu et al. (2014), or
spatial density used directly for evaluation Luo et al. (2015). We
follow the framework of Lewin et al. Lewin et al. (2012b). In
particular, given two cuts c1, c2 with endpoints {x1, y1}, {x2, y2}
respectively, their arc distance is defined as
d(c1, c2) = min{`(x1, x2) + `(y1, y2), `(x1, y2) + `(y1, x2)}, (5)
where ` is the arc length function defined in section 2. Using
this distance, cuts are subject to average-linkage agglomerative
clustering and a cluster is only kept if contains cuts from a given
proportion of the subjects. A representative cut is chosen from
each cluster whose endpoints are averaged over the endpoints of
individual cuts in the cluster, where averaging takes place on the
parametrization of the boundary curve. The result is a majority
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decomposition per shape. An example is given in Fig. 9b,c.
8.1.3. Evaluation measures
Unfortunately, since quantitative evaluation is relatively new,
there is nearly one different protocol for every relevant publica-
tion. Here we follow the framework by Lewin et al. Lewin et al.
(2012b), which facilitates comparisons to a number of existing
methods. We use two different measures, both of which as-
sume a decomposition of shape X is represented by a partition
A = {Ai} of X. The Hamming distance Lewin et al. (2012b) of
partitions A, B is then
dH(A, B) =
1
2|X| [h(A|B) + h(B|A)], (6)
where |X| is the area of X, h(A|B) = ∑i |Ai \ Bπi | is the sum over
all parts of A of the area of part Ai not covered by its best match
Bπi in B, and the best match is defined by πi = arg max j |Ai∩B j|.
In practice, both X and each part Ai are represented by binary
masks on a discrete 2d grid and area is measured in pixels.
Another measure is the Jaccard distance, referred to as Jac-
card measure in Lewin et al. (2012b) and defined as follows.
Assuming X is a finite set represented as {xi}, let P = {(xi, x j) ∈
X2 : j > i} be the set of ordered pairs of points in X. Let also
PA = {(x, y) ∈ P : A(x) = A(y)} be the pairs of points in P
that are in the same part of A, where A(x) is the part of A where
point x ∈ X belongs. Then, the Jaccard index or intersection
over union of partitions A, B is given by
J(A, B) =
|PA ∩ PB|
|PA ∪ PB| , (7)
and their Jaccard distance by
dJ(A, B) = 1 − J(A, B) = |PA4PB||PA ∪ PB| (8)
where 4 denotes symmetric set difference.
Given a number of ground truth decompositions per shape,
each by a different human subject, we follow Lewin et al.
(2012b) in defining two different evaluation measures over a
dataset of shapes:
• Majority: this is the Hamming or Jaccard distance between
the decomposition computed by a method and the majority
decomposition, averaged over all shapes.
• Average: this is the Hamming or Jaccard distance between
the decomposition computed by a method and an individ-
ual subject’s decomposition, averaged over all subjects and
all shapes.
8.1.4. Compared methods
Our own method is referred to as medial axis decomposition
(MAD∗). We perform quantitative comparison to our previous
work Papanelopoulos and Avrithis (2015), referred to as MAD,
to the clustering-based ensemble (CBE) method Lewin et al.
(2012a), and to five individual methods, namely approximate
convex decomposition (ACD) Lien and Amato (2004), discrete
contour evolution (DCE) Latecki and Lakamper (1999), com-
bined skeleton-boundary features (SB) Zeng et al. (2008), flow
discretization (FD) Dey et al. (2003) and constrained morpho-
logical decomposition (MD) Kim et al. (2005).
CBE is applying to the five latter individual methods the
same clustering approach that is also applied to human sub-
ject decompositions as part of majority voting; it is therefore
an ensemble decomposition method. Quantitative results on
CBE and the five individual methods are reported as provided
by Lewin et al. (2012b), where all methods have had their pa-
rameters optimized quantitatively on the S&V dataset. We also
compare to human subjects, each evaluated individually using
either majority or average evaluation, exactly like automated
methods Liu et al. (2014). Finally, we compare to the baseline
case of not cutting anywhere.
Qualitative results, apart from MAD and CBE, are addition-
ally compared to relatability (REL) Mi and Decarlo (2007),
convex shape secomposition (CSD) Liu et al. (2010), mini-
mum near-convex decomposition (MNCD) Ren et al. (2011)
and computational model of short-cut rule (CSR) Luo et al.
(2015). Human ground truth (GT) per shape is given as a single
decomposition for the Kimia dataset Siddiqi and Kimia (1995)





Medial axis computation, implemented in C++, takes on av-
erage 84ms per S&V shape at a resolution of 500 × 500 on
an AMD A8-4500M processor at 1.9GHz. On the other hand,
MAD∗, implemented in Matlab, takes on average 693ms. There
has been no effort to optimize the code. In fact, medial axis
computation is linear in the number of pixels while MAD∗ is
linear in the number of points on the (external and internal) me-
dial axis, which is a much smaller subset.
8.2.2. Parameter tuning
There are five parameters in MAD∗: medial scale threshold
σ, convexity tolerance φ and the thesholds τa, τb, τc for the
(inverse of) protrusion strength, flatness and extension strength
respectively. Medial scale σ is measured in pixels and although
it is not scale invariant it is only meant to deal with discretiza-
tion noise and σ = 2 or 3 pixels is known to work smoothly for
medial axis computation Avrithis and Rapantzikos (2011). The
remaining parameters are dimensionless, scale-invariant quan-
tities: φ is an angle and τa, τb, τc are ratios in [0, 1].
We perform grid search to find the optimal values of our pa-
rameters. This is possible because the parameters are only a
few and the dataset is quite small. In particular, we tune the
values of σ, φ, τa, τb, τc in the interval [1,4], [0,120], [0,1],
[0,0.2], [0,1] respectively. We uniformly sample each interval
with a step of 0.6, 15, 0.2, 0.15, 0.04 respectively between sam-
ples. We find the performance to be globally optimal according
to majority evaluation with respect to both Hamming and Jac-
card distance for σ = 2.8, φ = 90◦, τa = 0.6, τb = 0.75 and
τc = 0.16. We refer to our method with this set of parameters as
MAD∗-opt. Fig. 18 illustrates quantitative results for different
configurations of σ, φ, τa, τb, τc, while keeping the remaining
parameters fixed to their optimal value.
Although not shown here, we have found the dependence of
performance to different parameters to be largely uncorrelated,
that is, slightly changing the value of one parameter does not
affect much the local minimum of the others. This indicates that
different rules are largely independent and complementary. To
further investigate this, we initialize each parameter as arising
from the development of the associated rule and we manually
fine-tune them one by one by qualitative inspection on a few
random examples, working only once with each parameter in
random order. The interpretability of the rules helps in knowing
exactly what to observe for each one.
This yields the sub-optimal set of values σ = 2.8, φ =
60◦, τa = 0.68, τb = 0.75, τc = 0.174. We refer to our
method with this set of parameters as MAD∗. We use MAD∗
(resp. MAD for our prior work Papanelopoulos and Avrithis
(2015)) for qualitative evaluation, and report both measure-
ments MAD∗ and MAD∗-opt (resp. MAD and MAD-opt for our
prior work Papanelopoulos and Avrithis (2015)) in quantitative
evaluation. The discrepancy between quantitative and qualita-
tive fine-tuning can be attributed to limitations of the evaluation
measures used Liu et al. (2014).
8.2.3. Quantitative evaluation
Table 1 compares our method MAD∗ to a number of relevant
methods and our previous work MAD (Papanelopoulos and
Avrithis, 2015). On all measurements, MAD∗ outperforms all
individual methods and human subjects, and is on par with CBE
in Hamming distance on average evaluation; while MAD∗-opt
is always better than all methods and human subjects. The rel-
ative gain (decrease) of MAD∗ (resp. MAD∗-opt) over CBE on
majority evaluation is 5.8% Hamming and 8.0% Jaccard (resp.
8.7% Hamming and 10.8% Jaccard). CBE is an expensive en-
semble method that involves all five methods that precede it in
the Table 1. It is expected to perform well since it applies to
algorithms the same idea of majority voting that is applied to
human subjects at ground truth construction.
Against our previous method MAD (Papanelopoulos and
Avrithis, 2015), we achieve a relative gain of 31% Hamming
and 32% Jaccard on majority evaluation. The gain on average
evaluation is 12% Hamming and 11% Jaccard. More impor-
tantly, MAD∗ is superior to CBE, while MAD is not. Human
results are not very competitive, which is expected as we aver-
age the performance over subjects, and subjects are not always
consistent with each other. It is interesting that SB and DCE
17





































































































































































Fig. 18. Parameter tuning. Hamming (H) and Jaccard (J) distance vs. thresholds of (a) medial scale σ, (b) convexity φ, (c) protrusion strength τa, (d)
flatness τb, (e) extension strength τc. Majority evaluation on S&V dataset. Lower is better for both evaluation measures. In each plot we fix the remaining
parameters to their optimal value.
are close to or even worse than the baseline of not cutting any-
where.
8.2.4. Ablation study
In Table 2 we study the effect of individual rules or com-
bination of rules introduced in this work. In particular, we
evaluate versions or our optimal model MAD∗-opt with one or
more rules removed and we compare quantitatively to MAD∗-
opt and our baseline previous work MAD-opt Papanelopoulos
and Avrithis (2015).
The rules are studied separately in three groups. In the first
group, removing recovery, protection and their combination
causes a significant drop in performance, while in the case of
weak there is only a slight drop. In the second group, removing
penalization and prioritization has comparable negative effects,
which are however not as strong as those of the first group. Fi-
nally, in the third group, removing flatness, extension, expan-
sion, or their combinations has the most severe effects in per-
formance compared to the first two groups.
In conclusion, the most important individual rules or salience
measures appear to be flatness, expansion strength and recov-
ery, while combinations bring additive effects. The latter means
that all rules are complementary.
8.2.5. Qualitative evaluation
Fig. 19 illustrates qualitative results on a number of represen-
tative shapes on two datasets. Our method MAD∗ gives natu-
ral results on Kimia dataset and is the only one to capture the
ground truth for the bottom part of the rabbit correctly. S&V
is harder, but still MAD∗ yields the highest quality results com-
pared to other methods. Our previous method MAD often tends
to prefer cuts near the mouth than on the neck. This is attributed
to the shortcut rule which is not always enough.
The selection process of the local convexity rule, introduced
in (Papanelopoulos and Avrithis, 2015), is very open to using
additional measures. Indeed, we add several other measures in
the current work, yielding even better results. For instance, ob-
serve in Fig. 19 the blouse and motorcycle from S&V dataset,
and the kangaroo and elephant from Kimia dataset. In general,
MAD is inferior to the ensemble method CBE, which seeks





160 S. Lewin, X. Jiang, and A. Clausing
Table 2. Average dissimilarity measures over the benchmark database
all GT instances majority-voted
Hamming Jaccard Hamming Jaccard
ACD 0.128 0.323 0.092 0.251
IFD 0.145 0.350 0.112 0.267
MD 0.151 0.371 0.126 0.328
SD 0.163 0.402 0.131 0.335
DCE 0.208 0.497 0.188 0.466
ACD/IFD/MD/SD 0.114 0.302 0.069 0.190
ACD/IFD/MD/DCE 0.117 0.305 0.074 0.201
ACD/IFD/SD/DCE 0.118 0.311 0.069 0.188
ACD/MD/SD/DCE 0.117 0.305 0.076 0.206
IFD/MD/SD/DCE 0.121 0.317 0.076 0.206




Fig. 4. Decompositions of four shapes generated by involved algorithms
decompositions. In addition, a lot of perceptually unreasonable cuts are rejected.
For example, DCE produces a lot of unimportant cuts, which are not contained
in the combined decomposition.
5 Conclusion
Although there exist quite a number of shape decompositions algorithms, mul-
tiple decomposition combination has not been studied before. In this paper we
presented a clustering-based ensemble solution for shape decomposition. A re-
cently published performance evaluation framework consisting of a benchmark
database with manual ground truth together with evaluation measures was used
to demonstrate the benefit of the proposed ensemble technique. We will make
the source code for our decomposition ensemble method publicly available.
The proposed ensemble technique is useful in its right to improve the decom-
position performance. In addition, it can also be adopted to solve the parameter







Table 2. Average distances over the
benchmark database. Only the ’majority-
voted’ decomposition is used.
Comb ACD IFD MD SD DCE
Rank 1 2 3 4 5 6
Table 3. Comparison based on cut dis-
crepancy (DC).
performs single approaches. This superiority of com-
bination is attributed to the fact that they can compen-
sate absence of some important cut. For example, the
cut, which separates the front wheel of motorcycle in
Fig. 2 (second shape), is not created by approaches
IFD and MD. The absence of this cut results from the
non-appropriately selected parameter, which controls
the post-processing merging in both approaches. How-
ever, this cut is contained in the combined decomposi-
tion for this shape. On the other hand, a lot of percep-
tually unreasonable cuts are rejected. For example, the
approaches SD and DCE produce a lot of unimportant
cuts, which are not contained in the combined decom-
position.
4 Conclusion
In this work we have presented a framework for
quantitative performance evaluation of shape decom-
position algorithms, which fills a gap in the current
literature. It is of supervised nature and based on a
benchmark database from a large-scale psychological
study. We have discussed various variants of dissimilar-
ity functions for comparing two decompositions. A pre-
liminary comparison study using five shape decomposi-
tion methods and an ensemble technique has demon-
strated the usefulness of our approach. In particular, the
quantitative results well coincide with visual compari-
son of decompositions.
In future we intend to extend the number of shape
decomposition methods for comparison. Also, the pro-
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decomp sitions. In additio , a lot of perceptually unreasonable c ts are rejected.
For example, DCE pr duces lot of u imp r ant c ts, which are not ntained
in the combi ed decomposition.
5 Conclusion
Al ho gh there exist quite a number of shape decomposi ions algorithms, mul-
tipl decomp sition c m ination has not b en studied b fore. In this paper we
present d a clustering-based ensemble solutio f r shape decomp sition. A re-
c ly published perf rmanc evaluation framework consisting of a benchmark
database with manual ground ruth together with evalu tion measures was used
to d monstra e the b n fit of the proposed ensemble technique. We will make
the source code for our deco posi ion ensemble method publicly available.
The proposed ensemble technique is useful in its right to i prove the decom-
osition performance. In addit o , it can al be ad ted to s lve th parameter
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Fig. 2 (second shap ), is not re ted by approaches
IFD and MD. The ab ence f this cut results fro the
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ver, this cut is contain d in the combined decomposi-
tion for thi shape. On the other hand, a lot of percep-
tually unr asonable cuts are rej cted. For example, the
approaches SD and DCE produce a lot of unimportant
cuts, which are not contai ed in the combin d decom-
position.
4 Co lus
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qua titative performance evaluation of shape com
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literature. It is of supervised nature nd b sed o a
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st dy. We have discussed various variants of dissimilar-
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liminary comparison study using five shape decomposi-
tion met ods and an ensemble technique has demon-
strated the usefulness of our approach. In particular, the
qua titative r sults well coincide with visu l compari-
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In future we intend to extend the number of shape
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strated the usefulness of our approach. In particular, th
quantitative results well coincid with visual compar -
son of decompositions.
In future we intend to extend the number of shape
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IFD 45 50 .112 .267
MD 51 71 .12 .328
SD 63 4 2 131 335
DCE 20 97 188 46
ACD/IFD/MD/SD 114 302 0.069 0.190
A D/IFD/MD/DCE 117 3 5 0.074 0.201
ACD/IFD/SD/DCE 118 311 0.069 0.188
ACD/MD/SD/DCE 117 3 5 0.076 0.206
IFD/MD/SD/DCE 121 317 0.076 0.206




Fig. 4. Decompositions of four shapes generated by involved algorithms
decomp sitions. In addition, a lot of perceptually unr aso able cuts are rejected.
For example, DCE produces lot of unimportant cuts, which are not contained
in the c mbi ed decomp sition.
5 Co clusion
Al ho gh there exist quite a number of shape dec mpositions algorithms, mul-
tiple decomp sition c m ination has not b en studied b fore. In this paper we
r sent d a clustering-based e semble solution f r shape deco position. A re-
ntly published perf rma c evalu tion framework co s sting f a benchmark
dat base with manual gr und truth togethe with evalu tion measures was used
to monstr e the ben fit of the pr posed ensemble tech ique. We will make
he s urce code for our d composi i n ensemble method publicly available.
The proposed ensemble technique is useful in its right to improve the decom-
position performance. In addition, it c n al be ado ted to solve the parameter







Tabl 2. Average dist nc s v r the
benchmark database. O ly he ’ aj rity-
voted’ decomposition is used.
C mb ACD IFD MD SD DCE
Rank 1 2 3 4 5 6
Tabl 3. C pari on as d cu dis-
crepancy ( C).
pe forms si gle appro ches. T is su riority f com-
binatio is attrib t d to the fact that they ca c mp n-
sate absence of some i portant cu . For example, the
cut, which separates th front wheel of motorcycle i
Fig. 2 (second hap ), is o created by ap roaches
IFD and MD. The absence of this cut results from the
non-appropriat ly selec parameter, which co trols
the post-pr cessing m rging in oth appr ach s. How-
ever, this cut is contained in th combined ec mposi-
tion for this shape. On the other h nd, a lot of percep-
tually unr asonable cuts are rejected. For exampl , the
appr aches SD and DCE produce a lot of unimportant
cuts, which ar n t contai ed in the combin d dec m-
position.
4 Conclusion
In this work we have p es nted a framework for
quantita ve pe formance valuation f s decom-
position alg rithms, which fills a gap in the current
litera ur . It is of sup rvis d nature and ased on a
benchmark databas from a large-sc le psychol gical
study. We have discussed various variants of dissimilar-
ity functions for comparing two decompositions. A pre-
liminary comparison study using five shape decomposi-
tion me ho s and an ensemble technique has demon-
strated the u e ulness of our approach. In particular, the
qu ntitative results well coincide with visual compari-
son of decompositions.
In future we intend to extend the number of shape
decomposition methods for comparison. Also, the pro-





Figur 2. Dec po iti ns f hr e shapes
gen rated by i volved algorithms.
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Figure 12. More results
Figure 13. Decomposition examples. Row A contains five shapes
from [23]. Row B shows decompositions into neck-based and
limb-based parts [23]; Row C are the parts marked by human sub-
jects [23]; Row D shows the results using our algorithm.
can find a wider range of parts with a single rule, including
parts based on the short-cut rule [26] such as the tail of the
elephant. Having this diverse array f parts opens up new
applic tions in shape analy is.
6. Discussion and Conclusion
We have presented a new model for separating parts from
2D shapes, based on two cuts. We can cut the shape so
what remains has the simplest possible structure. Alterna-
tively, we can cut out the part so that the part itself takes
on a imple shape. Th se cuts are different, but both can be
characterized using the differential geometry of smoothed
local symmetries and relatability. They do not directly give
rise to a segment tion of the shape; a point inside the shape
may associate with the part, the remainder, neither, or both.
Our work relies on an appropriate model of relatabil-
ity, which is essentially a mea ure of contour grouping
strength—we use a simple model from [24]. One avenue for
improvement can come from studies on visual association
Figure 14. Ordering parts by radius can produce unintuitive results.
(The numbers on the parts indicate deletion order.)
fields, which suggest that other geometric properties are rel-
evant, such as the change in curvatures [12]. Psychophysi-
cal studies of 2D shape that explicitly represent transitions
could also produce interesting findings. One possibility is
to revisit the study by De Winter and Wagemans [5], and
explicitly question the user about transition boundaries.
Section 5 shows how our model can be applied to com-
pute the structural representation of a shape. However, the
proposed method, which orders the deletion by the radius,
can produce undesired results. Figure 14 shows two shapes
with similar structure to the leaf example in the second col-
umn of Figure 13—in these examples, however, the stem is
made thicker, so that the branch is deleted first. This results
in the main branch being split (inappropriately) into two
parts. Simple strategies that exclude transitions with non-
negative curvatures work for the branch on the left, but not
on the right. Thus, further investigations of disambiguat-
ing the part structure are necessary. We also intend to ex-
plore applications of our new part analysis in interfaces for
sketching, manipulating and depicting shape.
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elepha t. Having this diverse array of parts opens up new
applications in shape analysis.
6. Discussion and Conclusion
We have presented a new model for separating parts from
2D shapes, based on two cuts. We can cut the shape so
what remains as the simplest possible structure. Alterna-
tively, we can cut out the part so that the part itself takes
on a simple shape. These cuts are different, but both can be
characterized using the differential geometry of smoothed
local symmetries nd relatability. They do not directly give
rise to a segmentation of the shape; a point inside the shape
may associate with the part, the remainder, neither, or both.
Our work relies on an appropriate model of relatabil-
ity, which s essentially a measure of contour grouping
strength—we use a simple model from [24]. One avenue for
improvement can come from studies on visual association
Figure 14. Ordering parts by radius can produce unintuitive results.
(The numbers on the parts indicate deletion order.)
fields, whic suggest th t other geometric properties are rel-
evant, such as the change in curvatures [12]. Psychophysi-
cal studies of 2D shape that explicitly represent transitions
could also produce interesting findings. One possibility is
to revisit the study by De Winter and Wagemans [5], and
explicitly question the user about transition boundaries.
Section 5 shows how our model can be applied to com-
pute the structural representation of a shape. However, the
proposed method, which orders the deletion by the radius,
can produce und sired results. Figure 14 shows two shapes
with similar structure to the leaf example in the second col-
umn of Figure 13—in these examples, however, the stem is
made thicker, so that the branch is deleted first. This results
in the main branch being split (inappropriately) into two
parts. Simple strategies that exclude transitions with non-
negative curvatures work for the branch on the left, but not
on the right. Thus, further investigations of disambiguat-
ing the part structure are necessary. We also intend to ex-
plore applications of our new part analysis in interfaces for
sketching, manipulating and depicting shape.
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The result in [8] shows the trend that it was harder for observers to identify the
segments of shapes shown at the bottom and left side compared to those at the top and
right side of figure 4. For example, only about 40−50 percent of the observers identified
the defined segment in (row/column) 3,1 and 4,1 as ‘significant’.
Figure 5 depicts the parts of strongest protrusion resulting from our segmentation. It
shows a significant similarity to figure 4: the parts being detected a ‘strong’ parts in
our system are those more easily detected in 4. If a segment is significant enough, it is
likely to be decomposed as a part and the remaining forms another part (shown in row
1). In some cases our decomposition detects additional parts of comparable protrusion
strength, e.g. the first two shapes in row 2. Perceptually, these are comparable to the
tested parts. In the case of weak parts (fig. 5, (row/column) 3,1 and 4,1), the parts can
not be detected. Hence the entire result follows the trend mentioned abov .
4.2 Experiment on Different Shapes
This experiment shows decompositions of different shapes, taken from [9], [12] and
[15]. Figure 6 shows some results of the proposed algorithm. The consistent
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s rates he results of our method
results using their method; Row B i the sults using ur
method. Since some perceptual parts have lar e conc vity,
ur method will decompose them into multiple parts, for
example, the leg a tail of the kangaro in row B
Fig. 10 compares our m th ds wi h R b graph (col-
umn B). The problem with Reeb graph is that it can just
capt re partial nf rmatio f an obje t. Since our method
utilizes multiple Reeb graphs, thus, more inform tion, s-
pecially all imp rtant information i preserved. We observ
that no Reeb graph theory exists that allows for combinatio
of multiple Reeb graphs. Column D illustrates th conv x
graph obtained by our method. In Fig. 10, column A con-
tains five shapes from MPEG-7 shape database. Column B
illustrates their Reeb graphs, using height functions along
vertical direction as Morse functions. Column C shows the
deco position results by our method, red lines are t e cuts.
Column D illustrates the convex graphs of these shapes.
According to (4), when the costs of all cuts are nearly iden-
tical, we seek for a minimal number of cuts. The second
image (f rk) illustrat s uch situation. There are just four
cuts; the second bra ch a d the center part are in one part.
Fig. 11 compares the approximate convex results of
our method with the m thod proposed by Jyh-Ming Lien
[11]. The second row shows the decomp sed results of our
method. Both methods can limit the concavity of the de-
composed parts, although the definitions of co cavity are
different. The advantage of our method is that it can guar-
antee the number of the cuts is minimal.
Fig. 12 demonstrates more 2D decomposed shapes from
MPEG-7 shape database. For some objects, we can decom-
pose them into meaningful pa ts; but in ma y s tuations, it
will dec mpose a meaningful p rt into many approximate
convex sub-parts.
F g. 13 demonstrates som decomposed 3D sha es.
Most of the obtained parts seem meaningful. However, in
the human model, the body and a leg belong to the same
part; this i because the aim of our method is to decompose
an object into approximate convex parts, it cannot guarantee
that all decomposed parts are meaningful.
Figure 10. Reeb grap s and convex graphs. Column A contains
five shapes from MPEG-7 shape database. Column B illustrates
their Reeb graphs, using height functions along vertical direction
as Morse functions. Column C shows the decomposition results
by our method, red lines are the final cuts. Column D illustrates
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Figure 11. The results of approximate convex decomposition. The
first row is the results in [11] and the second row is the result of
our method
5. Conclusion
In this paper, we propose a novel method that can de-
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decomposition is achieved by minimizing total cost of the
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the human odel, the body and a leg belo g to the same
part; this is because the aim of our method is to decompose
an object into approximate convex parts, it cannot guarantee
that all decomposed parts are meaningful.
Figure 10. Reeb graphs and convex graphs. Column A contains
five shapes from MPEG-7 shape atabase. Column B illustrates
their Reeb graphs, using height functio s along vertic direction
as Morse functions. Column C shows the decomposition results
by our method, red lines are the final cuts. Column D illustrates
the convex graphs of these shapes
Figure 11. The results of approximate convex decomposition. The
first row is the results in [11] and the second row is the result of
our method
5. Conclusion
In this paper, we propose a novel method that can de-
compose an object into approximately convex parts. The
decomposition is achieved by minimizing total cost of the
cuts under some concavity constraints. Thus, it usually re-
sults in the number of decomposed parts is minimal. Our
Figure 9. R w A demonstrates the results in [13]; Row B demon-
strates the res lts of ur m th d
r sult using their thod; R w B is he re ult using our
method. Sinc som perc ptu l parts hav larg c ncavity,
our ethod will decomp se em i to mu ti le pa t , f r
example, the leg and tail of the kangar o in r w B.
Fig. 10 compares our meth ds w th R e graph ( ol-
umn B). The probl with R eb graph is that t can ju t
capture partial information of an object. Since our method
utilizes multipl Reeb graphs, thus, more information, es-
p cially all im rtant informati n is preserved. We o ve
that o R eb raph theory xists tha allows f combination
of multiple Reeb graphs. C l D illustrat s the convex
gr ph obt ined by our method. In F g. 10, column A con-
tains five hap s from MPEG-7 sha e database. Column B
illustrates their Reeb graphs, usin height functions along
vertic l direction as Morse fu ctions. Column C shows the
deco posit on results by our meth d, red li es are the cuts.
Colum D illustrates t e convex g aphs of these shapes.
Ac ording to (4), when the costs of all cuts are nearly iden-
tical, e eek for a minimal number of cuts. The second
image (f rk) illustrates such situation. There ar just four
cut ; the second b nch and the center part are in on part.
Fig. 11 compares the approximate convex results of
our method with the method proposed by Jyh-Ming Lien
[11]. The second row shows the decomposed results of our
meth d. Both methods can li it the concavity of the de-
com ed parts, althou h the definitions of concavity are
different. The advantage of our ethod is that it can guar-
a tee the number of the cuts is mini al.
Fig. 12 de nstrat s more 2D decomposed sh pes from
MPEG-7 shape database. For so e objects, we can decom-
pose them into meaningful parts; but in many situations, it
will decompose a eaningful part into ma y approximate
convex sub-parts.
Fig. 13 demonstrates some de mposed 3D shapes.
Most of the obtained parts seem meaningful. However, in
the human odel, the body and a leg belong to the same
part; this is because the aim of our method is to decompose
an bject into approxi ate convex parts, it cannot guarantee
that l dec mposed parts are meaningful.
Figure 10. Reeb graphs and con ex graphs. Column A contains
fiv shap s fro MPEG-7 sha e database. Column B illustrates
their Reeb graphs, using heig t function along vertical direction
as Morse functions. Column C shows the decomposition results
by our method, red lines ar the final cu s. Column D illustrates
the convex graphs of these shapes
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our method
5. Conclusion
In this paper, we propose a novel method that can de-
compose an object into approximately convex parts. The
decomposition is achieved by minimizing total cost of the
cuts under some concavity constraints. Thus, it usually re-
sults in the number of decomposed parts is minimal. Our
Figure 9. Row A demonstrates the results in [13]; Row B demon-
strates the results of our method
result using th ir met od; Row B is the ults using our
me hod. Since som percep u l p r ave l rge concavity,
our method will ecompose the into multiple parts, for
ex mple, the leg and tail of e kangaroo in row B.
Fig. 10 co pares our ethods wit Reeb graph (col-
umn B). Th pr lem with Reeb graph is that it can just
capture parti l inf rmatio of a object. Since method
u ilize mul i le Re b graph , thus, more informati n, es-
pecially all important information is pr served. We obs rve
that o Reeb graph the ry exists th t allows for c mbinati n
f multipl Reeb graphs. Column D illustrates h convex
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tains five hapes fro MPEG-7 shape database. Column B
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Column D illustrates t e convex graphs of these shapes.
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Fig. 11 compares th approximate co vex r sults of
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method. Both methods can limit the concavity of the de-
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antee the nu ber of the cuts is minimal.
Fig. 12 demonstrates more 2D decomposed shapes from
M EG-7 shape database. For some objects, we can decom-
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will decompose a meaningful part int many approximate
c nvex sub-parts.
Fig. 13 demon tr tes som decomp sed 3D shapes.
Most of th ob ained parts see meaningful. Ho ever, in
th human model, the body and a leg belong to the same
par ; this is because the aim of our method is to de ompose
an object into approximate convex parts, it cannot guarantee
that all decomposed parts are meaningful.
Fig re 10. Reeb graphs and conv x graphs. Column A contains
five shape from MPEG-7 shape database. Column B illustrates
their Reeb graphs, using height functi ns al g vertical direction
as Morse functions. Column C shows the decomposition results
by our method, red li es are the final cuts. Column D illustrates
the convex graphs of these shapes
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our method
5. Conclusion
In this paper, we propose a novel method that can de-
compose an object into approximately convex parts. The
decomposition is achieved by minimizing t tal cost of the
cuts under some concavity constraints. Thus, it usually re-
sults in the number of decomposed parts is minimal. Our
Figure 9. Row A demonstrates the results in [13]; Row B demon-
str tes the results of our method
results using th ir m thod; Row B is the results using our
method. Since some p rceptual art h ve large concavity,
our m thod w ll ecompose them into m ltipl parts, for
exam le, the leg and t il of th kangaroo in row .
Fig. 10 co ar s our ethods with Reeb graph (col-
umn B). The pr bl m with Reeb graph is th t it an just
capture parti l information of an object. Since our method
utilizes multiple Re b gr phs, thus, more information, e -
pecially a l important information is preserved. W obs rve
that no Reeb graph theory exists that all ws for combination
of multiple Reeb graphs. Column D illustrates the convex
gra h obtained by our meth d. In Fig. 10, column A con-
a ns five shape fro MPEG-7 shape databa e. Column B
illustrates their Reeb graphs, using height functions alo g
vertical direction as Morse f nction . Column C shows the
d composition r sults by our method, red lines are the cuts.
Column D illustrates the convex graphs of these shapes.
Accordi g to (4), when the costs of ll cuts are nearly iden-
tical, we seek for a minimal number of cuts. The second
image (fork) illustrates suc situation. Ther ar just fou
cuts; th second branch and the c nter part r in one part.
Fig. 11 compares the approximate convex results of
our method with th method proposed by Jyh-M ng Lien
[11]. The second row shows the decomposed results of our
met od. Both met ods c n limit the conc vity of the de-
composed parts, alth ugh the definitions of concavity ar
different. The advantage of our method is that it can guar-
antee the number of the cuts is minimal.
Fig. 12 demonstra es more 2D decom osed shapes from
MPEG-7 shape database. For some objects, we ca decom-
pose the into meaningful parts; but in many si uations, it
ill decompose a meaningful par nto many approximate
convex sub-parts.
Fig. 13 demonstrates some decomposed 3D shapes.
Most of the btained parts seem meaningful. However, in
the human model, t body and a leg belong to the same
part; this is because the aim of our ethod is to decompose
an object into approximate convex parts, it cannot guarantee
that all decomposed parts are meaningful.
Figur 10. Reeb raphs and c nvex graph . Column A contains
five shapes from MPEG-7 shape database. lumn B illustrates
their Reeb graphs, using height functions along vertical direction
as Morse functions. Column C shows the decomposition results
by our method, red lines are the final cuts. Column D illustrates
th convex graphs of these shapes
Figure 11. The results of approximate convex decomposition. The
first row is the results in [11] and the second row is the result of
our method
5. Conclusion
In this paper, we pro ose a novel method that can de-
e a object into approxi ately convex parts. The
decompo ition is achieved by minimizing total cost of the
cuts under som c ncavity c nstraints. Thus, it usually re-





TABLE I: Comparison of decomposition results on S & V data set. H represents
the overall similarity between C and human decomposition. Higher is better.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 0.69 6.85
CSD [18] 3.80 3.0 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The decom osition results by the proposed m thod, with (a) tDCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 and (d) tDCE = 3, respectively. The simplified polygons
are in blue dashed lines while the determined part-cuts are in red solid lines.
possess clearly defined perceptual meanings and have been
discussed accordingly when they are introduce . Other pa-
rameters include the stopping parameter tDCE of DCE, the
number of directions nd for generating single-minimum part-
cut hypotheses, and the threshold th1 associated with the
neighb rho d histogram.
Th parameter tDCE tells how si ilar the simplified polyg n
with the origin shape boundary. Most discussions in Section II
are based o the assumpti n t at the polygon obtain d by DCE
is an approximat version of th sh pe’s boundary. Thus, tDCE
should be small to maintain a high degree of s milarity. We
exami e the impact of this parameter the final p rformanc
of our method. As shown in Fig. 7, the propose m thod works
well for different values of tDCE. With a small tDCE, the det il
of th sha e boundary is kept, which in general introduces a
large numb r of s all parts. When the value of tDCE incre ses,
the d comp sitio t nds to mi more d tail parts and tolerate
more distortions at the same tim .
Fig. 8(c) summaries the impact of tDCE on the p rformance
n the S & V data set. The average number of part-cuts
|C| is always not far from the psychophysical result of 3.97.
The highest H is obtained (wi h tDCE around 0.1) whe |C|
approximately fits it. It als shows that the average number of
m− points is always s all (less t an 20), which gu rantees
the low complexity of the proposed lg rithm.
For comparison, we also plot the influence of τ to ACD and
ε to CSD (τ and ε are both thresholds for c ncavity si il r
to tDCE) in Fig. 8 (a) and (b), respectively. In (a), |C| is very
large at a small τ nd decr ases almo t exponentially when τ
TABLE II: The score of H (left) d |C| (right) for the S & V dat set based on
different pairs of para ters.
th1
nd 8 16 24 32
0.2 8.48 / 4.23 8.44 / 4.51 8.40 / 4.61 8.51 / 4.82
0.4 8.59 / 3.93 8.54 / 4.07 8.59 / 4.23 8.35 / 4.32
0.6 8.33 / 3.86 8.35 / 3.95 8.34 / 4.08 8.10 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 .24 / 3.98 8.01 / 4.10
Fig. 9: Fro top to b ttom: decomp sition results of [22], [18], [17] and our method.
increas s. The highest H is obtain d when |C| is three times
larger than th psychophy ical r ults. It is lo r wh |C|
re ches 3.97 with τ b ing ar u 10. In (b), H keeps l wer
than 5, and |C| reaches 3.97 with ε b ing around 0.03.
W als evaluate the influ nce of t e the two parameters
nd and th1 on the S & V data set. In the exp rim nts, nd
varies from 8 to 32 with an incr a e of 8 at e h s ep a d th1
r nges from 0.2 to 0.8 with an increas of 0.2 t each t p.
The results are reported in Table II. For H, th higher
is better, and for |C|, the closer to 3.97 is better. The best
parameter etti gs are nd = 8 an th1 = 0.4. We ca s e hat
nd = 16 is usually ufficient for generating single-mi imum
part-cut hypoth s s. W en d > 16, not nly the complexity
incr ases, but th decomp ition res l s ar als le s consistent
with th psychological results.
. More results
To further evaluate the vi ual naturalne s of the proposed
algorithm, we compare the deco position results of [22], [18],
[17] and our method in Fig. 9. As we can see, the first and
the fourth row produce similar and intuitive results, while the
econd and the third row may parse a long bend (e.g., the tail
of the kangaroo) i t parts.
Fig. 10 compares the ecomposition results of some shapes
from the MPEG-7 sha e datab se produced by ACD [17],
CSD [18] and our method. It can be seen that our method
produces less part-cuts and the r sults are more natural.
Fig. 11 demo strates the obustness of our method in the
prese ce of n ise, occlusion, articulation and rotation. We
deal wit noise by in r asing tDCE. As i the first column,
the nois d “T” shape is firstly e-n ised to a closed polygon
(drawn i red l es) and then dec mposed nto two p ts. W
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TABLE I: Comparison of decomposition results on S & V data set H represents
the overall similarity between C and human decomposition. Higher is bet er.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 0.69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The decomposition results by the pro osed method, with (a) tDCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 and (d) tDCE = 3, es ectively. The si plified polygo s
are in blue dashed lines while the determined part-cuts are in red s lid line .
possess clearly defined perceptual meanings and have been
discussed accordingly when they are introduced. Other pa-
rameters include the stopping parameter tDCE of DCE, the
nu ber of d rections n f r generating singl - inimum part-
cut hypotheses, nd the threshold h1 as oc ated with the
neighborhood histogram.
The ram ter tDCE t ll how s milar the simplifie polygon
w th t o igin sh e boundary. Most discussions in Secti n II
are based n the assumption that the polygo obtained by DCE
is an a roximate version of the shape’s boundary. Thus, tDCE
should be sm ll to mai tain a high degree of similarity. W
examine the impact of his ara eter on the final perf rman
of our method. As shown in Fig. 7, the proposed method works
well for different val es of tDCE. With a small tDCE, the detail
of the shap bou dary is kept, which in general introduces
large number of small parts. When the value of tDCE increases,
t e decomp ition tends to miss ore detail parts and tol rate
m re dist rtions t th ame t me.
Fig. 8(c) summari s the imp ct of DCE on the performance
on the S & V data set. The aver ge number of part-cuts
|C| is always not fa from he psychophysica re ult of 3.97.
The highest H is obtai ed (with tDCE around 0.1) when |C|
approximately fits it. It also shows that the average number of
m− points n is a ways sm l (less th n 20), which guarantees
th l w complexity f the pr posed lgorithm.
For comparison, we also plot the influence of τ to ACD and
ε to CSD (τ and ε are both thresholds for concavity similar
to tDCE) in Fig. 8 (a) and (b), respectively. In (a), |C| is very
large at s all τ and decreases almost exponenti l y whe τ
TABLE II: The score of H (left) and |C| (right) for the S & V data et based on
different pairs of p ram ters.
th1
nd 8 16 24 32
0.2 8.48 / 4.23 8.44 / 4.51 8.40 / 4.61 8.51 / 4.82
0.4 8.59 / 3.93 8.54 / 4.07 8.59 / 4.23 8.35 / 4.32
0.6 .33 / 3.86 8.35 / 3.95 8.34 / 4.0 8.10 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
Fig. 9: From top to botto : decomposition results of [22], [18], [17] and our method.
increase . T highest H is obtained whe |C| i t ree tim s
larger th n the psych physic l res lts. It is lower when |C|
reaches 3.97 with τ being r und 10. In (b), H keeps lower
than 5, an |C| reaches 3.97 with ε being und 0.03.
We also valuat the influence of the other two parameters
nd and th1 on t e S & V data set. In the experi ents, nd
varies from 8 o 32 with an increase of 8 at e tep and th1
ra ges from 0.2 to 0.8 with an increase of 0.2 at each step.
The res lts are reported in Table II. For H, the higher
is b tter, nd for |C|, the closer t 3.97 is b tter. The best
parameter settings are nd = 8 nd th1 = 0.4. We can see that
nd = 16 is usually s fficient for generating sin l - i imum
p rt-cut hypotheses. W en nd > 16, not only th complexity
incre s s, but the decompo ition results are als l consistent
with t e psycholo ical results.
C. More results
To further ev luate the visual naturalne s of th pr posed
algorithm, we compare the decomposition results of [22], [18],
[17] and our ethod in Fig. 9. As we c n see, the first and
the f urth row produc simil r and int itive results, while the
second and the third row may pars a long b nd (e.g., the tail
of t e kangaroo) into parts.
Fig. 10 compares the dec m osition results f ome shapes
from the MPEG-7 shape database produced by ACD [17],
CSD [18] and our method. It can be seen that our method
pro uces less part-cuts and the res lts are more natural.
Fig. 11 demonstr t s the robust ess of our method in the
presence of noise, occlusion, articulation and rotation. We
deal with noise by increasing tDCE. As in the first column,
the noised “T” shape is firstly de-noised to a close polygon
(drawn in red lines) and then ec se into two parts. We
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TABLE I: Comparison of decomposition results on S & V d ta set. H represents
the overall similarity between C and human decomposition. Higher is better.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 0.69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The decom osition results by the proposed method, with (a) tDCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 and (d) tDCE = 3, respectively. The simplified polygon
are in blue dashed lines while the d termined part-cuts are in red solid lines.
possess clearly defined perceptual meanings and have b en
discussed a cordingly when th y ar introduced. Other pa-
ram ters include the sto ping param ter tDCE of DCE, the
number of directions nd for generating si gle-mini um part-
cut hypotheses, and the threshold th1 associated with th
neighb rh od histogram.
The param ter DCE tells how similar the simplified polygon
with the origin shape boundary. Most discussions in Section II
are based on the assumption tha the polygon obtained by DCE
is an a roximate version of the sha e’s boundary. Thu , DCE
should be small to maintain a high degr e of similari y. We
examine the impact of this arameter on the final performa ce
f our method. A shown in Fig. 7, the pr posed method works
wel for different val es of tDCE. With a small tDCE, the detail
of the shape b undary is kept, which in ge eral i troduces
large number of small parts. When the value of tDCE increases,
the decompos tion tend to miss more detail parts and tolerate
more dist rtions the ame time.
Fig. 8(c) u maries the impac of tDCE o the perfo mance
n th S & V data set. The averag number part-cuts
|C| is always not far fr m the psychophysical r sult of 3.97.
The highe t H is btained (wit tDCE round 0.1) wh n |C|
a proximately fits it. It also sho s tha the av rage number of
m− points n is alway small (less tha 20), which guarant es
the low complexity of he proposed alg rithm.
For comparison, we also plo the influence of τ t ACD and
ε to CSD (τ and ε are both thresholds for concav ty similar
to tDCE) in Fig. 8 (a) and (b), respectively. In (a), |C| is very
large t a mall τ and decreases almost exponentially when τ
TABLE II: The score of H (left) and |C| (right) for the S & V d ta et b s d on
diff rent pairs of p ram ters.
th1
nd 8 16 24 32
.2 8.48 / 4.23 . 4 / 4.51 8.40 / 4.61 8.51 / 4.82
0.4 8.59 / 3.93 .54 / 4.07 8.59 / 4.2 8.35 / 4.32
0.6 8. 3 / 3.86 8.35 / 3.95 8.34 / 4.08 8.10 / 4.18
.8 8. 3 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
Fig. 9: From top to b ttom: deco p si i n r ults of [ 2], [18], [17] and our met od.
increases. The highest H is obtain d when |C| is thr e times
larg r tha the psycho hy ic l sult . It s lower when | |
reaches 3.97 with τ b ing around 10. In (b), H eps lower
than 5, and |C| re ches 3.97 with ε being around 0.03.
We also valuate t e infl ence of th other tw aramet rs
d and th1 on the S & V data set. In the experiments, nd
varies from 8 o 32 ith an increase of 8 at ea step and th1
ranges fr m 0.2 o 0.8 with an increa e of 0.2 at ach step.
The results are reported in Tabl II. For H, th higher
is better, and for |C|, the closer to 3.97 is better. The be
para ter sett ngs are n = 8 and th1 = 0.4. We an s e at
nd = 16 i usually sufficient for generating singl - inim m
part-cut hypotheses. When nd > 16, not only the complexity
increases, bu th d comp s tion results are also le s con istent
with the psychol gical results.
C. More results
To further evaluate the visual natural e s f the proposed
algorithm, we compare the decompos tion results of [ 2], [18],
[17] and our method in Fig. 9. As we can s e, the first and
the fourth row produce similar and intu tive results, while the
second and the third row may parse a long bend (e.g., the tail
of the kangar o) in o parts.
Fig. 10 co p res the deco pos ti n r sults f som shapes
from the MPEG-7 sh pe datab se produced by ACD [17],
CSD [18] and our method. It can be s en that our e hod
pro uc s le s part-cuts and the results ar m re natural.
Fig. 1 emonstrates the robustne s of our method in the
presence of noise, o clusion, articulation and rotation. We
deal with noise by increas ng tDCE. As in the first column,
the nois d “T” shape is firstly de-noised to a clos d p lygon
(drawn in red lines) and then decom o d into wo p rts. We
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TABLE I: Comparison of decomposition results on S & V data set. H represents
the overall similarity between C and human decomposition. Higher is better.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 0.69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The decomposition results by the proposed method, with (a) tDCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 and (d) tDCE = 3, respectively. The simplified polygons
are in blue dashed lines while the determin d part-cuts are in red solid lines.
possess clearly defi ed p rceptual mean ngs and have been
discussed accordingly when they are introduced. Oth r pa-
rameters include the stopping parameter tDCE of DCE, the
number of dir ctions nd for generating single-minimum part-
cu hypotheses, and th threshold th1 associa ed with the
neighborhood histogram.
The parameter tDCE t lls how similar the simplified polygon
with the origi s ape oundary. Most discussion i Section II
are bas d n the assumpt that t e polygon bt ined by DCE
is an approximate version of the s ape’s boundary. Thus, DCE
h uld be small t aintain high degree of similarity. We
examine the impact f th s para eter on the final p rformance
of our method. As shown i Fig. 7, the proposed method works
well for iffer nt values of DCE. Wit a small tDCE, the deta l
of the shape b undary is kept, which i general int oduces a
large n mber of small parts. hen the v ue of tDCE increases,
t e decompositi n tends to miss more detail parts and t lerate
more distortions at the same time.
Fig. 8(c) summa i s the impact of tDCE on th performance
on he S & V data set. The aver ge number of part-cuts
|C| is always not far from the psychophysical result of 3.97.
The highest H is obtained ( ith tDCE around 0.1) when |C|
approximately fits it. It also shows that the average number of
− points n is always small (less than 20), which guarantees
the low com l xi y of the pr p sed algorithm.
F r c mparison, we lso plot th influ nce f τ to ACD nd
ε to CSD (τ and ε are both th esho ds for concav t similar
to tDCE) in Fi . 8 (a) and (b), respect vely In (a), |C| is very
large at a small τ and decreases almost expone tially when τ
TABLE II: The score of H (l ft) a d |C| (right) for the S & V data set based on
different pairs of parameters.
th1
nd 8 16 24 32
0.2 8.48 / 4 23 8.44 / 4.51 8.40 / 4.61 8.51 / 4.82
0.4 8.59 / 3 93 8.54 / 4.07 8.59 / 4.23 8.35 / 4.32
0.6 8. 3 / 3.86 .35 / 3.95 8.34 / 4.08 8.10 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
Fig. 9: From to to bottom: decompos ion r sult of [22], [18], [17] and ur thod.
i creases. The highest H is ob ained when |C| is hre tim s
larger than th psyc op ysic l r sult . It i low r when |C|
r aches 3.97 with τ bei g a und 10. In (b), H keeps lower
than 5, and |C| r ach s 3.97 with ε be ng around 0.03.
We lso evaluat the influ ce of th th wo para eters
nd nd th1 on the S & V dat set. In the xperiments, d
varies from 8 to 32 with an increa of 8 at ea h st p and th1
ranges from 0.2 to 0.8 with an increase of 0.2 at each step.
Th r sults re reported i Table II. For H, the high r
is etter, and for |C|, the cl ser to 3.97 is b tter. The b st
pa amet r ettings are nd = 8 nd th1 = 0.4. W c see t at
nd = 16 is usually suffic e t for ge erati g single- i imum
part-cut hypo eses. Wh n nd > 16, ot only the mpl xity
increas s, but t e de omp sition results are also less consistent
with the psycho ogical results.
C. More r sults
T fur her evalu te t vis al a uraln ss of the pr posed
algorithm, we comp re the decomposition results of [22], [18],
[17] and ou method in Fig. 9. As we can see, th fir t nd
the fourth row produce similar and intuiti results, while the
secon and the third row may parse a long b nd ( .g., the tail
of t e kangaro ) int par s.
Fig. 10 compare th decompositi results f some hapes
from the MPEG-7 shap database pr duced by ACD [17],
CSD [18] and our method. It can be seen that our method
produces less part-cuts and the results are more natural.
Fig. 11 demonstrates the r bu tness of our method in the
pr se c of noi e, occlu ion, articulati n a d rotation. We
deal ith no e y i creasi g tDCE. As in the first column,
the noise “T” shape is fi stly de-noised to a cl sed p lygon
(drawn in red lines) and then decomposed into two p rts. We
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TABLE I: Comparison of decomposition results on S & V data set. H represents
the ov rall similarity between C and huma d composition. Higher is better.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 0.69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The decomposition results by t e proposed method, with (a) tDCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 and (d) tDCE = 3, respectively. The simplified polygons
are in blue dashed lin s while th determined part-cuts are in red solid lines.
possess clearly defined perceptual meanings and have been
discuss accordingly when they ar introduced. Other pa-
am ters include the stopping parameter tDCE of DCE, the
number of dir ctions nd for enerating single-minimum part-
cut hypotheses, and h threshold th1 associated with the
n ighborhood histogram.
The par meter tDCE t lls h w similar the simplified polyg
with the origin shape boundary. Most discussions in Section II
re based on t e assu ption that t polygon obtain d by DCE
is a ap roximate version f t e shape’s boundary. Thus, tDCE
should be s all to maintain a high gree of similarity. W
examine the impact of this parameter on the final performance
of our method. As shown in Fig. 7, he proposed method works
well f r diff rent values of tDCE. With a small tDC , the deta
of the shape boundary is kept, whi h in general introduces a
large number of small parts. When the val e of tDCE inc ea es,
the dec mposition ten s to miss more detail parts and tolerate
more distortions at the sam time.
Fig. (c) sum aries the impact of tDCE on the performa ce
on the S & V d ta et. The average number of part-cuts
|C| is alway n t r from the psychophysical result of 3.97.
The highest H is obtained (with tDCE around 0.1) when |C|
ap roximately fits it. It also shows that the average number f
− points n is always small (less than 20), which guarante s
the low omplexity of the proposed algorithm.
For c mpar son, we also plot the i fluence of τ to ACD and
ε to CSD (τ and ε are both thresholds for concavity similar
to tDCE) in Fig. 8 (a) and (b), respectively. In (a), |C| is very
large at a small τ and d creases almost exponentially wh n τ
TABLE II: The score of H (l ft) and |C| (right) for the S & V dat set based on
different pairs of p ramet rs.
th1
nd 8 16 24 2
0.2 8.48 / 4.23 8.44 / 4.51 .40 / 4.61 8.51 / 4.82
0.4 8.59 / 3.93 8.54 / 4.07 .59 / 4.23 8.35 / 4.32
0.6 8.3 / 3.86 8.35 / 3.95 .34 / 4.0 8.10 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
Fi . 9: From top to bott m: decom o ition results of [22], [18], [17] an our method.
increas s. T high st H is ob ai ed hen |C| is three time
l rger t t sychophysical r sults. It lower wh n |C|
re ches 3.97 wit τ b ing ar u d 10 In (b), H ke ps low r
than 5, and |C| rea hes 3.97 wi ε being around 0.03.
We also evaluate the i fluence of the other two paramet rs
nd and th1 n the S & V data set. In the experiments, d
varies fr 8 32 w t an increase of 8 at ch st p d t 1
ranges fr m 0.2 to 0.8 with an incre se of 0.2 at each step.
The results are reported in Table II. For H, the higher
is better, and for |C|, the closer to 3.97 is bett r. The best
parameter settings ar nd = 8 nd th1 = 0.4. We can see that
d = 16 is usually suffi ient for generating single-minimum
par -cut hypotheses. When nd > 16, not on y th compl xity
increas s, b t t e decompo iti r sul s are also less o sist n
with the psychological results.
C. More results
To further evaluate the visual naturalness of the proposed
algorithm, we c mpare the decompositi n result f [22], [18],
[17] and our method in Fig. 9. As we can see, the first and
th fourth row produce similar and intuitive results, while the
second and the third row may arse a long bend (e.g., the tail
of the kangaro ) into parts.
Fig. 10 compar s th decomposition res lts of ome shapes
from the MPEG-7 shape database produced by ACD [17],
CSD [18] nd our method. It can be seen that our me hod
produces less part-cuts and the results are more natural.
Fig. 11 demonstrates the robus ness of our meth d in the
presence f noise, occlusion, articulati n nd rotation. We
deal with noise by increasing tDCE. As in the first column,
the noised “T” sha e is firstly de-noised to a closed polygon
(drawn in red lines) and then decompo ed into two parts. We
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TABLE I: Comparison of decomposition results on S & V data set. H represents
the overall similarity between C and human decomposition. Higher is better.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 0.69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c)
Fig. 7: The deco position results y th r
tDCE = 0.5, (c) tDCE 1 and (d) t , r i
are in blu dashed lines hile th t r i t
possess clearly e r t
discuss d accordi l t
a et rs include t e st i
u ber of dir cti s f r
cut hypotheses, a t t l i t it
neighborhood hist r .
The para eter t E tell o i il r t i li l o
with the origin s a e r . st is ssi s i ti II
are based on t e ass m ti t t the l t i
is a ap roxi ate ersi f the s a e’s ar . s, t CE
should be s all to intain a hi h degree of s ilarity.
e a i th i pact of this ara eter on th final perfor ance
of our ethod. s sho n in Fig. 7, the proposed ethod orks
well for different values of tDCE. ith a s all tDCE, the detail
of the shape boundary is kept, hich in general introduces a
large nu ber of s ll parts. hen the val e of tDCE incre ses,
the deco position tends to iss ore detail parts and tol rate
more distortions at the sa e time.
Fig. 8(c) mmari s the impact of tDCE on the p rformance
on the S & V data set. The average number of part-cuts
|C| is always not far from the psychophysical result of 3.97.
The highest H is obt ined (with tDCE around 0.1) wh n |C|
approxim ely fits it. It als s ows that the aver ge number
m− p ints n is always sm ll (les th n 20), whi h guarante s
the low co plexity of the prop sed algorithm.
For comparison, we also plot t e influence of τ to ACD and
ε to CSD (τ and ε are both thresholds for concavity similar
to tDCE) in Fig. 8 (a) nd (b), respectively. In (a), |C| is very
large at a small τ and decreases almost exponentially when τ
TABLE II: The score of H (left) and |C| (right) for the S & V data et bas d n
differe t p irs of parameters.
th1
nd 8 16 24 32
0.2 8.48 / 4.23 8.44 / 4.5 8.40 / 4.61 .51 .82
0.4 8.59 / 3.93 8.54 / 4.07 8.59 / 4.23 .35 / .32
0.6 8.33 / 3.86 8.35 / 3.95 8.34 / 4.08 8.10 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
. : r t t to : deco p ition r sults of [22], [18], [17] and our method.
e . i est is btai ed w n |C| is thr e times
h t p hysic l results. It is low r when |C|
. it ei g arou d 10. In (b), k eps l er
, | | r c es 3.97 it ε being around 0.03.
l t t e in uence of the other two parameters
t data set. In the experim nts, nd
o t it an increase of 8 at e ch te nd th1
. t . ith a incr ase of 0.2 at ach step.
l r re rted n Tabl I. For , the higher
i t r, f r | |, the closer to 3.97 is be ter. The best
r t r tti s re d 8 nd th1 0.4. e can s e that
d is s ll s f cient for generating single-minimum
art-c t e es. en d 16, not only h compl xity
incr a es, but t e deco po iti n results are al o less co sistent
i the psychol gical r sults.
. ore r ults
To furt er evaluate the visual naturalness of the p oposed
algorith , we are the deco position results of [22], [18],
[17] and ur e od in Fig. 9. As we can ee, the first and
the fourt row produce imilar and intuitive result , while the
s cond and the third r w m y parse a lo g bend (e.g., the tail
of th kangaroo) into parts.
Fig. 10 compares the d c mposition results of some shapes
from the MPEG-7 shape d t base produced by ACD [17],
CSD [18] and our method. It can be seen that our method
prod ces l ss par -cuts and the re ults are m re atural.
Fig. 11 demonstrates the robustn ss of our metho in the
presence of oise, occlus on, articulat on d rotation. We
deal with noise by increasing tDCE. As in the first column,
the oised “T” shape is firstly de-noised to a closed polygon





MP G-7 ψ=0.005R ψ=0.01R ψ=0.03R ψ=0.06R
dataset ACD↓ CSD↓ ACD↓ CSD↓ ACD↓ CSD↓ ACD↓ CSD↓
bat 14.3% 8.9% 20.8% 11.3% 16.2% 6.8% 8.6% 6.5%
beetle 23.8% 10.3% 22.9% 9.0% 21.9% 16.0% 19.3% 14.4%
bird 18.5% 13.6% 23.8% 12.5% 12.8% 7.6% 17.4% 10.6%
butterfly 4.4% 5.8% 13.1% 7.2% 16.9% 8.8% 32.7% 12.9%
camel 1 .1% 10.5% 15.2% 3.3% 21.1% 9.5% 21.3% 4. %
carriage 5.5% 3.7% 13.8% 9.2% 15.6% 9.5% 18.4% 13.3%
cattle 24.9% 14.6% 24.5% 10.7% 27.4% 8.9% 23.0% 12.3%
chicken 19.0% 10.0% 2 .1% 15.2% 24.0% 10. % 3.1% 5.2%
chopper 8.9% 7.7% 16.2% 10.4% 22.1% 10.7% 17.4% 11.3%
crown 16.0% 9.2% 20.7% 11.9% 27.8% 14.6% 19.4% 16.7%
deer 1 .0% 14.5% 24.2% 10.5% 15.3% 4.2% 22.6% 13.3%
dog 23.8% 15.4% 18.8% 7.6% 24.5% 9.2% 15.7% 10.5%
elephant 24.1% 12.0% 24.0% 8.9% 24.9% 9.7% 25.2% 7.8%
fly 11.9% 9.2% 8.9% 5.6% 4.2% 3.9% 10.6% 8.4%
horse 20.1% 8.0% 23.8% 5.1% 19.8% 1.1% 18.8% 6.1%
horseshoe 26.1% 18.6% 21.9% 11.7% 23.5% 14.8% 12.2% 12.2%
lizard 18.2% 10.4% 15.9% 10.0% 27.5% 15.2% 11.7% 7.3%
Misk 29.8% 30.7% 24.2% 11.9% 25.8% 20.3% 13.2% 15.4%
Mickey 24.6% 13.4% 14.0% 10.5% 19.8% 12.9% 17.3% 8.5%
spring 22.6% 12.6% 25.1% 13.7% 24.5% 15.8% 25.7% 6.9%
Table 2. The average reduction rate of MNCD comparing with
ACD [10] and CSD [12], n the MPEG-7 dataset, where R is the
radius of the shape’s minimum enclosing disk.
Figure 7. The first row sh s the decomposition results of [ 4],
and t second r w shows the results of MNCD.
by Mi and Decarlo [14]. Mi’s meth d is spec fically d -
signed to decompose 2D shapes into natur l pa ts. The first
row ar the decomp sition r sults of their method, and th
second row are th resul s of MNCD. As w can s e, when
co sideri g the mini a rule and short cut rul i our formu
lation, our method decomposes shapes into parts wi h hig
visual n turalness co parable to [14], such s t e legs, head
and bo y of the animal, the leaf and st m of th tree, etc.
In F g.11, ore comparis ns among ACD [10], CSD
[12] and our method are pr vided, with ψ=0 03R. Th
decompositions of our method produce the least and m re
natural recog it on primitives. At this c ncavity t lera ce,
MNCD d composes th anima s i to primitives such s
head, body, legs and tail, a d av id decomposing h m into
redundant arts as [10, 12].
Without introducing redundant parts, MNCD is robust to
local distortions, s shown in th first r w of Fig.12. The ro-
bustness o ur m th d is more obvious wh n h re are large
local dist rtions as shown in the last row of Fig.1, while th
existing decompo i ion ethods produce many redunda t
noise part . Besides, our MNCD impose t o perception
rules to guide the decomp sition, t u i produces mor nat-
ural p r s, which make MNCD robust to shape deforma-
tion, as illustrated in the second row f Fig.12.
Figure 8. Illustration of our hand gesture recognition using the
Kinect depth camera and MNCD. The first and second columns
are the c lor and depth image in the new dataset; the t ird column
is the image segment tions of hands; the l st column is the MNCD
decompositions of the h nd shapes.
Thanks to the robust shape representation of our MNCD,
it has a high potential for shape-based visual recognition
tasks. In the next section, we apply it to hand gesture recog-
nition.
4.2. Hand Gesture Recog ition
For hand gesture recognition based HCI [5], sually the
color, texture, shading, and context information are not
robus for successful recognition, while the shape feature
alone is often sufficient. However, the vision-based hand
gestur recognition is extremely hard, because of two pri-
ary problems: 1. It is hard to segment the h nd out of the
image ith cluttered background; 2. Even with the shape of
a hand, xi ng repr se tations are not robust nough for
gesture recognitio . For example, the contour-based and
the skeleton-based representations can be affected by large
local noises.
Wi h the adv nt of Ki t dept camer [1], we can
ccurately s gment the and shape using both image and
d th information, as shown in Fig.8. Aft r that, we ca
use MNCD to robustly represent the hand shape for ges-
tur recognition. With the Kinect depth camera, we col-
l ct new hand gesture dataset with both color images and
depth maps. Our dataset contains 3 hand gesture categories,
nam ly Rock, Paper and Scissors, each category has 50
ampl s. For each category, an example is shown in the
first two columns of Fig.8.
However, even with the help from the Kinect epth cam-
era, the image segm ntati n f the hand is not perfect. Due
to low-r solution, it easily int oduces large local distortions
or other types of noises on the contour, as shown in the third
olumn of Fig.8. However, our MNCD is robust to h dle
most of the variations, and decomposes hand shapes into
natural primitives such as fingers and palm. We can recog-
nize th hand gesture among Rock, Paper, Scissors by only
counti g he number of parts. Suppose k is the number of
308
MPEG-7 ψ=0.005R ψ=0.01R ψ=0.03R ψ=0.06R
dataset ACD↓ CSD↓ ACD↓ CSD↓ ACD↓ CSD↓ ACD↓ CSD↓
bat 14.3 8.9% 20.8 11.3 16.2% 6.8% 8.6% 6.5%
beetle 23.8 10.3 22.9 9.0% 21.9% 16.0 19.3% 14.4%
bird 18.5% 13.6% 23.8 12.5 12.8% 7.6% 17.4% 10.6%
butterfly 4.4% 5.8% 13.1 7.2% 16.9% 8.8% 32.7% 12.9%
camel 16.1% 10.5% 15.2 3.3% 2 .1% 9.5% 1.3% 4.8%
carriage 5.5% 3.7% 13.8 9.2% 15.6% 9.5% 18.4% 13.3%
cattle 24.9 4 6 24.5 10 7% 27.4% .9% 23.0% 12. %
chick n 1 .0% 10.0% 23.1 15.2% 24.0% 10.5% 3. % 5.2%
h pper 8.9% 7.7 16.2 10.4% 2 .1% 10.7% 17.4% 11.3%
crown 6. 9.2% 20.7 11.9% 27.8% 1 .6 19. % 16.7%
deer 18.0 14.5 24.2 10.5 15.3% 4.2% 22.6% 13.3%
dog 23.8 15.4 18.8 7.6% 24.5% 9.2% 15.7% 10.5%
elephant 24.1 12.0% 24.0% 8.9% 24.9 9.7% 25.2% 7.8%
fly 11.9% 9.2% 8.9% 5.6% 4.2% 3.9% 10.6% 8.4%
horse 20.1% 8.0% 23.8% 5.1% 19.8% 1.1% 18.8% 6.1%
horseshoe 26.1% 18.6% 21.9% 11.7% 23.5% 14.8% 12.2% 12.2%
lizard 18.2% 10.4% 15.9% 10.0% 27.5% 15.2% 11.7% 7.3%
Misk 29.8% 30.7% 24.2% 11.9% 25.8% 20.3% 13.2% 15.4%
Mickey 24.6% 13.4% 14.0% 10.5% 19.8% 12.9% 17.3% 8.5%
spri g 22.6% 12.6% 25.1% 13.7% 24.5% 15.8% 25.7% 6.9%
Table 2. The average reduction rate of MNCD comparing with
ACD [10] and CSD [12], on the MPEG-7 dataset, where R is the
r d us of the s ape’s minimum enclosing disk.
Figure 7 r t r s the dec position results of [ 4 ,
and the sec ro s s t e result MNCD.
by and ecarl [14]. i’s etho s specifically d -
signed to decompose 2D shap into n tu al parts. The fir t
row ar t e d compos i n results f their ethod, and he
second r w ar t e r sults f MNCD. As we c n see, when
considering the minima rule nd short cut rule in our formu-
l tion, our method decomposes shapes into parts with high
visual naturaln ss comparable to [14], such as the le s, head
and body of the ani a , the leaf and stem of the tree, et .
In Fig.11, m re comparisons among ACD [10], CSD
[12] nd our m th d are pro ided, with ψ=0.03R. Th
decompositions of our method produce the least and more
natural recognition primitives. At this concavity tolerance,
MNCD decomposes t e anima s into primitives such as
head, body, le s d tail, and avoid decomposing them into
re undant parts as [10, 12].
Wit out introdu ing redunda t parts, MNCD is r bus to
ocal istorti ns, s s own in the fir t row of F .12. Th ro-
bustness of o r method is more obvious when th re are large
loc l distortions as shown in the last r w of Fig.1, while the
existing dec mposition meth ds produce many redundant
n ise parts. Besides, our MNCD imposes two perception
rules to guid the composition, thus it produces more nat-
ral parts, which makes MNCD r bust to hap def ma-
tion, s illustr t in e se ond ro of Fig.12.
Figure 8. Illustration of our hand gesture recognition using the
Kinect depth camera and MNCD. The first and second columns
are the color and depth image in the new dataset; the third column
is the image segmentations of hands; the last column is the MNCD
decompositions of the hand shapes.
Thanks t the robust shape representation of our MNCD,
it has a high potential for shape-based visual recognition
tasks. In the next section, we apply it to hand g sture recog-
nition.
4.2. Hand Gesture Recognition
For hand gesture cognition based HCI [5], usually the
col r, texture, shading, and contex formation are not
robu t for successful recognition, while the shape feature
alone is often sufficient. However, the vision-based hand
gesture recognition is extrem ly ha d, because of two pri-
mary problems: 1. It is hard to segment the hand out of the
imag with cluttered background; 2. Even w th the shape of
a hand, existing repres ntations are not rob st enough for
g stur reco nition. Fo ex mple, the contour-based and
the skeleton-based representations can b affected by lar e
local oises.
With th ad nt of Kinect depth camera [1], we can
accurately segm nt th hand shape using both image and
dept information, a shown in Fig.8. After that, we can
u e MNCD to rob stly represent th h nd shape for ges-
ture recognit . With the Kinect d pth c mera, we col-
lect a new hand gestur dataset with both color images and
epth maps Our dataset cont ins 3 hand gesture categories,
namely Ro k, Paper and Sci sors, each category has 50
sa ples. For each category, an x mple is shown in the
first two columns of Fig.8.
However, even with the help from the Kinect depth cam-
era, the i ag segmentation of th hand is not perfect. Due
to low-resolution, it easily introduces large local distortions
or oth r types of noises o the c nt ur, as shown in the thir
column of Fig.8. However, our MNCD is robust to handl
m st of the variation , and dec mposes hand shapes into
natural primitives such as fi gers and palm. We can recog-
niz the hand gesture among Rock, P per, Scissors by only
c n ing the umber of parts. Suppose k is the number of
308
MPEG-7 ψ=0.005R ψ=0.01R ψ=0.03R ψ=0.06R
dataset ACD↓ CSD↓ ACD↓ CSD↓ ACD↓ CSD↓ ACD↓ CSD↓
bat 14.3% 8.9% 20.8% 11.3% 16.2% 6.8% 8.6% 6.5%
beetle 23.8% 10.3% 22.9% 9.0% 21.9% 16.0% 19.3% 14.4%
bird 18.5% 13.6% 23.8% 12.5% 12.8% 7.6% 7.4% 10.6%
butterfly 4.4% 5.8% 13.1% 7.2% 16.9% 8.8% 32.7% 12.9%
camel 16.1% 10.5% 15.2% 3.3% 21.1% 9.5% 21.3% 4.8%
carriage 5.5% 3.7% 13.8% 9.2% 15.6% 9.5% 18.4% 13.3%
cattle 24.9% 14.6% 24.5% 10.7% 27.4% 8.9% 23.0% 12.3%
chicken 19.0% 10.0% 23.1% 15.2% 24.0% 10.5% 3.1% 5.2%
chopper 8.9% 7.7% 16.2% 10.4% 22.1% 10.7% 17.4% 11.3%
crown 16.0% 9.2% 20.7% 11.9% 27.8% 14.6% 19.4% 16.7%
deer 18.0% 14.5% 24.2% 10.5% 15.3% 4.2% 22.6% 13.3%
dog 23.8% 15.4% 18.8% 7.6% 24.5% 9.2% 15.7% 10.5%
elephant 24.1% 12.0% 24.0% 8.9% 24.9% 9.7% 25.2% 7.8
fly 11.9% 9.2% 8.9% 5.6% 4.2% 3.9% 10.6% 8.4%
horse 20.1% 8.0% 23.8% 5.1% 19.8% 1.1% 18.8% 6.1%
hors shoe 26.1% 18.6% 21.9% 11.7% 23.5% 14.8% 12 2% 12.2%
liza d 18.2% 10.4% 15.9% 10.0% 27.5% 15.2% 11.7% 7.3%
Misk 29.8% 30.7% 24.2% 11.9% 25.8% 20.3% 13.2% 15.4%
Mi key 24.6% 13.4% 14.0% 10.5% 19.8% 12.9% 17.3% 8.5%
spring 22.6% 12.6% 25.1% 13.7% 24.5% 15.8% 25.7% 6.9%
Table 2. The average reduction rate of MN D comparing with
ACD [10] and CSD [12], on the MPEG-7 dataset, where R is the
radius of the shape’s minimum enclosing disk.
Fi ur 7. T first row shows the decomposi i n resul s of [14],
and he s con row s ows h r sults of MNCD.
by Mi and D carlo [14]. Mi’s method is specifically de-
sig ed to decompose 2D shapes i o atural parts. The first
row are the decompositio results of their method, and the
second ro are the esults f MNCD. s w c n see, when
consideri g the mi i a rule and short cut rule in our formu-
lation, our method decomposes s apes i to parts with high
visual natural ess co parable to [14], such as the legs, head
a d body of the animal, the l af and ste of the tree, etc.
In Fig.11, mor comparisons a ng ACD [10], CSD
[12] and our meth d are provided, with ψ=0.03R. The
decompositi ns of thod rod ce the least and more
natural recognition primitives. At this concavity tolerance,
MNCD dec mpose the a imal into prim tives such s
head, body, legs and tail, and avoid decomposi g th m into
redund nt parts s [10, 12].
Without introducing redun ant parts, MNCD is r bust to
local distortions, as shown in the first row of Fig.12. The ro-
bustness of our method is more obvious whe there are large
l cal distortions as shown in the last row of Fig.1, while the
existing decompo it n metho p oduce many redundant
noise parts. Besides, our MNCD imposes two perception
rules to guide the decomposition, thus it produces more nat-
ur l parts, which mak s MNCD robust shape def rma-
tion, as illu trated in the second row of Fig.12.
Figure 8. Illustration of our hand gesture recognition using the
Ki ect depth camera and MNCD. The first and second columns
are the color and depth image in the new dataset; the third column
is the image segme tations of hands; the last col m is the MNCD
decompositions of the hand shapes.
Thanks to the rob st shape representation of our MNCD,
it has a high potential for shape-based visual recognition
tasks. In the n xt section, we apply it to hand gesture recog-
nition.
4.2. Hand Gest re Recognitio
For hand gesture recognition bas d HCI [5], usually the
color, text re, shading, and context information ar n t
robust f r successful recognition, while the shape feature
alone is often suffi ient. However, the vision-based hand
g stur rec gnition is extremely hard, because of two pri-
ma y probl ms: 1. It i h d to segment the hand out of the
image with cluttered background; 2. Even with the shape of
a hand, xisting repr sentations re not robust nough for
gesture recognition. For example, the contour-based and
the sk leton-based representations can be affected by large
local n ises.
With the advent of Kinect depth c mera [1], we can
accu at ly segme t the hand shape using both image and
d pth information, as how in Fig.8. After that, we can
us MNCD to robustly epresent the and sha for ges-
ture recognitio . With the Kinect d pt c mera, we col-
lect a new hand gesture dataset with bo color imag and
depth maps. Our dataset co ta ns 3 han g sture categ ries,
namely R ck, Pape and Scissors, each category has 50
s mples. For each category, an example is shown in the
first two c lum s of Fig.8.
However, even with the help from the Kinect depth c -
era, the image s gmentation of th ha d is n perfect. Due
to low-resolutio , it easily in roduces large local distortions
or other types of noises on the contour, as shown in the third
column of Fig.8. However, our MNCD is robust to handle
most of th vari tions, and decomposes hand shapes into
natural primitives such as fingers and palm. We can recog-
nize the hand gesture among Rock, Paper, Scissors by only
counting the umber of parts. Suppose k is the number of
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MPEG-7 ψ=0.005R ψ=0.01R ψ=0.03R ψ=0.06R
dataset ACD↓ CSD↓ ACD↓ CSD↓ ACD↓ CSD↓ ACD↓ CSD↓
bat 4.3% 8.9% 20.8% 11.3% 16.2% 6.8% 8.6% 6.5%
beetle 23.8% 10.3% 22.9% 9.0% 21.9% 16.0% 19.3% 14.4%
bird 18.5% 13.6% 23.8% 12.5% 12.8% 7.6% 17.4% 10.6%
butterfly 4.4% 5. % 13.1 7.2% 16.9% .8% 32.7% 12.9%
camel 16.1% 10.5% 15.2 3.3 21.1% 9.5 21.3% .8%
carriage 5.5% 3.7% 13. 9.2% 15.6% 9.5% 18.4% 13.3%
cattle 24.9% 14.6% 24.5% 10.7% 27.4% 8.9% 23.0% 12.3%
chicken 19. % 10.0% 23.1% 15.2% 24.0% 10.5% 3.1% 5.2%
chopper 8.9% 7.7% 16.2% 10.4% 22.1% 10.7% 17.4% 11.3%
crown 16.0% 9.2% 20.7% 11.9% 27.8% 14.6% 19.4% 16.7%
deer 18.0% 14.5% 24.2% 10.5% 15.3% 4.2% 22.6% 13.3%
dog 23.8% 15.4 18.8 7.6% 24.5% 9. 15.7% 10.5%
elephant 24.1% 12.0% 24.0 8.9% 24.9% 9.7% 25.2% 7.8%
fly 11.9% 9.2% 8.9% 5 4.2 3.9% 10.6% 8.4%
horse 20.1% 8.0% 23.8 5 1 19.8% 1.1% 18.8% 6.1%
horseshoe 26.1% 18.6 21.9 11.7% 23.5% 14.8% 12.2% 12.2%
lizard 18.2% 10.4 15.9 10.0% 27.5% 15.2% 11.7% 7.3%
Misk 29.8% 30.7% 24.2% 11.9% 25.8% 20.3% 13.2% 15.4%
Mickey 24.6% 13.4% 14.0% 10.5% 19.8% 12.9% 17.3% 8.5%
spring 22.6% 12.6% 25.1% 13.7% 24. % 15.8% 25.7% 6.9%
Table 2. The average r duction rate of MNCD comparing with
ACD [10] and CSD [12], on the MPEG-7 ataset, where R is the
radius of the shape’s minimum encl sing disk.
Figure 7. The first row shows th osition result f [14],
a d the second r sh ws the sults f CD.
by Mi and Decarlo [14]. Mi’s thod is sp cific lly de-
signed to dec po 2D shap s nt natural parts. The fi st
ow are t d c m osition re ults f th r m th d, an the
second r w are e results of MNCD. A we can see, wh
considering the mi ima rul and short cut ule in our formu-
lation, our method d composes shapes into part with igh
visual natura ness co parable to [14 , such as the legs, head
and body of t e animal, the l af and stem of the tree, etc.
In Fig.11, ore comparis ns among ACD [10], CSD
[12] and our meth d are provided, it ψ=0.03R. The
decompos tions of our method p oduce the least and m re
natural recognit on pr mitiv s. At this concavity tolera ce,
MNCD deco poses the animals into primitives such as
head, body, legs and tail, and avoid decomposing them into
redundant par s as [10, 12].
Without introducing redundant par s, MNCD is robust to
local distortions, as sho n in th first row of Fig.12. The r -
bustness of our thod is ore obvi us whe ther are large
local disto ions as shown in the last row of Fig.1, while the
existing decomposition ethods produce many redu dant
noise parts. Besides, our NCD imposes two perception
rul to g i e the decomposition, thus it produces more nat-
ur l parts, whi h akes MNCD obust to shape deforma-
tion, as illustrated in the second row of Fig.12.
Figure 8. Illustration of our hand gest re reco nition using the
Kinect depth camera and MNCD. The first and second columns
are the color and depth image in the new dataset; the third column
is the image s gment tions of hands; t e last column is the MNCD
decompositions of th hand sh p s.
Thanks to the robust shape repre entation of our MNCD,
it has a high potential for shape-based visual recognition
tasks. In th next section, we apply it to h nd gesture reco -
nition.
4.2. Hand Gesture Recognit on
For hand gesture recognition based HCI [5], usually the
color, textur , shading, an context inf rmation are not
obust for successful recognition, while th shap feature
alone is often sufficie t. However, the ision-based hand
ges re reco nitio is extrem y hard, b cause f two pri-
mary prob s: 1. It is h rd o segment the ha d out of the
image wit cluttered background; 2. Even with th s ape of
a hand, xist g represent tion are n t robust n ugh for
gest r r c gnition. For example, the contour-based and
the skeleton-based repre ntation can be affected by large
local noises.
With the advent of Ki ect depth camera [1], we can
acc rately segm nt th ha d shape using both image and
d p h i f rm tion, a sh wn in Fig.8. Aft r that, we c n
us MNCD to robustly represent the hand shape for ges-
tur recogni ion. With the Kinect depth camera, we col-
l ct a new and gesture dataset with bot color imag s and
depth ap . Our data et contains 3 hand ge ture categories,
amely Rock, Paper and Scissors, each category has 50
samples. For each category, an example is show in the
first two columns of F g.8.
However, even with the help from the Kin ct depth cam-
era, the imag seg entation of the hand is not perfect. Due
t low-res lution, it asily introduces large l c l istortions
or ther types of noise on the c ntou , as shown in the third
column of Fig.8. Howev r, our MNCD is robust to handle
most of th variations, and decomposes hand shapes into
natural rimitiv s such as fingers and palm. We can recog-
nize the and gesture among Rock, Paper, Scissors by only
counting the number of parts. Suppose k is the number of
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TABLE I: Comparison of decomposition results on S & V data set. H represents
the overall similarity between C and human decomposition. Higher is better.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 .69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The decomposition results by t e proposed met d, with (a) DCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 and (d) tDCE = 3, respectively. The simplified polygons
are in blue da hed lines while h e ermined part-cuts ar in red solid lines.
possess clearly defin d perceptual meanings and have been
discussed acc ingly when they are introduced. Other pa-
rameters include th stopping parameter tDCE of D E, the
number of dir ctions nd for gener ting single-minimum part-
cut hypot eses, and the threshold th1 associated wi t e
neighborhood histogr m.
The paramet r tDCE t lls ow similar the simplifi polygon
with th rigin s ape b undary. Most discussi ns in Section II
are based n the assum tion t at the poly on obtaine b DCE
is an ap roximat version of the sh pe’s bou d ry. Thus, tDCE
should be small to maintain a high degree of similarity. We
examine the impact of this parameter n the final performance
of our method. As shown in Fig. 7, the proposed method works
well for different values of tDCE. With a small tDCE, the detail
of the shape boundary is kept, which in general introduces a
large numb r of small parts. When th value of tDCE increases,
t e decomposi i n tends to iss or detail parts and toler te
m re dist rtions at the sa e time.
Fig. 8(c) summaries t e impact of tDCE on the performance
on the S & V data set. The average number of part-cuts
|C| is always not far from the psychophysical result of 3.97.
The highest H is obtained ( i h tDCE round 0.1) when |C|
ap roximately fits it. It so shows that the average n mber f
− p ints is alw y small (less than 20), which guarantees
the l w c mplexity of th propose lg rit m.
For comparison, w a so plot the influ n f τ to ACD and
ε to CSD (τ and ε re both thr sh lds for c ncavity similar
to tDCE) in Fig. 8 (a) and (b), respectively. In (a), |C| is very
large at a small τ and decreases almost exponentially when τ
TABLE II: The scor of H (left) and |C| (right) for the S & V data set based on
different pairs of parameters
th1
nd 8 16 24 32
0.2 8 48 / 4.23 8 44 / 4 51 8.40 / 4.61 8.51 / 4.82
0.4 8.59 / 3.93 8.54 / 4.07 8.59 / 4.23 8.35 / 4.32
0.6 8.33 / 3.86 8 35 / 3.95 8.34 / .08 8.10 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
Fig. 9: From top t bott m: decomposition results of [22], [18], [17] and our m thod.
incr as s. Th ighe t H is obtai ed when |C| is hree tim s
larger t the syc ophysical r sult . I is lower when |C|
reaches 3.97 with τ being ar d 10. In (b), H k p lower
th n 5, and |C| r aches 3 97 wit ε being ar und 0.03.
We also evaluate th influence of the other tw param te s
nd and th1 on t e S & V d t set. I t experi nts, nd
varies fro 8 to 32 with an increase of 8 at ach step and th1
rang s from 0.2 to 0.8 wi h an crease of 0.2 at each tep.
The res t re rep rte in Table II. F r H, h gher
is better, an for |C|, the clos r to 3.97 is better. The be t
ame er setting are nd = 8 and th1 = 0.4. We can s that
d = 16 is u ua ly uffici nt f r g nera i g singl -minimu
part-cut y ot eses. Whe nd > 16, not only the compl xity
increases, but t d comp sitio results re lso les c n iste
with the psychol gi al res lt .
C. Mor results
To further evaluate the visual naturalness of the proposed
al rit , we compare the d compositi n esults of [22], [18],
[1 d our m thod in Fig. 9. As we can see, th first and
t e f rth row produce similar nd i tuitive resu ts, while the
second and the third row may parse a long bend (e.g., the tail
of the kang roo) into parts.
Fig. 10 compares the decomposition results of some shapes
from the MPEG-7 shap database produc d by ACD [17],
CSD [18] and our method. It can be een th t our method
produces less p rt-cuts and the esults are more natur l.
Fig. 11 demonstrates the robustn ss of ur ethod in the
prese ce of noise, cclusion, articulation a d r tation. We
deal ith noise by increasing tDCE. A in th first column,
the noised “T” shape is firstly de-noised to a closed polygon
(drawn in re lines) nd then decomposed into two parts. We
8 MANUSCRIPT
T BLE I: Comparison of decomposition r sults on S & V data set. H represents
the overall similarity betw en C and human decomposition. Higher is better.
Method |C| µmasked µunmasked H
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tDCE = 0.5, (c) tDCE = 1 and ( ) tDCE = 3, r spectively. The simplified polygons
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poss ss clearl defined perceptual meanings and h ve been
discusse ccordi gly when they re introduced. Other pa-
rameters include the stoppi g pa a eter tDCE of DCE, the
number f ir c ions nd for enerating single-minimum part-
cut hypo hes s, and the threshold th1 a sociated with the
nei bor o d istogram.
Th par m ter tDCE ells how similar the si pl fied po ygon
with the or gin shape boundary. Most discussions in S ction II
are based on the assumptio that the polygon bt in d b D
is an approxim te v rsi of the shape’s bou dary. Thus, tDCE
sh uld be small to maint in high degr e of similarity. We
examin the i pact of this arameter on the final p rform n e
of ur method. As sh wn in Fig. 7, the p o osed m thod w rks
well for differen value f tDCE. With a small tDCE, the detail
of the shape bou dary is kept, w i h in gen r l i troduces a
larg numb r of small parts. Whe the v lue f tDCE in re ses,
the deco position tends t mis ore detail parts and tolerate
more distortions at the e ti e.
Fig. 8( ) summ ries the impact f tDCE on the performanc
on the S & V data set. Th average number of part-cuts
|C| s always ot far from th psychophysical resu t of 3.97.
T e highest H is obt ined (with DCE around 0.1) whe |C|
approximately fit t. It so sh ws that the averag number of
m− points n is always small (le s than 20), which uarant es
the low complexity of the proposed algorithm.
For comparison, we also plot the influence of τ to ACD and
ε to CSD (τ and ε ar both thresholds for concavity similar
to tDCE) in Fig. 8 (a) and (b), respectively. In (a), |C| is very
large at a small τ and decreases almost exponentially when τ
TABLE II: The score of H (lef ) nd |C| (right) f r the S & V data set bas d on
different pairs of para eter .
th1
nd 8 16 24 32
0.2 8.48 / 4.23 8.44 / 4.51 8.40 / 4.61 8.51 / 4.82
0.4 .59 .93 8. 4 / 4.0 .59 / 4.23 8.35 / 4.32
0.6 . / .86 35 / 3.9 8. 4 / 4.08 8.10 / 4.18
0.8 8.33 / 3.7 .28 / 3. 1 8.24 / 3.98 8.01 / 4.10
Fig. 9: Fro top to bottom: dec mpo ition results of [22], [18], [17] and our method.
i creases. The highest H i ob ained when |C| s t ree tim s
larg r t n th psy op y ical s lts. I is l w w en |C|
reach s 3.97 with τ b ing arou d 10. In (b), H ke ps l w r
than 5, and |C| re ch s 3.97 with ε b i g aro nd 0.03.
We als ev lu t the influe ce of th oth r tw p r m ters
nd nd h1 on the S & V data set. In the experim nt , nd
vari s f m 8 to 32 with n increase of 8 at ach t and th1
anges fro 0.2 to 0.8 wit an increase of 0.2 a ac step.
The results ar reported in Table II. For H, he igher
is etter, and |C|, th cl se to 3.97 is better. The b st
ram ter set ings a e d = 8 and th1 = 0.4. We can s e that
d = 16 is sually suffi ient f r gen r ting ingle-mi imu
par -cut hypot es s. W nd > 16, not nly th co plexity
incre ses, but t e decomp sition results ar also less consistent
with the psychological results.
C. More results
To fu th r ev luate the visual n tur lness of the proposed
algorithm, we c mpar he dec mposition r lt f [22], [18],
[17] and our eth d in Fig. 9. As we ca see, the first and
t e f rth r w prod ce sim lar a d intuitive sults, while the
s c nd an the third r w may parse a l ng be d (e.g., the tail
of t kangaro ) into part .
Fig. 10 co pares the dec position results f some shapes
from the MPEG-7 s ape database produc d by ACD [17],
CSD [18] and our me d. It an be se n t our method
produces less par -cuts and the results are more natural.
Fig. 11 de onstrates t robus ness of our method in the
presen f noi e, cclusion, articulati and rotation. We
deal with noise y increasing tDCE. As in the first lumn,
the n ised “T” shape is firstly de-noised to a closed polygon
(drawn in red lines) and then decomposed into two parts. We
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TABLE I: Comparison of decompositi n results on S & V data t. H represents
the overall similarity between C and human decomposition. Higher is better.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 0.69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The decomposition esults by the proposed method, with (a) tDCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 nd (d) tDCE = 3, respectively. The simplified polygons
are in blue dashed lines while the determined part-cuts are in red solid lines.
possess clearly defi ed perceptual mea ings a d have be
discuss d accordi gly w en they are intr duc . Other p -
rameters include the stoppi par meter tDCE of DCE, th
umb r of d r ctions nd for gener ting single-m imum part-
cut hyp theses, nd the th esh ld th1 ociated w h the
n ighborho d i togram.
The para e r tDCE tells how simil r th implified polygon
with th origi shape bound ry. Most discussions in Sectio II
re ba d n the assumpt on th t h p lyg n obtain d by D
is an appr ximate versio of the s pe’s boun ary. Thus, tDCE
shoul be s all to maintain a hi degree of simi arity. We
examine th impact of this arameter o th fin performance
of our eth d. As shown in Fig. 7, rop sed method w rks
well for different value of DCE. With a small tDCE, he de il
f the s ape bound ry is k p , which in g neral ntr duces a
lar e number f small parts. W e the value f tDCE incre s s,
the decom osit o nds t miss more det il parts and tolera e
more distortio s the s m time.
Fi . 8(c) sum aries he mpac of tDCE o the performance
on the S & V data et. T e average number of p rt-cuts
|C| s always not f r fro th psyc ophysical result of 3.97.
T e highest H bt in d (with tDCE ound 0.1) whe |C|
approxi a ely fits . It a so sh w that the average numb r of
− p in s n is alw ys small (less than 20), which guara tees
the l w compl xity of the proposed algorithm.
For co parison, we al o plo th infl nce of τ to ACD nd
ε to CSD (τ and ε are both hresholds for concavity similar
t DCE) i Fig. 8 (a) and (b), respectively. In (a), | | is very
large at a small τ and decr ases almost exponentially when τ
TABLE II: The scor of H (left) and |C| (right) for the S & V data set based on
different pairs of p rameters.
th1
nd 8 16 24 32
0.2 8.48 / 4.23 8 44 / 4.51 8.40 / 4 1 8.51 / 4.82
.4 8.59 / 93 8.5 / 4. 7 8.59 / 4.23 8.35 / 4.32
0.6 .33 / 3.86 8.35 / 3. 5 8.34 / 4.0 8. 0 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
Fig. 9: Fro top t bottom: deco iti n results of [22], [18], [17] and our method.
increas s. The highest H is o tained when |C| is three times
large t a t ps ch p ysical results. It is l er when |C|
reaches 3.97 wit τ being around 10. In (b), H keeps lower
tha 5, and |C| r aches 3.97 with ε being aro nd 0.03.
W also evaluate t e influe ce of the oth r two p ra eters
nd nd th1 on the S & V data set. n the experime ts, d
v r s f o 8 to 32 w t an incr ase of 8 at each step a d t 1
ranges fro 0 2 o 0.8 with increase f 0.2 at e ch step.
Th r ults are report d in Tabl II. For , the h gher
is be , and for |C|, the closer to 3.97 is be t r. T e best
parameter se ti gs a e d = 8 and th1 = 0.4. We can s e th t
nd = 16 i usually suffi ie t f g e ating singl - nimum
part-cut hypotheses. hen nd > 16, not only the complexity
inc ases, but th d co si i n esult are l less consi tent
with t e syc logical lts.
C. More r ults
T further evalu t t visu l na uraln ss of he proposed
alg rith , w compare t e decomposition results of [22], [ 8],
[17] nd our m th d in Fig. 9. As we can see, the first an
the fourth r w produce imilar a d tuitiv results, w il the
second and the third row y a l g bend ( .g., the ail
of the angaro ) into parts.
Fig. 10 com es t e co positio sults f me shapes
from th MPEG-7 shape data a e produc d by ACD [17],
CSD [18] a d our metho . It can be seen that ur m thod
pr duces less part-cuts and the results are mor n tural.
Fig. 11 demonstrat the robus es of ur method in the
pres nce of nois , oc lusio , a ticulation and rotation. e
deal with noise by incr asing tDCE. As in the first column,
the nois d “T” sha e is firstly de-noised to a closed polygon
(dr wn in red li es) and th n d composed i t tw parts. We
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TABLE I: Comparison of decomposition results on S & V dat set. H represents
the overall similarity betw n C and human decompositio . Higher is better.
Method |C| µmasked µunmasked H
CD [17] .18 3.49 0.69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The decomposition r sults y the pr posed method, with (a) tDCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 an ( ) tDCE = 3, r spectively. The implified p lygons
are in blu dashed lines whil th det rmin d part-cuts are in red solid lines.
possess clearly defined perceptual e nings and have be n
dis ssed accordingly w n they are introduced. Other pa-
ram ters incl e the stopping parameter tDCE of DCE, the
number of dir ct o nd f r g nerating ingle- im m part-
cut hypotheses, n th thresh ld h1 s ciated wi the
neighborhood hist gr .
The parameter tDCE tells how similar the simplified polygon
with the origin sh pe boundary. Most discussions in Section II
are b sed on th assumption th t the polygon obtained by CE
is an approximate version f the shape’s bound ry. Thus, tDCE
should be small t m intain a high d gree of s milarity. We
exa ine the impact of this parameter on the final performance
of our met od. As shown in Fig. 7, the proposed et od w rk
we l for differen values of tDCE. ith a s all tDCE, the detail
of the sha e b u dary is k pt, w ch in e eral in r duc s a
larg nu ber of small p ts. When h valu of tDCE incre s s,
the deco posi ion tends to iss ore detail parts and tol ra e
more di tortions t ame t me.
Fig. 8(c) summaries the impact of tDCE on the performance
on the S & V data se . The verage number of part-cuts
|C| is always not far from th psych physical res lt of 3.97.
The highest H is obt ined (with DCE around 0.1) when |C|
approximately fits it. It also shows that the average number of
m− points n is alw ys small (les than 20), which guarant s
t e low complexit of the proposed algorithm.
For comparison, we also pl t the influence of τ to ACD and
ε to CSD (τ and ε re both reshol s for co cavity similar
to tDCE) in Fig. 8 (a) and (b), respectively. In ( ), |C| is ve y
large at a small τ and decreases almost exp nentially wh τ
TABLE II: The scor of H (left) and |C| (right) for t & V d ta set based on
different pai s of p ram ters.
th1
nd 8 16 24 32
0.2 .48 / 4.2 8 4 / .51 8.40 / 4.61 8.51 / 4.82
.4 8.59 / 3.93 8.54 / 4.07 8.59 / 4.23 8.35 / 4.32
.6 .33 / .86 8.35 / 3. 5 3 / 4.08 8.10 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
Fig. 9: From top to bo to : s lt f [ 2], [18], [17] and our e d.
in r ases. Th hi t en | | is thr imes
l rger than the c si l ult . It is low when |C|
re hes 3.97 it τ i r . In (b), keeps lower
th n 5, and | | reaches 3.97 ith ε bei g around 0.03.
We als evaluat the influe of th t r two par met rs
nd and th1 on the S & V data s t. In the xperim nts, nd
varies from 8 t 32 wit n increas of 8 at e ch ste nd h1
ra ge f om 0.2 o 0.8 with a i cr e of 0.2 at each st p.
The r sul s are e ort i Tabl II. For , high r
s bette , and for |C|, th cl ser to 3.97 is b t r. The best
p ram t r setting are n = 8 d th1 = .4. We can ee that
nd = 16 is u ually suffici nt f r generati g ingle-mini um
part-cut hypo es . When nd > 16, not o l t compl xity
incr ases, but the deco position results are also less c nsistent
with th psychological r sults.
C. More r sul s
To fu ther ev lua e th visual n turaln s of th proposed
algorithm, we com r th dec mp sit on result of [22], [18],
[17] a our et in Fig. 9. As we an se , t e first and
the fourth row produce si ilar a d intuitive r sults, w ile the
s cond and the third row may parse a long bend (e.g., the tail
of th ka garoo) into parts.
Fi . 10 comp res th decomposition results of some shapes
fro the MPEG-7 s ape database produced by ACD [17],
CSD [18] and our method. It c n be seen that our method
produ es less part-cuts an th results ar m re nat al.
Fig. 11 emo stra es the robustness of our meth d in the
pres nce of n ise, occ usion, articulati n and ro a ion. We
d al with noi e by in reasi g DCE. A in the firs c lu n,
the no sed “T” sh p is fi stly d -noised to a closed polygon
(drawn in red lines) and then decomposed into two parts. We
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TABLE I: Comparison of decomposition results on S & V data set. H represents
the overall similarity between C an human decomposition. Higher is better.
Method |C| µmasked µunmasked H
ACD [17] 4.18 3.49 0.69 6.85
CSD [18] 3.80 3.09 0.78 4.72
Ours 4.07 3.77 0.66 8.54
(a) (b)
(c) (d)
Fig. 7: The dec mpo ition results by the propo ed met od, with (a) tDCE = 0.1, (b)
tDCE = 0.5, (c) tDCE = 1 an (d) tDCE = 3, respectively. Th simplified polygons
are in blue ash d ines wh le t e d termin d p rt-cuts are in red solid lines.
possess clearly efined perceptual eani g and have been
discussed accordingly when they are introduced. Other p -
rameters in d the s opping parameter tDCE of CE, the
num er f directi ns nd for generating ingle-minimu part-
cut ypoth es, nd th threshold th1 associa ed wi h the
n ghborho d histo ram.
The para ter tDCE t lls how similar the simplified polygon
with the origin sh pe boundary. Most discussio s in Section II
are b sed on the a sumption that the polygon obtained by DCE
i an approximate ersion of t e sh pe’s boundary. Thus, DCE
should be small to m i tain a high degree of similarity. We
examine the impact of this parameter on the final per orm nc
of our method. As shown in Fig. 7, the proposed method wo ks
well for differe t values of tDCE. With a small DCE, the detail
of the shape boundary is kept, which in general int oduces a
large number of sm ll pa s. When the value of tDCE increases,
the eco p sition t nds to miss more det il p ts and tolerate
mor disto tions the sa i e.
Fig. 8(c) summaries th mpact of tDCE on the perfo ma ce
o the S & V data s t. Th av rage numb of part-cuts
|C| is always not far from th psychophysical result of 3 97.
The highest H is obtained (with tDCE aro nd 0.1) when |C|
approx mately fits it. It also shows that the average number of
− points n is always small (less than 20), which guarant es
the l w compl xity of the propos d lgorithm.
For co parison, we also plot the influence f τ t ACD and
ε to CSD (τ and ε are both thresholds for concavity similar
to tDCE) in Fig. 8 (a) and (b), r spectively. In (a), |C| is very
large at a small τ a d decr a e alm st xponentially when τ
TABLE II: The score of H (left) an | | (right) for th S & V data set based on
different pairs of parameters.
th1
nd 8 16 2 32
0.2 8.48 / 4.23 8.44 / 4.51 8.40 / 4.61 .51 / 4.82
.4 .59 / 3.93 8.54 / 4.07 8.59 / 4.23 8.35 / 4.32
0.6 8.33 / 3.86 8.35 / 3.95 .34 / 4.08 8.10 / 4.18
0.8 8.33 / 3.78 8.28 / 3.91 8.24 / 3.98 8.01 / 4.10
ig. 9: From t to bottom: deco positio results of [22], [18], [17] and our t od.
ncre ses. The highest H is obtai ed hen |C| i three tim
larger t n th p ychophysical re ults. It is l r when |C|
r hes 3.97 wit τ being around 10. In (b), H k e s l w r
tha 5, and |C| reache 3.97 with ε b i g around 0.03.
We also evaluate the influe ce of the othe two parameters
d and th1 on the S & V data set. In the experiments, nd
varies from 8 to 32 with an increas f 8 t ea h step and t 1
ranges from 0.2 to 0.8 with n i ase of 0.2 at c st .
The r sult reported i Table II. For H, the hig er
is b tter, a d for |C|, t e cl se o 3.97 is b tt r. The b s
par m ter ettings are nd = 8 and th1 = 0.4. We can see that
d = 16 is usually sufficient for generating single-min mum
part-cut hypotheses. W n nd > 16, ot only th co plex ty
i cre ses, but the decomposit on results are also l ss consis ent
with the psych logical result .
C. M r r ults
T furt er evaluate the visual natural es of t e propose
lgo ithm, we compare the d composition results of [22], [18],
[17] and ou method in Fig. 9. As we can s e, he first and
the fourth row produce simil r and ntuitive results, while the
second and th third row may parse a long b nd (e.g., the tail
of the kangaro ) into parts.
Fig. 10 co ares t e com sition r sults of some shap s
from the MPEG-7 shape database produced by ACD [17],
CSD [18] and our method. It can be seen that our method
produces less part-cuts and the results are more natural.
Fig. 11 de onstrates he r bu tn ss of o r meth d in the
presence of oise, cclusion, articul tion and r t tion. We
deal with ois by incre sing tDCE. As the first colu n,
the noised “T” hape is firstl de-nois d t a l s d pol
(drawn in r d lines) and t en ec mpo ed i t parts.
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I: ri f siti r s lts on data set. represents
t r ll i il rit t d eco position. igher is be ter.
t | | asked un asked
[ ] . . 0.69 6.85
[ ] . . 0.78 4.72
rs . . 0.66 8.54
( ) (b)
( ) (d)
i . : siti r lt y t r se et od, ith (a) tDCE 0.1, (b)
. , ( ) ( ) t CE , r spectively. The si p ified polygo s
r i l e li il th et r i e p rt-cuts are in red s lid lines.
l l r t m i s a n
i i l t r i tr ce . t er -
t i i r t r t E f , th
b o i ti f r r ti i l - i i m art-
t s , t t r l t 1 ss ia e i the
ei r i t g .
r e r t ll i l r si l l on
it t ri i r . st is ssi ns i ec i II
r a t s ti t t t l tai e
is r i rsi f th s ’s ar . , t CE
s l s ll t aint i i r f si ilarit . e
i t i t f t is r t r t al erf r c
f r t . s s i i . , t r s et rks
ll f r iff r nt l s f t E. it s ll t E, t e etail
f t e s e ar is e t, ic i eral i t ces a
lar e er f s all arts. e t e al e f t CE i creases,
t e dec m o iti te s t iss re et il arts a t lerat
re ist r i s t t e sa e ti e.
ig. 8(c) su ri s t e i pact of tDCE n the perfor a ce
o the dat t. verage nu b of part-cu
| | i al ays not far fro the p ychophysical result of 3.97.
he highest is obtained ( ith tDCE around 0.1) h n | |
approxi tely fits it. It also sho that the average nu ber of
m points is al ys s all (less than 20), hich guarant es
the l co pl xity of th propos d algorith .
Fo co pari on, e also plot t influ nce of τ t and
ε o S (τ and ε are both thresholds for concavity si ilar
to tDCE) in Fig. 8 (a) and (b), respectively. In (a), | | is ery
large at a s all τ and decreases al ost exponentially hen τ
TABLE I: The score of (left) n |C| (right) for t e S & V dat s t bas d on
di ferent pairs of parameters.
th1
d 6 32
0.2 8.48 / 4.23 8.44 / 4.51 8.40 / 4.61 8.51 / 4.82
0.4 .59 / 3. 3 8.54 / 4.07 .59 / 4.23 8.35 / 4.32
0.6 8.33 / 3.86 8.35 / 3.95 8.34 / 4.08 8.10 / 4.18
0. 8.33 / 3.7 8.28 / 3.91 8.24 / .98 8 01 / 4.10
Fig. 9: Fro top to bottom: decomposition results of [22], [18], [17] and our metho .
incre se . h high st is obtained wh n |C| is th e ti e
larger an the psyc ophys c l re ults. It is lo when |C|
re ches 3.97 it τ being ro nd 10. In (b), k eps lower
th 5, a | | reach s 3.97 th ε b i ar und 0.03.
e also evaluate the i flue ce of othe two para et s
n a d th1 n th S data set. In the experi e s, nd
v ies fro 8 to 32 ith an in re se of 8 at ea h step and h1
ranges fro 0. to 0.8 h an incr se of 0.2 at ach st .
he results ar eported i Ta le II. For , the igh r
s b tter, a fo | |, t e cl s to 3.97 i better. The b s
para eter etting ar d 8 and th1 0.4. can se that
d 16 i usually sufficient for generating single- ini um
part-cut hypotheses. he nd 16, not only he co p exity
incre ses, but the d co positi n results are also less consist nt
ith the psych logical result .
. o e results
o f rt er val a e the vis al natural of t pr p s
alg ith , e co pare the d co position results of [22], [18],
[17] and our ethod in Fig. 9. s e can ee, the first and
the fourt ro roduce si il and intuitiv results, w il the
second nd the thi d ro ay parse a lo g b nd (e.g., the tail
f he kangaro ) i to p rts.
10 com es t co po ition results of so e shapes
fr th P -7 shape da ba e produced by ACD [17],
S [18] and our ethod. It can be een that ou ethod
produc s less part-cuts and he r sult are ore natural.
Fig. 11 de o strates the robustness of our ethod in th
pres nce of noise, cclusion, ar iculation d rot tion. e
deal ith oise by increasing tDCE. s in the first column,
th nois d “T” shape is firstly de-noise t a closed polygon










 A comparisonof compute parts and p rceived pa t for a va
riety of biological and nonsense shapes The sha es are a pres nta
tive subs t of those used for the psychophys cal ex r ents reported
in 	
 Each box depicts the original sha e l ft the parts com
ute by a plying our al orithm middle and the parts perceiv d
by a majority of the  subjects right Note that f shapes A
thr u h H the compu ed and p r eived parts e n ex ct agre 
ment Shapes I J and K illustr te iscrepancies that occur du
t the existence of bent limbs g those manifested as he kanga
roos tail and the elephants trunk Shape L illustrates the limits of
th algo hms performa e w en p ts of low sa e ce ar admitted
here a weak neck which breaks o t e t p part of t e ra bits front
ear is c puted but is not p rceived
VIII D scus ion
The validity f our partiti ning scheme can be mea
sured a ainst t e principles it sought to satisfy a well
s against human erformance W ea we v revi
ously discussed he form  Figure  illust t he lat
ter Despi e a high de ree of corresp ndence b twe n com
put d parts and p rceived parts we have obs rved tw
minor classes of discrepancies b tween hem  those due
o partbend interactions d  ose due to co nitiv
knowl d of unde l i g bject Firs  conside the
partbend axis f Figur  O serve how the percep ion of
the lef mos sh e as a sa s ge ith f ur parts changes
continu usly to o of a snake with a single bent part
Now consider Fi ure  ere s pe ceptual evidence for
trunks and t ils as parts is strong for the shapes on
the right of e c box l a ing to clearly par itione limbs
the evide ce is greatly dimi ished for the shapes on the
left due to bendi g Ou sychoph sical exp riments in
dicate that in such situa ions whereas subjects c ntinue
t pla e one endpoint f a partline at the negative cur
vature mini um the position of the secon endpo nt is
somewhat arbitrary 	 Such parts can only be recov
e ed under ore comprehe sive fr mewo k 	 Seco d
cognitive kn w dge nuence ar perce tion g famil
iar ty with the u derlyi g o ject for a recognizable shape
and the existen f seman ic vo bulary for describing
its various components may cause a subj ct t break o
parts ev when per eptual evidence is weak 	
IX Conclusion
I co c usio  we comment on e rela ionship between
artiti ning a d recognitio  Thus far we have assumed
th availability of a D hape tha which com s from the
proje ti n f the occl ding contour of an object However
it is well recognized that under general conditions the seg
nta io of n image into regions corresponding t the
projecti s of distinc objec s is not an a y task In th
face of thi di l y how can parti ioning proc ed It i
cl ar at nc s gme tation is a dicult task a parti
ti ning sch me should b ble t h ndle errors in the seg
m nta ion ro es p rtially correc eg enta io s etc To
t is end th limbsa dnecks sche e bein o ust to local
def r ations and st ble with slight gl bal d formations
is pro riately signed A mor co plete answer h w
ver lies in viewing art as a int rmediate repr sentatio
t at llo for th ow of bot omup as well as op wn
infor tion Consid r hat sinc rt co p t tio s are lo
c l edges of the appropriate p arity can in eract to form
necks nd limbs prior to obtaining a s g ntation of the
object Figures   and  l ading to a pa ts receptive
eld This con t tut s he bo o up ow of i form tion
ie from l c l edg hyp hes s to he ore global part
hypoth es Now part hyp theses an i u n play an
integr l rol t e m n ti n pr c ss t rough the top
down  w of form ti  ie a o bin i f likely parts
c n l d to an bjec ypothesi  followed by se menta
ti n y oth is for the image Su h a notion f parts may
b k y in re lving th b t muptopd wn bottl neck of
r c gniti n
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 A omparis f c ut part n perc iv d par s for a va
riety biologic l and nonse se shapes The shapes are a repres nta
tive subset of h se used for th psychophysic l xperi ents eported
in 	
 Each box depicts the original shape  ft th parts com
puted by applying our algorithm middl  d he parts p r ived
by a m jorit of the  ubj cts rig  Note that for shapes A
hrou h H the computed and pe ceive parts e in exact agree
ent Sha es I J and K illustra e discrepa cies th ccur du
to the existence of be t limbs eg those m nifested as the kanga
roos tail and the elephan s trunk Shap L illustra es the limits of
the algorithms performa ce w n rt of l w salie ce re admitte 
h re a weak neck which breaks o the top part of the rabbits front
ar is computed but is not pe ceiv d
VIII Discussion
The validity of our p rtitio ing cheme can be me 
sured agai st the principles i sought to sat sfy as well
as against human perform nce Whereas we have previ
ously discussed the former Figure  illustrates the la 
ter Despite a igh degree of correspondence between com
puted part and perceived parts we hav bserved two
minor classes of discrepancies between them  those due
to partben i teracti s nd  thos due to cognitive
knowledge of the underlying object First consider the
partbend axis of Figure  Observe how the perception of
the leftmost shape as a sausage with four parts changes
continuously to one of a snake with a single be t part
Now consider Figure  whereas perceptual evidence for
tru ks and tails as parts is strong for the shapes on
the right of each box leading t clearly partitioned limbs
the evid nce is greatly diminished for the shapes on the
lef  due to bending Our psychophysical experiments in
dicate that in such situations whereas subjects continue
to place one endpoint of a partline at the negative cur
va ure minimum the positio of the s cond endpoint is
somewhat arbitrary 	 Such parts can only be recov
er d un r a re comprehe sive framework 	 Second
cognitiv knowledge i uences art perception eg famil
ia ity i h the de lying object for a recognizable shape
and the exi tence of a semantic voc bul ry f r descr bi g
its v rious components may cause a subject to break o
parts ven when perceptual vidence is weak 	
IX Conclusion
I nclusion w comment on the relationship between
artitioning nd ecognition Thus far we h ve assumed
h vailability of D hap  that w i h comes from the
proj c i n f the ccluding contour f an object However
it is well recognized that under general onditions the seg
ta io of an image into regions c rresponding to the
projections of distinct objects is not an ea y task In the
fac f this di ulty h w can arti ioning proceed It is
cl ar that si ce segme tation is a dicult task a parti
tioning scheme should be able to handle errors in the seg
mentation process partially correct segmentations etc To
this end the limbsandnecks scheme being robust to local
deformations a d stable with slight global deformations
is a propriately designed A more complete answer how
ever lies in viewing parts as an intermediate representation
th allows for the ow of bottomup as well as topdown
infor tion Consider t at since p rt co putations are lo
cal dg of the appropriate polarity c n interact to form
n cks an limbs prior to obtaining a segmentation of the
object Figu es   and  leading to a parts receptive
eld This constitutes the bottomup ow of information
ie fr m local edge hypotheses to the more global part
hypotheses Now part hypotheses can in turn play an
integral role i the segmentation process through the top
dow ow of information ie a combination of likely parts
an lead o an object hypothesis followed by a segmenta
ti n hypothesis for t e image Such a notion of parts may
be key in resolving the bottomuptopdown bottleneck of
recognition
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 A comparisonof co putedp rts and perceiv d arts for a v 
iety f biological a d nonsense shapes The shapes are a representa
tive subset of hose use f r t e ps chophysic l experiments rep rted
n 	
 Each box depicts th origi l hape left th parts com
puted by applying our algori hm middle and the part perceived
b a maj rity of the  s bj cts righ  Note ha fo shapes A
through H the computed and erceived p r s ar i exact agree
ment Shapes I J and K illustrate discrepancie that occ r du
o th xistence of bent limbs eg t o e manifested as the kanga
roos a l an the elepha s trunk Sh p L ill strates the limit of
he lgorithms p rfor ance whe part of low salienc are admi ted
here a weak neck which breaks o the top pa t f the rabbits f ont
ear is co puted but is ot perceived
VIII Discussi
The validity of our partitioni g scheme n b m a
sure gainst the principles it ough to sa isfy as well
as against hu an performance W e eas we hav previ
ously discus ed the former Figure  illust ates t e lat
ter Despite a high degree of correspondence bet een com
puted parts and perceived parts we have observed two
minor classes of discrepancies etw n he   tho e du
to partb nd i teractions and  tho e due o cog itiv
k owledge of th u rlying bj ct First consider the
p r bend axis of Figure  Observe how the percep ion f
the l f most shape s a sa s ge w th four parts chang s
continuously to one of a s ake ith a single ben part
Now consid r Figu e  whereas per eptu l ev d nce for
tr nks a d t ils as a ts is strong for the hap s on
the right of each box leading t clearly partitioned limbs
he evidenc is grea ly diminished for the sh pes on e
left due to bending Our psychophy ical experiments in
dicate that in such situations whereas subjects c ntin e
to pla e one en point f a partli e at the negativ cur
vatur minimum the positio of t e seco ndpoint is
om what arbit ary 	 Such parts can o ly be recov
ered under a mor compre sive fr ework 	 Second
c gnitive knowl dge i uences p rt perc p on eg famil
iarit wi h the und rlying object for a recognizabl shape
a d he xistenc of a semantic vocabulary for describing
its various compon nts may caus a subject t break o
part  ven w n perceptual evide ce is weak 	
IX Conclusion
In c nclusion we comment on he relationship between
rtitioning and reco ni i n Thu far w have a umed
the availability of a D s p  that w ich comes fr the
projecti n of the oc luding cont ur of an object Ho ever
it is well rec gn zed that under general conditions the s g
ment tion of an imag i to regions corresponding to he
ojections of distin t o jects is not an easy task In the
o thi diculty h w c n p rtitio i g proceed It is
tha since se me tation is a dicult task a parti
sch me sh uld be able o andle errors in the seg
r cess par ial y correct segme tations etc To
end the i sandn cks scheme being robust to local
d form tions n stable with sli t glob l deformatio s
is appropriately des gn d A more co ple e a wer how
ever li s in view ng parts as an intermediate repr sentatio
that all ws for he  w of bottomup as well as topdown
inf r ation Co sid r t t since part computations are lo
cal edges f th appr priate pol rity can interact t form
necks and limbs prior to obtaining a segmentation of the
bj ct Figure   and  lead ng to a parts r ceptive
eld This constitutes th bot mup ow of informa i n
ie from local edge hyp th s s to the more global part
hy theses Now par ypotheses can n urn play n
integral ole i th segmen ation p ocess through the top
down ow of information ie a combi ation of likely parts
can le d t an bj ct y othesis followed by a segmenta
tion hypothesis for he i g  Such a notion of par s may
be key in esolving the bottomuptopdown bottleneck of
recognition
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 A omparisonof comput dparts pe ceiv d parts for a va
ri ty of biological and no ense shap s The sha es are a represe ta
tive subs t of t ose us d for the psych physic l experime ts repor ed
in 	
 Each box depicts t e rigin l shape left the parts com
pu ed by applying our lgo i hm middl  a d t rts p rceived
by a majo ity of the  subjects right Note that for shapes A
throug H the c puted an pe c ived p rts r in ex ct agree
ent Shapes I J and K illustrate discr pancies that cur du
to he xistenc of bent li bs   those manifested a the kanga
roo il n t e elepha ts tr nk Sh pe L illus rat s t e li its of
the lgorithms pe formance when parts of low s li nce re ad itted
her a weak neck w ich bre ks o the t p part of the rabbits front
ear i computed but s ot p rc ived
VIII Discussi n
Th validity of ur part tioning ch me an be mea
sured against he pr nciples it s ught to satisfy as well
a again t human performance Whereas we have previ
ously discussed the fo r Figure  illustrates the lat
ter Despite a igh degree of corr spondence between com
pu ed rts and perceived parts we have observed two
minor cl sses of discrepancies betwe em  those due
to partbend in racti ns a d  those ue to cognitive
knowl dge of the nderlying obj ct First consider the
partbend axis f Fig re  Obs rve ow th perception of
the lef o t sh pe as a saus g  with four parts changes
co tinuou ly to one of s ak with a singl b nt part
Now con der Figure  whereas percep ual evid nce for
t unks and tails parts i strong f r the shapes on
the right of each box leadi g to learly partiti n d limbs
the evid nce is greatly di inishe for the shapes o the
l f  due to bending Our psychophysical experiment in
dicate that in such situations whereas subj cts continue
to plac o ndpoin of a partline at the egative cur
vat re minimum the position of the second endp i t is
somewhat rbitrary 	 Such parts can only be recov
e ed und r more compr h siv framework 	 Second
cognitive knowledge inuences part perception eg famil
i rity with th underlying object for a recognizable shape
and the exist nce of a semantic vocabulary for describing
its various components may c use a subject to break o
parts even when perceptual evidence is weak 	
IX Conclusion
In conclusion we comment o the relationship between
partitioning and recogni n Thus far we have a sumed
t e availability of a D shap  hat w ich comes fro the
projection of the occluding contour of an object However
it is well reco niz d th t under general conditions the seg
mentation of an image into regions c rresponding to the
projections of disti ct objects is ot an easy task In the
face of is di ul y how can partitio ng proceed It is
clear that sinc segm ntation is a dicult task a parti
tioning schem sho ld be able o handle err rs in the seg
mentation process partially correct segmentations etc To
this end the limbsandnecks scheme being robust to local
deformations and table with slight global deformations
s appropriately designed A more complete answer how
ever lie in viewing p rts a n intermediate representation
that allows for the ow of botto up as w ll as topdown
information Consider that since part computations are lo
cal e ges of th appropriate polarity can interact to form
necks and limbs p ior to btaining a se m t on of the
obj ct Figures   and  eading to a parts receptive
 ld This constit tes the bott mup ow of nformation
i  fr m lo al ed e hypot ese to the more gl b l part
hypotheses Now part hypotheses a i turn play an
integral role in the segmentation process through the top
down  w of i formatio  e a comb nation of likely parts
can lead o an object hypothesi  followed by a segmenta
tion hypothesis for the image Such no ion f parts may
b key in resolving the bottomuptopdown bottleneck of
recogn tion
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Figure 19: Q lit tiv re ults o representative hap s f S&V [16] (le t) and Kimia [1] (right) d tas t for a
number of met s. Ex ple comp ting etho s n S&V are tak n fr [20]. Ex pl s f competing
methods on Kimia datase r tak n from th respectiv public tions. Gr und t uth (GT) is i t d with
cuts of all subje ts ve laid in blue, 85% t nspare , as in Fig. 9 .
I clusion, the st i p r i dividu l rules o sal e m sur pp t
be flatness, ex nsi stre gth and recovery, hile co binat ons bri g additiv ffects.
The latt r ean tha all ru es are co ple ntary.
8.2.5. Qualit tiv evaluati
Fig. 19 illustr t s qualitative results on a number f repr sentative shapes two
datasets. Our m th d MAD∗ gives tural results o Kimi t set an s the o l
on to capture the ground tr h for the bottom rt f th rabbit correctly. S&V is
harder, but still MAD∗ yields the highest quality results compared to o er methods.
Our previous method MAD often tends to pr fer cuts near the mouth than on the neck.
This is attributed to the shortcut rule which s not always enough.
he selection process of the local conv xity rule, introduced in [19], is very open
to usin additi n l easures. Indeed, w a d several other measures in the current
work, yielding even better results For instanc , observe in Fig. 19 the blouse and
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Fig. 19. Qualitative results on representative s apes of S&V De Win er and W g m (2006) (l t) an K m Siddiqi a d Kimi (1995) (right) a as ts for
a n mber of methods. Exa pl s of competing ethods n S&V ar taken from Le n e al. (2012 ). Exampl s f competi g method on Kimia datase
are taken from the resp ctive publications. Groun tru (GT) is depict d with cuts of all subj ts v lai in bl e, 85% ransparen , as in Fig. 9c.
9. Discussio
B qualitative nd qu ntitat v ev lu t n sugg sts th t
simple computa ional model ba e n ap ropriate r s n-
tation can outperform all xisti g models, cluding nsembl
methods. Mor than that, ur model i i h rent y co n ted to
most ules sugg st d by huma visi n st di s nd hi hlights
their connection. We have first intro uc d his mo el in our
previous ork (Papanelopoulos and Avrit is, 2015), where we
hav shown that pla ar sh pe decompositi n b sed on th e-
ial axis representation can b ry simple and effec ve Here
w show th t this model is very flexible in incorporating addi-
tional rules lways based on the s m repres ntatio .
In particular, except protrusion strength that we used in (Pa-
panelopoulos nd Avrithis, 2015), we also incorpor t more
salience m asures like flatness, expansion strength and exten-
sion strength before we apply our local convexity rule. Addi-
tionally, we rec ver cuts that c nnot be captur d directl from
the medial xis, su h that all detected cuts are consistent with
humans. Contrary to (Papanelo oulos and Avrithis, 2015), our
local convexity rule xamines c rners in a pa ticular order,
while th selection of cuts at a corner is not independent with
o h r c r er . W s tha each dd i al rul c nt ib te
positively t th q ality f t d com si n, and their combi-
ation ev n re so— ence th y a c mpliment ry.
O r spects ul b nat lly i c rpor ted are detec-
tion of be a d ti uatio of boun a ies acros parts. Th
fac that part-cut selectio is based n si ple local decisions
can enable the inv st gation of a mor eneral model beyond
closed cu ves towards local eature detecti on ar itrary natu-
ral i ages. For instance, bitangents on isoph tes (level s ts of
intensity) P rdoch et al. (2007) can b seen as cuts on either fig-
ure or ground s ape, while distance map saddle points Avrithis
a d Rapa tz kos (2011) correspond to necks Siddiqi and Kimia
(1995); our work c n prov de for a richer set of cut hence can-
idate local features.
Like all related work we have studied and compared to, the
proble is to decompose “clean” shapes that have not been de-
graded in any way as would happen with shapes captured from
im ges, e.g. by dge detect on. Partial occlusion and deforma-
ti n should not be a problem if the method is robust as defined
by Siddiqi and Kimia (1995), that is, decomposition at a point is
only affected by its local neighborhood, which largely holds for
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Table 1. Quantitative results. Hamming (H) and Jaccard (J) distance for
average and majority evaluation on S&V dataset. Lower is better for
both evaluation measures. CBE is an ensemble method on all five meth-
ods DCE, SB, MD, FD, ACD. The parameters of our method are tuned
based on quantitative and qualitative criteria for MAD∗-opt and MAD∗
respectively; similarly for MAD Papanelopoulos and Avrithis (2015). Hu-
man and baseline are computed by us on the same framework by Lewin
et al. (2012b). Results for all other methods are reported as provided
by Lewin et al. (2012b), where all methods have had their parameters op-
timized quantitatively on the S&V dataset.
average majority
H J H J
DCE 0.208 0.497 0.188 0.466
SB 0.163 0.402 0.131 0.335
MD 0.151 0.371 0.126 0.328
FD 0.145 0.350 0.112 0.267
ACD 0.128 0.323 0.092 0.251
CBE 0.111 0.288 0.069 0.186
MAD 0.126 0.317 0.096 0.247
MAD-opt 0.118 0.303 0.085 0.225
MAD∗ 0.111 0.282 0.065 0.171
MAD∗-opt 0.109 0.280 0.063 0.166
Human 0.128 0.312 0.093 0.245
Baseline 0.160 0.424 0.140 0.376
our method. Gaps along the boundary are relatively easy to fill
according to the Gestalt principle of closure Avrithis and Ra-
pantzikos (2011). However, in the presence of additional struc-
tures in the interior of the shape that change its topology, all
such methods would fail. This problem is studied by Liu et al.
(2014) for instance.
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