Abstract-The cognitive interference channel (C-IC) is defined as the interference channel that consists of two transmitterreceiver pairs and in which any one or more of the four terminals is cognitive. The degrees of freedom (dof) region of the C-IC is studied for the case in which there is perfect and no channel state information at the receivers and the transmitters, respectively. The proposed inner and outer-bounds yield the precise characterization of dof region, except for a few cases of cognition in which for certain values of the number of antennas at the four terminals, the bounds are not tight. Finally, an example on the feasibility of interference alignment without transmitter knowledge of the channel realizations is shown.
I. INTRODUCTION
T HE point-to-point MIMO (multiple-input multipleoutput) channel with M transmit and N receive antennas is known to have min(M, N ) degrees of freedom (dof) [1] . In the case of multi-user channels, it is also known that the absence of cooperation amongst either the transmitters or the receivers alone does not lead to a loss of dof. For example, the Gaussian MIMO broadcast channel (BC) with M transmit antennas and two receivers with N 1 and N 2 antennas has min(M, N 1 +N 2 ) sum-dof if perfect channel state information (CSI) is available at all terminals [2] . An analogous result for the MIMO multi-access channel is also known [1] . If, however, both the transmitters and the receivers can not cooperate, then there is a loss of dof. More specifically, for the MIMO interference channel (IC) having two transmitters with M 1 and M 2 antennas and two corresponding receivers with N 1 and N 2 antennas, the achievable sum-dof are in general less than min(M 1 + M 2 , N 1 + N 2 ) [3] . It has been shown that if one or more terminals of the IC are made cognitive, i.e., if they know the message of the other transmit-receive pair non-causally [4] , then this loss of dof discussed earlier can be reduced [5] .
In this paper, we study the MIMO IC in which one or more of the terminals can be cognitive and refer to this model as the cognitive IC (C-IC). This subsumes, as its special cases, the IC (no terminal cognitive), the cognitive radio channel (CRC, only one transmitter cognitive) [4] , and the BC (both the transmitters cognitive). The C-IC has been analyzed in [5] wherein its dof region is obtained under the assumption of perfect CSI at all terminals. While the assumption of perfect CSI at the receivers (CSIR) can be justified from a practical This work was supported in part by NSF Grant CCF-0728955. The authors are with the Department of Electrical, Computer, and Energy Engineering, University of Colorado, Boulder, CO 80309-0425 USA (e-mail: vaze, varanasi@colorado.edu).
perspective, the corresponding claim about perfect CSI at the transmitters (CSIT) is often unrealistic. Further, the quality of CSIT is known to affect not just the achievable rate, but even the dof region of the channel as evidenced from the results of [6] - [11] , which prove that the dof region of the BC, IC, and the CRC under no CSIT is smaller than the corresponding region under perfect CSIT. These considerations motivate the study of the C-IC under partial or no CSIT.
The dof region of the no-CSIT C-IC is characterized in this work through tight inner and outer bounds. The innerbound is based on the fundamental techniques of time-division and receive zero-forcing, since the lack of CSIT precludes the employment of smart schemes at the transmitters. The outerbound, derived using Fano's inequality [12] , coincides with the inner-bound for a vast majority of cases thereby yielding a perfect description of the dof region. However, these bounds do not match in a few cases of cognition over a small subset of all possible values of the tuple (M 1 , M 2 , N 2 , N 2 ). These results yield interesting insights into the impact of cognition of different terminals on the dof region of the no-CSIT C-IC. As explained in [8] , the results obtained in this paper are applicable to a class of distributions of the fading processes and the additive noises that is wider, in some sense, than the ones considered in [7] , [9] , [10] . The general techniques developed in this work have been found to be useful even for the analysis of K-user channels, as demonstrated in [8] through the derivation of the dof region of the K-user BC and, in some special cases, that of the K-user IC and the CRC.
Finally, an interesting example on the feasibility of interference alignment (IA) [13] under no CSIT is presented in the context of the CRC. It is shown that the transmitters can employ IA even without the knowledge of the instantaneous channel realizations if some additional structure is present in the channel. Specifically, we consider a block fading model in which the channel changes deterministically within a coherence block and construct an IA-based scheme to achieve a point of the outer-bound, which was not known to be achievable by any of the existing techniques. It is intriguing to note that, such a scheme could be found only when the channel changes within the coherence block, but not when it remains constant.
II. CHANNEL MODEL AND MAIN RESULTS
We first define the IC. The two-user MIMO IC consists of two transmitters (T 1 and T 2, with M 1 and M 2 antennas, respectively) and two receivers (R1 and R2, with N 1 and N 2 antennas, respectively). A given transmitter T i has a message only for its paired receiver Ri. The input-output relationship is given by equations
where at the t th channel use, Y (t) and Z(t) are the received signals at R1 and R2, respectively; X 1 (t) and X 2 (t) are the signals transmitted by T 1 and T 2, respectively under the power constraint of P ; W (t) and W (t) are the additive noises at two receivers; H ij (t) ∈ C Ni×Mj is the fading channel matrix from T j to Ri, i, j = 1, 2. We assume that all the channel matrices are perfectly and instantaneously known at both the receivers while the transmitters know only the distribution of these (hence, no CSIT). The additive noises and the channel matrices are assumed to consist of independent and identically distributed (i.i.d.) CN (0, 1) random variables. The noise and the channel realizations are taken to be i.i.d. across time. The applicability of the results of this paper to more general channel and noise distributions and their extension to certain K-user channels is discussed in Section III.
We define a variable 1 T i to be 1 if T i is cognitive (of the unintended message), and 0 otherwise. Define a 1 Ri in a similar manner. Then the
Let M Y and M Z denote the independent messages intended for R1 and R2, respectively. The rate pair (R 1 , R 2 ) is said to be achievable if the probability of error in decoding messages M Y and M Z , sent at rates R 1 and R 2 , respectively, goes to zero as the blocklength tends to infinity. The capacity region C(P ) is the set of all achievable rate pairs when the power constraint is P . The dof region is then defined in (1).
A. The Inner-bound to the dof region
+ to be the number a − min(a, b). Define x 1 , x 2 , and x 3 as follows:
Define y 1 , y 2 , and y 3 from x 1 , x 2 , and x 3 , respectively, by swapping subscripts 1 and 2 on the right hand side of the above equations. Define points
,
= 1 passes through P 1 and P 2 . We then have the following theorem.
Theorem 1 (Inner-bound):
The inner-bound to the dof region of the no-CSIT C-IC is given by equation (2) .
Proof: (Outline) Under perfect CSIT, the transmitters can employ zeroforcing to minimize the interference at the receivers [5] . However, this is not possible under no CSIT. In other words, the signal transmitted to Ri is entirely an interference for Rj, j = i, unless Rj is cognitive. The receivers, with perfect channel knowledge, perform receive zeroforcing to recover the useful signal. To prove the theorem, it is sufficient to establish that the point P 1 is achievable. Now, x 1 is the number of streams that T 1 and T 2 can together send to R2, given that
ensures that the receivers can recover their useful signal by zeroforcing the interference. Note that when the receivers are cognitive, this condition imposes a trivial constraint.
We refer to the bound on the weighted sum of d 1 and d 2 that appears in (2) as the 'inner-bound on the weighted sum'.
B. The Outer-Bound to the DoF Region
For the rest of the paper 1 , we restrict ourselves, without loss of generality, to the case of N 1 ≥ N 2 . 1 We classify the 16 possible cognition scenarios into four cases, A to D. From here onwards, whenever we refer to a particular case, the superscripts in
outer , etc. are replaced by the letter corresponding to that case.
The dof region 
is clearly an outer-bound to the dof region (D C−IC outer ). We need an additional bound on the weighted sum of d 1 and d 2 , which any
C−IC must satisfy. We call this bound the 'outer-bound on the weighted sum'. The goal of this proof is to determine this bound so as to obtain the tightest overall outer-bound. The detailed proof is provided in Section III.
The general results presented above, when particularized to the special cases of the IC, CRC, and BC, match with the corresponding bounds derived earlier in [8] - [10] .
Remark 1: Comparing the inner and outer bounds, we see that either the bounds are not tight or the perfect characterization of the dof region is not available only in the following cases:
1) (0, 0, 0, 0) and (0, 0, 1, 0)-C-IC with N 1 > N 2 and
Note that under Cases B and C, if 1 T 1 = 1, the perfect characterization is available. The prior attempts [8] - [10] , which consider only the IC and the CRC, do not provide the perfect characterization of the dof region in the above cases.
Remark 2: In Fig. 1 , we pictorially depict the way in which the dof region changes under various cases of cognition.
1. In Case A, since both the receivers are cognitive, they can cancel the interference. Hence,
We have already seen that D B outer = D C outer . It can be verified that the inner-bound for Cases B and C is also identical. This behavior can be understood by noting that R2 has fewer antennas than R1 and thus R2 imposes more stricter constraints on the dof region than R1. Hence, making R1 cognitive does not help improve the dof region (at least when it is established) or the inner-bound.
3. When R2 is made cognitive (i.e., Case B/C to Case D/A), the inner-bound to the dof region expands in general. This behavior is now quite intuitive; R2, the originally constrained receiver, when made cognitive would no longer impose the stricter constraints. The same intuition also explains why the dof region expands when R1 is made cognitive in the presence of cognitive R2 (i.e., Case D to Case A).
4. In summary, one can say that whether making a particular receiver cognitive would help improve the dof region or not depends on the relative number of antennas at the two receivers and possibly on the state (cognitive/non-cognitive) of the other receiver. Note that whenever a transmitter is made cognitive, the DoF region necessarily expands.
Note that the above behavior is quite different from the one observed under perfect CSIT in [5] .
Remark 3: Under Cases B and C, the inner/outer-bound on the weighted sum is on the sum-dof only if 
M (2), · · ·, M (n) along its diagonal. For a scalar variable x(t),
if it corresponds to the transmitted or the received signal, or the noise then for defining x we treat x(t) as a vector whereas if x(t) corresponds to a fading process then we treat it as a matrix. Define a function 'multiplexing gain' by MG(x) = lim P →∞ x log P , where P is transmit-signal power. Denote by H the collection of random variables H 11 Case B and C:
outer , it is sufficient to establish that the region defined in (4) is an outer-bound under Case C. Note that we need to prove only the outer-bound on the weighted sum. Using Fano's inequality [12] , we obtain the upper-bounds on the achievable rates:
where n → 0 as n → ∞. This yields
Taking the multiplexing gain of each side of the two equations, we get bounds on N 2 ) . Also, since the transmit signals are determined by the two messages, MG lim n
. We relate the remaining two terms in the following lemma.
The required inequality can now be obtained by combining all the above results.
Proof: We divide the analysis into three parts: Case I:
Case I:
By symmetry, it is clear that if we consider any subset of these random variables of size, say K, then their joint distribution conditioned on the same set of random variables is the same.
Now since conditioning reduces entropy
Now combining the result of the preceding paragraph with the above equation, we obtain the lemma. Case II: Case III follows similarly. For the detailed proof, see [8] .
Case D: Again applying Fano's inequality, we get
The following lemma is the key to prove the required result.
Lemma 2:
We have
, we see that the regions are identical (the details are omitted). Note the difference between the proofs of Cases C and D. In Case C, we lowerbounded the term related to the differential entropy of Z by that of Y , while in Case D, the reverse is done.
Generalization: Theorems 1 and 2 hold for a wider class of fading and noise distributions than the one considered before.
For example, consider the following generalization: Let f 1 , · · ·, f N1+N2 be i.i.d. unit-norm random row vectors and a 1 , · · ·, a N1+N2 be independent non-negative random variables with any arbitrary distribution. If we number the total N 1 + N 2 receive-antennas in the C-IC as i = 1 to N 1 + N 2 then the channel corresponding to the i th antenna is distributed according to a i f i . We make some full-rank-type assumptions about the channel matrices. Let the noise distribution be Gaussian, as in Section II. Under this generalization, Theorems 1 and 2 can be proved. See [8] for more details.
Note that for the fading and noise distribution defined in Section II, the no-CSIT (1, 1, 0, 0)-C-IC (i.e., the BC) is degraded and hence its capacity region is known. The above generalization is interesting because in this case, the C-IC does not fall into any of the special classes for which the capacity region is known, but still the dof-region has been derived.
Extension to the K-user channels: Consider the K-user no-CSIT MIMO BC with M transmit antennas and receivers with
Making use of the techniques developed in the proof of Lemma 1, we derive the outer-bound to the dof region, under the assumption that the receiver i knows the messages of the receivers i +1 to K. This outer-bound along with the time-division-based innerbound establishes the dof region of the channel. See [8] for more details and the results on the K-user IC and the CRC.
IV. INTERFERENCE ALIGNMENT WITH NO CSIT
The inner-bound presented in Theorem 1 does not involve any CSIT-dependent intelligent encoding scheme at the transmitter side. However, if, in fact, the channel has some special structure then the knowledge of this channel structure can be exploited to enhance the dof region, even if the transmitters do not know the instantaneous channel realizations [14] , [15] .
For example, in [14] , instead of considering that the channel varies continuously across time, a staggered block fading model is assumed. Under this model, the channel is assumed to remain constant within a fading block/coherence period with the coherence times varying across users such that the boundaries of fading blocks of different users are 'suitably' misaligned. The transmitter is assumed to know the fadingblock boundaries but not the actual channel realizations. It is shown, in the context of the BC, IC, and the X-channel, that if the fading blocks are 'suitably' misaligned then it is possible to employ IA [13] at the transmitter to obtain some interesting achievability results, which can not be proved in general.
Going further, we consider here the CRC with T 2 cognitive and (M 1 , M 2 , N 1 , N 2 ) = (3, 2, 5, 4). For this CRC, the inner and outer-bounds do not match. Specifically, P 2 , defined in Subsection II-A, is (2, 2) ; but, the outer-bound on the weighted sum passes through the point (2.5, 2); see [8, Fig. 7] . We show that, under some extra assumptions, the point (2.5, 2) can be achieved using IA. We assume here that within a coherence block the channel changes in some deterministic manner, instead of remaining constant.
Assumptions: Assume that the channel to R2, i. Claim: Under the above assumptions, it is possible to achieve (d 1 , d 2 ) = (5, 4) over a coherence period of length 2 using IA.
Encoding Scheme and the proof: Let L(i) be the beamforming (BF) matrix for the signal to be sent to R1 at time
Here, Q 1 is the BF matrix for the signal to be sent to R1 from T 1 at time 1 and similarly, Q 2 . For R2, the BF matrix is chosen to consist of identity matrices; see equation (8) . We then want the overall BF matrix T (shown in (8) ) to have a rank of 9. This is possible only if the 6 × 5 matrix K consisting of the first three rows of L(1) and L(2) has the rank of 5. Here,
and it has the rank of 5 since U 12 is full rank. We now want that the interference spans only 4 linearly independent directions at R2. Let v denote the null space of H 2 (1) and let v ⊥ be such that V = [v v ⊥ ] be unitary. Then we can write Q = VQ for some invertibleQ. Then the interference subspace at R2 is given by
where H 2 (1)v ⊥ is 4 × 4 invertible matrix. Thus, the interference spans only 4 linearly independent directions, which demonstrates IA at R2. We now must ensure that the interference and the useful signal are received along the linearly independent directions so that R2 can recover its signal. This reduces to saying that the matrix and U 21 is full rank. Since H 1 (t) is full rank with probability 1, R1 can achieve 5 dof. Discussion: To make the overall BF matrix T full-rank, we require K to be full rank, i.e., the bottom two rows of L(1) and L(2) do not help here. Now if the channel remains constant within a coherence block, then the requirement of IA constrains us to choose the first three rows of L(1) and L(2) to be identical, which can not make K full rank. Furthermore, it is not clear to us if such an IA-based scheme can be worked out when H 21 (t) and H 22 (t) remain constant within a coherence block and the boundaries of the coherence blocks are 'suitably' misaligned. This example is interesting because such a scheme is found to work only when the channel varies in some peculiar way, but does not remain constant within a coherence block. We are currently investigating if such IA-based schemes can be made to work under more realistic fading models.
V. CONCLUSION
The dof regions of the no-CSIT C-IC were exactly characterized in all but a few cases. Also, we presented an example which shows that, under some extra assumptions, IA can be employed at the transmitters even without CSIT. 
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