In this paper, I make two theoretical claims: (i) For some form to be grammatical in language L, it is not necessary that the form satisfy all constraints that are active in L, i.e. even grammatical forms can violate constraints. (ii) There are degrees of ungrammaticality, i.e. not all ungrammatical forms are equally ungrammatical. I first show that these claims follow straightforwardly from the basic architecture of an Optimality Theoretic grammar. I then show that the surface sound patterns used most widely in formal phonology cannot be used to test the truth of these two claims, but argue that results from speech processing experiments can. Finally, I discuss three experiments on the processing of non-words of the form [stVt], [skVk] and [spVp] in English that were designed to test these claims, and show that both claims are confirmed by the results of the experiments. * This paper benefited greatly from discussion with and feedback from many people, and I express my appreciation to all of them:
INTRODUCTION
As linguists, we develop grammatical models to explain some observed phenomenon of linguistic competence, and we deem a model successful if it can account for the phenomenon. However, the models we develop often make predictions beyond the data they were designed to account for. If these extrapolatory predictions are corroborated by additional data it is usually taken as evidence that the model is, if not correct, at least on the right track. In this paper, I point out two such extrapolatory predictions that follow from the basic architecture of an Optimality Theoretic grammar Smolensky 1993/2004 ): (i) even grammatical forms violate some constraints (i.e. grammatical forms do not have to be perfect), and (ii) there are degrees of ungrammaticality (i.e. not all ungrammatical forms are equally bad).
Theoretical phonology relies primarily on 'surface sound patterns' (Ohala 1986 ) for evidence about phonological grammar. However, this kind of data is not effective in addressing all questions that are relevant to phonological theory. Pierrehumbert et al. (2000:274) argue that the increasing prominence of laboratory approaches to phonology is driven by the realization that there are 'issues in phonology that are not effectively addressed using traditional types of data'. The two predictions mentioned in the previous paragraph are examples of such issues that cannot be resolved by relying only on surface sound patterns. This does not mean that these predictions are untestable, but only that we have to rely on other kinds of data. In this paper, I show how psycholinguistic experiments can be used to test these two predictions.
If the first prediction is true, we should see a processing difference between two grammatical forms that differ in terms of the constraints that they violate. A grammatical form that violates more, or more serious, constraints should show a processing deficit relative to a grammatical form that violates fewer, or less serious, constraints. Similarly, if the second prediction is true, a processing difference should be observed between ungrammatical forms that differ in terms of their degree of ungrammaticality. An ungrammatical form that violates more or more serious constraints should show a deficit relative to a form that violates fewer or less serious constraints. I use this logic to test these two predictions, showing that both predictions can be confirmed as correct.
The validity of this research program, as well as the interpretation of the results of the experiments, rests on several not uncontroversial assumptions. First, a realist stance has to be taken with regard to grammatical models. It has to be accepted that grammatical models such as Optimality Theory (henceforth OT) is more than just a convenient and succinct way to describe linguistic data and observations. Data from psycholinguistic processing experiments can only be relevant for grammatical models if such models are assumed to reflect the psychological reality of the language user's linguistic competence. Secondly, many things other than formal grammar are known to influence language processing. Specifically, we know that usage-based frequencies have a strong influence on many aspects of processing (see section 3 below). Results from processing experiments can hence be interpreted as evidence about formal grammar only if it is assumed that both grammar and usage frequencies influence processing.
In this paper, I subscribe to these two assumptions. The first assumption is a philosophical stance that cannot be shown to be correct or incorrect. The second can more easily be tested empirically, and it is a topic of much recent research, as the discussion in section 3 shows.
In what follows, I first discuss the two predictions derived from OT in more detail, and then discuss the relationship between formal grammar and usage-based frequencies, reviewing recent literature that shows that grammar, though influenced by usage frequencies, is also independent from it. I then turn to a consideration of a restriction on English words of the form [sC i VC i ], and develop a standard OT account of this restriction. This account provides typical examples of the two predictions noted above. The core of the paper follows, with a discussion of the results of three experiments designed to test the predictions illustrated in the OT account.
GRAMMATICALITY AND UNGRAMMATICALITY IN OPTIMALITY THEORY

WHAT IT MEANS TO BE GRAMMATICAL
In the earliest instantiations of generative phonology, constraints played a very small role or no role at all. The bulk of The Sound Pattern of English ('SPE', Chomsky and Halle 1968 ) is a purely rule-based derivational theory. However, it was realized very soon that a theory devoid of constraints was inadequate. The most important impetus for assigning constraints some role in phonology was the focus on phonological conspiracies in the 1970's. In an important paper, Kisseberth (1970) showed that several seemingly unrelated phonological rules of Yawelmani Yokuts conspire to achieve the same purpose -they all either actively eliminate or fail to create a sequence of three adjacent consonants. The unity between these rules can only be expressed in terms of a constraint against such sequences, i.e. *CCC. Ever since the discovery of conspiracies, much of generative phonology has been occupied with determining the nature of phonological constraints.
An assumption of nearly all of generative phonology until the advent of OT was that constraints are inviolable. Prince and Smolensky (1993:6) refer to the 'widely held view that constraints are statements of … phonotactic truth'. McCarthy and Prince (1993:5) say about phonology before 1990: 'On the usual view, the output is the form which meets all the relevant constraints …' [emphasis in the original]. This implies that a grammatical form in some language cannot violate any constraint that holds for that language. A grammatical form of language L is a form that is 'perfect' in terms of the constraints of L. A problem with this view of constraints is that, with very few exceptions, every constraint that has ever been proposed is violated in grammatical forms of at least some language. 1 Several different solutions to this problem were explored during the last quarter of the previous century. One approach was to reject any constraint that is violated in some language. See, for instance, Odden (1986) who questions the existence of the tonal Obligatory Contour Principle (OCP) based on the fact that there are many languages that tolerate adjacent high tones. Another approach was to reanalyze examples that seem to violate some constraint in such a way that they no longer do. This usually involved limiting the application of a constraint to a specific stage in the derivation. McCarthy's 1986 treatment of the OCP-Place constraint can serve as an example. McCarthy argues that the ban on adjacent homorganic consonants in the verbal root in 1 The prohibition against crossing association lines in tonal phonology is an example of a constraint that is probably never violated (Sagey 1988) . In Optimality Theory, it is sometimes assumed that such truly inviolable constraints are built into GEN so that forms that violate these constraints will not even be generated. However, see De Lacy (2007) for a different interpretation of these inviolable constraints.
Semitic languages is the result of a constraint against adjacent consonants at the same place of articulation (OCP-Place). The existence of verbs with identical adjacent consonants, like galal 'he rolled/revolved' in Hebrew, then presents a problem since these verbs seem to violate OCPPlace. 2 McCarthy's solution is to reinterpret OCP-Place as a morpheme structure constraint, and to assume that a verb like galal is derived from a bi-consonantal root /g-l/. On the level at which OCP-Place applies, this verb hence does not have adjacent homorganic consonants so that it does not violate OCP-Place. A third approach was to treat constraints like parameters. Itô (1989) takes this approach in her treatment of the avoidance of onsetless syllables. She claims that there is an 'absolute Onset Principle' that forbids all onsetless syllables. This constraint is part of the grammar of a language like Arabic in which any form with an onsetless syllable is ungrammatical. However, since English allows onsetless syllables, this constraint is not part of the grammar of English at all. Under this approach constraints are still inviolable, but they are no longer universal.
OT represents a departure from all these previous approaches to constraints. In OT, constraints are assumed to be universal but violable. The fact that there are languages that tolerate adjacent high tones is hence not a reason to reject the tonal OCP. In languages like these, the tonal OCP is simply ranked low enough that violation of this constraint is tolerated. See, for instance, Myers (1997) for an OT-reanalysis of many of the examples that Odden (1986) claims as counterexamples to the OCP. The OCP is included in Myers's analyses, but violation of the constraint is tolerated under domination of higher-ranking constraints. Berent, Everett and Shimron (2001) and Coetzee (2004, to appear) give OT-reanalyses of Hebrew verbs like galal. In their analyses, verbs like these do violate OCP-Place, but this violation is tolerated since this constraint is crucially dominated by higher ranking constraints. There are also many examples of OT-analyses in which grammatical forms violate ONSET, the constraint requiring syllables to have onsets.
From the preceding discussion, it is clear that what it means to be grammatical in language L depends amongst other things on whether constraints are taken to be inviolable. In a theory where constraints are inviolable, a form is grammatical in L only if it is perfectly wellformed. However, in OT this is not true. In OT, even grammatical forms may violate constraints. A grammatical form is a form with minimal constraint violation (as determined by the constraint ranking) and not a form with no constraint violations. Burzio (1995:5) remarks in this regard that grammaticality has been reconceptualized in OT and that it should no longer be defined in terms of well-formedness but rather in terms of 'best'-formedness.
We are faced with two contradictory views about what it means to be grammatical. Traditional data, the 'surface sound patterns' of Ohala (1986) , cannot adjudicate between these two views. For instance, we know that English allows words that violate the OCP-Place constraint that is active in, for instance, Hebrew -i.e. English has words with homorganic consonants such as fame (with two labials) and keg (with two dorsals). So, we know that the grammar of English should deem words with homorganic consonants to be grammatical. But the English grammar would do this if OCP-Place is not part of the grammar of English, and if OCPPlace is in the grammar of English but is freely violated. To decide between these two conceptualizations of what it means to be grammatical we have to rely on alternative data sources. In this paper, I show how the results of a speech processing experiment can be used to test these two views of grammaticality.
A clarifying note is called for here. There is evidence from 'surface sound patterns' for the activity of some constraints that are claimed to be violated by grammatical forms in typical OT-analyses. For instance, the English word and is claimed to violate ONSET, but to be grammatical nonetheless since ONSET is crucially dominated by the anti-epenthesis and antideletion constraints MAX and DEP. Of course, and would be deemed grammatical in a grammar with the ranking {MAX, DEP} à ONSET, but also in a grammar that lacked ONSET altogether. This seems similar to the OCP-Place example in the previous paragraph, but it is not quite the same. When a consonant can be syllabified either into onset or coda position without earning a violation of a faithfulness constraint, the onset syllabification is preferred. Concretely, the word demand is syllabified as de.mand not as dem.and. This shows that, when faithfulness is not at stake, ONSET exerts its force even in English. This is a very common phonological phenomenon, and has been dubbed 'the emergence of the unmarked' (TETU) by Prince (1994, 2003) .
Even though TETU gives evidence for the activity in English of a constraint that prefers syllables to have onsets, it still does not necessarily imply that a word like and violates this constraint. Itô's 1989 analysis of syllable structure distinguishes two constraints on syllables, a strong version that requires all syllables to have onsets and a weak version that does not enforce onsetless syllables but favors them when possible. Under this view, the English grammar would contain only the weak onset constraint that would be violated by the syllabification dem.and for demand. But since the strong onset violation is not included in the grammar of English, and would not violate any constraint that references onsets. Further more, there are many constraints for which not even TETU gives any evidence. For instance, there is no evidence from TETU for the activity of OCP-Place in English. There is hence no evidence from surface sound patterns that words like fame and keg do violate an OCP-Place type constraint. Surface sound patterns cannot resolve all of these examples, and it is necessary to rely on other data sources such as psycholinguistic experimental evidence.
DEGREES OF UNGRAMMATICALITY
In most of the generative tradition, grammar is seen as a function that maps every input onto a unique grammatical output. The phonological grammar of some language L hence divides the space of potential utterances into two disjoint sets, grammatical forms (possible words) and ungrammatical forms (impossible words).
3 But does grammar make finer distinctions within the set of ungrammatical forms? Or put differently, are there degrees of ungrammaticality?
In generative syntax there has always been at least an informal acceptance of the idea of degrees of ungrammaticality. Chomsky refers to this in Aspects (1965:149) , implying that a 3 A form can be ruled out as ungrammatical for many different reasons. For instance, it can violate a wordminimality type constraint in which case it is truly an 'impossible word'. But it can also be ruled out because it contains a disallowed sound sequence although it meets all other requirements for wordhood. A form can also be ruled out because of problems in its morphological structure -for instance, it may consist of bound root lacking any affix. The distinction between these different reasons for ungrammaticality is not relevant in this paper, and for the sake of simplicity, I will just refer to ungrammatical forms as 'impossible words '. sentence that violates two constraints of syntactic well-formedness is more ungrammatical than a sentence that violates only one such constraint (see also Chomsky 1986 : section 7, and Epstein 1990 . In generative phonology, degrees of ungrammaticality have received even less attention, the reason in all likelihood being the lack of a formal mechanism to derive degrees of ill-formedness from the grammar. More recent work in the laboratory phonology tradition has explored this concept, but the focus of this research has been more on how usage frequency statistics calculated over the lexicon influence word-likeness (see section 3 below for more on this).
The architecture of an OT grammar presents a way in which degrees of ungrammaticality can be derived in a straightforward manner. In an OT grammar, some form is deemed an impossible word if (i) it violates some markedness constraint M, and (ii) if M outranks some faithfulness constraint F that can be violated to avoid violation of M. In English, for example, [bdif] is not a possible word since it has a sonority plateau in the onset of the first syllable -a structure that English does not tolerate (though many other languages, like Russian, do -cf. Russian bdenie 'vigil'). In OT, the ungrammaticality of [bdif] can be captured by ranking a constraint against sonority plateaus, *PLATEAU, above some faithfulness constraint that can be violated to avoid violation of *PLATEAU. If *PLATEAU outranks the anti-epenthesis constraint DEP, an input like /bdif/ can never be mapped onto itself but will always surface with an epenthetic vowel, i.e.
[b´dif] (see Berent et al. 2007 for evidence that English uses schwa epenthesis to repair such sequences, and Davidson 2006 for a different view). But English also does not allow sonority falls in syllable onsets; that is a form like [lbif] is also ungrammatical, and an input like /lbif/ would also be realized with an epenthetic vowel as [l´bif] . (Languages like Russian, again, do tolerate sonority falls in onset position -cf. Russian lba 'forehead-GEN'). This can be captured by ranking a constraint against sonority falls, *FALL, also above DEP.
It is clear that both *PLATEAU and *FALL rule out forms as ungrammatical, and both rank above DEP. If *PLATEAU and *FALL are unranked relative to each other, then [lbif] and [bdif] are equally ungrammatical. However, if there is a ranking between *PLATEAU and *FALL, then it would become possible to derive an ill-formedness difference between [lbif] and [bdif] . The one that is ruled out by the higher ranking constraint would in some sense be worse. Berent et al. (2007) show that languages that tolerate violation of *FALL typically also allow violation of *PLATEAU (see also Greenberg 1978) . Following in a tradition that started with Smolensky (1993/2004) , such implicational universals are captured in OT by imposing a fixed, universal ranking between constraints, in the case at hand, *FALL à *PLATEAU. This gives the ranking *FALL à *PLATEAU à DEP for English. Under this ranking, both [bdif] and [lbif] are ungrammatical, since both of them violate a markedness constraint that outranks the faithfulness constraint DEP. However, since [lbif] violates the higher-ranking markedness constraint, there is a sense in which it is worse than [bdif] .
Since the markedness constraints that rule out impossible words can be ranked relative to each other, an OT grammar generates information about the ill-formedness relationship between different ungrammatical forms. It should be noted that although this information is generated and can hence in principle be used to impose an ill-formedness scale on ungrammatical forms, it does not have to be used. In fact, some OT practitioners are of the opinion that this information, though available, is irrelevant and has no real meaning. Legendre et al. argue specifically that all an OT grammar does is to select grammatical forms, and that it does not have anything to say about the relationship among ungrammatical forms: 'the highest-Harmony member of a candidate set is the only grammatical one, all other candidates being equally ungrammatical ' (2006:353, see also Tesar and Smolensky 1998:230) . If this stance is taken, then an OT grammar generates information about the relation between ungrammatical forms that is irrelevant and hence ignored. An OT grammar could then be viewed as more powerful than necessary since it generates irrelevant information. An alternative view is that an OT grammar does more than just select the grammatical forms, and that it does actually use the information generated about ungrammatical forms to impose an ill-formedness hierarchy on these forms. See Berent, Everett and Shimron (2001) and Silva (2004) for examples of this approach, and Coetzee (2004 Coetzee ( , 2006 for a formal development.
The data traditionally used in theoretical linguistics, surface sound patterns, cannot be used to test whether there are degrees of ungrammaticality. To continue with the example from above, all that this kind of data can show is that there are no English words with onset clusters like [bd-] or [lb-] . These data are silent about any well-formedness difference between these two kinds of forms in English. To test the claim that there are degrees of ungrammaticality, we therefore again have to rely on other kinds of data. In this paper, I show how psycholinguistic experiments can be used to investigate this question.
ON THE RELATION BETWEEN GRAMMAR AND FREQUENCY
One of the assumptions of this paper is that grammar influences linguistic performance, and that performance data can therefore serve as a window on the internal workings of grammar. By grammar, I refer here to formal abstract grammatical principles such as those expressed in a typical OT analysis. Although these grammatical principles are certainly influenced by experience -after all, the grammar of some language can only be learned by exposure to the language -I consider them to be more than and partially independent from generalizations over language usage frequency statistics. This view stands in contrast to a purely usage-based approach to grammar: 'While all linguists are likely to agree that grammar is the cognitive organization of language, a usage-based theorist would make the more specific proposal that grammar is the cognitive organization of one's experience with language' (Bybee 2006:711) . If this view is taken to its extreme, then 'phonological grammar is a simple projection of lexical statistics' (Hay et al. 2003:59) . I argue in sections 5, 6 and 7 that the results of psycholinguistic experiments that I discuss there cannot be explained solely on the basis of usage frequency statistics calculated over the lexicon. In that section, I motivate this claim with regard to the specific experiments that I discuss there. Here, however, I briefly review some of the recent literature that supports the partial independence of formal grammar from usage frequency. I review three kinds of evidence: (i) Language users have linguistic knowledge about structures with which they have no experience. (ii) Successful grammar learning requires some prior linguistic knowledge -i.e. knowledge that does not depend on experience. (iii) Not all results of speech processing experiments can be explained by reference to usage frequencies.
In a recent study, Berent et al. (2007) presented English listeners with non-word stimuli with initial clusters, all of which are unattested in English: with a sonority fall [lbif] , a sonority plateau [bdif] , or a small sonority rise [bnif] . Dupoux et al. (1999 Dupoux et al. ( , 2001 have shown that Japanese listeners tend to perceive vowels between the members of consonant clusters that are unattested in their language. 4 Berent et al. found the same effect with the English listeners in their study. They presented the tokens to their subjects in a syllable count task, so that for each token, subjects had to say whether it has one syllable (implying that they did not perceive an extra vowel between the consonants), or two syllables (implying that they did perceive an extra vowel). Subjects gave two syllable responses more than half the time. If usage frequency is solely responsible for this perceptual epenthesis effect, then it should be equally likely to occur in each of the three cluster types, since subjects have equal experience with all three, namely none. This is not what Berent et al. found . Their subjects were most likely to perceive an epenthetic vowel in clusters with a sonority fall [lbif] , next most likely in clusters with a plateau [bdif] , and least likely in clusters with a small rise [bnif] . The likelihood of perceptual epenthesis follows exactly the presumed universal markedness between onset clusters. The universally most marked clusters (with a sonority fall) showed the highest likelihood of perceptual epenthesis, and the clusters that are universally least marked (with a sonority rise) were least likely to undergo perceptual epenthesis. Berent et al. conclude that this result shows that 'English speakers are … sensitive to the markedness of onset clusters that are unattested in their lexicon', and hence that 'speakers are equipped with universal preferences regarding the structure of language' (p. 599). Their subjects had grammatical knowledge that they could not have acquired from their language exposure. (See Moreton 2002a , 2002b for more similar results.)
A question that needs answering is what the source of this knowledge is if it does not come from exposure. There are at least two possibilities. The first is that this reflects an innate property of linguistic competence -i.e. this knowledge is pre-programmed into the mind. The second option is that this is based on the general acoustic properties of the different sound sequences, and on the manner in which human auditory perception works -i.e. it is possible that the physical acoustic difference between [lbif] (Berent et al. 2007:612) . They also show that, in an experimental design that encourages listeners to pay attention to the fine acoustic detail of a stimulus, subjects become quite good at accurately perceiving both [lbif] and [bdif] , and that the difference between the cluster types disappear (Berent et al. 2007:620) . It is only when the task requires of listeners to perform phonological processing that the difference between the cluster types emerges. Berent et al. interpret this as evidence that this difference is not rooted in phonetic similarity but in abstract phonological preferences.
For the purposes of this paper, it is not really important whether these preferences are innate or grounded in phonetic perceptibility. The important point is that the subjects in their experiment respond in ways that cannot be explained from the statistical patterns of the language 4 Kabak and Idsardi (2007) report similar results with Korean listeners. However, they found perceptual epenthesis only with some non-attested clusters, which shows that a more careful nuanced interpretation of the phenomenon of perceptual epenthesis is required. to which they were exposed, and specifically in ways that reflect cross-linguistic typological generalizations. This could be interpreted as evidence of Universal Grammar influencing their response patterns, irrespective of whether Universal Grammar is taken to be pre-programmed and innate, or externally grounded in phonetic perceptibility (Hayes et al. 2004, Hume and Johnson 2001) .
If grammar were simply the sum total of language experience, then successful grammar learning must be possible without assuming much if any pre-existing grammatical structure. Bybee (2006:711) says the following with regard to grammar learning in a strictly usage-based theory of language: '[T]he general cognitive capabilities of the human brain, which allow it to categorize and sort for identity, similarity, and difference, go to work on the language events a person encounters, categorizing and entering in memory these experiences. The result is a cognitive representation that can be called a grammar.' Grammar learning should thus be achievable by means of 'general cognitive capabilities' and should not require any pre-existing knowledge about linguistic structures. Results such of those of Berent et al. discussed above already show that this strict interpretation of usage-based grammar learning is problematic. There is also evidence from research that deals specifically with grammar learning that shows that successful grammar learning from exposure to language use is only achievable if a certain amount of specialized, pre-existing linguistic knowledge is allowed.
Typical learning algorithms in OT (Boersma and Hayes 2001, Tesar and Smolensky 1998) provide the learner with a pre-existing set of constraints, and the task of the learner is simply to determine the ranking between the constraints. Hayes and Wilson (to appear) propose a different phonological learning algorithm where the learner is also given the task of learning the constraints themselves from statistical properties of the data. The Hayes and Wilson approach is obviously more in line with the general assumptions of a strictly usage-based account of grammar learning. However, not even their algorithm can do without assuming pre-existing linguistic knowledge. Even for very simple phonotactic learning, their model needs to assume both a set of distinctive features and a general template of the kind of constraint that must be learned. When they apply their algorithm to learn grammars that go beyond mere phonotactics (like the non-local dependencies in harmony and stress placement), the algorithm fails to learn successfully if it is not augmented by even more non-learned knowledge such as the segmental tiers of autosegmental phonology and the grid structure of metrical phonology. It is therefore possible that constraints can be learned from language usage data. However, as Hayes and Wilson show, this cannot happen without pre-existing language specific cognitive structures. Peperkamp et al. (2006) come to the same conclusion. They develop a purely statistical learning algorithm to learn allophonic rules. The algorithm looks for pairs of sounds that occur in complementary distribution, and it then learns a rule to relate the sounds in a pair to each other. They then create a corpus based on about 42,000 short child-directed French utterances. They marked up the corpus to reflect two allophonic processes (palatalization of /k, g/ before high front vowels, and devoicing of sonorants before voiceless obstruents). They found that their purely statistical learning algorithm is very successful at learning the two allophonic processes when presented with this corpus. However, the algorithm also learns many spurious allophonic rules such as the following: The semi-vowel [Á] occurs only as the last member of a syllable onset and hence before vowels (as in plui [plÁi] 'rain'). The vowel [{] occurs only in closed syllables and hence before consonants (as in peur [p{Â] 'fear'). These two sounds thus stand in structurally the same relation to each other as the voiced and voiceless counterparts of sonorants -they are all in complementary distribution. A purely statistical learning algorithm cannot distinguish between linguistically relevant complementary distribution and spurious examples such as these. Their conclusion is that a successful grammar learning algorithm must incorporate 'linguistic filters'. A general statistical algorithm can identify statistical dependencies in the data. But a pre-existing linguistic filter has to weed out the linguistically spurious from the relevant statistical generalizations.
5 See also Moreton (2006) and Wilson (2006) for arguments that phonological learning needs access to more than frequency statistics.
This research shows that, even if grammar is the 'cognitive organization of one's experience with language' (Bybee 2006:711) , this experience is organized according to linguistic principles that cannot be extracted directly from this experience. There must be a core of linguistic knowledge that is independent from experience.
The last piece of evidence in defense of grammar as independent from usage frequency that I discuss here comes from a language processing experiment. This is particularly relevant to the current paper, as I later use similar processing experiments as evidence about the formal properties of grammar.
It has been illustrated many times that different kinds of usage frequency statistics influence tasks like word-likeness judgments. The frequency statistics that are used most often in the psycholinguistic literature are lexical neighborhood density (LND) and transitional probability (TP) (Bailey and Hahn 2001; Luce 1986; Luce and Pisoni 1998; Newman et al. 1997; Luce 1998, 1999) . The LND of a token is a measure that takes into consideration both the number of words in the lexicon that are similar to the token to some specified degree, and the usage frequency of these words. A token that is similar to many and/or frequent real words has a high LND, and a token similar to few and/or infrequent words has a lower LND. The TP of two sounds is a measure of the likelihood of those sounds occurring in a specific order. If the sequence [xy] occurs in more and/or more frequent words than the sequence [xz] , then the TP of [xy] will be higher than that of [xz] . There is ample evidence from the literature that nonwords with high values for their frequency statistics usually receive higher word-likeness ratings than non-words with lower values Hahn 1998, 2001; Coleman and Pierrehumbert 1997; Pierrehumbert et al. 2004; Treiman et al. 2000) .
Results like these could be interpreted as showing that at least when it comes to tasks like word-likeness rating, there might not be a need for grammar independent from usagefrequencies. However, although there is a correlation between these frequency statistics and word-likeness ratings, it is also the case that this correlation is far from perfect. There is usually a large amount of variation that is not explained by the frequency statistics (r 2 -values in these studies are often very low, sometimes even lower than .10). This creates the expectation that there are factors other than just these statistics that might be involved. One possibility is that grammar might also contribute to the observed effects. investigated this possibility. Arabic verbal morphology, like that of other Semitic languages, is based on triconsonantal verbal roots. These verbal roots are subject to an OCP-type restriction that prohibits the occurrence of homorganic consonants in the same root -i.e. a root such as */f-m-s/ is not 5 These 'linguistic filters' will have to be formulated carefully so that they do not eliminate real but unexpected allophonic relations. Peperkamp et al. are conscious of this, which is why they argue for filters that are typologically motivated. The specific filters that they use in their learner compare the two sounds that are in complementary distribution, and reject pairs of sounds that are too different from each other. tolerated because of the two labials (Frisch et al. 2004; McCarthy 1986 McCarthy , 1994 Pierrehumbert 1993 ). Frisch and Zawaydeh chose roots that do not correspond to actual roots of Arabic. Some of these roots contained homorganic consonants and others did not; in other words, some violated the OCP-Place constraint and others did not. They also calculated two kinds of frequency statistics for their tokens, namely 'expected probability' (similar to transitional probability) and neighborhood density. They conjugated these non-word roots as verbs, and presented them to Arabic speakers, with the task to rate each non-word for its word-likeness. They found a highly significant effect of OCP-violation on the ratings -non-words that violated the OCP were rated significantly less well than non-words that did not violate the OCP. However, crucially, they found no effect of either expected probability or neighborhood density on their results -'OCP-place violation influenced the ratings, but the manipulation of expected frequency and neighborhood density did not ' (2001:98) . They hence conclude that 'knowledge of phonotactic constraints is independent from simple lexical statistics ' (2001:104) . Berent, Everett and Shimron (2001) , Berent, Shimron and Vaknin (2001) , and Berent et al. (2002) come to a similar conclusion based on word-likeness rating experiments with Hebrew listeners. There is also similar evidence for an independent contribution of grammar to speech processing in other kinds of tasks. Moreton (2002) , Pitt (1998) , Berent et al. (2007) , Dupoux et al. (2001) and Coetzee (2005) all show that grammar influences perception. Berent, Shimron and Vaknin (2001) and Berent et al. (2002) show in a similar manner that grammar influences reaction times in lexical decision. Zuraw (2007) shows that the way in which Tagalog speakers applies a morphological process to nonce words cannot be accounted only by frequency statistics.
Based on the results discussed in this section, I assume in the rest of this paper that formal grammar, though not completely independent from usage statistics, can also not be completely subsumed by usage statistics. I also assume that both usage frequency statistics and grammar can influence tasks like phoneme identification, word-likeness rating, and lexical decision. If we control for the possible influence of usage statistics in a responsible manner in experimental design, then the results of these kinds of psycholinguistic experiments can be interpreted as giving evidence about grammar per se.
It is well known from the literature, such as those discussed above, how frequency statistics influence tasks like phoneme identification, word-likeness judgments and lexical decision. In general, higher frequency statistics favor a token in phoneme identification and in word-likeness judgments. An acoustically ambiguous token is more likely to be perceived as a token with higher frequency statistics. Similarly, a token with higher frequency statistics will in general receive higher word-likeness ratings than a token with lower frequency statistics. In lexical decision, however, higher frequency statistics count against a token -i.e. a non-words with higher frequency statistics will be identified as a non-word more slowly than a non-word with lower frequency statistics. In this paper, I assume that grammar can influence these tasks in a similar manner. Specifically, with regard to phoneme identification, I assume that a token that is acoustically ambiguous between a more and a less well-formed percept, is more likely to perceived as the more well-formed token (Moreton 2002) . With regard to word-likeness ratings, I assume that a non-word that is grammatically more well-formed will be rated as more wordlike than a form that is grammatically less well-formed . Finally, with regard to lexical decision: Since I expect a more well-formed non-word to be rated as more word-like, I also expect that listeners will consider a more well-formed token more seriously as a possible word and will hence be slower to reject it as a non-word (Berent, Shimron and Vaknin 2001) . I do not formulate a detailed model of how grammar impacts these processing tasks, of where in the time-course of processing grammar is active, or of how grammar and frequency statistics interact during processing. The goal of this paper is to show that grammar in addition to frequency statistics influences processing. The development of a comprehensive processing model that incorporates both frequency statistics and grammar, is left for future research.
RESTRICTIONS ON WORDS OF THE FORM [SC I VC I ] IN ENGLISH
In this section, in order to illustrate the two predictions about grammar discussed above in section 2, I discuss a restriction on words of the form [sC i VC i ] in English, and develop a standard OT account of this restriction. I first present the facts about [sC i VC i ] forms in English, and develop a basic OT grammar to account for these facts. I then motivate the constraints used in the OT account, and finally consider how the grammar can be learned from frequency data.
THE BASIC [SC I VC I ]-GRAMMAR OF ENGLISH
The English lexicon contains words of the form [sC i VC i ] where both C's are [t], but not where both C's are [k] or [p] -i.e. state is a word but skake and spape are not. A question that needs to be answered is whether the absence of words like skake and spape is accidental, or whether forms like these are ungrammatical. 6 The standard assumption in the literature is that forms like these are excluded on grammatical grounds (Browne 1981; Clements and Keyser 1983; Davis 1982 Davis , 1988a Davis , 1988b Davis , 1989 Davis , 1991 Fudge 1969; Lamontagne 1993: Chapter 6) , and I follow the tradition in the literature. 7, 8 The restriction against these forms is part of a larger set of 6 The clearest way to show that a form is ungrammatical is to show that it is actively avoided or repaired. For instance, in English a tautosyllabic syllabic [voiceless obstruent + voiced obstruent] sequence is ungrammatical, as evidenced by the differing realizations of the plural -backs [boeks] vs. bags [boegz] . But what about a word beginning with the sequence [bn-]? Since no such lexical entry exists and since this sequence cannot be created by any morphological process of English, there is no active process that repairs such sequences on a par with the obstruent voicing assimilation observed in the plural. Even so, forms like [bnik] are standardly assumed to be ungrammatical in English (Halle 1962) . What is required is a way to distinguish between accidental lexical gaps and principled lexical gaps. It is not easy to formalize a principle that can be used for this purpose. However, as a first approximation I suggest the following: Lexical gaps that can be stated in terms general phonological properties should be treated as principled.
[bnik] can be ruled out since it belongs to a class of forms with a onset sonority rise that is not steep enough -including forms like [knik, pnik, gmik, …] . However, the non-word [blik] should be considered an accidental gap. It is not a member of any general class of forms that are absent from the lexicon. Since [spVp] and [skVk] form part of a larger, formally definable class of forms that are absent from the lexicon (Fudge 1969) , these forms should also be considered principled gaps. This same restriction is also active in German. Twaddell (1939 Twaddell ( , 1940 restrictions on the consonants that can co-occur in the onset and coda of syllables (Fudge 1969 [stvk] *! /skVk/ c.
[skVk] *! d.
[skvt] * /spVp/ e.
[spVp] *! f.
[spvt] * This OT account presents examples of both predictions discussed in section 2. First, although [stVt] is correctly predicted as a possible word, [stVt] is also not perfect -it violates *stVt. This presents a problem: since there is no alternation in English that involves *stVt, we do not have direct evidence that *stVt is part of English grammar. We know that [stVt]-forms are allowed in English, but this can be interpreted in two ways: either *stVt ranks lower than acronyms like these imply that [spVp] and [skVk] are possible words of English. Acronyms function like proper names, and proper names are often exempt from constraints that apply to the rest of the lexicon. It is also true that, although acronyms like these do exist, they are rare and unlikely to be included in the mental lexicon of the average speaker of American English. I conducted a small study to determine whether the lexicon of the average American English speaker contains acronyms like these. Seventeen native speakers of American English were recruited from the University of Michigan. I explained to the participants what an acronym is, and presented them with eight real acronyms of the form SPVP, SKVK, SCVC, SCVK and SKVC. I then asked them to write down any such acronyms that they know. Not one of the participants knew any such an acronym. faithfulness in English (the standard OT assumption), or *stVt is not part of English grammar at all.
This kind of situation where even grammatical forms violate at least some markedness constraints is the rule rather than the exception in OT. This is a direct result of the standard OT assumption that the constraint set is universal. Even markedness constraints that are violated freely in some language are part of the grammar of that language -they are simply ranked very low. However, this assumption is not a necessity. If we were to remove *stVt from the tableau in (1), the grammar would still make the correct predictions about English -[stVt] would still be a possible word, and [skVk] and [spVp] would still be impossible. It is therefore also possible that constraints that are completely 'inactive' in some language are dropped all together from the constraint hierarchy of that language. This is an important question, not only because it involves one of the central assumptions of OT, but also because it speaks to the core of what the grammar of an individual language is like. Do individual languages rid themselves of the inactive parts of Universal Grammar, or are the inactive parts still preserved in some form in the grammar of individual languages?
The data traditionally used in phonology cannot help us to decide between these two possibilities. These data take on the form '/stVt/ → [stVt] is a grammatical mapping in English'. But traditional data cannot distinguish between the statements '/stVt/ → [stVt] is grammatical because it does not violate any constraint of English' and '/stVt/ → [stVt] is grammatical even though it violates *stVt'. In section 5, I show how we can use the results of a phoneme identification experiment to distinguish between these two possibilities.
The OT account above also provides an example of the prediction that there are degrees of ungrammaticality. Since both *spVp and *skVk rank higher than faithfulness, it is correctly predicted that neither [spVp] nor [skVk] should be allowed as words of English. However, the ranking *spVp à *skVk implies that [spVp] is somehow less well-formed than [skVk] . This kind of situation is again very common in OT analyses. It is often the case that a ranking is implied between markedness constraints that are never violated by some language; that is the constraints that rule out impossible words as ungrammatical.
The ranking between *spVp and *skVk is not necessary to account for the surface sound patterns of English -even if the ranking is removed, [spVp] and [skVk] are still predicted as impossible words. This also involves core questions about the structure of the grammar of individual languages. Is the grammar of some language only as complex as necessary to distinguish grammatical and ungrammatical forms from each other? Or does the grammar of an individual language contain more structure than this?
Once again this question cannot be answered by relying on the data traditionally used in phonology. These data simply tell us that neither [spVp] forms nor [skVk] forms are attested as words in English. But they are quiet about any well-formedness relationship between these two forms. In sections 6 and 7, I discuss the results of a word-likeness judgment experiment and lexical decision experiment that show that English speakers do treat [spVp]-forms as less wellformed than [skVk]-forms.
MOTIVATING THE *SCVC-CONSTRAINTS
The *sCVC-constraints can be viewed as the local conjunction between OCP-type constraints against multiple occurrences of the same segment, and a constraint against the sequence [s+stop] (Coetzee 2004:402-420 ; see Baertsch and Davis 2003 for an alternative).
Languages often show restrictions on the co-occurrence of identical (or highly similar) consonants within some local domain. This has been demonstrated for languages as diverse as Arabic (Frisch et al. 2004; McCarthy 1994; Pierrehumbert 1993) , Japanese (Kawahara et al. 2006) , Russian (Padget 1995), Muna (Coetzee and Pater to appear), Javanese (Mester 1986; Yip 1989; Uhlenbeck 1949 ), Rotuman (McCarthy 2003 , French, Latin and English (Berkley 2000) . Although the details of the restrictions differ between the languages, it is clear that there has to be a general family of constraints that militate against the occurrence of identical or highly similar consonants in some local context. Alderete (1997) and Itô and Mester (1998) analyze restrictions like these using local self-conjunction (Smolensky 1995) of markedness constraints. However, Coetzee and Pater (to appear) assume that OCP-type constraints are primitive constraints that are not built up by self-conjunction. I follow the primitive constraint option here, however for the purposes of this paper it would not make any difference if the local selfconjunction approach were taken. (Gouskova 2001; Hayes 1985:148-149; Hockett 1955:152-153; Kahn 1980:42-43) . If these sequences are consonant clusters, they violate the Sonority Sequencing Principle (SSP), since the sonority then falls from the fricative [s] to the stop. Under the alternative view, [s+stop]-sequences are not consonant clusters, but rather complex segments (Broselow 1991; Firth 1935 Firth , 1935 Firth -1937 Fudge 1969; Fujimura and Lovins 1978:112; Lamontagne 1993: Chapter 6; Selkirk 1982; Spang-Hanssen 1959:158-161) . If these sequences are complex segments, then they avoid violation of the SSP (as single segments they have only one sonority value). However, if they are complex segments then they are marked as such. Irrespective of how these sequences are viewed, it is clear that they 9 These constraints can be stated more generally as 'do not allow two coronals separated by only a vowel', etc. With a few exceptions, these broader definitions of *skVk and *spVp are also unviolated in English (cf. scag, skeg, spume, spam) . Because of these exceptions, I have opted for the more restrictive definition in the text.
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A second motivation for this comes from Twaddell's German data. As explained in footnote 7, Twaddell did not take syllable boundaries into account. He therefore found no examples of German words with the sequences [skV.kV] 
LEARNING THE GRAMMAR
I argued above for the ranking *spVp à *skVk à *stVt. Since [stVt] words exist while [spVp] and [skVk] words do not, it is easy to imagine how English speakers could arrive at the ranking {*spVp, *skVk} à *stVt. But how can they learn the ranking between *spVp and *skVk in the absence of specific evidence about the ranking between these two constraints?
I show here how a ranking between markedness constraints can be learned even if these constraints are freely violated in the learning data. The ranking that is learned reflects the frequency with which the constraints are violated, such that constraints that are violated less often rank higher. In spite of the fact that *p v p, *k v k, and *t v t are freely violated in English, learners can use information on how frequently these constraints are violated to learn a ranking between them. CELEX has a special sub-corpus that lists the frequency per million of syllables. I calculated in this sub-corpus the frequency of syllables that contain two [t] *k v k à *t v t. Once this ranking has been established, the principle of 'ranking preservation' (Itô and Mester 1998) dictates that all constraints formed by the local conjunction of these constraints with some other constraint preserve this ranking. When *spVp and *skVk are formed by the local conjunction of *[s+stop] with *p v p and *k v k, respectively, the ranking *spVp à *skVk is hence inherited from the ranking *p v p à *k v k. The rest of this section fleshes out this proposal. Pater (2005, also Pater and Coetzee 2005) proposes an extension to the Biased ErrorDriven Constraint Demotion (BECD) algorithm of Tesar and Smolensky (1998; also Prince and Tesar 2004 ) that gives the algorithm the power to learn frequency based rankings between markedness constraints. In the BECD, every time the learner encounters a new form (hears a new word), this word is sent through the learner's current grammar. If the current grammar generates a form that is different from the learning datum (i.e., an error is generated), a Winner~Loser pair is created and added to the Support (Tesar 1998; Prince and Tesar 2004) . The Support is a set of these Winner~Loser pairs from which the learner learns the grammar. In the Support, constraints that prefer the Winner (the intended output) are marked with a W, and constraints that prefer the Loser (the candidate incorrectly generated by the learner's current grammar) are marked with an L. Once the Support has been created, the algorithm, given in (5) goes into effect.
(5)
Biased Error-Driven Constraint Demotion i. Find all the constraints that prefer no Losers (i.e. with only W's in their columns). ii.
If any of these are markedness constraints, install them in the current stratum, and return to step i. iii.
If there are no available markedness constraints, install faithfulness constraints that prefer winners, and return to step i. iv.
If there are no faithfulness constraints that prefer winners, install faithfulness constraints that prefer no Losers, and return to step i.
Pater's innovation is to suggest that learners are lexically conservative during the process of creating the Support. Every time the learner's grammar generates an error so that a Winner~Loser pair is created, the faithfulness constraints that favor the Winner are indexed only to the lexical item concerned. During this stage of learning, learners therefore assume that all violations of markedness are exceptional or specific to the lexical item at hand.
To see how this works, let us consider a small part of the English lexicon that preserves the basic relative frequencies mentioned above -see (6). Assuming the initial state ranking Markedness à Faithfulness (Smolensky, 1996; Itô and Mester, 1999; Tesar and Smolensky, 2000; Hayes, 2004; Prince and Tesar, 2004) , all of these words will initially result in an error and hence in the creation of a Winner~Loser pair. The Support that will be created from this mini lexicon is given in (7). For the sake of concreteness, I assume that the relevant faithfulness constraint is IDENT [place] . However, in the absence of evidence from alternations, it could be any faithfulness constraint that can be violated to avoid the markedness violations.
(6) Mini lexicon toot cook pope tote cake teat
Once this Support has been created, the BECD algorithm goes into action. The first step is to collect all the constraints that prefer no Losers. In the Support in (7), this is the full set of lexically indexed faithfulness constraints. Next, the algorithm needs to determine which of these constraints to rank first. Since the set contains no markedness constraints, the second step in the algorithm does not apply, and we move to the third step. At this point, the algorithm has six constraints that it can rank. Prince and Tesar (2004:257) propose that the choice between faithfulness constraints is made by identifying the smallest set of faithfulness constraints whose ranking will 'free up' a markedness constraint for ranking.
12 They refer to this set as the 'smallest effective F set', defined in (8). (8) Smallest Effective F set When placing faithfulness constraints in a hierarchy, first place the smallest set of faithfulness constraints that free up some markedness constraint.
In the Support in (7) above, the smallest effective F set is {IDENT pope }. Once it has been ranked high, the learner's grammar no longer generates an error when presented with the token pope so that the L from the column for *p v p will disappear from the Support. On the next round of learning, *p v p therefore becomes available for ranking. Two faithfulness constraints have to be ranked to free up *k v k, and three to free up *t v t. Based on this, the learner hence installs IDENT pope in the highest stratum, and removes the last line form the Support -since his/her grammar no longer generates an error when presented with pope. The grammar learned thus far and the updated support are given in (9).
12
Ranking a faithfulness constraint 'frees up' a markedness constraint if the ranking results in all L-marks for the markedness constraint being removed from the Support. On the next round of learning, the markedness constraint therefore becomes available for ranking. IDENT
The BECD algorithm now applies again, first collecting the set of constraints that prefer no Losers. This time, this set includes the markedness constraint *p v p. In the second step of the algorithm, this constraint is hence installed on the next stratum and removed from the Support, as in (10).
(10) Grammar and support thus far Grammar:
Next, the BECD again collects the constraints that prefer no Losers. This time, this set again contains only the faithfulness constraints, and the smallest effective F set needs to be found. To free up *k v k, two faithfulness constraints need to be ranked, while three are necessary to free up *t v t. The two that will free up *k v k is hence installed, and the Support is trimmed down accordingly, as in (11).
(11) Grammar and support thus far Grammar:
At this point it should be clear that *k v k will be ranked next, followed by the last three faithfulness constraints, and finally by *t v t. The final grammar that is learned is given in (12).
For more on the role of the indexed faithfulness constraints in this grammar, see Pater (2005) . All that is relevant for the purposes of this paper, is the ranking between the three markedness constraints -*p v p à *k v k à *t v t. This ranking was learned although all three constraints were freely violated in the learning data, and the ranking between the constraints reflect the frequency with which the constraints are violated in the learning data, with constraints violated less frequently ranked higher. This is achieved by a conspiracy between Pater's proposal that faithfulness constraints are treated as word-specific during learning and Prince and Tesar's idea about the smallest effective F set.
(12) Final grammar
Based on frequencies in the English lexicon, English learners therefore acquire the ranking *p v p à *k v k à *t v t. I argued above that the *sC i VC i constraints are the local conjunction between *[s+stop] with each of *p v p, *k v k and *t v t. Itô and Mester (1998) propose a limit on the ranking between locally conjoined constraints that they term 'ranking preservation', defined in (13). This principle preserves the ranking between conjuncts of conjoined constraints in the conjoined constraints. That is, since *p v p à *k v k à *t v t, all constraints formed by the conjunction of these constraints with some other constraint must preserve the ranking between these constraints. From this, the ranking assumed above between the three *sC i VC i constraints follows directly, as shown in (14). (13 (*spVp) (*skVk) (*stVt) Although the learning data that an English learner is exposed to contains no direct evidence for a ranking between *spVp and *skVk, the learner generalizes the ranking that he/she has learned from frequency data elsewhere to the ranking between these two constraints. This is in agreement with Frisch and Zawaydeh's (2001:104-105) view of the relation between frequency and grammar. In their view grammar is 'emergent' and phonotactic constraints are learned 'based on lexical patterns'. However, they also conclude that 'knowledge of phonotactic constraints is independent from simple lexical statistics'. Learners rely on frequency information included in the learning data to acquire grammar. However, once the grammar has been acquired, it assumes a certain level of independence from this frequency information. This suggests a compromise between the usage-based and formal grammar approaches to language. As shown convincingly by a long line of research on usage-based theories of language, frequency information does play a role in language acquisition, use and processing. Here I assume that learners use such information in the initial stage of grammar learning. However, once they have learned the grammar based on this information, grammar can take on a life independent from this information. 
THE BEST IS NOT NECESSARILY PERFECT: PHONEME IDENTIFICATION
Several studies over the past few decades have argued that grammar can cause perceptual biases. Massaro and Cohen (1983) Kabak and Idsardi (2007) , and Moreton (2002) . When listeners are presented with a token that is ambiguous between two percepts, they are biased towards identifying the token as the more well formed of the two percepts. I conducted a phoneme identification experiment to test whether the restrictions against [sC i VC i ]-words in English also cause biases like these. The results of this experiment show a perceptual bias against [stVt]. It is now possible to show how this experiment can be used to test whether [stVt]-tokens do or do not violate *stVt. In the K~P-condition, both *skVk and *spVp are active -there is a bias-causing constraint active on each continuum. In the T~K-condition, we know that *skVk is active on one of the continua. But we are not sure whether *stVt is active on the other continuum. If *stVt is not part of the grammar of English, then the bias-causing constraints in the K~P-condition (*spVp, *skVk) form a proper superset of the bias-causing constraints in the T~K-condition (*skVk). We would then expect a smaller bias-effect in the T~K-condition than in the K~P-condition. However, if *stVt is indeed part of the grammar of English, then there are two bias-causing constraints in the K~P-condition (*spVp, *skVk) and in the T~K-condition (*skVk, *stVt), and we would not necessarily expect a larger bias-effect in the K~P-condition. The T~P-condition can be interpreted in the same way as the T~K-condition.
EXPERIMENTAL DESIGN
TOKEN SELECTION
Lexicality causes perceptual biases in phoneme identification -when presented with a token ambiguous between a word and a non-word, listeners are biased towards perceiving the word (Ganong 1980) . For this reason, tokens were selected such that the end-points of all continua were non-words. Frequency statistics, such as lexical neighborhood density (LND) and transitional probabilities (TP) (see the discussion section 3 above), also influence phonological processing. When presented with a token ambiguous between two percepts, listeners are biased towards perceiving the token with the higher values in terms of the frequency statistics (Connie et al. 1993; Newman et al. 1997) . Since most research has focused on TP and LND, I calculated the LND and TP of the endpoints in each of the six continua.
14 All endpoints had TP's that were of the same order of magnitude. It was not possible to equalize the endpoint tokens also for LND. However, Luce (1998, 1999) have shown that LND is less likely to influence tasks, such as phoneme identification, that do not require lexical access. All of the tokens were also monosyllabic, and it has been shown that lexical effects tend to decrease or even disappear completely in experimental setups where stimulus lists contain only monosyllabic tokens (Cutler et al. 1987) . See also later in this section for more discussion on the possible role of frequency statistics in this experiment. A list of the tokens and all their frequency statistics is included in the appendix.
CONSTRUCTION OF STIMULI
I discuss the P~K condition as an example here, but the stimuli for the other conditions were created in the same manner. I recorded a phonetically trained native male speaker of American English reading the non-words [skAp] and [spAk] in the carrier sentence 'John said _____ again to me.' Four repetitions of each non-word were recorded in this way. The non-words [skAp] and [spAk] were then spliced from the carrier sentence, equalized for intensity, and stored in digital form. In each of the non-word tokens, the beginning and end of the syllabic nucleus were marked. The nuclei were then divided into ten intervals of equal duration, and the frequency and bandwidth of the first six formants were taken at the mid-point of each interval. The first 40% of the nucleus was synthesized using the values for the first four intervals from the spAk-file, and the last 60% using the values for the last six intervals from the spAk-file. The first 40% of the nucleus for the [spAp]-endpoint was also synthesized with the values for the first four intervals from the spAk-file. However, the last 60% of the 14 Frequency statistics were calculated using the CELEX database (Baayen et al. 1995) . This database was 'Americanized' before the calculations were done. The 'Americanization' consisted primarily in changes in vowel quality and in the presence of post-vocalic /r/.
LND was calculated according to the method used by inter alia Luce (1998, 1999) and Newman et al. (1997) . The neighbors of a token are defined as any word that can be formed from the token by substitution, addition or deletion of one phoneme from the token. LND is calculated as follows: (i) Find all the neighbors for a token. (ii) Sum the log frequencies of all the neighbors. The LND therefore takes into account both the number of neighbors and their frequencies.
TP's were also calculated using a method very similar to that of Luce (1998, 1999) and Newman et al. (1997) . Consider the token [skEk] as an example. For the sequence [Ek] we can calculate the probability of an [E] being followed by [k] , and the probability of a [k] being preceded by an [E] . To calculate the probability of [E] being followed by Exactly the same procedure was used to construct a 20-step continuum from [skAk] and [skAp] . The only difference was that the first 40% of the nucleus for this continuum was synthesized using the values for the first four segments from the skAp-file rather than the spAkfile. The two nucleus continua were therefore identical in their last 60%, but differed in their first 40%. 
THE FINAL
SUBJECTS
All subjects were undergraduate students from the University of Massachusetts, who took part in the experiment for extra course-credit. Subjects were native speakers of American English, and reported no hearing disabilities. A total of 37 subjects took part. In each condition only those subjects who could identify the endpoint stimuli correct at least 75% of the time were included in the analysis. This resulted in 15 subjects in the K~P-condition, 26 in the K~T-condition, and 26 in the P~T-condition. Subjects were tested either individually, or in groups of up to four.
PROCEDURE
A separate experiment file was created for each of the three conditions. The K~P-condition is discussed as an example. The K~P-file contained three repetitions of each of the four endpoint tokens ([skAk], [skAp], [spAp], [spAk] ). Of the 18 intermediate tokens from each continuum, six were selected for inclusion in the experiment. These six tokens were selected so that they surrounded the most ambiguous region on the continuum. 15 Six repetitions of each of the six ambiguous tokens for each of the two continua were included in the K~P-file. The three conditions were tested separately. Stimuli were presented at a comfortable level over headphones to subjects seated in a sound attenuated room. Subjects pressed a button corresponding to the sound on which the token ended. The tokens in each file were presented in random order. Before an experiment file was presented, it was preceded by 18 practice trials (three repetitions of each of the six endpoint tokens) without feedback. . This continuum was presented to 20 subjects in a pre-test. Subjects had to identify the final consonants as either [p] or [k] . Those six tokens that surrounded the 50%-mark on this continuum were assumed to be the six most ambiguous tokens. If *stVt is not part of the grammar of English, then the bias-causing constraints in the K~P-condition (*spVp, *skVk) form a proper superset of the bias-causing constraints in the T~K-condition (*skVk) and also in T~P-condition (*spVp). We would then expect a smaller bias-effect in the T~K-condition and the T~P-condition than in the K~P-condition. However, if *stVt is indeed part of the grammar of English, then there are two bias-causing constraints in the K~P-condition (*spVp, *skVk), in the T~K-condition (*skVk, *stVt), and in the T~P-condition (*spVp, *stVt), and we would not necessarily expect a larger bias-effect in the K~P-condition. The size of the bias effect in the three conditions is indeed very similar -see Table 2 . To test whether the effect sizes differ between the conditions, I computed a difference score for each subject. 
RESULTS
In
Condition
Continuum
Response There is no evidence that the size of the perceptual bias in the T~K-and T~P-condition is different from the size in the K~P-condition. We know that the bias in the K~P-condition is the result of a biasing constraint on each of the two continua. This indicates that there should also be a biasing constraint on each of the continua in the T~K-and T~P-conditions, and therefore that 
FREQUENCY STATISTICS
In the selection of stimuli, the endpoint tokens were equalized in terms of their TP's. However, this was not possible for LND. To confirm that the LND difference between the endpoints was not the cause of the perceptual biases, I performed a regression analysis on the response data, using the LND of the tokens as the independent variable. To understand how this analysis was done, consider the K~P-condition as an example. The LND for [spAk] The two frequency statistics that have been shown in the literature to influence speech processing, LND and TP, can therefore not fully account for the response pattern observed in this experiment. However, frequency is a very general concept and many different kinds of frequencies can be calculated over the lexicon. It is hence possible that some frequency statistics other than LND or TP are better correlated with the response patterns. Although it is impossible to show that this is not the case for every conceivable way of calculating frequency over the lexicon, I consider two likely alternative statistics here. The main point of this experiment is that there exists a perceptual bias against [t], due to its violation of *stVt. Berkley (2000) has shown that words with coronals in onset and coda position are underrepresented in the English lexicon relative to words with a coronal and labial/dorsal in onset and coda position. . The task of subjects was to select from each pair the member that they considered to sound most like it could be a word of English.
TOKEN SELECTION
As with phoneme identification, it is known that frequency statistics influence word-likeness rating -non-words with high values in terms of frequency statistics are typically rated as more word-like Hahn 1998, 2001; Coleman and Pierrehumbert 1997; . In order to control for this, tokens were selected as far as possible so that grammar and frequency statistics conflict -i.e. the member of a pair that is less well-formed according to the grammatical analysis in section 4 above had higher values in terms of frequency statistics. If we find that the subjects respond according to the predictions of the grammatical analysis, we can therefore be rather certain that the results come from the grammar and not from the frequency statistics. I calculated the lexical neighborhood density (LND) and the cumulative bi-phone probability (CBP) for each token (CBP is the product of all the individual bi-phone probabilities for a token). One-tailed, paired sample t-tests confirmed that the LND and CBP of the less wellformed members were significantly higher in all three conditions. A list of all the tokens used and their associated frequency statistics is included in the appendix.
SUBJECTS
The subjects were 20 undergraduate students from the University of Massachusetts. All subjects were native speakers of American English, and reported no speech or hearing disabilities. Subjects took part in the experiment for course credit in an introductory Linguistics class.
PROCEDURE
I recorded a phonetically trained native female speaker of American English reading each of the tokens and some filler items in the carrier sentence 'John said ________ again to me.' The tokens and fillers were then sliced from the carrier sentences, and were digitally equalized for intensity.
There were 15 token-pairs in each of the three conditions, resulting in 45 test-pairs. I added 45 filler pairs to this. The fillers were selected such that approximately an equal number of all tokens were possible words and impossible words. Fillers that represented impossible words violated a constraint on the consonants that co-occur in the onset and coda of a single syllable (Fudge 1969) . They were therefore ill-formed for reasons similar to the ill-formedness of the [skVk]-and [spVp]-tokens. This resulted in a total of 90 token-pairs. Two lists were created from these 90 token-pairs. Each list contained all 90 token-pairs. In List 1, eight out of the fifteen pairs of the T~K-condition had the [stVt]-token first and the [skVk]-token second. In the other seven token-pairs for this condition, the [skVk]-token was used first. The same was true for the T~P-pairs and K~P-pairs. In List 2, the order between the members in a token pair was reversed. Both lists were presented auditorily to subjects over headphones. About 5 minutes elapsed between the presentation of the lists. On each presentation of a list, it was differently randomized. Before the list was presented the first time, 10 filler token-pairs were presented as practice trials. Subjects were seated in a sound-attenuated room, and were tested individually or in groups of up to four.
Subjects were instructed that they would hear a pair of non-words, and that their task would be to select the member of each pair that sounded most like it could be a word of English. Subjects indicated their response by pushing one of two buttons. The left-hand button was pushed if the first token in a pair was preferred, and the right-hand button if the second token was preferred. The next token pair was presented 500 ms after all subjects had responded, or after 5 seconds had elapsed.
RESULTS
In each test-pair, there was a member that is more ill-formed according the grammatical analysis presented in section 4. In the K~P-condition, this was Although the subjects comparison did not reach significance, the significant result for the items analysis confirms that the well-formedness difference between [skVk] and [spVp] forms is reflected in the word-likeness judgments.
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The results of this experiment confirm that grammar does influence word-likeness judgments. When given a choice between two forms that differ in well-formedness, language users are biased to select the more well-formed token, even if both forms are impossible words. Assuming that this result originates in grammar, we can take this as evidence for the ranking *spVp à *skVk. The kind of data traditionally used in phonology would not have been able to give evidence for this ranking. Traditional data would only have stated that neither [skVk] nor 16 The bars represent difference scores calculated for each condition by subtracting the percent times that the less well-formed member of a pair was selected from the percent times that the more well-formed member was selected. A positive difference score therefore indicates that the more well-formed member was selected more often. Error bars mark the 95% confidence interval.
The contrasts in the other two conditions, though not the focus of this experiment, were also investigated. There was significant advantage for [stVt] over [skVk] (subject t(19) = 4.5, p < .001; item t(14) = 5.5, p < .001), and over [spVp] (subject t(19) = 5.7, p < .001; item t(14) = 5.4, p < .001). This is not surprising, as the comparison here is between a possible and an impossible word.
[spVp] is a possible word of English. This would have been evidence that *skVk and *spVp outrank faithfulness, but not for any ranking between these two constraints.
FREQUENCY STATISTICS
It is significant to note that the response pattern in this experiment is in direct conflict with what would be expected based on the TP's and LND's of the tokens. In each condition, the tokens that were selected less frequently by the subjects had higher values in terms of frequency statistics. This experiment therefore serves as strong evidence that in addition to frequency statistics, grammar also contributes to word-likeness ratings. To confirm that the response pattern cannot be explained by the frequency statistics, regression analyses were performed on the results using the LND's and the CBP's of the tokens as the independent variables. The r 2 -values for both of these analyses were smaller than 0.03. This confirms that the frequency statistics cannot account for the observed variation in the response data.
Having shown that the frequency statistics that are known from the literature to influence non-word processing do not contribute significantly to the results of this experiment, it is unlikely that any other kind of frequency statistic would. However, as noted with regard to the previous experiment, frequency is a very broad concept and there may be another kind of frequency statistic that correlates better with the response pattern. , and performed a regression on the response patterns of the experiment using these transformed frequency counts as independent variables. This returned an r 2 -value of 0.14, which, though higher than the result obtained for the LND and CBP regressions, is still rather low. There is still a large amount of the variation in the data that cannot be explained merely on the grounds of this frequency.
Since the kind of statistic discussed in the previous paragraph has never been shown to influence word-likeness judgments, since the correlation between this statistic and the results are rather low, and since the frequency statistics that are known to influence word-likeness judgments (LND and CBP) correlate even less well with the results, I conclude that it is very unlikely that the response patterns observed in this experiment can be explained solely on the grounds of frequency statistics.
DEGREES OF UNGRAMMATICALITY II: LEXICAL DECISION EXPERIMENT
In this experiment, I presented subjects auditorily with a list of words and non-words, with the task to discriminate between words and non-words. The hypothesis is that listeners use, among other things, the information provided by grammar when they make lexical decisions. The less well-formed a non-word token is, the less seriously a listener will consider it as a possible word, and the more quickly the token will be rejected (Berent, Everett and Shimron 2001; Berent, Shimron and Vaknin 2001; Berent et al. 2002; Kager and Shatzman 2007) .
TOKEN SELECTION
This experiment had the same three conditions as the word-likeness experiment -i.e. T~K, T~P, and K~P. Consider the T~K-condition as an example. I selected 5 non-words of the form [stVt] and 5 non-words of the form [skVk] . Lexical decision is also influenced by frequency statistics (Balota and Chumbley, 1984; Luce and Pisoni, 1998; Vitevitch and Luce, 1999) . Non-words with high LND's and high TP's are typically identified as non-words more slowly. For this reason, the tokens were selected such that the mean LND and the mean CBP of the [stVt]-tokens and the [skVk]-tokens did not differ significantly. Frequency statistics therefore did not favor any of the two token types. The token selection in the other two conditions was done in a similar way. The actual tokens used, as well the frequency statistics associated with them, are given in the Appendix.
SUBJECTS
The same 20 subjects who took part in the word-likeness experiment also took part in the lexical decision experiment. Half of the subjects participated in the word-likeness judgment experiment first, and the other half in the lexical decision experiment.
PROCEDURE
I recorded the same speaker as in the word-likeness experiment reading each of the tokens as well as some filler items in the carrier sentence 'John said _____ again to me.' Fillers were selected in the same manner as for the word-likeness experiment. The tokens and fillers were sliced from the carrier sentence and digitally equalized for intensity. The stimulus list that was presented to subjects was structured as follows: There were a total of 27 test-tokens. 18 Each of these 27 test-tokens was included once in the list. I added 76 monosyllabic fillers to the list so that the final list contained 103 tokens. Fillers were selected so that the final list contained roughly the same number of actual words and non-words. The non-word fillers were selected so that half of all non-words tokens (fillers and test tokens) were possible words of English and half were not possible words.
[stVt] non-words, as well as forms like [blIk] counted as possible nonwords. Like the [spVp] and [skVk] test-tokens, the fillers that counted as impossible words were impossible because they contained disallowed combinations of consonants in onset and codae.g. forms like [kloel] , [smiŋ] , etc. These tokens were presented to subjects over headphones. On each presentation the list was differently randomized. The list was presented twice to subjects, with a break of about five minutes between presentations. Subjects responded by pressing one of 18 This number is smaller than the expected number of 30 (3 conditions × 2 token types per condition × 5 tokens per token type), because the same token is sometimes used in two different conditions. two buttons on a response box. One button was marked as 'Yes', and was used to indicate that the token was a word of English. The other button was marked as 'No', and was used to indicate that the token was not a word of English. The order between the buttons was varied so that half of the subjects responded 'Yes' with their right hands, and half responded 'No' with their right hands. Subjects were instructed to respond as quickly as possible, but to listen to the whole token before responding. The next token was presented after all subjects have responded or after 2 seconds have elapsed. Both responses and response times were recorded. Before the list was presented the first time, 10 filler tokens were presented as practice trials. Subjects were seated in a sound attenuated room, and were tested individually or in groups of up to 4.
RESULTS
Response times were recorded starting at the onset of a stimulus. Before analysis, the duration of every stimulus was subtracted from the recorded response time. The resulting measure represented how long after (of before) the end of the stimulus a subject recorded a response. In what follows, I refer to this measure as 'response time'. Tokens with negative response times, indicating that the subject responded before the end of the stimulus, were excluded from further analysis. The remaining response times for each subject were Z-score transformed, and responses that were more than 2 standard deviations away from the mean for a subject were excluded from the analysis. Only correct non-word responses were included in the analysis. Exclusion of negative response time tokens, outliers and incorrect responses resulted in the exclusion of just over 8% of the total responses. The results are represented graphically in Figure 3 . 19 In each condition, one of the token types were more marked according the grammatical analysis presented in section 4. The response time data were subjected to a 2 × 3 ANOVA with markedness (marked, unmarked) and condition (K~P, T~K, T~P) as independent variables. A main effect of markedness was found by subjects (F(1, 19) = 21.68, p < 0.001), but not by items (F(1, 4) = 2.584, p = 0.18). There was no interaction between markedness and condition by subjects (F(2, 18) = 0.58, p = 0.57) or by items (F(2, 3) A difference score was calculated for each subject in each condition, by subtracting the response time to the less well-formed tokens from the response time to the more well-formed tokens. A positive difference score therefore indicates that the more well-formed tokens were rejected as non-words more slowly. Error bars mark the 95% confidence interval.
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The contrasts in the other two conditions, though not the focus of this experiment, were also investigated. [stVt] forms were rejected more slowly that [skVk] and [spVp] . This difference was significant by subjects (T~K: t(19) = 3.4, p < .002; T~P: t(19) = 4.2, p < .001) and tended towards significance by items (T~K: t(8) = 1.6, p = .07; T~P: t(8) = 1.6, p = .07). These results confirm the general hypothesis about how grammar influences lexical decision. The less well-formed [spVp]-tokens were rejected more quickly than the more wellformed [skVk]-tokens. This serves as evidence of the ranking *spVp à *skVk, and it therefore confirms that English grammar makes well-formedness distinctions even between ungrammatical forms. Again we see how data from psycholinguistic experiments can help us to test hypotheses about the grammar of English that we would not have been able to test had we relied only on the kinds of data used more traditionally in phonology.
FREQUENCY STATISTICS
The tokens for this experiment were selected such they were about equal in terms of LND and CBP. We therefore do not expect these statistics to make a significant contribution to the response patterns. Using the LND's and CBP's of the tokens as independent variables, I performed regression analyses on the response time data. The corresponding r 2 -values are 0.02 and 0.01. These frequency statistics therefore account for only a small fraction of the variation observed in the data. As with the word-likeness experiment, I also performed a regression using the log frequencies of syllables of the form σ [..t…t..] σ , σ [..k…k..] σ and σ [..p…p..] σ as the independent variables. This regression returned an r 2 -value of 0.03. Although there are undoubtedly more frequency statistics that can be calculated, given the poor correlation between the statistics discussed here and the reaction times, it is unlikely that any other frequency statistic will correlate very well with the reaction times. I therefore conclude that the results of this experiment cannot be ascribed solely to the influence of frequency statistics.
CONCLUDING REMARKS.
FREQUENCY AGAIN
Under a strictly usage-based approach to language 'grammar is the cognitive organization of one's experience with language' (Bybee 2006:711) . If this view is taken to its extreme, then 'phonological grammar is a simple projection of lexical statistics' (Hay et al. 2003:59) . On the other extreme are views that reject the role of language usage and frequency information in grammar, relegating these aspects to performance rather than competence, and hence placing it outside of the purview of grammar. Although there are probably no, or very few, linguists who subscribe to either of these extremes, much of recent linguistic research has focused on finding evidence that formal grammar to the exclusion of usage frequencies influence language processing or vice versa. (The current paper also falls into one of these categories.) Consequently, there is a growing literature that gives evidence for both of these influences on linguistic processing. However, what is still largely lacking is research that assumes that both of these influence processing and that asks how they interact. What happens if usage frequency statistics and formal grammar conflict? Are there certain kinds of tasks that are more susceptible to the influence of frequency statistics, and others that are more susceptible to the influence of formal grammar? Where does formal grammar fit into the language processing models developed by psycholinguists? The time has come to end the debate between the two extremes, to accept that both frequency statistics and formal grammar play a role, and to investigate the relation between these two.
Although research that asks these kinds of questions is not plentiful, it would be untrue to say that no research on this question has been done. is a good example of research that addresses exactly this question. They take the stance that grammar is 'emergent' from the lexicon, by which they mean that grammar is learned 'based on lexical patterns ' (2001:104-105) . However, at the same time, they found that the response patterns of the subjects in their experiment could not be explained solely on the basis of the frequency-based lexical patterns, and they hence conclude that 'knowledge of phonotactic constraints is independent from simple lexical statistics ' (2001:104) . Grammar is learned from or emerges from exposure to language usage. This is in basic agreement with Bybee's definition of grammar as 'the cognitive organization of one's experience with language ' (2006:711) . However, once this organization has happened, it gains a level of independence from this experience so that it can generalize into areas where the language learner has not had any experience. I subscribe to a similar view of the relation between formal grammar and usage frequencies. The grammar of a specific language is acquired by users of that language only through exposure to use of that language. This experience has a rich frequency structure, and language users can and do use this frequency information to acquire the grammar of the language. This is in agreement with much of the formal learnability research in phonology (Boersma 1998; Boersma and Hayes 2001; Hayes and Wilson to appear; Pater 2005) . I also showed in section 4.3 how English learners can acquire the ranking *p v p à *k v k à *t v t only based on usage frequency statistics. However, once this part of the grammar has been learned, it becomes partially independent from the usage statistics and is generalized to domains with which English users have no experience. Specifically, they infer from this learned ranking the ranking *spVp à *skVk. Crucially, the absence of words of the form [spVp] and [skVk] from English means that this ranking cannot be learned from usage frequencies. Yet, we saw clear evidence for this ranking in both the word-likeness and the lexical decision experiments discussed in sections 6 and 7 above.
The way in which formal grammar and usage frequency statistics interact in language processing still needs to be researched in much more detail. New research should no longer try to show that the one or the other influences processing, but should accept that both do, and investigate the way in which they interact.
THE PROPERTIES OF AN ADEQUATE GRAMMATICAL MODEL
The results of the three experiments reported here, together with other similar results from the literature, teach us something about the nature of grammar in general. They show that the grammar of an individual language retains aspects of Universal Grammar that are not active in the grammar of the individual language (*stVt is part of English grammar although it is not necessary). Also, the grammars of individual languages have more structure than what is necessary to distinguish between grammatical and ungrammatical forms (English has the ranking *spVp à*skVk although this ranking is not necessary).
This tells us something about the requirements that any model of grammar must meet in order to account adequately for the grammatical competence of language users. A strictly generative grammar is not adequate. Such a grammar can distinguish between grammatical and ungrammatical -a grammatical form is a form for which a well-formed derivation exists and all other forms are ungrammatical. However, such a grammar cannot compare different grammatical forms with each other, nor can it compare different ungrammatical forms with each other. A strictly generative grammar lacks the necessary comparative abilities. An adequate model of grammatical competence will be able to make the distinction between grammatical and ungrammatical. But in addition to this, it will also be able to compare grammatical forms with each other in terms of their well-formedness, and ungrammatical forms with each other in terms of their ill-formedness.
OT is a prime example of a grammatical model with exactly these properties. An OT grammar consists of a generative component (GEN) that takes an input /in/, and creates a set of output candidates. These candidates are then subjected to the evaluative component (EVAL) that compares them and selects the best candidate as the output. We can then represent the grammar G as a function that takes the input /in/ as argument and returns the output [out] as follows: G(/in/) = EVAL(GEN(/in/)) = [out] (McCarthy 2002:10) . The grammar is therefore generative in nature -it still maps an input onto its unique grammatical output. However, an OT grammar also has a comparative component, EVAL. An OT grammar can therefore make the distinction between grammatical and ungrammatical. But it can also compare grammatical forms with each other, and ungrammatical forms with each other. See Coetzee (2004 Coetzee ( , 2006 and Berent and Shimron (1997) for the formal development of both of these properties of an OT grammar.
The fact that OT has these properties does not mean that it is the correct model of grammar. Other models of grammar can also be developed that will have these two properties. And in fact, there are other models with these properties that can probably account even better for results of the kinds of experiments discussed here. A prime example is Harmonic Grammar Pater et al. 2007) . Harmonic Grammar preserves the comparative character of OT. However, unlike classic OT where constraint ranking is discrete so that only relative well-formedness can be gleaned from an OT grammar, constraints in Harmonic Grammar can take on any weight so that candidates can receive an absolute numeric goodness value. The details of Harmonic Grammar still need to be worked out. However, it has the promise to bring important new advances to our understanding phonological grammar and how it interacts with phonological processing. 
APPENDIX: TOKENS USED IN
