Abstract. In this paper we prove that translation structures for which the corresponding vertical translation flows is weakly mixing and disjoint with its inverse, form a G δ -dense set in every non-hyperelliptic connected component of the moduli space M. This is in contrast to hyperelliptic case, where for every translation structure the associated vertical flow is isomorphic to its inverse. To prove the main result, we study limits of the offdiagonal 3-joinings of special representations of vertical translation flows. Moreover, we construct a locally defined continuous embedding of the moduli space into the space of measure-preserving flows to obtain the G δ -condition.
Introduction
Let M be an orientable compact connected topological surface, and Σ be a finite set of singular points. On M we can consider a translation structure ζ, i.e. an atlas on M \Σ such that every transition transformation is a translation. Every translation surface can be viewed as a polygon with pairwise parallel sides of the same length which are glued together (gluing is made by a translation). Parameters given by the sides of such polygons establish a parametrization of the so-called moduli space M and yield a topology on M. To each translation structure ζ we associate the corresponding Lebesgue measure λ ζ on M . Moreover, for every direction we consider the flow which acts by translation in that direction with unit speed. Such translation flows preserve λ ζ . In this paper we are interested in vertical translation flows. It is worth to mention that the study of directional flows on translation surfaces originates from problems concerning billiard flows on rational polygons (see [7] , [14] ).
In [17] the authors give a complete characterisation of connected components of the moduli space; all of them are orbifolds. On each connected component C we consider an action of SL 2 (R) which is derived form the linear action of SL 2 (R) on polygons. Moreover, there is a Lebesgue measure ν C on C which is invariant under this action. Let M 1 be the set of ζ ∈ M such that λ ζ (M ) = 1 and let C 1 := C ∩ M 1 . We also consider a measure ν C1 on C 1 which is a projectivization of ν C . This measure is finite and invariant under the action of SL 2 (R) on C 1 . In fact, the action of SL 2 (R) is ergodic with respect to this measure (see [18] and [22] ). This gives an opportunity to use the ergodic theory to study dynamical properties of vertical flows on almost all translations structures. In particular, it was used to prove that the sets of translation structures for which the vertical translation flow is ergodic (see [18] ), and further is weakly mixing (see [3] ) are of full measure in both C and C 1 . At the same time, there are no mixing translation flows (see [13] ). In this paper we are interested in translation structures for which the corresponding vertical translation flow is disjoint with its inverse, which is a stronger notion than being not reversible. Recall that a measure preserving flow {T t } t∈R on (X, µ) is reversible, if there exists an involution θ : X → X which preserves µ and θ • T −t = T t • θ for all t ∈ R.
Our result concerns the topological typicality of the desired property rather than measuretheoretical. As a by-product, we give a method to show that the set of translation structures for which the associated vertical translation flows satisfy any property which is G δ in the space of measure preserving flows, is also a G δ -set. Among these properties are for instance weak mixing, ergodicity and rigidity (see [12] ).
In the classification of connected components given in [17] we distinguish so called hyperelliptic components. For every hyperelliptic component C there exists an involution θ : M → M such that for every ζ ∈ C it is given in local coordinates by the formula z → −z + c for some c ∈ C. In particular, the vertical flow on (M, ζ) is reversible; it is isomorphic with its inverse by the involution θ (see remark 2.8). In contrast, in this paper we show that on non-hyperelliptic components of the moduli space the set of translation structures for which the vertical flow is disjoint with its inverse is topologically large. It is expressed by the following theorem. Theorem 1.1. Let C be a non-hyperelliptic connected component of the moduli space of translation structures. Then the set of translation structures whose vertical flow is weakly mixing and disjoint with its inverse is a G δ -dense set in C.
It is also worth to mention that on non-hyperelliptic components we can also find a non-trivial set of translation structures for which the vertical flow is reversible. Proposition 1.2. Let C be a non-hyperelliptic connected component of the moduli space of translation structures. Then the set of translation structures whose vertical flow is reversible is dense in C.
Recall that a measure-preserving flow {T t } t∈R on a standard Borel probability space (X, B, µ) is disjoint with its inverse if the only (T t × T −t ) -invariant probability measure on X × X, which projects on each coordinate as µ is the product measure µ ⊗ µ. In [9] the authors developed techniques to prove non-isomorphism of a flow T f to its inverse that are based on studying the weak closure of off-diagonal 3-self-joinings. Moreover, in [4] the authors improved those techniques to show that a large class of special flows over interval exchange transformations and under piecewise absolutely continuous functions have the property of being non-isomorphic with their inverse. The idea of detecting non-isomorphism of a dynamical system and its inverse by studying the weak closure of off-diagonal 3-self-joinings was introduced by Ryzhikov in [20] . In this paper we prove that techniques mentioned earlier can be used to detect disjointness of a vertical flow with its inverse.
To prove the G δ condition, we use the result of Danilenko and Rhyzhikov from [5] (which derives from a version for automorphisms given in [6] ), where they proved that the flows with the property of being disjoint with their inverse form a G δ -dense set in the space of measure preserving flows. To use their result we construct a locally defined continuous embedding of the moduli space into the space of measure preserving flows. To show the density condition, we largely rely on the proof of Lemma 14 in [8] .
In Section 2 we give a general background concerning joinings, interval exchange transformations, space of measure preserving flows, translation flows and moduli spaces. In particular, we give some tools needed to prove the continuity of a map with values in the space of flows and we state some connections between the moduli space and interval exchange transformations.
In Section 3 we introduce a criterion of disjointness of two flows by researching the weak limits of certain 3-self-joinings. This is a direct improvement of the criteria stated in [9] and [4] as we show that these are actually criteria of two weakly mixing flows being disjoint. Furthermore, we state a criterion of a flow being weakly mixing, which also uses weak limits of 3-self-joinings as a tool.
In Section 4 we state combinatorial conditions on translation structures which are later used in proving the density condition in our main theorem. To be precise, we show that our results apply to every non-hyperelliptic component of the moduli space.
In Section 5 we show that on a given translation surface (M, ζ) there exists ε ζ > 0 such that for every absolutely continuous measure µ on M which has density f satisfying M |f (x)−1|dx < ε ζ there exists a homeomorphism H : M → M such that H * µ is the Lebesgue measure with H depending continuously on f . The results of section 5 were inspired by the works of Moser in [19] and Goffman, Pedrick in [11] .
In Section 6 we use the results presented in the previous section to construct a continuous embedding of each connected component of the moduli space into the space of measure-preserving flows. The embedding is defined locally, but we also show that this is enough to transfer the G δ condition.
Finally, in Section 7 we first state a result which is a conclusion from the previous sections, that in every connected component of the moduli space the set of translation structures whose associated vertical translation flow is disjoint with its inverse, is a G δ set. In the remainder of this section we use the results from [4] to show that the criteria introduced in Section 3 can be used for a dense set of translation structures in every non-hyperelliptic component, which leads to the proof of Theorem 1.1. As a by-product we get the proof of Proposition 1.2.
Preliminaries
We will now give some details regarding interval exchange transformations, joinings of dynamical systems and some basic information about moduli space.
2.1.
Joinings. In this subsection we give some definitions which are stated for standard Borel probability spaces. However these definitions can be easily extended to standard Borel spaces with finite measures. Though here we state definitions for probability spaces, in the remainder of this paper we will freely use them in case when the measure is finite and not necessarily a probability. In particular we say that the measure preserving flows T = {T t } t∈R on (X, B, µ) and S = {S t } t∈R on (Y, C, ν) are isomorphic, if there exists a measurable F : (X, B) → (Y, C) such that
Let K > 0 be a natural number and for 1 ≤ i ≤ K let T i = {T i t } t∈R be a measure preserving flow acting on a standard Borel probability space (X i , B i , µ i ) . We say that a measure λ on (X 1 × . . . × X K , B 1 ⊗ . . . ⊗ B K ) is a K-joining if it is T 1 × . . . × T K -invariant and it projects on X i as µ i for each i = 1, . . . , K. We denote by J(T 1 , . . . , T K ) the set of all joinings of T i for i = 1, . . . , K and by J e (T 1 , . . . , T K ) the subset of ergodic joinings. If for i = 1, . . . , K, (X i , B i , µ i , T i ) are copies of the same flow, then we say that λ is a K-self joining. We denote the set of K-self joinings of a flow T by J K (T ) and ergodic K-self joinings by J (1) λ(A × B) = µ 1 (A ∩ φ −1 (B)) for all A ∈ Π and B ∈ φ(Π);
Consider graph joinings between two identical flows (X, B, µ, T ). If φ = T −t for some t ∈ R then we say that µ φ is a 2-off-diagonal joining and we denote it by µ t . In other words for A, B ∈ B we have
This definition is easily extended to higher dimensions, namely a K-off-diagonal joining µ t1,...,t K−1 is a K-joining given by the formula
Let P(R K−1 ) be the set of Borel probability measures on R K−1 . For every P ∈ P(R K−1 ) we consider the K-integral joining given by
A Markov operator Ψ :
is a linear operator which satisfies
With every 2-self joining λ ∈ J 2 (T ), we can associate a Markov operator Ψ(λ) :
Denote by J (T ) the set of all Markov operators which commute with the Koopman operator associated with T . It appears that if we consider weak- * topology on J (T ), then (2) defines an affine homeomorphism Ψ : J 2 (T ) → J (T ). For more information about joinings and Markov operators we refer to [10] . Consider the affine continuous map Π 1,3 :
For i ∈ {1, 2} let σ i : R 2 → R be the projection on the i-th coordinate. Then for every P ∈ P(R 2 ), we also have
for i = 1, 2.
2.2. Special flows. Let (X, B, µ) be a standard Borel probability space. Let T : X → X be an ergodic µ-preserving automorphism. Let f ∈ L 1 ([0, 1)) be positive and for any n ∈ Z consider
Define X f := ((x, r); x ∈ X, 0 ≤ r < f (x)) and on X f consider the measure µ ⊗ Leb(| X f . The special flow T f = {T f t } t∈R is the measure preserving flow acting on X f by the formula
where n ∈ Z is unique, such that f (n) (x) ≤ r + t < f (n+1) (x). We say that f is the roof function and T is the base of the special flow. In view of Ambrose Representation Theorem (see [1] ), every ergodic flow is measure theoretically isomorphic to a special flow. Such a special flow is called a special representation of the flow. In this paper we deal with special flows whose roof functions are piecewise continuous and whose bases are interval exchange transformations. We always assume that roof functions are right-continuous and that the left limits exist. If a piecewise continuous bounded function f has a discontinuity at x, then the jump at x is the number
2.3. Space of flows. Let (X, B(X), µ) be a standard Borel probability space. By Flow(X) we denote the set of all measure preserving flows on X. Let T = {T t } t∈R ∈ Flow(X), A ∈ B(X) and ε > 0. Let
It appears that the family of sets of the above form gives a subbase of a topology, and Flow(X) endowed with this topology is a Polish space.
Let (Y, d) be a metric space. It follows that a map F : Y → Flow(X) is continuous if for any y ∈ Y and A ∈ B(X) we have (6) for any ε > 0 there exists
By using the fact that for any A 1 , B 1 , A 2 , B 2 ∈ B(X) we have
, we can prove that the set of all A ∈ B(X), for which for every ε > 0 there exists δ A such that (6) is satisfied, form an algebra. By using the triangle inequality
we can prove that this algebra is closed under taking the countable union of increasing family of sets and thus, it is a σ-algebra. Hence it is enough to check (6) for a family of sets which generates B(X).
All non-atomic standard Borel probability spaces are measure theoretically isomorphic (see Theorem 3.4.23 in [21] ). Let (X 1 , B(X 1 ), µ 1 ) and (X 2 , B(X 2 ), µ 2 ) be standard Borel non-atomic probability spaces and let H : X 1 → X 2 be some isomorphism. Then Flow(X 1 ) and Flow(X 2 ) can be identified by a homeomorphism φ : Flow(X 1 ) → Flow(X 2 ) given by the formula
is continuous. In other words, we need to prove that for every y ∈ Y and A ∈ D ⊂ B(X 2 ), where D generates B(X 2 ), we have for any ε > 0 there exists
2.4. Interval exchange transformations. Let A be an alphabet of d elements. Let now ∈ {0, 1} and let π : A → {1, . . . , d} be bijections. We will now consider a permutation π as a pair {π 0 , π 1 } where π 0 (α) corresponds to the position of letter α before permutation, while π 1 (α) defines the position of α after permutation. We say that a permutation π is irreducible if there is no 1 ≤ k < d such that
In this paper we will only deal with irreducible permutations, so this assumption will usually be omitted. We say that the permutation is symmetric if
Note that a symmetric permutation is always irreducible.
The intervals that we will now consider are always left-side closed and right-side open unless told otherwise. Let I be an interval equipped with its Borel σ-algebra and Lebesgue measure Leb(. Without losing generality, we can assume that the left endpoint of I is 0. Let {I α } α∈A be a partition of I into d intervals, where I α has length λ α ≥ 0. We will denote λ := {λ α } α∈A the length vector and obviously we have |λ| := α∈A λ = Leb(I). The interval exchange transformation (IET) T π,λ : I → I is the automorphism which permutes intervals I α according to the permutation π. Let now Ω π := [(Ω π ) αβ ] α,β∈A be the d × d matrix given by the following formula (7) (
We will say that Ω π is the translation matrix of T π,λ . The name of the matrix is derived from the fact that T π,λ acts on an interval I α as a translation by number β∈A (Ω π ) αβ λ β .
Let ∂I α be the left endpoint of I α . We say that the IET T π,λ satisfies Keane's condition if
0 (1) and m = 1. It is easy to see that T π,λ satisfies Keane's condition whenever λ is a rationally independent vector (that is there is no nontrivial integer linear combination of numbers λ α , which will give a rational number).
Denote by S
0
A the set of all irreducible permutations of A. We may consider the space S 
The operator R is called the Rauzy-Veech induction (or righthand side Rauzy-Veech induction). The Rauzy classes are the minimal subsets of S 
2.5. Translation surfaces and moduli space. Let M be an orientable compact and connected topological surface of genus g ≥ 1. Let Σ := {A 1 , . . . , A s } be a finite subset of singular points in M . Let κ := (κ 1 , . . . , κ s ) be a vector of positive integers satisfying
A translation structure on M is a maximal atlas ζ on M \ Σ of charts by open sets of C such that any coordinate change between charts is a translation and for each 1 ≤ i ≤ s there exists a neighbourhood V i ⊂ M of A i , a neigbourhood W i ⊂ C of 0 and a ramified covering π : (V i , A i ) → (W i , 0) of degree κ i + 1 such that each injective restriction of π is a chart of ζ. On (M, ζ) we can consider a holomorphic 1-form which in the local coordinates can be written as dz. We will denote this form also by ζ. We identify the associated 2-form i 2 ζ ∧ζ with the Lebesgue measure λ ζ on M . Moreover, the quadratic form |ζ| 2 yields a Riemannian metric (M, ζ). By d ζ we denote the distance given by this metric. We also consider on (M, ζ) a vertical translation flow, denoted by T ζ = {T ζ t } t∈R , which in local coordinates is a unit speed flow in the vertical direction. The flow T ζ preserves λ ζ and thus can be viewed as an element of Flow(M, λ ζ ).
In the set of all translation structures on M we identify the structures ζ 1 and ζ 2 if there exists a homeomorphism H : M → M which sends singular points of ζ 1 onto singular points of ζ 2 and ζ 1 = H * ζ 2 . In terms of local coordinates, H is locally a translation. This is an equivalence relation and its equivalence classes form the moduli space denoted by M od(M ). The moduli space can be divided into subsets called strata M(M, Σ, κ) = M(κ), for which the vector of degrees of singularities is given by κ. It appears that each such stratum M(M, Σ, κ) is a complex orbifold (see [22] ) and has a finite number of connected components (see [17] ). On M we can consider an action of SL(2, R). It is given by composing the charts of a translation surface with a given linear map. The strata are invariant under the action of SL(2, R). It is worth noting that in particular for every θ ∈ R/Z we can apply the rotation r θ by θ to the translation structure and almost every angle θ yields no saddle connection of a vertical flow.
Let π = (π 0 , π 1 ) be a permutation of the alphabet A of d > 1 elements and let λ ∈ R A ≥0 . Consider also τ ∈ R A such that for each 1 ≤ k < d we have {α;π0(α)≤k} τ α > 0 and {α;π1(α)≤k} τ α < 0.
Moreover we require that
For a fixed permutation π, we denote by Θ π the set of triples (π, λ, τ ) satisfying the above conditions. Consider the polygonal curve in C obtained by connecting the points 0 and i≤k (λ π −1
, using the line segments. Analogously we can consider the polygonal curve obtained by connecting the points 0 and i≤k (λ π −1
. These two polygonal curves define a polygon with d pairs of parallel sides. By identifying those sides we obtain a translation surface M , with Σ being the set of vertices of the polygon (some of them may be identified). We denote by M (π, λ, τ ) the translation structure given by (π, λ, τ ).
It appears that whenever T ζ admits no saddle-connections, ζ can be viewed as M (π, λ, τ ) for some (π, λ, τ ) ∈ Θ π , with π being some permutation (see e.g. [23] ). Moreover we can consider (π, λ, τ ) ∈ Θ π as local coordinates in the neighbourhood of such ζ in the corresponding stratum. Since almost every rotation yields no saddle-connections, to obtain local coordinates in the neighbourhood of ζ for which T ζ has a saddle connection, we can use the rotation to obtain local coordinates around rotated form and then rotate it back.
Kontsevich and Zorich in [17] gave a complete characterization of connected components of strata in the moduli space. In particular, they showed that each stratum M(2g − 2) and
, where g is the genus of the surface, contains exactly one so-called hyperelliptic connected component, which we denote by M hyp (2g − 2) and M hyp (g − 1, g − 1) respectively. For every hyperelliptic component C ⊂ M, there exists an involution φ : M → M such that for every ζ ∈ C we have φ * ζ = −ζ. In particular we have the following remark.
Remark 2.8. For every hyperelliptic connected component C ⊂ M and for every ζ ∈ G, the vertical flow on (M, ζ) is isomorphic with its inverse.
It appears that the connected components of the moduli space can be described by the Rauzy classes of permutations. Let us recall first the notion of non-degenericity, as introduced by Veech. We say that a permutation π = {π 0 , π 1 } of A is degenerate if one of the following conditions is satisfied:
Otherwise the permutation is called non-degenerate. The property of non-degenericity is invariant under the action of the Rauzy-Veech induction. The importance of this notion is given by the following theorem.
Theorem 2.9 (Veech). The extended Rauzy classes of nondegenerate permutations are in oneto-one correspondence with the connected components of the strata in the moduli space.
In view of the above theorem, for each genus g ≥ 2, the hyperelliptic components M hyp (2g − 2) and M hyp (g − 1, g − 1) correspond to the extended Rauzy classes of symmetric permutations of 2g and 2g − 1 elements respectively. For a given extended Rauzy class R, let C R be its associated connected component of the moduli space. Then for any π ∈ R the map M : Θ π → C R given by (π, λ, τ ) → M (π, λ, τ ) is continuous and the range of the map M is dense in C R . Moreover, recall that, due to Theorem 2.7, for every connected component of the moduli space we can find a permutationπ belonging to the corresponding extended Rauzy class, satisfyingπ 1 
Hence, to prove that some condition is satisfied for a dense set of translation structures in C R , it is enough to prove that it holds for translation structures, whose associated polygonal parameters belong to a dense subset of Θπ.
Let R be any extended Rauzy class. Let us consider a transformationR : π∈R Θ π → π∈R Θ π called a polygonal Rauzy Veech induction (or righthand side polygonal Rauzy Veech induction) which yields different parameters of a translation surface.
Let π ∈ R and let (π, λ, τ ) ∈ Θ π . Assume that λ π
λ a otherwise,
Analogously, if λ π
We defineR by settingR(π, λ, τ ) := (π,λ,τ ). It is defined almost everywhere on π∈R Θ π and if M (π, λ, τ ) admits no saddle connection, it can be iterated indefinitely. Similarly, we can also define a left hand side polygonal Rauzy Veech induction. Note that the polygons derived from (π, λ, τ ) and (π,λ,τ ) represent the same translation surface, i.e. M (π, λ, τ ) = M (π,λ,τ ). Indeed, the latter is obtained from (π, λ, τ ) by cutting out the triangle formed by the last top side and the last bottom side and gluing it to a side of a polygon which is identified with one of the two sides forming the triangle. Every ζ ∈ C π which does not have vertical saddle-connections can be represented as M (π, λ, τ ), for some (π, λ, τ ) ∈ Θ π . We can consider the metric on the neighbourhood of
If ζ admits vertical saddle-connections, we can apply r θ for some θ ∈ R/Z, so that r * θ ζ does not have vertical saddle-connections and then define a metric in the neighbourhood of ζ.
For any ζ = M (π, λ, τ ) ∈ M(M, Σ, κ) we can consider a special representation of the vertical flow on (M, ζ). The basis of this special flow is the IET T π,λ and the roof function h is positive and constant over exchanged intervals. Hence h can be considered as a vector (h a ) a∈A ∈ R A >0 , where h a is the value of h over the exchanged interval labelled by a. The vector h is given by the formula
where Ω π is the translation matrix of (π, λ). This gives rise to new local coordinates of the moduli space. In particular, the polygonal Rauzy-Veech induction receives a new form. Namely, if λ π
, where the formulas forπ andλ remain unchanged and for any a ∈ A we takẽ
otherwise.
Consequences of limit joinings
In this section, we formulate a criterion for two flows to be disjoint, and a criterion for a flow to be weakly mixing. Both criteria rely on the properties of the weak limit of some sequence of 3-off diagonal joinings.
For every measure λ ∈ P(X × Y ), we denote by λ| X and λ| Y the projections of λ on X and Y respectively, that is for every measurable subsets A ⊆ X and B ⊆ Y we have
Let T = {T t } t∈R and S = {S t } t∈R be weakly mixing flows acting on standard Borel spaces (X, B, µ) and (Y, C, ν) respectively.
Assume that for some r, r ∈ R we have ρ| X1×X2 = µ Tr and ρ| Y1×Y2 = ν S r . If r = r then λ = µ ⊗ ν.
Proof. First we prove that λ = (T r × S r ) * λ. We show that (3) in Remark 2.5 is satisfied for the π-system of product sets and the isomorphism φ := T −r × S −r between (X 1 × Y 1 , λ) and (X 2 × Y 2 , λ). In other words, for every A ∈ B and B ∈ C we have
Indeed, recall that µ r and ν r are graph joinings of T and S given by T −r and S −r respectively. By Remark 2.5 this implies that for every A ∈ B and B ∈ C we have
Thus we obtain
Hence we have proved that (3) in Remark 2.5 is satisfied for the π-system of product sets. Since ρ ∈ J e 2 (T × S, λ), in view of (2) in Remark 2.5 we get
for all A ∈ B and B ∈ C. Since the π-system of product sets generates B ⊗ C, we get that the measures λ and (T r × S r ) * λ are equal. By the (T × S) -invariance of λ, we have that λ is (Id × S r−r ) -invariant. By weak mixing of S, S r−r is ergodic whenever r = r . Since Id is disjoint with every ergodic transformation (see Remark 2.4), we get λ = µ ⊗ ν.
Proposition 3.2. Assume that for some real sequences (a n ) n∈N and (b n ) n∈N we have
and
for some 0 ≤ α, α < 1, measures P, Q ∈ P(R 2 ) and ξ 1 ∈ J 3 (T ), ξ 2 ∈ J 3 (S). Assume moreover, that there exists a set B ∈ B(R 2 ), such that
Then T and S are disjoint.
Remark 3.3. The above proposition can be also proven in higher dimensional case, that is when we consider limits of joinings of higher rank.
be the ergodic decompositions of ξ 1 and ξ 2 respectively. Let also A 1 be the set of 3-off-diagonal joinings in J e 3 (T ) and A 2 be the set of 3-off-diagonal joinings in J e 3 (S). In view of Souslin theorem the sets A 1 and A 2 are measurable. We can assume that
where ξ 1 ∈ J 3 (T ) and ξ 2 ∈ J 3 (S) do not have 3-off-diagonal joinings in their ergodic decomposition. Then
Then for the set B satisfying (13) we have
It is enough then, to replace P, Q byP ,Q and α, α by αβ, α β respectively.
Let λ ∈ J e (T , S). We show that λ = µ ⊗ ν. Consider the sequence {λ an,bn } n∈N in J e 3 (T × S, λ). By the compactness of J 3 (T × S, λ) we have that λ an,bn → η weakly in J 3 (T × S, λ), up to taking a subsequence. Moreover, by assumptions we have
.
ψdκ(ψ) be the ergodic decomposition of η. Then we have
We have
By comparing this with (14) and (15) and using the uniqueness of ergodic decomposition we obtain that
We now show that κ(A) > 0. For any measurable subsets
Assume that κ(A) = 0. Let B be the set satisfying (13) . If (t, u) ∈ B then by the definition of
Note that κ 1 (h T (B)) ≤ κ 1 (A 1 ) = 0. Hence, (16) and (17) implies
Analogously we also obtain
Moreover, in view of (16) we get (18) and (19) we obtain
which is a contradiction. This yields κ(A) > 0 and hence A is non-empty. Therefore, there exists ψ ∈ A ⊂ J e Assume that t = t (the case when u = u is analogous).
Thus, by Lemma 3.1, λ = µ ⊗ ν.
The above criterion strengthens the results obtained in [4] , that is the flows described in this paper are not only non-isomorphic with their inverses, but also disjoint. To prove the main result of this paper, we use the following simplified version of Proposition 3.2.
Corollary 3.4. Let T = {T t } t∈R and S = {S t } t∈R be weakly mixing flows acting on the standard Borel spaces (X, B, µ) and (Y, C, ν) respectively. Assume that for some real sequences (a n ) n∈N and (b n ) n∈N we have
for some measures P, Q ∈ P(R 2 ). If P = Q, then T and S are disjoint.
The following result gives a condition on limit joinings which imply weak mixing of a flow.
Proposition 3.5. Let T = {T t } t∈R be an ergodic flow on (X, B, µ) and assume that there exists a real increasing sequence {b n } n∈N , a real number ρ ∈ [0, 1) and a probability measure P ∈ P(R 2 ) such that
for some ψ ∈ J 3 (T ). If P is not supported on an affine lattice in R 2 then T is weakly mixing. In particular, if there exist two rationally independent real numbers d 1 and d 2 such that d 1 , d 2 and 0 are atoms of ξ * P , then the flow T is weakly mixing.
Proof. Assume that P is not supported on an affine lattice and the flow T is not weakly mixing. Then there exists a non-zero function f ∈ L 2 (X, µ) and a ∈ R \ {0} such that
Recall that σ 1 : R 2 → R denotes the projection on the first coordinate. By applying Ψ • Π 1,3 (see (3) ) to (20) and using (4) and (5), we obtain
where P 1 := (σ 1 ) * P and Ψ 1 is a Markov operator. Let ·, · be the scalar product on L 2 (X, µ). By (21), we get
for every n ∈ N. As n → ∞, we get
On the other hand by the fact that Markov operator is a contraction, we get
Thus we get
It follows that
This implies
Consider now P 2 := (σ 2 ) * P . Analogously, by applying Ψ • Π 2,3 to (20), we get
Combining the two above results, we finally obtain
which is a contradiction with our assumption. Thus if P is not supported on an affine lattice then the flow T is weakly mixing. Suppose now that ξ * P has atoms at points 0, d 1 and d 2 . Assume again that T is not weakly mixing and that e 2πia , a = 0, is an eigenvalue. By the definition of ξ, the lines (x, 
By applying ξ to the above, we get that ad 1 ∈ Z and ad 2 ∈ Z. Since a,
By the rational independence of d 1 and d 2 this yields a = 0. This is a contradiction, hence T is weakly mixing.
Acceptable permutations
In this section, we establish a technical result concerning a particular non-degenerate permutation, which plays a key role in proving that our main result applies to all non-hyperelliptic connected components of the moduli space. In particular, in view of the Remark 2.10, we assume that the alphabet we consider has d ≥ 6 elements. Recall that in every Rauzy class we can fix a non-degenerate permutation π = {π 0 , π 1 } satisfying
We have the following theorem. 
where Ω := Ω π is the associated translation matrix.
Proof. Let π = {π 0 , π 1 } be a non-degenerate permutation satisfying (23) that belongs to a Rauzy class associated with a non-hyperelliptic connected component. Then it is not symmetric, hence its translation matrix Ω contains zero entries outside the diagonal. Indeed, assume contrary to our claim that
Then for every α ∈ A
Hence π is a symmetric permutation.
We need to consider two cases separately. Case 1. Assume first that there exists a symbol α ∈ A such that for all symbols β ∈ A with
Otherwise, π satisfies (9) and hence, it is degenerate. Similarly, there exist symbols
Otherwise, π satisfies (10) and it is again degenerate. Thus we have Ω α1α2 = Ω α2α1 = Ω α1γ2 = Ω α2γ1 = 0 and Ω α1γ1 = 1 and Ω α2γ2 = −1, which is the desired property. Hence α 1 , α 2 , γ 1 , γ 2 are the desired symbols. Case 2. Assume now, that there are no symbols satisfying (25). Since there are zeroes outside the diagonal in Ω π , there exist two distinct symbols α 1 , α 2 ∈ A such that Ω α1α2 = Ω α2α1 = 0. Case 2a. Suppose first that the rows of Ω π corresponding to α 1 and α 2 are not identical. Then there exists a symbol γ such that Ω α1γ = 0 and Ω α2γ = 0 or Ω α2γ = 0 and Ω α1γ = 0. Assume that the first case holds (the second is done analogously) and set γ 1 := γ. Note that γ 1 ∈ A \ {π
Since α 2 does not satisfy (25), there exist two γ 2 ∈ A \ {π
Thus we obtain (24).
Case 2b. Suppose that the rows of the matrix Ω corresponding to indices α 1 , α 2 are identical. Then there are no indices γ 1 , γ 2 such that α 1 , α 2 , γ 1 , γ 2 satisfy (24). We show that there is a different set of symbols satisfying (24). Note that all symbols β such that
Otherwise only one of the entries Ω α1β and Ω α2β would be non-zero. In other words all symbols β ∈ A satisfying (26) satisfy Ω α1β = Ω α2β = 0. Observe that there exist two different symbolŝ α 1 , γ 1 ∈ A satisfying (26) such that Ωα 1γ1 = 0. Otherwise the permutation π satisfies (8) and it is degenerate. Since α 1 , α 2 do not satisfy (25) and the corresponding rows are identical, there exists a symbol γ 2 ∈ A such that Ω α1γ2 = Ω α2γ2 = 0. It follows that Ωα 1γ2 = Ω α2γ2 = 0. We have Ωα 1α2 = Ω α2α1 = Ω α2γ1 = 0 and Ωα 1 γ1 = 0 and Ω α2γ2 = 0.
Hence,α 1 , α 2 , γ 1 , γ 2 are the desired symbols.
Corollary 4.2. If π is a nonsymmetric and nondegenerate permutation satisfying (23), and τ ∈ R A is a rationally independent vector, then there exist α 1 , α 2 ∈ A such that Ω α1α2 = Ω α2α1 = 0 and for each i = 1, 2 the numbers
Proof. We prove the case when i = 1. If i = 2, the proof goes along the same lines. Consider symbols α 1 , α 2 , γ 1 , γ 2 given by Proposition 4.1. We have Ω α1α2 = Ω α2α1 = 0. Assume that there exist integers p and q such that
By rational independence of τ , this yields
Since by (24) the matrix
is triangular and has non-zero entries on the main diagonal, it follows that p = q = 0, which proves the rational independence.
The measures on the surface
In this section we will deal with measures on a given surface (M, Σ) which are absolutely continuous with respect to the Lebesgue measure. We want to prove that, if the density of such measure is bounded and close enough to the constant function 1 in L 1 , then there is an explicit way to construct a homeomorphism which pushes this measure to the Lebesgue measure. The computation given below is partially inspired by the paper of Moser [19] . We will need the following auxiliary lemma.
Lemma 5.1. Let x, y ∈ R 2 be two points on the plane and let xy be the segment with endpoints at x and y. Let H 1 , H 2 be two affine transformations on
and y 1 , y 2 , y 3 ∈ R 2 there exists a unique invertible affine transformation H such that H(x i ) = y i for i = 1, 2, 3.
We will now prove lemmas which give a construction of a homeomorphism of an isosceles right triangle which pushes forward any given absolutely continuous measure whose density satisfies some conditions to the Lebesgue measure. For any affine transformation G : R 2 → R 2 define lin(G) = DG as the matrix determining its linear part, D denotes the derivative. Moreover for any real 2 × 2 matrix M = a b c d we have the following formula for the operator norm
In particular, lin(G) is a Lipschitz constant of G.
On the space of homeomorphisms Hom(X) of a compact metric space X, we will consider the standard metric
Throughout this section we will heavily depend on the following construction. Let 0 < a < 1, and let V be the triangle in R 2 with vertices in points (0, a), (a, 0), (0, −a). Let V 1 and V 2 be the triangles whose vertices are (0, a), (a, 0), (0, 0) and (0, 0), (a, 0), (0, −a) respectively. Let 0 ≤ h < 1 and 0 < < 1. Let y(h) := ( a(1 − h), ha). Consider the triangles given by the following sets of vertices:
By the definition of h andĥ we have
Define H(h, ) : V → V as a piecewise affine homeomorphism such that
(iii) H(h, )(y) = (a , 0) and H(h, )(a , 0) =ŷ.
Figure 1. The division of V into triangles and the map H(h, ).
Note that by Lemma 5.1, H(h, ) is well defined everywhere on V and also
By (29) we have
It is also worth noting that (0, 0) is fixed by the affine maps
Since J is an isometry, we also obtain
Hence in general for −1 < h < 1 we have
Proof. We first prove that
for every x ∈ V . Indeed, assume that h 1 and h 2 are non-negative numbers and h 1 ≥ h 2 . Consider the triangle W 1 with vertices (0, 0), y(h 1 , ), y(h 2 , ) and the triangle W 2 given by the points (a, 0),
). This implies that both H(h 1 , ) and H(h 2 , ) act on x by affine transformations whose linear parts are of the same form. Since for i = 1, . . . , 6 the affine maps H(h 1 , )| Ci(h1, ) and H(h 2 , )| Ci(h2, ) share a common fixed point, we get that
By using the formula (28) for each i = 1, . . . , 6 we get
Since the above norm is the operator norm for H(h 1 , ) − H(h 2 , ) (which is a linear transformation), this implies that
. We now prove that for x ∈ W 1 ∪ W 2 we also have
Suppose that x ∈ W 1 ; the proof for x ∈ W 2 is analogous. Consider the segment I x ⊂ W 1 with endpoints on the segments (0, 0), y(h 1 , ) and (0, 0), y(h 2 , ) such that x ∈ I x and which is parallel to y(h 1 , ), y(h 2 , ). Then
Note that I x divides the intervals (0, 0), y(h 1 , ) and (0, 0), y(h 2 , ) with the same ratio. Since affine transformations do not change the ratio of the lengths of collinear segments and
it follows that the segments H(h 1 , )(I x ) and H(h 2 , )(I x ) share a common endpoint in (0, 0), (0, a).
Using again the conservation of the ratio of the lengths of collinear segments by affine transformations, we get
As
, we obtain
By proceeding analogously for h 2 ≥ h 1 we prove that
The case when h 1 and h 2 are non-positive is analogous. To prove the similar inequality when h 1 and h 2 are of different sign, let h 0 := 0. Then H(h 0 , ) = Id. Using the previous case we show that
Since h 1 , h 2 have different sign, the numbers h 0 − h 2 , h 1 − h 0 are of the same sign. It follows that
By proceeding as in the proof of (35) and replacing H(h i , ) by H −1 (h i , ) for i = 1, 2, we can prove that for every x ∈ V we also have
which concludes the proof of the lemma.
Lemma 5.3. Let V , V 1 and V 2 be the triangles defined above. Let 0 <ε < 10 −8 , and let κ > 0.
Let µ f := f dx. Then there exists a piecewise affine homeomorphism
f ) is constant on each V i and is equal to 1 ± h f ; (iv) the Lipschitz constants of H f and H Consider the triangles
. By the definition of h f we have
We now evaluate the bounds on h f . Assume that f > 1 1+ε . Since Leb(V ) = a 2 we have
This shows
Definition of H f . Define H f := H(h f , √ε ), a piecewise affine homeomorphism on V . Note that by definition we have
Hence H f satisfies points (i) and (ii). Furthermore, by (32) and (33) we have that
Note that V 1 =Ĉ 1 ∪Ĉ 2 and V 2 =Ĉ 3 ∪Ĉ 4 ∪Ĉ 5 ∪Ĉ 6 for h f ≥ 0 and V 1 =Ĉ 3 ∪Ĉ 4 ∪Ĉ 5 ∪Ĉ 6 and V 2 =Ĉ 1 ∪Ĉ 2 for h f ≤ 0. Hence by (41) and (42) we have
The norm of the linear part. We will now prove that lin(H f )| Ci ) < . Hence, using the formula (28) and the fact that ε < 10 −8 , we obtain that
In the same way we prove that lin(
. By Lemma 5.2, we already know that
We prove that
for some constant C > 0 depending only on a and κ.
Case h f and h g have the same sign.
and hence
aκ .
Thus (46) holds with
Thus we have
which completes the proof of (46). By combining (45) and (46) we obtain
This concludes the proof of the continuity of f → H f . By the formula given in (43), the continuity of the map f → h f also implies the continuity of the map f → det(DH
Let (X, µ) be a standard metric probability space. For 0 < s 1 < s 2 , define W(X,
Let V be the triangle with vertices (0, −a), (0, a), (a, 0), equipped with the (normalized) 2-dimensional Lebesgue measure. We need the following lemma. 
is continuous.
Consider 0 < δ < such that for every g ∈ W (V, s 1 , s 2 ) we have
is Lipschitz with constant , H(g) * Leb is an absolutely continuous measure with density bounded by 2 . Hence for every h ∈ L 1 (V ) we have
and, by (50),
where the last inequality comes from (50). By (49) and (48), we have
To sum up we obtain
which proves the assertion. for i = 1, . . . , 2 n and they satisfy
We will construct H f inductively as a limit of piecewise affine transformations. In the first step, using Lemma 5.3, we obtain a piecewise affine homeomorphism
. Suppose now that for some n ∈ N we have constructed piecewise affine homeomorphisms H j f : V → V for j = 1, . . . , n such that for all i = 1, . . . , 2 n we have 
, and by (52)
It follows that f n : V n i → R >0 is a positive density satisfying (38) with κ = 
In view of (55), det(D(H
n almost everywhere and the above inequalities do not depend on f . We now show that
Moreover, by (51) we have (58) is well defined and the convergence in (58) is uniform. This implies that H f is continuous. Since H n f | ∂V = Id| ∂V for all n ∈ N, we also have
This implies that {H
−1 is a Lipschitz automorphism with a Lipschitz constant 
Using (63) and (62) and repeating the same arguments as for H f by replacing V n i with W n i , we obtain that the map G f : V → V given by
is well defined and continuous. We now show that H f • G f = Id and G f • H f = Id. First note that in view of (61) and the compactness of V n i and W
This implies that
Since was arbitrary, this shows that
Note that the family of sets {V n i ; n ∈ N, i = 1, . . . , 2 n } generates the Borel σ-algebra on V.
In the reminder of the proof we will show that H f depends continuously on f . Fix > 0 and then choose m ∈ N such that 2(5/4
are continuous. We now prove that
are also continuous. Since for every i = 1, . . . , k, H Moreover by (57) we have
In view of Lemma 5.3, H k+1 f depends continuously on f k . By (65) and (66), Lemma 5.
Together with (65) this gives the continuity of
It follows that H , for any x ∈ V and f, g ∈ W(V,
and similarly
This proves the continuous dependence of H 
is also continuous. The uniform boundaries in (56) and in (57), together with (65), yield the continuity of
Fix any f ∈ W(V, ,
Combining this with (64) we obtain
which concludes the proof of the continuity of f → H f .
Remark 5.7. Note that the above lemma is also valid for any triangle, since every two triangles are conjugated by an affine map (although the restriction onε may vary).
The following theorem is the main result of this section.
Theorem 5.8. Let (M, Σ, ζ) be a translation surface. There exists ε ζ = ε > 0 such that, for all f ∈ W(M,
Proof. On (M, Σ) consider a triangulation of m + 1 triangles such that the set of vertices of this triangulation contains the set Σ. By connectedness, there is an ordering {U i : 0 ≤ i ≤ m} of the triangles such that, for every i = 1, . . . , m, the triangle U i has a common edge with some U k(i) for 0 ≤ k(i) < i. Indeed, choose any triangle U 0 from the triangulation. Next choose any neighbouring triangle as U 1 and set k(1) = 0. Now suppose that for some 1 ≤ ≤ m we have chosen triangles {U i : 0 ≤ i ≤ } such that k(i) < i for 1 ≤ i ≤ . If = m then the process is over. If < m then choose as U +1 any triangle that has a common boundary with i=0 U i . This triangle exists by connectedness. Finally, let 0 ≤ k( + 1) ≤ l be such that U +1 has a common edge with U k( +1) .
For every i = 1, . . . , m consider a small isosceles right triangle W i ⊂ U i ∪ U k(i) such that its shortest height lies on the common edge of U i and U k(i) and W i ∩ W j = ∅ whenever i = j. Furthermore, we assume that each of the triangles W i is of the same size and we choose a parametrization such that W i has vertices in points (0, −a), (0, a) and (a, 0),with (0, −a) ∈ U i for each i = 1, . . . , m (see Fig. 2 ).
Let B = [b ij ] i,j∈{1,...,m} be the matrix given by
For each positive f ∈ W(M, 
Then f → v f is continuous. Letε > 0 be such that Lemma 5.6 can be applied to any triangle U i (it exists due to Remark 5.7). Observe that if f is constant equal to 1, then v f = (0, . . . , 0). By the continuity of f → v f we can choose 0 < ε <ε 3 such that Figure 2 . A triangulation of the surface M and a choice of small triangles.
for every f ∈ W(M,
. We now construct a family of piecewise affine homeomorphisms
and finally we require that the homeomorphism 
Hence, by (68),
m as in (30). Since
By the definition of v f i and by the fact that W i and W j are disjoint for i = j, we have for
and thus (70) 0 < δ ≤ δ such that, for any g ∈ W(M,
We now evaluate the difference between the respective Lebesgue measures of the quadrilaterals given by (0, 0), (0, −a), (a, 0), y i f and by (0, 0), (0, −a), (a, 0),
Hence, for every g ∈ W(M,
which implies that h i f depends continuously on f . Since G i f depends continuously on f , by the definition G f also depends continuously on f . Since f ∈ W(M, 
Therefore, on each U i the densityf satisfies the assumptions of Lemma 5.6. Hence, for each i = 0, . . . , m, there exists a homeomorphism H if : U i → U i which transports the measure (G f ) * µ f | Ui to λ ζ | Ui , and such that H if | ∂Ui = Id. Therefore, we can define a homeomorphism
What is left to prove is that f → H f is continuous. By Lemma 5.6 H if depend continuously onf and hencef → Hf is continuous. Moreover, 
is continuous and this implies the continuity of f → Hf . Now consider any f ∈ W(M,
Since Hf : M → M is uniformly continuous, for any η > 0 we can find 0 < δ such that
Then, for every x ∈ M and any g ∈ W(M,
This concludes the proof of the continuity of f → H f and the proof of the whole theorem.
Local continuous embedding of the moduli space
In this section, we finalize the construction of a continuous mappings on open subsets of a connected component of any stratum, which is needed to prove the main result of this paper. We do it in two steps.
Firstly, for each ζ ∈ M(M, Σ, κ) we construct a neighborhood U ζ ⊂ M(M, Σ, κ) of ζ, so that for every ω ∈ U ζ there exists a piecewise affine homeomorphism
, where ε ζ > 0 is given by Theorem 5.8. We will also require that ω → f ω ∈ L 1 (M ) is continuous. Secondly, we use the results of the previous sections to show the existence of a homeomorphism
Moreover, we show that these homeomorphisms yield the existence of a continuous mapping S : U ζ → Flow(M, ζ) such that S(ω) is isomorphic by a homeomorphism to T ω -the vertical translation flow on (M, ω).
Lemma 6.1. Let ζ ∈ M(M, Σ, κ). There exists a neigbourhood U ζ ⊂ M (M, Σ, κ) such that, for every ω ∈ U ζ , the following holds: (i) there exists a triangulation Y(ω) and a piecewise affine homeomorphism h ω : (M, ω) → (M, ζ) which is affine on elements of Y(ω), fixes Σ and is Lipschitz with constant 11 10 , (ii) (h ω ) * λ ω is an absolutely continuous measure with respect to λ ζ with piecewise constant density f ω satisfying
Moreover, for given > 0, there exists δ > 0 such that
is affine on elements of Y(ω), they are both Lipschitz with constant 1 + ,
we have λ ω (M (ω)) > 1 − K , where K > 0 depends only on stratum, and for x ∈M (ω) we have
Proof. Let π be a permutation of the alphabet A with d elements which belongs to a Rauzy class corresponding to M(M, Σ, κ). We can assume that ζ has no vertical saddle-connections and thus there is a polygonal representation (π, λ ζ , τ ζ ) of ζ. Otherwise we can rotate ζ to obtain a form ζ which does not admit vertical saddle connections, construct a triangulation Y(ζ ) and rotate it back together with this triangulation to obtain a triangulation Y(ζ) (note that a rotation is an isometry and that it acts continuously on M(M, Σ, κ), see [23] ).
Let ω ∈ M(M, Σ, κ), and assume that ω = M (π, λ ω , τ ω ) for some λ ω , τ ω . Let P(ω) ⊂ C be the polygon corresponding to ω, whose vertices R 0 (ω),
. . , d − 1 consider the vertical segments connecting R i (ω) and R i (ω) with the opposite side of P(ω). Denote the other endpoints of those segments by Q i (ω) and Q i (ω) respectively (see Fig. 3 ). Since each side on the upper half of the polygon is identified with one of the sides on the lower half of the polygon, there exist representations of Q i (ω) and Q i (ω) on the opposite half of the polygon which we denote by S i (ω) and S i (ω) respectively. Note that
If ω has no vertical saddle connections, then for all distinct x, y ∈ V(ω) we have Re(x) = Re(y). Consider the sequence {V j (ω)} 4d−2 j=0 , which is an ordering of V(ω), such that {Re(V j )} 4d−2 j=0 be an increasing sequence. Let ε 1 > 0 be such that for every ω ∈ M(M, Σ, κ) satisfying d M od (ζ, ω) < ε 1 , the orderings of the sets V(ζ) and V(ω) are the same, that is
, for every j = 0, . . . , 2d, and {Re(V i (ω))} d i=0 is strictly increasing. For every ω ∈ M(M, Σ, κ) with d M od (ζ, ω) < ε 1 , we now construct a triangulation Y(ω) of P(ω). (We abuse the word "triangulation" since the edges may connect vertices of triangulation which are actually the same points.) Let {r(k)} 0≤k≤2d be the strictly increasing sequence in {0, . . . , 4d − 2} such that V r(0) , . . . , V r(2d) be the vertices of P(ω).
Consider the triangle given by the points V r(0) = 0, V r(1) ,Ṽ r(1) . If r(1) = 1, then this triangle belongs to Y(ω). If r(1) = 1 and Im(V 1 (ω)) > 0, then we connect by segments all V i (ω) such that i ≤ r(1) and Im(V i (ω)) < 0 with V 1 (ω),and for all i ≤ r(1) such that Im(V i (ω)) > 0, we connect V i (ω) with the point V r(1) (ω) orṼ r(1) (ω), whichever has the negative imaginary part. If r(1) = 1 and Im(V 1 (ω)) < 0, then we proceed symmetrically. The triangles obtained by using the above segments are elements of Y(ω). By applying vertical reflection, we use the same construction for the triangle given by points V r(2d−1) (ω),Ṽ r(2d−1) (ω), V r(2d) (ω).
For every k = 1, . . . , 2d − 2, consider the trapezoid given by V r(k) (ω), V r(k+1) (ω),Ṽ r(k) (ω) andṼ r(k+1) (ω). In each of those trapezoids, we take the diagonal connecting the top-left vertex with the bottom-right vertex. If r(k + 1) = r(k) + 1, then the two resulting triangles belong to Y(ω). If r(k + 1) = r(k) + 1, then for every r(k) < i < r(k + 1), we connect V i (ω) with the bottom-right vertex if Im(V i (ω)) > 0, and with the top-left vertex if Im(V i (ω)) < 0. We include the resulting triangles into Y(ω). In this way we get a triangulation Y(ω) of P(ω) into triangles which have vertices in V(ω) (see Fig. 4 ).
Define h ω : (M, ω) → (M, ζ) as the piecewise affine transformation, such that
and sending affinely each triangle from Y(ω) with vertices
. Note that the map h ω is uniquely determined by the points in
This implies that (h ω ) * λ ω is absolutely continuous with respect to λ ζ and has a piecewise constant density f ω given by
for every x ∈ A where A ∈ Y(ζ). Moreover, note that for every A ∈ Y(ζ), the mapping ω → λ ω (h
• h ω is a continuous piecewise affine homoeomorphism which is affine on the elements of Y(ω) and
Note that, to obtain a formula for
, it is enough to switch ω with ω. Observe that B A (ω, ω) = Id. Since all coefficients depend continuously on the elements of V(ω) and h ζ = Id, by takingω = ζ we can find 0 < ε 3 ≤ ε 2 such that for all ω ∈ U ζ := {ω ∈ M(M, Σ, κ), d M od (ζ, ω) < ε 3 }, h ω and h To prove (v), note that the setM (ω) does not contain points which are in the 4 -neighbourhood of ingoing and outgoing vertical separatrix segments of length 1 starting from singular points. That is the complementM (ω) c is of measure λ ω at most (1 + 4 )8 times the number of ingoing and outgoing separatrices, which determines the value of K.
For everyω ∈ U ζ denote by Xω : M → R 2 the unit constant vertical vector field on (M,ω) defined on M \ Σ which generates Tω. Then by (iv) we have that
Note that the vector field D(h
is well defined everywhere except on the edges of the triangulation Y(ω). Since this vector field is constant on the interiors of the elements of the triangulation Y(ω), we can define it on M \ Σ by choosing on each edge of Y(ω) one of the vectors derived from one of the two triangles forming this edge. It is worth to mention that, if the direction of an edge of Y(ω) given by some triangles h 
Since for every x ∈M (ω) we have
in local coordinates, we deduce that
Since x ∈M (ω), this also implies that for every σ ∈ Σ we have
This concludes the proof of (v) and thus the proof of the whole lemma. Lemma 6.2. Let ω ∈ M(M, Σ, κ) and let D be a rectangle in (M, ω). For every ε > 0 there exists δ > 0 such that, for every λ ω -measure preserving F : D → (M, ω) satisfying
we have
Proof. Let ε > 0. We assume that ε < λ ω (D), otherwise the result is obvious. Choose δ > 0 such that the setD
Theorem 6.3. Let ζ ∈ M(M, Σ, κ) and let U ζ be the neighbourhood given by Lemma 6.1. There exists a continuous mapping S : U ζ → Flow(M, λ ζ ) such that for every ω ∈ U ζ the vertical flow on (M, ω) is measure-theoretically isomorphic by a homeomorphism to the measure-preserving flow S(ω) on (M, λ ζ ).
Proof. By (i) and (ii) in Lemma 6.1, for every ω ∈ U ζ there exists a homeomorphism h ω : M → M fixing Σ and such that (h ω ) * λ ω = f ω λ ζ , where f ω satisfies
. Hence we can apply Theorem 5.8 to obtain a homeomorphism H ω := H fω : M → M , which depends continuously on f ω and (H fω ) * (f ω λ ζ ) = λ ζ . By (iii) in Lemma 6.1, it follows that the map ω → f ω is continuous. Hence ω → H ω , as a composition of two continuous mappings, is also continuous. Now define a homeomorphism of M
ω is λ ζ -measure preserving. To conclude the proof we show now that the mapping
Fix ω ∈ U ζ . We now prove the continuity of S in ω. On (M, ω) choose a family Q of open rectangles, with vertical and horizontal sides, that generates the Borel σ-algebra on M . We may assume that for every Q ∈ Q we have λ ω (Q) ≤ ω) is a measure-theoretic isomorphism. Hence, in view of Remark 2.6, to prove that S is continuous, it is sufficient to prove that the map
That is for every ε > 0 and Q ∈ Q there exists δ > 0 such that
Fix Q ∈ Q and ε > 0. We now prove (77) for Q. Denote by k the number of times the ingoing and outgoing vertical separatrix segments of length 2 starting from the singular points σ ∈ Σ intersect with Q. By extending those segments if necessary, we obtain segments v j ⊂ Q, for j = 1, . . . , k, such that the endpoints of v j lie on a horizontal sides of Q. Let 0 < Q < ε, and consider the subsetQ ⊆ Q obtained by cutting out from Q all rectangles of which the segments v j are vertical sides and whose width is 4 Q . Assume that Q is small enough so that
Note thatQ is a union of l ≤ k + 1 rectangles D j for j = 1, . . . , l. By Lemma 6.2, there exists γ > 0 such that for every j = 1, . . . , l and every λ ω -preserving transformation F :
Moreover, by applying (iv) from Lemma 6.1 for and taking smaller δ if necessary, we get that h
are Lipschitz piecewise affine homeomorphisms with constant 1 + . Furthermore, (v) in Lemma 6.1 gives us that the set M (ω) satisfies λ ω (M (ω)) > 1 − K and for x ∈M (ω) we have
. It also implies that, for every σ ∈ Σ,
We now estimate the distance between the orbits of the flows h 
Since h −1 ω • hω is Lipschitz with constant 1 + and fixes Σ, (82) implies that
for every x ∈M (ω). Hence on the 2 -neighbourhood of h 
Again by using (80) we obtain that
Finally, since h −1
ω is also Lipschitz with constant 11 10 , we obtain that
By combining this with (81) we obtain that for every x ∈M (ω) we have
By the definition ofM (ω), {T ω t } t∈[−1,1] acts isometrically on the 4 -neighbourhood of x ∈M (ω). Hence
Note that F is λ ω -measure preserving. Thus, by (79), we get
Together with T ω -invariance of λ ω , this yields
By summing up over j = 1, . . . , l we get
and by (78) this yields
Thus we get (77), and this concludes the proof of the theorem.
Since the construction above is local, we need to show that this suffices to transport the G δ -condition from the space of flows to the moduli space. 
Since X is metrizable, every closed set is a G δ -set. To finish the proof it is enough to observe that the union of two G δ -sets is a G δ -set.
Translation flows disjoint with their inverses are G δ -dense
We have the following result which follows from the proof of Corollary 3.3 in [5] .
Theorem 7.1. Let (X, B(X), µ) be a nonatomic standard Borel probability space, and let Flow(X) be the space of µ-invariant flows on X. The set of flows which are weakly mixing and disjoint with their inverse is G δ -dense in Flow(X).
The following result allows us to transfer the G δ condition onto any connected component of the moduli space.
Proposition 7.2. Let Prop be a property of a measure-preserving flow such that the set of elements having this property is a G δ subset of the space Flow(X). Then in every connected component C of M, the set of translation structures for which the vertical flow has the property Prop is a G δ set in C.
Proof. Let C be a connected component of M. In view of Theorem 6.3 for every ζ ∈ C there exists an open neighbourhood U ζ of ζ and a continuous mapping S ζ : U ζ → Flow(M, λ ζ ) such that for every ω ∈ U ζ the vertical flow T ω is measure-theoretically isomorphic to S ζ (ω). Since C is a topological manifold, it is σ-compact. Thus there exists a sequence {ζ n } n∈N of translation structures such that n∈N U ζn = C. For each n ∈ N we have that
ζn {T ∈ Flow(M, λ ζn ); T satisfies Prop} is a G δ set in U ζn . By Lemma 6.4, this gives that the set of ω ∈ C such that T ω satisfies Prop is a G δ set in C.
By combining Theorem 7.1 and Proposition 7.2 we get the following result. This permutation exists due to Theorem 2.7 and by the choice of C, it is not symmetric. Let Ω π be the translation matrix corresponding to π. By Corollary 4.2 there exist symbols a 1 , a 2 ∈ A such that (Ω π ) a1a2 = (Ω π ) a2a1 = 0 and for any rationally independent vector τ ∈ R A the numbers
are rationally independent. The proof of the following lemma goes along the same lines as the proof of Lemma 14 in [8] . It is mainly based on the recurrence of polygonal Rauzy-Veech induction.
Lemma 7.4. The set
Before heading to the proof of the main result we give the proof of Proposition 1.2 which treats the density of translation structures on which the vertical flow is reversible.
Proof of Proposition 1.2. By following again the proof of Lemma 14 in [8] we prove that the set
The vertical flow on M (π, λ, τ ) ∈ C * * is measure-theoretically isomorphic to the vertical flow on a torus given by (λ π
) and π -the non-trivial permutation of two elements. Since the translation flows on tori are reversible, this concludes the proof.
The special representations of the vertical flows associated to the translation structures from C * as given in Lemma 7.4 are special flows over IETs of 3 intervals and under a roof functions which are piecewise constant and have discontinuity points which coincide with the discontinuity points of the IET and one additional discontinuity point inside the middle interval. After one step of either left-or right-hand side Rauzy-Veech induction we get a special representation over rotation and under a piecewise constant roof function with 4 discontinuity points. We now prove some properties of such flows.
Let α ∈ [0, 1) be an irrational number, and let T α : R/Z → R/Z be the rotation by α. For any β ∈ [0, 1) let β := min {β}, {1 − β} .
Let {q n } n∈N be the sequence of partial denominators associated to α. Recall that for every odd n ∈ N, we have a pair of Rokhlin towers
..,qn−1 for n ≥ 1, which covers R/Z. As a corollary from Theorem 3.9 in [4] we get the following result (recall the definitions of f (r) and Leb f from subsection 2.2, as well as the definition of µ t,s given in (1)). f (y)dy, the sequence
is bounded. Then there exists a probability measure P ∈ P(R 2 ) such that, up to taking a subsequence,
Moreover, along the same subsequence, we have
To prove the next result we need the following remark. 
In particular, if x / ∈ U j for all j = 1, . . . , k, then
Otherwise, if x ∈ U j for some j = 1, . . . , k, then d j contributes to the value of the considered expression.
We need the following theorem which is a version of Theorem 7.3 in [4] . Recall that ξ : R 2 → R is defined by ξ(t, u) := t − 2u.
Lemma 7.7. There exists a set Λ ⊂ R/Z of full Lebesgue measure such that, for every α ∈ Λ, there exists a set D α ∈ (R/Z) × (R/Z) of full Lebesgue measure with the property that, if
• the numbers 0, 1 − α, β 1 and β 2 are distinct;
• for every piecewise constant positive function f : R/Z → R with discontinuity points 0, 1 − α, β 1 , β 2 and jumps d β1 and d β2 at β 1 and β 2 respectively, for the special flow {(T f α ) t } t∈R there exist probability measures P, Q ∈ P(R 2 ) such that, up to a subsequence, we have f (x)dx. Moreover, ξ * P is atomic with exactly 4 atoms in points 0,
Proof. Let Λ ⊂ R/Z be the set of irrational α ∈ R/Z such that there exists a sequence {k n } n∈N of odd numbers such that, for some , hence in particular G 2 is ergodic. For any irrational α ∈ R/Z, let {a n } n∈N be the sequence of partial quotients of α. Then we have (see [16] )
Recall that for any m ∈ N,
Hence by ergodicity of G 2 , for almost every α ∈ [0, 1), a n+1 = 25 for infinitely many odd numbers n. Thus we obtain the claim.
Fix α ∈ Λ. Recall that for every n ∈ N, R/Z is covered by a pair of towers
Since {q kn } n∈N is a rigidity sequence and f , regardless of the choice of discontinuity points, is of bounded variation, (86) follows from Proposition 7.5 and Koksma-Denjoy inequality:
In view of Proposition 7.5, taking a subsequence if necessary, we get
By applying ξ * to both expressions we obtain
By using the invariance of the Lebesgue measure under T 2q kn α , we get ξ * Q = (−ξ) * P . Consider the sequence of pairs of disjoint Rokhlin towers
We know (see e.g. [16] ) that 1 2q kn < q kn−1 α < 1 q kn .
By using the fact that ε < 1 25 , for sufficiently large n we obtain that (88) 12 < q kn−1 α q kn α < 53.
In view of (88) we get
for sufficiently large n ∈ N, that is the measures of V n , W n are bounded away from 0. By the remark to Lemma 3.4 in [15] , this implies that, for almost every β 1 ∈ [0, 1), there exists an infinite set N 1 of natural numbers such that β 1 ∈ V n for each n ∈ N 1 . Once such β 1 and N 1 are fixed, the same argument yields that for almost every β 2 ∈ [0, 1) there exists an infinite subset N 2 ⊂ N 1 such that β 2 ∈ W n for each n ∈ N 2 . Using Fubini's theorem, we get that for almost every (β 1 , β 2 ) ∈ [0, 1) × [0, 1) there exist infinitely many integers n such that β 1 ∈ V n and β 2 ∈ W n . Let D α be the set of such pairs (β 1 , β 2 ). Now we fix (β 1 , β 2 ) in D α . Extracting a subsequence if necessary, we may assume that β 1 ∈ V n and β 2 ∈ W n for all n. Since V n and W n are disjoint and 0, 1 − α / ∈ W n ∪ V n for all n ∈ N, the points 0, 1 − α, β 1 and β 2 are distinct. Note that, by the choice of W n and V n the towers
we have the following inclusions
In view of (88), we get 1 3 q kn−1 α > 4 q kn α for sufficiently large n. In particular 1 3 q kn−1 α + q kn α < 2 3 q kn−1 α , which shows that the intervals 0, 2 q kn α , 3 q kn α , 1 3 q kn−1 α + q kn α and 2 3 q kn−1 α , q kn−1 α − 2 q kn α are pairwise disjoint. This implies the desired disjointness of the aforementioned towers. This allow us to control the atoms of limit measures and their respective masses. Suppose now that f has discontinuity points at 0, 1 − α, β 1 and β 2 , where (β 1 , β 2 ) ∈ D α with jumps d 0 , d 1−α , d β1 and d β2 respectively. Since k n is odd, in view of Remark 7.6 the expression
α (x) may only take non-zero values for x on towers U 1 :=
We have proved though, that U 3 is disjoint with other towers and the same is true for U 4 . Thus we get that On the other hand,
, and U 2 \ U 1 = [ q kn α , 2 q kn α ). Hence we get that ξ * P = lim n→∞ (
Leb is a measure such that ξ * P ({−d β1 }) = ξ * P ({−d β2 }) = ξ * P ({d β1 + d β2 }) = ε and ξ * P ({0}) = 1 − 3ε. Since ξ * Q = (−ξ) * P , we obtain the final claim.
We now state a reformulation of the above lemma for rotations on arbitrary large circles. If needed, throughout the proof of this lemma, we identify R/xZ with [0, x) for every x ∈ R >0 . Lemma 7.8. There exists a subset ∆ 0 ⊂ ∆ := {(x, y) ∈ R 2 >0 ; 0 < y < x} of full Lebesgue measure in ∆ with the property that for every (l, α) ∈ ∆ 0 there exists a set D l,α ⊂ (R/lZ) × (R/lZ) of full Lebesgue measure such that for every (β 1 , β 2 ) ∈ D l,α we have
• the numbers 0, l − α, β 1 and β 2 are distinct in R/lZ and • if T α is the rotation on R/lZ by α ∈ R/lZ and h : R/lZ → R >0 is a piecewise constant function with exactly 4 discontinuity points at 0, l − α, β 1 , β 2 and rationally independent jumps at β 1 and β 2 , then the special flow T h α is weakly mixing and disjoint with its inverse.
Proof. Let Λ ⊂ [0, 1) and D α ⊂ [0, 1) × [0, 1) for α ∈ Λ be the sets given by Lemma 7.7. For any l ∈ R >0 , let us also denote by l : [0, 1) → [0, l) the map given by l(x) := lx. We also consider l as a map between R/Z and R/lZ. For any l ∈ R >0 let Λ l := l(Λ) ⊂ [0, l) and set D l,α := (l × l)(D l −1 α ) ⊂ [0, l) × [0, 1) for any α ∈ [0, l). Define ∆ 0 := {(x, y); x ∈ R >0 , y ∈ Λ x }. Note that ∆ 0 is of full Lebesgue measure in ∆ and for every l ∈ R >0 and α ∈ Λ l the set D l,α is of full Lebesgue measure in (R/lZ) × (R/lZ).
Take (l, α) ∈ ∆ 0 and (β 1 , β 2 ) ∈ D l,α . By the definition of Λ and D l −1 α , the points 0, l − α, β 1 and β 2 are distinct. Let h : R/lZ → R >0 be a piecewise constant function which has exactly 4 discontinuity points at 0, l − α, β 1 and β 2 . Assume that the jumps d β1 and d β2 at β 1 and β 2 are rationally independent. Consider the special flow T for some increasing to infinity real sequence {b n } n∈N and measures P, Q ∈ P(R 2 ). Furthermore, ξ * P is atomic and has atoms at 0, −d β1 , −d β2 and d β1 + d β1 , while ξ * Q is also atomic and has atoms at 0, d β1 , d β2 and −(d β1 +d β1 ). Since d β1 and d β2 are rationally independent, Proposition 3.5 implies that T h•l l −1 α is weakly mixing. Moreover, the rational independence of d β1 and d β2 also gives ξ * P = ξ * Q which yields P = Q. In view of Corollary 3.4 this gives that T We are now ready to give the proof of the main result of this paper.
Proof of Theorem 1.1. In view of Corollary 7.3, the set of translation structures whose associated vertical flow is weakly mixing and disjoint with its inverse is a G δ set in every connected component of the moduli space. We now show that there is a dense subset of translation structures in each non-hyperelliptic connected component C so that the associated vertical flows are weakly mixing and disjoint with their inverses.
Fix a non-hyperelliptic connected component C of the moduli space. Recall that for some d ≥ 2 and an alphabet A of d elements, there is a permutation π = (π 0 , π 1 ) ∈ S 0 (d), a 1 , a 2 } Let C * := {M (π, λ, τ ) ∈ C; (π, λ, τ ) ∈ Ξ * }. In view of Lemma 7.4, this is a dense subset of C. Hence to prove the density of the desired property in C, it is enough to prove that this property holds for a dense set in C * . We prove this by finding a dense subset of parameters in Ξ * such that the associated translation structures have the sought properties.
Note that the set Ξ ⊂ Ξ * given by Ξ := {(π, λ, τ ) ∈ Ξ * ; T π,λ is ergodic; λ π −1 0 (1) = λ π −1 0 (d) ; τ is rationally independent} is dense in Ξ * . Let ζ = M (π, λ, τ ) ∈ C * with (π, λ, τ ) ∈ Ξ. Let T ζ be the corresponding vertical flow. Recall that it has a special representation T h π,λ over the IET T π,λ : [0, |λ|) → [0, |λ|) and under a piecewise constant roof function h : [0, |λ|) → R >0 which is constant over exchanged intervals. Moreover, if we consider h = {h a } a∈A as a vector of values, where h a is the value of h over the interval corresponding to a, then h a = −(Ωτ ) a . However, since (π, λ, τ ) ∈ Ξ * , we have that λ a = 0 for a ∈ A \ {π , and h a2 − h a1 = −(Ωτ ) a2 + (Ωτ ) a2 . Since τ is a rationally independent vector, Corollary 4.2 yields the rational independence of the jumps at β 1 and β 2 . From now on we treat T α as a rotation on R/lZ. Furthermore, we also treatĥ as a piecewise constant function on R/lZ. Thenĥ : R/lZ → R >0 gets an additional discontinuity point at 0.
Let us consider the diffeomorphism ψ : R Let ∆ 0 ⊂ {(x, y) ∈ R 2 >0 ; y ∈ (0, x)} and D l,α ⊂ (R/lZ) × (R/lZ) for (l, α) ∈ ∆ 0 be sets given by Lemma 7.8. Then, by Lemma 7.8, for every (l, α) ∈ ∆ 0 and (β 1 , β 2 ) ∈ D l,α , the special flow Tĥ α over the rotation by α on R/lZ and under a piecewise constant roof function with discontinuity points 0, l − α, β 1 , β 2 and with rationally independent jumps at β 1 and β 2 is weakly mixing and disjoint with its inverse. Consider G := {(x, y, z, v) ∈ R 4 >0 ; (x, y) ∈ ∆ 0 , y x ∈ R \ Q, (z, v) ∈ D x,y , 0 < x − y < z < v < x}.
In view of Lemma 7.8, ∆ 0 is dense in {(x, y) ∈ R >0 ; y < x} and D x,y is dense in (0, x) × (0, x). Therefore G is a dense set in {(x, y, z, v) ∈ R
