In this paper, we calculate the Jordan decomposition for a class of non-symmetric Ornstein-Uhlenbeck operators with the drift coefficient matrix, being a Jordan block, and the diffusion coefficient matrix, being the identity multiplying a constant. For the 2-dimensional case, we present all the general eigenfunctions by mathematical induction. For the 3-dimensional case, we divide the calculation of the Jordan decomposition into three steps. The key step is to do the canonical projection onto the homogeneous Hermite polynomials, and then use the theory of systems of linear equations. Finally, we get the geometric multiplicity of the eigenvalue of the Ornstein-Uhlenbeck operator.
Introduction
For the symmetric Ornstein-Uhlenbeck operator, the eigenfunctions are the well-known Hermite polynomials [] . The eigenfunctions of a type of finite-dimensional normal but non-symmetric Ornstein-Uhlenbeck operators have recently been found. They are the so- The associated Ornstein-Uhlenbeck operator is
Denote B = -c Id + R with Id the identity and R the nilpotent. Clearly, A d is a nonsymmetric operator since B does not satisfy the reversible a condition of Ornstein-
where Q = σ  Id is the diffusion coefficient matrix and B * is the transpose matrix of B.
The associated Markov semigroup (T(t)) t≥ on the Banach space of the bounded measurable functions is
and
It is well known that (T(t)) t≥ extends to a strongly continuous semigroup of positive contractions in the Hilbert space 
and it follows from [, Proposition ., Theorem .] that ν A (γ ), the index of the eigenvalue γ , is
A natural question is what the geometric multiplicity of the eigenvalue γ is. In addition, since the spectral subspace associated with γ (i.e. Ker(γ -A d ) 
form the basis of the spectral subspace associated to γ , and 
In the present paper, we present an approach to calculate the Jordan decomposition and the generalized eigenfunctions (see Theorems ., .) for d = , .
b The proof of Theorem . is by direct calculation. The main techniques of the proof of Theorem . are canonical projection and the theory of systems of linear equations. This approach is novel to the Jordan decomposition of differential operators as far as we know. It is a difficult problem to get the geometric multiplicity of the eigenvalue of a differential operator from the perspective of functional analysis. It is well known that the spectrum of the symmetric Ornstein-Uhlenbeck operator is the starting point of stochastic analysis (more precisely: Malliavin calculus), thus the analogous results of the nonsymmetric Ornstein-Uhlenbeck operator are interesting. We will treat the more general non-symmetric Ornstein-Uhlenbeck operator in the future.
In case of dimension 2
In this section, we treat the case of d = . Denote ρ = 
Clearly, it has a power series expression,
Theorem . The geometric multiplicity of the eigenvalue γ is . Set
n f } forms a basis of the spectral subspace associated to γ . Also
where k = , , . . . , n and H l (y) =  when l < . In particular,
Proof We need only prove Eq. (.). It is easy to check that G i (x) satisfies the recursion relation:
Then by the property of the Hermite polynomials [], we have
By mathematical induction, we have
In case of dimension 3
In this section, we treat the case of d = . For convenience, we give some notation firstly. Set P for the space of all polynomials with variables (x, y, z), P n the space of polynomials of http://www.advancesindifferenceequations.com/content/2014/1/34 degree less than or equal to n, and H n the space of homogeneous polynomials of degree n. Then P = n P n and one has the usual direct sum decomposition of all polynomials [],
By the monomials property of the Hermite polynomials []
the Hermite polynomials are another basis of P.
forms a basis of the spectral subspace associated to γ .
. , r} are the basis of the eigenspace of the eigenvalue γ and satisfy
The proof of Theorem . is presented in Section .. The following is a by-product.
Corollary . The geometric multiplicity of the eigenvalue γ of the Ornstein-Uhlenbeck operator A  is r + .
Proof of Theorem 3.1
Note that
It follows from the property of the Hermite polynomials [] that
For convenience, Eq. (.) can be rewritten in the following way.
where m = i + j + k and
In particular, if m = n, then Proof Suppose that f is a generalized eigenfunction, i.e., there exists an integer k ≥  such
. This is a contradiction; then f ∈ P n and the degree is exactly n. d If there is an
Lemma . For any polynomial g ∈ H m with m = n, there exists a unique solution f ∈ H m to the equation
By the linear independence of 
Thus the equation (γ -A  )f = g is equal to the system of equations 
Proposition . Set
By the linear independence of {H i (x)H j (y)H k (z)}, we have a system of k linear homogeneous equations in k +  unknowns. The coefficient matrix is
Clearly, the solution is -dimensional and a i = (-)
Now suppose that h = ψ + φ with ψ ∈ H n and φ ∈ P n- ; then by Eq. (.),
Therefore, the equation (γ -A  )h =  is equivalent to two equations:
By Proposition ., Eq. (.) has  + r independent solutions. It follows from Proposition . that there exists a unique φ satisfying Eq. (.) for each ψ . Thus we have the following corollary.
Corollary . The geometric multiplicity of the eigenvalue γ = -nc is greater than or equal to  + r (i.e., there are at least  + r independent solutions to the equation
Denote by h k , k = , , . . . , r the solutions to the equation
Therefore, the equation (γ -A  ) q k - f k = h k is equivalent to two equations:
The linear mapping is the evolution from the k-height to the (n -k)-height of the directed acyclic graph in Remark , which is represented in the natural basis by a (k + )-square matrix S r-k (it is the multiplication of some matrices; for details, please refer to Section .). By Proposition ., the matrix S r-k is nonsingular, which implies that Eq. (.) has a solution. Since g k , (Id -Q n )h k ∈ P n- , it follows from Proposition . that Eq. (.) has a solution. Then we have the following proposition. 
Proposition . There exists an f k
∈ P n such that (γ -A) q k - f k = h k .
Proof of Theorem

Linear mapping represented by the multiplication of some matrices
For example, by Eq. (.), when n is odd, the evolution from the (n -)-height to the nheight (the n-height to the (n + )-height) of the directed acyclic graph is
Then the matrices associated to the linear mappings are -D  , -A  (see below). When n is even, the evolution from the (n -)-height to the n-height (the n-height to the (n + )-height) of the directed acyclic graph is
Then the matrices associated to the linear mappings are -B  , -C  (see below). http://www.advancesindifferenceequations.com/content/2014/1/34
The others are similar. In general, the matrix S r-k (see Proposition .) associated to the linear mapping of the evolution from the (k)-height to the (n -k)-height of the directed acyclic graph is as follows. 
