Language identification at the document level has been considered an almost solved problem in some application areas, but language detectors fail in the social media context due to phenomena such as utterance internal code-switching, lexical borrowings, and phonetic typing; all implying that language identification in social media has to be carried out at the word level. The paper reports a study to detect language boundaries at the word level in chat message corpora in mixed EnglishBengali and English-Hindi. We introduce a code-mixing index to evaluate the level of blending in the corpora and describe the performance of a system developed to separate multiple languages.
Introduction
An essential prerequisite for any kind of automatic text processing is to be able to identify the language in which a specific segment is written. Here we will in particular address the problem of word level language identification in social media texts. Available language detectors fail for these texts due to the style of writing and the brevity of the texts, despite a common belief that language identification is an almost solved problem (McNamee, 2005) . Previous work has concentrated on identifying the (single) overall language of full documents or the proportions of different languages appearing in mixed-language documents. Longer documents tend to have fewer code-switching points, caused by loan words or author shifts. The code-mixing addressed here is more difficult and novel: we only have access to short (Facebook chat) utterances.
Looking at code-mixing in social media text is also overall a new research strand. These texts are characterised by having a high percentage of spelling errors and containing creative spellings (gr8 for 'great'), phonetic typing, word play (goooood for 'good'), and abbreviations (OMG for 'Oh my God!'). Non-English speakers do not always use Unicode to write social media text in their own language, frequently insert English elements (through code-mixing and Anglicisms), and often mix multiple languages to express their thoughts, making automatic language detection in social media texts a very challenging task, which only recently has started to attract attention.
Different types of language mixing phenomena have, however, been discussed and defined by several linguists, with some making clear distinctions between phenomena based on certain criteria, while others use 'code-mixing' or 'codeswitching' as umbrella terms to include any type of language mixing -see, e.g., Muysken (2000) or Gafaranga and Torras (2002) -as it is not always very clear where word loaning stop and code-mixing begins (Alex, 2008) . In the present paper, we will take 'code-mixing' as referring to the cases where the language changes occur inside a sentence (which also sometimes is called intrasentential code-switching), while we will refer to 'code-switching' as the more general term and in particular use it for inter-sentential phenomena.
The next section discusses the concept of codeswitching and some previous studies on codemixing in social media text. Section 3 then introduces the data sets that have been used for investigating code-mixing between English and Hindi as well as between English and Bengali. Section 4 describes the methods used for word level language detection, based on character n-grams, dictionaries, and support vector machines, respectively. The language detection experiments are reported in Section 5, while Section 6 discusses the results. Finally, Section 7 sums up the discussion and points to some areas of future research. 378
Background and Related Work
In the 1940s and 1950s, code-switching was often considered a sub-standard use of language. However, since the 1980s it has generally been recognised as a natural part of bi-and multilingual language use. Linguistic efforts in the field have mainly concentrated on the sociological and conversational necessity behind code-switching (Auer, 1984) and its nature (Muysken, 1995) , for example, on whether it is an act of identity in a group or competence-related (i.e., a consequence of a lack of competence in one of the languages), and on dividing switching into sub-categories such as inter-vs intra-sentential (if it occurs outside or inside sentence / clause boundaries); intra-word vs tag (if switching occurs inside a word, e.g., at a morpheme boundary, or by inserting a tag phrase or word from one language into another).
Following are examples of each type of codeswitching between English and Bengali. Bengali segments are in boldface and each example has its corresponding English gloss on a new line. Intra-word switching tomar osonkkhho Among your numerous admirer der admirer-s, modhhe ami ekjon nogonno manush I'm the inconsiderable one In the intra-word case, the plural suffix of admirer has been Bengalified to der.
Inter-sentential switching

Characteristics of Code-Mixing
Several researchers have investigated the reasons for why code-mixing appear. Studies on ChineseEnglish code-mixing in Hong Kong (Li, 2000) and Macao (San, 2009 ) indicated that mainly linguistic motivations were triggering switches in those highly bilingual societies, with social motivations being less salient. However, this contrasts with studies on other language pairs and user groups in various social media, indicating that code-mixing often takes place at the beginning of messages or through simple insertions, and mainly to mark in-group membership: in short text messages (Sotillo, 2012) , chat messages (Bock, 2013), Facebook comments (Shafie and Nayan, 2013) , and emails (Negrón Goldbarg, 2009) Other studies have investigated the types and frequency of code-mixing in social media. Hidayat (2012) showed that facebookers tend to mainly use inter-sentential switching (59%) over intra-sentential (33%) and tag switching (8%), and reports that 45% of the switching was instigated by real lexical needs, 40% was used for talking about a particular topic, and 5% for content clarification. The predominance of inter-sentential codeswitching in social media text was also noted by San (2009) , who compared the switching in blog posts to that in the spoken language in Macao.
Automatic Analysis of Code-Switching
The problem of language identification has been investigated for half a century (Gold, 1967) and that of computational analysis of code switching for several decades (Joshi, 1982) , but there is little previous work on automatic language identification for multilingual code-mixed texts, although there have been some related studies on identifying code-switching points in speech (Chan et al., 2009; Solorio et al., 2011; Weiner et al., 2012) . Notably, this work has mainly been on artificially generated speech data, with the simplification of only having 1-2 code-switching points per utterance. The spoken Spanish-English corpus used by Solorio and Liu (2008) is a small exception, with 129 intra-sentential language switches. They looked at part-of-speech tagging for this type of data in part by utilising a language identifier as a pre-processing step, but with no significant improvement in tagging accuracy.
Previous work on text has mainly been on identifying the (one) language (from several possible) 379 of documents or the proportion of a text written in a language, often restricted to 1-2 known languages; so even when evidence is collected at word level, evaluation is at document level (Prager, 1997; Singh and Gorla, 2007; Yamaguchi and Tanaka-Ishii, 2012; Rodrigues, 2012; King and Abney, 2013; . Other studies have looked at code-mixing in different types of short texts, such as information retrieval queries (Gottron and Lipka, 2010) and SMS messages (Rosner and Farrugia, 2007) , or aimed to utilize code-mixed corpora to learn topic models (Peng et al., 2014) or user profiles (Khapra et al., 2013) .
Most closely related to the present work are the efforts by Carter (2012) , Lignos and Marcus (2013) , Nguyen and Dogruöz (2013) , and Voss et al. (2014) . Carter collected Twitter messages (tweets) in five different European languages and manually inspected the multilingual micro-blogs for determining which language was the dominant one in a specific tweet. He then performed post level language identification, experimenting with a range of different models and a character n-gram distance metric, reporting a best overall classification accuracy of 92.4%. Evaluation at post level is reasonable for tweets, as note that users that mix languages in their writing still tend to avoid code-switching within a tweet. However, for this is not the case for the chat messages that we address in the present paper.
Nguyen and Dogruöz (2013) investigated language identification at the utterance level on randomly sampled mixed Turkish-Dutch posts from an online chat forum, mainly annotated by a single annotator, but with 100 random posts annotated by a second annotator. They compared dictionarybased methods to language models, and adding logistic regression and linear-chain Conditional Random Fields. Their best system reached a high word accuracy (97.6%), but with a substantially lower accuracy on post level (89.5%), even though 83% of the posts actually were monolingual. Similarily, Lignos and Marcus (2013) also only addressed the bi-lingual case, looking at SpanishEnglish tweets. The strategy chosen by Lignos & Marcus is interesting in its simplicity: they only use the ratio of the word probability as information source and still obtain good results, the best being 96.9% accuracy at the word-level. However, their corpora are almost monolingual, so that result was obtained with a baseline as high as 92.3%. Voss et al. (2014) on the other hand worked on quite code- 
Code-Mixed Corpora
Most research on social media texts has so far concentrated on English, whereas the majority of these texts now are in non-English languages (Schroeder, 2010) . Fischer (2011) provides an interesting insight on Twitter language usages in different geographical regions. Europe and SouthEast Asia are the most language-diverse areas of the ones currently exhibiting high Twitter usage. It is likely that code-mixing is frequent in those regions, where languages change over short geospatial distances and people generally have basic knowledge of the neighbouring languages. Here we will concentrate on India, a nation with close to 500 spoken languages (or over 1600, depending on what is counted as a language) and with some 30 languages having more than 1 million speakers. India has no national language, but 22 languages carry official status in at least parts of the country, while English and Hindi are used for nation-wide communication. Language diversity and dialect changes instigate frequent codemixing in India. Hence, Indians are multi-lingual by adaptation and necessity, and frequently change and mix languages in social media contexts.
Data Acquisition
English-Hindi and English-Bengali language mixing were selected for the present study. These language combinations were chosen as Hindi and Bengali are the two largest languages in India in terms of first-language speakers (and 4 th and 7 th worldwide). In our study, we include corpora collected both by ourselves for this study and by Utsab Barman (Burman et al., 2014) Table 3 : Code-switching categorisation were used for data acquisition. In both cases, the English-Bengali data came from Jadavpur University in Eastern India where the native language of most students is Bengali. For English-Hindi, the data came from the Indian Institute of Technology Bombay in the West of the country where Hindi is the most common language. Table 1 presents statistics for our corpora for both language pairs.
The languages of the corpora were tagged at the word-level with the tag-set displayed in Table 2 . The univ tag stands for emoticons (:), :(, etc.) and characters such as ", ', >, !, and @, while undef is for tokens that are hard to categorise.
Types of Code-Switching
The distribution of code-switching types is reported in Table 3 , under the hypothesis that the base language is English with the non-English words (i.e., Hindi/Bengali) having been mixed in. Named entities and acronyms were treated as language independent, but assigned the language for multilingual categories based on suffixes.
The figures for inter-and intra-sentential codeswitching were calculated automatically and are based on the total code-switching found in the corpus: if the language of a sentence was fully tagged either as Bengali or Hindi, then that sentence was considered as a type of inter-sentential code-switching, and all words in that sentence contribute to the inter-sentential code-switching percentage. For the word-internal code-mixing identification, only the " * + * suffix" tags were considered. Tag-mixing was not considered or annotated as it either is a semantic category or can be further described as a subcategory of intrasentential code-switching.
The 'total' percentage in Table 3 has been calculated at the word level, that is, as total number of words found in non-English total number of words in the corpus
The distributions of different mixing types were then calculated based on the total code-mixing found for the particular language pair.
A Code-Mixing Index
A typical inter-sentential code-switching example:
Yaar tu to, GOD hain. Dude you are GOD. tui JU te ki korchis? What you are doing in JU?
Hail u man! Hail u man! This comment was written in three languages: English, Hindi (italics), and Bengali (boldface italics; JU is an abbreviation for Jadavpur University, but we treated named entities as language independent). The excerpt stems from the "JU Confession" Facebook group, which in general is English-Bengali; however, it has some 3-4% Hindi words mixed in (since Hindi is India's primary nation-wide language it has strong influence on the other languages of the country). The example shows how closely languages co-exist in social media text, making language detection for these types of text a very complex task. When comparing different code-mixed corpora to each other, it is desirable to have a measurement of the level of mixing between languages. To this end we introduce a code-mixing index, CMI. At the utterance level, this amounts to finding the most frequent language in the utterance and then counting the frequency of the words belonging to all other languages present, that is, Table 4 : Level of code-mixing in a corpus where N 1 (w i ) is the sum over all N languages present in the utterance of their respective number of words, max{w i } is the highest number of words present from any language (regardless of if more than one language has the same highest word count), n is the total number of tokens, and u is the number of tokens given language independent tags (in our case that means tokens tagged as "universal", as abbreviations, and as named entities),
If an utterance only contains language independent tokens, we define its index to be zero. For others, we multiply by 100 to get digits in the range 0 : 100. Further, since N 1 (w i ) in fact is equivalent to n − u, Equation 1 can be rewritten as
where w i is the words tagged with each language tag (w en , w hi , w bn , ...; hence excluding items tagged univ, acro, ne, undef, etc., while including those with language tags and language-based suffix tags) and max{w i } thus is the number of words of the most prominent language (so for mono-lingual utterances, we will get CMI = 0, since then max{w i } = n − u).
As an example, we utilize this index to evaluate the level of code-mixing in our English-Bengali corpus both on average over all utterances and on average over the utterances having a non-zero CMI, that is, over the utterances that contain some code-mixing, as shown in Table 4 . It is also important to give the fraction of such utterances in a corpus, so we include those numbers as well.
Word-Level Language Detection
The task of detecting the language of a text segment in mixed-lingual text remains beyond the capabilities of classical automatic language identification techniques, e.g., Cavnar and Trenkle (1994) or Damashek (1995) . We have tested some of the state-of-the-art systems on our corpora and found that they in general fail to separate languagespecific segments from code-switched texts.
Instead we experimented with a system based on well-studied techniques, namely character ngram distance measures, dictionary-based information, and classification with support vector machines, as further described in this section. The actual experiments and results with this system are reported in Section 5, where we also discuss ways to improve the system by adding post-processing.
N-gram Language Profiling and Pruning
The probably most well-known language detection system is TextCat (Cavnar and Trenkle, 1994), which utilises character-based n-gram models. The method generates language specific n-gram profiles from the training corpus sorted by their frequency. A similar text profile is created from the text to be classified, and a cumulative "out-ofplace" measure between the text profile and each language profile is calculated. The measure determines how far an n-gram in one profile is from its place in the other profile. Based on that distance value, a threshold is calculated automatically to decide the language of a given text. Since the work of Beesley (1988) , this approach has been widely used and is well established in language identification (Dunning, 1994; Teahan, 2000; Ahmed, 2005) . Andersen (2012) also investigated n-gram based models, both in isolation and combined with the dictionary-based detection described below, as well as with a rule-based method utilising manually constructed regular expressions.
An n-gram model was adopted for the present task, too, but with a pruning technique to exclude uninformative n-grams during profile building. Common (high-frequency) n-grams for language pairs are excluded, as they are ambiguous and less discriminative. So is, for example, the bigram "to" very common in all the three languages, so less discriminative. To achieve this, a weight w a i is calculated for each n-gram g i in language l a by the formula w a i = f a i /m a where f a i is the frequency of the n-gram g i in language l a and m a the total number of n-grams in language l a . A particular n-gram g i is excluded if its discriminative power when comparing languages l a and l b is lower than an experimentally chosen threshold value θ, i.e., if the condition |w a i − w b i | ≤ θ is true. There are various trade-offs to consider when choosing between character n-grams and word ngrams, and when deciding on the values of n and θ, i.e., the size of the n-grams and the discrimination threshold. Using Romanization for the Hindi 382 and Bengali, and converting all text to lower-case, the alphabet of English is limited to 26 characters, so the set of possible character n-grams remains manageable for small values of n. White-spaces between words were kept for n-gram creation, in order to distinctly mark word boundaries, but multiple white-spaces were removed.
We carried out experiments on the training data for n = {1, 2, 3, 4, 5, 6, 7}, and found 3-grams and 4-grams to be the optimum choices after performance testing through 10-fold cross validation, with θ = 0.2. The value of θ was not varied: n-grams with the same presence in multiple languages are less discriminating. The presence ratio should be > 2%, so that value was selected for θ. N-gram pruning helps reduce the time it takes the system to converge by a factor 5 and also marginally increases performance (by 0.5).
Dictionary-Based Detection
Use of most-frequent-word dictionaries is another established method in language identification (Alex, 2008; Řehůřek and Kolkus, 2009 ). We incorporated a dictionary-based language detection technique for the present task, but were faced with some challenges for the dictionary preparation, in particular since social media text is full of noise. A fully edited electronic dictionary may not have all such distorted word forms as are used in these texts (e.g., 'gr8' rather than 'great'). Therefore a lexical normalisation dictionary (Han et al., 2012) prepared for Twitter was used for English.
Unfortunately, no such dictionary is available for Hindi or Bengali, so we used the Samsad English-Bengali dictionary (Biśvās, 2000) . The Bengali part of the Samsad dictionary is written in Unicode, but in our corpus the Bengali texts are written in transliterated/phonetic (Romanized) form. Therefore the Bengali lexicon was transliterated into Romanized text using the ModifiedJoint-Source-Channel model (Das et al., 2010) . The same approach was taken when creating the Hindi dictionary, using Hindi WordNet (Narayan et al., 2002) . In order to capture all the distorted word-forms for Hindi and Bengali, an edit distance (Levenshtein, 1966) method was adopted. A Minimum Edit Distance (MED) of ±3 was used as a threshold (chosen experimentally).
The general trend in dictionary-based methods is to keep only high-frequency words, but that is for longer texts, and surely not for code-mixing situations. Our language detection solution is targeted at the word level and for short texts, so we cannot only rely on the most-frequent word lists and have thus instead used the full-length dictionaries. Again, words common in any of the language pairs were excluded. For example, the word "gun" (ENG: weapon, BNG: multiplication, HND: character/properties/competence/talent) was deleted from all three dictionaries as it is common and thus ambiguous. Another example is the word "din" which is common in English (loud) and Hindi (day) dictionaries, and therefore removed. The Hindi-Bengali dictionary pair was not analysed because there are huge numbers of lexical overlaps between these two languages. Words that cannot be found in any of these dictionaries are labelled as undef and passed for labelling to the SVM module (described next), which can consider language tags of the contextual words.
SVM-based Word-Language Detection
Word level language detection from code-mixed text can be defined as a classification problem. Support Vector Machines (SVM) were chosen for the experiment (Joachims, 1999) . The reason for choosing SVM is that it currently is the best performing machine learning technique across multiple domains and for many tasks, including language identification (Baldwin and Lui, 2010 ). Another possibility would be to treat language detection as sequence labelling and train the word level language tag sequences using the best performing sequence labelling techniques, e.g., Hidden Markov Models (HMM) or Conditional Random Fields (CRF). For the present system, the SVM implementation in Weka v3.6.10 (Hall et al., 2009) was used with default parameters. This linear kernel SVM was trained on the following features: N-gram with weights: Implemented using the bag-of-words principle. If there after pruning are n unique n-grams for a language pair; there are n unique features. Assume, for example, that "in" is the i th bigram in the list. In a given word w (e.g., painting), a particular n-gram occurs k times (twice for "in" in painting). If the precalculated weight of "in" is t i w , the feature vector is 1, 2, ..., (t i w * k), .., (n − 2), (n − 1), n. Weights are set to 0 for absent n-grams. Weighting gives 3-4% better performance than binary features.
Dictionary-based: One binary feature for each of the three dictionaries (ENG, BNG, HND).
MED-based weight: Triggered if a word is outof-vocabulary (absent in all dictionaries). The Minimum Edit Distance is calculated for each language, choosing the lowest MED as feature value. To simplify the search, radix sort, binary search and hash map techniques were incorporated.
Word context information: A 7-word window feature (including ±3 words) was used to incorporate contextual information. Surface-word forms for the previous three words and their language tags along with the following three words were considered as binary features. For each word there is a unique word dictionary pre-compiled from all corpora for both language pairs, and only three features were added for language tags.
Experiments and Performance
A simple dictionary-based method was used as baseline, hypothesising that each text is bilingual with English as base language. An English dictionary was used to identify each word in the text and the undefined words were marked either as Hindi or Bengali based on the corpus. In a realworld setting, location information could be extracted from the social media and the second language could be assumed to be the local language. For both languages, the base performance is below 40% (38.0% and 35.5% F-score for ENG-HND and ENG-BNG, resp.), which gives a clear indication of the difficulty.
To understand the effect of each feature and module, experiments were carried out at various levels. The n-gram pruning and dictionary modules were evaluated separately, and those features were used in the SVM classification. The performance at the word level on the test set is reported in Table 5 . In addition, we run 10-fold crossvalidation on the training set using SVM on both the language pairs and calculated the performance. The results then were quite a lot higher (around 98% for ENG-HND and 96% for ENG-BNG), but as can be seen in the table, evaluation on the test set made performance drop significantly. Hence, though using 10-fold cross-validation, the SVM certainly overfits the training data, which could be addressed by regularization and further feature selection. The N-gram pruning was an attempt at feature selection, but adding other features or filtering techniques is definitely possible.
Looking at the system mistakes made on the development data, a post-processing module was designed for error correction. The most prominent errors were caused by language in continuation: Suppose that the language of the words w n and w n+2 is marked by the system as l a and that the language of the word w n+1 is marked as ¬l a , then the post-processor's role is to restore this language to l a . This is definitely not a linguistically correct assumption, but while working with word-level code-mixed text, this straightforward change gives a performance boost of approximately 2-5% for both language pairs, as can be seen in the last line of Table 5 .
There are also a few errors on language boundary detection, but to post-fix those we would need to add language-specific orthographic knowledge.
Discussion
Social media text code-mixing in Eurasian languages is a new problem, and needs more efforts to be fully understood and solved. This linguistic phenomenon has many peculiar characteristics, for example: addaing, jugading, and frustu (meaning: being frustated). It is hard to define the language of these words, but they could be described as being examples of "Engali" resp. "Engdi", along the lines of Benglish and Hinglish, (see Section 3.1), i.e., the root forms are English, but with suffixes coming from Bengali and Hindi.
Another difficult situation is reduplication, which is very frequent in South-East Asian languages. The social media users are influenced by the languages in their own geo-spaces, so reduplication is quite common in South-East Asian codemixed text. The users in these regions are also very generative in terms of reduplication and give birth to new reduplication situations that are not common (or even valid) in any of the local languages or in English; for example: affair taffair.
It is also difficult to compare the results reported here to those obtained in other media and for other types of data: While previous work on speech mainly has been on artificially generated data, previous work on text has mainly been on language identification at the document level, even when evidence is collected at word level. Longer documents tend to have fewer code-switching points.
The code-mixing addressed here is more difficult and novel, and the few closely related efforts cannot be directly compared to either: the multi-lingual Twitter-setting addressed by Voss et al. (2014) (2012) is based on Twitterspecific priors, while the approach by Nguyen and Dogruöz (2013) utilises language specific dictionaries (just as our approach does), making a comparison across languages somewhat unfair. The idea introduced by Lignos and Marcus (2013) , to only using the ratio of the word probability, would potentially be easier to compare across languages. Our work also substantially differs from Nguyen and Dogruöz (2013) and Lignos and Marcus (2013) in that we address a multilingual setting, while their work is strictly bilingual (with the first authors making the assumption that words from other languages -English -appearing in the messages could be assumed to belong to the dominating language, i.e., Dutch in their case). Further, even though they also work on chat data, Nguyen and Dogruöz (2013) mainly investigated utterance (post) level classification, and hence give no actual word-level baseline, just stating that 83% of the posts are monolingual. 2.71% of their unique tokens are multilingual, while in our case it is 8.25%. Nguyen & Dogruoz have gratefully made their data available and testing our system on it gives a slightly increased accuracy compared to their results (by 1.0%).
Conclusion and Future Work
The social media revolution has added a new dimension to language processing, with the borders of society fading, and the mixing of languages and cultures increasing. The paper has presented an initial study on the detection of code-mixing in the context of social media texts. This is a quite complex language identification task which has to be carried out at the word level, since each message and each single sentence can contain text and words in several languages.
The experiments described in here have focused on code-mixing only in Facebook posts written in the language pairs English-Hindi and EnglishBengali. In the future, it would be reasonable to experiment with other languages and other types of social media text, such as tweets. Although Facebook posts tend to be short, they are commonly not as short as tweets, which have a strict length limitation (to 140 characters). It would be interesting to investigate whether this restriction induces more or less code-mixing in tweets (as compared to Facebook posts), and whether the reduced size of the context makes language identification even harder.
Furthermore, the present work has concentrated on code-mixing in romanized Indian social media texts, but there are other possible code-mixing cases such as Unicode and romanized Indian language text plus English, or with English words transliterated in Unicode. The following examples are collected from Twitter. The language identification system described here mainly uses standard techniques such as character n-grams, dictionaries and SVM-classifiers. Incorporating other techniques and information sources are obvious targets for future work. For example, to use a sequence learning method such as Conditional Random Fields to capture patterns of sequences containing code switching, or combinations (ensembles) of different types of learners.
