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Abstrakt
První  část  se  zabývá  návrhem  jednoduchého  systému  značek,  který  by  umožnil 
sledování polohy objektu v prostoru. Je zde popsán způsob návrhu systému značek a 
jejich  vlastnosti  jsou  zhodnoceny v  několika  testech.  Druhá část  práce  je  věnována 
stručnému  úvodu  do  problematiky  stereovidění  a  výpočtům prostorových  souřadnic 
objektu.  Dále  je  zde  popsána  výsledná aplikace  pro  sledování  trajektorie  předmětů. 
Nakonec je provedeno měření opakovatelnosti výsledků.
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Abstract
The first part deals with a design of simple pattern system that would allow tracking position of 
the object in space. There is described design of patterns and their properties are evaluated in 
several tests. The second part is devoted to a brief introduction on stereovision and calculation 
of the spatial coordinates of the object. Furthermore, there is described the resulting application 
for object tracking. Finally, is done repeabillity measure test. 
Keywords
computer vision, object tracking, pattern recognition, camera stereo-pair
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Dynamický  vývoj  výpočetní  techniky  a  prostředků  získávání  obrazových  dat 
v minulých dekádách dal vzniknout novým vědním oborům. Lze mezi ně také zařadit 
oblast Počítačového vidění a Umělé inteligence. Jedním z jejich cílů je vývoj algoritmů 
a postupů napodobujících chování a uvažování  lidské bytosti.
Počítačové vidění je vědní disciplína zabývající se technikami získání obrazových 
dat ze snímačů a kamer, jejich zpracování s následným pochopením obrazové scény. 
Typické aplikace můžeme nalézt v medicíně, kde pomáhá zvýrazňovat významné prvky 
při  různých  výšetřeních.  Významnou  úlohu  zastává  také  při  klasifikaci  údajů 
z dopravních kamer. Může se jednat například o měření rychlosti nebo kontroly aut na 
základě  registračních  značek.  Nezastupitelnou  roli  má  také  v  průmyslu  například 
vizuální kontrola kvality výrobku nebo detekce přítomnosti komponent.[7]
Úlohou této práce je navrhnout systém kalibračních značek umožňujících označení 
objektu a jeho sledování v prostoru pomocí kamerového stereo páru.
Základní pojmy z oblasti počítačového vidění jsou shrnuty v kapitole 2. Kapitola 3 
je  věnována  návrhu systému kalibračních  značek a  popisu algoritmu  jejich detekce. 
Jejich  vlastnosti  jsou  na  závěr  ověřeny a  zhodnoceny několika  testy.  Kapitola  4  je 
teoretickým úvodem do problematiky stereovidění. V kapitole 5 jsou zmíněny technické 
prostředky využité pro tvorbu výsledné aplikace, jejíž vnitřní i vnější popis je popsán 
v kapitole 6.  
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2 ZPRACOVÁNÍ OBRAZU
Úspěšnému sledování značky v obrazu musí předcházet jeho získání a transformace do 
podoby zpracovatelné počítačem. Pod pojmem transformace rozumíme sekvenci dílčích 
procesů,  kdy  dochází  k  postupnému  odstranění  nežádoucích  jevů,  např.  šumu  k 
zvýraznění podstatných rysů obrazu (detekce hran), až k oddělení objektů od pozadí 
(segmentace).




Obraz si můžeme v oboru počítačové  grafiky představit jako matici prvků, kde každý 
prvek nabývá určité hodnoty, která je na obrazovce počítače převedena na světelný bod 
o  určité  jasové  úrovni.  Tento  bod  se  nazývá  pixel.  Zobrazením  této  matice  prvků 
(pixelů),  vzniká  díky  integrační  schopnosti  lidského  oka  vjem  celistvého  obrazu. 
Protože  obraz  je  dvourozměrný,  lze  závislost  jasové  intenzity  I na  plošných 
souřadnicích x,y obecně popsat obrazovou funkci f  (vztah 1). [4]
Obr.  2.1 znázorňuje matici  pixelů a  odpovídající  zobrazení  na monitoru.  Hodnoty v 
matici nabývají hodnot 0-255, přičemž každé hodnotě odpovídá jeden odstín šedi. Takto 
vytvořený obraz nazýváme šedotónový.
Vytvoření barevného obrazu je založeno na poznatku, že libovolnou barvu lze 
vytvořit  smícháním  červené,  zelené  a  modré  barvy  (anglicky:  red,  green,  blue 
a zkráceně RGB), přičemž výsledná barva je určena velikostí (množstvím) jednotlivých 
složek.[4]
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Obr. 2.1: Zobrazení šedotónového obrazu v maticovém tvaru a jeho odpovídající vykreslení na 
monitoru.
I= f ( x , y ) (1)
2.1.2 Hrana
Hrana je místo v obrazu, kde dochází k prudké změně jasových hodnot pixelů. Tento 
jev  nastává  zpravidla  na  hranici  objektu  s  pozadím,  či  na  hranici  dvou  objektů  s 
dostatečně rozdílnou texturou.[7]
Hrana  je  klíčovou  vlastností  obrazu,  na  které  je  založena  velká  část  dnešních 
postupů zpracování obrazu. Svoji úlohu zastává zejména v segmentaci a popisu tvaru 
objektu.
2.1.3 Histogram
Uvažujme šedotónový snímek s 256 odstíny šedi. Spočítáme-li pro každý odstín počet 
příslušných  pixelů  a  vyneseme  je  do  grafu,  vytvoříme  histogram.  Histogram  tedy 
znázorňuje  rozložení  jasových  hodnot  ve  snímku.  Lze  tak  snadno  pozorovat  je-li 
obrázek  tmavý  (převládají  černé  odstíny),  světlý  (převládají  světlé  odstíny)  nebo 
vyvážený. Znalost rozložení jasových úrovní je základem pro mnohé grafické úpravy 
snímku  (např.  zvýraznění  nenápadných  obrazců  ekvalizací  histogramu)  a  algoritmy 
(např. adaptivní prahování). [2][4]
2.1.4 Šum
Pod pojmem šum rozumíme nežádoucí  aditivní  prvek ve  snímku,  který  neodpovídá 
reálné  scéně.  Nejčastěji  vzniká  při  pořízení  nebo  transportu  snímku.  Jeho  výskyt 
v obraze nemusí být rovnoměrný (např. po stranách). Protože šum může být zastoupen 
v širokém  spektru  frekvencí,  lze  jej  při  zpracování  obrazu  detekovat  jako  falešnou 
hranu.  Velké  množství  šumu  v  obraze  je  charakteristické  pro  levné  snímače  nižší 
kvality.[2] [7]
2.1.5 Diskrétní konvoluce
Patří s korelací mezi základní operace nad diskrétním obrazem. Tuto operaci si můžeme 
představit  tak,  že na pixel a jeho okolí  přiložíme masku. Nová hodnota pixelu bude 
rovna  součtu násobků překrývajících se buněk.[4]
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f (x+i , y+ j)⋅h(i , j) (2)
Obr 2.2: Původní snímek úplně vlevo, následují jeho jednotlivé kanály v pořadí červená ,zelená a modrá
Funkce  f(x,y) je  obrazová  funkce  prostorových proměnných,  h(i,j) je  konvoluční 
jádro.
2.1.6 Konvexní obálka
Mějme  množinu  bodů  A  v  dvourozměrném  prostoru.  Je-li  B  nejmenší  konvexní 
podmnožinou bodů sestavené z A a současně všechnu prvky A jsou obsažené v B, pak 
je B nazývána konvexní obálkou. [6]
Červené body na Obr. 6 znázorňují konvexní množinu všech zobrazených bodů.
2.2 Předzpracování
Před začátkem segmentace a popisem objektů, je nutno obraz upravit.  Mezi základní 
úpravy  patří:  filtrace  šumu,  detekce  hran,  geometrické  transformace,  ostření,  nebo 
úprava histogramu pro zvýraznění málo patrných vlastností snímku.
2.2.1 Filtrace šumu
Mezi metody filtrace šumu lze zařadit konvoluci vstupního obrazu s jádrem, jehož 
hodnoty jsou určeny dvourozměrnou Gaussovou funkcí (vztah 3). 
Veličiny  x,y udávají  polohu bodu v konvolučním jádru a σ2 je rozptyl  Gaussovy 
funkce. Tímto způsobem filtrace potlačíme šum, ale současně dojde k rozostření hran. 
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Obr. 2.3: Diskrétní konvoluce
Obr. 2.4: Konvexní obálka
Na  obr.  2.5 lze vidět  původní a  filtrovaný snímek s využitím filtru  s  Gaussovským 
jádrem.
2.3 Segmentace
Existují různé postupy, jak oddělit objekty od pozadí. Podrobněji zde budou popsány 
dvě z nich. Segmentace prahováním a na základě hran (Cannyho detektor). 
2.3.1 Prahování
Segmentace  prahováním  se  provádí  postupným  procházením  obrazu  bod  po  bodu. 
Přesáhne-li hodnota bodu určitou mez (práh) je tento bod přiřazen k objektu. Je-li menší 
než hodnota prahu je přiřazen k pozadí. [7]
Prahování s jednou pevnou hodnotou prahu v celém obrázu může vést k chybám, 
protože  objekt   nemusí  mít  stejné  jasové  rozložení  v  celém  obraze.  Důsledkem  je 
neúplná segmentace.
Tento problém může být vyřešen rozdělením obrazu do menších oblastí, ve kterých 
se hodnota prahu vypočítá na základě lokálního histogramu. Určení hodnoty prahu z 
histogramu však může být komplikované.
Algoritmy implementované v rámci tohoto projektu užívají pro stanovení hodnoty 
prahu střední hodnotu jasu ve zpracovávané oblasti. [5]
2.3.2 Cannyho hranový detektor
Tento způsob detekce hran představil poprvé John F. Canny v roce 1986. [1]
Nejprve je obraz vyhlazen Gaussovým filtrem. Poté je dvojitou aplikací hranového 
operátoru zjištěna velikost a směr hranového gradientu ve snímku. Následuje sledování 
hranice, pramenící ze znalosti směru hrany a výběru lokálního maxima hranových bodů, 
což produkuje tloušťku hrany o velikosti  1 pixel.  Posledním krokem je prahování  s 
hysterezí,  kde  body převyšující  hodnotu  prvního prahu  jsou  okamžitě  vyhodnoceny 
jako hrany. Hodnoty něpřesahující dolní práh jsou vyhodnoceny jako okolí, body ležící 
v intervalu mezi těmito dvěma prahy jsou přiřazeny k hraně v případě, že mají ve svém 
sousedství bod vyhodnocený jako hranu. [3][8]
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Obr. 2.5: Gaussův filtr, porovnání původního a 
vyhlazeného obrázku
2.4 Deskriptory a příznaky
Deskriptory  vystihují  tvarové  nebo  jasové  vlastnosti  obrázku.  Umožňují  klasifikaci 
objektů do tříd.
V této práci jsou použity zejména jako prostředek pro porovnání  podobnosti dvou 
objektů.
2.4.1 Momenty
Základní geometrický moment je definován: 
kde p+q je řád momentu, x,y prostorové souřadnice s(x,y) obrazová funkce. Nezávislost 
momentů na translaci objektu může být dosaženo vztažením výpočtu (vztah 5) k jeho 
těžišti (vztah 6).[9]
Normalizací docílíme nezávislost na změně měřítka.
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3 KALIBRAČNÍ ZNAČKY, JEJICH 
DETEKCE A TRASOVÁNÍ
Jednou  z  možností,  jak  jednoduše  a  přesně  sledovat  trajektorii  objektu  v  obraze 
snímaném  kamerou  je  označit  jej  značkou.  Poté  se  úloha  sledování  objektu  mění 
v úlohu sledování značky. Použitím jedné značky získáme informaci o poloze jednoho 
bodu  v  prostoru,  chceme-li  získat  lepší  představu  o  pohybu  rozměrnějších  objektů 
v prostoru,  například  tyče,  museli  bychom  jí  označit  na  obou  koncích  unikátními 
značkami,  abychom mohli  jednoznačně  určit  o  který  konec  tyče  se  jedná.  Proto  je 
potřeba navrhnout větší  počet od sebe odlišitelných značek.
V úvodu této kapitoly bude popsán použitý systém značek a způsob jejich detekce. 
Dále jsou ověrovány jejich detekční vlastnosti na sérii testů. Na závěr budou popsány 
další dva systémy značek. 
3.1 Předpoklady pro návrh značek
Pro úspěšný návrh kalibračních značek je třeba si nejdříve ujasnit v jaké aplikaci mají 
být  použity  a  v  jakých  podmínkách  májí  být  detekovatelné.  Následující  seznam je 
výčtem některých jevů a parametrů, které je při návrhu značek nutno uvažovat:
• použitá kamera a výpočetní hardware
• vzdálenost kamery od značek
• osvětlení scény
• rozsah pohybu objektu
• možnost překrytí, ohybu a nečistot značky
• rychlost pohybu
• okolní scéna (možnost falešné detekce)
Protože zadání  této práce neurčuje žádnou konkrétní  aplikaci  či  využití,  není  při 
návrhu značek žádné omezení. 
3.2 Systém značek
Jedním z jednoduchých a často používaných způsobů segmentace je prahování. Jak 
již bylo popsáno v teoretickém rozboru, pixely s jasovou úrovní vyšší než je hodnota 
prahu jsou povážovány za objekt, ostatní za pozadí. Z toho plyne,  že pokud má být 
značka dobře oddělitelná od okolí, musí být mezi jasovými hodnotami okolí a značky 
maximální  rozdíl.  Toho  lze  v  šedotónovém  (jednokanálovém)  snímku  docílit 
černobílým provedením značek.
Aby byly značky dobře detekovatelné z co největší vzdálenosti nebo při rychlém 
pohybu,  není  vhodné používat  členité  tvary,  či  složité  vnitřní  struktury,  které  by se 
mohly snadno rozmazat nebo deformovat.
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Na základě  těchto  úvah  byla  navržena  soustava  značek  na  obr.  3.1.  Značky  se 
skládájí  z  vnějšího  prstence  a  vnitřního  barevného  kruhu.  Vnější  prstenec  zajišťuje 
snadnou  segmentaci,  kruhový  tvar  zároveň  zajišťuje  nezávislost  detekce  na  rotaci 
značky. Vnitřní barevný kruh v provedeních zelená, červená, modrá slouží k identifikaci 
značky.
3.2.1 Detekční algoritmus
Úlohu nalézt značku v obraze vykonává detekční algoritmus. Na následujících řádcích 
je vysvětlena jeho činnost tak, jak je implementován v knihovně aplikace. Aby jej bylo 
možné využít na více místech v programu, je jeho vstupem vedle snímku také určitý 
počet parametrů, jimiž je možné mimo jiné, možné modifikovat segmentační proces, 
avšak ty prozatím nebudou zmíněny pro snažší pochopení samotného principu detekce.
Snímek  načtený  do  paměti  počítače  je  převeden  z  BGR  do  šedotónového 
formátu. Následně je obraz vyhlazen Gaussovým filtrem. Dalším krokem je segmentace 
prahováním,  kterou  je  obraz  transformován  do  binární  podoby  (pozadí-objekt). 
Segmentace je následována detekcí obrysů objektů a jejich hierarchickou analýzou, po 
které je již znám počet značek ve scéně. Nyní je pro každou značku samostatně určen 
střed, barva a rozměr. Tato sekvence procedur je i s reálným průběhem naznačena na 
obr. 3.2 a 3.3.
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Obr. 3.1: Soustava značek






















Obr. 3.3: Ukázká výstupů procedur z algoritmu detekce
Analýza obrysů
Obr. 3.4 popisuje jedny z možných situací, které mohou při zpracování snímku nastat. 
Případ 1 reprezentuje  objekty bez  vnitřních  obrysů,  typickým představitelem tohoto 
segmentu  může  být  čára.  Druhý případ ukazuje  objekt  s  jedním vnitřním obrysem. 
V tomto případě nemůže dojít k detekci, neboť není splněn dostatečný počet  do sebe 
zanořených obrysů. Ve třetím případě je nález pozitivní, protože byl splněn počet tří 
a více do sebe zanořených obrysů. Čtvrtý případ ilustruje situaci, kdy jsou ve vnitřním 
obrysu nalezeny další dva objekty,  taková hierarchie je vyhodnocena jako negativní. 
Z tohoto příkladu je také patrné,  že pokud dojde ke znečištění značky,  nemůže dojít 
k pozitivní detekci.
Určení barvy
Pro určení barvy značky je použito nejbližší okolí středu, např. velikosti 3. V tomto 
okolí je učena průměrná hodnota pixelů v každém barevném kanálu, poté je pro každý 
kanál určeno, jakou měrou se podílí na barvě středu. Tento proces ilustruje obr. 3.5.
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Obr. 3.4: Princip analýzy obrysů
Obr. 3.5: Klasifikace barev. Žlutý čtverec je uvažované okolí o velikosti 3 px. Napravo jsou matice každého z kanálů a příklad  
výpočtu. Je-li podíl jedné z barev větší než 40%, je prohlášena za barvu značky. 
Střed značky
Střed značky je  určen  ze základních  statistických  momentů  řádu 00 a  01,  vnitřního 
kruhu viz. vztah 6. 
Střed  určuje  polohu  značky  ve  snímku  a  je  využit  pro  výpočet  prostorových 
souřadnic objektu.
Rozměr značky
Velikost značky je určena jako poloměr nejmenší obepínající kružnice prstence značky. 
Tento parametr je využit v algortimu trasování pro výpočet oblasti zájmu.
Parametrizace detekčního algoritmu
Měřením  výpočetní  náročnosti  algoritmu  bylo  zjištěno,  že  funkce  adaptivního 
prahování, Gaussovy filtrace, a barevné konverze patří mezi výpočetně nejnáročnější, 
proto umožňuje funkce detekčního algoritmu tyto operace vynechat, je-li to možné nebo 
nahradit jinou funkcí s podobným efektem. Například funkce filtrování šumu nemá na 
detekci výrazný vliv, proto ji lze vynechat. Konverzi z BGR do šedotónového formátu 
není nutné vždy provádět, protože známe-li barvu značky z minulého snímku, lze tuto 
značku  vyhledávat  pouze  v  kanále,  kde  bude  nejvýraznější  (červená  značka  je 
vyhledávána v R kanále). Adaptivní prahování lze při výpočtu vhodného prahu do jisté 
míry nahradit jednoduchým prahováním.
Parametrizaci  algoritmu  detekce  pro  zvýšení  rychlosti  zpracování  využívá 
algoritmus trasování.
3.2.2 Testy značek
Všechny tři následující testy jsou provedeny s daty získanými z kamery BumbleBee2. 
Pracovní rozlišení snímku je 512 px x 348 px. Jako segmentace je použito adaptivní 
prahování  s  velikostí  okolí  7  s  konstantou  +6.  Snímky  jsou  vždy  převáděny  do 
šedotónového formátu. Velikost značek je 2,5 cm x 2,5 cm.
Vzdálenost
Detekovatelnost značek z různých vzdáleností  od kamery je znázorněna na  obr.  3.6. 
Test byl proveden ve vzdálenostech od 40 do 220 cm. Zatímco ve vzdálenosti 40 cm 
byly  správně  detekovány  a  klasifikovány  všechny  značky,  ve  vzdálenosti  220  cm 
nedošlo ani k jedné detekci. S rostoucí vzdáleností upadá schopnost klasifikace barvy 
značek.  Ze  snímků  je  patrná  nutnost  kvalitní  segmentace,  která  hraje  klíčovou  roli 
v úspěšné detekci.
Osvětlení
V tomto  testu  (Obr.  3.8)  byly  značky  vystaveny  třem stupňům intenzity  osvětlení: 
umělému osvětlení, dennímu světlu a zatemněné místnosti. Lze si všimnout, že intenzita
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dopadajícího  světla  nemá  v  tomto  rozmezí  vliv  na  detekci  značky,  pouze  na  její 
klasifikaci.  Značky  byly  stejně  jako  v  následujícím  testu  ve  vzdálenosti  70  cm od 
kamery.  Rozdíly  v  intenzitách  světla  nejsou  ve  snímcích  výrazné,  neboť  kamera 
automaticky upravuje zesílení.
Pozorovací úhel
Z tohoto testu (obr. 3.7) lze vyvodit podobné závěry, jako z testu vzdálenosti. Měření 
bylo provedeno v úhlech (sklon pozorované roviny od osy pohledu) 60°, 45° a 25°. 
Úspěšnost detekce závisí na segmentaci. Je-li pozorovací úhel příliš velký, dojde kde 
splynutí okrajů a detekce značek je nemožná.
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Obr. 3.6: Test vzdáleností
Obr. 3.7: Test pozorovacího úhlu značek
Zhodnocení
Z provedených testů plyne, že se nepodařilo navrhnout systém značek, kde by každá 
značka  byla  unikátní,  spolehlivě  identifikovatelná,  proto  pro  účely  testů  trasování 
(kapitola 6) bude použita pouze jedna značka.
3.3 Ostatní varianty
Již  představené  soustavě  značek  předcházelo  několik  dalších  návrhů.  Po  všechny 
uvedené soustavy značek je možné použít stejný detekční algoritmus, prakticky se liší 
pouze způsobem jakým je lze od sebe odlišit. 
Značky na obr. 3.9 jsou rozlišovány pomocí jejich tvarů. Jsou navrženy jako kruhy 
nebo čtverce v inverzním barevném provedení, dále se středem nebo bez. Značky bez 
středu mají výhodu v snažší detekovatelnosti,  neboť u nich při pohybu nemůže dojít 
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Obr. 3.8: Test osvětlení
Obr. 3.9: Černobílé značky
k splynutí vnější a vnitřní části. Na druhou stranu nepřítomnost středu zapříčiňuje větší 
náchylnost k falešným detekcím.
 Vlastnosti  této soustavy značek byly ověřeny testem na reálných snímcích (obr. 
3.11).  Test  spočíval  v  zachycení  sekvence  100 snímku kruhového pohybu  značek s 
proměnlivou  rychlostí  pohybu.  Na snímky byl  aplikován detekční  algoritmus,  jehož 
výsledky jsou uvedeny v tab. 1.
Klasifikace tvaru je realizována v prvním kroku výpočtem středu značky, za který je 
považováno těžiště objektu. V dalším kroku je zjištěna barva středu (hodnoty pod pevně 
daným prahem jsou vyhodnoceny jako černé resp. bílé)  ze segmentovaného snímku. 
Jako  poslední  se  vyhodnocuje  jedná-li  se  o  čtverec  nebo  kruh.  To  je  provedeno 
porovnáním počtu pixelů nejmenšího obepínajícího obdélníku prstence značky s počtem 
pixelů nejmenší obepínající elipsy prstence značky.  Poněvadž funkce OpenCV, která 
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Tabulka 1: Tabulka výsledků z testu černobílých značek
Obr. 3.10: Ukázka z testu černobílých značek
umožňuje výpočet nejmenší obepínající elipsy ji reprezentuje jako rotovaný obdélník ve 
kterém je obsažena, bude počet pixelů obou obdélníků pro případ kruhu téměř totožný. 
V případě čtverce nedojde k úplnému přilnutí elipsy k obrysu a vznikne tak určitý rozdíl 
obsahů obdélníků. Grafické naznačení tohoto přístupu popisuje obr. 3.12. [5]
Při praktickém nasazení této soustavy značek častokrát docházelo ke špatné tvarové 
klasifikaci. Proto byl navržen systém celobarevných značek (obr.  3.13). Klasifikace je 
provedena na základě barev stejně, jako u systému popsaném v podkapitole 3.2. Jejich 
nevýhodou  je,  že  kvůli  jejich  barvám  nejsou  ve  snímku  tak  výrazné,  jako  značky 
černobílé.
3.4 Zhodnocení
Postupně byly navrženy tři soustavy značek. Nejprve černobílé poté celobarevné a jako 
poslední, kombinace obou předchozích. Každá následující generace měla za cíl vylepšit 
tu předcházející.
Protože se nepodařilo dosáhnout spolehlivé klasifikace ani v jednom systému je pro 
další pokusy využita pouze jedna značka.
Detekovatelnost  značek  v  různých  vzdálenostech  a  úhlech  pozorování  je  silně 
závislá  na  segmentaci,  která  je  prováděna  prahováním.  Úspěšnost  segmentace  lze 
ovlivnit vhodným nastavením parametrů. Ty by se měly v ideálním případě v různých 
situacích přizpůsobovat, avšak s tím roste i časová náročnost implementace aplikace.
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Obr. 3.11: Princip klasifikace tvaru značky. Černý čtverec je značka.  
Červený kruh znázorňuje obepínající elipsu, která je obsažena v žlutém 
obdélníku . Dochází k porovnání počtu pixelů černého čtverce, který je  
zároveň svým nejmenším obepínajícím obdélníkem s počtem pixelů  
žlutého obdélníku. Velký rozdíl obsahů vede ke klasifikaci čtverec.
Obr. 3.12: Celobarevné značky
4 STEREOVIDĚNÍ
Při  snímání  objektů  reálného  světa  dochází  k  projekci  trojrozměrné  scény  na 
dvojrozměrnou rovinu obrazu, tvořenou plochou CCD čipu kamery.  Tímto procesem 
dochází ke ztrátě informace o vzdálenosti objektů od obrazové roviny. Stereovidění je 
technika  umožňující  zpětné  nabytí  této informace,  jako její  analogii  můžeme chápat 
biologické vidění.  Pozorujeme-li nějaký objekt, mozek je schopen zpracováním obrazů 
z obou očí vytořit hloubkový vjem, díky němuž můžeme odhadnout vzdálenosti nebo 
uspořádání předmětů ve světě. Stejně tak vhodným zpracováním obrazů ze dvou kamer 
návzájem vůči  sobě posunutých o určitou vzdálenost,  snímajících tentýž předmět,  je 
možné zpětně rekonstruovat jeho 3D souřadnice.[2]
Obr. 4.1 ve zjednodušené situaci znázorňuje průmět bodu P na obrazové rovině levé 
a  pravé  kamery,  které  jsou  vůči  sobě  v  ideální  rovině  a  posunuty  o  vzdálenost  T. 
Vzdálenost Z lze vypočítat dle vztahu 11, kde f je ohnisková vzdálenost a rozdíl xl a xr 
se nazývá disparita. [11]
Pro  stanovení  disparity  je  tedy  nutné  nalézt  v  obou  snímcích  body  odpovídající 
zobrazení bodu P. Protože čočka kamery způsobuje zkreslení obrazu, je nutné nejdříve 













Obr.  4.1: Výpočet vzdálenosti Z [11] 
souhlasných bodu se snímek tzv. rektifikuje. Rektifikovaný snímek má souhlasné body 
ve snímcích z obou kamer na stejném řádku, čímž se zmenší oblast hledání.[11]
 Kalibraci a rektifikaci je možné provést buď softwarem od výrobce kamery, nebo je 
nutné výpočítat matice popisující vlastnosti kamer a vztahy mezi nimi, z nichž je možné 
přemapovat snímek. Tyto výpočty jsou popsáné v [11] a [2].
Najdeme-li souhlasné body v celém snímku a určíme jejich disparitu, lze vytvořit 
tzv. disparitní mapu (obr. 4.2).
Body  nekonečně  vzdálené  od  kamery  mají  disparitu  nulovou  a  naopak  body 
v nulové vzdálenosti mají disparitu nekonečnou.
Dále je nutno poznamenat, že přesnost určení  Z bodu se  s rostoucí vzdáleností od 
kamery zmenšuje.
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Obr. 4.3: Nahoře zkreslené snímky z levé a pravé kamery, dole rektifikované snímky
Obr. 4.2: Disparitní mapa (napravo), nalevo snímek z pravé kamery. Disparita je mapována barevných tónů, z takovéto mapy si lze  
vytvořit představu o snímaném prostoru.
5 TECHNICKÉ PROSTŘEDKY
5.1 Stereo kamera BumbleBee2
V rámci této práce je použita stereo kamera BumbleBee2, která je produktem kanadské 
firmy PointGrey. Její technické parametry a podrobnější popis je možno nalézt v tab. 2.
 Výrobce  ke  kameře  dodává  FlyCapture  SDK  a  Triclops  SDK.  FlyCapture  SDK 
umožňuje ovládání kamery a sběr obrazových dat, zatímco Triclops SDK je určeno pro 
zpracování stereosnímků. Umožňuje například jejich rektifikaci, nalezení souhlasných 
bodů s následným výpočtem disparitní mapy v reálném čase. Oba programové balíky 
podporují vývoj v jazyce C/C++.
5.2 Knihovna OpenCV
OpenCV je svobodná knihovna pro vývoj v C/C++ a Python, implementující množství 
technik a algoritmů zpracování obrazu. Její rozsáhlá dokumentace může být nalezena 
zde [5].
Všechny algoritmy popisované v této práci jsou implementovány za pomocí  této 
knihovny. Proto je tato kapitola věnována stručnému přehledu používaných funkcí.
GaussianBlur





Maximální rozlišení 1024 x 768 (20 FPS)
Vzdálenost kamer 12 cm
Ohnisková vzdálenost 3.8 mm HFOV(66°)
Rozměry 157 x 36 x 47
Hmotnost 342 g
Rozhraní IEE 1394 (FireWire)
Tabulka 2: Vybrané technické parametry kamery.
Obr. 5.1: Kamera BumbleBee2.[10]
adaptiveThreshold
Aplikuje na obrázek algoritmus adaptivního prahování.
Canny
Implementace Cannyho hranového detektoru.
dilate, erode
Tyto dvě funkce provádí dvě základní morfologické operace dilataci a erozi.
fitEllipse
Vrací nejmenší elipsu obepínající objekt.
minAreaRect
Vrací nejmenší rotovaný obdélník obepínající objekt.
moments
Vypočítá základní, centralizované i normalizované momenty objektu.
convexHull
Slouží pro výpočet konvexní obálky předmětu.
findContours
Na této  funkci  je  založen princip vyhledávacího algoritmu,  proto zde bude popsána 
důkladněji.
Předpokladem  je,  že  do  funkce  vstupuje  segmentovaný  obraz,  tedy  takový,  že 
nabývá  hodnot  pozadí  či  objekt.  Funkce  pro  každý  objekt  nalezne  vnější  a  vnitřní 
(existuje-li) obrys. Současně sestaví jejich hierarchii (informace o vnořených a obrysech 
na stejné úrovni). Pro ilustraci slouží obr. 5.2.
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Obr. 5.2: Funkce findContours
6 APLIKACE
Tato kapitola je věnováva popisu vytvořené aplikace pro sledování trajektorie značek 
v prostoru a popisu několika praktických experimentů.
6.1 Vnější popis
Aplikace  je  dle  zadaní  implementována  v  jazyce  C/C++  s  knihovnou  OpenCV 2.4 
a SDK výrobce kamery.  K vytvoření grafického rozhraní a správě externích údálostí 
(vstup z klávesníce, myši) bylo použito Windows Application s GDI.
Okno po spuštění aplikace lze vidět na obr. 6.1. Je rozděleno na tři části:
• levý rektifikovaný snímek
• pravý rektifikovaný snímek
• informační panel
Program po zapnutí běží ve stavu, kdy pouze sbírá data z kamery a rektifikované je 
zobrazuje  na  obrazovku  počítače.  Klávesou T se  lze  přepnout  do  režimu  trasování. 
V tomto režimu je na úvodní snímek aplikován detekční algoritmus,  který v případě 
nenulového výstupu pokračuje trasováním značek, což je indikováno zeleným čtvercem 
v informačním panelu a vykreslením bodu (červená tečka) do rektifikovaného snímku i 
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Obr. 6.1: GUI aplikace s výpočtem pomocí TriclopsSDK.
Obr. 6.2: GUI aplikace s výpočtem pomocí OpenCV.
s  vyznačením  aktuálně  prohledávané  oblasti  snímku  (modrý  čtverec).  Pro  každý 
trasovaný bod se vypisují do horní části  informačního panelu prostorové souřadnice. 
V případě  potřeby  lze  zapnout  klávesou  S  ukládání  souřadnic  do  souboru  (taktéž 
indikováno  zeleným  čtvercem).  Každý  ze  stavů  lze  vypnout  opakovaným  stiskem 
příslušné klávesy.
Na  obrázku  6.3 je  vidět  detailní  pohled  na  informační  panel.  V  nejvyšší  části  se 
zobrazují  souřadnice  objektů.  Níže  je  při  kliknutí  do  libovolného  místa  v  obrazu 
pravého  snímku  získat  souřadnice  pixelu  v  místě  kliknutí.  V  dolní  polovině  jsou 
zobrazeny stavy programu a na závěr je uváděna aktuální doba zpracování snímku. 
6.2 Vnitřní popis
6.2.1 Výpočet souřadnic
Výpočet  souřadnic  bodu  je  realizován  jedním  ze  dvou  způsobů.  Oba  přístupy 
využívají k pořízení snímku FlyCapture SDK. Liší se ovšem ve způsobu zpracování dat. 
Grafické porovnání obou metod lze vidět na obr. 6.4.
 První  způsob  (Metoda  1)  plně  využívá  Triclops  SDK  (dále  jen  TSDK).  Na 
rektifikovaný snímek z pravé kamery je aplikován detekční algortimus, tedy je zjištěna 
poloha  sledovaného  objektu  v  pravém  snímku.  Pomocí  známých  souřadnic  x,y lze 
vyhledat v dispartiní mapě odpovídající disparitu bodu a následně vypočítat prostorové 
souřadnice.
Ve druhé metodě je rektifikace provedena použitím vlastních kalibračních matic. 
Následně je značka detekována v levém i pravém snímku a z rozdílu x-ových souřadnic 
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Obr. 6.3: Informační panel aplikace.
je určena dispartita, ta je pomocí transformační matice spolu s ostatními údaji o poloze 
přepočítána do prostorových souřadnic.
Mezi těmito metodami způsobu výpočtu lze přepínat stiskem klávesy P.
Na obr. 6.1 je vidět hlavní panel v režimu výpočtu pomocí TSDK, zatímco na obr. 6.2 
ukazuje hlavní panel v režimu OpenCV.
Porovnání rychlosti obou metod
Program byl spuštěn na počítačové sestavě s parametry uvedenými v Tabulka 3.
Průměrná doba rektifikace snímků s následnou detekcí jedné značky v obraze byla pro 
metodu  Triclops  SDK  45  ms  a  pro  OpenCV  74  ms.  Tyto  výsledky  jsou  poněkud 
překvapivé vzhledem k tomu, že TSDK navíc provádí výpočet celé disparitní  mapy. 
Největší spotřebu procesorového času má ve výpočtu podle OpenCV rektifikace snímku 
cca 70 ms.
6.2.2 Popis modulů a tříd
Vnější chováni aplikace je naprogramováno přes rozhraní WinAPI. Zpracování obrazu 
zajišťuje knihovna  ImgProcLib. Pro snadný vývoj bylo vytvořeno několik tříd. Třída 
Target  zapouzdřuje  informace  o  výskytu  jedné  značky  v  jednom  snímku,  po  její 
inicializaci je voláním metody Track schopna trasovat sama sebe. Třídy TargetsMono 
a TargetsStereo jsou zásobníky tříd Target.  TargetsMono je vytvořena pro hromadnou 
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Procesor Intel Xeon X3440 (2.53 Ghz)
Paměť DDR3, 666.7 Mhz, 4032 MB
Operační systém Windows 7 SP1, Professional 64 bit
Tabulka 1: Parametry počítače


















Výpočet disparity jako rozdíl
x souřadnic




Metoda 1 Metoda 2
obsluhu  všech  značek  nalezených  ve  snímku  z  jedné  kamery,  zajišťuje  volání 
trasovacích algoritmů pro všechny značky, které jsou v ní uloženy a obstarává zápis do 
souboru, případně informačního panelu aplikace. TargetsStereo zajišťuje stejné funkce s 
tím rozdílem, že je použita pro stereo snímky. Inicializace této třidy je kvůli nutnosti 
nalezení  stejných  značek  ve  dvou  snímcích  náročnější.  Poslední  třídou  je 
CameraDriver, která zajišťuje sběr snímků z kamery a výpočet disparitní mapy.
6.2.3 Trasovací algoritmus
Protože objekty ve scéně mění svou polohu, mění polohy i značky na nich připevněné. 
Z toho vyplývá nutnost opětovně vyhledávat značky na nových pozicích ve scéně tak 
jak je snímá kamera. Vyhledávat značky v celém snímku pomocí detekčního algoritmu 
v  jeho  původní  formě,  může  značně  zpomalovat  aplikaci  a  tím  znemožňovat  chod 
programu  v  reálném  čase.  Máme-li  informaci  o  poslední  poloze  značky  v  obraze, 
můžeme tuto znalost využít ke zrychlení běhu programu, neboť za předpokladu, že se 
značka  pohybuje  pomalou  rychlostí  je  vysoká  pravděpodobnost  jejího  výskytu 
v nejbližším okolí kolem poslední známé pozice. Na obrázku  6.5 lze vidět vývojový 
diagram trasovacího algoritmu tak jak je implementován v rámci této aplikace.
Vstupem  je  seznam  značek  získaných  zpracováním  celého  snímku  při  spuštění 
programu.  Poté  je  postupně  pro  každou  značku  vypočítáno  okolí,  které  se  bude 
prohledávat se segmentací provedenou výpočetně rychlejším jednoduchým prahováním. 
Je-li  v  této  oblasti  nalezena  jedna  značka  s  barvou  odopovídající  barvě  hledané 
značky, je detekce vyhodnocena jako úspěšná a dojde k zápisu nové polohy, velikosti 
a barevného rozložení pixelů uprostřed značky.
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Obr. 6.5: Schéma trasovacího algoritmu
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Není-li  nalezena  žádná  značka,  je  vymezeno  větší  pátrací  okolí  a  je  použito 
spolehlivější  adaptivní  prahování.  Jestliže  i  tento  postup selže,  je  značka vynechána 
a v příštím snímku bude hledána na stejné pozici.
V  případě  nalezení  více  značek  je  jejich  seznam  testován,  nachází-li  se  v  něm 
hledaná značka, jsou její údaje aktualizovány podobně jako v případě nalezení jedné 
značky.  Není-li  v seznamu značka odpovídající  barvy nebo naopak bylo nalezeno k 
příslušící  značce  více  shod  (dvě  a  více  značek  má  stejnou  barvu  jako  hledaná),  je 
rozšířeno pátrací okolí s použitím adaptivního prahování. Při dvou a více neúspěšných 
pokusech je značka vynechána. 
6.3 Opakovatelnost měření
Opakovatelnost měření lze vyjádřit jako směrodatnou odchylku σ měřených hodnot. Ve 
vztahu 12,  μ reprezentuje střední hodnotu měřeného souboru, x je měřenou hodnotou a 
n udává počet meřených hodnot.
Měření  spočívá  v  kladení  terče  (značky)  připevněného  na  stojanu  do  určitých 
vzdáleností  od  kamery,  která  jej  pozoruje.  Proměnnou  měření  je  tedy  vzdálenost, 
nedochází k posuvu v ose x,y. Měření probíhá ve vzdálenostech od 26 cm do 81 cm s 
konstantím krokem 5 cm. Pro každou vzdálenost je provedeno 100 měření z nichž je 
určena hodnota směrodatné odchylky v každé ose.  V tab.  3 jsou přehledně uvedeny 
naměřené hodnoty.
Na obr. 6.3 je graficky vynesena závislost směrodatné odchylky prostorových souřadnic 
na vzdálenosti značky od kamery s výpočtem podle OpenCV. Na obr. 6.4 je poté pro 
srovnání  uvedeno stejné  měření  s  výpočtem na  základě  TSDK. Na první  pohled  je 
patrné, že hodnoty podle OpenCV vykazují větší odchylku ve všech osách, to je zřejmě 
způsobeno nutností  detekovat  značku v obou snímcích,  čímž je tento způsob určení 
polohy méně spolehlivý neboť je náchylnější  k působení šumu nebo jiných okolních 
vlivů (např. odlesky).  Při pohledu na obr. 6.4 lze říci, že s větší vzdáleností dochází k 
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Osa X [cm] Y [cm] Z [cm]
Způsob výpočtu OpenCV Triclops SDK OpenCV Triclops SDK OpenCV Triclops SDK
Krok μ [cm] σ [cm] μ [cm] σ [cm] μ [cm] σ [cm] μ [cm] σ [cm] μ [cm] σ [cm] μ [cm] σ [cm]
1 -6.72 0 -0.56 0.03 0.87 0 -5.75 0.01 26.20 0.02 26.54 0.01
2 -6.59 0.01 0.17 0 0.65 0 -6.35 0 30.95 0.02 31.53 0
3 -6.68 0.02 1.13 0 0.40 0.01 -6.97 0.02 35.79 0.13 36.46 0
4 -6.51 0.02 1.81 0.01 0.15 0.04 -7.63 0.00 40.44 0.16 41.55 0
5 -6.54 0 2.74 0 -0.14 0.01 -8.29 0.01 45.01 0 46.46 0
6 -6.39 0.02 3.45 0.01 -0.56 0 -8.97 0 53.87 0.17 51.73 0
7 -6.29 0.01 4.35 0 -0.82 0.07 -9.54 0.01 58.93 0.06 56.72 0
8 -6.27 0.04 5.06 0.07 -1.13 0.02 -10.13 0.00 63.90 0.42 61.14 0
9 -6.09 0 5.94 0 -1.36 0.02 -10.82 0 67.82 0 66.31 0
10 -6.11 0.04 6.71 0.08 -1.59 0.06 -11.46 0 72.00 0.45 71.33 0
11 -6.10 0 7.57 0 -1.85 0.08 -12.00 0.02 76.17 0 75.93 0
12 -6.11 0.02 8.51 0 -2.02 0.01 -12.83 0 81.11 0.25 81.17 0
určitému poklesu odchylky, při tomto druhu výpočtu. Maximální odchylka je tedy pro 
výpočet podle OpenCV v ose x 0.45 cm, pro TSDK také v ose x 0.08 cm.
Z naměřených hodnot je rovněž orientačně určena závislost chyby měření vzdálenosti. 
Protože  je  technicky  náročné  určit  přesný  počátek  souřadnicové  osy  (kamera  je 
zapouzdřená) není možné měřit chybu porovnáním měřené hodnoty s absolutní mírou. 
Protože se zvyšující vzdáleností značky od kamery roste chyba měření, je za správnou 
hodnotu  považována  měřená  hodnota  vzdálenosti  nejblíže  kameře,  přičemž  správná 
hodnota v dalším kroku je určena přičtením 5 cm. Výsledky tohoto zpracování lze vidět 
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Obr. 6.7: Měření odchylky v závislosti na vzdálenosti znacky od kamery metoda TriclopsSDK
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Ilustrace 6.6: Měření odchylky v závislosti na vzdálenosti znacky od kamery metoda OpenCV
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na obr.  6.8.  a 6.9.  Při  výpočtu s  TSDK má chyba rostoucí  charakter,  což odpovídá 
teoretickým poznatkům, avšak v grafu výpočtu chyby podle OpenCV lze vidět mezi 50 
a 60 cm prudký hodnot který byl zřejmě zapříčiněn vnějšími vlivy.
6.4 3D trajektorie objektů
Jak už bylo  zmíněno prostorové souřadnice  značek je  možno zapisovat  do souboru. 
Jméno souboru nelze uživatelem změnit. Jméno datového souboru obsahuje přesný čas 
a datum spuštění měření, proto je vytvořen vždy unikátní soubor. 
Vykreslení těchto údajů do 3D grafu je možné s pomocí externích nástrojů, jako je 
například Matlab nebo GNUPlot. Na obr. 6.10 je zobrazen příklad vykreslení trajektorie 
objektu označeného jednou značkou, trajektorie má tvar šroubovice. Na obr. 6.11 lze 
vidět vykreslení písmena M.
Protože  při  době  zpracování  snímku  50  ms,  což  odpovídá  metodě  TSDK  je 
vytvořeno za 1s 18  vzorků. Počet vzorků pro vykreslení trajektorie je tedy nadbytečný 
proto jsou obr. 6.10 a 6.11 vykresleny s pětinovým počtem vzorků.
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Obr. 6.8: Chyba měření v závisloti na vzdalenosti měřeno metodou OpenCV
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Obr. 6.9: Chyba měření v zavislosti na vzdalenosti, měřeno metodou Triclops SDK























Z měření a testů provedených v této kapitole lze říci, že způsob získání prostorových 
souřadnic pomocí TSDK je robustnější než pomocí OpenCV. Výpočet dle OpenCV je 
pomalejší  a nutnost sledovat objekt ve dvou snímcích zvyšuje možnost jeho selhání. 
Nevýhodou  TSDK  je  závislost  na  úspěšném  nalezení  korespondencí  mezi  dvěma 
snímky,  to  je  závislé  na  řadě  parametrů  např.  na  určení  vhodné  filtrace  šumových 
korespondencí v disparitní mapě a velikosti masky.   
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Obr. 6.10: Trajektorie ve tvaru spirály
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Obr. 6.11: Trajektorie ve tvaru písmena M
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Úkolem  práce  bylo  navrhnout  aplikaci  a  systém  značek  umožňující  sledování  3D 
trajektorie předmětů pomocí kamery BumbleBee2 v jazyce C/C++.
Byly navrženy celkem tři soustavy značek. První soustava se skládá z černobílých 
značek klasifikovaných podle jejich tvaru (čtverec,  kruh).  Kvůli  problémům právě s 
klasifikací  byla  navržena  soustava  celobarevných  značek,  jejich  slabinou  je  méně 
spolehlivá segmentace než u černobílých značek. Z těchto dvou druhů nakonec vznikl 
systém smíšený (černý prstenec, barevný střed). Byla provedena série testů a podařilo se 
prokázat,  že  tyto  značky  mají  dobré  detekční  vlastnosti  (odolnost  vůči  falešným 
detekcím, spolehlivá detekce v podmínkách denního osvětlení a vzdálenostech do 1 m 
při  velikosti  značky  2,5  cm  x  2,5  cm).  Avšak  klasifikace  na  základě  barev  je 
nespolehlivá, tedy úkol navrhnout více od sebe odlišitelných značek lze považovat za 
nesplněný. Z tohoto důvodu lze trasovat pouze jednu značku.
V  další  části  je  popsána  výsledná  aplikace.  Je  vytvořena  za  pomocí  knihovny 
OpenCV a SDK ke kameře BB2. Umožňuje zobrazování dat z kamery na obrazovce 
počítače s možností spustit  vyhledávací/trasovací algoritmus s případným výpočtem 3D 
souřadnic objektu.
 Trasovací algoritmus je poměrně jednoduchý, protože neumožňuje žádnou predikci 
polohy značky v dalším snímku. Je založen pouze na prohledávání  nejbližšího okolí 
poslední  známé  polohy  značky,  proto  ho  lze  využít  spíše  pro  pomalé  objekty 
(maximální  rychlost  objektu  je  omezena  prohledávaným  okolím).  V  případě,  že  je 
objekt nenalezen algoritmus prohledává neustále poslední známou pozici značky, až do 
doby jejího nalezení nebo restartu algoritmu.
Výpočet 3D souřadnic značky v prostoru je realizován dvěma způsoby. V prvním 
způsobu  je  celý  výpočet  realizován  pomocí  Triclops  SDK,  to  umožňuje  rektifikaci 
a výpočet  disparitní  mapy  v  reálném  čase.  Výhodou  tohoto  přístupu  je,  že  detekce 
značky probíhá pouze u snímků z pravé kamery. Poloha značky je potom použita pro 
zjištění 3D souřadnic z odpovídajícího bodu na disparitní mapě.
Druhou  možností  je  výpočet  pomocí  knihovny  OpenCV.  V  tomto  případě  bylo 
nejprve nutno kameru zkalibrovat. Na rozdíl od přístupu pomocí Triclops SDK je však 
zde nutno detekovat značky v levém i pravém rektifikovaném snímku, kvůli výpočtu 
disparity,  neboť s  knihovnou OpenCV se nezdařil  pokus o výpočet  disparitní  mapy 
v reálném čase. Z tohoto principu vyplývá větší náchylnost k vlivům prostředí (např. 
odlesky).
Pro  oba  způsoby  výpočtu  souřadnic  byla  stanovena  opakovatelnost  měření. 
Výsledkem  je,  že  souřadnice  počítané  pomocí  OpenCV  mají  větší  směrodatnou 
odchylku.  
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