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Zusammenfassung
In dieser Arbeit wird die gegenseitige Wechselwirkung von Röntgenstrahlung und Kernen
theoretisch untersucht. Im ersten Teil betrachten wir die Anregung von Kernübergängen
mit den hochbrillianten und kohärenten Röntgen-Freie-Elektronen-Lasern. Neben der
verstärkten resonanten Kernanregung, können durch die hohe Laserintensität auch neue
Materiezustände, wie kalte, dichte Plasmen, erzeugt werden, in denen sekundäre Kern-
prozesse, z.B. Kernanregung durch Elektroneneinfang, zu Tage kommen. Unsere Ergeb-
nisse zeigen, dass im Falle von 57Fe-Kernen diese sekundäre Kernanregung durch Elek-
troneneinfang verschwindend klein ist, wohingegen sie bei der Aktivierung von 93mMo-
Isomeren die dominierende Rolle spielt verglichen zur direkten Laseranregung. Anhand
dieser Fallstudien leiten wir allgemeingültige Kriterien zur Identifizierung des dominanten
Anregungskanals ab, welche von großer Relevanz für künftige Kernresonanzstudien an
Röntgen-Freie-Elektronen-Lasern sind. Im zweiten Teil dieser Arbeit wird die Kontrolle
einzelner Röntgenphotonen mithilfe von resonanten Kernübergängen thematisiert. Wir
zeigen, dass durch abrupte Magnetfeldrotationen die Polarisation von Röntgenquanten
im Zuge der Kernvorwärtsstreuung an 57Fe-Targets bewusst manipuliert werden kann,
wodurch Bool’sche Operationen im Röntgenbereich möglich werden. Neben möglichen
Anwendungen in der Informationswissenschaft, weisen unsere Ergebnisse darauf hin, dass
es durch Polarisationskodierung möglich ist, Streupfade der Röntgenphotonen gezielt zu
markieren, so dass deren Interferenz kontrolliert ab- und angeschaltet werden kann. Die
vorgeschlagenen Schemata bringen Zeit-Energie-Komplementaritätstests in den bislang
unerforschten Parameterbereich der Röntgenstrahlung voran.
Abstract
In the course of this Thesis the mutual control between x-rays and nuclear transitions is
investigated theoretically. In the first Part, we study the nuclear photoexcitation with
the highly brilliant and coherent x-ray free-electron lasers (XFELs). Apart from ampli-
fying the direct resonant interaction with nuclear transitions, the super-intense XFEL
can produce new states of matter like cold, high-density plasmas where secondary nu-
clear excitation channels may come into play, e.g., nuclear excitation by electron capture
(NEEC). Our results predict that in the case of 57Fe targets secondary NEEC can be
safely neglected, whereas it is surprisingly the dominating contribution (in comparison
to the direct photoexcitation) for the XFEL-induced 93mMo isomer triggering. Based
on these case studies, we elaborate a general set of criteria to identify the prevailing
excitation channel for a certain nuclear isotope. These criteria may be most relevant
for future nuclear resonance experiments at XFEL facilities. On the opposite frontier,
the interplay between single x-ray photons and nuclear transitions offer potential stor-
age and processing applications for information science in their most compact form. In
the second Part of this Thesis, we show that nuclear forward scattering off 57Fe targets
can be employed to process polarization-encoded single x-rays via timed magnetic field
rotations. Apart from the realization of logical gates with x-rays, the polarization en-
coding is used to design an x-ray quantum eraser scheme where the interference between
scattering paths can be switched off and on in a controlled manner. Such setups may
advance time-energy complementarity tests to so far unexplored paramater regimes, e.g.,
to the domain of x-ray quanta.
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Introduction
Many groundbreaking scientific discoveries have been triggered by light. Bunsen and
Kirchhoff used spectroscopic methods for the discovery of chemical elements like caesium
and rubidium. Planck’s law of black-body radiation and Einstein’s theory of the pho-
toelectric effect have been the historical starting point of modern quantum theory. The
gravitational redshift has given insights into the expansion of the universe and laid the
foundation for Einstein’s theory of relativity. Observations with the Hooker telescope
by Hubble have altered our view of the universe forever. The double-helix structure of
DNA has first been seen via an x-ray diffraction image. The best observational evidence
for black holes has been provided by the detection of x-rays with the Hubble space tele-
scope. To say it with the words of Martin Luther King Jr. : “Darkness cannot drive out
darkness; only light can do that.” [1]
It was also the invention of the laser in 1960 [2,3] engaging a key role in the development
of modern quantum dynamics which had a big stake in revolutionizing our view on nature.
Many quantum phenomena could be investigated and understood by exploiting the laser’s
monochromaticity, directionality and coherence. The establishment of quantum optics
led furthermore to many schemes for coherently controlling atomic degrees of freedom
with light, and vice versa [4–6]. The control of light and matter resulted in a vast amount
of applications nowadays present in everyday life.
In quantum optics, mostly photons in the microwave, infrared or optical regime are
used. Extending the ideas of quantum optical control to shorter wavelengths, e.g., to
x-ray energies [7] brings new, basically different aspects into the field. X-rays, for in-
stance, overcome the diffraction limit of optical photons potentially resolving spectral
information with a high spatial accuracy [8,9]. Because of the short wavelengths, x-rays
can be much better focused than visible light potentially down to the sub-Å regime. Re-
cent experiments have already demonstrated a focal spot diameter of several nm [10–12]
which renders physical research on the nanoscale feasible. In the future, it may be even
possible to address single atoms by x-rays opening interesting perspectives for quantum
information and quantum communication. In contrast to visible light, keV photons pri-
marily interact with inner-shell electrons instead of the valence shell. In this manner,
exotic systems, e.g., atoms with inner-shell vacancies can be prepared and studied under
unique conditions. Moreover, x-rays are typically able to penetrate deep into materials
leading to a uniform irradiation not only restricted to the surface.
The main reason why x-ray wavelengths have been neglected in the quantum optical
domain for a long time is the lack of a proper coherent x-ray source [13]. However, al-
ready the commissioning of the third generation synchrotron light sources has boosted
the development in many fields of physics concerned with x-rays including light-nucleus
interaction experiments [14]. In comparison to former x-ray sources, synchrotrons are
able to produce x-ray beams with much higher intensities and much better collima-
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tion properties. The new fourth generation light sources like x-ray free-electron lasers
(XFELs) offer an even better beam quality characterized by partially coherent pulses
with an eight orders of magnitude higher brilliance in comparison to synchrotron radia-
tion (SR) [15]. Currently there are two XFELs operating in the hard x-ray regime [16,17]
and several under construction [18–20]. The application of seeding schemes [21–23] or the
construction of an x-ray oscillator [24,25] based on high-reflectivity x-ray mirrors [26,27]
are expected to bring us closer to the long-time goal of fully coherent x-ray pulses. The
concept of self-seeded free-electron lasers could be recently demonstrated in the soft [28]
and hard x-ray regime [29]. The realization of two-color double-pulse XFELs [30, 31]
further improves the flexibility of x-ray light sources. These new x-ray lasers along with
x-ray detection efficiencies close to 100% render x-ray quantum optics a rich, promising
and timely research field [7].
Although the transfer of quantum optical schemes to x-ray wavelengths seems at first
glance to be straightforward, the situation one encounters in reality often calls for new
ideas. The drawbacks which require complementary approaches are, for instance, the
poor temporal coherence of current x-ray sources [32], the existence of only a single
beam line with a single x-ray photon energy in typical experimental setups and the
compression of the photons into short pulses instead of continuous waves. A peculiar cir-
cumstance is that x-rays are no longer resonant to valence-electron transitions in atoms.
The corresponding resonant systems are either inner-shell electron transitions in highly
charged ions [33–38], or alternatively transitions in atomic nuclei [39, 40].
Nuclear transitions present a clean, well-isolated system with long coherence times.
In comparison to highly charged ions, nuclei are in many aspects beneficial. First of
all, the interaction with nuclear transitions is reversible in the considered energy range,
whereas in the interaction with electrons inside ions x-rays may ionize inner-shell elec-
trons changing the system. Moreover, atomic nuclei can be embedded into high-density,
solid-state targets. No external trapping mechanisms are required like it is the case for
highly charged ions. Due to the placement inside solids, atomic nuclei are much less
sensitive to small distortions of their environment than trapped ions whose state may
crucially depend on collisions with surrounding particles. Instead, nuclear transitions
can be addressed almost decoherence-free [41]. The limitation coming from the small
cross sections of the light-nucleus interaction [42] can be overcome by using high-density
targets.
Driving nuclear transitions in a controlled manner involves also practical purposes
like the process of isomer triggering or isomer depletion [43–47]. Isomers are long-lived
nuclear excited states capable of storing the excitation energy over a long time. This
entails potential applications, e.g., nuclear batteries. The basic idea of isomer triggering
is to retrieve the energy initially stored in a metastable isomeric state via the excitation
to an above-lying triggering level which is connected to freely radiating states. Belic and
co-workers were able to demonstrate the triggering of the 180mTa isomer [48, 49] which
has a lifetime of approx. 1015 years, longer than the expected lifetime of the universe.
They used 6 MeV bremsstrahlung photons to couple the isomeric state to a bunch of
triggering levels. The efficiency of the incoherent coupling is however rather low. For
triggering transitions in the keV range, the usage of coherent XFEL pulses instead of
incoherent electromagnetic waves promises a strong increase in the depletion efficiency.
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Apart from the burst in isomer triggering applications, the XFEL is further expected
to strongly promote the establishment of quantum optical schemes in the x-ray domain.
The unique radiation properties of the XFEL offer for the first time the possibility to
study the light-nucleus interaction beyond the weak nuclear excitation regime where more
than one nucleus is excited per pulse [50]. The hopes are to observe nonlinear effects like
Rabi oscillations [39], to gain the direct quantum control of nuclear excitations [51] or to
coherently manipulate nuclear state populations with x-ray pulses [52,53]. The question
is what qualitative and quantitative changes can be expected for nuclear quantum optics
experiments to be performed at XFEL sources in the near future?
While in SR experiments the electronic response only acted as background, the XFEL
intensity can reach values where the electronic interaction may additionally influence
nuclear excitation channels. The increase of the electric field strength leads to drastic
changes not only in the nuclear interaction, but also in the interaction between photons
and electrons [54]. For photon energies of approximatively 10 keV and middle-range
atomic number Z materials, the photoelectric effect dominates the electronic processes.
The unique interplay between the super-intense XFEL and matter stimulated many
applications and beautiful experiments in a broad spectrum of research fields. To be
mentioned here are imaging in structural biology [55–57], nanochrystallography [58, 59],
time-resolved observation of bond formation in solution [60], x-ray spectroscopy and
diffraction of the photosystem II crucial for photosynthesis [61–63], double-core-hole cre-
ation [64, 65], nonlinear x-ray two-photon absorption [66], x-ray and optical wave mix-
ing [67], controlling x-rays with light [68], stimulated x-ray emission [69] and atomic
inner-shell x-ray lasing [70,71].
The light-matter interaction with the super-intense XFEL is of nonlinear nature since
multiple x-ray photons are absorbed [72]. There is a variety of works studying the
behavior of matter, in particular due to photoionization, under these extreme condi-
tions [73–78]. In experiments with neon [74, 75] and xenon gases [76, 79], for instance,
researchers could follow and analyze the formation of highly charged ions during a single
XFEL pulse. Nagler and co-workers have moreover shown that solid-state aluminum
targets turn transparent for soft x-rays during the photoionization by the intense photon
beam [73]. If the XFEL intensity is high enough even new states of matter like cold, high-
density plasmas can be produced [80]. In 2012, the Linac Coherent Light Source (LCLS)
beam has been applied with an intensity of around 1017 W/cm2 to solid-state aluminum
foils. Vinko and co-workers were able to create a solid-density plasma at temperatures
in excess of 106 K induced by the XFEL [77].
In such plasma environments, secondary nuclear processes from the coupling to the
atomic shell are rendered possible by the presence of free electrons and atomic vacancies.
For instance, in the process of nuclear excitation by electron capture (NEEC) a free elec-
tron is captured into a bound state simultaneously transferring the capture energy to the
atomic nucleus [81]. Such processes at the interface between atomic and nuclear physics
may give insights into nuclear structure difficult to obtain in conventional scattering
experiments and give direct information about nuclear transition energies and reduced
transition probabilities. Moreover, secondary nuclear processes in the XFEL-induced
plasma open new channels of nuclear excitation which could be neglected in SR exper-
iments so far, but may be essential in nuclear photoexcitation studies with the XFEL.
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Depending on the goal of the nuclear quantum optics experiment, the plasma-mediated
excitation channels might be of advantage, for instance if the maximization of nuclear
excitation is desired, or of disadvantage, if coherence-based enhancement of nonlinear
interaction between x-rays and nuclei is envisaged.
So far the investigation of NEEC as nuclear excitation mechanism in plasma environ-
ments has been confined to hot astrophysical plasmas [82–86] or plasmas generated by
optical lasers [87]. In these studies no equivalent of the direct photoexcitation exists.
For the first time, the potential competition of the Direct and secondary nuclear
excitation with the XFEL is discussed in Part I of this Thesis. Note that this is also
a new and diametrically opposed situation compared to photonuclear studies involving
petawatt optical lasers [88–92].
We investigate the secondary effect of NEEC at two explicit case studies: (i) the
depletion of the 93mMo isomer via a 4.85 keV triggering transition to an above-lying
level; and (ii) the resonant driving of the famous 14.4 keV Mössbauer transition in 57Fe
important for a large class of experiments. For both cases it is vital to know whether also
additional plasma effects may play an important role for the nuclear excitation or for the
sought-for coherence effects. In order to take time-dependent dynamics of the plasma
into account the plasma expansion is parameterized by means of a hydrodynamical model
[93,94] in the quasi-neutral limit. Atomic processes in the plasma are included with the
help of the population kinetics model implemented in the FLYCHK code [95]. Following
a fair comparison between direct photoexcitation via the XFEL and secondary NEEC
in the occurring plasma, our results show that for the case of isomer triggering in 93Mo
secondary nuclear excitation via NEEC dominates by several orders of magnitude. This
is not at all the case for 57Fe, where the secondary excitation can be safely neglected.
Based on our findings, we work out criteria related to the nuclear transition energy,
the atomic structure and plasma conditions that can be used to identify whether for a
particular nuclear species, the secondary processes can be dominant compared to the
direct photoexcitation channel. This knowledge is then applied to the present nuclear
transition candidates starting from stable or metastable ground states and energies in
the operation range of the XFEL. These results are most relevant for the layout of future
nuclear quantum optics experiments at the XFEL.
Having investigated the control over nuclear transitions by means of x-ray lasers, it
is natural to ask whether nuclear transitions can be in turn used to coherently manip-
ulate x-rays. The capabilities to store and release single x-rays on demand [96–98], to
manipulate the group velocity of γ-ray bursts [99], to control the Mössbauer spectra in a
coherent way and to modify the time behavior of x-ray photons [100] have already been
proven with nuclear iron samples. The 57Fe nucleus is one among few nuclear species
which may absorb and emit radiation recoil-free inside solid-state samples. This pro-
cess has been first demonstrated by R. Mössbauer in 1958 [101,102] and is known today
as the Mössbauer effect. Depending on the sample properties, the 14.4 keV Mössbauer
transition in 57Fe can be strongly enhanced via cooperative effects [103, 104] and has
been intensively investigated. Along with the developed instrumentation and optical
elements for 14.4 keV photons, the distinct properties of 57Fe seem to make it the per-
fect candidate for nuclear quantum optics experiments. The 57Fe nucleus is furthermore
the present candidate for x-ray quantum optics using nuclear transitions in thin film
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x-ray planar cavities [104, 105]. Within this geometry, effects like the collective Lamb
shift [106], electromagnetically induced transparency [107], spontaneously generated co-
herences [41], subluminal light propagation [108] and Fano resonance control [109] could
be demonstrated at x-ray energies.
Experiments performed with Mössbauer targets at SR facilities significantly boosted
the studies of the resonant light-nucleus interaction, although these investigations are
limited to the linear regime where at most one nucleus is excited per pulse [104]. In
particular the pioneering work of Shvyd’ko [96], where the storage of single photons by
dynamically controlling the nuclear response has been achieved, inspired several works
proposing control schemes in nuclear forward scattering setups. Worth mentioning are,
for instance, the nuclear “cage” for x-rays [110] and the field control of single x-ray
photons [111]. Single photon entanglement in the x-ray regime [112,113] and the entan-
glement between macroscopic nuclear samples [114] have also been discussed on the basis
of nuclear forward scattering. These control procedures operated at single-photon nuclear
interfaces along with the recent development of x-ray optics elements [26, 27, 115–119]
and x-ray waveguides [120–124] open the perspective to extend fields like quantum in-
formation and quantum communication to photon energies in the keV range.
The elementary building block of all quantum information protocols is the information
carrier, the so-called qubit [125]. So far, mostly microwaves or optical photons are used
as information carriers. X-ray photonic qubits potentially have sub-Å spatial resolution
[126], drastically reducing the fundamental limitation on nanoscale photonic circuits. A
promising way to encode information in single x-rays is to employ orthogonal polarization
states like it is accomplished in the optical regime [127–130]. X-ray linear polarization
can be measured with precision up to 0.3◦ using polarimeters based on the Compton
effect [131, 132], and Bragg reflections on crystals can filter polarizations states as good
as 10−6% [133, 134]. However, such information encoding requires precise control and
processing schemes for the polarization of individual x-rays so far not addressed.
In Part II of this Thesis the possibility to implement Logic gates with polarization-
encoded single x-rays by means of resonant nuclear interactions is therefore investi-
gated. A broadband x-ray pulse resonant to a nuclear transition impinges on a target in
the presence of a hyperfine magnetic field and produces a single nuclear excitation. Fast
rotations of the hyperfine field [96] are used to actively manipulate the polarization of
the single-photon response of the nuclear target. We show that it is feasible to implement
single-input logical gates via such magnetic field rotations, and even binary gates by in-
troducing in addition a second, temporally synchronized control photon. Possible x-ray
photonic realizations of logical operations involving two input states like the destructive
controlled NOT (CNOT) gate are put forward.
Polarization-encoding can be also used to mark individual interference paths in order to
obtain the which-way information, e.g., in the course of a scattering process. In general,
interference occurs whenever a system has the possibility to choose between different
interaction paths to reach the same final state. The most famous interference setup is
probably Young’s double slit where the indistinguishability of two spatial paths leads to
an interference pattern in the momentum distribution. Quantum interference is closely
related to the principle of complementarity [135], referring to the inability of revealing
all information about a quantum system within a single experimental setup.
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In quantum systems it is, for instance, possible to coherently obtain the which-way
information in a double-slit setup which can be erased again later on, recovering the
interference ability. This scheme proposed in Ref. [136] is known as the “quantum eraser”.
The basic elements of a quantum eraser, so enumerated in Ref. [137] are individual
interfering quantum systems, a method of introducing which-path information, and a
method of subsequently erasing this information in order to restore the interference.
Various realizations of the quantum eraser in more or less traditional systems have been
reported so far. First experiments in this direction employed entangled optical photon
pairs for the study of interference [137] and momentum-position complementarity [138–
140], while later on also more exotic systems have been employed or envisaged, for
instance, mesoscopic systems [141, 142], kaons [143], nuclear spins [144], continuous-
variable quantum erasing using field quadrature amplitude and phases [145] or ultrafast
quantum emitters in microcavities [146]. We note that most of these setups address the
position-momentum complementarity, with few exceptions [137,143,145].
As a further application of the single-photon polarization control in Part II, we propose
a Quantum eraser with x-ray quanta, extending time-energy complementarity tests
into a so far unexplored parameter range, the domain of x-ray photons. Considering
the setup of nuclear forward scattering with synchrotron radiation, typically more than
one hyperfine transition can be driven at once. The interference between the different
frequency components results in the characteristic quantum beat pattern. The idea is to
mark these scattering paths with orthogonal polarizations, e.g., right- and left-circular,
in order to gain the which-way information. Once we know the scattering channel of the
x-ray photon, the quantum beat pattern disappears in the intensity spectrum. However,
projecting on a linear polarization basis recovers the quantum interference by erasing
the which-way information. We put forward two schemes how to realize such a quantum
eraser setup with x-ray quanta.
Structure of the Thesis
This Thesis is organized into two parts. Part I is about Nuclear excitations induced
by high-intensity x-ray lasers. It starts with an introduction to the physics of x-
ray free-electron lasers where the basic working principle is explained. The main goal
of Chapter 1 is however to work out the prospects for nuclear physics opened by the
XFEL. Afterwards in Chapter 2, the fundamental theory of the light-nucleus interaction
is discussed. We follow a semiclassical approach where the nucleus is described as two-
level system and the radiation field classically. Chapter 3 is devoted to the theoretical
treatment of nuclear excitation by electron capture. The microscopic description builds
the basis for treating NEEC as secondary excitation channel in an XFEL-induced plasma.
Chapter 4 closes then the first Part. It delivers our numerical results for the competition
between direct and secondary nuclear processes in nuclear photoexcitation setups with
the XFEL. Here, the theoretical model for the plasma expansion is derived as well.
Part II of this Thesis treats the topic of Single x-rays controlled by nuclear tran-
sitions. In Chapter 5, we give a comprehensive description of nuclear forward scattering.
We employ a theoretical approach which solves the problem directly in space and time.
In Chapter 6, the possibility to dynamically manipulate the polarization response of nu-
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clear targets by applying timed rotations of a magnetic field is discussed. Furthermore, it
is shown how to extend present control schemes beyond the single scattering approxima-
tion. Our results for the implementation of logical operations for polarization-encoded
x-rays is topic of Chapter 7. In Chapter 8, we propose a quantum eraser scheme em-
ploying nuclear forward scattering which enables time-energy complementarity tests in
so-far unexplored parameter regimes.
Finally, the main findings are summarized and an outlook for future investigations is
given.
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Part I
Nuclear excitations induced by
high-intensity x-ray lasers
9

Chapter 1
X-ray free-electron lasers & their
potential for nuclear physics
Optical lasers have engaged a key role in the investigation of quantum dynamics in atomic
systems over the last decades. While their success story is in particular based on non-
linear effects, quantum phenomena and coherence, these are still difficult to achieve in
the x-ray energy domain. In contrast to optical photons, x-rays are not longer resonant to
valence-electron transitions, but rather inner-shell electrons in highly charged ions or low-
lying nuclear transitions in the keV regime can be addressed. In particular in the nuclear
realm, the advent and commissioning of the x-ray free-electron laser (XFEL) promise
significant progress in nuclear quantum optical experiments with x-rays. This Chapter
is therefore devoted to XFELs and their potential applications for nuclear physics. In
Sec. 1.1, first the basic working principle of the XFEL is explained. Particular emphasis
is put on the properties of the produced x-ray pulses which make them attractive for
studying the resonant laser-nucleus interaction. Afterwards, in Sec. 1.2 we stress how
the XFEL can be used to go beyond the weak nuclear excitation regime. Furthermore,
the principle of isomer triggering is discussed. Sec. 1.3 is then devoted to possible plasma-
mediated nuclear processes which occur under very characteristic plasma conditions due
to the unique light-matter interaction of the XFEL.
1.1 The x-ray free-electron laser
Crystals, liquid dye or gases are the most common gain media for conventional lasers.
In the latter light amplification is realized via the stimulated emission of electronic tran-
sitions inside the gain medium. In order to turn stimulated emission dominant over
resonant absorption, the number of atoms in the excited state needs to be larger than
the number of atoms in the ground state. This kind of population inversion is reached
via an external energy source, the so-called pump. Establishing the population inver-
sion for the lasing transition transforms the gain medium into an optical amplifier. This
amplification process is further enhanced by using a resonator which directs the pho-
tons many times through the gain medium before extraction. The output laser light is
finally characterized by a high degree of coherence, a narrow (diffraction-limited) beam
collimation and a single frequency typically in the optical, ultraviolet or infrared regime.
The wish to build a coherent x-ray source exists nearly since the invention of the op-
tical laser in 1960 [2, 3]. However, it has been quickly realized that the crossover from
the visible to the x-ray domain has some fundamental obstacles resulting in the dilemma
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Figure 1.1: Working principle of the XFEL. After entering the undulator the pre-
accelerated electrons start to oscillate and emit radiation into the forward direction. By
passing the undulator, the electron beam becomes longitudinally modulated, a phenomenon
called micro-bunching. The modulation leads to a collective emission which is exponentially
amplified along the undulator passage.
of the γ-ray laser based on nuclear transitions [13]. On the one hand, a sufficient num-
ber of nuclei needs to be accumulated in order to obtain population inversion, on the
other hand, the γ-ray emission must be operated at its natural line width to achieve the
maximal possible stimulated emission rate. The antagonism is that the high pump in-
tensity required for population inversion is either not achievable with available sources or
leads to heating and destruction effects of the gain medium resulting in inhomogeneous
broadening of the lasing transition [147,148]. Since the cross section of stimulated emis-
sion (∝ λ2) is anyway strongly suppressed in the case of x-ray wavelengths (more than
8 orders of magnitude in comparison to optical photons) [147], this dilemma makes it
nearly impossible to build an x-ray laser in the conventional sense; rather a new, radically
different approach is required.
In order to bypass this dilemma much effort has been put into the development of a
coherent x-ray source which finally peaked out in the commissioning of the x-ray free-
electron lasers. Instead of using bound transitions in crystals, liquid dye or gases, the gain
medium of the XFEL is made up of free electrons. The basic idea relies on the fact that
the acceleration of charged particles to relativistic velocities leads to a strong emission
of electromagnetic waves. Unlike in conventional lasers, the amplification process of the
XFEL happens only in a single pass through the gain medium.
The working principle of the XFEL is illustrated in Fig. 1.1. Pre-accelerated electrons
typically via a linear accelerator (LINAC) enter a long array of periodically arranged
magnetic dipoles, the so-called undulator. Due to the Lorentz force of the periodic
magnetic field, the electrons start to oscillate leading to the emission of electromagnetic
waves. Since the electrons move with relativistic velocities close to the speed of light,
the emitted radiation is strongly collimated into the forward direction [149]. Moreover,
the usage of free electrons as gain medium has the advantage that the photon energy is
not restricted to a certain atomic transition. This makes the radiation typically tunable
over a wide wavelength spectrum depending on the properties of the incoming electron
beam [149].
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A key feature of the XFEL mechanism is the micro-bunching [15] of the electron cloud
as illustrated in Fig. 1.1. During the propagation through the undulator the electron
beam experiences a longitudinal modulation caused by the interaction with the self-
emitted electromagnetic waves. The transverse B-field of these waves and the transverse
velocity component of the electrons results in a Lorentz force which pushes the electron
beam into micro-bunches. This modulation has two important consequences [149, 150]:
(i) the total emitted intensity is proportional to N2 instead of N where N is the number
of electrons; (ii) the radiation power is exponentially amplified along the passage through
the undulator, a process called self-amplified spontaneous emission (SASE). Moreover,
the wavelength of the emitted radiation pulse is directly connected to the periodicity of
the micro-bunching [150]. In contrast to common optical lasers, XFELs are operated in
a single-SASE setup where the x-ray pulse traverses only once the undulator.
Characteristic for this new kind of radiation sources are the small wavelengths in the
x-ray regime, high power, high brilliance, narrow bandwidths (∼ eV), pure polarization
and good coherence properties. The pulse duration lies usually in the range of hundreds
of fs. The brilliance is determined by the spectral photon flux divided by the divergence
and the rms radius of the photon beam. In comparison to synchrotron radiation (SR)
sources, XFEL facilities are able to provide x-ray pulses with an eight orders of magnitude
higher brilliance [15].
In addition to the brightness of the XFEL radiation, the coherence properties are
substantially improved in comparison to broad-band synchrotron radiation. However,
while the XFEL pulses are fully spatial coherent, their temporal coherence is poor because
of random fluctuations in the electron charge density at the start-up of the SASE process
[32]. In general, the quality of the x-ray pulse is critically dependent on the quality of the
incoming electron beam. Since the electrons are typically produced by the emission of a
cathode, the random distribution at the start-up leads to XFEL wave packets consisting
of many statistically distributed spikes. Each individual radiation spike is fully coherent,
spatially as well as temporally, but without fixed phase relation among each other.
Until now, there are mainly two ideas on how to tackle the problem of the poor
temporal coherence. The first idea is to load the undulator with an already seeded light
pulse which can reduce shot-to-shot fluctuations at the start-up (seeded XFEL) [21–23].
The two-stage SASE free-electron laser proposed by Feldhaus in 1997 [21] has already
been demonstrated in the soft [28] and hard x-ray regime [29]. The design consists of
a sequence of two undulators with a monochromator in between. Operating the first
undulator in the linear regime results in a seeded radiation pulse at the entrance of
the second undulator. A monochromatic x-ray pulse close to the Fourier limit and a
significant reduction of shot-to-shot fluctuations in the energy spectral density can be
expected.
The second idea to improve the temporal coherence of the XFEL radiation is to con-
struct an x-ray oscillator (XFEL oscillator, XFELO) [24]. Key ingredients for the XFELO
are electron bunches of ultralow emittance and a low-loss optical cavity. The cavity di-
rects the light pulse several times through the undulator such that it meets a new, fresh
electron bunch each time when entering the undulator. In this manner, the initially
incoherent x-rays evolve into a coherent pulse. In order to obtain an exponential in-
crease of the pulse intensity along with the round-trip number, a low-loss x-ray cavity
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based on high-reflectivity crystals [26] is required. For instance, a 0.2 mm thick sapphire
crystal shows a reflectivity of 0.96 for 14.4 keV photons while keeping the heat load min-
imal [24]. Diamond mirrors with a reflectivity at normal incidence close to 100% are
even more preferable [27]. Apart of the good coherence properties, the XFELO output
radiation is anticipated to comprise a narrow spectral bandwidth (more than 3 orders of
magnitude narrower in comparison to the XFEL) and a high repetition rate. Although a
lower peak intensity is expected in comparison to the XFEL, the peak brilliance should
be of the same order of magnitude while the average spectral brightness should increase
by a factor of one thousand in the case of the XFELO [25].
Currently, there are two operating XFEL facilities worldwide, the LCLS [151] at SLAC
in Stanford and the SACLA [152] in Japan. The LCLS provides photons with an energy
of approximatively 10 keV and an average spectral brightness up to 2.7×1022 photons/(s
mrad2 mm2 0.1%bandwidth). The SACLA facility in Japan delivered the so-far highest
photon energy of 19.5 keV. In addition, several XFEL machines are in construction like
the European XFEL [18] at DESY in Hamburg, the SwissFEL [19] at the Paul Scherrer
Institute in Switzerland, and MaRIE [20] at the Los Alamos National Laboratory in the
United States. The European XFEL, for instance, is expected to achieve photon energies
up to 24.8 keV [18]. The XFEL higher harmonics may even provide photon pulses with
energies above 25 keV.
In Table 1.1, we summarize the parameters of the currently running XFELs, the LCLS
and the SACLA, and of the European XFEL which is still under construction at DESY.
Additionally, we also provide expected characteristics for the XFELO. We assume a
moderate laser focusing on a spot of 10 µm2, although a focal length of 7 nm has for
instance already been achieved in Ref. [10]. While the peak intensities of the considered
lasers are all on the order of 1017 W/cm2, the XFELO has an outstanding long coherence
time (1 ps) and also an expected repetition rate of 106 Hz [24] which is about 1-2 orders
of magnitude higher than the other facilities. In Chap. 4, we will explicitly show that
the coherence properties and the repetition rate play a crucial role in the XFEL nuclear
photoexcitation.
1.2 Nuclear photoexcitation
The advent and commissioning of the XFEL promise significant progress in the field of
nuclear quantum optics. It offers in particular the possibility to investigate the direct
laser-nucleus interaction in solid-state targets with coherent, highly brilliant x-ray pulses
resonant to nuclear transitions in the few keV regime. In the optical domain there is a
multitude of methods successfully applied to understand and manipulate the dynamical
behavior of electronic states in atoms. The idea of nuclear quantum optics is to transfer
these methods to the nuclear realm in order to explore and control the electromagnetic
interaction of nuclei on the most fundamental level [39]. The controlled preparation,
manipulation and detection of nuclear states would, for instance, offer the possibility to
measure nuclear properties like transition frequency or dipole moment independent of
any nuclear model.
A general hindrance in the laser-induced nuclear excitation is that only a small fraction
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Parameter LCLS SACLA Eur. XFEL XFELO
Emax (eV) 10332 19556 24800 25000
BW 2×10−3 2.2×10−3 8×10−4 1.6×10−7
Tpulse (fs) 100 100 100 1000
Tcoh (fs) 2 –1 0.2 1000
Ppeak (W) 1.5–4×1010 1010 2×1010 4.1×109
Ipeak (W/cm2) 3.9×1017 9.8×1016 2.0×1017 4.0×1016
frep (Hz) 30 10 4×104 106
1In our calculations we assumed 10% of the pulse duration, i.e., 10 fs.
Table 1.1: The maximal achievable photon energy Emax, bandwidth BW , pulse duration
Tpulse, coherence time Tcoh, peak power Ppeak, peak intensity Ipeak and pulse repetition
frequency frep for the four considered XFEL facilities: LCLS [16,153,154], SACLA [17,155],
Eur. XFEL [18] and XFELO [24]. A focal spot of 10 µm2 is assumed.
of the laser photons really fulfills the nuclear resonance condition due to the usually small
nuclear transition widths. This has two major consequences. First, since only a small
number of nuclei is excited per pulse, the repetition rate of the XFEL facility is a key
ingredient for an effective driving of nuclear transitions. The repetition rates of the LCLS
and the SACLA have with 30 Hz and 10 Hz, respectively, the same order of magnitude
(see Table 1.1). The future European XFEL is expected to provide light pulses with a
repetition rate of 4× 104 Hz and the XFELO even with a frequency of 106 Hz, which is
3 and respectively 4-5 orders of magnitude higher than the corresponding values of the
already operational XFELs.
The second consequence is that we need to introduce an effective laser intensity which
accounts for the mismatch between photon and nuclear transition energy [156], namely
Ieff =
Γnucl
Γlaser
I . (1.1)
Thereby, Γnucl denotes the nuclear transition width and Γlaser the bandwidth of the
laser pulse. The effective field amplitude Eeff experienced by the corresponding nuclear
transition is proportional to
√
Ieff .
So far, experiments concerning the direct light-nucleus interaction are mostly per-
formed with incoherent, broadband SR light [157]. In particular the interaction of
x-ray light with Mössbauer nuclei in the few keV transition energy range has gained
considerable momentum, both theoretically [105, 110–114, 148, 158–163] and experimen-
tally [41, 96–98, 100, 104, 106–109, 164]. In all these experiments only weak nuclear exci-
tations can be achieved due to the low degeneracy of SR and the small nuclear transition
widths (typically ∼ 10−8 eV). The high brilliance of XFELs drastically changes this sit-
uation, making the step from one to a few or maybe many resonant photons per pulse.
Recently, the first nuclear resonance scattering experiment at an XFEL has been per-
formed with FeBO3 crystals [50]. Chumakov and co-workers have demonstrated multiple
nuclear excitations of 57Fe. Using a high-monochromatization scheme for the x-ray beam
at SACLA, up to 70 excited nuclei per pulse could be achieved.
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Figure 1.2: The process of isomer triggering. The decay of the metastable isomeric state to
the ground state is highly forbidden. The excitation to an above lying triggering level which
is connected to the ground state can efficiently depopulate the isomer releasing the initially
stored excitation energy.
Apart of reaching the multiple excitation regime, the coherence properties of the self-
seeded XFEL in development today [29] are expected to further promote quantum optical
effects [7, 39, 156] in the nuclear realm. For instance, when coherent population transfer
in nuclear systems becomes feasible [52,53], nuclear reactions can be studied in systems
initially prepared in excited states. The controlled excitation of nuclei entails further po-
tential applications like fully coherent γ-ray lasers [13,158,164], a new nuclear frequency
standard based on the isomeric state in 229Th [165] or a nuclear energy storage solution
founded on the principle of isomer triggering [43–47].
Isomers are long-lived nuclear excited states whose decay to the ground state is fun-
damentally supressed (see Fig. 1.2). In general, one needs to distinguish between shape,
spin and K isomers [43]. In shape isomers a metastable state occurs due to a second
potential minimum for large elongation of the nucleus. Such isomers typically decay by
fission into two smaller parts and only in a few cases the γ-decay channel is able to
compete. In the case of spin and K isomers the decay to the ground state is highly for-
bidden because of angular momentum conservation. A large change in either the nuclear
spin quantum number or the spin projection quantum number (K represents the spin
projection onto the nuclear symmetry axis) requires the emission of photons with high
multipolarity which is strongly suppressed.
The isomeric lifetimes can range from ms (242mAm: τ ≈ 14 ms, shape isomer) over
hours (180mHf: τ ≈ 5.5 h, K isomer) up to millions of years (180mTa: τ ≈ 1015 y, spin
isomer). The study of isomers has several incentives [44]: (i) they are expected to play
a crucial role in the creation of elements in the universe which is important for nuclear
astrophysics; (ii) understanding the formation process of isomers would gain new insights
into the nuclear structure; (iii) the process of isomer triggering makes them to a “clean”
energy storage solution.
The idea of isomer triggering is to connect the metastable isomer with an above lying
triggering level in order to release the initially stored excitation energy on demand.
The triggering level needs to be linked to freely radiating states in order to efficiently
depopulate the isomer. The basic principle of isomer triggering is illustrated in Fig. 1.2.
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Triggering via the coherent XFEL radiation is expected to lead to a strong enhancement
of the depletion efficiency in comparison to the incoherent excitation mechanisms so far
employed [48,49].
In Chap. 4, we investigate the XFEL-induced depletion of the isomeric state in molyb-
denum. The 6.85 h long-lived 93mMo isomer is particularly attractive for an XFEL-
induced activation, since the isomeric energy of 2.5 MeV can be retrieved by a 4.85 keV
triggering transition accessible by today’s XFEL facilities. Because of the advantageous
energy ratio, 4.85 keV to 2.5 MeV, isomer depletion in 93Mo opens interesting appli-
cations for energy storage solutions. Advantageous is furthermore that the long-lived
excited state 93mMo can be produced by 9341Nb(p,n)93m42Mo reactions. In this way, the
isomers are directly embedded into solid-state niobium foils which makes it possible to
employ solid-state target scenarios beneficial for an XFEL activation. Surprisingly, it
is not the direct photoexcitation which dominates the 93mMo isomer triggering in such
a scenario, instead secondary processes from the coupling to the atomic shell play the
crucial role. How such secondary excitation channels come into play is discussed in the
next Section.
1.3 Plasma-mediated nuclear processes
The step from broadband synchrotron sources to coherent XFEL facilities is expected
to bring nuclear photoexcitation experiments from the regime of weak excitation into a
region where a few nuclei can be excited at once, as motivated in the previous Section.
In the same manner the high XFEL intensity enhances the light-nucleus interaction, also
the interaction with the electrons is directed into nonlinear regimes where sequential,
multi-photon absorption processes are prevalent [72]. XFEL experiments with gaseous
samples like neon [74] or xenon [76] have for instance proven the production of high
charge states during a single pulse. It was even possible to follow the sequence of the
individual ionization processes. In the case of neon for instance, 2 keV photons have
produced charge states up to fully ionized neon cores via a repeated sequence of inner-
shell photon absorption and subsequent Auger decay [74]. The photoionization of valence
electrons only plays a role at the end of the ionization chain for highly charged ions or
in the case of lower photon energies where inner-shell photoionization is energetically no
longer possible.
In scenarios with solid-state targets, photoionization via the XFEL can also play an
important role. For instance in Ref. [73] it has been shown that the absorption of
intense x-ray pulses with a photon energy of 92 eV turns solid aluminum transparent
for the impinging x-rays in a timescale shorter than the pulse duration. By increasing
the intensity further, XFELs have moreover the potential to create new states of matter.
In 2012, the creation of an aluminum plasma with an XFEL has been experimentally
demonstrated [77]. Laser light with a photon energy up to 1.8 keV and an intensity larger
than 1017 W/cm2 has been used. Plasma states at solid-state density with temperatures
in excess of 106 K could be created due to the unique light-matter interaction in this
wavelength regime and the characteristic XFEL properties.
The light-matter interaction between keV radiation and mid-Z materials is predomi-
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Figure 1.3: Attenuation coefficient for molybdenum. The contributions from the photoelec-
tric effect (red curve), Compton scattering (green curve) and pair production (blue curve)
are shown in dependence of the photon energy. The data is taken from [166].
nantly dictated by the photoelectric effect as shown in Fig. 1.3 for the example of molyb-
denum. Compton scattering is in this case orders of magnitude smaller and pair produc-
tion is energetically forbidden for photon energies below 1.022 MeV. The photoelectric
effect prefers the interaction with deeply bound electrons which leads to inner-shell pho-
toionization if the photon energy is higher than the corresponding ionization potential.
At the small energy tail of the red curve in Fig. 1.3, the so-called ionization edges can be
seen. This stepwise increase of the attenuation coefficient is caused by reaching the ion-
ization energy of a new shell. In Fig. 1.3, the L-shell edge at a photon energy of around
2.5 keV and the K-shell edge at approx. 20 keV are visible. Generally, the probability
of interaction via the photoelectric effect decreases exponentially with increasing photon
energy.
In contrast to optical or infrared photons, x-rays are not only able to produce directly
inner-shell holes by photoionization, but also penetrate much further into the material
leading to a very uniform energy deposition of the XFEL pulse inside the target. More-
over, the heating of the solid-state sample by a laser pulse with a duration around 100 fs
occurs very rapidly. On this time scale the ionic motion is negligible, resulting in a
plasma with near to solid-state density. This rapid, isochoric heating of the plasma (the
volume is nearly unaffected during the formation process) leads to uniform tempera-
ture and density distributions immediately after the interaction with the XFEL pulse.
The plasma expansion after the creation process evolves hydrodynamically along isen-
tropes [149]. The ability to vary the initial temperature over a wide range while keeping
the initial density at its solid-state value offers the possibility to gain insights into the
plasma creation and evolution in so far unexplored temperature-density regions [149].
In such plasma environments, nuclear effects can engage an important role. For in-
stance, the presence of free electrons and atomic vacancies renders the occurrence of
exotic nuclear processes from the coupling to the atomic shell possible. In the case
of XFEL-induced plasmas, such secondary nuclear excitation processes can potentially
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Figure 1.4: Competition of direct and secondary nuclear excitation. The super-intense
XFEL is able to resonantly drive low-lying nuclear transitions in the keV regime via pho-
toexcitation (laser stage). If the laser intensity is high enough, a plasma can be created
where secondary nuclear excitation channels come into play, e.g., NEEC (plasma stage).
compete with the direct photoexcitation via the laser pulse. Possible secondary nuclear
excitation channels are:
• Photoexcitation via secondary photons present in the plasma.
• Coulomb excitation (inelastic electron scattering).
• Nuclear processes coupled to the atomic shell:
– Nuclear Excitation by Electron Capture (NEEC).
– Nuclear Excitation by Electron Transition (NEET).
These plasma-mediated nuclear excitation mechanisms have already been investigated in
hot, dense astrophysical [82–86] and optical laser-produced plasmas [87]. The excitation
of low-lying nuclear transitions as well as the enhanced nuclear level decay of isomers like
235mU, 201mHg and 93mMo has been analyzed under local thermal equilibrium and non-
local thermal equilibrium conditions. Typically, the microscopic excitation mechanism
is treated independently of the thermodynamic plasma environment. More advanced
approaches treating the nuclear excitation mechanism in contact with the thermodynamic
environment are rather seldom [167,168].
In the case of cold, high-density plasmas, nuclear processes coupling to the atomic shell
are expected to engage a dominant role among the secondary excitation channels. In this
Thesis, we restrict ourselves to the process of NEEC. In the resonant process of NEEC,
a free electron is captured into a bound atomic state by the simultaneous excitation
of the nucleus as illustrated in Fig. 1.4. NEEC is investigated as plasma-mediated,
secondary nuclear excitation channel in a scenario initially designed for the observation
of the direct, resonant nuclear photoexcitation via the XFEL. In distinction to previous
works, the XFEL not only grants access to parameter regimes of unexplored temperatures
and densities, but also offers the possibility to study the competition between direct and
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secondary excitation mechanisms not available in laboratory plasmas generated by optical
lasers [88–92].
The evaluation of possible secondary effects in nuclear photoexcitation studies with the
XFEL is the topic of Part I of this Thesis. The XFEL-induced excitation in solid-state
nuclear targets can be split into two stages. In the time period when the XFEL pulse is
present (a typical value for the pulse duration is 100 fs), the nuclei inside the solid-state
target can be resonantly driven by the laser-nucleus interaction which is referred to as
laser stage in Fig. 1.4. The theoretical treatment of the resonant nuclear photoexcitation
by the XFEL is presented in Chap. 2. During the laser stage, the interaction with
the electrons may lead to the formation of a plasma. In the plasma stage (in principle
also during but mostly after the laser interaction) secondary processes like NEEC become
possible. The microscopic NEEC process is presented in Chap. 3. Both the laser-induced
photoexcitation and the plasma-mediated NEEC channels contribute to the final nuclear
excitation rate. In Chap. 4, it is exactly this competition between the direct excitation in
the laser stage and the secondary NEEC channel in the plasma stage that is investigated.
The specific examples of 93mMo isomer triggering and the driving of 57Fe from the ground
to the first excited state are discussed. It turns out that secondary NEEC gives the
dominant contribution in the case of the 93mMo depletion, whereas it can be safely
neglected for 57Fe targets.
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Light-induced resonant nuclear
excitation
The study of the resonant laser-nucleus interaction is considered to be strongly promoted
by the development of the fourth generation x-ray sources like super-intense XFEL.
Although the XFEL-photon energies allow to employ solid-state target scenarios, the
available frequency range is still limited (. 25 keV) such that the list of suitable nuclear
transitions is short. In particular, low-lying electric dipole (E1) transitions which are
mainly used in atomic quantum optics, are hard to find in the nuclear domain. However,
in Ref. [156] it has been shown that in nuclear systems electric dipole-forbidden transition
can have matrix elements of comparable magnitude with those of electric dipole-allowed
transitions. Especially, M1 and E2 transitions are mostly found in the energy range
where resonant photons are accessible by today’s x-ray sources.
In order to describe the direct, resonant light-nucleus interaction we use the density
matrix formalism well known from quantum optics [4]. Within this formalism the dy-
namics of the nuclear system is determined in dependence of the considered interaction
Hamiltonian including all relaxation channels. Here, a semiclassical approach is applied
where the nuclear quantum system interacts with a classical radiation field. Furthermore,
the theoretical approach is introduced on the example of a two-level system since the
x-ray field is nearly resonant with a single nuclear transition.
This Chapter mainly follows the approach presented in Refs. [40] and [156], and refer-
ences therein. The general framework of the density matrix formalism applied to quan-
tum optical systems can also be found in standard textbooks like for instance Ref. [4]. In
particular Sec. 2.1 introducing the basic equations describing the quantum dynamics of
the nuclear system follows Ref. [4]. Afterwards the calculation of the interaction matrix
elements is presented in Sec. 2.2. Therein, the multipole expansion of the electromagnetic
field is applied which allows to go beyond electric dipole transitions. The final Sec. 2.3
follows the work published in Ref. [161] where collective effects and their influence on
the laser-induced nuclear excitation are studied. Atomic units ~ = me = e = 4piε0 = 1
are used throughout this Chapter.
2.1 Basic quantum dynamics
The natural and most convenient way to describe the direct laser-nucleus interaction is
via the well-established density matrix formalism. In this formalism the time evolution
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Figure 2.1: Nuclear two-level system resonantly driven by a laser field. The ground state
G is considered to be stable, whereas the width of the excited state is composed of two parts:
the decay back to the ground state ΓE→G and a loss channel ΓEloss which removes nuclear
state population from the system.
of the density matrix ρ is determined by the master equation [4]
i ∂
∂t
ρ = [H0 +HI, ρ] + Lρ . (2.1)
The so-called Lindblad operator L includes decoherent relaxation processes of the system
like spontaneous decay or dephasing of the laser field.
Since we are interested here only in the interaction between the nuclear degrees of
freedom and the electromagnetic field, the total Hamiltonian can be split into an un-
perturbed part H0 and a part HI describing the laser-nucleus interaction which can be
written as
HI = −1
c
∫
d3r jn(r) ·A(r, t) . (2.2)
Here, c stands for the speed of light and jn represents the nuclear current density. The
vector potential of the electromagnetic field denoted by A is described classically. In the
Coulomb gauge it is given by [156]
A(r, t) = c
ωk
Eke−iωkte−ik·re∗kσ + c.c. , (2.3)
where Ek represents the electric field amplitude, k, ωk and σ are the photonic wave
vector, frequency and transversal polarization, respectively, and rn denotes the nuclear
spatial coordinates. Here, we exemplarily consider polarization vectors e∗kσ with σ = ±1
which refers to circularly polarized light. The generalization to arbitrary polarizations is
straightforward.
For the considered scenario of resonant or near-resonant photoexcitation it is adequate
to describe the nucleus as a two-level quantum system consisting of the states |G〉 and
|E〉 as shown in Fig. 2.1. Each of these states is composed of a set of hyperfine levels
characterized by their total angular momentum Il and projection Ml = −Il, . . . , Il, with
l ∈ {g, e} referring to the states |G〉 and |E〉, respectively. The unperturbed Hamiltonian
of the considered two-level system can be represented by
H0 = ωg|G〉〈G|+ ωe|E〉〈E| . (2.4)
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Furthermore, the laser is assumed to be nearly resonant to the nuclear transition energy
ω0 = ωe − ωg in order to drive the nuclear population from the ground to the excited
level. The ground state |G〉 is thereby assumed to be stable, whereas the excited level
|E〉 has a natural transition width Γ0 which can be written as
Γ0 = ΓE→G +
∑
F 6=G
ΓE→F = ΓE→G + ΓEloss , (2.5)
where the contribution ΓEloss integrates possible loss channels removing occupation from
the considered two-level system for instance by decay paths not reaching |G〉. This
contribution is in particular important for the cases where the initial state |G〉 does not
coincide with the ground state of the nucleus.
The main purpose of this Section is to derive the optical Bloch equations which fully
determine the dynamics of the considered system. Therefore, the master equation (2.1)
is projected onto the states |G〉 and |E〉 which results in a system of differential equations
for the density matrix elements ρab with a, b ∈ {g, e},
∂
∂t
ρgg(Mg) = −2 Im
∑
Me
ρge(Mg,Me)eiωkt〈IeMe|HI|IgMg〉

+
∑
Me
γE→G(Mg,Me)ρee(Me) ,
∂
∂t
ρge(Mg,Me) = −i∆ρge(Mg,Me) + i (ρgg(Mg)− ρee(Me)) e−iωkt〈IgMg|HI|IeMe〉
− γ
E→G(Mg,Me)
2 ρge(Mg,Me)− γdecρge(Mg,Me) ,
∂
∂t
ρee(Me) = 2 Im
∑
Mg
ρge(Mg,Me)eiωkt〈IeMe|HI|IgMg〉

− ρee(Me)
∑
Mg
γE→G(Mg,Me)− γEloss(Me)ρee(Me) . (2.6)
In the derivation of Eqs. (2.6), a transformation to a rotating frame was applied in order
to eliminate the rapidly oscillating terms from the equations of motion. Moreover, the
detuning ∆ is defined by the difference of the transition frequency ω0 and the photon
frequency ωk. The limited coherence time of the laser pulse is described as decay of the
nuclear coherences ρge with decay rate γdec. The partial decay rates γE→G(Mg,Me) of
the upper level |E〉 are given by [156]
γE→G(Mg,Me) =
2Ie + 1
2L+ 1C
(
Ig Ie L;Mg −Me M
)2 ΓE→G , (2.7)
where L and M are the multipolarity and projection quantum numbers of the decay
photon and C(j1 j2 j3;m1 m2 m3) stand for the Clebsch-Gordan coefficients. Summing
the partial decay rates γE→G(Mg,Me) over all possible projections Mg and Me recovers
the total rate ΓE→G. Similarly, the contribution from the loss channel γEloss(Me) may
depend on the projection quantum number Me. The optical Bloch equations (2.6) can
be solved numerically once the interaction matrix elements 〈IeMe|HI|IgMg〉 are known.
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2.2 Interaction matrix elements
In atomic physics the electromagnetic field is usually described in terms of plane waves
as shown in Eq. (2.3). The photons are characterized by their wave vector k and the
polarization σ. In nuclear systems, it is often more convenient to use the angular mo-
mentum L with projection M and the transition parity to define the photonic states.
Therefore, the electromagnetic field is expanded in terms of its electric and magnetic
multipoles AELM and AMLM [169],
A(r, t) = c
ωk
Eke−iωkt
∑
LM
√
2pi(2L+ 1)(−i)LDLM −σ(kˆ)
(
AMLM (r) + iσAELM (r)
)
, (2.8)
where DLM −σ(kˆ) represents the Wigner rotation matrix [170] turning the quantization
axis (z-axis) into the direction of kˆ = k/k. The electric and magnetic multipole fields
AELM and AMLM are eigenfunctions of both L2 and Lz and are themselves solutions of the
field-free Maxwell equations. According to Ref. [169] they are given by
AMLM (r) = jL(kr)Y MLL(θ, ϕ) ,
AELM (r) =
√
L+ 1
2L+ 1jL−1(kr)Y
M
LL−1(θ, ϕ)−
√
L
2L+ 1jL+1(kr)Y
M
LL+1(θ, ϕ)
= − i
k
∇×
(
jL(kr)Y MLL(θ, ϕ)
)
, (2.9)
where jL represent the spherical Bessel functions and Y MJL stand for the vector spherical
harmonics defined by [170]
Y MJL(θ, ϕ) =
∑
ν
∑
q
C
(
L 1 J ; ν q M
)
YLν(θ, ϕ)εq . (2.10)
Here, YLν represent the spherical harmonics [170] and εq (q = 0,±1) stand for the
spherical unit vectors which can be expressed in terms of the Cartesian unit vectors as
follows
ε0 = ez ,
ε±1 = ∓ 1√2 (ex ± iey) . (2.11)
The vector spherical harmonics are irreducible tensors of rank J with components M =
−J, . . . , J . Thereby, J is subject to L − 1 ≤ J ≤ L + 1 due to the Clebsch-Gordan
coefficient C(L 1 J ; ν q M).
2.2.1 Magnetic transitions
First, we consider the case of nuclear transition with magnetic multipolarity. Inserting
the magnetic part of Eq. (2.8) into Eq. (2.2) leads to
HI = −Ek
ωk
e−iωkt
√
2pi
∑
LM
(−i)L√2L+ 1DLM −σ(kˆ)
∫
d3r jL(kr)jn(r) · Y MLL(θ, ϕ) . (2.12)
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In the following, the photons are assumed to move along the z-axis which reduces the
Wigner rotation matrix to DLM −σ(kˆ) = δM,−σ. The Kronecker delta δM,−σ is 1 for
M = −σ and 0 otherwise.
In nuclear physics, it is usually the case that the wavelength of the radiation is much
longer than the nuclear dimension, kR0  1 such that the long-wavelength approxima-
tion is applicable. In this case the spherical Bessel function jL(kr) can be expanded
in terms of the small parameter kr. Following the procedure presented in Appendix
B of Ref. [171] it is possible to connect the interaction Hamiltonian with the magnetic
multipole moments MLM by expanding up to first order,
HI = Eke−iωkt
√
2pi
∑
L
(−i)L+1
√
(2L+ 1)(L+ 1)
L
kL−1
(2L+ 1)!!ML−σ . (2.13)
Here, !! stands for the double factorial giving n!! = n(n− 2)(n− 4) · · ·κn with κn = 1 for
odd n and κn = 2 for even n. The magnetic multipole moment is defined by [171]
MLM = − i
c
√
L
L+ 1
∫
d3r rLY MLL(θ, ϕ) · jn(r) . (2.14)
According to Eq. (2.13), the calculation of the magnetic interaction matrix elements
reduces to the evaluation of 〈IeMe|MLM |IgMg〉. Since MLM is a spherical tensor it is
possible to apply the Wigner-Eckart theorem [170] which isolates the dependence on the
projection quantum numbers from the dynamics of the system,
〈IeMe|MLM |IgMg〉 = (−1)
Ig−Mg
√
2L+ 1
C
(
Ie Ig L;Me −Mg M
)〈Ie‖ML‖Ig〉 . (2.15)
After utilizing the Wigner-Eckart theorem the angular dependence of the matrix el-
ement is now only included in the factor containing the Clebsch-Gordan coefficient
C(Ie Ig L;Me −Mg M). The radial dependence has been separated into the reduced
matrix element 〈Ie‖ML‖Ig〉 which is independent of any projection quantum numbers.
The latter can be related to the so-called reduced transition probability B [171],
B(ML, Ig → Ie) = 12Ig + 1
∣∣〈Ie‖ML‖Ig〉∣∣2 . (2.16)
Inserting this definition into Eq. (2.15) leads to
〈IeMe|MLM |IgMg〉 = (−1)Ig−Mg
√
2Ig + 1
2L+ 1C
(
Ie Ig L;Me −Mg M
)√B(ML, Ig → Ie) .
(2.17)
Instead of constructing nuclear wave functions which are typically strongly model depen-
dent, measured data of the reduced transition probabilities is used for the evaluation of
the nuclear transition amplitudes. For a specific multipolarity L we obtain the following
interaction matrix element
〈IeMe|HI|IgMg〉 ∝ Eke−iωktC
(
Ie Ig L;Me −Mg −σ
)
×√2pi
√
L+ 1
L
kL−1
(2L+ 1)!!
√
2Ig + 1
√
B(ML, Ig → Ie) . (2.18)
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2.2.2 Electric transitions
In the same manner as for magnetic transitions, the interaction Hamiltonian for electric
transitions can be expressed in terms of the electric multipole moments QLM as follows
HI = Eke−iωkt
√
2pi
∑
L
(−i)L
√
(2L+ 1)(L+ 1)
L
σkL−1
(2L+ 1)!!QL−σ . (2.19)
The multipole moment QLM is defined by [171]
QLM =
∫
d3r rLYLM (θ, ϕ)ρn(r) , (2.20)
where ρn represents the nuclear charge density. The current density jn and charge density
ρn are connected via the standard continuity equation [172].
In order to express the matrix element 〈IeMe|QLM |IgMg〉 in terms of the reduced
transition probabilities, the Wigner-Eckart theorem is again utilized resulting in
〈IeMe|QLM |IgMg〉 = (−1)Ig−Mg
√
2Ig + 1
2L+ 1C
(
Ie Ig L;Me −Mg M
)√B(EL, Ig → Ie)
(2.21)
with
B(EL, Ig → Ie) = 12Ig + 1
∣∣〈Ie‖QL‖Ig〉∣∣2 . (2.22)
Using Eq. (2.21) we obtain the following expression for the interaction matrix elements
of electric multipolarity L
〈IeMe|HI|IgMg〉 ∝ Eke−iωktC
(
Ie Ig L;Me −Mg −σ
)
×√2pi
√
L+ 1
L
kL−1
(2L+ 1)!!
√
2Ig + 1
√
B(EL, Ig → Ie) . (2.23)
2.3 The collective nuclear decay rate
The nuclear transition width Γ0 introduced in Eq. (2.5) is usually composed of two parts:
(i) the radiative decay Ar where the nuclear excitation energy is released in form of a
photon, and (ii) internal conversion (IC) which accelerates a bound electron into the
continuum due to the nuclear de-excitation. The radiative decay rate Ar can be again
expressed in terms of the reduced transition probabilities analogously to the previous
Section. For a given multipolarity L, Ar is determined by [171]
AE→Gr =
8pi(L+ 1)
L[(2L+ 1)!!]2
(
En
c
)2L+1
B(λL, Ie → Ig) , (2.24)
where the parameter λ determines whether the transition type is electric (λ = E) or
magnetic (λ = M) and En = ω0 represents the nuclear transition energy. Moreover,
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using the principle of detailed balance the transition probabilities corresponding to either
down or up conversion can be related via [156]
B(λL, Ie → Ig) = 2Ig + 12Ie + 1B(λL, Ig → Ie) . (2.25)
Typically, Γ0 is in the range of 10−5 to 10−10 eV in the case of nuclear transitions. The
large discrepancy between the nuclear width Γ0 and the XFEL bandwidths currently in
the order of several eV is one of the main limiting factors for the direct laser-nucleus
interaction. However, if solid-state targets are considered there can be a third decay
channel, the collective or coherent decay, strongly enhancing the nuclear transition width
and hence the laser-induced nuclear excitation. This collective decay relies on the fact
that in solid-state targets with Mössbauer nuclei photons can be absorbed and re-emitted
recoillessly. The photon momentum is then rather transferred to the whole crystal lattice
than to a single nucleus. The probability of recoilless scattering is described by the Lamb-
Mössbauer factor fLM which in the Debye-model is given by [173]
fLM = exp
[
− 2ER
kBθD
(
1 + 4T
2
θ2D
∫ θD/T
0
x dx
ex − 1
)]
. (2.26)
In this expression kB stands for the Boltzmann constant, θD is the material-specific Debye
temperature and ER denotes the recoil energy depending on En. We will always assume
the sample to be at room temperature T = 300 K.
Due to the recoilless scattering it is impossible to distinguish which nucleus has been
excited such that a collective excitation also known as nuclear exciton is created [103].
Any process like IC, nuclear recoil or spin-flip leaving a trace of nuclear excitation im-
mediately destroys the collective nature at the nucleus where it took place. The origin
of the excitonic state is explained in much more detail in Chap. 5. Here, it is at first
only important to know that the collective excitation predominantly decays by emitting
a photon into the forward direction with an enhanced decay rate Γ [103]. For instance,
by considering a laser pulse δ-like in time and ΓEloss = 0, the time dependence of the scat-
tered intensity immediately after the interaction with the laser pulse can be approximated
by [103,174]
I(t) ∝ e−(ξ+1)Γ0t , (2.27)
where ξ = 14σRn0L stands for the dimensionless thickness parameter with n0 denoting
the number density of nuclei in a sample of length L. The radiative nuclear resonance
cross section σR is given by
σR = 2pi
2Ie + 1
2Ig + 1
(
c
En
)2 1
1 + αic
fLM . (2.28)
Here, αic represents the so-called IC coefficient which gives the ratio of the internal
conversion and radiative decay rate. Including the collective decay channel the following
formula for the total transition width is obtained
Γ ' (ξ + 1)Γ0 . (2.29)
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This enhancement is of course only valid as long as it is possible to build up the excitonic
state. According to Ref. [161], there are two length scales limiting the extension of the
collective excitation: (i) the photoabsorption length 1/µ describing incoherent scattering
and absorption from electrons, and (ii) the focal length of the laser Lfoc over which
a resonant photon can be shared by the nuclear sample. The smaller one of these two
always dictates the upper limit of ξ. In the case of 57Fe, for instance, the photoabsorption
length lies around 22 µm for photons resonant to the nuclear transition from the ground
to the first excited state (∼ 14.4 keV) [161]. The focal length Lfoc is determined by the
focal diameter dfoc and the laser wavelength λ via Lfoc = 2piλ (dfoc/2)2 which gives twice
the Rayleigh length. For a photon energy of 14.4 keV and moderate laser focusing of
dfoc ≈ 100 nm, Lfoc is always larger than 1/µ leading to a total transition width for the
first excited state maximally enhanced by a factor of up to ξ ≈ 87 [161].
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Nuclear excitation by electron capture
Over the last decades the process of electron-ion recombination has been studied exten-
sively in theory as well as in experiments. It is one of the fundamental atomic processes
which plays an important role in many branches of physics. For instance, in semicon-
ductor physics the carrier-hole recombination builds the basis for many semiconductor
electronic devices like photodiodes, LEDs, transistors, solar cells to name a few. Or, in
non-equilibrium plasmas the recombination is the main counterpart to ionization and
excitation processes whose interplay determines the ionization balance and the atomic
state populations. Moreover, electron-ion recombination followed by the emission of a
photon gives one of the major contributions to the radiation field emitted by plasmas.
In particular in plasmas that are not accessible by direct probes, the detection of the
emitted light is the principal way to analyze the prevailing plasma conditions which again
requires a good understanding of the recombination processes.
The case when the capture of the initially free electron into a bound state of the
ion is followed by the emission of a photon is the so-called photo recombination (PR).
The direct, non-resonant channel of PR is called radiative recombination (RR). In this
process the electron recombination involves the emission of a photon ensuring energy
and momentum conservation. The process of RR not only plays an important role in
plasma physics as already pointed out above, but also takes the responsibility for the
main background in ion trap or electron-ion collision experiments. RR has been the
subject of many theoretical and experimental studies in a broad spectrum of fields of
physics.
Instead of emitting a photon, the capture energy (the energy difference between the
free electron and the bound state) can also be transferred to an initially bound electron
by stimulating a bound-bound transition. This process is referred to as dielectronic
recombination (DR) and when followed by radiative decay of the excited electronic state
in a second step, provides an indirect, resonant contribution to PR. The interference
between the RR and the DR channel has already been under investigation in Refs. [175,
176]. Moreover, DR is expected to give the dominant contribution to PR especially in hot
astrophysical plasmas. Note that DR is a resonant process because the capture energy
and the electronic transition energy need to match in order for the recombination to take
place.
The nuclear analog to DR is nuclear excitation by electron capture, short NEEC. In
the process of NEEC the initially free electron is captured into a bound state and simul-
taneously transfers its capture energy to the nucleus. In Fig. 3.1, NEEC is illustrated
for the example of an L-shell capture with a fully occupied K shell (1s2) followed by the
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Figure 3.1: NEEC followed by radiative decay. An initially free electron is captured by a
He-like ion into the L shell. This capture energy is simultaneously transfered to the nucleus
which is driven into an excited state. The created resonant state subsequently decays back
to the nuclear ground state by emitting a photon.
radiative decay of the nuclear excited level. It is again important to note that the energy
difference between the free and the bound electronic state needs to coincide with the
nuclear transition energy in order for NEEC to take place (see middle part of Fig. 3.1).
Analogously to DR, the process of NEEC followed by radiative decay of the nucleus gives
an additional channel to PR. The interference between NEEC followed by the emission
of a photon and RR has been studied theoretically in Ref. [177].
The process of NEEC has been first proposed theoretically by Goldanskii and Namiot
in 1976 [178]. Since then NEEC has been subject to a number of theoretical studies in
plasma environments [82, 84, 85, 87, 179] as well as in solid targets [180–183]. Although
there have been efforts to verify the existence of NEEC experimentally, no NEEC signal
has been measured yet. The main obstacle seems to be the large background created by
RR [184,185]. In contrast, the time reversed process of NEEC called internal conversion
(IC) where the nuclear de-excitation kicks out a bound electron, is a well established
nuclear decay mechanism. Moreover, related processes like nuclear excitation by electron
transition (NEET) [186] and its time reversal, bound internal conversion (BIC) [187],
have already been demonstrated in experiments. In the process of NEET the nuclear
excitation is driven by a bound-bound electronic transition instead of free-bound like in
the case of NEEC. Based on these achievements, there is no disbelief that the process
of NEEC exists and it may be only a question of overcoming the large RR background
until the first NEEC signal is detected.
This Chapter is devoted to the theoretical treatment of NEEC which follows the ap-
proach developed by Pálffy [81, 188]. In order to derive the cross section for NEEC
followed by radiative decay of the nucleus, Pálffy uses a perturbation expansion of the
transition operator analogously as it has been done for RR and DR [189,190]. Moreover,
a Feshbach projection operator method is applied [176,191] which allows to separate the
subspaces of initial, intermediate and final states. In Ref. [81], the capture into bare nu-
clei or He-like ions has been considered which makes it possible to reduce the electronic
part into a one-electron problem. Here, we extend the formalism to many electron wave
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functions analogously to how it has been performed for NEET in Ref. [192]. However,
we do not go into the details of the perturbation expansion or of the projection method
which have been given elsewhere [81,188].
In Sec. 3.1, we first discuss the decomposition of the Fock space into initial, interme-
diate and final states as illustrated in Fig. 3.1. In Sec. 3.2 the Hamilton operator of
the system is introduced. Moreover, we sketch the nuclear model used for describing the
nuclear degrees of freedom. Sec. 3.3 is solely devoted to the derivation of the total NEEC
cross section. Explicit formulas for the electric and magnetic NEEC rates in terms of
reduced transition probabilities and electronic wave functions are derived in Sec. 3.4.
Atomic units ~ = me = e = 4piε0 = 1 are employed throughout this Chapter.
3.1 Decomposition of Fock space
The initial state of the system consists of the nucleus in its ground state, an electronic
configuration with a free electron and the radiation field in the vacuum state. The
composed state vector can be written as a direct product of nuclear, electronic and
photonic degrees of freedom,
|Ψi〉 = |IiMi,Ψeli , 0〉 ≡ |IiMi〉 ⊗ |Ψeli 〉 ⊗ |0〉 . (3.1)
Thereby, the initial electronic wave function is given by
|Ψeli 〉 = |αiJiµi,pms〉 , (3.2)
where the electronic configuration αi and the total angular momentum Ji with projection
µi represent the initial state of the bound electrons. The free electron is characterized
by its momentum p and spin projection quantum number ms. The nuclear ground state
is determined by the total angular momentum Ii and its projection Mi.
The resonant or intermediate state produced via NEEC is composed of the excited
nucleus, the electronic capture state and the radiation field still in vacuum as illustrated
in Fig. 3.1. The direct product is given by
|Ψd〉 = |IdMd,Ψeld , 0〉 ≡ |IdMd〉 ⊗ |Ψeld 〉 ⊗ |0〉 , (3.3)
where the quantum numbers Id and Md determine the nuclear excited state. Since the
free electron is captured into a bound level during the process of NEEC, the electronic
state can be written as
|Ψeld 〉 = |αdJdµd〉 (3.4)
with αd representing the electronic configuration, Jd the total angular momentum and
µd the projection quantum number of the NEEC capture level.
In the second step shown in Fig. 3.1, the nuclear excited state decays back to the
ground state by emitting a photon. The electronic state remains unchanged. Therefore,
the final state is given by
|Ψf〉 = |IfMf ,Ψeld , λkLM〉 ≡ |IfMf〉 ⊗ |Ψeld 〉 ⊗ |λkLM〉 . (3.5)
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Again, the quantum numbers If andMf describe the nucleus in the final state. Moreover,
the nuclear radiative decay creates a photon with wave number k, total angular momen-
tum L and projection M . The parameter λ determines whether an electric (λ = E) or
magnetic (λ =M) wave is produced. This production process can be expressed in terms
of the photon creation operator applied to the vacuum state,
|λkLM〉 = a†λkLM |0〉 . (3.6)
The corresponding annihilation operator is denoted by aλkLM .
3.2 The system’s Hamiltonian
The total Hamilton operator of the considered system is composed of nuclear, electronic
and photonic degrees of freedom,
H = Hn +He +Hr +Hen +Her +Hnr . (3.7)
Within our framework, the nucleus is described by a collective model. The main purpose
of using this kind of model is to relate the nuclear matrix elements with available ex-
perimental data in order to stay independent of any nuclear wave function constructions
(see Sec. 3.2.2). For the case of an even-even nucleus (even number of protons and even
number of neutrons) the free nuclear Hamiltonian can be written as [188]
Hn =
∑
`m
ω`
(
β†`mβ`m +
1
2
)
, (3.8)
where β†`m and β`m are the phonon creation and annihilation operators of the collective
modes with frequency ω`.
The relativistic Dirac Hamiltonian is given by
He =
N∑
i=1
[
cα · pi + (β − 1)c2
]
+ 12
∑
i 6=j
1
|ri − rj | . (3.9)
Here, N is the number of electrons, pi stands for the momentum of the ith electron,
α denotes the vector composed of the Dirac matrices (αx, αy, αz) and β represents the
fourth Dirac matrix. Furthermore, the rest mass energy c2 has been subtracted. Note
that He also contains the electron-electron interactions which are given by the second
summation in Eq. (3.9). Here, the Breit interaction is not taken into account.
The Hamiltonian of the quantized radiation field is expressed in terms of the photon
creation and annihilation operators with frequency ωk, namely
Hr =
∑
λkLM
ωka
†
λkLMaλkLM . (3.10)
The remaining Hamiltonians describe the interactions between the subspaces: Hen
– electron-nucleus interaction, Her – electron-radiation interaction and Hnr – nucleus-
radiation interaction. For the electron-nucleus interaction we apply the Coulomb gauge
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which renders it possible to split up the dominant Coulomb interaction,
Hen =
N∑
i=1
hen(i) =
N∑
i=1
∫
d3rn
ρn(rn)
|ri − rn| . (3.11)
Thereby, rn and ri stand for the spatial coordinates of the nucleus and the ith electron,
respectively. The nuclear charge density is represented by ρn. The Coulomb-type Hamil-
tonian Hen describes the electric interaction between the electron and the nucleus and
will be responsible for electric NEEC transitions.
By using the multipole expansion of the electromagnetic vector potential the interac-
tion between the electron and the quantized radiation field can be written as
Her = −
N∑
i=1
α ·A(ri) =
N∑
i=1
∑
λkLM
(
a†λkLMα ·AλkLM (ri) + H.c.
)
, (3.12)
where AλkLM with λ = E and λ = M represent the electric and magnetic multipole
fields, respectively. Both are eigenfunctions of L2 and Lz and fulfill the field-free Maxwell
equations. Taking a spherical quantization volume of radius R they are given by [171]
A(M)kLM (r) =
√
4pick
R
jL(kr)Y MLL(θ, ϕ) ,
A(E)kLM (r) =
i
k
√
4pick
R
∇×
(
jL(kr)Y MLL(θ, ϕ)
)
, (3.13)
closely related to the semiclassical case [see Eq. (2.9)] where the normalization due to a
finite quantization volume was not required. The term jL represents the spherical Bessel
function and Y MJL stands for the vector spherical harmonics defined in Eq. (2.10).
By making use of the multipole expansion of the electromagnetic field, Hnr can be
analogously expressed in terms of the electric and magnetic multipole fields,
Hnr = −1
c
∑
λkLM
(
a†λkLM
∫
d3rn jn(rn) ·AλkLM (rn) + H.c.
)
, (3.14)
where jn is the nuclear current density. Likewise in Eq. (3.11), the integration is per-
formed over the complete nuclear volume. Note that according to the chosen normaliza-
tion in Eq. (3.13) we obtain the following commutation relations for the photon creation
and annihilation operators [171]
[aλkLM , aλ′k′L′M ′ ] = 0,
[aλkLM , a†λ′k′L′M ′ ] = δλλ′δkk′δLL′δMM ′ . (3.15)
3.2.1 Magnetic interaction
The total Hamiltonian presented in Eq. (3.7) can be split into an unperturbed part H0
and an interaction part V by making use of the Feshbach projection operator method.
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For instance, the interaction part V can be written as a sum whose terms exactly de-
scribe transitions between the subspaces defined in Sec. 3.1. Applying further an infinite
perturbation expansion to the transition operator T known from scattering theory, it
is possible to include energy corrections due to Coulomb nuclear polarization, nuclear
self-energy and electronic one-loop self energy [188]. Moreover, transition widths caused
by radiative decay or internal conversion are introduced. In many electron systems it
is also possible to account for Breit interactions between the electronic currents in this
way [188].
Apart of these energy corrections, in the second-order term one can identify the Hamil-
tonian responsible for the magnetic interaction between the electronic and nuclear cur-
rents. According to Ref. [188], the magnetic Hamiltonian reads
Hmagn =
N∑
i=1
hmagn(i) = −
N∑
i=1
1
c
α ·
∫
d3rn
jn(rn)
|ri − rn| . (3.16)
This term describes the magnetic interaction between the electron and the nucleus by
the exchange of a transverse photon. In other words, electrons interact with the vector
potential produced by the nuclear current. For us, Hmagn is specifically important for
the magnetic NEEC transitions discussed in Sec. 3.4.
3.2.2 Nuclear model
We describe the nucleus by using a collective model whose underlying physical picture is
that of a classical charged liquid drop [171,172]. In this model the interior structure, i.e.,
the composition of the nucleus by individual nucleons is totally neglected. The nucleus is
considered as a liquid drop with a sharp surface which is filled with homogeneous nuclear
matter with constant density. This kind of description is only applicable if the size of the
individual nucleons is much smaller than the total size of the nucleus. Hence, the validity
of the collective model increases with the weight of considered nuclei. Excitations of the
nucleus can be described in this framework as vibrations and rotations of the nuclear
surface.
Using the collective model it can be shown that the nuclear charge density ρn can be
split up into two terms, a static one which describes the nuclear ground state and a term
responsible for nuclear excitations. Following Ref. [188], these are given by
ρstn (r) = ρ0Θ(R0 − r) ,
ρexcn (r) = ρ0δ(R0 − r)R0
∑
`m
α∗`mY`m(θ, ϕ) , (3.17)
where R0 represents the radius of the liquid drop and the time-dependent amplitudes α∗`m
describe fluctuations of the nuclear surface. The parameter ρ0 is given by 3Z4piR30 . Inserting
the explicit form of ρn into Eq. (3.11), the interaction Hamiltonian hen splits up in the
same manner into a static part hsten and a dynamical part hen which is responsible for the
electron-nucleus interaction describing excitations of electric type. For re > rn the static
part evaluates to the well-known spherical Coulomb potential VC = − Z|re−rn| . Since we
are dealing with single-particle Hamiltonians we drop the particle index i and replace
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ri by re in order to clearly differentiate between nuclear and electronic coordinates.
Whenever using the single-particle Hamiltonians hen or hmagn in the following these
replacement rules apply.
The collective model is specifically important for our theoretical treatment of NEEC
because it allows to relate the electric and magnetic interaction Hamiltonians with the
nuclear multipole moments. Following the procedure presented Chap. 2 of Ref. [188], the
following expressions can be obtained for hen and hmagn,
hen =
∑
LM
QLM
RL0
∫
d3rn
δ(R0 − rn)Y ∗LM (θn, ϕn)
|re − rn| ,
hmagn = −i
∑
LM
4pi
2L+ 1
√
L+ 1
L
r−(L+1)e MLMα · Y M∗LL (θe, ϕe) , (3.18)
where the electric and magnetic multipole moments QLM andMLM are the ones defined
in Eqs. (2.20) and (2.14). Analogously to the previous Chapter, the matrix elements
between the nuclear multipole moments can be expressed in terms of the reduced transi-
tion probabilities B(E(M)L, Ii → Id) whose definitions can be found in Eqs. (2.22) and
(2.16). This means ultimately that the nuclear part of the NEEC transition amplitudes
can be related to B values for which experimental data is available. We use experimental
values for the reduced transition probabilities in order to evaluate the nuclear matrix
elements as it was shown in the previous Chapter.
3.3 Total NEEC cross section
For the calculation of the NEEC cross section we assume that the projection quantum
numbers of |Ψi〉 and |Ψd〉 are not resolved in the experiment. This is done by averaging
over Mi, µi and ms and summing over Md and µd. Furthermore, we integrate over the
solid angle Ωp of the incoming electrons. For the general case of both electric and/or
magnetic transitions, the NEEC cross section reads [81,188]
σi→dneec(E) =
2pi
Fi
1
2(2Ii + 1)(2Ji + 1)
∑
Miµims
∑
Mdµd
1
4pi
∫
dΩp
∣∣〈Ψd|HN|Ψi〉∣∣2 Γd/2pi
(E − Ed)2 + Γ2d/4
, (3.19)
where Fi stands for the incoming electron flux. Here, the isolated resonance approxima-
tion has been applied where only a single resonant state |Ψd〉 with resonance energy Ed
and natural width Γd is taken into account. The interaction Hamiltonian HN describes
transitions of both electric and magnetic multipolarity induced by the electron-nucleus
interaction and is defined by
HN =
N∑
i=1
[
hen(i) + hmagn(i)
]
. (3.20)
In order to write σi→dneec in a more compact form the NEEC rate Y i→dneec is introduced,
Y i→dneec =
2pi
2(2Ii + 1)(2Ji + 1)
∑
Miµims
∑
Mdµd
∫
dΩp
∣∣〈Ψd|HN|Ψi〉∣∣2ρi . (3.21)
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Using that the incoming electron flux Fi and the initial density of continuum electron
states ρi are related by Fiρi = p
2
(2pi)3 , the NEEC cross section can be written in terms of
Y i→dneec as
σi→dneec =
2pi2
p2
Y i→dneec Ld(E − Ed) , (3.22)
where p is the absolute value of the free electron momentum p. The function Ld represents
the well-known normalized Lorentz profile occurring in resonant systems,
Ld(E − Ed) = Γd/2pi(E − Ed)2 + Γ2d/4
. (3.23)
For arbitrary capture levels |Ψd〉 the width Γd is composed of an electronic and a nuclear
part, Γd = Γeld + Γnucld . The nuclear width itself can be split into a radiative term and a
contribution via IC,
Γnucld =
∑
f′
(
Ad→f
′
r +Ad→f
′
ic
)
, (3.24)
where the index f ′ stands for an arbitrary final state |Ψf′〉. In the case of IC this state
can generally be written as
|Ψf′〉 = |If′Mf′ , (αf′Jf′µf′ ,p′m′s), 0〉 , (3.25)
where the state notation exactly follows that of Sec. 3.1. The IC transition rate Ad→f′ic
can be related to Y f′→dneec using the principle of detailed balance,
Ad→f
′
ic =
2(2If′ + 1)(2Jf′ + 1)
(2Id + 1)(2Jd + 1)
Y f
′→d
neec . (3.26)
Consequently, IC rates are highly dependent on the electronic structure of the considered
atom and can be hence modified by removing or adding electrons from or to the atomic
shells. A bare nucleus, for instance, can only decay radiatively. Moreover, it is important
to note that IC can only take place if the nuclear excitation energy is above the ionization
threshold of the bound electrons present.
In contrast, the radiative decay rate Ad→f′r is independent of the electronic structure.
Ad→f′r is completely determined by the nuclear matrix elements of Hnr. The nuclear
radiative decay of |Ψd〉 leads in general to a final state which has the form of |Ψf〉 defined
in Eq. (3.5). The corresponding decay rate Ad→fr can be expressed as
Ad→fr =
2pi
2Id + 1
∑
MfM
∑
Md
∣∣〈Ψf |Hnr|Ψd〉∣∣2ρf . (3.27)
Following the procedure in Ref. [171], the matrix elements of Hnr can be connected to
the reduced transition probabilities B leading to the expression of Ar already given in
Eq. (2.24).
Typically, the nuclear width takes values between 10−5 and 10−10 eV which makes it
often very hard to fulfill the nuclear resonance condition. However, the peak value on
resonance E = Ed can be very large. Therefore, it is often more reasonable to speak about
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the integrated cross section, the so-called resonance strength. Integrating Eq. (3.22) over
the continuum energy E and considering p2 and Y i→dneec constant over the region Γd leads
to the following resonance strength expression for NEEC
Si→dneec =
2pi2
p2
Y i→dneec . (3.28)
Here, it was used that the integral of the Lorentz function Ld is normalized to unity.
So far we only discussed the population of the nuclear excited state via NEEC. In order
to incorporate the second step, the nuclear decay, the so-called branching ratio can be
employed [172]. In general, the two-step cross section for NEEC followed by the nuclear
decay can be written as
σi→d→fneec = σi→dneecBd→f , (3.29)
where the branching ratio Bd→f describes the probability of the considered decay channel.
For instance, in the case of NEEC followed by radiative decay as illustrated in Fig. 3.1,
Bd→f evaluates to
Bd→f = A
d→f
r
Γnucld
. (3.30)
Since we are later on only interested in the relative probability of a certain nuclear decay
channel, the nuclear part Γnucld has been used in Eq. (3.30) instead of the full width Γd
which may also have electronic contributions.
3.4 Excitation rate via NEEC
For the calculation of the NEEC rate Y i→dneec given in Eq. (3.21) it is helpful to first reduce
the many-electron matrix elements to matrix elements of the “active” electron only (the
electron which undergoes the capture process) by employing the single-active electron
approximation [192]. Therefore, we use the theory of angular momentum coupling [170]
in order to compose the electronic capture level |αdJdµd〉 into a many-electron part
determined by αi, Ji and µi and an active-electron part characterized by the set of
quantum numbers nd, κd and md,
|Ψeld 〉 = |αdJdµd〉 =
∑
µimd
C
(
Ji jd Jd;µi md µd
)|αiJiµi, ndκdmd〉 . (3.31)
The coupling weights of the superposition are given by the Clebsch-Gordan coefficients
C(Ji jd Jd;µi md µd). The total and orbital angular momentum of |ndκdmd〉 are denoted
as jd = |κd| − 12 and ld, respectively. Furthermore, it is possible to write the interaction
Hamiltonian HN occurring in Eq. (3.21) as a direct product of a part only acting on
the nuclear degrees of freedom and an electronic part, HN = HnuclN ⊗ HelN . The matrix
elements of HelN evaluate in our case to
〈Ψeld |HelN |Ψeli 〉 =
∑
µ′imd
C
(
Ji jd Jd;µ′i md µd
)〈αiJiµ′i, ndκdmd|HelN |αiJiµi,pms〉
=
∑
md
C
(
Ji jd Jd;µi md µd
)〈ndκdmd|helN|pms〉 . (3.32)
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Here, the single-active electron approximation [192] was applied in order to derive the
second line of Eq. (3.32) where we assume that the initial bound electronic wave function
does not change by adding an additional electron.
The further calculation of the single-electron matrix elements requires the continuum
electron states with definite asymptotic momentum p and spin projection ms to be
expanded in terms of partial waves |εκm〉 [193],
|pms〉 =
∑
κm
ilei∆κ
∑
ml
Y ∗lml(θp, ϕp)C
(
l
1
2 j;ml ms m
)|εκm〉 , (3.33)
where ε represents the kinetic energy, ε =
√
p2c2 + c4 − c2 and κ the eigenvalue of
the relativistic spin-orbit operator (analogously to κd). The total and orbital angular
momentum of the partial wave are defined as j and l. ∆κ is the so-called Coulomb
phase which ensures the correct boundary conditions. In the case of electron capture,
the electronic boundary condition consists of an incoming plane wave and an outgoing
spherical wave. The further derivation of the NEEC transition rates is divided into the
special cases of electric and magnetic multipolarity.
3.4.1 Electric transitions
By considering NEEC transitions of electric multipolarity and using Eq. (3.32), Eq. (3.21)
simplifies to
Y i→dneec =
2pi(2Jd + 1)
2(2Ii + 1)(2Ji + 1)(2jd + 1)
×
∑
Mims
∑
Mdmd
∫
dΩp
∣∣〈IdMd, ndκdmd, 0|hen|IiMi,pms, 0〉∣∣2ρi , (3.34)
where only the Coulomb interaction hen contributes. In order to calculate the occurring
matrix element we make use of the multipole expansion [170]
1
|re − rn| =
∞∑
L=0
L∑
M=−L
4pi
2L+ 1YLM (θn, ϕn)Y
∗
LM (θe, ϕe)
rL<
rL+1>
, (3.35)
where the following notation has been introduced: r< = rn and r> = re if rn < re;
r< = re and r> = rn if rn > re. Inserting the multipole expansion into the definition of
hen [Eqs. (3.18)] and integrating over the angular coordinates leads us to the following
expression
〈Ψd|hen|Ψi〉 =
∑
LM
1
RL+20
4pi
2L+ 1〈IdMd|QLM |IiMi〉
× 〈ndκdmd|Y ∗LM (θe, ϕe)
∫ ∞
0
drn r2n
rL<
rL+1>
δ(R0 − rn)|pms〉 . (3.36)
Since the multipole operator QLM is a spherical tensor, the nuclear matrix element
occurring in Eq. (3.36) can be related to the reduced transition probabilities by applying
the Wigner-Eckart theorem [analogously to Eq. (2.21)].
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The calculation of the electronic matrix element appearing in Eq. (3.36) is shown in
App. A. Putting everything together and by making use of some Clebsch-Gordan algebra,
we finally obtain
Y (EL)neec =
4pi2ρi
(2L+ 1)2R
−2(L+2)
0 B(EL, Ii → Id)
2Jd + 1
2Ji + 1
∑
κ
C
(
jd L j;
1
2 0
1
2
)2 ∣∣∣R(E)L,κd,κ∣∣∣2 .
(3.37)
The occurring radial integral R(E)L,κd,κ has to be evaluated numerically and is defined by
R
(E)
L,κd,κ
= 1
RL−10
∫ R0
0
dre rL+2e
(
fndκd(re)fεκ(re) + gndκd(re)gεκ(re)
)
+RL+20
∫ ∞
R0
dre r−L+1e
(
fndκd(re)fεκ(re) + gndκd(re)gεκ(re)
)
, (3.38)
with the relativistic continuum wave function
Ψεκm(r) =
(
gεκ(r)Ωmκ (θ, ϕ)
ifεκ(r)Ωm−κ(θ, ϕ)
)
(3.39)
and the relativistic bound wave function
Ψndκdmd(r) =
(
gndκd(r)Ωmdκd (θ, ϕ)
ifndκd(r)Ω
md−κd(θ, ϕ)
)
. (3.40)
Here, gεκ and fεκ denote the large and small radial components of the continuum Dirac
spinor, gndκd and fndκd the corresponding quantities for the bound spinor and Ωmκ are
the so-called spin-angular functions, respectively.
3.4.2 Magnetic transitions
In the case of magnetic transitions the NEEC rate is given by Eq. (3.34) with the Coulomb
interaction hen being replaced by the magnetic Hamiltonian hmagn. The occurring matrix
element 〈Ψd|hmagn|Ψi〉 is explicitly given by
〈Ψd|hmagn|Ψi〉 = 4pii
∑
LM
(−1)M
√
L+ 1
L
1
2L+ 1
× 〈IdMd|MLM |IiMi〉〈ndκdmd|r−(L+1)e α · Y −MLL (θe, ϕe)|pms〉 ,
(3.41)
where the following relation was used
Y M∗JL = (−1)L+J+M+1 Y −MJL . (3.42)
Analogously to electric transitions, the nuclear part can be again expressed in terms of
the reduced transition probabilities B, see Eq. (2.17). The remaining task is to calculate
the electronic free-bound transition amplitude. The derivation is presented in App. A. By
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furthermore using the definition of the Wigner 3j-symbols in terms of Clebsch-Gordan
coefficients [170]
C
(
j1 j2 j;m1 m2 m
)
= (−1)m+j1−j2√2j + 1( j1 j2 j
m1 m2 −m
)
, (3.43)
the final result for the magnetic NEEC transition rate with fixed multipolarity L is
obtained
Y (ML)neec =
4pi2ρi
L2(2L+ 1)2B(ML, Ii → Id)
× 2Jd + 12Ji + 1
∑
κ
(2j + 1)(κd + κ)2
(
jd j L
1
2 −12 0
)2 ∣∣∣R(M)L,κd,κ∣∣∣2 . (3.44)
The radial integral R(M)L,κd,κ is defined by
R
(M)
L,κd,κ
=
∫ ∞
0
dre r−L+1e
(
gndκd(re)fεκ(re) + fndκd(re)gεκ(re)
)
, (3.45)
and requires a numerical approach to be solved analogously to R(E)L,κd,κ in Eq. (3.38).
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Direct and secondary nuclear excitation
with the XFEL
Photon energies accessible with the new x-ray free-electron laser (XFEL) facilities open
a way for the resonant driving of low-lying nuclear transitions in the keV range. In par-
ticular, the high brilliance and coherence features of the XFEL light promise an increase
in magnitude of nuclear excitations in comparison to synchrotron radiation experiments
as pointed out in Chap. 1. While in the latter the electronic response only acted as
background, the unique interaction between the super-intense XFEL pulses and matter
can lead to new states of matter, like cold, high-density plasmas [77] where secondary nu-
clear processes from the coupling to the atomic shell are rendered possible, for instance,
NEEC.
We investigate and quantify the direct and secondary nuclear excitations in a normal
incidence setup for two species of nuclei: (i) 93Mo isomer triggering where the isomeric
state IS is depopulated via a 4.85 keV transition to an above lying triggering level T , as
depicted in Fig. 4.1; and (ii) the resonant driving of the 14.4 keV transition in 57Fe from
the ground state G to the first excited level E. The latter nucleus has been the “working
horse” of the nuclear resonance scattering community at synchrotron sources [96, 104]
and it is also the present candidate for x-ray quantum optics using nuclear transitions in
thin film x-ray planar cavities [41, 106,107]. Many of the present studies at synchrotron
sources have extensions envisaged with the XFEL as source of stronger, nonlinear nuclear
excitation. In the case of 93Mo isomer triggering, the super-intense XFEL is a priori
desirable in order to efficiently depopulate the isomeric state. For these studies it is
therefore vital to know whether also additional plasma effects may play an important
role for the nuclear excitation or for the sought-for coherence effects.
In the following we address in more detail the XFEL parameter choice and present our
photoexcitation and NEEC numerical results for the competing excitation channels. A
theoretical approach for describing NEEC inside a plasma environment as well a hydro-
dynamic model for the plasma expansion is set up in Sec. 4.1. There, we also give a short
overview about the considered nuclear targets. Afterwards, we investigate independently
of each other the direct photoexcitation in Sec. 4.2 and the secondary NEEC process
in a stationary and in an expanding plasma environment in Secs. 4.3 and 4.4, respec-
tively. In the latter, we furthermore discuss the initial plasma conditions in dependence
of the considered laser parameters and elaborate the influence of atomic processes on
the plasma expansion. Sec. 4.5 concludes this Chapter with a comparison between the
two excitation channels and a general set of qualitative criteria to identify the dominant
nuclear excitation process.
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Figure 4.1: Nuclear excitation by electron capture for isomer triggering in 93Mo and ground-
state excitation in 57Fe. A free electron (right-hand side) recombines into a highly charged
ion with the simultaneous excitation of the nucleus (level schemes on the left-hand side).
The 93Mo nucleus is initially in a metastable excited state whereas 57Fe is in the ground
state. The nuclear excitation (red arrow) is induced by NEEC into the L shell (right-hand
side) with subsequent decay to the nuclear ground state (long blue solid and dashed arrows
in the 93Mo level scheme, black arrow in the 57Fe scheme). The nuclear levels are labeled
with their total angular momentum, parity and energy (in keV) [194].
4.1 Theoretical treatment
The theoretical formalisms used to describe the direct photoexcitation and the micro-
scopic NEEC process were introduced in Chaps. 2 and 3, respectively. Here, we address
NEEC as secondary process in the XFEL-produced cold plasma and the plasma dynam-
ics described by means of a hydrodynamical model. The effects of the latter on the
secondary excitation channel are quantified then in Sec. 4.4. Finally, this Section ends
with a short discussion about the considered nuclear samples and their manufacturing.
4.1.1 NEEC reaction rates in the plasma environment
In a plasma, free electrons with different kinetic energies are available. NEEC is a reso-
nant process where a free electron is captured by an ion with the simultaneous excitation
of its nucleus. The resonance bandwidth is determined by the Lorentz profile (3.23).
Since the kinetic energy of free electrons in a plasma is distributed over a wide range,
many resonant NEEC channels may exist. In the following we will shortly describe how
such a situation can be handled theoretically in terms of reaction rates. Atomic units
~ = me = e = 4piε0 = 1 are used throughout this subsection.
As introduced in Sec. 3.1, the initial and intermediate states are given by Eq. (3.1) and
Eq. (3.3), respectively. In order to restrict the number of possible initial configurations,
for a lower-limit estimate, we consider in the following only NEEC into ions which are
in their electronic ground states. In this case, the initial electronic configuration α0 is
uniquely identified by the charge state number q before electron capture. In the isolated
resonance approximation, the total NEEC reaction rate in the plasma can be written as
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a summation over all charge states q and all capture channels αd,
λneec =
∑
q
∑
αd
Pqλ
q,αd
neec , (4.1)
where the partial NEEC rate into the capture level αd of an ion in the charge state q is
given by
λq,αdneec =
∫
dE σi→dneec(E)φe(E) . (4.2)
The single-resonance cross sections σi→dneec are defined in Eq. (3.22). The dependence on
q is hidden here in the NEEC resonance energy Ed entering σi→dneec in the Lorentz profile.
The factor Pq occurring in Eq. (4.1) denotes the probability that an ion of charge state q is
present in the plasma. The electron flux φe in the plasma can be written as the product of
the density of states g(E), the Fermi-Dirac distribution fFD(E, Te) for a certain electron
temperature Te and the velocity v(E),
φe(E) = g(E)fFD(E, Te)v(E) . (4.3)
The temperature dependence of φe is only included in the Fermi-Dirac statistics fFD.
The density of states as well as the velocity are determined by taking the relativistic
dispersion relation for the free electrons. The chemical potential µe of the electrons
occurring in fFD is fixed by adopting the normalization∫
dE g(E)fFD(E, Te) = ne . (4.4)
Thereby, ne represents the number density of free electrons. By using the definition of
the NEEC cross section and assuming that the free electron momentum and the NEEC
interaction matrix elements are constant over the width of the Lorentz profile Ld(E−Ed),
Eq. (4.2) can be simplified to
λq,αdneec =
2pi2
p2
Y i→dneec Φrese (Ed) , (4.5)
where the resonant electron flux is defined by
Φrese (Ed) =
∫
dE Ld(E − Ed)φe(E) . (4.6)
The net NEEC rate λneec provided by Eq. (4.1) is strongly dependent on the available
charge states and free electron energies which are both dictated by the plasma conditions.
In turn, the latter will not be constant over time as the plasma undergoes expansion. We
proceed to formulate a model that takes the spatial expansion of the plasma into account
and provides the temporal dynamics of the plasma parameters required to calculate the
net NEEC rates in the plasma environment.
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4.1.2 Plasma expansion model
In the scenario under investigation, the plasma-formation occurs on the time scale of
the XFEL pulse duration (∼ 100 fs) while the plasma expansion time is in the range
of ps. Accordingly, we neglect the plasma expansion during its formation in the laser-
target interaction. In order to ascertain the effect of the plasma expansion on atomic
processes after the interaction of the laser pulse with the target, we model the expansion
of the target plasma by a quasi-neutral expansion of spherical clusters as studied in the
context of the intense optical laser pulses interaction with spherical clusters [93,94,195–
203]. We follow the analysis of Ref. [93] to describe the plasma expansion. The target
plasma is assumed to maintain a uniform (but decreasing) density throughout the plasma
sphere during the expansion while the electron temperature decreases with the adiabatic
expansion of the plasma, described by
3
2neV dTe = −Pe dV , (4.7)
where ne is the number density of free electrons, and V is the volume of the plasma with
the radius R, i.e., V = 4piR3/3. Here and in the following, we use the Lorentz-Heaviside
natural units ~ = c = kB = 0 = µ0 = 1 for the plasma modeling part. The pressure of
free electrons Pe is given by the ideal gas law, Pe = neTe. Therefore, the time-dependent
electron temperature Te(t) and the plasma radius R(t) satisfy the relation
Te = Te,0
(
R0
R
)2
, (4.8)
where Te,0 is the initial electron temperature and R0 the initial plasma radius. During
the plasma expansion, the electrons loose their thermal energy to the ions resulting into
the electron and ion kinetic energies
niV
d
dt
(3
2Ti
)
= −neV ddt
(3
2Te
)
,
1
2mi
(dR
dt
)2
= 32Ti , (4.9)
with mi being the ion mass. The equation of plasma expansion then reads [93]
mi
d2R
dt2 = 3
ne
ni
Te,0 R20
R3
= 3Zi
Te,0 R20
R3
, (4.10)
where Zi = ne/ni is the ratio of the electron density to the ion density. In the quasi-
neutral limit, Zi is therefore the average charge state of the ions. Integrating once for a
fixed Zi = Z0 yields (dR
dt
)2
= v2s
(
1− R
2
0
R2
)
, (4.11)
where vs = (3Te,0Z0/mi)1/2 is the ion sound velocity which, in the limit R → ∞, is the
characteristic speed for the plasma expansion [93, 94]. It may be noted that Peano et
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al. [204, 205] analyzed the expansion of spherical nanoplasmas with the Vlasov-Poisson
equations, the particle-in-cell (PIC) method, and the ergodic model [204]. Comparisons
between their results [204, 205] and those via the hydrodynamic expansion [Eq.(4.10)]
(atomic processes not included) for plasmas with the dimensionless parameter T˜0 =
3λ2D/R20 = 7.2 × 10−3 or T˜0 = 7.2 × 10−2, where λD denotes the Debye length for
the electrons, show that the hydrodynamic expansion model can adequately describe
the expansion of spherical cluster targets heated by an intense optical laser pulse. In
addition, 1D and 2D PIC simulations using the EPOCH code1 for plasmas (atomic
processes not included) with the parameters under consideration in this Chapter have
also been performed. The expansion time obtained by the hydrodynamic expansion
model is in good agreement with the PIC simulation results.
The quasi-neutral hydrodynamic plasma expansion described above requires the plasma
density and the charge state as input parameters. One can exploit the different time scales
involved in the plasma formation and subsequent plasma expansion, and as a first step
calculate the average charge state by using the electron temperature from the plasma
expansion model. One can then use this charge state to estimate the plasma expansion
and consequently the electron temperature at a later time, thus establishing a feedback
loop between the effective atomic processes (represented by the average charge state)
and the plasma expansion. This is discussed in Sec. 4.4.2.
4.1.3 Nuclear targets
As already pointed out, we are going to investigate the nuclear photoexcitation with the
XFEL at two nuclear species, the 93mMo isomer and the 57Fe isotope. In the case of 57Fe,
the initial state is the stable ground state of the isotope, such that bulk iron samples
enriched with the 57Fe isotope (natural abundance 2.2%) can be fabricated. On the other
hand, the 93Mo solid-state sample should contain nuclei in the isomeric state with 2.5
MeV excitation energy. The isomers can be produced in 9341Nb(p,n)93m42Mo reactions [206],
directly embedded into 1 µm thick solid–state niobium foils [207]. Considering the pro-
duction reaction cross section values [206], we estimate that a 93mMo isomer density of
1016 cm−3 can be achieved in the solid–state 1 µm-thick Nb foils [207] using standard
proton beams like the LINAC at GSI [208, 209] as shown in App. B. Correspondingly,
the majority of atoms in the isomeric sample belongs to the niobium species (Z = 41)
and their interaction with the XFEL photons will play the dominant role for the plasma
parameters estimates. However, due to the very close atomic number values of molybde-
num and niobium, the photoelectric response of the two atomic species is very similar.
Here, we assume a thickness of 1 µm for both nuclear targets, which for the case of 57Fe
corresponds to a resonant thickness of ξ = 3.9.
4.2 Direct photoexcitation
The photoexcitation rates are calculated following the formalism introduced in Chap. 2
using reduced transition probability values from Ref. [194]. The limited laser coherence
1The EPOCH code was developed as part of the UK EPSRC funded projects EP/G054940/1.
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93mMo 57Fe
Ieff ( Wcm2 ) ρlaseree Rlaserγ (
1
s ) Ieff (
W
cm2 ) ρlaseree Rlaserγ (
1
s )
LCLS 5.2×109 1.9×10−20 5.6×10−14 3.1×108 9.1×10−16 1.9×10−2
SACLA 1.2×109 1.7×10−20 1.7×10−14 7.0×107 9.5×10−16 6.6×10−3
Eur. XFEL 6.5×109 2.4×10−21 9.6×10−12 3.9×108 1.2×10−16 3.2
XFELO 6.7×1012 4.5×10−14 4.6×10−3 4.0×1011 2.2×10−9 1.5×109
Table 4.1: Calculated excited state occupation number ρlaseree and signal photon rate Rlaserγ
for 93Mo and 57Fe [210]. The laser parameters shown in Table 1.1 are employed here.
time is accounted for by introducing a corresponding decoherence rate in the Lindblad
operator. The numerical solution of the master equation (2.1) for the density matrix
is then carried out with the procedures implemented in Mathematica. We considered
realistic parameters for the coherent high-frequency light sources shown in Table 1.1,
corresponding to a laser focal spot of 10 µm2 (i.e., focal radius of approx. 1.8 µm).
Results for the total population of the excited level ρlaseree after a single laser pulse with
effective intensity Ieff [see Eq. (1.1)] are presented in Table 4.1. These populations are
obtained by summing the elements ρee(Me) = 〈IeMe|ρ|IeMe〉 evaluated at t = Tpulse over
all possible projection quantum numbers Me [156] where the populations ρee(Me) are
determined by the set of differential equations (2.6). For both 93mMo and 57Fe cases,
the XFELO delivers the highest excitation rates per pulse among the considered laser
facilities.
Comparing the effective laser intensities displayed in Table 4.1, it can be seen that
the XFELO provides with 6.7× 1012 W/cm2 for 93mMo and 4.0× 1011 W/cm2 for 57Fe
the highest value of Ieff . The effective intensity of the LCLS, for instance, is 3 orders of
magnitude smaller. Thus, due to its narrow bandwidth, the XFELO is able to provide
in average 1000 times more resonant photons per pulse than the LCLS, SACLA or the
Eur. XFEL.
Another and possibly less obvious reason for the outstanding excitation capabilities of
the XFELO is its coherence properties. As already mentioned in the previous Section, all
currently operating XFELs lack a good temporal coherence (indicated by Tcoh in Table
1.1) because of the random fluctuations in the initial electron charge density. The poor
temporal coherence is one of the main limiting factors for the nuclear excitation. For
instance, the consideration of a totally coherent x-ray pulse (Tcoh = ∞) increases the
nuclear excitation between 4 and 6 orders of magnitude.
Experimentally, the nuclear excitation is best accessible by measuring the number of
photons of a specific transition emitted in the decay of the excited nuclear state E.
In the case of isomer triggering, for instance, the triggering level T first decays to an
intermediate state F followed by a decay cascade to the nuclear ground state G. In
this cascade a characteristic photon of 1 MeV is emitted which can be used as signature
for the isomer triggering. The rate of γ-ray signal photons at the detector is directly
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proportional to ρee,
Rlaserγ = N0frepBT→F
1
1 + αic
ρee , (4.12)
where N0 = n0AfocL represents the number of nuclei present in the focal spot Afoc and
αic stands for the IC coefficient of the transition producing the 1 MeV signal photon.
Furthermore, BT→F denotes the branching ratio, i.e, the probability of a nucleus in T to
not fall back to the state IS. For 93Mo, this probability that the triggering level decays
to the ground state via the emission of the 1 MeV signal photon can be approximated
by one. In the case of 57Fe, the resonantly scattered photons via the transition from the
excited state E to the ground state G can be used as detection signal. In this case, a
similar expression as Eq. (4.12) can be used, with a branching ratio value representing
the probability that the excited nuclear state E decays radiatively. Taking the collective
channel into account, this probability is approx. 82% for a sample thickness of 1 µm
(ξ = 3.9).
Results for Rlaserγ are also shown in Table 4.1. Since the nuclear excitation per pulse is
typically very small, the pulse repetition frequency frep of the laser plays a crucial role
in order to have detectable signal rates. The Eur. XFEL, for instance, is expected to
provide two orders of magnitude larger rates than the LCLS although the excited state
population per pulse is smaller simply due to the high repetition frequency of 40,000
pulses per second. The XFELO may produce 4.6×10−3 and 1.5×109 signal photons per
second for 93mMo and 57Fe, respectively. The large difference between 93mMo and 57Fe
comes mainly from the magnitude of the interaction matrix elements and the numbers
of nuclei present in the samples, which are orders of magnitude apart. This difference
also compensates that the effective intensity for the resonant photoexcitation of 57Fe is
about one order of magnitude smaller than for 93mMo.
4.3 Secondary NEEC in a stationary plasma
The net NEEC rate λneec provided by Eq. (4.1) is strongly dependent on the avail-
able charge states and free electron energies which are in turn both dictated by the
plasma conditions. The charge state distribution (CSD) can be calculated by applying
the collisional-radiative model implemented in FLYCHK [95]. In this model the CSD
is completely determined by fixing the electron temperature Te and the ion density ni
present in the plasma. In the following we investigate the role of the plasma condi-
tions, considered to be stationary here, on λneec for the numerical case of 93mMo isomer
triggering.
The microscopic transition rates Yneec given in Eqs. (3.37) and (3.44) are computed
numerically following the formalism introduced in Chap. 3. The electronic wave functions
and binding energies are calculated by the relativistic multi-configurational Dirac Fock
(MCDF) method implemented in the computer code GRASP92 [211]. The probabilities
Pq are determined by the FLYCHK-CSD results and the electron flux φe is calculated
following the expressions in Sec. 4.1.1. Finally, the convolution integral over the Lorentz
profile and the electron flux appearing in Eq. (4.2) are solved by approximating the
resonance profiles by Dirac delta distributions centered at Ed.
47
Chapter 4 Direct and secondary nuclear excitation with the XFEL
0 1000 2000 3000 4000
Kinetic electron energy [eV]
10−8
10−6
10−4
10−2
100
102
104
N
E
E
C
cr
o
ss
se
ct
io
n
[b
]
(a) Capture into :
L shell
M shell
N shell
O shell
1029
1030
1031
1032
1033
1034
1035
E
lectro
n
d
istrib
u
tio
n
[1
/
m
2/
s/
eV
]
El. distribution :
Te = 350 eV
Te = 500 eV
q
=
18
q
=
20
q
=
22
q
=
24
q
=
26
q
=
28
q
=
30
q
=
32
q
=
34
q
=
36
Charge state before capture
10−6
10−4
10−2
100
102
104
P
a
rt
ia
l
N
E
E
C
ra
te
[1
/
s]
(b) Te = 350 eV:
rate
CSD
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
C
h
a
rg
e
sta
te
d
istrib
u
tio
n
Te = 500 eV:
rate
CSD
Figure 4.2: (a) NEEC resonance cross sections σneec for captures into the L, M , N and
O shell (left axis) together with the electronic energy distribution (right axis). (b) Partial
NEEC rate λqneec (left axis) together with the corresponding CSD (right axis). Results are
presented for two plasma temperatures, 350 eV and 500 eV [207].
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capture Φrese SIS→Fneec
orbital [1/m2/s/eV] [b eV]
3d3/2 1.10× 1031 3.04× 10−8
3d5/2 1.09× 1031 4.28× 10−8
4d3/2 2.77× 1030 1.05× 10−8
4d5/2 2.76× 1030 1.50× 10−8
5d3/2 1.59× 1030 5.10× 10−9
5d5/2 1.59× 1030 7.28× 10−9
Table 4.2: NEEC case study for a 350 eV plasma with ions initially in the charge state
q = 24. Values for the resonant electron flux Φrese and the NEEC resonance strength SIS→Fneec
are presented for captures into d3/2 and d5/2 orbitals at an electron temperature Te = 350 eV.
In Fig. 4.2(a) NEEC cross sections are displayed for several capture levels together
with the electron flux φe. For the latter we have exemplarily taken the temperatures
Te = 350 eV and Te = 500 eV. The figure shows that the NEEC cross section decreases
by going to more loosely bound capture levels. Due to the reduction of the binding
energy, the kinetic energy of the initially free electron increases in order to still fulfill the
NEEC resonance condition. Since σi→dneec is inversely proportional to the squared electron
momentum, this leads to a decrease of the NEEC cross section.
Moreover, by comparing the cross section with the electron flux it can be seen that for
Te = 350 eV and Te = 500 eV the resonance energies for M -, N - and O-shell recombina-
tions are located at the tail of the electron distribution which diminishes exponentially.
This behavior is once more explicitly shown in Table 4.2 where the resonant electron flux
Φrese for Te = 350 eV and the integrated cross section – the so-called resonance strength
Sneec – are presented for increasingly less bound capture shells. We have considered the
example of Mo ions with initially fully occupied K, L, M1, M2 and M3 shells, corre-
sponding to charge state q = 24. Moreover, NEEC into d3/2 and d5/2 orbitals has been
considered. The results clearly show that both the NEEC resonance strength and the
number of resonant electrons decrease by going to higher principal quantum numbers.
This behavior can be recovered for all capture channels and initial charge states, as long
as the NEEC resonance energy is much larger than the plasma temperature. Hence, a
“cut-off” atomic level can be found for each charge state q starting from which the NEEC
excitation can be neglected. Numerical results for λneec shown in the following always
employ such cut-offs.
For the final NEEC reaction rate calculation, the three main ingredients are the elec-
tron energy distribution in the plasma, the availability of capture charge states and the
magnitude of the NEEC cross sections σneec. In order to maximize the NEEC excitation
rate one would prefer to have as many resonant free electrons as possible. As shown in
Fig. 4.2(a) this is the case for the resonance energies of NEEC into the L shell which lie
in the region around the maximum of φe in the case of Te = 350 eV and Te = 500 eV.
However, as can be seen from the charge state distributions shown in Fig. 4.2(b), the
number of available charge states in the plasma will be limited for a given electron tem-
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perature Te. For instance, in the case of Te = 350 eV and Te = 500 eV only Mo charge
states up to q = 29 and q = 32, respectively, are present in the plasma. Opening the
NEEC resonance channels for the L shell requires the Mo ions to be at least in the charge
state q = 33. Hence, we conclude that L-shell capture is not possible for the considered
temperatures in Fig. 4.2.
In addition to the molybdenum CSD, Fig. 4.2(b) shows also the nuclear excitation
probability in dependence of the charge state q obtained from Eq. (4.2) via a summation
over all contributing αd. Again, the temperatures Te = 350 eV and Te = 500 eV are
considered. Our results show that the nuclear excitation probability growths with q
because higher charge states open NEEC capture channels more deeply bound to the
nucleus [207].
Finally, looking at the dependence of λneec on the electron temperature Te we can
conclude that increasing the temperature leads to a higher NEEC excitation rate for
mainly two reasons: (i) higher temperatures involve higher available charge states which
renders the capture into deeply bound electron shells possible; (ii) higher temperatures
lead to an increase of the total number of available free electrons enhancing the resonant
electron flux.
4.4 Secondary NEEC in an expanding plasma
4.4.1 Initial plasma conditions
In contrast to optical or infrared laser light, x-rays are able to produce directly inner-shell
holes by photoionization and penetrate much further into the material leading to a very
uniform irradiation of the solid. Moreover, the solid-state target is heated very rapidly
by the laser pulse with duration of about 100 fs. On this time scale the ionic motion is
negligible resulting in a plasma near to solid-state density. This rapid, isochoric heating
of the plasma (the volume is nearly unaffected during the formation process) enables us
to consider uniform temperature and density distributions at short times after the laser
pulse.
The laser-induced creation of the plasma is mainly dominated by two processes: (i)
photoionization, and, (ii) Auger decay. In the latter process an electron on a higher
atomic shell decays to an inner-shell hole with the simultaneous emission of another
electron into the continuum. The process of photoionization prefers the interaction with
inner-shell electrons provided the photon energy exceeds the ionization potential of the
electrons. In the case of niobium, for instance, the ionization edges of the K and L1
shells lie at 19 keV and 2.7 keV [212], respectively. Hence, at most L-shell holes can be
produced considering the resonant 4.85 keV x-rays. The laser-produced inner-shell holes
are then subsequently refilled by either radiative or Auger decay.
In order to get a rough estimate of the initial plasma conditions directly after its
creation, we follow the procedure used in Ref. [149]. We neglect the hydrodynamic
expansion and the radiative losses for the first 100 fs when the laser pulse is present. (We
note here that an extension of FLYCHK, the SCFLY code [213], was particularly designed
to model the plasma generation phase. Unfortunately, SCFLY is not freely available.)
Assuming an instantaneous equilibration time, equations of state (EOS) can be used to
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estimate the initial plasma conditions. Thereby, the deposited internal energy per pulse
can be approximated by e(J/g) = Ipeak(W/cm2)κ(cm2/g)Tpulse(s) where κ represents
the photoabsorption coefficient. Using the EOS tables e(Te, ρ0) [214], the initial plasma
temperature immediately after the creation process can be determined. Note that the
ionic density is thereby assumed to remain initially at its solid-state density ρ0 and at
room temperature.
By using the LCLS laser parameters presented in Table 1.1, we obtain an initial temper-
ature of Te,0 ≈ 350 eV for the Nb target. For the calculation we used a photoabsorption
coefficient of 551.6 cm2/g. Analogously, the initial stage of the Fe plasma can be es-
timated. Since due to the higher photon energy, the photoabsorption coefficient (63.0
cm2/g) is much smaller in this case, we obtain a colder electron temperature from start
on, namely Te,0 ≈ 75 eV.
4.4.2 Atomic effects in plasma expansion
In dense plasmas, atomic processes such as recombination and ionization are expected to
play an important role on the plasma dynamics. In the following we sketch an approx-
imate way to include the effects of the atomic processes on the hydrodynamic plasma
expansion model described in Sec. 4.1.2 by using numerical results from the FLYCHK
code [95].
FLYCHK was developed for describing plasma states like warm dense matter, highly
transient states of matter or extremely hot and dense matter. It employs a schematic
atomic structure in order to provide a fast and widely applicable plasma diagnosis tool.
Each atomic level is represented only by its principal quantum number n. The atomic
energy levels are computed from ionization potentials where the effect of the electronic
continuum depression occurring in plasmas is taken into account by employing the model
of Stewart and Pyatt [215]. The population kinetics model implemented in FLYCHK
is based on rate equations including radiative and collisional transitions between bound
states, photoionization, collisional ionization processes, Auger decay, electron capture,
radiative recombination and three-body recombination. These rate equations are solved
for a finite set of atomic levels which consists of ground states, single excited states
(n ≤ 10), autoionizing doubly excited states and inner shell excited states for all possible
ionic stages.
With the model briefly described above, FLYCHK is able to determine ionization and
level population distributions of a plasma (for some given conditions such as a given
electron temperature and density). It can be applied for low-to-high Z ions under most
conditions of laboratory plasmas, in either steady-state or time-dependent situations [95].
The plasma under consideration here is a cold dense plasma. Considering again the
numerical example of isomer triggering of 93mMo, the initial density of niobium ions is
considered to be solid density and the initial electron temperature is several hundred
eV. The result from FLYCHK shows that the time required to reach the steady state
(with regard to the atomic processes) of such a plasma is on the order of several hundred
fs. With the radius of the considered plasma of around 1.8 µm (according to the initial
condition that the laser spot radius is around 1.8 µm), the characteristic time scale for
the plasma expansion is on the order of 10 ps. Thus, the time scale for reaching the
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Figure 4.3: Steady-state average charge of niobium ions obtained from FLYCHK as a
function of the plasma radius R (points) and its interpolation (solid line). We consider
ni,0 = 5.5× 1022 cm−3 and Te,0 = 350 eV.
steady state (with regard to the atomic processes) is much smaller than the time scale
of expansion. Therefore, we can assume that the steady state with regard to the atomic
processes establishes at each time instant during the expansion. As a first approximation,
we can include the effects of atomic processes to the hydrodynamic expansion model by
estimating the charge state of each time instant using FLYCHK.
According to Eq. (4.8) and to the ion density dynamics given by
ni(R) = ni,0
(
R0
R
)3
, (4.13)
we may derive the dependence of the steady-state average charge Zi(R) of the plasma
on the plasma size R using FLYCHK. In the equation above, ni,0 is the initial ion
number density. Fig. 4.3 shows the average charge state of the ions for the case of
ni,0 = 5.5 × 1022 cm−3 and Te,0 = 350 eV. The average charge state decreases with
reducing temperature and ion density.
With the average charge state shown in Fig. 4.3 we can solve Eq. (4.10) in order to
study the plasma expansion. The results are shown in Figs. 4.4, where the expansion
velocity vexpn = dR/dt has been introduced. For comparison, the solution of Eq. (4.10)
for the case where the charge state is fixed to Zi ≈ 23.86 is also presented. We observe
that the expansion velocity is smaller when the effects of atomic processes in plasmas
are taken into account. This is because the average charge state, originally Zi ≈ 23.86,
decreases due to atomic processes with the plasma expansion. Thus, at larger times, the
discrepancy between the two curves in Figs. 4.4 increases. We note however that the
discrepancy remains small, on the level of 10%. Due to the plot scale, the discrepancy
for Te is less visible, although it is exactly following the relation (4.8) and it reaches the
level of 10% at later times.
In order to ensure the self-consistency of our approximation (i.e., that the steady state
with regard to the atomic processes establishes at each time instant during the expan-
sion), a time-dependent FLYCHK calculation has also been performed, using the time-
dependent Te shown in Fig. 4.4(c), the time-dependent ion density given by Eq. (4.13)
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Figure 4.4: Plasma radius R (a), expansion velocity vexpn (b), and electron temperature
Te (c) as functions of the expansion time. We use the parameter set ni,0 = 5.5× 1022 cm−3
(niobium ions) and Te,0 = 350 eV. Dashed orange curve denotes the result for the case
where the steady-state average charge Zi(R) provided by FLYCHK (and shown in Fig. 4.3)
is employed in the calculations, i.e., the atomic processes effects are taken into account [210].
Solid green curve stands for the result for a fixed charge state Zi ≈ 23.86.
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Figure 4.5: Steady-state average charge of niobium ions (points) obtained from FLYCHK
(a), and plasma radius R as a function of the expansion time (b), for initial temperatures
Te,0 = 200 eV, Te,0 = 300 eV, Te,0 = 350 eV, Te,0 = 400 eV, and Te,0 = 500 eV [210].
Numerical interpolations are shown by the curves. We use ni,0 = 5.5×1022 cm−3. The lowest
charge state points correspond to cooling down the plasma to 50 eV electron temperature.
and R(t) in Fig. 4.4(a) as input parameters. The results show that Zi from the time-
dependent FLYCHK calculation only slightly deviates (∼ 5%) from the results in Fig. 4.3
for large R, while the results agree well for small R [210]. We conclude that on the degree
of accuracy required for our calculations, the approximation used performs sufficiently
well.
Further, we study the behavior of the average charge state and the plasma radius
for several initial temperature values for both niobium (Figs. 4.5) and iron (Figs. 4.6)
plasmas. Higher initial temperatures lead to higher charge states with a very similar
qualitative behavior at later times in the expansion when the temperature decreases [210].
4.4.3 Total NEEC excitation
Due to the hydrodynamic expansion of the plasma, the electron temperature and den-
sity decrease with time during the plasma expansion leading to a time-dependent net
NEEC rate. Fig. 4.7 presents the time dependence of λneec for several initial electron
temperatures Te,0. The ion density is always assumed to be at its solid-state value im-
mediately after the plasma creation. As expected, λneec drops down to zero with time in
all cases (i.e., with the plasma expansion) and takes larger values with increasing initial
temperature.
The left column of Fig. 4.7 presents the NEEC reaction rates λneec for the case of
93mMo triggering. Comparing the orders of magnitude of λneec it can be seen that the
NEEC excitation is strongly dependent on the initial plasma conditions dictated by the
laser. Going from Te,0 = 200 eV to Te,0 = 500 eV enhances the NEEC excitation by
approximately 7 orders of magnitude. The integration of λneec over time provides the
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Figure 4.6: Steady-state average charge of iron ions (points) obtained from FLYCHK
(a), and plasma radius R as a function of the expansion time (b), for initial temperatures
Te,0 = 50 eV, Te,0 = 75 eV, Te,0 = 100 eV, Te,0 = 150 eV, and Te,0 = 200 eV [210]. Numerical
interpolations are shown by the curves. The value ni,0 = 8.5 × 1022 cm−3 was used. The
end points of the curves correspond to the electron temperature cooled down to 15 eV for
Te,0 = 50 eV, 25 eV for Te,0 = 75 eV and Te,0 = 100 eV, and 50 eV for Te,0 = 150 eV and
Te,0 = 200 eV, respectively.
excited state occupation number per nucleus (comparable to ρlaseree ),
ρneecee =
∫ ∞
0
dt λneec . (4.14)
Performing the integration for the case of 93mMo results in ρneecee ≈ 1.8 × 10−20 for
Te,0 = 200 eV, ρneecee ≈ 1.4×10−15 for Te,0 = 350 eV and ρneecee ≈ 1.6·10−13 for Te,0 = 500 eV
[210]. For all the three cases, the integration converged after approximately 6 ps. This
value gives us the dominant NEEC interaction time during the hydrodynamic plasma
expansion. We recall that in Ref. [207] the plasma conditions were considered constant
for 100 ps. Our present results show that this is not the case and significant changes in
the plasma affect the magnitude of the secondary nuclear excitation after already few ps.
We turn now to the NEEC reaction rates for 57Fe presented in the right column of
Fig. 4.7. While the relevant time scales are similar to the ones of 93mMo, on the order of 6
ps, the magnitude of the NEEC rates is in comparison tens of orders of magnitude below,
and for all practical purposes negligible [210]. Let us investigate the reasons for such a
dramatic difference. Iron has Z = 26 and correspondingly smaller binding energies than
molybdenum (Z = 43), while at the same time the nuclear excitation energy is larger,
14.4 keV vs. 4.8 keV, respectively. The typical capture orbitals for both ions lie in theM
atomic shell. Correspondingly, the continuum electron energies required for NEEC will
be much larger for 57Fe than for 93mMo. While the M -shell NEEC requires continuum
electron energies between 3 and 4 keV, where the electron flux still has large values, in
the case of 57Fe the resonant continuum electrons should have more than 13 keV. For
this energy value, the plasma at 75 eV temperature provides virtually no electrons at all,
leading to the infinitesimal NEEC rate values in Fig. 4.7.
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Figure 4.7: NEEC reaction rate as a function of time for 93mMo (left graph column) and
57Fe (right graph column). In the case of 93mMo initial electron temperatures of 200 eV,
350 eV and 500 eV have been considered; for 57Fe, the corresponding values are 75 eV, 100 eV
and 200 eV, respectively [210].
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4.5 Comparison between direct and secondary excitation
In order to obtain comparable results for ρlaseree and ρneecee we fix the initial plasma con-
ditions according to the chosen laser parameters. In particular, the laser intensity plays
here an important role as outlined in Sec. 4.4.1. Restricting ourselves to the LCLS laser
parameters, an initial electron temperature of Te,0 = 350 eV is estimated for the niobium
target doped with 93mMo isomers. Comparing the corresponding excited state occupa-
tion numbers ρlaseree and ρneecee , we conclude that the indirect NEEC process is still about
five orders of magnitude more efficient than the direct photoexcitation. One important
aspect is here that the time of interaction is about 60 times longer for NEEC than for
the direct photoexcitation. In contrast to 93mMo, the indirect NEEC process plays no
role for the excitation of 57Fe, since the NEEC reaction rate values are for all practical
purposes negligible.
One important remark here is that the direct photoexcitation can be switched off by
tuning the laser off resonance. In contrast, the secondary excitation remains present
since the XFEL-produced plasma is not sensitive to small detunings. For instance, in
the case of 93mMo the nuclear transition energy is only known up to an uncertainty of
80 eV. Since the XFEL bandwidths are several eV, this uncertainty can be a limiting
factor for the experimental implementation of the direct photoexcitation channel. The
secondary NEEC process occurs instead in the plasma environment with a rather broad
electron distribution where many resonance channels can contribute. Hence, it is much
more robust than photoexcitation against such uncertainties in the nuclear parameters.
We also note that since the electron fluxes in the plasma are at the studied plasma
temperatures several orders of magnitude larger than the corresponding photon fluxes,
we neglect in our discussion the possible secondary nuclear photoexcitation process in the
plasma. Other studies [82–86] on hot astrophysical plasmas show that this may change
at higher, keV plasma temperatures. The study of NEEC in plasmas was so far restricted
to astrophysical environments [82–85] or optical-laser-generated plasmas [87] where no
equivalent of the direct photoexcitation channel under investigation here exists.
The values for ρneecee are strongly dependent on the initial plasma conditions. Theo-
retically, the initial plasma conditions and in particular the electron temperature should
be controllable by changing the laser intensity. Since ρneecee grows exponentially with
Te,0 saturating for large Te,0 in the considered temperature range and Te,0 furthermore
depends linearly on the laser intensity I between 1017 and 1018 W/cm2, we expect for
the considered parameter range an exponential dependence of the NEEC-induced excited
state population ρneecee on I. We note that for this estimate we consider the same initial
size for the plasma, i.e., a constant laser focal spot. In contrast, the direct photoexci-
tation follows ρlaseree ∝ I. In addition, the XFEL intensity and consequently the plasma
temperature can highly fluctuate from shot to shot. It is therefore reasonable to look
at initial temperatures varying around the estimated value as it is realized in Fig. 4.7.
For 93mMo, the indirect process is still on the same order of magnitude as the direct
one for Te,0 = 200 eV. For an initial temperature of 500 eV the indirect NEEC process
becomes even competitive with the photo-induced excitation via the coherent XFELO
ρlaseree ≈ 4.5× 10−14 although for the latter a 10 times longer pulse duration than for the
LCLS has been considered. In the case of 57Fe, the indirect excitation channel remains
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negligibly small in comparison to the direct process even by considering an initial electron
temperature of 200 eV.
The reason why the nuclear excitation of 93mMo and 57Fe behave inversely with respect
to the direct and indirect excitations is two-fold. First, in the case of 93mMo triggering the
microscopic NEEC cross section is much larger than the one for resonant photoexcitation,
while the situation is reversed in the case of 57Fe. The second and most important
reason is related to the plasma conditions. In the case of resonant 93mMo triggering, the
photoabsorption of the 4.85 keV photons by the niobium target (κ = 551.6 cm2/g) is
much stronger than the analog for 14.4 keV photons in iron (κ = 63.0 cm2/g). Naturally,
the more photons are absorbed, the more energy is initially deposited in the target
leading to a higher initial electron temperature. Then for NEEC it is important that the
available charge states in the plasma and the energy of the free electrons are not that
far away from the resonance condition. While this is the case for 93mMo with a 4.85
keV nuclear transition energy, it is especially hard to realize in the limit of high nuclear
transition energies like for 57Fe.
Let us generalize our results based on the arguments presented above. A first insight
into the relation between the resonant photoexcitation and microscopic NEEC cross sec-
tions can be gathered from the corresponding IC coefficients which are defined as the
ratio between the IC and radiative decay rates. For high values of αic we expect NEEC
to dominate over photoexcitation, which is typically the case for small nuclear transi-
tion energies in the keV region. Next, the prevailing initial free electron conditions are
strongly dependent on the occurring x-ray atomic photoabsorption. The photoabsorp-
tion coefficient grows with increasing Z of the material and decreasing photon energy.
Moreover, shell edges may lead to a stepwise enhancement of κ. However, a high electron
temperature simultaneously leads to higher available charge states which again require
smaller kinetic electron energies in order to fulfill the NEEC resonance condition. These
opposite trends need to be balanced in order to match the available electron energies
with the NEEC resonance condition for the open capture channels. Typically, in the
temperature range of hundreds of eV the secondary excitation contributes significantly
only for transition energies of few keV.
More concretely, in Table 4.3 we present the list of low-lying nuclear transitions first
collected in Ref. [161] with the corresponding transition energy, multipolarity and IC
coefficient αic. Also provided are the photoabsorption coefficient κ, the deepest ionization
shell, an approximation of the initial plasma temperature Te,0, the most probable charge
state at this temperature Zi, and finally the most NEEC-advantageous available capture
shell in the plasma. The latter two quantities have been calculated with FLYCHK. For
orientation, also the approximate ionization potential of the most advantageous available
capture shell is presented. Since FLYCHK calculations are limited to the range Z < 80,
the entries Zi and the capture shell for 20180 Hg and 20582 Pb have been estimated by taking
Z = 79. The initial temperatures in the table, with the exception of 93mMo and 57Fe,
discussed in detail in Sec. 4.4.1, have been obtained by accounting for the laser energy
deposited into the sample with the help of mass photoabsorption coefficients [166]. Due
to unavailable EOS tables, the averaged electron temperatures have been then roughly
estimated by further considering energy conservation of the inner-shell photoionization
and the first sequence of Auger decays.
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Nuclide En E/ML κ ion. Te,0 Zi cap. Eion αic
[keV] [cm2/g] shell [eV] shell [keV]
201
80 Hg 1.565 M1 1975 N1 670 43 N4 0.378 3.5e+01
193
78 Pt 1.642 M1 1628 N1 510 40 N3 0.519 1.2e+02
205
82 Pb 2.329 E2 911 N1 790 45 N3 0.645 1.8e+07
151
62 Sm 4.821 M1 362 M1 740 42 M3 1.420 6.2e+00
93m
42 Mo 4.850 E2 552 L1 350 24 M2 0.410 2.5e+04
171
69 Tm 5.036 M1 442 M1 850 46 M4 1.515 1.6e+00
83
37Rb 5.236 M1 328 L1 1080 32 L1 2.065 7.5e+01
181
73 Ta 6.237 E1 300 M1 520 36 N2 0.465 7.7e–01
169
69 Tm 8.410 M1 118 M1 630 43 M5 1.468 1.7e–01
187
76 Os 9.756 M1 107 M1 510 37 N3 0.468 4.8e–01
167
69 Tm 10.400 M1 291 L1 220 25 N4 0.180 3.1e–02
137
57 La 10.590 M1 166 L1 580 37 M3 1.123 3.7e–01
134
55 Cs 11.244 M1 129 L1 1420 43 L3 5.012 1.2e+00
73
32Ge 13.285 E2 124 K 220 18 L3 1.217 4.1e+02
57
26Fe 14.413 M1 63 K 75 12 M1 0.093 1.0e–01
149
62 Sm 22.507 M1 28 L1 350 28 M5 1.080 3.1e–03
119
50 Sn 23.871 M1 12 L1 120 14 N2 0.089 1.1e–02
Table 4.3: Low-lying nuclear transitions suitable for resonant photoexcitation via XFELs.
Transition energies En and multipolarities E/ML, photoabsorption coefficients κ, deepest
ionization subshells, estimates of the initial plasma temperature Te,0, the most probable
charge states Zi in the plasma, the most advantageous capture orbitals for NEEC available
in the plasma together with the corresponding ionization energies Eion and IC coefficients
αic are presented in the columns. The list is sorted by increasing nuclear transition energies
En.
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Based on the present analysis, we conclude that isotopes with high nuclear transition
energies like 5726Fe, 14962 Sm and 11950 Sn, which in addition only allow for NEEC into theM or
even higher shells, will not present significant secondary nuclear excitation in the XFEL-
produced plasma [210]. Nuclei with small transition energies as it is the case for the
first table entries down to 8337Rb are very likely to present significant secondary nuclear
excitation in the plasma, due to the abundant electron flux at the required energies and
the encouraging IC coefficient. As for the intermediate region with 6 keV< En <13 keV,
here a more careful analysis is required. The capture into L-shell orbitals in the case of
134
55 Cs and 7332Ge speaks for more available free electrons in the plasma at the resonance
energy. However, due to the low Z of germanium, it is likely that only in the case of
134
55 Cs secondary NEEC plays a role in the net nuclear excitation. In the cases of 16969 Tm,
187
76 Os, 16769 Tm and 13757 La, the rather large transition energies, together with high capture
orbitals into the M - or N -shell and the small IC coefficients indicate unlikely strong
NEEC influence. Finally, the small IC coefficient in the case of 18173 Ta also rather speaks
against strong secondary NEEC. However, since the arguments above do not relate to the
time scale difference between NEEC and photoexcitation and the unavoidable detuning
for the photoexcitation channel, we conclude that dedicated simulations are required to
draw solid conclusions for the nuclei in the intermediate energy region.
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Part II
Single x-rays controlled by
nuclear transitions
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Chapter 5
Nuclear forward scattering
In 1958, Rudolf Mössbauer discovered that nuclear transitions inside solids can occur by
recoilless absorption and reemission [101,102,216]. This became known as the Mössbauer
effect. The detection of recoil-free nuclear fluorescence opened the possibility to measure
nuclear energy spectra with a very high precision, a technique soon known as Mössbauer
spectroscopy. Since γ-rays have typically very narrow line widths in comparison to their
energies, the resonant scattering is very sensitive to tiny energy changes which may reveal
information about the environment surrounding the nuclei. In this manner Mössbauer
spectroscopy has for instance been applied to measure isomeric shifts, quadrupole and
hyperfine splittings, and is widely used in nuclear physics, solid-state physics, chemistry
and biophysics.
In the beginning, Mössbauer spectroscopy was limited to γ-ray sources composed of the
radioactive parent nuclei corresponding to the species under investigation. The decay
of the parent nuclei produced resonant photons applicable to nuclear resonance spec-
troscopy, but with a very low photon emission rate. This limitation could however be
overcome by the development of synchrotron light sources in the 1970s. The idea to
employ the brilliant and frequency-tunable synchrotron radiation (SR) for Mössbauer
spectroscopy [217–219] advanced enormously the investigation of the light-nucleus in-
teraction which eventually led to the development of nuclear forward scattering (NFS)
[103,157,220–222].
The usage of broadband synchrotron pulses in NFS experiments, first demonstrated
in 1985 [223], opens the possibility to detect the pure nuclear fluorescence not only in
dependence of frequency but also in dependence of time [224]. This idea relies on two
key features: (i) in contrast to conventional Mössbauer γ-ray sources, SR pulses have
a very short pulse duration (∼ ps) which can be considered to behave δ-like in time in
comparison to the nuclear response (∼ ns); (ii) the lifetime τ of a nuclear excited state
is typically much longer than the time scale of any other process contributing to the
scattered radiation field like for instance the electronic background. Combining these
two properties it is possible to measure the time spectrum of the pure nuclear response
of the target simply by time gating.
A typical NFS setup is shown in Fig. 5.1(a) where the SR pulse impinges in normal
incidence on a nuclear solid-state sample and the scattered intensity is recorded in the
forward direction. Like the name “nuclear forward scattering” promises, the forward
direction plays a special role in the scattering process. Since the time scales of the nuclear
excitation by the SR pulse and the subsequent decay are so much different, the scattering
can be described as two independent processes, the formation of the excited state and
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Figure 5.1: NFS setup (a) and characteristic NFS time spectrum (b). Synchrotron radi-
ation impinges perpendicular on a nuclear target resonantly interacting with some nuclear
Mössbauer species. The scattered field is detected in the forward direction (a). The magnetic
field splits the nuclear states in the corresponding Zeeman sublevels, resulting in the char-
acteristic NFS time spectrum (b) with the quantum beat pattern (orange curve) modulated
by a so-called dynamical beat (blue curve). The nuclear decay is collectively enhanced in
comparison to the exponential behavior of a single nucleus (green dashed curve).
the subsequent γ-ray emission [103]. Due to the typically narrow nuclear line width
and the low degeneracy of the SR, it can be safely assumed that each pulse contains
maximally one resonant photon such that at most one nucleus can be excited. If the
photon is absorbed recoillessly by a nuclear Mössbauer transition, it will be impossible to
distinguish which nucleus has been excited. In this way a collective, delocalized excitation
is created, called nuclear exciton [103,221]. It can be written as a superposition of single
excited states |g, ej〉, where the jth nucleus is excited and all others remain in the ground
state [104,225,226]:
|E〉 = 1√
N
N∑
j=1
eikrj |g, ej〉 . (5.1)
Here, the wave vector of the incident radiation is denoted by k, rj is the position of the
jth nucleus and N the number of contributing nuclei.
Applying the Weisskopf-Wigner theory of spontaneous decay [4] it can be shown that
the nuclear exciton preferably decays by the emission of a photon into the forward di-
rection along k [225–227], provided the final state remains indistinguishable from the
initial one. This requires that the photon is absorbed and re-emitted recoillessly and
that neither a nuclear spin flip nor internal conversion occur. Furthermore, the collective
excitation defined in Eq. (5.1) is spatially coherent leading to an increased radiative tran-
sition width [103]. For instance, the ratio between internal conversion (IC) and radiative
decay of the first excited state of an isolated 57Fe nucleus is ΓIC/Γrad ≈ 8, implying that
IC is 8 times more probable than spontaneous emission. The formation of a spatially
coherent, delocalized excitation in a nuclear ensemble may change this ratio drastically
such that radiative decay dominates IC in the forward direction. Accordingly, in com-
parison to the exponential decay of an isolated nucleus, we expect to see a speed-up of
the spontaneous decay in NFS.
In Fig. 5.1(b) a typical time spectrum of NFS is shown. It is completely different from
64
a simple exponential decay like it is expected for an isolated, resonant absorber [green
dashed curve in Fig. 5.1(b)]. Actually, this kind of time spectrum is characteristic for
NFS and therefore, it is important to understand the peculiar features imprinted by the
nuclear ensemble: the so-called dynamical and quantum beats [103]. The dynamical beat
is illustrated by the blue curve in Fig. 5.1(b). It is caused by multiple scattering events
where the resonant photon is absorbed and re-emitted several times inside the target
by a single nuclear transition. Therefore, it is essential that the decay into the forward
direction preserves the photon energy. The temporal behavior of the dynamical beat can
be represented by the product of a Bessel function of first kind J1 and an exponential
decay [174,228] (
ξ√
ξΓ0t
J1
(
2
√
ξΓ0t
))2
e−Γ0t , (5.2)
where Γ0 represents the natural width of the nuclear excited state and ξ is the effective
resonant thickness of the nuclear sample. The derivation of Eq. (5.2) will be given in the
next Section. The effective thickness is proportional to the number of nuclei contributing
to the resonant nuclear scattering (ξ ∝ N0). For small times (ξΓ0t < 1) Eq. (5.2) can be
approximated by
e−(ξ+1)Γ0t (5.3)
which represents an exponential decay with enhanced decay constant (ξ + 1)Γ0. The
enhancement of the decay is proportional to ξ and hence proportional to the number of
participating nuclear scatterers which shows that the already mentioned speed-up of the
spontaneous decay is a collective effect. In Chap. 2, this speed-up of the spontaneous
decay has already been introduced as the collective nuclear decay rate.
The second characteristic pattern of the time spectrum, the quantum beat, is caused
by a magnetic field (either external or internal) at the nuclear target. This B-field
produces hyperfine interactions which lead to a splitting of the nuclear states into their
Zeeman sublevels. Due to the broadband nature of the SR it is possible to drive more
than one hyperfine transition simultaneously. The interference of these transitions with
different frequencies subsequently leads to a beating pattern in the time spectrum, e.g.,
the quantum beat. The full spectrum with dynamical and quantum beats is illustrated
by the orange curve in Fig. 5.1(b).
This Chapter is devoted to the theoretical treatment of NFS. Therefore, we are go-
ing to leave the simple picture of the nuclear exciton formation with subsequent decay
and rather describe NFS as a real scattering problem. There are a number of theoret-
ical approaches to treat the pulse propagation through a resonant medium. Solutions
founded on Maxwell’s equations use a complex space- and time-dependent polarizability
to describe the nuclear medium. Based on such a model, Kagan and Afanas’ev derived
the first time-dependent theory of NFS with synchrotron light [229]. At the same time,
Hannon and Trammel developed a description of NFS based on Green’s function tech-
niques of quantum electrodynamics as it is applied in the quantum theory of crystal
optics [230, 231]. Comprehensive reviews can be found in Refs. [221] and [103], respec-
tively. Since then, both models have been extensively used to analyze experimental data
on NFS where insights into advanced geometries with complicated interactions could be
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gained. Meanwhile, there is furthermore an approach applying Heitler’s quantum theory
of radiation to NFS setups with SR [232,233].
The approach we are using follows Refs. [174,228,234] where Maxwell’s equations are
directly solved in time and space. This kind of treatment allows us to easily incor-
porate time-dependent interactions like timed rotations of the magnetic field. Actually,
Ref. [174] provides a general way of solving the problem of NFS in terms of a semiclassical
description, applicable to arbitrary time-dependent interactions. Here, we rather present
a reduced version of the model introduced in Ref. [174], adapted to our purposes. In
Sec. 5.1, first the wave equation for the coherent propagation of the x-ray pulse through
the resonant medium is derived. Its solution requires the light-induced macroscopic cur-
rent density to be expressed in terms of transition amplitudes between single-particle
states which is the topic of Sec. 5.2. Sec. 5.3 is then devoted to the general solution of
the wave equation. Afterwards in Secs. 5.4, 5.5 and 5.6, explicit time-dependent hyper-
fine interactions are discussed. Atomic units ~ = me = e = 4piε0 = 1 are used throughout
this Chapter.
5.1 Wave equation
In order to set up a wave equation to describe NFS, let us again consider the typical
setup shown in Fig. 5.1(a). The target surface lies in the x-z plane perpendicular to the
y-direction, an external magnetic field points along the z-direction and determines the
quantization axis of the system. The incident radiation propagates along the y-axis, hits
the nuclear sample at y = 0 and can be described as a plane wave modulated in time,
E in(r, t) = Ein(t)ei(kr−ωt) , (5.4)
where k is the wave vector and ω the carrier frequency of the incoming field. We are
interested in the scattered intensity behind the target in the forward direction.
We describe the coherent nuclear scattering process with a semiclassical approach
where the electromagnetic field is considered to behave classically whereas the nuclear
system is treated quantum mechanically. In order to facilitate the treatment of time-
dependent hyperfine interactions later, it is natural to solve the scattering problem di-
rectly in space and time based on Refs. [174,228,234]. Accordingly, the coherent propa-
gation of the electromagnetic field through the resonant medium is thereby described by
Maxwell’s equation (
∇2 − 1
c2
∂2
∂t2
)
E(r, t) = 4pi
c2
∂
∂t
J (r, t) , (5.5)
where J (r, t) denotes the macroscopic current density induced by the incident radiation.
The electromagnetic field E(r, t) inside the nuclear target and the macroscopic current
density J (r, t) can be written in the same form as the incident radiation E in(r, t), namely
E(r, t) = E(y, t)ei(kr−ωt) , (5.6)
J (r, t) = J(y, t)ei(kr−ωt) . (5.7)
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The amplitudes E(y, t) and J(y, t) only depend on the spatial coordinate y because
absorption as well as refraction occur along the propagation direction. Since E(y, t)
and J(y, t) furthermore change only slowly in time in comparison to the exponent, the
so-called slowly-varying amplitude approximation can be applied, reducing Maxwell’s
equation to
∂
∂y
E(y, t) = −2pi
c
J(y, t) (5.8)
with boundary condition
E(0, t) = Ein(t) . (5.9)
Once we have solved Eq. (5.8), the forward scattered intensity spectrum behind the
target is given by
I(t) = |E(L, t)|2 , (5.10)
where L denotes the thickness of the nuclear sample. In order to find a solution for
Eq. (5.8), it is first necessary to derive an explicit expression for the macroscopic nuclear
current density J(y, t).
5.2 Nuclear current density
The macroscopic nuclear current density J (r, t) can be written as a sum over all indi-
vidual nuclear current densities which are usually written down in momentum space,
J (r, t) =
∫ d3k′
(2pi)3 e
ik′r∑
α
〈ψα(t)|j(k′)|ψα(t)〉e−ik′rα , (5.11)
where rα represents the position of nucleus α, |ψα(t)〉 stands for the time dependent
nuclear wave function and j(k′) is the momentum representation of the operator for the
current density of a single nucleus in the Schrödinger picture.
In order to evaluate the matrix element of the nuclear current density operator, we
first need to define the Hamiltonian for an individual nucleus. Since we consider resonant
light-nucleus interactions of energetically well separated nuclear transitions, each nucleus
can be represented as a two level system with transition energy ω0 = Ee−Eg and a natural
line width Γ0. In addition, the ground and excited states are characterized by their total
spin quantum number Iλ with projections Mλ and magnetic moments µλ (λ ∈ {g, e}).
The general Hamiltonian is given by
H = H0 +Hhf(t) +Hγ(t) . (5.12)
Here, H0 represents the unperturbed nuclear Hamiltonian determined by
H0 =
(
Eλ − iΓ02 δλ,e
)
|IλMλ〉〈IλMλ| , (5.13)
where δλ,e represents the Kronecker delta which is one only for λ = e and otherwise zero.
The hyperfine interactions Hhf(t) can be time dependent. An explicit form of Hhf(t) is
given later in Secs. 5.4, 5.5 and 5.6 when the special cases of the considered hyperfine
interactions are discussed. Here, we first discuss the problem for a general Hhf(t).
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The Hamiltonian Hγ(t) describes the light-nucleus interaction and is given in Eq. (2.2).
Here, it is important that Eq. (2.2) can be rewritten such that we obtain [235,236]
Hγ(t) =
i
ω
j†(k)E(yα, t)ei(krα−ωt) . (5.14)
In the derivation of this expression the Coulomb gauge, the special form of the electro-
magnetic field given in Eq. (5.6) and the slowly varying amplitude approximation were
employed.
The time-dependent matrix element 〈ψα(t)|j(k)|ψα(t)〉 occurring in Eq. (5.11) can be
written as
〈ψα(t)|j(k′)|ψα(t)〉 = 〈IgMg|U †(t,−∞)j(k′)U(t,−∞)|IgMg〉 , (5.15)
where the system was assumed to be in the ground state with specific spin Ig and spin
projection quantum number Mg at time t = −∞. The time evolution operator U(t, t′)
is defined by
U(t, t′) = T exp
(
−i
∫ t
t′
dt′ (H0 +Hhf(t′))
)
, (5.16)
with T being the so-called time ordering operator. Since the light-nucleus interaction
can be assumed to be weak (Hγ  H0 +Hhf), it is possible to apply perturbation theory
for calculating 〈ψα(t)|j(k)|ψα(t)〉. The detailed derivation is presented in App. C. An
important remark is that resonant scattering is always a second order process because
the resonant photon absorption is followed by a reemission process.
In the calculation of the macroscopic nuclear current density J (r, t) (see App. C) an
important step is the assumption of a macroscopic nuclear ensemble. This assumption
allows us to exploit the following relation∑
α
ei(k−k′)rα = (2pi)3n0δ(k − k′) , (5.17)
where n0 is the number of resonant nuclei per unit volume. Accordingly, the interplay of
all individual nuclei contributing to the scattering process determines the directionality
of NFS. If the number of contributing nuclear scatterers is macroscopic, the angular
dependence of the scattering is proportional to the delta function δ(k − k′), leading to
nuclear forward scattering.
Using the derived expression for the macroscopic current density J (r, t) it is possible
to express the wave equation of NFS in terms of individual nuclear current densities (see
App. C), namely
∂
∂y
E(y, t) = −
∑
`
K`J`(k, t)
∫ t
−∞
dt′ J∗` (k, t′) ·E(y, t′) . (5.18)
The occurring matrix elements J∗` and J` describe the nuclear excitation and de-excitation,
respectively. They are defined by
J∗` (k, t) = 〈ψIeMe(t)|j†(k)|ψIgMg(t)〉e−iω0t ,
J`(k, t) = 〈ψIgMg(t)|j(k)|ψIeMe(t)〉eiω0t , (5.19)
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where |ψIλMλ(t)〉 (λ = g, e) are the time dependent eigenstates of the nuclear spin oper-
ators Iλ. Note that ` is a multi-index standing for the projection quantum numbers Mg
and Me.
Now, let us have a closer look on Eq. (5.18). Under the integral sign on the RHS
the scalar product J∗` (k, t′) · E(y, t′) appears. It describes a nuclear excitation at time
t′ induced by the electromagnetic field E. This nuclear excitation subsequently decays
via the emission of a photon at time t which is represented by J`(k, t) in front of the
integral. Moreover, since it is a priori not known when the nuclear activation takes place,
the excitation process needs to be integrated over all possible excitation times, hence,
from −∞ to t. The summation over ` comes from the fact that all allowed transitions
need to be taken into account for the wave propagation. For instance, when several
transitions with different frequencies are driven at once, the summation over ` results in
the already mentioned quantum beat pattern. Furthermore, the weight coefficients K`
appearing in Eq. (5.18) are given by
K` =
2pin0
kc2(2Ig + 1)
fLM(k) , (5.20)
where fLM is the Lamb-Mössbauer factor describing the probability of a recoilless ab-
sorption and k denotes the absolute value of the wave vector k.
The wave equation (5.18) describes the coherent propagation of an electromagnetic
field due to NFS under time-dependent hyperfine interactions. Because of the collec-
tive interplay between many nuclear scatterers, the nuclear scattering process exhibits a
high directionality into the forward direction. Eq. (5.18) predicts the forward scattered
response. The appearance of the characteristic NFS beat pattern, the dynamical and
quantum beats, is treated in more detail in the next Sections. There, we first present
a general solution of Eq. (5.18). This solution is then afterwards applied to the special
cases of static hyperfine interactions, instantaneous B-field rotations and prompt deacti-
vation and activation of the magnetic field, which represent the basic tools for our control
schemes of hard x-rays discussed in Chaps. 6, 7 and 8.
5.3 General solution
In order to solve Eq. (5.18) it is helpful to introduce dimensionless space and time vari-
ables ξ and τ , respectively. They are defined by
ξ = 14σRn0y ,
τ = Γ0t , (5.21)
where σR is the total nuclear cross section of resonant absorption and Γ0 the full natural
transition width. For the special case of y = L, the spatial variable ξ is also known as
effective thickness of the resonant scattering as it was introduced in the beginning of this
Chapter. Using these definitions and after rescaling the nuclear transition currents J∗`
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and J` according to
J∗` 7→
[
fLM(k)(1 + αic)4ω
(2Ie + 1)c3Γ0
]1/2
J∗` ,
J` 7→
[
fLM(k)(1 + αic)4ω
(2Ie + 1)c3Γ0
]1/2
J` , (5.22)
the wave equation reduces to
∂
∂ξ
E(ξ, τ) = −
∑
`
J`(k, τ)
∫ τ
−∞
dτ ′ J∗` (k, τ ′) ·E(ξ, τ ′) . (5.23)
This equation is similar to a Schrödinger equation where time is replaced by the ef-
fective thickness ξ. Analogously to perturbation theory it is possible to represent the
solution of Eq. (5.23) as a power series in ξ,
E(ξ, τ) =
∞∑
p=0
E(p)(ξ, τ) =
∞∑
p=0
(−ξ)p
p! E
(p)(τ) . (5.24)
The term p = 0 represents the boundary condition given in Eq. (5.9) and reads
E(0)(ξ, τ) = Ein(τ) . (5.25)
Accordingly, the 0th order scattering experiences no resonant interaction because it leaves
the nuclear target unperturbed. For this reason, E(0) must be independent of the effective
thickness ξ.
All higher order terms are obtained from power matching in ξ by inserting Eq. (5.24)
into the wave equation. It turns out (see App. C) that the pth order scattering fulfills
Eq. (5.23), where E on the RHS is replaced by the (p− 1)th order term E(p−1),
∂
∂ξ
E(p)(ξ, τ) = −
∑
`
J`(k, τ)
∫ τ
−∞
dτ ′ J∗` (k, τ ′) ·E(p−1)(ξ, τ ′) . (5.26)
By using the explicit ξ-dependence of E(p)(ξ, τ) given in Eq. (5.24), the following recur-
sion relation is obtained
E(p)(τ) =
∑
`
J`(k, τ)
∫ τ
−∞
dτ ′ J∗` (k, τ ′) ·E(p−1)(τ ′) . (5.27)
This equation shows that the order p indicates the number of scattering events which
occur inside the nuclear sample. For instance, E(1) represents the single scattering so-
lution with only one resonant absorption and reemission. Due to this interpretation the
terms E(p) are often referred as multiple scattering amplitudes.
Since the first order is in most cases the dominating scattering contribution (in partic-
ular for thin samples or in general for small interaction times), it is useful to write down
the explicit form of E(1):
E(1)(τ) =
∑
`
J`(k, τ)
∫ τ
−∞
dτ ′ J∗` (k, τ ′) ·E(0)(τ ′)
=
∑
`
J`(k, τ) (J∗` (k, 0) · ep) . (5.28)
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In the second line the incident radiation was assumed to be a SR pulse with polarization
ep which can be represented as δ-distribution in time,
Ein(τ) = epδ(τ) . (5.29)
This δ-like pulse eliminates the integration over τ ′ in Eq. (5.28) and fixes the time of the
initial nuclear excitation to τ ′ = 0.
In general the integrals occurring in the recursion relation (5.27) cannot be solved
analytically and require a numerical treatment. Note that for most situations the number
of scattering orders taken into account can be limited by some pmax. However, if there
is only a single resonance seen by the incident pulse (e.g. no hyperfine splitting), it will
be possible to obtain an analytic solution as shown in the next Section.
5.4 Static hyperfine interactions
In the case of static hyperfine interactions the Hamiltonian Hhf can be written as
Hhf = −µλ
Iλ
Iλ ·B , (5.30)
where Iλ is the nuclear spin operator, Iλ its eigenvalue and B denotes the magnetic field
at the nucleus. In the following it is assumed that the magnetic field points along the
z-direction, B = B0ez. Moreover, we introduce the factor λ = µλB0/Iλ standing for
the energy splitting caused by the hyperfine interactions.
In the case of a static magnetic field it is possible to express the time-dependent nuclear
transition currents J∗` and J` in terms of the time-independent matrix elements of the
current density operator 〈IeMe|j†|IgMg〉 and 〈IgMg|j|IeMe〉, respectively. Therefore, the
nuclear spin eigenstates must be evolved in time [see Eqs. (5.12) and (5.16)],
|ψIλMλ(t)〉 = U(t, 0)|IλMλ〉 = e−i(Eλ−i
Γ0
2 δλ,e−λMλ)t|IλMλ〉 , (5.31)
where it was assumed that |ψIλMλ(t)〉 coincides with |IλMλ〉 at t = 0. Inserting Eq. (5.31)
into the definition of the nuclear transition currents given by Eqs. (5.19) leads to the
following time dependence
J∗` (k, τ) = eiΩ`τ−τ/2j∗` (k) ,
J`(k, τ) = e−iΩ`τ−τ/2j`(k) , (5.32)
with
Ω` = (Mgg −Mee) /Γ0 (5.33)
describing the frequency correction due to magnetic hyperfine splitting in units of Γ0.
The amplitudes j∗` and j` appearing in Eqs. (5.32) denote the time-independent transition
elements of the current density operators j† and j, respectively,
j∗` (k) =
[
fLM(k)(1 + αic)4ω
(2Ie + 1)c3Γ0
]1/2
〈IeMe|j†|IgMg〉 ,
j`(k) =
[
fLM(k)(1 + αic)4ω
(2Ie + 1)c3Γ0
]1/2
〈IgMg|j|IeMe〉 . (5.34)
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The explicit forms of j∗` and j` depend on the type of transition to which the electro-
magnetic field couples. In the case of M1 transitions (e.g., the 14.4 keV transition in
57Fe) the amplitudes are given by
j∗` (k) =
√
3fLM(k)
∑
q=0,±1
(
Ig 1 Ie
−Mg q Me
)
(−1)q+Ig−Mg
(
kˆ × ε∗−q
)
,
j`(k) =
√
3fLM(k)
∑
q=0,±1
(
Ig 1 Ie
−Mg q Me
)
(−1)q+Ig−Mg
(
kˆ × ε−q
)
, (5.35)
where kˆ = k/k and
(
Ig 1 Ie
−Mg q Me
)
stands for the Wigner 3j-symbol [170] which dic-
tates the selection rules of the driven transition and ensures angular momentum conser-
vation. For instance,M1 transitions only allow for a change in the magnetic projection
quantum number of either q = 0 or q = ±1. Moreover, the cross products kˆ × ε∗−q and
kˆ×ε−q determine the directions of the nuclear currents. Here, εq stands for the spherical
unit vectors which can be expressed in terms of the Cartesian unit vectors ex, ey and ez
[see Eq. (2.11)]. It is important that the spherical unit vectors are always chosen such
that ε0 points along the quantization axis of the system. So far it was explicitly assumed
that the magnetic field B and hence the quantization axis is parallel to ez. In order
to generalize to arbitrary B-field directions only the spherical unit vectors need to be
changed properly, meaning ε0 must coincide with the quantization axis. The vectors ε±1
can then be chosen arbitrarily under the condition that they are mutually orthogonal
and perpendicular to ε0.
By inserting the explicit forms of the nuclear transition currents J∗` and J` given
in Eqs. (5.32) into Eq. (5.27) one obtains the recursive solution for static hyperfine
interactions
E(p)(τ) =
∑
`
e−iΩ`τ−τ/2j`(k)
∫ τ
−∞
dτ ′ eiΩ`τ ′−τ ′/2j∗` (k) ·E(p−1)(τ ′) . (5.36)
In general, the integrals appearing in this equation need to be solved numerically. How-
ever, for the case of an absent magnetic field an analytic solution of the wave equation
can be derived. The absence of the magnetic field implies that there is no Zeeman split-
ting of the nuclear states. Correspondingly, the frequency terms Ω` which describe the
correction to the nuclear resonance frequency ω0 in dependence of the magnetic pro-
jection quantum numbers vanish and the nuclear system reduces to a single resonance.
According to Eq. (5.36) the pth scattering amplitude can be written as
E(p)(τ) =
∑
`
e−τ/2j`(k)
∫ τ
−∞
dτ ′ e−τ ′/2j∗` (k) ·E(p−1)(τ ′) . (5.37)
In the following the incident radiation is assumed to be δ-like in time with polarization
ep. Moreover, we particularize to M1 transitions in order to exploit the expression for
j∗` and j` given in Eqs. (5.35). Using the orthogonality property of the 3j-symbols one
obtains
E(ξ, τ) = epe−τ/2
δ(τ)− ξ ∞∑
p=0
(−ξτ)p
(p+ 1)!p!
 = epe−τ/2
(
δ(τ)− ξ J1(2
√
ξτ)√
ξτ
)
. (5.38)
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The second term in Eq. (5.38) exactly describes the dynamical beat already provided
in Eq. (5.2). After the introduction of the scattering orders E(p) it is now clear that
multiple scattering effects are responsible for the dynamical beat pattern in the time
spectrum.
Note that for a single resonance the quantum beat pattern totally disappears because
the nuclear system can be defined by a single frequency namely the resonance ω0. How-
ever, if the magnetic field is not equal to zero two or even more transitions may be driven
simultaneously, e.g., `1 and `2 with Ω`1 6= Ω`2 . Since the final scattering amplitude con-
tains a summation over all contributing hyperfine transitions `, an interference between
`1 and `2 may be imprinted in the measured time spectrum. This interference pattern will
strongly depend on the frequency difference (Ω`1 − Ω`2) and is called quantum beating.
5.5 Instantaneous rotations of the magnetic field
In this Section nuclear forward scattering is studied in the presence of instantaneous
magnetic field rotations. The corresponding Hamiltonian for the occurring hyperfine
interactions can be written as
Hhf(t) = −µλ Iλ
Iλ
· [BIΘ(t0 − t) +BIIΘ(t− t0)] =
{
−λ(Iλ)zI for t < t0 ,
−λ(Iλ)zII for t > t0 ,
(5.39)
where the magnetic fields are defined by BI = B0ezI and BII = B0ezII . The operators
(Iλ)zI and (Iλ)zII represent the zI- and zII-components of the nuclear spin operator Iλ.
The time of rotation is represented by t0.
Analogously to the previous Section the main task is to express the time-dependent
transition currents in terms of the amplitudes j∗` and j`. This again requires to calculate
the general time evolution of |ψIλMλ(t)〉 for t > t0, but now under hyperfine interactions
given by Eq. (5.39). Since Hhf can be divided in two parts, t < t0 and t > t0 (each
individual part describes a static B-field), the result of the previous Section can be used.
The idea is first to propagate in time from 0 to t0 and afterwards from t0 to t,
|ψIλMλ(t)〉 = U(t, 0)|IλMλ〉 = UII(t, t0)UI(t0, 0)|IλMλ〉 , (5.40)
where the indices I and II indicate the splitting into two time sectors each with static
hyperfine interactions. In order to apply the first evolution UI(t0, 0), the system is as-
sumed to be initially at time t = 0 in an eigenstate of Iλ and (Iλ)zI which is henceforth
denoted by |IλMλ〉zI . Note that the index zI is usually omitted if it is not important to
explicitly name the quantization axis.
The time evolution from 0 to t0 results in [see Eq. (5.16)]
UI(t0, 0)|IλMλ〉zI = e−i
∫ t0
0 dt
′(H0−λ(Iλ)zI)|IλMλ〉zI = e−i(Eλ−i
Γ0
2 δλ,e−λMλ)t0 |IλMλ〉zI .
(5.41)
In order to apply UII onto Eq. (5.41) the eigenstates |IλMλ〉zI need to be expressed in
terms of |IλMλ〉zII which represent the eigenstates Iλ and (Iλ)zII . This can be achieved
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by using the so-called Wigner rotation matrices DIλM ′
λ
Mλ
(α, β, γ) [170] according to
|IλMλ〉zI =
∑
M ′
λ
DIM ′
λ
Mλ
(α, β, γ)|IλM ′λ〉zII , (5.42)
where the Euler angles α, β and γ define the rotation of the quantization axis from zI to
zII. Using this relation yields
UII(t, t0)|IλMλ〉zI =
∑
M ′
λ
DIM ′
λ
Mλ
(α, β, γ)UII(t, t0)|IλM ′λ〉zII
=
∑
M ′
λ
DIM ′
λ
Mλ
(α, β, γ)e−i
∫ t
t0
dt′(H0−λ(Iλ)zII)|IλM ′λ〉zII
=
∑
M ′
λ
DIM ′
λ
Mλ
(α, β, γ)e−i(Eλ−i
Γ0
2 δλ,e−λM ′λ)(t−t0)|IλM ′λ〉zII . (5.43)
Finally, inserting Eq. (5.41) and Eq. (5.43) into Eq. (5.40) leads to
|ψIλMλ(t)〉 = e−i(Eλ−i
Γ0
2 δλ,e)teiλMλt0
∑
M ′
λ
DIλM ′
λ
Mλ
(α, β, γ)eiλM ′λ(t−t0)|IλM ′λ〉zII . (5.44)
Now, we have everything at hand in order to express J∗` and J` in terms of j∗` and j`.
The procedure is analogue to the calculation for the case of static hyperfine interactions.
We obtain for τ > τ0
J∗`,II(k, τ) = eiΩ`τ0−τ/2
∑
`′
DIg ∗M ′gMg(α, β, γ)D
Ie
M ′eMe
(α, β, γ)eiΩ`′ (τ−τ0)j∗`′,II(k) ,
J`,II(k, τ) = e−iΩ`τ0−τ/2
∑
`′
DIgM ′gMg(α, β, γ)D
Ie ∗
M ′eMe
(α, β, γ)e−iΩ`′ (τ−τ0)j`′,II(k) . (5.45)
The index II indicates that for τ > τ0 the quantization axis points along ezII determining
the spherical unit vectors included in j∗`′,II and j`′,II. As can be seen from Eqs. (5.45) a
rotation of the magnetic field leads to a redistribution of the nuclear currents. For τ > τ0
the rotated currents are determined by a coherent superposition of the time-independent
transition amplitudes. Thereby, the summation is performed over the whole spectrum
of hyperfine transitions `′ with weight coefficients given by the product of the Wigner
D-matrices and phase factors e±iΩ`′τ shifted backwards in time by τ0. In Chap. 6 it is
shown how this transformation can be used for the control of the polarization properties
of the scattered x-rays. For times τ < τ0 the nuclear currents J∗`,I and J`,I are given by
Eqs. (5.32), respectively. Note that whenever we are discussing explicit rotation setups
in the following Chapters, τ0 will be given in nanoseconds instead of using units of 1/Γ0
for the sake of convenience.
5.6 Fast switchings of the magnetic field
In this Section the hyperfine interactions investigated so far are generalized to the case
where it is not only allowed to rotate but also to switch the magnetic field off and on.
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Consider therefore an initially applied B-field to be switched off at time t = t0 and on
again at t = t1. Thereby, the magnetic field after t1 does not necessarily need to point
in the same direction than the initial one, only their amplitudes are supposed to remain
unchanged. For this situation the hyperfine interactions are determined by
Hhf(t) = −µλ Iλ
Iλ
· [BIΘ(t0 − t) +BIIIΘ(t− t1)] =

−λ(Iλ)zI for t < t0 ,
0 for t0 < t < t1 ,
−λ(Iλ)zIII for t > t1 .
(5.46)
Here, the notations of the previous Section are adopted.
Analogously to the previous Section, it is intended to express the nuclear currents J∗`
and J` in terms of the time-independent transition amplitudes j∗` and j`. In comparison
to the case of instantaneous B-field rotations the only difference in the calculation is
that the time evolution of |ψIλMλ(t)〉 splits up into three time sectors instead of two, but
conceptually nothing changes. Hence, following the same steps as before, we obtain for
τ0 < τ < τ1
J∗`,II(k, τ) = eiΩ`τ0−τ/2j∗`′,II(k) ,
J`,II(k, τ) = e−iΩ`τ0−τ/2j`′,II(k) , (5.47)
and for τ > τ1
J∗`,III(k, τ) = eiΩ`τ0−τ/2
∑
`′
DIg ∗M ′gMg(α, β, γ)D
Ie
M ′eMe
(α, β, γ)eiΩ`′ (τ−τ1)j∗`′,III(k) ,
J`,III(k, τ) = e−iΩ`τ0−τ/2
∑
`′
DIgM ′gMg(α, β, γ)D
Ie ∗
M ′eMe
(α, β, γ)e−iΩ`′ (τ−τ1)j`′,III(k) . (5.48)
For τ < τ0 the currents are again determined by Eqs. (5.32).
From Eqs. (5.47) it can be seen that by switching off the magnetic field the nuclear
currents are frozen in time and only depend on the switching instant τ0. After the
application ofBIII the currents are again given by a coherent summation of the transition
amplitudes. However, the occurring phase factors e±iΩ`′τ are now shifted backwards in
time by τ1 instead of τ0 compared to the previous Section.
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Polarization control of hard x-rays
The controlled manipulation of nuclear forward scattering (NFS) has been investigated
in a number of setups over the last decades including phase shifts [97, 98], vibrating
targets [100, 235], sequences of multiple targets [237, 238], magnetic fields rotations [96,
110,236,239], external field control [111,158,164], or radio-frequency fields [240,241]. The
idea to actively manipulate the nuclear response in the course of NFS with SR by abrupt
changes of the magnetic field goes back to Shvyd’ko [239]. In a subsequent work [96]
it was experimentally and theoretically shown that a single x-ray photon can be stored
inside an 57Fe target by dynamically controlling the nuclear response via timed rotations
of the magnetic field. Depending on the moment of field switching, the collective nuclear
decay could be suppressed.
In order to be able to apply a B-field rotation timely synchronized with the nuclear
excitation, it is mandatory to have a sharp excitation pulse in time space. It is therefore
natural to consider SR facilities as x-ray sources because the pulse duration behaves δ-like
in time in comparison with the time scale of the nuclear response. Furthermore, the low
degeneracy of synchrotron light with regard to the nuclear transition width ensures the
weak excitation regime and hence the single-photon character of the control procedure
described in this Chapter. A typical NFS setup at SR facilities is depicted in Fig. 5.1
along with the characteristic time spectrum for a static magnetic field.
This Chapter is devoted to the polarization control of hard x-rays during NFS based
on dynamical manipulation via magnetic field rotations. In Sec. 6.1, the polarization re-
sponse of NFS is first discussed for static hyperfine interactions. Afterwards in Sec. 6.2,
the single scattering approximation is used to derive a control procedure of the polariza-
tion response. This section is based on results presented in Refs. [96,239] and extends the
concepts to the domain of polarization control with applications in information science.
How to obtain control of the output field beyond the first scattering order is the topic
of Sec. 6.3. There, the formalism of Ref. [96] is extended beyond the single scattering
approximation.
6.1 Polarization effects in static NFS
Before we explain how the polarization of hard x-rays can be dynamically manipulated in
the course of nuclear forward scattering, let us discuss the polarization properties of NFS
for a static hyperfine field. The case of static hyperfine interactions has been treated in
Sec. 5.4. The corresponding interaction Hamiltonian is given by Eq. (5.30). Following
the notation of the previous Chapter, the polarization of the incident SR pulse is denoted
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by ep [compare Eq. (5.29)]. The linear polarization basis vectors es (s = σ, pi) are defined
by convention in the following way
eσ = ex ,
epi = ez . (6.1)
The definition of σ- and pi-polarization thereby follows the conventions settled in the
description of SR pulses [242]. If the electric field vector is in the horizontal plane, it is
referred to as σ-polarized. The pi-polarization vector is then subsequently determined by
eσ × k/k where k is the wave vector of the incident field, here k ‖ ey.
Analogously to the linear polarization vectors, circular polarization basis vectors can
be defined by
e+ =
1√
2
(ex + iez) ,
e− =
1√
2
(ex − iez) , (6.2)
where the right- and left-circular polarizations e+ and e− have positive and negative
helicities, respectively.
Since it turns out that the polarization state of the scattered light is strongly dependent
on the magnetic field orientation determining the quantization axis of the system, it is
helpful to distinguish particular B-field geometries:
• In the Voigt geometry the magnetic field vector lies in the plane perpendicular
to the propagation direction of the incident electromagnetic field. Especially inter-
esting are the cases where B ‖ eσ and B ‖ epi which are henceforth denoted by 0◦-
and 90◦-Voigt geometries, respectively.
• The Faraday geometry is defined by a magnetic field parallel or anti-parallel to
the wave vector of the incident radiation: B ‖ k or B ‖ −k.
In order to simplify the discussion of the polarization properties of the electric field after
NFS only electric and magnetic dipole transitions (E1 and M1) are considered. From
the recursive solution for static hyperfine fields given by Eq. (5.37) it can be verified
that the s-component of the scattered radiation is proportional to (j`(k) ·es)(j∗` (k) ·es′)
where s′ denotes the incident polarization. For the case of a 0◦- or 90◦-Voigt geometry
the following relation can be shown to hold [235,236],(
j`(k) · es
)(
j∗` (k) · es′
)
∝ δs,s′ with s, s′ ∈ {σ, pi} . (6.3)
This means for incident linearly polarized light the 0◦- and 90◦-Voigt geometry prohibits
the mixing of σ- and pi-polarization. In other words, if the SR pulse is either σ- or
pi-polarized, the radiation is scattered into its initial polarization state.
A way to understand the polarization dependence of NFS is to consider the indistin-
guishability required for the formation of the nuclear exciton. As already explained in
Chap. 5, the directionality of NFS goes back to the formation of a delocalized nuclear
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excitation inside the target for which the indistinguishability of the scattering process
is mandatory. For this reason, the photons emitted preferably in the forward direction
occur in scattering processes for which the nucleus decays back to the same magnetic
sublevel from where it was excited. For instance, in the case of a σ-polarized SR pulse
which drives a nuclear target inside a magnetic field pointing along the z-direction, only
transitions with ∆M = 0 can be driven. The second scalar product in Eq. (6.3) deter-
mining the selection rules of the excitation vanishes for all other transitions. Since in
the case of B ‖ epi the transition amplitudes of the ∆M = 0 transitions are additionally
perpendicular to the pi-component epi, the indistinguishability of the process ensures the
conservation of the incoming polarization.
For arbitrary B-field orientations Eq. (6.3) does not hold anymore such that σ-polarized
x-rays can be scattered into pi-polarized states, and the other way around [242]. However,
in the case of a Voigt geometry it is always possible to find two orthogonal polarization
vectors (namely the vectors parallel and perpendicular to B) for which the relation (6.3)
is fulfilled.
In the case of a magnetic field pointing along the propagation direction of the incident
wave, polarization mixing between the linear polarizations eσ and epi always occurs.
However, in the Faraday geometry circular polarization states are conserved [242]. Hence,
Eq. (6.3) holds for the Faraday geometry if s and s′ are replaced by circular polarizations.
Accordingly, nuclear forward scattering does not conserve in general the polarization
state of the scattered x-rays [242]. However, there are particular geometries determined
by the orientation of the magnetic field where polarization mixing is forbidden. In the
following section it is shown that the scattered light polarization can be dynamically
controlled by switchings between these geometries.
6.2 Dynamical control of nuclear polarization response
The general concept for the polarization control is to instantaneously jump between
polarization eigengeometries of NFS potentially leading to transformations between or-
thogonal polarization states. The description of such abrupt changes of the magnetic
field direction in terms of the hyperfine interaction Hamiltonian Hhf has been the topic
of Sec. 5.5. For the specific form of Hhf given in Eq. (5.39), the resulting nuclear transi-
tion currents J∗` and J` are summarized in Eqs. (5.45). Here, we apply these results to
explicitly derive the scattered radiation field. It turns out that the polarization response
of the nuclear target is not only affected by the angle and axis of rotation, but also
strongly depends on the moment of magnetic field rotation.
The first order scattering amplitude for a δ-like excitation pulse with polarization ep
is given by Eq. (5.28). Plugging the explicit time dependence of the nuclear currents
(5.32) into Eq. (5.28), the first order solution can be written for 0 < τ < τ0 as
E(1)(ξ, τ) = −ξ
∑
`
J`,I(k, τ)
(
J∗`,I(k, 0) · ep
)
= −ξ
∑
`
A(1)`,I (k) e−iΩ`τ−τ/2 . (6.4)
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Accordingly, the single scattering events can be expressed as a coherent summation over
all contributing nuclear transitions ` where the summands factorize into a time-dependent
phase factor e−iΩ`τ−τ/2 and a time-independent amplitude A(1)`,I which is determined by
A(1)`,I (k) = j`,I(k)
(
j∗`,I(k) · ep
)
. (6.5)
In order to describe the scattered radiation field after an instantaneous B-field rotation
at τ = τ0, the transformation of the nuclear transition currents described in Eqs. (5.45)
is considered. The first order solution for τ > τ0 reads
E(1)(ξ, τ) = −ξ
∑
`
J`,II(k, τ)
(
J∗`,I(k, 0) · ep
)
= −ξ
∑
`
A(1)`,II(k) e−iΩ`(τ−τ0)−τ/2 , (6.6)
where the time-independent amplitude is defined by
A(1)`,II(k) = j`,II(k)
∑
`′
e−iΩ`′τ0DIgMgM ′g(α, β, γ)D
Ie ∗
MeM ′e
(α, β, γ)
(
j∗`′,I(k) · ep
)
. (6.7)
As seen from Eq. (6.6), the single scattering solution for τ > τ0 has still the same form
as Eq. (6.4) with the replacements τ 7→ τ − τ0 (except in the decay factor e−τ/2) and
A(1)`,I 7→ A(1)`,II. The time-independent amplitude A(1)`,II looks however completely different
from A(1)`,I . The most essential feature is that A(1)`,II depends first on the geometry of
magnetic field rotation determined by the Euler angles α, β and γ, and second on the
moment of switching τ0. Since both dependencies are adjustable from outside they can
be used as control parameters for the amplitude A(1)`,II which renders possible to actively
manipulate the magnitude and direction of the scattered radiation field for τ > τ0.
Physically, Eq. (6.7) describes a redistribution of the nuclear excitation among the
Zeeman levels due to a change of the quantization axis produced by the instantaneous
rotation of the magnetic hyperfine field. The initial excitation process is described by the
scalar product j∗`′,I ·ep which is still evaluated in the time section where the magnetic field
is given by BI. The abrupt B-field rotation transforms these initially excited currents
into a multiplet of currents determined by the new quantization axis. The dependence of
this transformation on the rotation geometry and the moment of switching is determined
by the product of Wigner rotation matrices DIgMgM ′gD
Ie ∗
MeM ′e
and the phase factor e−iΩ`′τ0 ,
respectively, which act as weighting coefficients for the nuclear redistribution. The de-
excitation process proceeds via the transition amplitudes j`,II which are determined by
the new magnetic field direction BII. By adjusting the rotation parameters it is possible
to actively manipulate the interplay between the decay transition amplitudes j`,II such
that the polarization response of the nuclear target can be controlled by tuning either
on constructive or destructive interference [96].
For the case of 57Fe nuclei, this control procedure is illustrated in Fig. 6.1. Thereby,
it is assumed that initially only the two ∆M = 0 transitions are driven, for instance
by choosing σ-polarized SR and BI parallel to the z-direction. The abrupt rotation
of the magnetic field transforms each of these currents into a sextet of new currents
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Figure 6.1: Initially σ-polarized x-rays are converted into pi-polarization states by a timed
rotation of the B-field from z to x. Within the initial geometry only the two ∆M = 0
transitions are driven by the incident σ-polarized light. The instantaneous magnetic field
rotation corresponds to an abrupt change of the quantization axis redistributing the excited
nuclear currents. The moment of switching τ0 is chosen such that the “new” ∆M = ±1
hyperfine transitions interfere destructively resulting in the emission of pi-polarized x-rays
after τ0.
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defined by the new magnetic field direction. The relative strengths and phases of the
transformed currents are determined by the angle and axis of rotation and the moment
of switching [96]. Considering for instance a rotation from the z to the x direction, the
switching time can be chosen such that the ∆M = ±1 transitions interfere destructively.
In this case only the currents with ∆M = 0 survive as shown in Fig. 6.1. Since the
de-excitation occurs in the presence of BII this scheme converts initially σ-polarized into
pi-polarized light.
In order to find the right switching time for σ to pi conversion the amplitudes A(1)`,II
need to be analyzed in detail. In the following, we consider 57Fe targets and restrict
ourselves to 90◦ magnetic field rotations from z to x in order to elaborate the behavior
of the NFS spectrum caused by the nuclear redistribution. Both the case of initially σ-
and of pi-polarized radiation are discussed. Subsequently, the effects caused by multiple
scattering contributions are evaluated.
6.2.1 90◦-Voigt rotation: from z to x
In this subsection, we consider a rotation of the magnetic field initially pointing along the
z-direction by 90◦ counterclockwise around the y-axis (propagation direction) as shown
in Fig. 6.1. In terms of the Euler angles this rotation is characterized by [170]
α = 0, β = pi2 and γ = 0 . (6.8)
Since both α and γ identically vanish the Wigner D-matrices occurring in Eq. (6.7)
reduce to
DIM ′M (α, β, γ) = e−iM
′αdIM ′M (β)e−iMγ = dIM ′M (β) , (6.9)
where the d-matrices describe a rotation about the y-axis [170]. Inserting Eq. (6.9) into
Eq. (6.7) and setting β = pi/2 one obtains
A(1)`,II(k) = j`,II(k)
∑
`′
e−iΩ`′τ0dIgMgM ′g
(
pi
2
)
dIeMeM ′e
(
pi
2
)(
j∗`′,I(k) · ep
)
. (6.10)
Thereby we have taken into account that the d-matrices are chosen to be real. The explicit
values of dIeMeM ′e(
pi
2 ) and d
Ig
MgM ′g
(pi2 ) for Ig=1/2 and Ie=3/2 can be found in App. D. In
order to further evaluate Eq. (6.10) the initial polarization ep of the incoming radiation
need to be fixed.
Before doing so, a shorter notation is introduced where the transitions Mg ↔ Me are
labeled by
` = 3 – 1/2↔ 3/2 ,
` = 2 – 1/2↔ 1/2 ,
` = 1 – 1/2↔ −1/2 ,
` = −1 – −1/2↔ 1/2 ,
` = −2 – −1/2↔ −1/2 ,
` = −3 – −1/2↔ −3/2 . (6.11)
Within this notation, ∆M = 0 and ∆M = ±1 correspond to the even and odd `,
respectively, where the relationship Ω` = −Ω−` is fulfilled [compare Eq. (5.33)].
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Initially σ-polarized x-rays
In the case of initially σ-polarized x-rays, only the ∆M = 0 transitions are driven initially
due toM1 selection rules (see Fig. 6.1). Mathematically, the selection rules are enforced
by the scalar product j∗`′,I ·ep which in the considered geometry (BI ‖ ez and ep = eσ) is
only non-vanishing for even `′. Therefore, the summation over `′ occurring in Eq. (6.10)
reduces to `′ = ±2. Moreover, using Eqs. (5.35) it can be shown that the transition
amplitude j`,II points along epi (eσ) for transitions of even (odd) ` (see App. D) which
determines the directionality of A(1)`,II. Explicitly performing the summation over `′ leads
to the following relation (see App. D)
A(1)`,II(k) ∝
{
sin(Ω2τ0) epi for even ` ,
cos(Ω2τ0) eσ for odd ` .
(6.12)
In Fig. 6.2 the magnitudes of A(1)`,II are plotted for even and odd transitions in depen-
dence of τ0 along with the unperturbed, first order NFS intensity spectrum |E(1)(ξ, τ)|2.
In the graphs showing the amplitudes, the proportionality predicted in Eq. (6.12) can
be clearly identified. Moreover, by comparing for instance the upper plot with the un-
perturbed intensity spectrum it can be seen that the time instants where the amplitudes
for even ` vanish, coincide with the maxima of |E(1)(ξ, τ)|2, whereas in the case of odd
`, the roots of A(1)`,II exactly agree with the minima of the intensity spectrum.
By inserting the amplitudes of Eq. (6.12) into Eq. (6.6) the first order solution of the
scattered radiation field after magnetic field switching is obtained,
E(1)(ξ, τ) ∝ −ξ
{
sin(Ω2τ0) sin(Ω2(τ − τ0))epi
+ 12 cos(Ω2τ0) [cos(Ω1(τ − τ0)) + 3 cos(Ω3(τ − τ0))] eσ
}
. (6.13)
It can be seen that after rotation of the B-field the emission via an even transition
(` = ±2) results in pi-polarized light whereas the odd transitions (` = ±1,±3) determine
the σ-polarized component.
Accordingly, switching at τ0 = (2n + 1) pi2 /Ω2 (n = 0, 1, 2, . . . ) corresponding to the
roots of cos(Ω2τ0) or the minima of the unperturbed NFS spectrum results in a am-
plitude A(1)`,II which is only non-vanishing for even `. In this case, the odd transitions
interfere destructively due to the timed rotation of the magnetic field and hence, the
initially σ-polarized radiation is emitted as pi-polarized after the magnetic field rotation
as graphically illustrated in Fig. 6.1. This kind of switching scheme which converts lin-
early orthogonal polarizations into each other has already been experimentally verified
in Ref. [96].
In contrast, a rotation of the magnetic field at the maxima τ0 = n 2pi/Ω2 (n =
0, 1, 2, . . . ) corresponding to the roots of sin(Ω2τ0) leads to destructive interference among
the even transitions (see Fig. 6.2). In this case the reemission of the initially driven
∆M = 0 currents is transferred to the ∆M = ±1 hyperfine transitions due to the timed
redistribution of the nuclear excitation. Subsequently, the scattered radiation field after
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Figure 6.2: The magnitudes of A(1)`,II are shown in dependence of τ0 for even and odd `
along with the first order NFS intensity spectrum |E(1)(ξ, τ)|2 (middle graph). Initially σ-
polarized x-rays and an effective target thickness of ξ = 10 are considered. In the case of
even `, the zero crossings ofA(1)`,II correspond to maxima of the spectrum, whereas in the case
of odd `, the amplitudes A(1)`,II identically vanish at time instants corresponding to minima
of |E(1)(ξ, τ)|2.
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Figure 6.3: Effect of instantaneous B-field rotation on NFS intensity spectra. Two mo-
ments of switching (red dashed lines) have been considered, τ0 = 54.7 ns corresponding to
a minimum (left graph) and τ0 = 31.6 ns corresponding to a maximum of the first order
spectrum (right graph). The first order solution |E(1)(ξ, τ)|2 is shown for ξ = 10 and ini-
tially σ-polarized light. σ and pi polarization components are presented in orange and blue,
respectively.
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B-field switching remains σ-polarized but is processed via the odd transitions in the new
basis due to the destructive interference of terms with even `.
Fig. 6.3 exemplarily demonstrates the effect of the magnetic field rotation on the
scattered radiation field. In the left graph the NFS intensity spectrum is plotted in first
order for a B-field switching at τ0 = 54.7 ns (red dashed line) which corresponds to a
minimum of the unperturbed spectrum. It can be seen that the initially σ-polarized light
is converted to pi-polarized light for times larger than τ0 with a reduction factor of 1/2
in comparison to the unperturbed spectrum before switching. Moreover, the quantum
beat period before and after switching remains unchanged since E(1) given in Eq. (6.13)
is completely determined by the initially driven ∆M = 0 currents. For a switching at a
maximum of the unperturbed spectrum (e.g. τ0 = 31.6 ns in the right graph of Fig. 6.3)
the polarization before and after the magnetic field rotation is conserved whereas the
quantum beat period changes because the absorption via ∆M = 0 at τ = 0 is re-emitted
via the ∆M = ±1 transitions for τ > τ0.
In the following the most important aspects of NFS under a 90◦ magnetic field rotation
from z to x for initially σ-polarized x-rays are summarized:
• switching at zero crossings of odd A(1)`,II: τ0 = (2n+ 1) pi2 /Ω2
– correspond to minima of unperturbed spectrum
– σ-polarized x-rays are converted to pi-polarized for τ > τ0
– ∆M = ±1 interfere destructively for τ > τ0
– NFS spectrum (before and after switching) determined by ∆M = 0 transitions
– absorption from even `, reemission via even `
• switching at zero crossings of even A(1)`,II: τ0 = n 2pi/Ω2
– correspond to maxima of unperturbed spectrum
– σ-polarization is conserved due to the B-field rotation
– ∆M = 0 interfere destructively for τ > τ0
– NFS spectrum (after switching) determined by ∆M = ±1 transitions
– absorption from even `, reemission via odd `
Initially pi-polarized x-rays
Following the same lines as for initially σ-polarized x-rays, the time independent ampli-
tudes for incident pi-polarization evaluate to (see App. D)
A(1)`,II(k) ∝

[sin(Ω1τ0) + 3 sin(Ω3τ0)] eσ for ` = ±1 ,
[cos(Ω1τ0) + 3 cos(Ω3τ0)] epi for ` = ±2 ,
[sin(Ω1τ0)− sin(Ω3τ0)] eσ for ` = ±3 .
(6.14)
Here, the amplitudes are given by a superposition of sine and cosine functions with
frequencies Ω1 and Ω3 (belonging to the initially driven ∆M = ±1 transitions). In
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Figure 6.4: The same composition as in Fig. 6.2 for initially pi-polarized x-rays. Here,
the zero crossings of the amplitudes A(1)`,II with even ` coincide with minima of |E(1)(ξ, τ)|2,
whereas the simultaneous zero crossings for all odd amplitudes fall on time instants corre-
sponding to maxima of |E(1)(ξ, τ)|2.
Fig. 6.4 the amplitudes for even and odd ` are plotted together with the unperturbed
NFS intensity spectrum |E(1)(ξ, τ)|2 analogously as in the case of initial σ-polarization.
As seen from the figure, the roots ofA(1)`=±2,II coincide with the minima of the unperturbed
spectrum. For the odd transitions it is much more difficult to find time instants where all
amplitudes vanish at once. Nevertheless, the simultaneous roots ofA(1)`=±1,II andA(1)`=±3,II
exactly correspond to local maxima of the unperturbed, first order spectrum. However,
in the case of initially pi-polarized radiation the maxima of the spectrum need not to be
zero points of the amplitudes.
Analogously to the case of initially σ-polarized x-rays, the amplitudes defined in
Eq. (6.14) can be inserted into Eq. (6.6) in order to obtain an expression for the scat-
tered radiation field in first order after magnetic switching. Since it is exactly the same
procedure we restrict ourselves to presenting only the most important features:
• switching at zero crossings of even A(1)`,II:
– correspond to minima of unperturbed spectrum
– pi-polarized x-rays are converted to σ-polarized for τ > τ0
– ∆M = 0 interfere destructively for τ > τ0
– NFS spectrum (before and after switching) determined by ∆M = ±1 transi-
tions
– absorption from odd `, reemission via odd `
• switching at zero crossings of odd A(1)`,II:
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Figure 6.5: Effect of multiple scattering events. NFS intensity spectra |E(ξ, τ)|2 with
pmax = 14 are shown for ξ = 1, ξ = 5, ξ = 8, ξ = 10, ξ = 12 and ξ = 15. A fixed switching
moment of τ0 = 54.7 ns has been chosen corresponding to a minimum of unperturbed, first
order spectrum. The incident radiation has been assumed to be σ-polarized. The color
coding follows Fig. 6.3.
– correspond to maxima of unperturbed spectrum, but not all maxima are
valid switching times
– pi-polarization is conserved due to the B-field rotation
– ∆M = ±1 interfere destructively for τ > τ0
– NFS spectrum (after switching) determined by ∆M = 0 transitions
– absorption from odd `, reemission via even `
6.2.2 Effect of multiple scattering
The moments of switching determined via Eq. (6.7) give full control over the first order
scattering solution E(1) involving only single scattering events. In particular for thin
samples and small interaction times where the probability of multiple absorption and
reemission events is strongly suppressed, E(1) represents the dominant contribution to
the NFS intensity spectrum. Hence, usingA(1)`,II for the determination of τ0 is sufficient to
control the collective nuclear polarization response in the limit of thin targets and small
times. The effect of multiple scattering contributions in dependence of the effective target
thickness ξ is shown in Fig. 6.5. We have exemplarily chosen a fixed moment of switching
τ0 = 54.7 ns which according to Eq. (6.6) converts initially σ-polarized x-ray photons
into pi-polarized states. In the cases of ξ = 1, ξ = 5 and ξ = 8 this behavior is clearly
confirmed in Fig. 6.5. Increasing the target thickness further, leads to higher and higher
distortions from the “wrong” polarization component due to multiple scattering effects
not accounted for in Eq. (6.6). For instance, the relative contribution of the σ-polarized
component after magnetic field rotation is more than doubled (3.4% to 7.2%) by going
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from from ξ = 10 to ξ = 12. At the latest starting with ξ = 15 (total distortion of around
14% after τ0), the sole dominance of the first orderE(1) seems to break down and multiple
scattering events start to play a distinct role, giving rise to scattered radiation of the
“wrong” polarization, in particular immediately after the magnetic field rotation.
Note that the parameter regime of ξ where the first order polarization control is ap-
plicable, is also slightly dependent on the moment of switching τ0. For instance, in the
case of τ0 = 54.7 ns the polarization conversion works better for ξ = 8 in comparison to
the smaller thickness of ξ = 5 (see Fig. 6.5). The reason is that τ0 = 54.7 ns is close to a
minimum of the dynamical beat modulation for ξ = 8. Moving τ0 to an earlier time, e.g.
τ0 = 39.1 ns, clearly re-establishes the general trend of higher distortions in the case of
thicker targets.
6.3 Control beyond the single scattering approximation
Eq. (6.6) describes the scattered radiation field in first order where only single scattering
events are taken into account. As we have seen in the previous Section, the first order is
the dominant order in the limit of thin targets and small interaction times. Consequently,
the choice of τ0 based on Eq. (6.7) is sufficient to dynamically control the polarization
response of nuclear targets with small ξ. However, when applying timed rotations of the
magnetic field for thicker targets, multiple scattering effects lead to distortions of the
polarization purity already at effective target thicknesses larger than ξ = 10. This raises
the question whether it is possible to have polarization control beyond the first scattering
order, corresponding to a more accurate choice of τ0.
To accomplish that, the total electric field given in Eq. (5.24) has to be rewritten as a
sum of multiple scattering amplitudes
E(ξ, τ) = E0(ξ, τ) +E1(ξ, τ) +E2(ξ, τ) + · · · =
∞∑
n=0
En(ξ, τ) , (6.15)
where En describes the contribution to the scattered radiation field with exactly n ab-
sorption events for times τ > τ0. This kind of decomposition is illustratively sketched in
Fig. 6.6 for E0 and E1. We will show in the following that each term En can be written as
a product of a time-independent amplitude controllable via τ0 and some time-dependent
factor, similar to Eq. (6.6). In particular E0 shows exactly the same behavior given in
Eq. (6.6) except that the time-independent amplitudes become regulated by the effective
target thickness.
In the remaining part of this Chapter we assume τ > τ0, since we are mainly concerned
about the scattered field after the moment of switching. For τ < τ0 the solution is again
determined by Eq. (6.4). The first step to decompose E into the form of Eq. (6.15) is to
insert the recursion relation given by Eq. (5.27) into the perturbation expansion (5.24)
leading to
E(ξ, τ) =
∞∑
p=1
(−ξ)p
p!
∑
`
J`(k, τ)
∫ τ
0
dτ ′ J∗` (k, τ ′) ·E(p−1)(τ ′) . (6.16)
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timeτ00 (defined by SR pulse)
0 absorptions 
for τ>τ0
1 absorption 
for τ>τ0
scattering event
final emission
...analogously for higher orders
(switching time)
Figure 6.6: Decomposition of the scattered radiation field into contributions determined
by the number of absorption events at times after the moment of magnetic field switching.
The cases E0 and E1 are exemplarily shown corresponding to exactly 0 and 1 absorption
events for τ > τ0, respectively.
In order to further evaluate Eq. (6.16), the integration over τ ′ is split into two parts,
an integral from 0 to τ0 and one from τ0 to τ . This splitting allows us to make use of
the explicit time dependence of J∗` and J` given by Eqs. (5.32) and (5.45) for the time
sectors I (τ < τ0) and II (τ > τ0), respectively. We obtain
E(ξ, τ) =
∞∑
p=1
(−ξ)p
p!
∑
`
J`,II(k, τ)
×
(∫ τ0
0
dτ ′ J∗`,I(k, τ ′) ·E(p−1)(τ ′) +
∫ τ
τ0
dτ ′ J∗`,II(k, τ ′) ·E(p−1)(τ ′)
)
.
(6.17)
Let us have a closer look at the (p − 1)th scattering amplitude E(p−1) occurring in
Eq. (6.17). In general, E(p−1) can have multiple scattering contributions in both time
regions, for times τ < τ0 and for times τ > τ0. For the further evaluation of the second
integral it is helpful to divide E(p−1) into a part where all the absorption events happen
before the moment of switching, and a part with at least one absorption after τ0. For this
kind of splitting we make again use of the recursive solution in Eq. (5.27). Successively
expressing E(p−1) in terms of E(p−2), E(p−2) in terms of E(p−3), etc., and by dividing
89
Chapter 6 Polarization control of hard x-rays
the occurring time integrations into the regions τ < τ0 and τ > τ0, we obtain
E(ξ, τ) =
∞∑
p=1
(−ξ)p
p!
∑
`
J`,II(k, τ)
(∫ τ0
0
dτ ′ J∗`,I(k, τ ′) ·E(p−1)(τ ′)
+
∫ τ
τ0
dτ ′ J∗`,II(k, τ ′) ·
∑
`′
J`′(k, τ ′)
∫ τ ′
0
dτ ′′ J∗`′(k, τ ′′) ·E(p−2)(τ ′′)
)
=
∞∑
p=1
(−ξ)p
p!
∑
`
J`,II(k, τ)
(∫ τ0
0
dτ ′ J∗`,I(k, τ ′) ·E(p−1)(τ ′)
+
∫ τ
τ0
dτ ′ J∗`,II(k, τ ′) ·
∑
`′
J`′,II(k, τ ′)
∫ τ0
0
dτ ′′ J∗`′,I(k, τ ′′) ·E(p−2)(τ ′′)
+
∫ τ
τ0
dτ ′ J∗`,II(k, τ ′) ·
∑
`′
J`′,II(k, τ ′)
∫ τ ′
τ0
dτ ′′ J∗`′,II(k, τ ′′) ·E(p−2)(τ ′′)
)
=
∞∑
p=1
(−ξ)p
p!
∑
`
J`,II(k, τ)
(∫ τ0
0
dτ ′ J∗`,I(k, τ ′) ·E(p−1)(τ ′)
+
∫ τ
τ0
dτ ′ J∗`,II(k, τ ′) ·
∑
`′
J`′,II(k, τ ′)
∫ τ0
0
dτ ′′ J∗`′,I(k, τ ′′) ·E(p−2)(τ ′′)
+
∫ τ
τ0
dτ ′ J∗`,II(k, τ ′) ·
∑
`′
J`′,II(k, τ ′)
∫ τ ′
τ0
dτ ′′ J∗`′,II(k, τ ′′) ·
∑
`′′
J`′′,II(k, τ ′′)
×
∫ τ0
0
dτ ′′′ J∗`′′,I(k, τ ′′′) ·E(p−3)(τ ′′′)
+ . . .
)
. (6.18)
The part E0 with no absorption events after τ0 can be easily extracted from Eq. (6.18).
It evaluates to
E0(ξ, τ) =
∞∑
p=1
(−ξ)p
p!
∑
`
J`,II(k, τ)
∫ τ0
0
dτ ′ J∗`,I(k, τ ′) ·E(p−1)(τ ′)
=
∑
`
J`,II(k, τ)
∫ τ0
0
dτ ′ J∗`,I(k, τ ′) ·
∞∑
p=1
(−ξ)p
p! E
(p−1)(τ ′)
=
∑
`
J`,II(k, τ)
∫ τ0
0
dτ ′ J∗`,I(k, τ ′) ·
∞∑
p=0
(−ξ)p+1
(p+ 1)!E
(p)(τ ′) , (6.19)
where we first changed the order of summations and afterwards renamed the summation
index p to p + 1. Employing furthermore the explicit time dependence of J`,II given in
Eqs. (5.45), we obtain the following form
E0(ξ, τ) =
∑
`
A`,II(k, ξ) e−iΩ`(τ−τ0)−τ/2 , (6.20)
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with the time-independent amplitude A`,II given by
A`,II(k, ξ) = j`,II(k)
∑
`′
e−iΩ`τ0DIgMgM ′g(α, β, γ)
×DIe ∗MeM ′e(α, β, γ)
(∫ τ0
0
dτ ′ J∗`′,I(k, τ ′) ·
∞∑
p=0
(−ξ)p+1
(p+ 1)!E
(p)(τ ′)
)
. (6.21)
In contrast to the first order amplitude A(1)`,II defined in Eq. (6.7), A`,II depends on
the effective target thickness ξ. However, it is possible to express A`,II in terms of ξ-
independent amplitudes A(p)`,II by explicitly writing the summation over the scattering
orders p,
A`,II(k, ξ) = − ξ1!A
(1)
`,II(k) +
ξ2
2!A
(2)
`,II(k)−
ξ3
3!A
(3)
`,II(k)± · · · =
∞∑
p=1
(−ξ)p
p! A
(p)
`,II(k) , (6.22)
with
A(p)`,II(k) = j`,II(k)
∑
`′
e−iΩ`τ0DIgMgM ′g(α, β, γ)
×DIe ∗MeM ′e(α, β, γ)
(∫ τ0
0
dτ ′ J∗`′,I(k, τ ′) ·E(p−1)(τ ′)
)
. (6.23)
This decomposition clearly proves that Eq. (6.20) describes the scattered field beyond
first order. In the limit of small ξ, single scattering events dominate the nuclear scattering
process such that A`,II reduces essentially to the first order amplitude A(1)`,II. In this case,
the higher orders p > 1 can be treated as small corrections.
For large ξ, also higher orders in En gain in importance. These higher orders can be
evaluated in the same manner like E0. For instance, in the case of exactly one absorption
event after τ0, we obtain
E1(ξ, τ) =
∑
`
J`,II(k, τ)
∫ τ
τ0
dτ ′ J∗`,II(k, τ ′) ·
(∑
`′
B`′,II(k, ξ) e−iΩ`′ (τ ′−τ0)−τ ′/2
)
, (6.24)
where the amplitudes B`,II can be written as
B`,II(k, ξ) = ξ
2
2!A
(1)
`,II(k)−
ξ3
3!A
(2)
`,II(k) +
ξ4
4!A
(3)
`,II(k)∓ · · · =
∞∑
p=1
(−ξ)p+1
(p+ 1)!A
(p)
`,II(k) . (6.25)
As seen from Eqs. (6.24) and (6.25), the magnetic field rotation at τ0 can only influence
the nuclear response of excitations created earlier, in agreement with the principle of
causality. Note that based on Eqs. (6.20) and (6.24), it is straightforward to generalize
these results to the nth order En.
In Fig. 6.7, numerical evaluated NFS intensity spectra |E(ξ, τ)|2 including all scattering
orders up to pmax = 14 are presented for effective target thicknesses ξ = 1, ξ = 5, ξ = 8,
ξ = 10, ξ = 12 and ξ = 15. Analogously to Fig. 6.5, a magnetic field switching is applied
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Figure 6.7: Polarization control beyond first order. Intensity spectra are shown analogously
to Fig. 6.5. The difference is that the switching moments (red dashed lines) are calculated
beyond first order by numerically evaluating A`,II. The times τ0 (written in red) depend on
the effective target thickness ξ.
such that the incident σ-polarization is expected to be scattered into pi-polarization
states. In contrast to Fig. 6.5, the moments of switching in Fig. 6.7 are chosen in
dependence of the target thickness ξ by numerically evaluating the amplitudes A`,II
given in Eq. (6.21). Comparing the polarization control beyond first order (Fig. 6.7)
with the first order results (Fig. 6.5), it can be verified that the polarization purity after
τ0 is strongly increased especially for large ξ. Regarding the integrated intensity for times
larger than τ0, the distortions from the “wrong” polarization state could be optimized for
all considered ξ values to a relative contribution below 3.2%. In particular for ξ = 15, this
corresponds to an improvement in the polarization purity by a factor of approximatively
4.5. In the limit of thin samples, the moments of switching deviate only weakly from τ0
calculated via the first order approximation (6.7). Increasing the target thickness leads
to a larger and larger deviation, for instance, from ξ = 1 to ξ = 15 the discrepancy
increases from 0.1 ns to 1.3 ns. Having a closer look at the case ξ = 15 reveals that in
particular immediately after the B-field rotation the purity of the polarization response
is strongly enhanced in comparison to the first order result. At times much larger than
τ0 distortions from higher orders En (absorption and reemission events after τ0) start to
play a role not influenceable via the magnetic field rotation. Nevertheless, a switching
moment determined by the amplitudes A`,II (including all scattering events before τ0) is
able to control the nuclear polarization response for targets up to ξ = 12. For samples
with ξ ≥ 15, distortions from the “wrong” polarization are expected to become stronger
due to stronger contributions from higher orders En with n 6= 0. In the limit of thin
targets (ξ ≤ 8), the first order polarization control seems to be sufficient.
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Logical gates with polarization-encoded
single x-rays
Due to the exponentially increasing computation complexity over the years, the number
of transistors per chip grows continuously, becoming technically more and more demand-
ing. It is therefore a crucial objective of information technology to build computing
devices (classical as well as quantum mechanical) in a more and more compact form.
Photons, for instance, can be used as flying information carriers which enable fast and
efficient information processing schemes sustainable over long distances. However, ap-
plying Moore’s law [243] to photonic circuits, it turns out that the size of future devices
will be quickly limited by the diffraction limit of the used photons (∼ µm for optical
wavelengths). The usage of x-ray photons would drastically reduce the fundamental
limitation on nanoscale photonic circuits because of the remarkable focusing abilities in
the keV photonic energy range. Currently, x-ray beams have been focused down to the
nm range [10–12], and today’s x-ray waveguides typically employ a spatial confinement
between ten up to tens of nm [124]. The potential sub-Å spatial resolution of x-rays [126]
promotes the vision of future information storage and processing schemes in their most
compact form, namely on the scale of single atoms.
While atomic transitions are naturally used to resonantly manipulate optical pho-
tons, nuclear transitions may be the elementary counterparts for x-rays. For quantum
optics applications, nuclear transitions present a clean, well isolated system with very
long coherence times, while x-rays attract with their good detection efficiency, pene-
tration power and spatial resolution. Admittedly, experimental challenges at the large
coherent x-ray source facilities today will require a different paradigm compared to table-
top optical experiments. However, control at the single-photon level has been recently
demonstrated also in a laboratory-scale Mössbauer setup, where the coherent manipula-
tion of waveforms of individual x-rays has been achieved [100]. Such control procedures
operated at single-photon nuclear interfaces along with the recent development in x-ray
optics [26, 27, 115–119] open the perspective to extend fields like quantum information
and quantum communication to photon energies in the keV-range.
The extension of information science to x-ray wavelengths requires precise control tools
not only for the waveforms, but also for polarization, frequency and phase of single-
photon wave packets. In this Chapter, we concentrate on the polarization properties
of x-ray photons. We investigate theoretically how polarization-encoded single x-rays
can be coherently processed by means of resonant nuclear interactions via the procedure
introduced in Chap. 6. The main result of this Chapter is the design of logical gates
for single x-ray photons. The platform where it is possible to integrate unary logical
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Figure 7.1: Nuclear forward scattering setup. σ- (orange) or pi-polarized (blue) x-rays
scatter off a nuclear target in the forward direction. A spatially separated control photon
triggers a magnetic field rotation from the z- to the x-axis. The hyperfine-split nuclear level
scheme of 57Fe is illustrated in the inset.
operations for x-rays within a single setup is introduced right at the beginning in Sec. 7.1.
Afterwards, in Sec. 7.2 it is explicitly shown how the single-input logical gates can be
implemented on this platform by polarization control schemes employing magnetic field
rotations. Sec. 7.3 is finally devoted to binary logical operations. Introducing a second,
temporally synchronized control photon opens the possibility to put forward Boolean
operations with x-rays.
7.1 The universal platform for single x-ray manipulations
Analogously to Chaps. 5 and 6, the setup of nuclear resonant scattering is considered
(see Fig. 7.1). A broadband x-ray pulse resonant to the 14.4 keV Mössbauer transition
in 57Fe impinges on an iron target. In the presence of a nuclear hyperfine magnetic
field, the ground and excited nuclear states of 57Fe undergo Zeeman splitting according
to their spin values as illustrated in the inset of Fig. 7.1. Due to the Fourier limit
of the temporally narrow incident x-ray pulses, several polarization-selected hyperfine
transitions labeled with ` can be simultaneously driven leading to well-known quantum
beats in the NFS intensity spectrum [103]. For instance, initially σ-(pi-)polarized x-rays
couple to all ∆M = 0 (∆M = ±1) transitions provided the magnetic field BI points
along the z-direction. Since only those photons are coherently scattered into the forward
direction for which the nucleus returns to its original ground state Zeeman level, the
σ-(pi-)polarization is conserved in the course of NFS with constant hyperfine field BI as
explained in Sec. 6.1.
Abrupt rotations of the nuclear hyperfine magnetic field offer means of polarization
control of the nuclear signal as shown in Secs. 6.2 and 6.3. The magnetic field at the
nuclear target BI is initially assumed to be constant and to point along the z-axis.
A fast rotation of the magnetic field following nuclear excitation (for instance, to BII
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parallel to the x-axis by a 90◦ counterclockwise rotation around the y-direction) leads
to an almost instantaneous change of the quantization axis and a redistribution of the
collective excitation among the Zeeman levels. Each initially excited nuclear current
[159, 174] is transferred into a sextet of new currents which can interfere constructively
or destructively depending on the switching geometry and exact rotation moment τ0 [96].
We consider 57Fe-enriched FeBO3 as target which is a canted antiferromagnet. The
FeBO3 crystal attracts with a very pure nuclear signal [244] and excellent switching
properties of the magnetic field. Practically, a constant, weak magnetic field first induces
a magnetization of the nuclear spins. Applying a second, pulsed magnetic field (stronger
than the constant B-field) leads to a fast realignment of the hyperfine fields while keeping
the nuclear magnetic moment unchanged. Experimentally the timescale of such abrupt
rotations has been reported to be faster than 4 ns [245] due to the special magnetization
properties of FeBO3. In the following, we will consider an effective target thickness of
ξ = 10.
At present, typically in x-ray-nuclear-transition interfaces only one excitation, i.e., one
resonant x-ray photon, exists in the system at any given time [104]. The photon is
in a coherent state rather than a Fock state, allowing for a semi-classical treatment of
the light-nucleus interaction [4] as introduced in Chaps. 5 and 6. Entanglement occurs
in the system only in its single-photon version [112, 246], by having the x-ray photon
entangle two spatially or temporally separated field modes. Furthermore, in contrast to
nuclear magnetic resonance techniques [125] that employ nuclear ground state spins as
information carriers and process them with microwave fields, here we envisage magnetic
fields to modify the properties of an x-ray transition to an excited nuclear state. These
are rather unusual factors for the implementation of logical operations as known from
the optical [247–251] or microwave regimes [252–255], that call for a new approach.
7.2 Unary logical operations
Classically, there are four single-input, i.e, unary, logic gates: the Identity leaves the
target bit unchanged; the True and False operations give “T” and “F”, respectively,
independent of the input; and theNegation flips the operated bit from either “F” to “T”
or from “T” to “F” [see truth tables in Fig. 7.2(b)]. The photonic information carriers
can be encoded as x-ray orthogonal polarization states, for instance “F” as pi- and “T” as
σ-polarization. The unary gates for polarization-encoded x-rays can be implemented in
resonant NFS by making use of the polarization control scheme introduced in Chap. 6.
There it has been shown that linear polarizations states can be converted into their
orthogonal counterparts by applying a timed 90◦-rotation (from z to x) of the magnetic
field as schematically illustrated in Fig. 6.1. In order to realize logical operations within
this setup, switching instances τ0 have to be found where σ- and pi-polarizations are
simultaneously converted into (pure) opposite polarization states.
Let us discuss the finding of these switching instants τ0 at the example of the Nega-
tion. In this case, the moment of switching has to be chosen such that initially σ- and
initially pi-polarized x-rays are scattered into pi- and σ-polarization states, respectively.
This requirement translates to finding an instance τ0 where the amplitudes A`=±1,±3,II
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(a) Unary logical gates in the course of NFS
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(b) Truth tables for Identity, False, True and Negation.
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Figure 7.2: (a) NFS intensity spectra with an optical depth of ξ=10 are shown for initially
σ- (top row) and pi−polarized (bottom row) x-rays. The switching times τ0 (red dashed lines)
determine the implemented logical operation. (b) Truth tables for the logical Identity,
False, True and Negation are presented.
for ep = eσ and A`=±2,II for ep = epi identically vanish at the same time. Numerically
evaluating Eq. (6.21), we can prove that such almost simultaneous switching times exist
leading to the desired behavior for E0 for times τ > τ0 [see Eq. (6.20)]. Following this
procedure for the Identity, True and False operations, the unary x-ray gates can be
implemented within the same setup by choosing the proper τ0 [256].
Our results are presented in Fig. 7.2. In the top row the incident radiation is σ-
polarized (orange line and filling) whereas the bottom row shows the scattered photon
yield for initially pi-polarized x-rays (blue line and filling). The numerical results for the
scattered field shown in Fig. 7.2(a) include all scattering orders up to pmax = 14 which
is sufficient for an effective target thickness of ξ = 10. Fig. 7.2 shows that depending on
the moments of magnetic field rotation, it is possible to convert orthogonal polarizations
into each other in the course of NFS. For instance, a magnetic field rotation of 90◦ at
τ ≈ 22.3 ns simultaneously converts σ into pi and vice versa as shown in the last column
of Fig. 7.2(a), successfully implementing the logical Negation for all times τ > τ0. In
the same manner, it is also possible to realize the True, False and Identity operations.
The latter does not need any switching of the magnetic field since the chosen geometry
conserves σ- and pi-polarization in the case of static hyperfine fields.
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Identity False True Negation
σ (%) 0 95.2 93.5 (92.9) 87.4
pi (%) 0 92.5 82.9 73.6
ησ (%) 100 97.0 98.3 (99.2) 95.9
ηpi (%) 100 99.4 99.9 99.3
Table 7.1: Loss rate ε and probability of realization η are presented for the case of optimized
switching moments as used in Fig. 7.2. Superscripts σ and pi refer to initial polarization state
of the incoming radiation.
In order to quantify the success rate of the implemented x-ray gates, the measures ε
and η are introduced via
ε =
∫ τ0
0 dτ
∣∣E(ξ, τ)∣∣2∫∞
0 dτ
∣∣E(ξ, τ)∣∣2 = Iτ<τ0Itot , (7.1)
and
η =
∫∞
τ0
dτ
∣∣Egate(ξ, τ)∣∣2∫∞
τ0
dτ
∣∣E(ξ, τ)∣∣2 = IgateIτ>τ0 . (7.2)
The quantity ε is defined as the integrated intensity for times smaller than the moment
of switching Iτ<τ0 divided by the total integrated intensity Itot. Since the gate operation
can be only realized for τ > τ0, ε gives a measure of the intensity loss at times τ < τ0.
Due to multiple scattering events, the scattered radiation field after τ0 also contains dis-
tortions from the “wrong” polarization output. The quantity η describes the probability
of realization for the x-ray gates for times τ > τ0. In Eq. (7.2), Egate corresponds to
the polarization component of a successful gate operation, e.g., in the case of the True:
Egate = E · eσ.
In Table 7.1, numerical values ε and η are presented for the realizations shown in
Fig. 7.2 in dependence of the initial polarization state. Since the Identity operation is
accomplished without any switching, it shows no loss and a success rate of 100%. The
non-trivial cases, the False, True and Negation, in particular suffer from high loss
rates, larger than 70%. The probabilities of realization η for τ > τ0 approach values
close to unity. Even in the case of the Negation for initially σ-polarized x-rays which
represents the worst scenario in terms of η, a success rate of 95.9% is reached.
In general, the polarization purity of the scattered radiation after the magnetic field
switching is limited by three factors. First, in our choice of τ0 we rely on Eq. (6.21) in
which we have disregarded the possibility of further multiple scattering after the magnetic
field switching at τ0. This approximation leads to small polarization mixing in the case
of ξ = 10 as shown by the complete numerical calculation, see Fig. 7.2(a). Thereby, the
unwanted polarization component contributes less than 5% to the total intensity after τ0,
see Table 7.1. Second, theoretically the switching times for an individual unary gate may
differ by up to 0.5 ns depending on whether the incident radiation is σ- or pi polarized.
For instance, in the case of the Negation unary gate, τσ0 = 22.6 ns and τpi0 = 22.1 ns
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(a) Time delay (b) Spatial splitting
Figure 7.3: The initial x-ray pulse can be temporally (a) or spatially (b) split depending
on its polarization.
[these are the values used in Fig. 7.2(a)]. Even if we choose an averaged switching time
in between, the calculated probability of realization η is still better than 95% for all four
unary gates. Third, so far experimentally the switching time is known only to be less
than 4 ns [245] for a setup employing 57Fe-enriched FeBO3 [257,258]. However, the good
performance of switching experiments [96,239] indicates that the magnetic field rotation
occurs on a shorter time than 4 ns. Already a rotation duration of 1 ns, leading to 1 ns
uncertainty of τ0 corresponds to η = 90% for the most affected case of the Negation
gate, motivating thus improvements in the experimental determination and control of
the fast switching instant τ0.
Beside perturbations from the “wrong” polarization component, the condition τ > τ0
strongly reduces the total probabilities of realization, since photons released before the
time τ0 defined by the vertical dashed line in Fig. 7.2(a) are lost. Rotations at late times
therefore lead inevitably to significant losses ε, in the case of the logical Negation,
for instance, in average more than 80% of the scattered photons. In the following we
introduce two approaches that circumvent some of the depicted limitations.
A first approach is to introduce a polarization-sensitive time delay line by using a
polarizer as shown in Fig. 7.3(a). The instant of nuclear excitation becomes then depen-
dent on the polarization of the incident SR pulse. Since the polarization is assumed to
be either σ or pi initially, the time delay can be chosen such that the two switching times
exactly match and losses are minimized. For instance, in order to implement the logical
Negation via a switching time of 6.9 ns, the pi-polarization needs to be delayed by 1.9
ns which reduces the losses from approx. 80% to approx. 38% in the case of initially pi-
polarized light. Practically, such a time delay line [259,260] can be realized with modern
x-ray optics like channel-cut silicon crystals as polarizers [133,134,261] and almost 100%
reflecting x-ray mirrors [118]. In Refs. [262, 263], for instance, 8 keV photons have been
temporally delayed up to 3 ns.
Similarly, in a second approach the polarizer can be used to spatially split the SR
pulse in order to use two separated nuclear targets (see Fig. 7.3(b)). The magnetic
field rotations can be then chosen independently of each other. Analogously to the
first approach, the switching times can then be optimized individually for each input
polarization state potentially leading to theoretical probabilities of realization larger
than 95%. The two spatially separated paths are later on recombined via a beam mixer
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BM [262].
So far we have restricted ourselves to the case where the incoming photon has been
either σ- or pi-polarized. What about single-photon states being initially in a quantum
mechanical superposition of σ and pi? Are the logical gates still working for such super-
position states? In order to answer these questions, let us consider the superposition
|Ψ〉 = α|σ〉+ β|pi〉 , (7.3)
where |σ〉 and |pi〉 denote σ- and pi-polarization states, respectively, and α and β are some
arbitrary complex amplitudes. Following the notation of Chaps. 5 and 6, |Ψ〉 represents
the incoming radiation and can be written as
Ein(τ) =
(
αeσ + βepi
)
δ(τ) . (7.4)
In the following, we will evaluate how the scattered radiation field looks like for an input
state given in Eq. (7.4). In order to do so, we first have a look at the single scattering
amplitude E(1) which is completely determined by A(1)`,I for τ < τ0 and A(1)`,II for τ > τ0.
Inserting Eq. (7.4) into Eq. (6.5) and Eq. (6.7), respectively, leads to
A(1)`,I (k) = j`,I(k)
(
j∗`,I(k) ·
(
αeσ + βepi
))
= αA(1)`,I
σ
(k) + βA(1)`,I
pi
(k) (7.5)
and
A(1)`,II(k) = j`,II(k)
∑
`′
e−iΩ`τ0DIgMgM ′g(α, β, γ)D
Ie ∗
MeM ′e
(α, β, γ)
×
∫ τ0
0
dτ ′ J∗`′,I(k, τ ′) ·
(
αeσ + βepi
)
δ(τ ′)
= αA(1)`,II
σ
(k) + βA(1)`,II
pi
(k) . (7.6)
In both cases, the amplitudes split up into a part determined by the σ-component of the
incoming x-ray pulse Ein and a part originating from the pi-component of Ein. In order
to obtain a similar decomposition of the second order amplitudes A(2)`,II(k), Eq. (6.4) is
used to express E(1) in terms of the amplitudes A(1)`,I for τ < τ0. Inserting subsequently
Eq. (7.5) into Eq. (6.4) and then into Eq. (6.23) leads directly to
A(2)`,II(k) = j`,II(k)
∑
`′
e−iΩ`τ0DIgMgM ′g(α, β, γ)D
Ie ∗
MeM ′e
(α, β, γ)
×
∫ τ0
0
dτ ′ J∗`′,I(k, τ ′) ·
∑
`′′
(
αA(1)`′′,I
σ
(k) + βA(1)`′′,I
pi
(k)
)
e−iΩ`′′τ ′−τ ′/2
= αA(2)`,II
σ
(k) + βA(2)`,II
pi
(k) . (7.7)
It can be analogously shown that higher orders decompose in the same way finally re-
sulting in
A`,II(k, ξ) = αAσ`,II(k, ξ) + βApi`,II(k, ξ) . (7.8)
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Since moreover the amplitudes B`,II, C`,II, etc., can be written in this form, the total
scattered field amplitude splits up in the same manner. For instance, the contribution
E0 without nuclear scattering events after τ0 can be explicitly written as
E0(ξ, τ) = αEσ0 (ξ, τ) + βEpi0 (ξ, τ) , (7.9)
where the superscript σ (pi) indicates that this contribution originates solely from the
initially σ-(pi-)polarized component. Note that Eσ0 and Epi0 in general have arbitrary
polarization depending on the scattering events prior to τ0.
What does this mean for the initial superposition state |Ψ〉? Since the total scattered
field amplitude splits up into a part coming from |σ〉 and a part coming from |pi〉, the
proposed processing schemes for single x-rays can be applied to arbitrary superposition
states. The gate transformations can be explicitly generalized to
Identity: |Ψ〉 → αψσid(t)|σ〉+ β ψpiid(t)|pi〉 ,
False: |Ψ〉 → αψσfalse(t)|pi〉+ β ψpifalse(t)|pi〉 ,
True: |Ψ〉 → αψσtrue(t)|σ〉+ β ψpitrue(t)|σ〉 ,
Negation: |Ψ〉 → αψσneg(t)|pi〉+ β ψpineg(t)|σ〉 . (7.10)
Here, the time-dependent scattering amplitudes ψ describe the resonant scattering pro-
cess after the magnetic field rotation (τ > τ0). Small perturbations from the “wrong”
polarization state due to scattering events after τ0 involve higher orders En and have
been neglected in Eqs. (7.10). The amplitudes ψ are determined via Eq. (7.9) where only
the 0th order E0 (after τ0) is taken into account.
7.3 Boolean algebra with x-rays
We now turn to the implementation of Boolean operations with x-rays by means of
binary logical gates. Since the x-ray-nuclear interface hosts a single photon only, a
second, temporally synchronized photon is required as control. A simple but elegant
idea to induce an effective nonlinearity between control and target photons is to have
the magnetic field rotation triggered by the detection of the second control photon [256].
The latter can be spatially separated from the x-ray line as shown in Fig. 7.1 in order
to distinguish between control and target mode. Since the nature of the implemented
logical operation is completely determined by τ0, the trigger photon responsible for the
magnetic field switching acts as control for the polarization-encoded x-ray.
The magnetic field rotation could be applied at a predetermined switching time τ0
(counted from the incidence of the x-ray target pulse at τ = 0), in case a control photon
is detected at the trigger. Alternatively, the detection event of the control photon may
trigger a prompt rotation of the magnetic field. In this case the switching instant τ0 is no
longer predetermined but rather set during operation, and coincides with the incidence
of the control photon at the trigger. In the following, we consider the latter, more general
procedure where the moment τ0 is determined during operation.
The control photon is considered to be temporally synchronized with the target pulse
exhibiting a time delay ∆τ (see Fig. 7.4). In order to render the triggering process
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τΔτ0Δ
TargetControl
σπ
Figure 7.4: Time sequence of target and control pulse. A time delay ∆τ between target
and control pulse is introduced. The pi-polarized component of the control pulse (blue) is
furthermore delayed by ∆τ0 with respect to the σ-polarized component (orange).
dependent on the polarization of the control path, a polarization-sensitive element such
as a polarizer can be used. We consider two kind of procedures: (i) the polarizer is placed
in front of the trigger such that only photons of a certain polarization reach the detector
which activates the magnetic field rotation; (ii) the polarizer is embedded into a time
delay line as illustrated in Fig. 7.3(a) in order to obtain an arrival time of the control
pulse at the trigger sensitive to its polarization. In the latter case, either the σ- or pi-
component is delayed in comparison to its orthogonal counterpart by a time period ∆τ0.
The resulting pulse sequence with the corresponding time delays ∆τ and ∆τ0 is sketched
in Fig. 7.4 for the case where the pi-component experiences a time shift with respect to
the σ-polarized part. Note that whenever procedure (i) is applicable or ∆τ0 = 0, the
switching scheme can be reduced such that the practical implementation is feasible by
the simplified triggering procedure with a predetermined switching instant τ0.
In the following, we discuss on the canonical example of the exclusive OR (XOR) how
Boolean operations can be physically implemented with x-ray photons. The truth table
of the XOR operation is given in Table 7.2, the output is “T” if and only if control
and target photons are in opposite states. In general, the control photon may encode
information for instance in polarization, time bin [264–266], or path. We employ the same
information encoding as for the target x-ray photon where “F” and “T” are encoded as pi-
and σ-polarized states, respectively. In the case of the XOR, the NFS setup is required
to operate as Identity if the control photon is σ-polarized C = pi and as Negation
if C = σ. This can be explicitly implemented by a time delay of the control pulse
∆τ = 22.3 ns (see Table 7.2) and by a polarizer allowing only σ-polarized photons to
reach the trigger (illustrated as “×” in Table 7.2). The timed magnetic field rotation
then results in a flip of the polarization of the target photon if C = σ. If C = pi, no
magnetic field rotation is applied leaving the polarization untouched.
In Table 7.2 possible implementations for the commutative Boolean operations with
two inputs are summarized by means of a pulse sequence determined by ∆τ and ∆τ0. For
∆τ0 we distinguish if either the pi- or σ-polarization component is delayed. Moreover, the
“×” indicates that the corresponding polarization component is removed by a polarizer
such that it does not reach the trigger. Each time a “×” appears or ∆τ0 = 0, the operation
can be practically realized with a predetermined switching instant. For instance, in the
case of the XOR operation, a predetermined switching moment of 22.3 ns can be used if
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Operation Implementation Time delay ∆τ Time delay ∆τ0 Truth table
pi σ
FALSE False if C = piFalse if C = σ 53.7 ns
F T
F F F
T F F
AND False if C = piIdentity if C = σ 53.7 ns ×
F T
F F F
T F T
NAND True if C = piNegation if C = σ 22.3 ns 9.3 ns
F T
F T T
T T F
OR Identity if C = piTrue if C = σ 31.6 ns ×
F T
F F T
T T T
NOR Negation if C = piFalse if C = σ 22.3 ns 31.4 ns
F T
F T F
T F F
XOR Identity if C = piNegation if C = σ 22.3 ns ×
F T
F F T
T T F
XNOR Negation if C = piIdentity if C = σ 22.3 ns ×
F T
F T F
T F T
TRUE True if C = piTrue if C = σ 31.6 ns
F T
F T T
T T T
Table 7.2: Boolean operations with two inputs. The implementation of the commutative,
binary logical operations is shown including the corresponding control pulse delay τ , polar-
ization delay τ0 and condensed truth tables. The following optimized moments of switching
have been considered for the unary gates: τ0 = 53.7 ns for False, τ0 = 31.6 ns for True
and τ0 = 22.3 ns for Negation.
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it is ensured that only σ-polarized control photons reach the trigger.
The XOR operation is the classical counterpart to a controlled NOT (CNOT) gate.
The CNOT gate flips the state of a target qubit conditional on a control (C) qubit being
in the logical state “T” [125]. Since the information associated with the control photon is
destroyed during operation in our setup, and the polarization control relies on resonant
scattering, the presented setup corresponds to a nondeterministic version of a destructive
CNOT gate [267,268], which cannot be used directly for reversible computing [269]. Two-
photon interference phenomena like the Hong-Ou-Mandel effect [270] may be employed
to build real non-destructive quantum gates in the x-ray domain.
A proof-of-principle experiment for the operation of Boolean algebra with x-rays can
be carried out already today at SR facilities which have access to the keV photon energy
regime and short pulses (∼ ps) compared to the time-scale of the nuclear response (∼ ns).
Moreover, the high pulse repetition rate renders it possible to record the presented in-
tensity spectra in a reasonable time. The magnetic field rotation can be triggered by
the detection of the control photon temporally synchronized with the synchrotron pulse
clock. A fast triggering process is guaranteed by todays photodiodes which have response
times shorter than 1 ns [271,272]. A tilt of the polarization plane of the scattered x-rays
can be measured with a precision down to a few arcsec by using a special polarizer-
analyzer setup [261]. Experiments at novel x-ray free electron sources (with their high
brightness) [151,152] will facilitate the implementation of binary x-ray gates where both
target and control photons are resonant to the nuclear transitions and originate from the
same x-ray pulse.
In conclusion, we have shown that the light-nucleus interaction in NFS can be used to
perform logical operations on single x-ray photons by applying nuclear hyperfine magnetic
field rotations. X-ray single-input gates can be compiled within a single setup where
solely the variation of the magnetic field switching moment τ0 determines the nature
of the logical operation. The introduction of a temporally synchronized control photon
allows to design a triggering procedure along which Boolean operations with two input
states can be performed. The realization of these basic logical operations may extend
information science to photon energies in the x-ray domain in the near future involving
potential spatial resolutions on the scale of single atoms.
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Quantum eraser with x-ray quanta
Quantum interference, the key concept in complementarity (gedanken)experiments, oc-
curs whenever a quantum system can choose between several paths from a common
initial state |i〉 to the same final state |f〉. The most famous interference experiment
is Young’s double-slit setup. As long as the path chosen by the particle through the
double-slit remains unrevealed, one can observe interference fringes in a position mea-
surement somewhere behind the slits. According to the complementarity principle, a
detector capable of determining the path taken by the particle through the double-slit
(and supply which-way information) will destroy the interference pattern. The physical
mechanism via which the interference is lost typically relies on random classical mo-
mentum kicks which are introduced by the detector revealing which-way information in
the system [273]. This is however not always the case. In more recent quantum optics
experiments, the path chosen by the particle, this time an atom or ion, can be marked
by employing further degrees of freedom related to their internal, quantum structure. In
this case, even if the acquisition of which-way information involves a momentum kick,
this is a coherent quantum process rather than a classical random one. While the inter-
ference disappears due to this marking, one can later choose to “erase” the which-way
information and restore the interference behavior, in a process first proposed in Ref. [136]
and illustratively called quantum eraser. If the instant of erasure is chosen such that it
occurs only after detection of the particle (allowing determination of its earlier behavior
as wave or particle) one speaks of a delayed-choice quantum eraser [274,275].
Complementarity is closely related to Heisenberg’s uncertainty relations [276] that
describe the limitations on the possible accuracy of classical measurements of a quantum
system. Over the years, the dilemmas of complementarity gedankenexperiments such as
Einstein’s recoiling-slit experiment [273] or Feynman’s electron-light scattering scheme
[277] were solved invoking the position-momentum uncertainty relation [276], prompting
the question whether complementarity is always enforced by the uncertainty relations. A
vivid theoretical debate [278–282] as well as several experiments [283–285] showed that
complementarity is more fundamental than the uncertainty relation, i.e., one can find
cases in which the effect of Heisenberg’s uncertainty relations is not sufficient to justify
the occurring complementarity.
Analogously to position and momentum, the time-energy complementarity relation
has as counterpart the time-energy uncertainty relation, ∆E∆t ≥ ~/2. We recall that
the latter, although generally accepted as valid, does not rely on the same mathematical
basis as other uncertainty relations, i.e., it is not a direct mathematical consequence of
the replacement of classical numbers by operators. Time is not an operator in quantum
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mechanics, it is just a parameter. Although from the theoretical and philosophical side
the debates on the concept of time in quantum mechanics are ongoing [286–289], there
are only few experiments with quantum particles which do not involve time-related mea-
surements. A number of double-slit-type setups recording interference between paths
differing in time rather than spatially have been investigated both theoretically and ex-
perimentally. These include a double-slit experiment in the time-energy domain where
the slits are related to different time windows of attosecond duration [290–292], a streak-
ing temporal double-slit in an orthogonal two-color laser field [293], vacuum-mediated
interference in atomic resonant fluorescence [294] or oscillations of Mössbauer neutri-
nos [295].
In this Chapter, we investigate theoretically a quantum eraser setup exploiting the
complementarity between time and energy in a so-far unexplored parameter regime. The
novelty arises from the use of hard x-ray quanta instead of optical or infrared photons.
We envisage interference occurring in driving the 14.4 keV Mössbauer transition in 57Fe
by x-rays from a synchrotron radiation (SR) source. Under the presence of a hyperfine
magnetic field, the splitting of the ground and first excited states will lead to the indistin-
guishable excitation of two transitions as shown in Fig. 8.1(d) and to the detection of an
interference pattern, the so-called quantum beat [see Fig. 8.1(b)]. Subsequent manipula-
tions of the x-ray photon polarization in a marking procedure leads to the disappearance
of the interference. By appropriate quantum erasure of the which-way information, the
interference pattern can be restored in a very similar manner as explained in the original
quantum eraser proposal [278]. Due to their long coherence times, the use of nuclear
transitions leads to very small relative values for the energy transfer occurring in the
marking procedure compared to the actual photon energy, ∆E/E ∼ 10−13.
The Chapter is structured as follows. Sec. 8.1 introduces the interference mechanisms
in the course of nuclear forward scattering (NFS) leading to the interference spectra in the
collective decay. Sec. 8.2 continues with the description of the path marking techniques
and describes two versions of quantum erasure. Numerical results are presented here for
both discussed setups.
8.1 Interference mechanisms in NFS
In order to obtain quantum interference we exploit the collective effects rising in NFS of
SR on Mössbauer solid-state samples (see Fig. 8.1). Due to the recoilless excitation and
decay of the nuclear excited state, as long as the initial and the final states are the same for
all nuclei in the sample, it is impossible to pin-point which nucleus or nuclei were involved
in the excitation. In this respect, we have here the generalized, N -scatterer version of
Young’s interference experiment with (optical) light scattered from two atoms [283].
The collective excitation leads to directional scattering in the forward direction allowing
a spatial separation of the coherent (collective) and incoherent (without interference)
decays [103]. The collective coherent decay and consequently the interference effects
occur in the forward direction as already explained in Chap. 5.
A typical NFS setup is shown in Fig. 8.1(a). The x-rays, typically from a SR source
monochromatized to the nuclear transition energy, propagate along the y-direction and
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Figure 8.1: (a) Typical NFS setup with magnetic fieldB. (b) NFS time spectrum for a thin
target with quantum beat pattern (orange curve). (c) Nuclear level scheme of an individual
57Fe nucleus under hyperfine splitting. (d) Collective picture with a common ground state
G and excited levels E1 and E2 driven via the ∆M = 0 transitions.
impinge on the nuclear sample with an incident angle of 90◦. The radiation is linearly po-
larized with x-(z-)polarized light denoted as σ-(pi-)polarization by convention [242]. The
time spectrum of the resonantly scattered radiation is detected in the forward direction.
The nuclear response occurs on a much longer time scale than the x-ray pulse duration
and the non-resonant, electronic response, allowing for time gating of the signal [104].
Due to the typically narrow nuclear resonances and the low brilliance of x-ray sources,
at most one nucleus can be excited in the sample per pulse (see also Chap. 5).
The most used nuclear transition in NFS is the one connecting the stable ground
state of 57Fe (nuclear spin Ig = 1/2) with the the first excited state (nuclear spin Ie =
3/2, mean lifetime τ=141 ns) at 14.413 keV. The recoilless nature of this transition in
solid-state nuclear targets leads to the formation of a delocalized, collective excitation
which decays coherently into the forward direction leading to a relative speed-up and
enhancement of the NFS yield (see Chap. 5). The formation of the exciton can be
interpreted as an interference effect for the scattering of the resonant photon or photons
off a collection of N nuclei. As long as the identity of the interacting nucleus is not
revealed, for instance via spin flip, recoil or an internal conversion electron, the collective
excitation occurs.
In the presence of a nuclear hyperfine magnetic field, the ground and excited nuclear
states undergo Zeeman splitting according to their spin values as illustrated in the inset
of Fig. 8.1(c). Due to the Fourier limit of the temporally narrow incident x-ray pulses,
several polarization-selected hyperfine transitions can be simultaneously driven leading to
well-known quantum beats in the NFS intensity spectrum [103]. For instance, initially σ-
(pi-)polarized x-rays couple to all ∆M = 0 (∆M = ±1) transitions provided the magnetic
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field B points along the z-direction. Since only those photons are coherently scattered
into the forward direction for which the nucleus returns to its original ground state
Zeeman level, the σ-(pi-)polarization is conserved in the course of NFS with constant
hyperfine field BI (see Sec. 6.1). In such a setup, the quantum mechanical state of a
single nucleus can in general be expressed as the following superposition
|Ψ〉 =
2∑
i=1
(
cei |ei, 0〉+ cgi |gi, 0〉
)
+ c1|g1, 1ω1〉+ c2|g2, 1ω2〉 , (8.1)
where |gi, 0〉 and |ei, 0〉 (i ∈ {1, 2}) represent the states with a ground or excited nuclear
sublevel, respectively, and the radiation field in vacuum, |gi, 1ωi〉 (i ∈ {1, 2}) denote the
states after the reemission process in the course of NFS involving one photon with either
frequency ω1 or ω2, and cgi , cei and ci (i ∈ {1, 2}) are the corresponding probability
coefficients. According to the full quantum mechanical description, the two ∆M = 0
transitions do not interfere for a single nucleus due to the different initial and final states
involved. The beat pattern between ω1 and ω2 evaluates in this case to
〈Ψ|E(−)1 E(+)2 |Ψ〉 ∝ 〈g1, 1ω1 |a†1a2ei(ω1−ω2)t|g2, 1ω2〉
∝ 〈1ω1 |a†1a2|1ω2〉ei(ω1−ω2)t〈g1|g2〉
∝ ei(ω1−ω2)t 〈g1|g2〉︸ ︷︷ ︸
=0
, (8.2)
where the field operators E(±)i are proportional to aie−iωit and a
†
ieiωit, respectively, with
ai and a†i being the photon creation and annihilation operators belonging to frequency
ωi (i ∈ {1, 2}). The beat pattern disappears for a single nucleus because the Zeeman
levels g1 and g2 are orthogonal to each other, 〈g1|g2〉 = 0.
In an ensemble of many nuclei collective effects come into play. In this case, the two
∆M = 0 transitions are connected by the collective ground state which contains nuclei
on both hyperfine levels,
|G〉 = |g(1)1 〉 . . . |g(N1)1 〉︸ ︷︷ ︸
N1
|g(N1+1)2 〉 . . . |g(N)2 〉︸ ︷︷ ︸
N2
, (8.3)
where |g1〉 and |g2〉 denote the two ground magnetic sublevels and Ni is the number of
nuclei in the ground state |gi〉 (i ∈ {1, 2}) with N1 + N2 = N . At room temperature,
typically N1 ≈ N2. The excited state on the other hand can be described as a timed
Dicke state [296]
|Eµ〉 = 1√
Nµ
Nµ∑
n
eik·rn |g(1)1 〉 . . . |e(n)µ 〉 . . . |g(N)2 〉 , (8.4)
in which the nth nucleus has been excited via the transition µ, with the notation µ = 1
for the transition Mg = 1/2 → Me = 1/2 and µ = 2 for Mg = −1/2 → Me = −1/2,
depending on the initial ground state spin projection Mg. The position of the excited
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nucleus is given by rn and k represents the wave vector of the resonant incident x-
ray field. The scattering channels with ∆M = 0 are equivalent in this system to the
transitions |G〉 → |E1〉 and |G〉 → |E2〉, as illustrated in the level scheme in Fig. 8.1(d).
We show in the following that interference effects can occur in this setup (see Ref. [4]).
Having at most one excitation inside the nuclear ensemble, the general state of the system
can be written as
|Ψcoll〉 =
2∑
i=1
CEi |Ei, 0〉+ CG|G, 0〉+ C1|G, 1ω1〉+ C2|G, 1ω2〉 (8.5)
with CEi , CG and Ci representing the probability amplitudes for being in |Ei, 0〉, |G, 0〉
and |Gi, 1ωi〉 (i ∈ {1, 2}), respectively. Following the same steps as in the case of a single
nucleus, we obtain
〈Ψcoll|E(−)1 E(+)2 |Ψcoll〉 ∝ 〈G, 1ω1 |a†1a2ei(ω1−ω2)t|G, 1ω2〉
∝ ei(ω1−ω2)t 〈G|G〉︸ ︷︷ ︸
=1
. (8.6)
Here, we observe a beat pattern since the two ∆M = 0 transitions are connected via
the common ground state |G〉. This is equivalent with the coherent addition of classical
fields, that we introduced in Chap. 5 and that we will use in the following.
8.2 Which-way information and quantum eraser
The occurrence of the quantum beat pattern in the course of NFS can be explained in
analogy to a double-slit setup. Instead of the interference of two spatial path ways like
in a conventional double-slit experiment, the quantum beat pattern in the course of NFS
is caused by the interplay between the frequency paths contributing to the scattering
process, e.g., ω1,...,6 in the case of 57Fe [see Fig. 8.1(b)]. In the following we will restrict
ourselves to the interference of the two ∆M = 0 transitions, ω1 and ω2. We put forward
two versions of a quantum eraser setup. The general idea of both is to first mark the
originally interfering paths via orthogonal polarization states, leading to a wash-out of
the interference fringes. By applying a projection to a different polarization basis which
acts as a quantum eraser, the which-way information is lost and the interference fringes
reappear.
8.2.1 Scheme 1: Two-target scenario
The setup of scheme 1 consists of two 57Fe targets with magnetic fields B1 and B2,
respectively, a high-speed shutter [297] behind the first target and a polarizer directly
in front of the detectors, as illustrated in Fig. 8.2. In the following, we will describe
the propagation of the SR pulse through this setup step by step. The essential building
blocks of a quantum eraser will be identified and the required conditions evaluated.
The incident SR pulse is considered to be σ-polarized initially and the magnetic field
at target 1 is chosen to point along the z-direction such that only the two ∆M = 0
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Figure 8.2: Quantum-eraser scheme 1. The σ-polarized synchrotron pulse is resonantly
scattered off target 1 (B1 ‖ ez) via the two ∆M = 0 transitions. The high-speed shutter
cuts the SR pulse such that the incoming radiation field at target 2 is solely the nuclear
response of target 1. Following the nuclear scattering off target 2 (B2 ‖ ey) a polarizer splits
the σ- and pi-polarization components.
transitions are driven. For the considered B-field geometry the σ-polarization is conserved
in the course of the nuclear resonance scattering as explained in Sec. 6.1. Under the action
of the applied hyperfine field, target 1 adopts essentially the role of the double slit in
the original quantum eraser proposal [278], imprinting the quantum beat pattern on the
scattered field.
Fig. 8.3(a) shows the time spectrum of the forward scattered intensity directly behind
target 1. Due to the two scattering paths in frequency space, ` = −2 and ` = 2 (following
the notation of Chap. 6), the quantum beat interference pattern appears in the time
spectrum. Apart of the interference between the ∆M = 0 channels, the dynamical
beat modulation caused by multiple scattering events inside the sample is also visible in
the intensity spectrum. In the calculation presented in Fig. 8.3(a), an effective target
thickness for sample 1 of ξ1 = 7 has been considered.
The effect of the shutter behind target 1 is to select a certain time window of the
scattered field. This time window can be controlled by the shutter properties like the
diameter, the width or the position of the slit, and by the applied rotation frequency [297].
In Fig. 8.3(b) for instance, we assumed that only photons emitted from t0 = 7 ns until
t1 = 74 ns are able to pass the shutter and to reach the second target. The choice of
t0 > 0 also removes the broadband SR pulse which behaves essentially δ-like in time in
comparison to the nuclear response. In frequency space, the high-speed shutter creates
two spectrally narrow x-ray pulses at frequencies ω1 = ω0 − Ω2 and ω2 = ω0 + Ω2,
respectively, by inverting the two ∆M = 0 absorption dips. Note that due to the
broadband nature of SR light and the narrow nuclear transition widths, typically at
most a single resonant x-ray photon is involved in the scattering process, either with
freuqency ω1 or ω2.
The magnetic field at the second iron target points along the y-axis which is the di-
rection of propagation. This is known as the Faraday geometry and in this case only
∆M = ±1 transitions are allowed according to angular momentum conservation. Pho-
tons emitted via the ∆M = +1 and ∆M = −1 are right and left circularly polarized,
respectively. The idea on how to delete the interference pattern imprinted at target 1 is
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Figure 8.3: (a) NFS intensity spectrum |E(ξ, τ)|2 directly behind target 1. The scattering
via the two ∆M = 0 transitions results in the characteristic quantum beat pattern. Due to
the shutter only photons emitted in the time window from 7 ns until 74 ns [region between
blue dashed lines in (a), blue curve in (b)] reach target 2. (b) The magnetic field B2 is
chosen such that the interference between the ∆M = 0 frequency components is destroyed
in the intensity spectrum |E(ξ, τ)|2 (red curve) directly behind target 2. Effective thicknesses
of ξ1 = ξ2 = 7 and a maximal scattering order of pmax = 19 have been considered in the
calculations.
to tune the strengths of the magnetic fields B1 and B2 such that the spectrally narrow
peaks impinging on target 2 are marked with orthogonal circular polarizations. One
choice is to set the conditions ω(1)1 = ω
(2)
3 and ω
(1)
2 = ω
(2)
6 . By using Eqs. (5.30) and
(5.33) we obtain
B1
B2
= µg/Ig + µe/Ie
µg/Ig − µe/Ie , (8.7)
where µg and µe denote the magnetic moments of the ground and the excited states,
respectively. In terms of the nuclear magneton µn, the magnetic moments of 57Fe are
given by µg = 0.09044µn and µe = −0.1549µn [194]. In the same manner, one can
impose ω(1)1 = ω
(2)
5 and ω
(1)
2 = ω
(2)
4 which can be realized by
B1
B2
= µg/Ig − 3µe/Ie
µg/Ig − µe/Ie . (8.8)
The intensity spectrum behind target 2 shown in Fig. 8.3(b) is calculated with Zeeman
splittings of (1)g ≈ 48 Γ0 and (1)e ≈ −27 Γ0 at target 1, and (2)g ≈ 28 Γ0 and (2)e ≈
−16 Γ0 at target 2, corresponding to the case where ω(1)1 = ω(2)5 and ω(1)2 = ω(2)4 [see
Eqs. (5.30) and (5.33)]. Moreover, an effective thickness of ξ2 = 7 has been considered.
As can be seen from Fig. 8.3(b), for photons interacting with both targets the which-way
information is successfully obtained, destroying the interference pattern. The condition
of double interaction is certainly fulfilled at times larger than t1 such that the quantum
beat completely disappears in this region. Only the dynamical beat signature remains in
the intensity spectrum with small oscillations coming from interactions with off-resonant
transitions.
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Figure 8.4: The σ- (orange curve) and pi-components (blue curve) of the intensity spectrum
|E(ξ, τ)|2 are shown. While the left graph covers the region from 0 to 500 ns, the right graph
zooms into the time window between 80 and 190 ns. In the calculations scattering orders up
to pmax = 19 have been taken into account.
After the successful marking of the scattering paths with orthogonal polarizations the
question arises, how to erase again the which-way information obtained by the resonant
scattering off the second target? Since the two scattering paths are marked with circular
polarizations, a polarizer projecting on the linear polarization basis eσ and epi destroys
the orthogonality and restores the interference pattern as shown in Fig. 8.4. The left
graph of Fig. 8.4 presents the intensity spectrum at detector 1 (orange curve) and detector
2 (blue curve) over the whole time range employed in Fig. 8.3, whereas the right graph
of Fig. 8.4 zooms into the time region between 80 ns and 190 ns. In the latter, the
relative shift between the σ- and the pi-components of a quarter of a beating period can
be clearly seen. The σ- and pi-polarized parts take the role of the fringes and anti-fringes
introduced in Ref. [278].
As seen by the small oscillations in Fig. 8.3(b), the marking via orthogonal polarizations
is slightly distorted due to off-resonant interactions. In order to minimize the latter,
the incoming spectrally narrow peaks as well as the absorption lines need to be well
separated in frequency space, involving high magnetic fields. In the calculations presented
in Figs. 8.3 and 8.4, for instance, magnetic field strengths of B1 ≈ 39 T and B2 ≈ 23 T
have been considered in order to obtain the intended hyperfine splittings. Since such
high magnetic field strengths are difficult to realize in laboratory, it is worth to explore
if a quantum eraser scenario is also feasible in a setup where a strong internal hyperfine
field can be employed, e.g. by using antiferromagnetic FeBO3 crystals.
8.2.2 Scheme 2: Interferometer-like setup
Instead of using two targets in a sequence, it is also possible to realize a quantum eraser
scheme by employing an x-ray interferometer setup involving two spatially separated
targets, one in each interferometer arm. The general idea is to apply a time delay in one
of the arms such the a relative phase is imprinted. Considering for instance a geometry
where only the two ∆M = 0 transitions, ω1 and ω2, are driven, it turns out that a time
delay in one of the arms produces a phase shift for each frequency component exactly
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Figure 8.5: Quantum-eraser scheme 2. The incoming x-ray photon is split into its σ- and
pi-polarized components by a polarizer. The split beams are later on mixed with the help
of two mirrors and a beam splitter (BS). In each arm a nuclear 57Fe target is inserted. The
two targets experience the magnetic fields B1 and B2, respectively. A relative time delay
between arm 1 and 2 is introduced.
opposite in sign. How this phase shift can be employed to destroy and recover the
quantum beat pattern of NFS is explained in the following.
The x-ray interferometer we are considering is schematically presented in Fig. 8.5. In
comparison to a conventional Mach-Zehnder-interferometer, a peculiarity here is the ini-
tial polarizer which splits the σ-polarized component from the pi-polarized part. After
the polarizer, the split beam interacts with two nuclear samples, one in each interferome-
ter arm, in the presence of the magnetic fields B1 and B2, respectively. The pi-polarized
pulse furthermore experiences a time delay ∆τ in comparison to the σ-polarized coun-
terpart, before reaching target 2. Finally, both spatially separated arms come together
at a beam splitter (BS) [119] where they are recombined.
The interferometer system composed of a polarizer, two mirrors, two spatially sep-
arated nuclear targets and finally a beam splitter (BS) as shown in Fig. 8.5 can be
theoretically described in the following way [5](
E
(1)
out−1
E
(1)
out−2
)
= 12
(
1 i
i 1
)
︸ ︷︷ ︸
“BS”
(
−1 0
0 −1
)
︸ ︷︷ ︸
“mirrors”
(
ψ1 0
0 ψ2
)
︸ ︷︷ ︸
“targets”
(
|σ〉〈σ| 0
0 |pi〉〈pi|
)(
1 i
i 1
)
︸ ︷︷ ︸
“polarizer”
(
Ein
0
)
. (8.9)
Here, Ein represents the incoming synchrotron pulse and E(1)out−1 and E
(1)
out−2 the output
at detector 1 and 2, respectively, in the single scattering approximation. Considering
the synchrotron pulse initially in an arbitrary linear polarization state, as given by the
superposition in Eq. (7.4) with α, β ∈ R and normalization α2 + β2 = 1, and performing
the matrix multiplications occurring in Eq. (8.9), we obtain(
E
(1)
out−1
E
(1)
out−2
)
= 12
(
−αE(1)σ(ξ, τ) + βE(1)pi(ξ, τ)
−iαE(1)σ(ξ, τ)− iβE(1)pi(ξ, τ)
)
. (8.10)
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Following the notation of Chap. 7, E(1)σ and E(1)pi denote the first order contributions
originating from the initially σ- and pi-polarized component, respectively. Important
to remark is that we only consider thin targets in this section such that the single
scattering approximation is always the dominating contribution of the forward scattered
field. Moreover, the time delay ∆τ was not yet accounted for in Eqs. (8.9) and (8.10).
It is later on incorporated into the nuclear response E(1)pi coming from target 2.
So far, the description in Eq. (8.10) is rather general, as neither the incident radiation
pulse nor the B-field geometry have been fixed. Since we consider two spatially separated
nuclear targets, the magnetic fields at each individual sample can be chosen independently
of each other. In the following, we now first choose the magnetic fields B1 and B2 such
that only the ∆M = 0 transitions are driven in both targets. Explicitly, this can be
achieved by a magnetic field B1 at target 1 parallel to the z-axis and B2 at target
2 parallel to the x-axis. The magnitudes of both are assumed to coincide. In order
to evaluate the terms E(1)σ and E(1)pi corresponding to the scattered field from each
individual target, we employ the description of NFS introduced in Chaps. 5 and 6 where
a semi-classical wave equation is used. According to Eq. (6.4), the first order solutions
for the considered geometry can be written as
E(1)
σ(ξ, τ) = −ξ
{
A(1)σ`=−2,I(k)eiΩ2τ +A(1)
σ
`=2,I(k)e
−iΩ2τ
}
e−τ/2
= −ξ fLM2
{
eiΩ2τ + e−iΩ2τ
}
e−τ/2eσ (8.11)
and
E(1)
pi(ξ, τ) = −ξ
{
A(1)pi`=−2,I(k)eiΩ2(τ−∆τ) +A(1)
pi
`=2,I(k)e
−iΩ2(τ−∆τ)
}
e−(τ−∆τ)/2
= −ξ fLM2
{
eiΩ2(τ−∆τ) + e−iΩ2(τ−∆τ)
}
e−(τ−∆τ)/2epi , (8.12)
where the amplitudes A(1)σ`,I and A(1)
pi
`=,I are defined in Eq. (6.5) following the notation of
Eq. (7.5). Using the expressions for the nuclear hyperfine currents j∗` and j` provided
in Eqs. (5.35), the amplitudes are explicitly evaluated in the step from the first to the
second line in Eqs. (8.11) and (8.12). Furthermore, the time delay ∆τ is incorporated
into the scattered field E(1)pi originating from target 2 [see Eq. (8.12)].
Inserting the NFS solutions of the individual targets [Eqs. (8.11) and (8.12)] into
Eq. (8.10), leads to
E
(1)
out−1(ξ, τ) = −ξ
fLM
4
{
eiΩ2τ (−αeσ + β′eiΦepi) + e−iΩ2τ (−αeσ + β′e−iΦepi)
}
e−τ/2 ,
E
(1)
out−2(ξ, τ) = iξ
fLM
4
{
eiΩ2τ (αeσ + β′eiΦepi) + e−iΩ2τ (αeσ + β′e−iΦepi)
}
e−τ/2 , (8.13)
where we have introduced the phase Φ = Ω2∆τ and the coefficient β′ = βe∆τ/2. As seen
from Eqs. (8.13), the pi component experiences a relative phase shift of Φ in comparison
to the σ-polarized part in the case of ` = −2, while the phase shift is of opposite sign for
` = 2 (the notation of ` was introduced in Chap. 6).
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Let us first discuss the simplest scenario with zero time delay, ∆τ = 0. In this case
β′ reduces to β and the phase Φ is identically zero such that the factor eiΦ evaluates to
one. The polarization response of each frequency component follows the superposition
state of the incident radiation Ein. Taking the modulus squared of E(1)out−1 and E
(1)
out−2,
respectively, the intensity spectra at each detector have the same form given by,
I
(1)
out(ξ, τ) = ξ2
f2LM
8
{
1 + cos(2Ω2t)
}
e−τ . (8.14)
As can be seen from Eqs. (8.14), in the case of ∆τ = 0 the quantum beat pattern repre-
sented by the cosine term is preserved in the intensity output. Since the interferometer
arms are characterized by orthogonal polarizations in the considered scenario, there is
no interference term between arm 1 and arm 2 occurring in the intensity spectra. For
this reason, the signals at detectors 1 and 2 coincide and it is sufficient to discuss only
one of the outputs whenever talking about intensities in the following.
In order to switch off the quantum interference between the two hyperfine transitions
` = −2 and ` = 2, a nonzero time delay ∆τ can be employed. The idea is to choose ∆τ
such that the two scattering channels in frequency space, ` = −2 and ` = 2, are marked
by orthogonal polarization states, e.g., left and right circularly polarized. Therefore, the
condition β′α eiΦ = ±i needs to be fulfilled. Since α and β are chosen to be real, the
only possible solution is to set Φ = (2n + 1)pi/2 (n = 0, 1, 2, . . . ) and β′ = α. Choosing
for instance n = 0, the phase requirement Φ = pi/2 can be achieved by a time delay
of ∆τ = pi/(2Ω2) corresponding to a quarter of the beating period. In order to get
completely rid of the quantum beat, the initial polarization has to be slightly rotated
away from 45◦ (β = α) in order to compensate for the exponential decay term e−∆τ/2
(β′ = α). Taking the normalization α2 + β2 = 1 and the condition β′ = α into account,
it is possible to fix the incident polarization in dependence of the time delay ∆τ ,
α(∆τ) =
√
1
e−∆τ + 1 ,
β(∆τ) =
√
1
e∆τ + 1 . (8.15)
Evaluating Eqs. (8.13) for Φ = pi/2 and β′ = α, leads to the following field amplitudes
at detector 1 and 2, respectively,
E
(1)
out−1(ξ, τ) = ξα
fLM
4
{
eiΩ2τ (eσ − iepi) + e−iΩ2τ (eσ + iepi)
}
e−τ/2 ,
E
(1)
out−2(ξ, τ) = iαξ
fLM
4
{
eiΩ2τ (eσ + iepi) + e−iΩ2τ (eσ − iepi)
}
e−τ/2 . (8.16)
Since the phase shift Φ is of opposite sign for the two frequency slits ` = −2 and ` = 2,
each slit is marked by orthogonal polarization states, in Eqs. (8.16) for instance, e− for
` = −2 and e+ for ` = 2 in the case of Eout−1, and vice versa in the case of Eout−2. As
the orthogonal polarizations store the which-way information of the scattering process,
the interference between the ∆M = 0 hyperfine transitions should vanish in the intensity
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Figure 8.6: Quantum eraser via a relative time delay. (a) The individual targets exhibit
the quantum beat pattern due to interference between the two ∆M = 0 transitions. (b) Em-
ploying a time delay corresponding to Φ = pi/2 marks the scattering paths with orthogonal
polarizations, destroying the interference. (c) The which-way information is erased and the
interference is recovered by projecting onto the linear polarization basis, eσ and epi.
spectra at the detectors. In order to prove this, we calculate I(1)out−1 and I
(1)
out−2 in the
same manner as for zero time delay, resulting in
I
(1)
out(ξ, τ) = ξ2
f2LM
8 e
−τ . (8.17)
In comparison to Eqs. (8.14), the quantum beat represented by the cosine function dis-
appeared as expected.
In Fig. 8.6, we show numerical results of the intensity spectra at detector 1 for the cases
Φ = 0 [Fig. 8.6(a)] and Φ = pi/2 [Fig. 8.6(b)]. Scattering orders up to pmax = 14 have
been included in the calculations. A detuning of Ω2 ≈ 28 [Γ0] due to Zeeman splitting
has been considered, resulting in a time delay of ∆τ/Γ0 = 7.8 ns for the special case of
Φ = pi/2. Furthermore, the numerical results correspond to an effective target thickness
ξ = 1 and an incident polarization characterized by α = 0.717 and β = 0.697 determined
via the condition β′ = α for the case of Φ = pi/2. Fig. 8.6(a) shows that the quantum
interference between the frequency slits ` = −2 and ` = 2 is preserved for ∆τ = 0 as
already pointed out in Eq. (8.14).
In the case of Φ = pi/2, the frequency paths ` = −2 and ` = 2 should not interfere
anymore, because the marking via the orthogonal polarizations e− and e+ contains the
which-way information (in frequency space) of the scattering process [see Eqs. (8.16)].
This behavior is clearly confirmed in Fig. 8.6(b) where the intensity spectrum displays a
simple exponential decay (red curve) instead of the quantum beat interference pattern.
In order to restore the quantum interference by erasing the which-way information, a
projection on the linear polarization basis (for instance with a polarizer) can be employed
behind the beam splitter. Projecting on the σ- and pi-polarization basis erases the which-
way information stored in the orthogonal polarizations e− and e+, reproducing the
quantum beat pattern. The resulting intensity spectra are presented in Fig. 8.6(c).
Following the lines of the quantum eraser concept [278], the relatively shifted intensity
spectra for the σ and pi components can be interpreted as fringes and anti-fringes.
So far, we consider the time delay ∆τ would be introduced by an external element, e.g.,
a time-delay line [259,260,262,263]. Instead of using an external element, fast switchings
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Figure 8.7: Quantum eraser via an intrinsic storage scheme. The first-order intensity
spectrum |E(1)out−1|2 is shown along with the time sequence of magnetic field switchings. The
initial quantum beats (a) are first annihilated via a relative phase shift Φ = pi/2 (b) and
subsequently restored by erasing the which-way information via a second storage sequence,
introducing an additional pi/2 phase shift (c).
of the magnetic field at target 2 can be employed to coherently store the incident field for
a while [110]. The hyperfine interaction for the case of a magnetic field instantaneously
turned off and on again is described by the Hamiltonian given in Eq. (5.46). Instead
of using the general scheme considered in Eq. (5.46) where the magnetic field can have
arbitrary directions before and after switching, we restrict ourselves to a switching se-
quence with B2 pointing along the x-axis, for both τ < τ0 as well as τ > τ1. Simplifying
Eqs. (5.47) and (5.48) to this special case and following the procedure as it has been
employed for a prompt rotation of the hyperfine field in Chap. 6, we finally obtain the
following scattering output (in first order) coming from target 2,
E(1)
pi(ξ, τ) =

−ξ fLM2
{
eiΩ2τ + e−iΩ2τ
}
e−τ/2epi for τ < τ0 ,
−ξ fLM2
{
eiΩ2τ0 + e−iΩ2τ0
}
e−τ/2epi for τ0 < τ < τ1 ,
−ξ fLM2
{
eiΩ2(τ−τ1+τ0) + e−iΩ2(τ−τ1+τ0)
}
e−τ/2epi for τ > τ1 .
(8.18)
Turning the magnetic field instantaneously off at a time instant τ0 = (2n+ 1)pi/(2Ω2)
(n = 0, 1, 2, . . . ) which corresponds to a minimum of the quantum beat, results in a
strongly suppressed emission at times τ0 < τ < τ1 where B2 = 0. After switching
the magnetic field on again at τ1, the initial emission spectrum is recovered with an
amplitude decreased by the exponential decay factor e−(τ1−τ0)/2. By using this storage
scheme, a time delay ∆τ = τ1− τ0 (corresponding to the storage time) can be induced in
comparison to the scattered field from target 1. Plugging Eq. (8.11) and Eq. (8.18) into
Eqs. (8.10), leads for times τ > τ1 qualitatively to the same behavior as an external time
delay line as given in Eqs. (8.13) with the replacement β′ 7→ β. Choosing a setup with
∆τ = pi/(2Ω2) and an incident linear polarization of 45◦ (α = β = 1/
√
2) marks the two
frequency slits (` = −2 and ` = 2) by orthogonal polarization states, accomplishing the
destruction of the interference pattern as shown in Fig. 8.7(b). In order to restore the
interference ability between the two scattering path ways, it is possible to either make
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use of a polarizer to project on the σ- and pi-polarization basis as done in Fig. 8.6(c)
or to apply a second magnetic field switching introducing another relative time delay of
pi/(2Ω2). The latter scenario is illustrated in Fig. 8.7(c) where the cancellation of the
interference pattern and its subsequent recovery can be followed in dependence on the
sequence of magnetic field switchings.
In contrast to an external time delay line, the intrinsic photon storage requires no
adjustment of the incident polarization away from 45◦ [see Eq. (8.15)] to accomplish the
erasing scheme. Moreover, time delays longer than a few ns seem to be easier feasible and
additional degrees of control abilities like B-field rotations are accessible, in comparison
to external time delay lines. However, in order to apply switchings of the magnetic field
in the first place, special iron samples without intrinsic Zeeman splitting like stainless
steel are necessary. Turning magnetic fields of a few Tesla rapidly off and on may be
realized according to Ref. [227] by two methods: (i) high-voltage snapper capacitors can
be employed to regulate the pulse currents in magnetic coils; (ii) with the help of the
lighthouse effect [104] the nuclear sample can be quickly moved out of the region where
the magnetic field is applied. The scenario with an external time delay element on the
other hand does not require any switching schemes, opening the possibility to make use
of the high intrinsic hyperfine field occuring in magnetized FeBO3 targets.
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Summary & Outlook
In this Thesis, light-nucleus interaction has been investigated following two directions.
First, the qualitative and quantitative changes which can be expected for nuclear quan-
tum optics experiments performed at high-intensity XFEL sources in the near future have
been studied in terms of secondary nuclear excitation in potentially occurring plasma en-
vironments. Second, we have proposed control schemes for hard x-rays operated in the
opposite limit, namely single-photon nuclear interfaces, which offer new prospects for
quantum information studies and time-energy complementarity tests.
In Chapter 4, the role of secondary nuclear excitation channels in photoexcitation
scenarios with the XFEL has been investigated. The resonant driving of nuclear transi-
tions with the XFEL is most likely to employ high-density, solid-state targets in order
to improve the excitation rates. Secondary nuclear excitation might occur in the pro-
duced cold, dense plasma. We have quantified the magnitude of the possible secondary
excitation via NEEC taking into account the plasma dynamics after the laser pulse via
a hydrodynamic model. Our results show that the NEEC excitation process lasts for
several ps until the plasma expansion completely diminishes the excitation rate. In con-
trast, the direct photoexcitation can only occur during the presence of the laser pulse,
on the order of 100 fs. Due to the unique interaction between x-rays and matter, the
XFEL-induced plasma is typically determined by a uniform state of well-characterized
temperature and density in the beginning. The plasma conditions such as initial temper-
ature, ion charge state distribution or electron flux play a crucial role for the magnitude
of the occurring secondary excitation.
Our results show that for small nuclear transition energies and advantageous free
electron energy distributions, as it is the case for isomer triggering of 93mMo, secondary
NEEC may exceed by as much as five orders of magnitude. For larger nuclear transition
energies, in the case of the 14.4 keV Mössbauer transition in 57Fe, secondary NEEC can be
safely neglected. Therefore, we may conclude that nuclear quantum optics experiments
with bulk iron samples in normal incidence will not suffer from strong decoherence rates
due to plasma-related processes. Based on our present results for 93mMo and 57Fe, a
general set of criteria for identifying the parameter regime for which secondary effects
in the plasma are important has furthermore been worked out. Our findings will be of
relevance for the layout of first nuclear excitation experiments at XFEL facilities in the
near future.
In Chapter 7, the manipulation of hard x-rays at single-photon nuclear interfaces has
been studied. Our findings prove that nuclear transitions can act as logical gates for
polarization-encoded x-rays by controlling the collective nuclear response via timed ro-
tations of the magnetic field. An x-ray photonic realization of single-input gates can be
compiled by the mere variation of the magnetic field switching moment. Since the unary
operations can be realized using a single setup, an additional control photon which trig-
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gers the magnetic field rotation can be exploited to design destructive operations with
two input states, like a destructive x-ray C-NOT gate. The implementation of such ba-
sic logical operations with x-rays by using nuclear transitions may potentially advance
quantum information in the future towards new and promising parameter regimes char-
acterized by long coherence times and sub-Å spatial resolution, opening the perspective
for more compact photonic devices.
In Chapter 8, we have proposed two quantum eraser schemes potentially shifting time-
energy complementarity tests towards so-far unexplored parameter regimes in the hard
x-ray domain. The essential idea of both schemes is to cancel the quantum interference
between two hyperfine transitions by marking the scattering paths with orthogonal po-
larizations. The knowledge of the which-way information leads to the cancellation of the
quantum beat pattern in the NFS time spectrum. By using a polarizer projecting on the
linear polarization basis, the which-way information can be erased and the beat pattern
is restored.
In the following, a short outlook is given for possible future investigations based on
our present results.
Secondary nuclear processes in grazing incidence setups
The competition between the direct photoexcitation and the secondary NEEC process
in XFEL-induced plasmas has been studied in normal-incidence setups with solid-state
targets. Caution is however advised for extending these conclusions for experiments with
x-ray thin film cavities containing 57Fe layers, which operate in grazing incidence. These
cavities have turned out to be an ideal playground for the mutual control of x-rays and
nuclear transitions with synchrotron sources over the last years and are expected to play
a crucial role in the further development of nuclear quantum optics in the nonlinear
excitation domain. However, the usage of the XFEL in this case may lead to plasma
formation which strongly influences the proper functionality of the x-ray cavities, poten-
tially destroying envisaged enhancement or coherence effects. Extending our ideas to this
cavity geometry could help to reveal and predict the role of plasma-mediated processes
in this case which is of importance for future nuclear quantum optics experiments at the
XFEL employing x-ray thin film cavities.
Effect of nuclear processes for the plasma dynamics
In our current approach the nuclear excitation processes and the plasma expansion are
treated separately. In order to reveal potential nuclear effects on the dynamics of the
XFEL-induced plasma, a self-consistent treatment is required. One approach could be
to incorporate the nuclear processes into the hydrodynamic expansion in terms of a rate
equation model. Since NEEC is highly dependent on the prevailing electron energy and
ion charge state distributions, measured excitation rates may even contain information
usable for plasma analysis.
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XFEL-induced plasmas with optimized conditions for NEEC
Our investigation of secondary NEEC has so far been restricted to setups and parameter
regimes initially designed for the direct nuclear photoexcitation. The frequency of the
XFEL radiation, for instance, has been so far chosen resonant to the nuclear transition
under investigation, in order to allow for direct photoexcitation. The theoretical frame-
work derived in this Thesis can however be used to extract a parameter set optimized
for very efficient secondary processes. Disregarding the direct excitation channel, the
photon frequency can be determined such that a plasma state is created, optimized for
secondary NEEC. Since NEEC is anyway expected to give a valuable contribution to
the plasma-mediated nuclear excitation in cold, high-density plasmas for certain nuclear
transitions, such studies towards an optimized XFEL scenario may bring us a step closer
to the first experimental NEEC signature.
Extensions for the coherent manipulation of single hard x-rays
The control schemes presented in Part II of this Thesis employed NFS setups with tempo-
rally short, broadband x-ray pulses applied on 57Fe targets. Three possible directions how
to extend these methods are specified in the following. First, since in the optical domain
quantum optical control schemes are mostly operated with spectrally narrow photons,
it is natural to ask whether similar procedures can be designed for polarization-encoded
x-ray pulses, spectrally on the order of the nuclear transition width. Second, it may be
helpful to consider other nuclear species than 57Fe, having nuclear spins different from
Ig = 1/2 and Ie = 3/2. Utilizing the particular level structures could further improve
and extend the proposed setups. Finally, one could also investigate quantum interference
phenomena like the Houng-Ou-Mandel effect [5]. Such photon-photon correlations have
the potential to advance the presented binary logical operations to real non-destructive
two-qubit gates.
Fully quantum mechanical approach to NFS
The description of the light-nucleus interaction used in this Thesis follows a semiclassical
approach where the radiation field is considered to behave classically. This treatment is
valid for photons in a coherent state as it is the case, for instance, for SR pulses. The
XFEL in contrast is a very powerful light source approaching the coherence properties
of lasers in the conventional sense. This progress will help to leave the linear excitation
regime, going from one to multiple nuclear excitations per pulse. In this regime, the
study of photon-photon correlations becomes accessible where the quantum properties
of the radiation field gain in importance. Therefore, the development of a fully quantum
mechanical treatment of NFS becomes necessary in order to reveal quantum features of
nuclear excitation and of x-ray pulse propagation. Such a theory would also allow to
explore the preservation of the quantum characteristics of single x-ray quanta in recently
proposed storage and release schemes employing NFS.
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Appendix A
Supplement for NEEC theory
NEEC matrix element: electric transitions
In order to calculate the electric NEEC matric element [Eq. (3.36)] for a fixed multipo-
larity L, we first make use of the expansion given in Eq. (3.33),
〈Ψd|hen|Ψi〉 = 1
RL+20
∑
M
4pi
2L+ 1〈IdMd|QLM |IiMi〉
∑
κm
ilei∆κ
∑
ml
C
(
l
1
2 j;ml ms m
)
× Y ∗lml(θp, ϕp) 〈ndκdmd|Y ∗LM (θe, ϕe)
∫ ∞
0
drnr
2
n
rL<
rL+1>
δ(R0 − rn)|εκm〉 .
(A.1)
How to express the nuclear part 〈IdMd|QLM |IiMi〉 in terms of reduced transition proba-
blilities has already been discussed in Eqs. (2.21) and (2.22). In order to further evaluate
Eq. (A.1), the main task is to calculate the electronic contribution which can be written
as
〈ndκdmd|Y ∗LM (θe, ϕe)
∫ ∞
0
drn r2n
rL<
rL+1>
δ(R0 − rn)|εκm〉
=
∫ ∞
0
dre r2e
∫ ∞
0
drn r2n
rL<
rL+1>
δ(R0 − rn)
{
gndκd(re)gεκ(re)〈κdmd|Y ∗LM (θe, ϕe)|κm〉
+ fndκd(re)fεκ(re)〈−κdmd|Y ∗LM (θe, ϕe)| −κm〉
}
= I(1)L,κd,κ〈κdmd|Y ∗LM (θe, ϕe)|κm〉+ I
(2)
L,κd,κ
〈−κdmd|Y ∗LM (θe, ϕe)| −κm〉 . (A.2)
Here, we applied the representations of |εκm〉 and |ndκdmd〉 given in Eqs. (3.39) and
(3.40), respectively, and introduced the notations |κm〉 and |κdmd〉 which denote the
spin-angular functions Ωmκ and Ωmdκd , respectively. Furthermore, the occurring integrals
have been abbreviated by I(1)L,κd,κ and I
(2)
L,κd,κ
. Making use of the Wigner-Eckart the-
orem and the relation Y ∗LM = (−1)MYL−M , the matrix elements 〈κdmd|Y ∗LM |κm〉 and
〈−κdmd|Y ∗LM | −κm〉 can be written in the following form
〈κ1m1|Y ∗LM |κ2m2〉 =
(−1)j2−m2+M√
2L+ 1
C
(
j1 j2 L;m1 −m2 −M
)〈κ1‖YL‖κ2〉 . (A.3)
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Following Ref. [298], the reduced matrix element occurring in Eq. (A.3) is given by
〈κ1‖YL‖κ2〉 = (−1)j2−1/2+L
[(2j1 + 1)(2j2 + 1)(2L+ 1)
4pi
]1/2(
j1 j2 L
1
2 −12 0
)
= (−1)L+2j1
[(2j1 + 1)(2L+ 1)
4pi
]1/2
C
(
j1 L j2;
1
2 0
1
2
)
. (A.4)
Here, we employed the connection between the Wigner 3j-symbols and the Clebsch-
Gordan coefficients given in Eq. (3.43). Note that we use a slightly different definition
of the reduced matrix elements than the one used in Ref. [298]. Inserting Eq. (A.4) into
Eq. (A.3) and setting κ1 = κd, m1 = md, κ2 = κ and m2 = m, we obtain
〈κdmd|Y ∗LM |κm〉 = (−1)j−m+M+L+2jd
×
(2jd + 1
4pi
)1/2
C
(
jd j L;md −m −M
)
C
(
jd L j;
1
2 0
1
2
)
.
(A.5)
It can be easily shown that the same relation holds for 〈−κdmd|Y ∗LM | −κm〉 such that
Eq. (A.2) simplifies to
〈ndκdmd|Y ∗LM (θe, ϕe)
∫ ∞
0
drn r2n
rL<
rL+1>
δ(R0 − rn)|εκm〉
= (−1)j−m+M+L+2jd
(2jd + 1
4pi
)1/2
C
(
jd j L;md −m −M
)
C
(
jd L j;
1
2 0
1
2
)
×
(
I
(1)
L,κd,κ
+ I(2)L,κd,κ
)
︸ ︷︷ ︸
=R(E)L,κd,κ
. (A.6)
Plugging Eq. (A.6) into Eq. (A.1) and expressing the nuclear part in terms of the reduced
matrix elements [Eq. (2.21)], we obtain the following solution for the NEEC matrix
element in the case of electric transitions,
〈IdMd, ndκdmd, 0|hen|IiMi, εκm, 0〉
= 1
RL+20
∑
M
(−1)Id+Mi+L+M+m+3jd
[4pi(2jd + 1)
(2L+ 1)3
]1/2
〈Id‖QL‖Ii〉
× C(Ii Id L;−Mi Md M)C(j jd L;−m md −M)C(jd L j; 12 0 12)R(E)L,κd,κ .
(A.7)
This solution can be used to derive the NEEC rate Y (EL)neec given in Eq. (3.37). Starting
from Eq. (3.34) and employing the normalization condition of the spherical harmonics,
Yneec can be expressed directly in terms of the matrix elements provided in Eq. (A.7).
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Using further the orthogonality properties of the Clebsch-Gordan coefficients leads to
Y (EL)neec =
2pi(2Jd + 1)
2(2Ii + 1)(2Ji + 1)(2jd + 1)
×
∑
Mims
∑
Mdmd
∫
dΩp
∣∣〈IdMd, ndκdmd, 0|hen|IiMi,pms, 0〉∣∣2ρi
= 2pi(2Jd + 1)2(2Ii + 1)(2Ji + 1)(2jd + 1)
×
∑
Mi
∑
Mdmd
∑
κm
∣∣〈IdMd, ndκdmd, 0|hen|IiMi, εκm, 0〉∣∣2ρi
= 4pi
2ρi
(2L+ 1)2R
−2(L+2)
0 B(EL, Ii → Id)
2Jd + 1
2Ji + 1
∑
κ
C
(
jd L j;
1
2 0
1
2
)2∣∣R(E)L,κd,κ∣∣2 .
(A.8)
NEEC matrix element: magnetic transitions
In the case of magnetic transitions of fixed multipolarity L, the NEEC matrix element
[Eq. (3.41)] can be written as
〈Ψd|hmagn|Ψi〉 = 4pii
∑
LM
(−1)M
√
L+ 1
L
1
2L+ 1〈IdMd|MLM |IiMi〉
∑
κm
ilei∆κ
∑
ml
Y ∗lml(θp, ϕp)
× C(l 12 j;ml ms m)〈ndκdmd|r−(L+1)e α · Y −MLL (θe, ϕe)|εκm〉 ,
(A.9)
where α can be expressed in terms of the Pauli matrices σ = (σx, σy, σz),
α =
(
0 σ
σ 0
)
. (A.10)
Analogously to the case of electric transitions, the main task in the calculation of
Eq. (A.9) is to compute the electronic part. Making use of Eqs. (3.39) and (3.40),
we obtain
〈ndκdmd|r−(L+1)e α · Y −MLL (θe, ϕe)|εκm〉
= i
∫ ∞
0
dre r2er−(L+1)e
{
gndκd(re)fεκ(re)〈κdmd|σ · Y −MLL (θe, ϕe)| −κm〉
− fndκd(re)gεκ(re)〈−κdmd|σ · Y −MLL (θe, ϕe)|κm〉
}
= iJ (1)L,κd,κ〈κdmd|σ · Y −MLL (θe, ϕe)| −κm〉 − iJ
(2)
L,κd,κ
〈−κdmd|σ · Y −MLL (θe, ϕe)|κm〉 ,
(A.11)
where the integrals J (1)L,κd,κ and J
(2)
L,κd,κ
have been introduced. In order to evaluate the
occurring matrix elements of the scalar product σ ·Y −MLL , the spherical composite tensor
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TJM (YL,σ) is introduced,
TJM (YL,σ) = σ · Y MJL(θ, ϕ) =
∑
ν
∑
q
C
(
L 1 J ; ν q M
)
YLν(θ, ϕ) (σ · εq) . (A.12)
Applying the Wigner-Eckart theorem, we obtain
〈κ1m1|TJM (YL,σ)|κ2m2〉 = (−1)
j2−m2
√
2J + 1
C
(
j1 j2 J ;m1 −m2 M
)〈κ1‖TJ(YL,σ)‖κ2〉 ,
(A.13)
where the reduced matrix element is determined by [298]
〈κ1‖TJ(YL,σ)‖κ2〉 = (−1)2J [(2j1 + 1)(2j2 + 1)(2J + 1)]1/2
×

j1 j2 J
l1 l2 L
1/2 1/2 1
 〈l1‖YL‖l2〉〈12‖σ‖12〉 . (A.14)
Here, l1 and l2 denote the orbital angular momentum corresponding to κ1 and κ2, re-
spectively. Furthermore, the Wigner 9j-symbol [298] has been used in Eq. (A.14). The
reduced matrix elements 〈l1‖YL‖l2〉 and 〈12‖σ‖12〉 are given by [298]
〈l1‖YL‖l2〉 = (−1)L−l2
[(2l1 + 1)(2l2 + 1)(2L+ 1)
4pi
]1/2(
L l2 l1
0 0 0
)
(A.15)
and
〈12‖σ‖
1
2〉 =
√
6 , (A.16)
respectively. Plugging Eqs. (A.15) and (A.16) into Eq. (A.14) and setting J = L, the
following form of 〈κ1‖TL(YL,σ)‖κ2〉 can be obtained,
〈κ1‖TL(YL,σ)‖κ2〉 = (−1)j2−L+1/2
[(2j1 + 1)(2j2 + 1)(2L+ 1)
4piL(L+ 1)
]1/2
× (κ2 − κ1)
(
j1 j2 L
1
2 −12 0
)
. (A.17)
Here, the condition l1 + l2 +L = “even” has been employed which translates to the parity
conservation law of magnetic transitions if used in Eq. (A.11): (−1)l(−1)ld = (−1)L+1.
Applying Eq. (A.17) onto the electronic matrix element given in Eq. (A.11) results in
〈ndκdmd|r−(L+1)e α · Y −MLL (θe, ϕe)|εκm〉
= i(−1)j−L+1/2
[(2j + 1)(2L+ 1)
4piL(L+ 1)
]1/2
C
(
j L jd;m −M md
)(jd j L
1
2 −12 0
)
× (κ+ κd)
(
J
(1)
L,κd,κ
+ J (2)L,κd,κ
)
︸ ︷︷ ︸
=R(M)L,κd,κ
. (A.18)
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Inserting this equation into Eq. (A.9) and using Eq. (2.15), we finally obtain
〈IdMd, ndκdmd, 0|hmagn|IiMi, εκm, 0〉
=
∑
M
(−1)Ii−Mi+M+j−L−1/2
[ 4pi(2j + 1)
L2(2L+ 1)2
]1/2
〈Id‖ML‖Ii〉 (κ+ κd)
× C(j L jd;m −M md)C(Id Ii L;Md −Mi M)
(
jd j L
1
2 −12 0
)
R
(M)
L,κd,κ
(A.19)
The NEEC transition rate Y (ML)neec can be calculated analogously to the case of electric
transitions, which leads to
Y (ML)neec =
2pi(2Jd + 1)
2(2Ii + 1)(2Ji + 1)(2jd + 1)
×
∑
Mi
∑
Mdmd
∑
κm
∣∣〈IdMd, ndκdmd, 0|hmagn|IiMi, κm, 0〉∣∣2ρi
= 4pi
2ρi
L2(2L+ 1)2B(ML, Ii → Id)
2Jd + 1
2Ji + 1
∑
κ
(2j + 1)(κd + κ)2
(
jd j L
1
2 −12 0
)2
×
∣∣∣R(M)L,κd,κ∣∣∣2 . (A.20)
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Appendix B
93Mo isomer production
The long–lived nuclear excited state 93mMo can be produced in 9341Nb(p,n)93m42Mo reac-
tions. In this way it is possible to create the isomers directly implanted into solid–state
niobium foils used as target in the considered XFEL scenario. Cross sections for the iso-
mer production have already been measured experimentally in several works [299–305]
and are presented in Fig. B.1 as a function of the impinging proton energy.
We estimate the 93mMo production rate according to
I[93mMo] = NAρL
A
σΦ, (B.1)
where σ represents the reaction cross section, Φ the proton flux and  the transmission
efficiency. The factor NAρL/A denotes the area density and is solely determined by
the Nb target properties. Therein, NA = 6.022 × 1023 mol−1 is the Avogadro constant,
ρ = 8.57 g/cm3 stands for the mass density and A = 93 g/mol for the atomic mass of
niobium, and L = 1 µm represents the target thickness. Numerically this evaluates to
5.5× 1018 Nb atoms/cm2.
The cross section σ of the isomer production strongly depends on the energy of the
incoming protons as seen from Fig. B.1. According to [301–303, 305] σ is maximized
in the energy region from 10 to 15 MeV, with values between 10 and 30 mb. In the
following we consider for exemplification a proton beam of 12 MeV energy. Since the
energy loss of 12 MeV protons is only about 18 keV per 1 µm Nb foil, several target
foils could be manufactured at once. By taking a stack of 100 foils the 12 MeV protons
slow down by merely 2 MeV1. Thus, essentially the whole energy range where the isomer
production is most efficient would be covered by such a proton beam, guaranteeing
cross section values between 10 and 30 mb. Additionally, at 12 MeV proton energy
a minimal beam flux of 1013 protons/s can be assumed2 which leads together with a
transmission efficiency  = 1 and a cross section σ = 30 mb to an isomer production rate
of I[93mMo] = 1.7×106 s−1. As a technical remark we note that in this procedure the Nb
foils need to be cooled, since the total energy deposition of the proton beam is relatively
high during the whole irradiation time. Moreover, manufacturing and handling of more
than 100 foils is practically unrealistic.
By taking the exponential decay of the isomeric state into account, the number of
1The energy loss in the Nb foils was calculated using the ATIMA code [306].
2Cyclotron-based facilities with proton beam intensities higher than 100 µA are commercially available,
see e.g. [307].
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Figure B.1: Experimental cross sections for 9341Nb(p,n)93m42 Mo reaction as a function of the
proton energy. The data is taken from [206]. The experimental data sets indicated in the
legend as Blaser51, Kiselev74, Levkovskij91, Singh06, Avila08, Ditroi08, and Ditroi09 can
be found in Refs. [299–305], respectively.
produced isomers per foil after an irradiation time t can be expressed as
N [93mMo] (t) = I[
93mMo]
λ
(
1− e−λt
)
, (B.2)
where λ = ln 2/T1/2 denotes the exponential decay constant. The 93mMo half life is given
by T1/2 = 6.85 h [194]. For instance, after an irradiation time of t = 5×T1/2 the number
of isomers in the sample foil adds up to 5.6×1010 for σ = 30 mb. In Table B.1 values for
N [93mMo] for different times t can be found considering reaction cross sections of either
10 or 30 mb.
The number of produced isomers given by Eq. (B.2) is spatially distributed over the
spot size of the impinging proton beam which is typically in the order of 1 mm2 for the
considered beam intensity. Since the XFEL can be focused much better, for instance on
a spot of 10 µm2 as it was assumed in the present work, the isomer density can safely
be assumed to be homogeneous in this area. Considering the foil thickness of 1 µm, one
obtains after an irradtion time of t = 5× T1/2 an isomer density of
n[93mMo] = 5.5× 10
10
10−2 cm2 · 10−4 cm = 5.5× 10
16 cm−3. (B.3)
In our calculations we use the more conservative value of 1×1016 cm−3 produced isomers.
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t (s) N [93mMo]
σ = 10 mb σ = 30 mb
1 5.55× 105 1.67× 106
1× T1/2 1.90× 109 5.70× 109
2× T1/2 9.87× 109 2.96× 1010
3× T1/2 1.48× 1010 4.44× 1010
4× T1/2 1.73× 1010 5.18× 1010
5× T1/2 1.91× 1010 5.55× 1010
6× T1/2 1.94× 1010 5.74× 1010
7× T1/2 1.96× 1010 5.83× 1010
8× T1/2 1.97× 1010 5.88× 1010
9× T1/2 1.97× 1010 5.90× 1010
10× T1/2 1.97× 1010 5.91× 1010
Table B.1: Number of isomers N [93mMo] in each µm Nb foil for different irradiation times
t for two production cross section values.
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Appendix C
Supplement for NFS theory
The macroscopic nuclear current density J
In order to obtain the form of the wave equation given in Eq. (5.18), the macroscopic
nuclear current density [Eq. (5.11)]
J (r, t) =
∫ d3k′
(2pi)3 e
ik′r∑
α
〈ψα(t)|j(k′)|ψα(t)〉e−ik′rα (C.1)
needs to be expressed in terms of the nuclear transition currents J∗` and J` [Eqs. (5.19)].
The first step is to calculate the matrix element of an individual nucleus given in
Eq. (5.15), which can be rewritten in the following form
〈ψα(t)|j(k)|ψα(t)〉
= 〈IgMg|U †(t,−∞)j(k)U(t,−∞)|IgMg〉
=
∑
M ′g,Me
〈IgMg|U †(t,−∞)|IgM ′g〉〈IgM ′g|j(k)|IeMe〉〈IeMe|U(t,−∞)|IgMg〉 . (C.2)
Here, it was assumed that the system is in |IgMg〉 at t = −∞. Applying perturbation
theory the matrix element 〈IeMe|U(t,−∞)|IgMg〉 involving a transition from the ground
to the excited state can be calculated. Taking into account only the first non-vanishing
order leads to
〈IeMe|U(t,−∞)|IgMg〉
= −i
∫ t
−∞
dt′
∑
M ′′g ,M ′e
〈IeMe|U(t, t′)|IeM ′e〉〈IeM ′e|Hγ(t′)|IgM ′′g 〉
× 〈IgM ′′g |U(t′,−∞)|IgMg〉
= −i
∫ t
−∞
dt′
∑
M ′′g ,M ′e
〈IeMe|U(t, t′)|IeM ′e〉〈IeM ′e|
i
ω
j†(k)E(yα, t′)ei(krα−ωt
′)|IgM ′′g 〉
× 〈IgM ′′g |U(t′,−∞)|IgMg〉
= 1
ω
∫ t
−∞
dt′
∑
M ′′g ,M ′e
〈IeMe|U(t, t′)|IeM ′e〉〈IeM ′e|j†(k)|IgM ′′g 〉E(yα, t′)ei(krα−ωt
′)
× 〈IgM ′′g |U(t′,−∞)|IgMg〉 . (C.3)
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In the step from the first to the second equal sign, the explicit form of Hγ given in
Eq. (5.14) has been inserted. Plugging Eq. (C.3) into Eq. (C.2), we obtain
〈ψα(t)|j(k)|ψα(t)〉
= 〈IgMg|U †(t,−∞)|IgM ′g〉〈IgM ′g|j(k)|IeM ′e〉
∫ t
−∞
dt′〈IeM ′e|U(t, t′)|IeMe〉
× 〈IeMe|Hγ(t′)|IgM ′′g 〉〈IgM ′′g |U(t′,−∞)|IgMg〉
= 1
ω
∑
M ′g,Me
∑
M ′′g ,M ′e
〈IgMg|U †(t,−∞)|IgM ′g〉〈IgM ′g|j(k)|IeMe〉
∫ t
−∞
dt′
× 〈IeMe|U(t, t′)|IeM ′e〉〈IeM ′e|j†(k)|IgM ′′g 〉〈IgM ′′g |U(t′,−∞)|IgMg〉
×E(yα, t′)ei(krα−ωt′)
= 1
ω
∑
Me
〈IgMg|U †(t,−∞)j(k)U(t,−∞)|IeMe〉
∫ t
−∞
dt′E(yα, t′)ei(krα−ωt
′)
× 〈IeMe|U †(t′,−∞)j†(k)U(t′,−∞)|IgMg〉 , (C.4)
where in the last step the following property of the time evolution operator has been
employed
U(t, t′) = U(t,−∞)U †(t′,−∞) . (C.5)
Using the final result of Eq. (C.4), the macroscopic nuclear current density [Eq. (5.11)]
evaluates to
J (r, t) =
∫ d3k′
(2pi)3 e
ik′r∑
α
ei(k−k′)rα
(2Ig + 1)ω
∑
Mg,Me
〈IgMg|U †(t,−∞)j(k)U(t,−∞)|IeMe〉
×
∫ t
−∞
dt′E(yα, t′)e−iωt
′〈IeMe|U †(t′,−∞)j†(k)U(t′,−∞)|IgMg〉
=
∫ d3k′
(2pi)3 e
ik′r (2pi)3n0δ(k − k′)
(2Ig + 1)ω
∑
Mg,Me
〈IgMg|U †(t,−∞)j(k)U(t,−∞)|IeMe〉
×
∫ t
−∞
dt′E(y, t′)e−iωt′〈IeMe|U †(t′,−∞)j†(k)U(t′,−∞)|IgMg〉
= n0(2Ig + 1)ω
eikr
∑
Mg,Me
〈ψIgMg(t)|j(k)|ψIeMe(t)〉
∫ t
−∞
dt′E(y, t′)e−iωt′
× 〈ψIeMe(t′)|j†(k)|ψIgMg(t′)〉
= n0(2Ig + 1)ω
ei(kr−ωt)
∑
`
J`(k, t)
∫ t
−∞
dt′ J∗` (k, t′)E(y, t′) . (C.6)
In the last step of this calculation, the definitions of the nuclear transition currents J∗`
and J` given in Eqs. (5.19) have been used. Moreover, we averaged over the projection
quantum number Mg of the initial state |IgMg〉. Inserting the final result of Eq. (C.6)
134
into the original wave equation (5.8) of the slowly-varying amplitudes, we obtain
∂
∂y
E(y, t) = −2pi
c
n0
(2Ig + 1)ω
∑
`
J`(k, t)
∫ t
−∞
dt′ J∗` (k, t′)E(y, t′)
= −
∑
`
2pin0
(2Ig + 1)kc2︸ ︷︷ ︸
=K`
J`(k, t)
∫ t
−∞
dt′ J∗` (k, t′)E(y, t′) (C.7)
where the last line coincides with Eq. (5.18). Since we neglected thermal vibrations of the
nuclei, the Lamb-Mössbauer factor fLM has been assumed to be one in our derivation. It
can be simply taken into account by scaling K` with fLM, as it was done in the definition
given in Eq. (5.20).
Wave equation for E(p)(ξ, τ) [Eq. (5.26)]
In order to derive the wave equation for the individual scattering orders p, the power
series given by Eq. (5.24) is inserted into Eq. (5.23),
∂
∂ξ
∞∑
p=0
E(p)(ξ, τ) = −
∑
`
J`(k, τ)
∫ τ
−∞
dτ ′J∗` (k, τ ′) ·
∞∑
p=0
E(p)(ξ, τ) . (C.8)
For the left-hand side of this equation, the derivative of E(p)(ξ, τ) with respect to ξ
evaluates to
∂
∂ξ
E(p)(ξ, τ) = ∂
∂ξ
(−ξ)p
p! E
(p)(τ) = −
∞∑
p=0
(−ξ)p−1
(p− 1)!E
(p)(τ) ∝ O(ξp−1) , (C.9)
which is of the order O(ξp−1). On the other hand, the pth scattering order occuring on
the right-hand side in Eq. (C.8) is proportional to ξp,
E(p)(ξ, τ) =
∞∑
p=0
(−ξ)p
p! E
(p)(τ) ∝ O(ξp) . (C.10)
Performing a power matching in ξ one can recognize that ∂∂ξE(p)(ξ, τ) is determined by
E(p−1)(ξ, τ), finally leading to Eq. (5.26),
∂
∂ξ
E(p)(ξ, τ) = −
∑
`
J`(k, τ)
∫ τ
−∞
dτ ′J∗` (k, τ ′) ·E(p−1)(ξ, τ ′) . (C.11)
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Appendix D
NFS off 57Fe targets under 90◦-Voigt
rotations
Nuclear transition currents j` for M1 transitions
Here, we calculate the nuclear transition currents [Eq. (5.35)]
j`(k) =
√
3fLM(k)
∑
q=0,±1
(
Ig 1 Ie
−Mg q Me
)
(−1)q+Ig−Mg
(
kˆ × ε−q
)
(D.1)
for an explicit B-field geometry. We consider two scenarios: (I) B ‖ ez, (II) B ‖ ex. In
both cases, the pulse propagation axis is fixed according to kˆ = ey.
In the case of B ‖ ez, the following spherical unit vectors are involved:
ε0 = ez ,
ε±1 = ∓ 1√2 (ex ± iey) . (D.2)
The cross product kˆ × ε−q appearing in Eq. (D.1) can take one of the following values
kˆ × ε0 = ey × ez = ex ,
kˆ × ε±1 = ∓ 1√2 ey × (ex ± iey) = ±
1√
2
ez , (D.3)
where we made use of the orthogonality properties of the Cartesian unit vectors. The
further calculation of the transition currents j`,I is separately treated for the cases q = 0
and q = ±1.
Case q = 0: According to the Wigner 3j-symbol occurring in Eq. (D.1), we have the
following selection rule for the magnetic projection quantum numbers: q−Mg +Me = 0.
Hence, q = 0 exactly corresponds to even ` transitions with ∆M = 0. Applying Eq. (D.3)
and explicitly calculating the Clebsch-Gordan coefficients leads to
j`=±2,I(k) = −
√
fLM(k)
2 eσ . (D.4)
Case q = ±1: Analogously to the previous case, the Wigner 3j-symbol restricts the
change in the magnetic projection quantum number to ∆M = ±1, corresponding to
137
Appendix D NFS off 57Fe targets under 90◦-Voigt rotations
transitions of odd `. The transition currents j`,I evaluate to
j`=±1,I(k) = ±
√
fLM(k)
8 epi ,
j`=±3,I(k) = ∓
√
3fLM(k)
8 epi . (D.5)
Scenario (II) with B ‖ ex can be treated analogously. Redefining the spherical unit
vectors according to
ε0 = ex ,
ε±1 = ∓ 1√2 (−ez ± iey) , (D.6)
and following the same steps as before, leads to the following expressions for the transition
currents j`,II,
j`=±1,II(k) = ±
√
fLM(k)
8 eσ ,
j`=±2,II(k) =
√
fLM(k)
2 epi ,
j`=±3,II(k) = ∓
√
3fLM(k)
8 eσ . (D.7)
Amplitude A(1)`,I & first order solution
The amplitude A(1)`,I is defined in Eq. (6.5). Using the results in Eqs. (D.4) and (D.5),
we obtain
A(1)`=±1,I(k) =
fLM(k)
8 epi (epi · ep) ,
A(1)`=±2,I(k) =
fLM(k)
2 eσ (eσ · ep) ,
A(1)`=±3,I(k) =
3fLM(k)
8 epi (epi · ep) , (D.8)
where ep denotes the polarization of the incident SR pulse. In order to obtain the first
order solution E(1) [Eq. (6.4)], the occurring summation over ` needs to be performed
explicitly. With the help of Eqs. (D.8), we obtain for ep = eσ the following expression
E(1)(ξ, τ) = −ξ
∑
`=±2
A(1)`,I (k) e−iΩ`τ−τ/2
= −ξ
{
A(1)`=−2,I(k) eiΩ2τ−τ/2 +A(1)`=2,I(k) e−iΩ2τ−τ/2
}
= −ξ fLM(k)2
{
eiΩ2τ + e−iΩ2τ
}
e−τ/2eσ
= −ξ fLM(k) cos(Ω2τ)e−τ/2eσ . (D.9)
138
The case of ep = epi can be treated analogously, leading to
E(1)(ξ, τ) = −ξ
∑
`=±1,±3
A(1)`,I (k) e−iΩ`τ−τ/2
= −ξ fLM(k)8
{
eiΩ1τ + e−iΩ1τ + 3eiΩ3τ + 3e−iΩ3τ
}
e−τ/2epi
= −ξ fLM(k)4
{
cos(Ω1τ) + 3 cos(Ω3τ)
}
e−τ/2epi . (D.10)
Wigner’s d-matrices for a 90◦-Voigt rotation
d
1/2
MM ′(pi/2) M ′ = 1/2 M ′ = −1/2
M = 1/2 1/
√
2 1/
√
2
M = −1/2 −1/√2 1/√2
d
3/2
MM ′(pi/2) M ′ = 3/2 M ′ = 1/2 M ′ = −1/2 M ′ = −3/2
M = 3/2 1/
√
8
√
3/8
√
3/8
√
1/8
M = 1/2 −√3/8 −1/√8 1/√8 √3/8
M = −1/2 √3/8 −1/√8 −1/√8 √3/8
M = −3/2 −1/√8 √3/8 −√3/8 1/√8
Table D.1: Wigner’s d-matrix dIMM ′(pi/2) for I = 1/2 and I = 3/2 [170].
Amplitude A(1)`,II for incident σ-polarized x-rays
The time-independent amplitude A(1)`,II for ep = eσ is given by [compare Eq. (6.10)]
A(1)`,II(k) = j`,II(k)
∑
`′
e−iΩ`′τ0dIgMgM ′g
(
pi
2
)
dIeMeM ′e
(
pi
2
)(
j∗`′,I(k) · eσ
)
. (D.11)
In the following, we will explicitly calculate these amplitudes by using Table D.1 for the
d-matrices and Eqs. (D.4), (D.5) and (D.7) for the nuclear transition currents j`,II and
j∗`′,I.
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Case ` = ±1:
A(1)`=±1,II(k) = ∓j`=±1,II(k)
{
1
4e
iΩ2τ0
(
j∗`′=−2,I(k) · eσ
)
+ 14e
−iΩ2τ0
(
j∗`′=2,I(k) · eσ
)}
= ±j`=±1,II(k) 14
√
fLM(k)
2
{
eiΩ2τ0 + e−iΩ2τ0
}
= ±j`=±1,II(k) 12
√
fLM(k)
2 cos(Ω2τ0)
= fLM(k)8 cos(Ω2τ0)eσ . (D.12)
Case ` = ±2:
A(1)`=±2,II(k) = j`=±2,II(k)
{
± 14e
iΩ2τ0
(
j∗`′=−2,I(k) · eσ
)
∓ 14e
−iΩ2τ0
(
j∗`′=2,I(k) · eσ
)}
= j`=±2,II(k)
1
4
√
fLM(k)
2
{
∓ eiΩ2τ0 ± e−iΩ2τ0
}
= ∓i j`=±2,II(k) 12
√
fLM(k)
2 sin(Ω2τ0)
= ∓i fLM(k)4 sin(Ω2τ0)epi . (D.13)
Case ` = ±3:
A(1)`=±3,II(k) = ±j`=±3,II(k)
{√
3
4 e
iΩ2τ0
(
j∗`′=−2,I(k) · eσ
)
+
√
3
4 e
−iΩ2τ0
(
j∗`′=2,I(k) · eσ
)}
= ∓j`=±3,II(k)
√
3
4
√
fLM(k)
2
{
eiΩ2τ0 + e−iΩ2τ0
}
= ∓j`=±3,II(k)
√
3
4
√
fLM(k)
2 cos(Ω2τ0)
= 3fLM(k)8 cos(Ω2τ0)eσ . (D.14)
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Amplitude A(1)`,II for incident pi-polarized x-rays
The case of incident pi-polarized x-rays can be solved analogously to the previous case.
Taking ep = epi and following the same lines as before, we obtain
A(1)`=±1,II(k) = ±i
fLM(k)
16
{
sin(Ω1τ0) + 3 sin(Ω3τ0)
}
eσ ,
A(1)`=±2,II(k) =
fLM(k)
8
{
cos(Ω1τ0) + 3 cos(Ω3τ0)
}
epi ,
A(1)`=±3,II(k) = ±i
3fLM(k)
16
{
sin(Ω1τ0)− sin(Ω3τ0)
}
eσ . (D.15)
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