Introduction
This study investigates the informational content of the gap between the real short term rate of interest and econometric estimates of its "natural" level -in short the real interest rate gap (IRG)-for selected, policy relevant, macroeconomic variables in the Euro area. Although there is still nothing like a consensus as to the precise definition of the natural rate of interest (NRI), it is frequently defined in practice as the (equilibrium) level of the real short term rate of interest which is consistent with output at its potential level and a stable rate of inflation in the medium term (ECB, 2004) . 1 The potential policy relevance of the concept (cf. e.g. Blinder, 1998) has motivated a bunch of empirical papers presenting estimates of the natural rate of interest for the United States, the Euro area and other developed economies over the last few decades. 2 In most recent papers, the empirical strategy followed the semi-structural approach pioneered by Laubach and Williams (2003) , who estimated the NRI for the USA within the framework of a simple unobservable-components macroeconomic model.
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Although typically plagued with a large measurement uncertainty in real time, such estimates proved useful to evaluate the monetary policy stance retrospectively.
Ultimately, however, a crucial point for deciding whether or not central banks should compute and monitor on a regular basis measures of the NRI and of the corresponding real interest rate gap is the predictive power of such indicators regarding future fluctuations of policy relevant variables, like inflation or GDP growth. In a recent speech, Bundesbank President Axel Weber (2006) expresses very clearly that this should be one major concern of the monetary policy-maker in practice:
"One can not judge the usefulness of the natural rate of interest for monetary policy purposes without taking into account the serious problems that 1 Giammarioli and Valla (2004) provides an useful survey of competing definitions and methodological approaches.
2 See Crespo-Cuaresma, Gnan and Ritzberger-Grünewald (2005) for a survey of this empirical literature. In this paper, I aim to test for the practical significance of empirical real IRG estimates for the euro area in a more systematic way. For this purpose, I focus on real IRG estimates constructed via a range of statistical techniques that may be deemed reasonably easy to implement and update. I then simulate a standard out-of-sample forecasting experiment to properly investigate the leading indicator properties of these estimates for key Euro area macroeconomic variables: inflation, GDP growth, unemployment, and credit to the private sector.
It is well known by practitioners that assessments of the economic outlook or the policy stance based on ex post revised time-series can differ substantially from what may be inferred in real time using available data. Having access to a real-time database, which allows reproducing the situation faced by a policymaker in real time, is thus a priori required to assess the forecasting power of any synthetic indicator, and econometric estimates of the IRG should not be an exception 4 . I therefore conducted this forecasting exercise using reconstructed real-time IRG series over the first seven years of the euro.
The rest of the paper is organized as follows. Section 2 deals with data issues. Section 3 presents the alternative measures of the real IRG that are implemented in the rest of the paper. Section 4 gives a preliminary assessment based on in-sample correlations with macroeconomic variables of interest. Section 5 details the methodology for the simulated out-of-sample forecasting experiments. Section 6 comments the results and provides with robustness checks. Section 7 concludes.
Data
This analysis uses time series reconstructed for the Euro area over the period 1979Q1-2004Q4 with quarterly frequency. The first year corresponds to the EMS entering into force.
Historical series for Euro area real GDP, consumer prices (HICP) and the 3-month nominal rate of interest were taken from the second version of the ECB's AWM database (see Fagan et al., 2001 ) and have been updated up to the end of 2004 with the official data published by
Eurostat and the ECB, as of mid-November 2005. Concretely, Eurostat official data were used over their whole period of availability (i.e. from 1991 Q1 or 1992 Q1 onward) to allow for consistency with common knowledge of the recent economic juncture. These official series were then backdated with the corresponding historical series. Whereas the national accounts series provided by the AWM database are seasonally adjusted, the historical HICP series is not and I hence preliminarily adjusted it using the Tramo/Seats procedure. The ex post real interest rate series was computed as the nominal interest rate deflated with the current annual rate of inflation. 4 A recent paper by Clark and Kozicki (2004) illustrates this point. They build on the pioneering work of Orphanides and van Norden (2002) , who provide evidence of difficulties in estimating the output gap in real time, which suggests analogous realtime difficulties in estimating the also unobservable equilibrium real interest rate. Using a range of unobserved components models and 22 years of real-time data vintages for the United States, they find that data revisions substantially contribute to imprecision in real-time estimates of the equilibrium real rate of interest, up to 100-200 basis points of revisions to less recent estimates and about 50 basis point for more recent ones. The experiment conducted in this paper is designed to mimic in a simple way the problem facing a policy maker who wishes to forecast inflation or other macroeconomic variables in real time. This obviously requires the use of real-time dataset. Unfortunately, no such dataset is available for the Euro area yet, at least over a long enough time-span. Therefore, I
reconstructed for the purpose of this study a set of monthly real-time GDP vintages for the Euro area that extends the data set currently made available by the EABCN on its website, 
Alternative measures of the interest rate gap
Using the Kalman filter to get measures of unobservable time-varying "natural" variables like potential output, the NAIRU, or the neutral real interest rate, has become a popular empirical strategy over the recent years. 7 In most cases, this so-called "semi-structural" approach relies on a reduced-form model of the economy (a backward-looking Phillips curve and an IS curve), which helps bringing some economic structure into the definition of the unknown "natural" variables, while postulating some DGP for the unobservable variables.
From the viewpoint of the policy-maker, the time-series or semi-structural approach of the NRI may arguably strike a convenient compromise between the complexity of more structural approaches, which involves the complete derivation and estimation of microfounded DSGE model (see e.g. Neiss and Nelson, 2003 or Edge et al., 2005) , and the arbitrariness of simple univariate trend extractors, such as the commonly used HP filter, whose simplicity of use may be at the cost of economic interpretation (Larsen and McKeown, 2004, Giammarioli and Valla, 2004) . One objective of this study is then to check whether such a model-based approach to the NRI significantly improves upon the information content of simple detrended real interest rates. here two cases, depending on the choice of the smoothing parameter: with a smoothing parameter of 1,600 (the standard value for quarterly data) on the one hand and of 26,500 on the other hand, as recommended for instance by Orphanides and Williams (2002) . These values for the smoothing parameter roughly correspond to an extraction of cycles of less than 10 and 20 years respectively (noted as HP1 and HP2 in the following). 10 For completeness, I
also consider the output of a multivariate (purely) statistical filter, a version of the Harvey and Jaeger (1993) model, which has been applied recently to the issue of NRI estimation in the euro area (see Crespo-Cuaresma et al., 2004) . Here, the Kalman filter is used to decompose jointly the ex post real interest rate, the (log of) real GDP and the rate of 8 The ex post real interest rate is computed as the nominal rate deflated by annual inflation. The current annual rate of inflation (with the price level expressed in logs) is equivalent to the simple non-weighted average of the last four lags of quarterly inflation. It can then be seen as a simple way to form current expectations of next period quarterly inflation. In practice, simple estimates of the real interest rate often rely on current annual rather than quarterly inflation, the former being by construction less volatile than the latter. 9 The CF filter approximates an optimal band-pass filter like the more common Baxter and King (1999) filter, but, in contrast to the latter, weights are asymmetric in past and future values of data and they vary over time. As a consequence, the CF filter does not lose any observations at the end of the sample. The CF filter is specified in the following so as to extract cycles of 2 to 40 quarters. Consistently with the results of unit-root tests for the real interest rate (see appendix B), the underlying series is assumed to be integrated of order one and is consequently drift corrected before the filter is applied. 
In-sample evidence on the informational content of real IRG estimates
The standard interest rate channel of the transmission mechanism of monetary policy relies on there being a link between short term real interest rates and the real side of the economy.
This can be easily understood within the framework of the simple macroeconomic workhorse model, where a Philips curve combines with an IS curve to account for a transmission of monetary policy impulses first to aggregate demand and finally to inflation.
The main components of aggregate expenditure which are theoretically held to be affected by changes in the short term real interest rate are then consumption, although substitution and wealth effects can work in opposite directions, and investment.
11 However, the empirical evidence on these expected links is rather mixed (see e.g. the survey in Taylor, 1999 Interestingly enough, the actual real and nominal interest rates appear to be highly positively correlated with future inflation at horizons up to two years ahead. In contrast, IRG estimated on the basis of multivariate UC models exhibit zero to slightly negative correlations with future inflation. Nevertheless, the correlation coefficients for the (one-sided) HJ and MR IRG remain contained (with a maximum absolute value of about 0.1) and stand clearly below the levels displayed in other studies relative to the euro area, notably Giammarioli and Valla (2003), and Garnier and Wilhelmsen (2005) and, but to a lesser extent, Crespo-Cuaresma et al. (2004) . Three main reasons may account for the higher negative correlations between inflation and IRG estimates found in the first two of these papers. First, the actual real rate of interest is often highly correlated with their estimated IRG because their NRI estimate exhibit very-limited long run fluctuations and only contained short run volatility. Second, the sample used generally includes the high inflation episode of the 1970s and the high nominal rate episode of the early 1980s, which explains most of the strong negative correlation between inflation and the real rate of interest obtained over the last few decades, hence between inflation and the estimated real IRG 12 . As a matter of fact, the correlation coefficients between inflation and the MR one-sided IRG over its whole period of availability (since 1979) are consistently higher in absolute terms and negative (up to -0.23 with a two years lag) 13 . Finally, a possible explanation that has already been put forward by some authors (e.g. Larsen and McKeown, 2004) is that, in the 1990s, the policy maker may have better used ex ante the informational content for inflation that is more or less captured in real IRG estimates, which would have reduced ex post the cross correlations between the objective variable -inflation-and lags of the real IRG.
Regarding the informational content for real activity and unemployment, univariate IRG estimates exhibit relatively strong negative cross correlations at horizons less than one year with future output growth, while short term nominal and real interest rates appear to be at best uncorrelated with this variable. However, the univariate gaps show also strong negative correlations to future rates of unemployment. The results related to multivariate estimates are however mixed. One-sided HJ and MR IRG estimates are negatively but poorly correlated to future output growth, while the MR gap appears to be strongly positively correlated to future unemployment. Indeed, it appears that the rate of unemployment fluctuates more in synch with the output gap estimated within the MR model (which is directly driven by the IRG) than output growth does, as shown by Figure 
A simulated out-of-sample forecasting experiment

Methodology of the forecasting simulation
In order to investigate the forecasting power of various measures of the short term real interest gap for macroeconomic variables, I simulated a classical out-of-sample forecasting exercise (see e.g. Stock and Watson, 1999) . 14 I thus consider a forecasting equation of the general form:
where y t+h,t is the annualised h-step forward rate of growth of the variable of interest Y t , y t its annualised quarterly rate of growth, X t is a candidate leading indicator, γ and β are polynoms in the lag operator L and h denotes the horizon of the forecast in quarters. Importantly for the realism of the experiment, it has to be noticed that the usual reporting lags imply that GDP and even price data that are required to compute IRG estimates for quarter t are only known in the curse of quarter t+1. In order to account for this, I forecast y t+h,t with data for quarters t-1 and earlier.
The precise definition of y t+h,t depends on the degree of integration of the forecast variable. If Y t stands for a variable (in logs) which is deemed to be integrated of order one, then we have:
Conversely, if we assume Y t to be integrated of order two, then y t in equation (5.1) refers to the first difference of the quarterly rate of growth of Y t (annualised), and we have, following the approach in Stock and Watson (1999, 2003) : Once this definition adopted, I proceeded in the following way. Equation (5.1) is first estimated for a given regressor X t and for a given forecast horizon h over the "initial" sample of data (up to period R). The degrees of polynoms γ and β are automatically and jointly selected on the basis of the Akaike information criterion (AIC), with a maximum of four lags allowed for each regressor 15 . A h-step ahead forecast y R+h,R is then computed using the estimated equation and the corresponding h-step forecast error is stored. A new quarter of data is then added to the regression sample (the sample window includes now R+1 observations). Equation (5.1) is re-estimated over that new sample, with the number of lags of the RHS variables again automatically selected and the whole procedure is repeated until the regression sample reaches the end of the available series. As is usual for such an exercise, the forecasting accuracy of model M(Y,X,h) is assessed against a benchmark autoregressive model for y t+h,t , taking the form :
For a given autoregressive model M'(Y,h) corresponding to equation (5.4), a series of out-of sample forecast errors is produced using the same recursive procedure as above, the lag length of the dependent variables in (5.4) being selected automatically at each step according to the Akaike information criterion (AIC) 16 . 15 These limits are common, see for instance Kamada (2005) . Besides it has been observed that allowing a maximum of eight lags does not change the results, the number of required lags remaining generally below four. 16 It should be noted that for contemporaneous estimations of concurrent models M and M', the lag length p and p' are not required to be identical, which means that the models may be non-nested. 
Real-time interest rate gaps
When they try to get an estimate of the neutral level of the real interest rate -as well as of the NAIRU or potential output-, policy-makers face three sources of uncertainty in real time: first, the underlying data (in particular GDP, which is here key for the multivariate unobserved-components models) are usually revised by statisticians; second, the addition of new data may change the assessment, including the reading of past quarters (this is often referred to as the "end-of-sample problem"); third, the information added by new data or revisions may invite to modify the econometric models underlying the assessment or at least 17 I follow here the typology first proposed by Orphanides and Van Norden (2002) . 18 The term vintage is generally used to describe the values for data series as published at a given point in time. 19 Note that in case of the HP filtered real interest rate gap, for which no parameter are estimated, the quasi-real time and quasifinal series estimated over a given sample are identical. The data set comprises then 28 quasi-real-time IRG series for each estimation technique.
Forecast variables
The forecasting simulations have been carried out for four dependant variables of interest, HICP inflation, real GDP growth, the quarterly change in the rate of unemployment and the real rate of growth of credit to the private sector.
Although in the Euro area the mandate of the ECB confers a prominent weight to the objective of price stability, the practice of major central banks converges in acknowledging some weight for a concomitant real stabilization objective, at least in the short run, as advocated for instance by the proponents of flexible inflation targeting schemes (see for instance Faust and Henderson, 2004, and references therein) . This (implicit) dual objective being usually conceived in terms of volatility of the output gap, this would invite to consider output gap measures among the projected variables. The emphasis on real GDP growth instead of some measure of the output gap aims at avoiding complex and still inconclusive debates about the best proxy for this unobservable variable, having in mind that the Finally, the inclusion of real credit growth among the set of variables to be forecast could be justified both by the emphasis put by the ECB on its monetary pillar, since credit to the private sector makes up the bulk of the broad monetary aggregate counterparts, and by concerns for financial stability 22 . Besides, with a reference to the genuine Wicksellian framework (Wicksell, 1898), the excess demand arising from a negative IRG should materialize through the build-up of an excess demand for credit which the banking system would accommodate, leading to both inflationary pressures and the build-up of financial imbalances. Hence, investigating the effect of a non-negative IRG on credit developments seems to be fully relevant from a Wicksellian perspective.
For each macroeconomic variable of interest and each estimation technique of the real IRG, the forecasting exercises have been conducted with horizons of two, four and six quarters.
Beside the already presented IRG, I also test for the predictive power of a simple alternative candidate, the first difference in the short term nominal interest rate (hereafter DSTN model).
Under the assumptions of sticky enough yearly inflation and natural rates from one quarter to the next, changes in the nominal interest rate can be viewed as proxy of changes in the real IRG. Furthermore, using changes in the nominal rate in this way is arguably equivalent to 20 Nevertheless, I also checked the predictive power of competing IRG measures for three alternative simple statistical (final) estimates of the output gap filtered with a smooth HP filter and two standard band-pass filters, namely the Baxter-King and the Christiano-Fitzgerald filters. None of the selected IRG helps to improve forecasts of any of these statistical output gaps. Results are available upon request. According to preliminary stationarity tests (see Appendix C), the majority of the differenced series to be forecast (i.e. real growth rates of GDP and credit and the rate of change in the unemployment rate) as well as real IRG may be deemed to be stationary. An important exception is HICP inflation, which appears to be integrated of order one over the observation sample. Depending on the diagnosis about the order of integration of the dependant variable, the choice of the forecasting model was made as explained in section 5.1. Forecasts relate then to the average future rate of GDP, credit and unemployment growth over the forecasting period on the one hand, and to the difference between average future inflation and current inflation on the other hand. (2005) warn against the use of asymptotical critical values when the ratio of the number of forecasts to the number of in-sample observations is superior to 10% (which would imply in our case IRG and inflation series for the "euro area" beginning in… the mid-1930s). 26 Even if I allow the lags of the dependant variable and the candidate IRG to differ, they can both be capped at four. 27 The same holds for the test of forecast encompassing proposed by Harvey, Leybourne and Newbold (1998) . When the competing IRG augmented models are assessed against the DSTN benchmark, the forecasting models to be compared are no longer nested, so one can use the DM test. The test statistic is computed as follows: Tables 2 and 3 
Results of the out-of-sample simulations
None of the estimated IRG displays significant leading indicator properties for future inflation (see Tables 2 and 3 ). However, this negative result of the out-of-sample experiment could have been largely anticipated, considering both the sign of in-sample correlations and the theoretically only indirect impact of a non-zero IRG on inflation.
Turning to forecast of fluctuations in measures of real activity, the results are more promising. Indeed, the MR gap, along with the simple QT gap, help to significantly improve forecasts of output growth at horizons longer than one year. Remarkably, the performance of the MR gap in quasi real time is confirmed with real time estimates, although it deteriorates slightly, thus accounting for the impact of GDP revisions on forecast accuracy. However, a closer look at Tables 2 and 3 together suggest that none of these two gaps significantly improves the forecasting performance of a simple AR model augmented with lagged interest rate changes (the DSTN model).
Similarly, according to the results in Table 2 , the MR and DSTN indicators prove to have a significant predictive content for changes in the rate of unemployment, along with the smoothest HP gap (HP2). As for forecasts of output growth, the reduction in RMSE also increases with the forecasting horizon (up to 30% for the MR IRG at six quarters). In contrast however, the comparison with Table 3 indicates an informational advantage of the MR gap over the simple change in the nominal interest rate (with cuts RMSE of around 15%, even if the associated simulated p-values of the DM test are greater than 10%).
Finally, the MR gap stands out as a promising leading indicator of credit developments, at forecasting horizons up to one year ahead. As a matter of fact, it seems to add information both to the simple AR and the DSTN models of real credit growth, even when real time data are used.
[insert Table 3 an AR model of unemployment and credit growth still leads to a substantial reduction of the forecast RMSE at projection horizons from 2 to 6 quarters. However, simpler models, the HP2 and DSTN models, perform also relatively well. Besides, the latter and the QT models are associated with an improved forecast accuracy for GDP growth. In contrast, the gain in forecast accuracy associated with the MR model for GDP growth vanishes while one extends the out-of-sample period.
Another possible source of sensitivity of the results to the forecasting experimental design is the criterion chosen to select the lag structure used in the forecasting equations (5.1) and (5.4). Therefore, to check the robustness of our results to the consequences of this choice, I
repeated the whole experiment using the Schwarz information criterion (SIC) instead of the Akaike criterion (AIC). Table 5 displays the results, for simulations beginning in 1999Q1.
The results are qualitatively unchanged, whatever the chosen criterion for lag selection, with a few exceptions. Simple univariate IRG (HP and CF) perform now quite well in inflation models, especially at longer horizons. Conversely, the predictive content of the MR gap for future output growth is not confirmed.
[insert Tables 4 and 5 about here]
29 The creation of the EMI makes more plausible, for the purpose of this experiment, the assumption of a policy maker who would be interested in forecasting euro area inflation and growth. Such a choice is not uncommon for studies of the forecasting power of various indicators for key policy variables in the euro area. Another recent example is provided by Nobili (2006) . 
Appendix B. Multivariate Unobserved components models
B.1. A multivariate unobserved-components (UC) model: the Harvey-Jaeger model
Multivariate unobserved component (UC) models estimated with the Kalman filter offer a general framework for decomposing macroeconomic time series into unobserved trend and cycle, allowing for explicit dynamic structure for these components and accounting for interactions between theoretically related variables. I consider here a multivariate version of 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
B.2. A semi-structural UC model: the Mésonnier-Renne model
The MR approach of the NRI for the euro area consists in estimating a simple restricted VAR model of the euro area economy with the Kalman filter. The focus is on a medium- 30 The Kalman filtering procedure requires to set some initial conditions regarding the mean and covariance matrix of the unobserved variables. As commonly done, simple diffuse priors (HP filtered trends) are used to guess plausible initial conditions. Besides, I initialize the procedure of likelihood maximization over the vector of parameters using values close to the results of the baseline model in Crespo-cuaresma et al. (2004) -correcting for the different frequency of the data sets-. In particular, the initial value for λ is set to 0.52, which corresponds to short business cycles of three years (possibly related to 
where π, i, y, z, r* and ∆y* stand for quarterly inflation (annualized), the nominal short term rate of interest, real GDP, the output gap, the natural real interest rate and potential output growth respectively. Lags of the dependant variables in the first two equations are selected by the data and the hypothesis of an accelerationist form of inflation (i.e. that the coefficients of lagged inflation sum to unity) is not rejected empirically. The ψ parameter is estimated to be close to but less than unity.
The first equation can be interpreted as a backward-looking Philips-curve, the second as an IS-curve. The remaining equations state the dynamics of the natural rate and of potential output growth and define the output gap. According to this model, stable inflation is thus consistent with both null output and interest rate gaps and a departure of the real interest rate from its neutral level affects quarterly inflation with a lag of three quarters. Interestingly, no equation for the nominal rate of interest is stated, which means that the monetary policy reaction function remains implicit. Complete model estimation by maximization of the the cycle of inventories, as argued by Bentoglio et al., 2002) and the initial attenuation factor ρ is postulated to be 0.85 (which corresponds to a half-life of cyclical shocks of 5 quarters). In a second step, using each simulated pair of series, I perform an out-of-sample forecasting experiment equivalent to the one presented in section 4.1 and store the corresponding test statistics computed for each forecasting horizon.
Appendix C. Preliminary unit root tests
In the case of the UC models, whose outcome is normally affected by revisions of GDP data, I nevertheless considered the quasi-final version of the IRG as a proxy for the real-time version of the gap because of the difficulty inherent in defining how to bootstrap revisions of the estimated IRG over time. Nb of forecasts 26 24 22 Notes : the entries in italics show the RMSE of the AR forecast, other entries show the ratio of the RMSE of forecasts based on the method specified to the RMSE of the AR forecast. Hence, a ratio below unity denotes an improvement in forecast accuracy. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Nb of forecasts 26 24 22 Notes : the entries in italics show the RMSE of the DSTN forecast, other entries show the ratio of the RMSE of forecasts based on the method specified to the RMSE of the AR forecast. Hence, a ratio below unity denotes an improvement in forecast accuracy. The p-values correspond to the empirical distributions of the DM test of Diebold and Mariano (1995) , as obtained by bootstrap. A probability close to zero is indicative of a significant difference in the RMSE. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = Christiano-Fitzgerald (2003) filtered IRG, HJ = Harvey-Jaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2006) , DSTN = first difference in the short term nominal rate of interest. the entries in italics show the RMSE of the AR forecast, other entries show the ratio of the RMSE of forecasts based on the method specified to the RMSE of the AR forecast. Hence, a ratio below unity denotes an improvement in forecast accuracy. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = ChristianoFitzgerald (2003) filtered IRG, HJ = Harvey-Jaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2006) , DSTN = first difference in the short term nominal rate of interest. entries in italics show the RMSE of the AR forecast, other entries show the ratio of the RMSE of forecasts based on the method specified to the RMSE of the AR forecast. Hence, a ratio below unity denotes an improvement in forecast accuracy. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = ChristianoFitzgerald (2003) filtered IRG, HJ = Harvey-Jaeger UC model, MR = baseline IRG using the UC model as in Mésonnier and Renne (2006) , DSTN = first difference in the short term nominal rate of interest. the entries in italics show the RMSE of the AR forecast, other entries show the ratio of the RMSE of forecasts based on the method specified to the RMSE of the AR forecast. Hence, a ratio below unity denotes an improvement in forecast accuracy. Automatic lag selection using the AIC. QT = real rate corrected with quadratic trend, HP1 = HP (1,600) filtered IRG, HP2 = HP (26,500) filtered IRG, CF = Christiano-Fitzgerald (2003) 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
