We use lattice Monte Carlo simulations to study the thermodynamics of hybridization of single-stranded "target" genes in solution with complementary "probe" DNA molecules immobilized on a microarray surface. The target molecules in our system contain 48 segments and the probes tethered on a hard surface contain 8-24 segments. The segments on the probe and target are distinct, with each segment representing a sequence of nucleotides that interacts exclusively with its unique complementary target segment with a single hybridization energy; all other interactions are zero. We examine how surface density ͑number of probes per unit surface area͒ and concentration of target molecules affect the extent of hybridization. For short probe lengths, as the surface density increases, the probability of binding long stretches of target segments increases at low surface density, reaches a maximum at an intermediate surface density, and then decreases at high surface density. Furthermore, as the surface density increases, the target is less likely to bind completely to one probe; instead, it binds simultaneously to multiple probes. At short probe lengths, as the target concentration increases, the fraction of targets binding completely to the probes ͑specificity͒ decreases. At long probe lengths, varying the target concentration does not affect the specificity. At all target concentrations as the probe length increases, the fraction of target molecules bound to the probes by at least one segment ͑sensitivity͒ increases while the fraction of target molecules completely bound to the probes ͑specificity͒ decreases. This work provides general guidelines to maximizing microarray sensitivity and specificity. Our results suggest that the sensitivity and specificity can be maximized by using probes 130-180 nucleotides long at a surface density in the range of 7 ϫ 10 −5 -3ϫ 10 −4 probe molecules per nm 2 .
I. INTRODUCTION
DNA microarrays have been widely adopted by the scientific community for a variety of applications: [1] [2] [3] [4] ͑1͒ to identify the sequence of genes or gene mutations; ͑2͒ to determine the expression level ͑abundance͒ of genes; ͑3͒ to reconstruct the metabolic pathways for cell operation; ͑4͒ to identify which genes are differentially expressed in healthy versus diseased cells, enabling disease diagnosis; ͑5͒ to screen for environmental toxins or pathogens based on changes in genetic profiles of exposed organisms; and ͑6͒ to facilitate legal identification.
A DNA microarray, also commonly known as gene chip, DNA chip, or gene array, is a small glass or nylon slide containing thousands of single-stranded genes or gene fragments immobilized on the surface in spots arranged in a grid, with one gene represented per spot. 2 Fluorescently labeled single-strand "target" molecules in a sample solution exposed to the microarray surface bind specifically and hybridize to complementary "probe" molecules immobilized on the microarray surface. The binding of the target genes by the appropriate probe molecules is a consequence of the WatsonCrick base-pairing rules. The four different nucleotides that make up a single-stranded DNA molecule-adenine ͑A͒, thymine ͑T͒, guanine ͑G͒, and cytosine ͑C͒, are compelled to bind ͑pair͒ to their base pair complements. Subsequent analysis of the pattern of fluorescence on the microarray surface allows scientists to identify the genes in the DNA sample solution and to determine their abundance.
Sensitivity and specificity are the two main measures of microarray performance. [5] [6] [7] [8] [9] [10] [11] Sensitivity refers to the hybridization signal-to-noise ratio. A high signal-to-noise ratio indicates high sensitivity and, therefore, more efficient detection of the genes under study. Specificity refers to the ability to discriminate between different nucleotide sequences. 7 The probes should be designed to discriminate between target and nontarget molecules differing by as little as a single nucleotide. The higher the specificity, the less likely is cross hybridization and generation of false positives. Currently the understanding of how to design microarrays for maximal sensitivity and specificity is limited, due in part to the shortage of publicly available data on optimum design. Therefore in order to fully exploit the potential of microarrays, there is a need for a fundamental understanding of the principles that govern the interplay between the various factors that affect microarray performance.
In the past few years investigators have examined the influence of various factors on microarray performance in order to optimize sensitivity and specificity. [5] [6] [7] [8] [9] [10] [11] [12] [13] The factors that influence microarray sensitivity and specificity include the choice of probe molecule sequence, length, and concentration; the target molecule sequence, length, and concentration; and the probe and target nucleotide ͑G-C͒ compositions, the spacer length, and the temperature. Ramdas et al. 9 have evaluated experimentally the effect of oligonucleotide probe length and concentration on signal intensity ͑sensitiv-ity͒ in microarrays. They observed that the signal intensity increased linearly with the length of the oligonucleotide. The signal intensity also increased as the probe concentration increased, although the effect of probe concentration on the signal intensity was minimal compared to the effect of probe length. Relogio et al. 10 have shown in vitro that while 60-nucleotide ͑60-mer͒ long oligonucleotide probes had ten times the sensitivity of a 25-mer probe, they had much lower specificity than the 25-mer probes. Chou et al. 5 observed similar results, further suggesting that the addition of spacers could improve the signal intensity of short probes. Peterson et al. 8 have used surface plasmon resonance spectroscopy to study the effect of probe density on the kinetics of hybridization. They reported that at low probe densities, almost 100% of the probes hydridize and the kinetics of binding follows Langmuir-like behavior, whereas at high probe densities only 10% of the probes hybridize and the kinetics of binding is slow.
Investigators have used computer simulations to gain insight into the structure and dynamics of DNA at the molecular level, to interpret experimental data, and to test analytical theories. The level of detail used in the model representing the geometry and energetics of DNA molecules depends on what aspects of DNA behavior one wishes to investigate. Atomic-resolution models provide the most realistic description of DNA geometry and energetics. Atomistic simulations of DNA are generally performed using the traditional molecular dynamics ͑MD͒ method. Extensive reviews of the use of molecular dynamics for the simulation of a variety of nucleic acid systems can be found in the literature. [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] Using atomistic-MD simulations researchers have been able to investigate the stability of experimentally observed standard structures of single-stranded DNA ͑for example, hairpin structures and quadruplex structures͒, 24, 25 double-stranded DNA, 15, 17, 26, 27 and other motifs including anomalous structures. [28] [29] [30] [31] [32] [33] [34] The dynamics of hybridization of DNA tethered to a surface and the effect of the surface on the conformation of the DNA have also been studied using all-atom MD simulations. 35, 36 However, it is important to note that all-atom MD simulations usually have an already hybridized double helix form of a DNA as an initial configuration and are used to study the stability of the double helix DNA structure. Although all-atom MD simulations of DNA fragments can be performed on the nanosecond time scale within current computer capabilities, many of the physical and biological DNA processes of interest such as replication, transcription, and denaturation are observed at longer time scales. Also, simulations of large multichain systems of oligonucleotides with atomic detail are not feasible within the computational power currently available.
In order to simulate the behavior of DNA at longer time scales within current computational power, intermediateresolution and low-resolution models have been developed. A comprehensive review of these models was presented in our previous publication. 60 Although these models provide valuable information on the structure and dynamics of DNA, they have not, to our knowledge, been used to study hybridization of multiple probes and targets in DNA microarrays.
The goal of our work is to use computer simulations to develop a comprehensive general understanding of the physical principles that govern the hybridization of target DNA molecules to probe DNA molecules in microarrays. We use Monte Carlo simulations of coarse-grained lattice-model DNA molecules on model microarray surfaces to uncover the basic physics underlying the hybridization process. The lattice model and the Monte Carlo simulation method give us the advantage of high computational speed. This in turn helps us to better mimic long-time-scale phenomena such as probe-target hybridization ͑approximately minutes͒ 61 and makes the study of large system sizes feasible within current computational capabilities. Hopefully our work will lead to a better molecular-level description of the hybridization process and a set of general guidelines for maximizing microarray sensitivity and specificity.
In previous work 60 we simulated the hybridization of a single target molecule with a single complementary probe molecule immobilized on a microarray surface. The target molecule in our system contained 48 statistical segments and the probes tethered on a hard surface contained 8-24 segments. The segments on the probe and target were distinct and each segment represented a sequence of nucleotides. Each probe segment interacted exclusively with its unique complementary target segment with a single hybridization energy; all other interactions were zero. Lattice Monte Carlo simulations were used to examine how the probe length, the hybridization energy ͑or equivalently temperature͒, and the stretch along the target that the probe segments are complementary to affect the extent of hybridization. For systems containing single probe and single target molecules, we observed that as the probe length increased, the probability of binding all probe segments to the target ͑specificity͒ decreased, and the probability of binding the target by at least one segment ͑sensitivity͒ increased. Our result that shorter probes have higher specificity than longer probes is in qualitative agreement with the experimental work done by Relogio et al. 10 and Chou et al. 5 As the hybridization energy increased ͑temperature decreased͒, the longer probes were better able to bind all their segments to the target, thus improving their specificity. Results on the hybridization kinetics revealed that the segments at the ends of the probe are most likely to start the hybridization and that the segments towards the center of the probe remain bound to the target for a longer time than the segments at the ends of the probe. The latter result suggested that the specificity of the probes would be high if the mismatches in the target were in the region complementary to the center portion of the probe, in qualitative agreement with the experimental results obtained by Letowski et al. 7 In this paper we use lattice Monte Carlo simulations to study systems containing multiple target molecules in solution and multiple probe molecules tethered to a hard surface. Our model of the target and probe molecules is the same as our previous work. 60 The target molecule in our system contains 48 statistical segments and the probes tethered on a hard surface contains 8-24 segments. We examine how the hybridization of the probe and the target is affected by increasing the surface density of probes ͑number of probes per unit surface area͒ and increasing the target concentration ͑number of target molecules in solution͒. In our simulations we study systems containing 1-256 probes on the surface which corresponds to surface densities of 0.000 0174-0.0044 molecules/ nm 2 , and systems containing 1-20 target molecules which correspond to target concentrations of 0.12-2.40 M.
Highlights of our results are the following. As the surface density increases, there is a lack of space in the lateral ͑x-y͒ direction which makes the probes stretch out and extend in the z direction, due to the crowding on the surface. For longer probes ͑16, 20, and 24 segments͒ as the surface density increases, the probability of binding long stretches of target segments ͑specificity͒ decreases and the probability of binding short stretches increases. For shorter probes ͑8 and 12 segments͒ there is an optimum surface density which provides the highest probability of binding all probe segments to the target ͑specificity͒. The optimum surface density lies between 0.000 069 4 and 0.000 278 molecules/ nm 2 while typical surface densities in microarrays lie in the range 0.000 12-0.4 probe molecules per nm 2 surface area. 62, 63 Our optimal density is towards the lower end of this range. For all probe lengths, as the surface density increases, the target is less likely to bind completely to one probe, and instead binds simultaneously to more than one probe. This will adversely affect the specificity because when the target simultaneously binds short contiguous stretches of segments to many probes it is harder to detect a mismatch. At the optimum surface density of 0.000 278 molecules/ nm 2 at short probe lengths, as the target concentration increases the fraction of targets binding completely to the probes ͑speci-ficity͒ decreases. At long probe lengths, varying the target concentration does not affect the specificity. At all target concentrations, as the probe length increases, the fraction of target molecules bound to the probe by at least one segment ͑sensitivity͒ increases, while the fraction of target molecules bound to the probe completely ͑specificity͒ decreases.
The remainder of this paper is organized as follows: Section II describes the molecular model and the simulation method. Section III describes our simulation results. A brief summary of our findings is provided in Sec. IV.
II. MODEL AND METHOD
We use lattice Monte Carlo simulation for our study since it is extremely fast and provides a good mimic for large scale conformations of polymer chains. Our system consists of target molecules in an implicit solvent interacting with probe molecules tethered to a hard surface through a spacer. The probe and target are modeled as self-avoiding chains placed on a cubic lattice. The segments on the probe and target are distinct, i.e., instead of having four types of segments: A, T, G, and C, we have as many types of segments as there are segments along the probe. Each of the segments on the probe represents a sequence of nucleotides ͑ϳ11 nucleotides͒ along the DNA single strand. Each probe segment recognizes ͑preferentially attracts͒ its uniquely complementary segment on the target with an attractive interaction potential in order to mimic binding of complementary nucleotide pairs ͑A-T and G-C͒ on DNA. A model of the target and its complementary "end-type" probe is given in Fig. 1 . The first segment on the probe is complementary only to the first segment on the target, the second segment on the probe is complementary only to the second segment on the target, and so on. Our model is similar to the Poland-Scheraga model for DNA hybridization 64, 65 where the hybridization between two complementary strands of DNA of equal length could occur only when bases with the same index along the strands bind. We refer to the attractive interaction potential between the complementary segments as the hybridization energy, ⑀. The interactions are only between segments that are nonbonded nearest neighbors on the lattice. All other interactions in the system are zero. The dimensions of the simulation box in the x, y, and z directions are 48, 48, and 80, respectively. There are periodic boundary conditions in the x and y directions; in the z direction there are hard surfaces at z = 81 and z = 0. The target contains 48 segments. The probes contain 8-24 segments and are tethered to the surface at z =0. The initial configuration of the target is obtained by first placing the "head" segment of the chain on a random location in the lattice. The second segment is placed on one of the six sites adjacent to the "head" segment. The third segment is placed on a site next to the second segment, and this is repeated until the target chain is grown to the desired length. During this initialization process, if there is no vacant site for adding a segment onto one end of the chain, the segment is added to the other end of the chain. If adding the segment to either end fails due to the absence of a vacant site, the chain is moved in the box using reptation, kink jump, end moves, and crankshaft moves 66 until a vacancy is created. In the case of the probe, the head segments of the multiple probe molecules are placed equidistant from each other on the surface at z = 1 and the rest of the chain is grown in the same way as the target chain. We do not allow movement of the probe along the surface so the position of the head probe segment is fixed. The other probe segments are moved in the box using a combination of kink jump, end moves, and crankshaft moves. 66 The simulation proceeds in three stages: initialization, equilibration, and production. In the initialization stage the system runs through 100 000 Monte Carlo ͑MC͒ steps. In each MC step on average each segment along the target and probe is picked randomly and moved using a random combination of reptation, end moves, kink jump moves, and crankshaft moves. 66 The moves are accepted or rejected based on the Metropolis algorithm. 67 The initialization stage helps us avoid any bias that might arise due to the nature of the initial configuration of the chains. In the equilibration stage, the system goes through 8 ϫ 10 6 MC steps, during which the standard chain moves are made to let the system equilibrate. In the production stage ͑an additional 5 ϫ 10 6 MC steps͒ we obtain data on the property of interest after each 100 MC steps and calculate the block averages for every 100 000 MC steps. The equilibrium average for the desired property is the mean of all the block averages. We obtain equilibrium averages from 20 simulation trials; error bars are determined from the standard deviations.
To quantify the extent of hybridization, we calculate the probability that a contiguous stretch of target segments binds to the complementary probe segments. When we calculate the probability of binding a contiguous stretch of target segments, we do not break this stretch into smaller stretches and hence overcount the probability of having smaller stretches. For example, for probe length 8, when all eight segments on the probe are bound, we only count that as one occurrence for an eight segment long contiguous stretch being bound, and not as eight occurrences of one segment being bound or as four occurrences of two segment stretches, etc. We count the number of occurrences of the longest stretch of contiguous bound segments at every time step during each simulation trial. Then, we divide the total number of occurrences of each stretch of contiguous bound segments by the total time steps in the simulation to obtain the probability. We repeat this calculation for ten simulation trials to obtain the average probability that a contiguous stretch of target segments of a given length binds to the complementary probe segments.
To obtain the conformation of the probe molecules, we calculate the average radius of gyration squared parallel ͗Rg xy 2 ͘ and perpendicular ͗Rg z 2 ͘ to the surface 68, 69 which is defined as
where 
A. Calculation of surface density
The surface density is a measure of the number of probe molecules tethered per unit surface area. The surface in our simulation is 48 lattice units by 48 lattice units. Each lattice unit, a, is equal to the diameter of a segment. We assume the dimension of each segment to be of the order of magnitude of the persistence length of a single-stranded DNA. The persistence length of a single stranded DNA ranges from 0.8 to 5 nm depending on the ionic strength of the solvent ͑0.1-1 mM͒. 70, 71 We assume the size of the segment to be 5 nm. By using this length we assume that each segment is a stiff section of the DNA and that in turn justifies modeling the DNA as a self-avoiding walk. 72 Since the rise per base pair for single-stranded DNA is 0.43 nm, 71, 73 each segment along the probe or target corresponds to approximately 11 nucleotides in a single-stranded DNA molecule.
The area of the surface, A, in our simulation is A = 48a ϫ 48a = 48 ϫ 48 ϫ 25 nm 2 = 57 600 nm 2 . ͑3͒
When one probe molecule is tethered on the surface the surface density, , is equal to 
͑4͒
The approximate surface densities for the different number of probes considered in this paper are tabulated in Table I . Since the surface area is the same ͑48 lattice units by 48 lattice units͒ in all our simulations, studying the effect of increasing the number of probes is equivalent to studying the effect of increasing the surface density.
B. Calculation of target concentration
The concentration of the target molecules in the system is equal to the number of moles of target per unit volume ͑liters͒ of solution. Since we are considering implicit solvent the volume of the solution is approximately equal to the volume of the simulation box. Volume = 48a ϫ 48a ϫ 80a = 13 824 000 nm 3 . ͑5͒
When there is one target molecule in the simulation box, the concentration of target molecules, C, is equal to The approximate target concentrations for different numbers of target molecules considered in this paper are tabulated in Table II . The order of typical target concentrations in real microarrays range from 1 nM to 10 M.
III. RESULTS AND DISCUSSION

A. Effect of surface density on conformation of probe molecules
As the number of probes increases, the space for the probes to spread in the lateral ͑x-y͒ direction ͑due to neighboring probes͒ decreases. Lack of space in the x-y direction forces the probes to stand upright and stretch out in the z direction. This can be quantified by calculating Rg xy , the radius of gyration parallel to the surface and Rg z , the radius of gyration perpendicular to the surface. The results for ͗Rg xy 2 ͘ and for ͗Rg z 2 ͘ versus probe length are shown in Figs. 2 and 3 at varying surface density = 0.000 278, 0.000 625, 0.001 11, 0.0025, and 0.0044 probe molecules per nm 2 ͑see Table I for number of probes͒. It is important to point out that the typical surface density in DNA microarrays lies in the range 0.000 12-0.4 probe molecules per nm 2 surface area. 62 To obtain a surface density on the high end of this range in our simulations we would need more than 1000 probes. This would make the system, especially near the surface, highly dense which in turn would increase the simulation time to reach equilibrium. Furthermore, based on the results shown in the next few sections, surface densities higher than 0.000 278 probe molecules per nm 2 had low specificity and sensitivity. For these reasons, we did not study surface densities higher than 0.0044 probe molecules per nm 2 . In Figs. 2 and 3, ͗Rg xy 2 ͘ and ͗Rg z 2 ͘ scale linearly with the probe length as it increases from 8 to 24. In Fig. 2 as increases there is a decrease in ͗Rg xy 2 ͘ for all probe lengths which means that the space available for each probe in the x-y direction ͑parallel to the surface͒ decreases. In Fig. 3 the ͗Rg z 2 ͘ does not change much as increases from 0.000 278 to 0.000625 probe molecules per nm 2 for all probe lengths, but increases dramatically as increases from 0.001 11 to 0.0025 probe molecules per nm 2 for all probe lengths. This suggests that increasing the number of probes per unit area on the surface past a certain density ͑the so called overlap density 74 ͒ forces the probes to extend away from the surface. We can get a rough estimate of the overlap density by calculating the surface area that a single probe occupies when the probes on the surface are just touching each other. The overlap density is then * = 1 molecule ͗Rg xy 2 ͘a
, ͑7͒
where a is the size of a lattice unit, which we assume to be equal to 5 nm and ͗Rg xy 2 ͘ is the simulation value of the average radius of gyration squared at the probe length of interest in lattice units. The overlap surface density, * , calculated for the different probe lengths is tabulated in Table III . For probe lengths 20 and 24, the surface density of 0.0025 is higher than the overlap density and therefore we see a big jump in the ͗Rg z 2 ͘ values as the surface density increases from 0.001 11 to 0.0025 in Fig. 3 . 
B. Effect of surface density on extent of hybridization
In Fig. 4 we plot the probability that a contiguous stretch of segments along the target binds to a single end-type probe ͑y-axis͒ versus the number of contiguous bound target segments ͑x-axis͒ at varying surface densities. The results are for systems containing a single target molecule ͑target concentration= 0.12 M͒ and probes of length 12 segments with spacer length= 4 at ⑀ =3kT. We see that as the surface density increases from 0.000 017 4 to 0.000 069 4 probe molecules per nm 2 , the probability of binding the target to all the probe segments increases ͑right side of Fig. 4͒ . This is because as the surface density increases from 0.000 017 4 to 0.000 069 4 probe molecules per nm 2 ͑one probe to four probes͒, there are more probes on the surface for the target to bind to, yet there is no crowding due to a low surface density, thus the probability of binding the target to all the probe segments increases. As the surface density increases from 0.000 069 4 to 0.0025 probe molecules per nm 2 ͑4 probes to 144 probes͒, the probability of binding the target to all the probe segments decreases ͑right side of Fig.  4͒ . This is because as the surface density increases the crowding effect on the surface increases because of the dense brush of probes; the target cannot penetrate the brush of probes on the surface and therefore cannot bind to all segments along any single probe. The only option left for the target is to bind to smaller stretches of probe segments. This is one reason why as the surface density increases, the probability of binding short stretches of the probe increases ͑left side of Fig. 4͒ . Having a higher surface density ͑higher number of probes͒ by itself also increases the probability of binding short stretches of segments along the target. As the surface density increases from 0.0025 to 0.0044 probe molecules per nm 2 the probability of binding the target to all the probe segments remains the same. This is because for surface densities higher than 0.00111 probe molecules per nm 2 the crowding effects on the hybridization reach a plateau and do not change.
Increasing the surface density also increases the probability that the target simultaneously binds to more than one probe. For example, during the simulation there are times when the target binds m segments to one probe, n segments to a second probe, p segments to a third probe, and so on. If m Ͼ n we call the first probe probe 1 and the second probe probe 2. If the target simultaneously binds to three probes, then we mark probe 1 as the probe which has the highest number of segments bound to the target, probe 2 as the probe that has the second highest number of segments bound to the target, probe 3 as the probe that has the third highest number of segments bound to the target, etc. We record this throughout the simulation and display the average probability of these events in a contour plot. The x-axis of the contour plot represents the number of probes the target is bound to simultaneously. The y-axis represents the number of contiguous target segments bound to probe 1 ͑x =1͒, probe 2 ͑x =2͒, probe 3 ͑x =3͒, etc. The z-axis represents the probability of a probe binding to a contiguous stretch of segments along the target.
A contour plot for a system with single target molecule 48 segments long and 0.0025 probe molecules per nm 2 ͑144 end-type probes͒ of length 12 with spacer of length 4 and ⑀ =3kT is shown in Fig. 5 . The abscissa x = 1 corresponds to the probe that the target has the highest number of segments bound to ͑probe 1͒ when the target simultaneously binds to multiple probes. The abscissa x = 2 corresponds to the probe 4 . Probability of a contiguous stretch of segments along target binding to segments along end-type probes of length 12 segments with spacer length= 4 at ⑀ =3kT for 0.000 017 4 ͑cross͒, 0.000 069 4 ͑triangle͒, 0.000 278 ͑square͒, 0.000 625 ͑circle͒, 0.001 11 ͑inverted triangle͒, 0.0025 ͑diamond͒, and 0.0044 ͑right triangle͒ probe molecules per nm 2 surface area.
FIG. 5. Probability ͑contours͒ of a contiguous stretch of segments along target ͑y-axis͒ simultaneously binding to probe 1 ͑x =1͒, probe 2 ͑x =2͒, probe 3 ͑x =3͒, and so on, at surface density= 0.0025 molecules/ nm 2 , probe length= 12, spacer length= 4, and ⑀ =3kT.
that the target has the second highest number of segments bound to ͑probe 2͒ when the target simultaneously binds to multiple probes. The abscissa x = 3 corresponds to the probe that the target has the third highest number of segments bound to, when the target simultaneously binds to multiple probes. At x = 1, there is a high probability ͑contour lines 0.3 and 0.4͒ for binding short stretches along the target ͑2 Ͻ y Ͻ 4͒ and low probability ͑contour line 0.1͒ for binding long stretches along the target ͑6 Ͻ y Ͻ 12͒. At x = 2, there a low, yet nonzero, probability ͑contour lines 0.1 and 0.2͒ for binding short stretches along the target ͑2 Ͻ y Ͻ 4͒ and zero probability for binding long stretches along the target. At x =3, there is a zero probability ͑contour line 0.1͒ for binding short stretches along the target ͑2 Ͻ y Ͻ 4͒ and zero probability for binding long stretches along the target. Thus, there are times when the target simultaneously binds to approximately two probes. This reduces the specificity of the probes, as simultaneously binding of the target to more than one probe can easily accommodate a mismatch in the target and give a false positive result.
The data in Fig. 4 suggest that for a probe of length 12 segments, there is an optimum surface density between 0.000 069 4 probe molecules per nm 2 ͑4 probes͒ and 0.000 278 probe molecules per nm 2 ͑16 probes͒, which gives high specificity ͑high probability of binding all the segments͒. Furthermore, at the optimum surface density simultaneous binding of the target to more than one probe is also reduced ͑specificity is increased͒.
So far, we have presented the results for the effect of surface density on the extent of hybridization for probes of length 12 segments. In the following section we show how probe length affects the dependence of hybridization on surface density.
C. How probe length affects the dependence of hybridization on surface density
We study how the length of the probe affects the dependence of probe-target hybridization on surface density. In Fig. 6 we plot the probability of a contiguous stretch of segments along the target binding to segments along end-type probes of length 8, 16, 20, and 24 and spacer length= 4 at ⑀ =3kT at ͑a͒ low surface density ͑0.000 017 4͒, ͑b͒ intermediate surface density ͑0.000 278͒, and ͑c͒ high surface density ͑0.0025͒ when the system contains a single target molecule.
At low surface density ͓Fig. 6͑a͔͒, for probe length 8 the probability of binding all probe segments is higher than the probability of binding shorter stretches. As the probe length increases from 16 segments to 24 segments, the probability of binding all probe segments to complementary segments on the target decreases and the probability of binding shorter stretches along the target increases. At intermediate surface density ͓Fig. 6͑b͔͒, as the probe length increases from 8 segments to 24 segments, the probability of binding all probe segments to complementary segments on the target decreases and the probability of binding shorter stretches along the target increases. At high surface density ͓Fig. 6͑c͔͒, for all probe lengths the probability of binding all probe segments to complementary segments on the target is negligible, while the probability of binding shorter stretches along the target increases as the probe length increases.
The effect of increasing surface density is more prominent for probe length 8 than for probe lengths 16, 20, and 24. For probe length 8 as the surface density increases from low to intermediate surface density, the probability of binding all lengths of contiguous bound target segments increases. This is because at 0.000 278 probe molecules per nm 2 ͑16 probes on the surface͒ there are more chances for the target segments to find their complementary probe segments than FIG. 6 . Probability of a contiguous stretch of segments along target binding to segments along end-type probes of length 8, 12, 16, 20 , and 24 and spacer length= 4 at ⑀ =3kT at ͑a͒ low surface density ͑1 probe͒, ͑b͒ intermediate surface density ͑16 probes͒, and ͑c͒ high surface density ͑144 probes͒.
when there is only one probe on the surface. But as the surface density increases from intermediate to high surface density, the probability of binding all lengths of contiguous target segments decreases. This is because at high surface density, 0.0025 probe molecules per nm 2 ͑number of probes increases to 144͒, the surface is too crowded with probes and the target is not able to penetrate the brush of probes to bind to all the probe segments.
D. Effect of concentration of target molecules on extent of hybridization
In Fig. 7͑a͒ we plot the fraction of target molecules bound to the probes by at least one segment versus probe length ͑8-24 segments͒ at varying concentration of target molecules ͑0.12-2.40 M͒ at probe surface density 0.000 278 probe molecules per nm 2 ͑16 probes͒. In Fig. 7͑b͒ we plot the fraction of target molecules completely bound to the probes versus probe length ͑8-24 segments͒ at varying concentration of target molecules ͑0.12-2.40 M͒. The fraction of target molecules bound to the probes by at least one segment ͓Fig. 7͑a͔͒ is a good estimate of sensitivity because sensitivity is measured as the ratio of the number of targets detected to the total number of targets in solution. The fraction of target molecules completely bound to the probe ͓Fig. 7͑b͔͒ is a good estimate of the specificity because when the target molecules bind completely to the probes, it is easier to detect mismatches.
The results in Fig. 7͑a͒ show that for all target concentrations as probe length increases, the fraction of target molecules bound by at least one segment increases and saturates at 1 for probe lengths greater than 12. This implies that at all target concentrations we have considered, longer probe lengths have high sensitivity. This agrees qualitatively with experimental results of Ramdas et al. 9 who have found signal intensity to increase with length of oligonucleotide probes. The results in Fig. 7͑b͒ show that as the probe length increases, the fraction of target molecules completely bound ͑specificity͒ decreases for all target concentrations. The data in Fig. 7 agree with the results from Relogio et al. 10 who found that 60-mer oligonucleotides have ten times the sensitivity of 25-mer oligonucleotides while the specificity of the 60-mer oligonucleotides is much lower than that of the 25-mer oligonucleotides.
At probe lengths ജ12 segments the fraction of targets bound completely ͑specificity͒ is not affected by the target concentration ͓Fig. 7͑b͔͒. Since the number of targets considered here is always less than or equal to the number of complementary probes, each and every target molecule will bind completely to its complementary probe molecule ͑frac-tion of target bound completely= 1͒ if the enthalpic gain upon probe-target binding can overcome the entropic loss upon binding. At short probe lengths ͑eight segments͒ as the target concentration increases, the fraction of targets bound completely ͑specificity͒ decreases ͓Fig. 7͑b͔͒. This could be because at low target concentration ͑0.12 M corresponding to 4 target molecules͒, the total entropic loss upon binding all the targets is overcome by the enthalpic gain upon binding, while at high target concentration ͑2.40 M corresponding to 16 target molecules͒, the enthalpic gain upon binding is not high enough to overcome the entropic loss upon binding.
IV. CONCLUSION
We have used lattice Monte Carlo simulation to study the hybridization of 48 segment targets with end-type probes tethered to the surface. We have examined the effect of increasing surface density and increasing target concentration on probe-target hybridization and thus on microarray performance. As the number of probes per unit surface area ͑or surface density͒ increases, the space between probes in the x-y direction decreases due to crowding on the surface; this in turn causes the probes to stretch out and extend in the z direction. For probes of length 8 and 12 segments, as the surface density increases, the specificity increases at first, reaches a maximum for intermediate surface density, and then decreases for higher surface density. Therefore for probes of length 8 and 12 segments, there is an optimum surface density between 0.000 069 4 and 0.00 0278 molecules per nm 2 , which provides the highest specificity. For probes of length 16-24 segments, as the surface density increases, the probability of binding long stretches of target segments ͑specificity͒ decreases and the probability of bind- ing short stretches increases. Furthermore, as the surface density increases, the target is less likely to bind completely to one probe, instead, it binds simultaneously to multiple probes. This will adversely affect the specificity because when the target simultaneously binds short contiguous stretches of segments to many probes it is harder to detect a mismatch. At short probe lengths, as the target concentration increases the fraction of targets binding completely to the probes ͑specificity͒ decreases. At long probe lengths, varying the target concentration did not affect the specificity. At all target concentrations, as the probe length increases, the fraction of target molecules bound to the probes by at least one segment ͑sensitivity͒ increases but the fraction of target molecules bound completely to the probes ͑specificity͒ decreases. This agrees with the experimental results obtained by Relogio et al. 10 and Ramdas et al. 9 Finally, it is important to point out the model's limitations-it does not explicitly consider solvent-mediated interactions, electrostatic interactions, or atomistic details such as the bond angles, and torsion angles, stacking interactions of DNA molecules. The behavior of the DNA probes and targets has been predicted based mainly on the chainlike nature of target and probe molecules and the interactions between the complementary segments of the probe and the target molecule. With this minimalistic model, this study and our previous study 60 provide a fairly broad physical picture of molecular recognition in DNA microarrays and a set of general guidelines for maximizing microarray sensitivity and specificity. The sensitivity and specificity are maximized if microarrays are made of probes 130-180 nucleotides long 60 at a surface density in the range of 0.000 069 4 and 0.000 278 probe molecules per nm 2 . In real microarrays typical surface densities are in the range 0.000 12-0.4 probe molecules per nm 2 surface area. 62 At surface densities higher than 0.000 278 probe molecules per nm 2 surface area we predict the specificity to be low because the probes are more likely to bind to short stretches of the target molecule.
