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We present a subspace projection technique to conduct large-scale Kohn-Sham density functional
theory calculations using higher-order spectral finite-element discretization. The proposed method
treats both metallic and insulating materials in a single framework, and is applicable to both pseu-
dopotential as well as all-electron calculations. The key ideas involved in the development of this
method include: (i) employing a higher-order spectral finite-element basis that is amenable to mesh
adaption; (ii) using a Chebyshev filter to construct a subspace which is an approximation to the
occupied eigenspace in a given self-consistent field iteration; (iii) using a localization procedure
to construct a non-orthogonal localized basis spanning the Chebyshev filtered subspace; (iv) us-
ing a Fermi-operator expansion in terms of the subspace-projected Hamiltonian represented in the
non-orthogonal localized basis to compute relevant quantities like the density matrix, electron den-
sity and band energy. We demonstrate the accuracy and efficiency of the proposed approach on
benchmark systems involving pseudopotential calculations on aluminum nano-clusters up to 3430
atoms and on alkane chains up to 7052 atoms, as well as all-electron calculations on silicon nano-
clusters up to 3920 electrons. The benchmark studies revealed that accuracies commensurate with
chemical accuracy can be obtained with the proposed method, and a subquadratic-scaling with
system size was observed for the range of materials systems studied. In particular, for the alkane
chains—representing an insulating material—close to linear-scaling is observed, whereas, for alu-
minum nano-clusters—representing a metallic material—the scaling is observed to be O(N1.46).
For all-electron calculations on silicon nano-clusters, the scaling with the number of electrons is
computed to be O(N1.75). In all the benchmark systems, significant computational savings have
been realized with the proposed approach, with ∼ 10−fold speedups observed for the largest systems
with respect to reference calculations.
I. INTRODUCTION
Past few decades have seen an increasingly important
role played by electronic structure calculations based on
density functional theory in the investigation of materials
properties. The Kohn-Sham approach to density func-
tional theory (DFT)1,2, in particular, provides a com-
putationally tractable approach to conduct quantum-
mechanically informed calculations on ground-state ma-
terials properties. The Kohn-Sham approach reduces
the many-body problem of interacting electrons into an
equivalent problem of non-interacting electrons in an ef-
fective mean field that is governed by the electron density.
While this formulation has no approximations and is ex-
act in principle for ground-state properties, the quantum
mechanical interactions between electrons manifest in the
form of an unknown exchange-correlation term in DFT.
Various models have been proposed for the exchange-
correlation interactions3, and these have been shown to
predict a wide range of materials properties across var-
ious materials systems. Though the Kohn-Sham ap-
proach greatly reduces the computational complexity of
the many-body Schro¨dinger problem, large-scale elec-
tronic structure calculations with DFT are still computa-
tionally very demanding, and accurate numerical meth-
ods that improve the computational efficiency of DFT
calculations are desirable.
The widely used numerical implementations of DFT
employ a plane-waves basis4–6, which provides an efficient
computation of the electrostatic interactions arising in
DFT naturally through Fourier transforms. Further, the
plane-wave basis provides variational convergence in the
ground-state energy with exponential convergence rates.
However, the plane-wave basis also suffers from some no-
table disadvantages. In particular, the simulations are
restricted to periodic boundary conditions that are not
well suited for material systems containing extended de-
fects (for e.g. dislocations), as well as isolated materials
systems such as molecules and nano-clusters. Further,
the plane-wave basis does not offer adaptive spatial res-
olution which can be inefficient in the treatment of cer-
tain types of calculations—for e. g. all-electron calcu-
lations, isolated systems—where higher basis resolution
is required in some spatial regions and a coarser resolu-
tion suffices elsewhere. Moreover, the plane-wave basis
functions are extended in real space, which significantly
affects the scalability of computations on parallel com-
puting platforms. On the other hand, atomic-orbital-
type basis functions7–12, which constitute other widely
employed basis sets in electronic structure calculations,
are well suited for isolated systems, but cannot easily
handle other boundary conditions. Further, these basis
sets do not offer systematic convergence for all materials
systems, and due to the non-locality of the basis functions
the parallel scalability is significantly affected. Thus,
there has been an increasing focus on systematically im-
provable and scalable real-space techniques for electronic
structure calculations over the past decade13–21.
Among real-space techniques, the finite-element ba-
sis22—a piecewise polynomial basis—presents some key
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2advantages for electronic structure calculations. In par-
ticular, the finite-element basis naturally allows for arbi-
trary boundary conditions, which enables the consider-
ation of isolated, semi-periodic, as well as, periodic ma-
terials systems under a single framework. Further, the
locality of the basis provides good scalability on parallel
computing platforms. Further, the finite-element basis
is amenable to adaptive spatial resolution which can ef-
fectively be exploited for efficient solution of all-electron
DFT calculations23–25 as well as the development of
coarse-graining techniques that seamlessly bridge elec-
tronic structure calculations with continuum26,27. There
have been significant efforts in the recent past to de-
velop real-space electronic structure calculations based
on a finite-element discretization14,23–25,28–43.
Although the finite-element basis offers some unique
advantages for electronic structure calculations, initial
studies23,28,38, which employed linear finite-element ba-
sis functions, suggested that they require a large num-
ber of linear basis functions—of the order of 100,000 ba-
sis functions per atom—to achieve chemical accuracy in
electronic structure calculations. This compares poorly
with plane-wave basis or atomic-orbital-type basis. A re-
cent investigation25 has indicated that the use of adaptive
higher-order spectral finite-elements can significantly im-
prove the computational efficiency of real-space electronic
structure calculations. In particular, staggering com-
putational savings—of the order of 1000−fold—relative
to linear finite-elements for both all-electron and local
pseudopotential calculations have been obtained by using
higher-order finite-element discretizations. Further, for
accuracies commensurate with chemical accuracy, it was
demonstrated that the computational efficiency afforded
by higher-order finite-element discretizations is compet-
ing with plane-wave discretization for non-periodic cal-
culations, and is comparable to the Gaussian basis for
all-electron calculations to within an order of magnitude.
Moreover, the parallel scalability of the finite-element ba-
sis was demonstrated on up to 200 processors, where over
90% parallel efficiency was observed. Using modest com-
putational resources, local pseudopotential calculations
had been demonstrated on up to 1688 atoms and all-
electron calculations had been demonstrated on up to
600 electrons.
However, we note that the traditional self-consistent
approach to solving the discretized nonlinear Kohn-Sham
eigenvalue problem involves the diagonalization of the
Hamiltonian to obtain orthonormal eigenvectors, the
computational complexity of which typically scales as
O(M N2) where M denotes the number of basis func-
tions and N denotes the system size (number of atoms
or number of electrons). This cost becomes prohibitively
expensive, approaching cubic-scaling, as the system size
becomes larger. To this end, numerous efforts have fo-
cused on either reducing the prefactor44,45 associated
with the computational cost of the Kohn-Sham DFT
calculations or reducing the computational complexity
to have improved-scaling behavior for DFT calculations.
The latter methods usually exploit locality in the wave-
functions46 directly or indirectly, and can be broadly cat-
egorized47 into two types: one which calculate the single-
electron density matrix, and another which work with its
representation in terms of localized Wannier functions.
The divide and conquer method48–50, Fermi-operator ex-
pansion51–54, density-matrix minimization55,56 approach
belong to the former category, whereas, the Fermi-
operator projection method57,58 and the orbital mini-
mization approach59–62 belong to the latter category. A
comprehensive review of these methods has been pro-
vided by Go¨edecker47, and more recently by Bowler and
Miyazaki63. These methods, which rely on the locality
of the Wannier functions or the exponential decay of the
density matrix in real-space, have been demonstrated to
work well for insulating systems, exhibiting linear-scaling
with system size. However, for metallic systems, due to
the slower decay of the density matrix, the computational
complexity of these approaches can deviate significantly,
in practice, from linear-scaling. Further, we note that,
some of the developed techniques55,57,58,62 assume the
existence of a band-gap, thus restricting these techniques
solely to insulating systems. The Fermi-operator expan-
sion method47,51,54, which is equally applicable to both
insulating and metallic systems, computes the finite-
temperature density-matrix through a Chebyshev poly-
nomial approximation of the Fermi distribution function
(also referred to as Fermi function) of the Kohn-Sham
Hamiltonian. The accuracy of such an expansion de-
pends on the smearing parameter (σ = kBT ) in the
Fermi distribution and the width of the eigenspectrum
(∆E) of the discretized Hamiltonian. In fact, the num-
ber of polynomial terms required to achieve a prescribed
accuracy54 is O(∆Eσ ). Numerous recent efforts65–69 have
focused towards developing alternate approximations to
the Fermi function, or approximations to its spectral rep-
resentation70. A majority of these methods aim to reduce
the number of terms used in the expansion to approxi-
mate the Fermi function. However, a major drawback
with these methods is that they are not efficient for lo-
cal real-space basis functions like finite-elements, where,
typically, more refined discretizations are needed. In a
recent study25, it was observed that the width of the
eigenspectrum of the finite-element discretized Hamilto-
nian (using higher-order finite-elements) is O(103) Ha
for pseudopotential calculations, and O(105) Ha for all-
electron calculations. In this article, building on our
previous work25, we propose a reduced-scaling subspace
projection technique in the framework of spectral finite-
element discretization. To this end, we borrow localiza-
tion ideas from Garcia et al.62 and develop a subspace
iteration technique that treats both metallic and insulat-
ing systems on a similar footing. Further, besides pseu-
dopotential calculations, the proposed technique is also
applicable to all-electron calculations, as demonstrated
in our benchmark studies. The main ideas used in our
approach are: (i) employ Chebyshev filtered subspace
iteration to compute the occupied eigenspace; (ii) em-
3ploy a localization procedure to generate non-orthogonal
localized wavefunctions spanning the Chebyshev filtered
subspace; (iii) use adaptive tolerances to truncate the
wavefunctions, with looser tolerances being employed in
initial self-consisted field (SCF) iterations and progres-
sively tightening as the SCF iteration approaches con-
vergence, and (iv) employ Fermi-operator expansion in
terms of the projected Hamiltonian expressed in the non-
orthogonal localized basis to compute the density matrix,
electron density and band energy.
We first present an abstract mathematical framework
in which the projection of the Hamiltonian into a sub-
space, corresponding to the occupied eiegenspace, and
the associated density matrix are expressed in a non-
orthogonal basis spanning the subspace. We then derive
expressions for the computation of electron density, con-
straint on the number of electrons and the band energy
in terms of the projected Hamiltonian, which are subse-
quently used to formulate the subspace projection tech-
nique within the framework of finite-element discretiza-
tion. To this end, the Kohn-Sham Hamiltonian and
the corresponding wave-functions are represented in the
Lo¨wdin orthonormalized finite-element basis constructed
using spectral finite-elements in conjunction with Gauss-
Lobatto-Legendre quadrature rules. The SCF iteration
begins with an initial subspace spanned by the localized
single-atom wavefunctions, and a Chebyshev filter is ap-
plied on this subspace to compute an approximation to
the occupied eigenspace. Next, we employ a localization
procedure to construct non-orthogonal localized wave-
functions spanning the Chebyshev filtered subspace. The
localized wavefunctions are then truncated using a trun-
cation tolerance, below which the localized wavefunctions
are set to zero. We note that the proposed approach of
providing a compact support for the wavefunctions by
using a truncation tolerance on the wavefunctions differs
from commonly employed approach of using truncation
radius, and presents a more efficient approach as the lo-
calized wavefunctions may not necessarily be spherically
symmetric about the localization center. The Kohn-
Sham Hamiltonian is then projected into the localized
basis, and a Fermi-operator expansion in terms of the
projected Hamiltonian is employed to compute the finite-
temperature density matrix and the electron density. If
the truncated wavefunctions are sufficiently sparse, the
computational cost of each of the above steps is shown
to scale linearly with number of atoms.
The proposed approach is implemented in a par-
allel computing framework, and the performance of
the algorithm is investigated on representative bench-
mark atomic systems involving metallic aluminum
nano-clusters (pseudopotential calculations), insulating
alkane chains (pseudopotential calculations), and semi-
conducting silicon nano-clusters (all-electron calcula-
tions). The scaling behavior is assessed on these materi-
als systems with varying system sizes up to 3430 atoms
in the case of aluminum nano-clusters, up to 7052 atoms
in the case of alkane chains, and up to 3920 electrons in
the case of all-electron silicon nano-clusters. The scal-
ing of the computational time per SCF iteration with
the system size is computed to be O(N1.46) for alu-
minum nano-clusters, O(N1.18) for the alkane chains,
and O(N1.75) for the all-electron silicon nano-clusters.
One factor contributing to the deviation from linearity
is the use of adaptive tolerances—using looser tolerances
in the initial SCF iterations and progressively tighten-
ing the tolerances as the SCF approaches convergence—
which partially sacrifices the scaling for good accuracy in
the ground-state energies. We note that the computed
ground-state energies using the proposed approach are
within 5 meV per atom for pseudopotential calculations
and are within 5 mHa per atom for all-electron calcu-
lations with respect to the reference ground-state ener-
gies. Further, in our implementation, we switch from us-
ing sparse data-structures to dense data-structures when
the density fraction of the localized wavefunctions ex-
ceeds 2%, as the computational cost of using parallel
sparse data-structures is observed to exceed that of dense
data-structures beyond this point. This is another fac-
tor contributing to the deviation from linear-scaling as
discussed in the Appendix. Our results suggest that sig-
nificant computational savings can be realized using the
proposed approach, where ∼ 10−fold speedups are ob-
tained with respect to reference benchmark calculations
for the largest systems.
The remainder of the paper is organized as follows.
Section II describes the real-space formulation of the
Kohn-Sham DFT problem, followed by the presentation
of the mathematical formalism in Section III. Section IV
describes the various steps involved in the subspace pro-
jection technique within the framework of spectral finite-
element discretization. Section V presents the numerical
study on three representative materials systems demon-
strating the accuracy, computational efficiency and scal-
ing of our approach. We finally conclude with a summary
and outlook in Section VI.
II. KOHN-SHAM DENSITY FUNCTIONAL
THEORY
The variational problem of evaluating the ground-state
properties in density functional theory for a materials
system consisting of Na nuclei is equivalent to solving the
following non-linear Kohn-Sham eigenvalue problem2:(
−1
2
∇2 + Veff(ρ,R)
)
ψi = iψi, i = 1, 2, · · · (1)
where i and ψi denote the eigenvalues and correspond-
ing eigenfunctions (also referred to as the canonical wave-
functions) of the Hamiltonian, respectively. We denote
by R = {R1, R2, · · ·RNa} the collection of all nuclear
positions in the materials system. In the present work,
we restrict ourselves to a non-periodic setting and present
the formulation for this case. However, we note that the
4ideas presented in the work can easily be generalized to
periodic or semi-periodic materials systems. Further, for
the sake of simplicity, we present the formulation for a
spin independent Hamiltonian, and note that the exten-
sion to spin-dependent Hamiltonians71 follows along sim-
ilar lines. The electron density in terms of the canonical
wavefunctions is given by
ρ(x) = 2
∑
i
f(i, µ)|ψi(x)|2 , (2)
where f(i, µ) is the orbital occupancy function, whose
range lies in the interval [0, 1], and µ represents the
Fermi-energy. We note that the factor 2 in the above
equation represents the case of a spin independent sys-
tem, where each orbital is occupied by two electrons. In
ground-state calculations, the orbital occupancy function
f(, µ) is given by the Heaviside function
f(, µ) =
{
1 if  < µ,
0 otherwise .
(3)
However, it is common in density functional theory calcu-
lations to represent f by the Fermi distribution4,47 given
by
f(, µ) =
1
1 + exp
(
−µ
σ
) , (4)
where σ is a smearing parameter. We note that as σ → 0,
the Fermi distribution tends to the Heaviside function.
Such a smearing of the orbital occupancy function avoids
numerical instabilities that may arise in the solution of
the non-linear Kohn-Sham eigenvalue problem, especially
in materials systems where there are a large number of
eigenstates around the Fermi energy. Often, the numeri-
cal value of σ is chosen to be σ = kBT , where kB denotes
the Boltzmann constant and T denotes the finite temper-
ature used for smearing the orbital occupancy function.
The Fermi-energy µ is computed from the constraint on
the total number of electrons in the system (Ne) given
by ∫
ρ(x) dx = 2
∑
i
f(i, µ) = Ne . (5)
Henceforth, we denote by f the finite-temperature Fermi
distribution given in equation (4).
The effective single-electron potential, Veff(ρ,R), in the
Hamiltonian in equation (1) is given by
Veff(ρ,R) = Vxc(ρ) + VH(ρ) + Vext(R) . (6)
In the above, Vxc(ρ) denotes the exchange-correlation
potential that accounts for quantum-mechanical interac-
tions between electrons, and is given by the first varia-
tional derivative of the exchange-correlation energy Exc :
Vxc(ρ) =
δExc
δρ
. (7)
In this work, we adopt the local-density approximation
(LDA)71 for the exchange-correlation functional. Other
approximations such as the local spin density approxi-
mation (LSDA)71 and generalized gradient approxima-
tion (GGA)72,73 can be incorporated into the present
formulation in a straightforward manner. In the case
of LDA74,75, the exchange-correlation energy is given by
Exc(ρ) =
∫
εxc(ρ)ρ(x) dx , (8)
where εxc(ρ) = εx(ρ) + εc(ρ), and
εx(ρ) = −3
4
(
3
pi
)1/3
ρ1/3(x) , (9)
εc(ρ) =
{
γ
(1+β1
√
(rs)+β2rs)
rs ≥ 1,
A log rs +B + C rs log rs +D rs rs < 1,
(10)
and rs = (3/4piρ)
1/3. Specifically, we use the Ceper-
ley and Alder constants75 in equation (10). The re-
mainder of the effective single-electron potential accounts
for the electrostatic interactions. In particular, VH(ρ)
(Hartree potential) denotes the classical electrostatic po-
tential corresponding to the electron density distribution
and is given by
VH(ρ) =
∫
ρ(x′)
|x− x′| dx
′ . (11)
Vext(x,R) denotes the external electrostatic potential
corresponding to the nuclear charges, and is given by
Vext(x,R) = −
Na∑
I=1
ZI
|x−RI | , (12)
with ZI denoting the atomic number of the I
th nucleus
in the given materials system. The tightly bound core
electrons close to the nucleus of an atom may not influ-
ence the chemical bonding, and may not play a significant
role in governing many material properties. Hence, it is a
common practice to adopt the pseudopotential approach,
where only the wavefunctions for the valence electrons
are computed. The pseudopotential, which provides the
effective electrostatic potential of the nucleus and core
electrons, is often defined by an operator
VPS = Vloc + Vnl , (13)
where Vloc is the local part of the pseudopotential op-
erator and Vnl is the non-local part of the operator.
In this work, we use the norm-conserving Troullier-
5Martins pseudopotential76 in the Kleinman-Bylander
form77. The action of these operators on a Kohn-Sham
wavefunction in the real-space is given by
Vloc(x,R)ψ(x) =
Na∑
J=1
V Jloc(x−RJ)ψ(x) , (14)
Vnl(x,R)ψ(x) =
Na∑
J=1
∑
lm
CJlmV
J
lmφ
J
lm(x−RJ)∆V Jl (x−RJ) ,
(15)
where
∆V Jl (x−RJ) = V Jl (x−RJ)− V Jloc(x−RJ) ,
CJlm =
∫
φJlm(x−RJ)∆V Jl (x−RJ)ψ(x) dx ,
1
V Jlm
=
∫
φJlm(x−RJ)∆V Jl (x−RJ)φJlm(x−RJ) dx .
In the above, V Jl (x − RJ) denotes the pseudopotential
component of the atom J corresponding to the azimuthal
quantum number l, V Jloc(x − RJ) is the corresponding
local potential, and φJlm(x − RJ) is the corresponding
single-atom pseudo-wavefunction with azimuthal quan-
tum number l and magnetic quantum number m. We
note that the computation of the Hartree potential (VH),
the external potential (Vext) in the case of all-electron cal-
culations, or the local part of pseudopotential (Vloc), is
extended in real-space. However, noting that the kernel
corresponding to the extended interactions is the Green’s
function of the Laplace operator, these quantities can be
efficiently computed by taking recourse to the solution of
a Poisson problem. We refer to Suryanarayana et al.38
and Motamarri et al.25 for details of the local reformula-
tion of the extended electrostatic interactions.
Finally, for given positions of nuclei, the system of
equations corresponding to the Kohn-Sham eigenvalue
problem are:(
−1
2
∇2 + Vxc(ρ) + VH(ρ) + Vext(R)
)
ψi = iψi, (16a)
2
∑
i
f(i, µ) = Ne, (16b)
ρ(x) = 2
∑
i
f(i, µ)|ψi(x)|2. (16c)
In the case of all-electron calculations, Vext denotes the
Coulomb-singular potential corresponding to all nuclei,
and further, all the wavefunctions, including those of the
core electrons, are computed. In the case of pseudopo-
tential calculations, Vext = Vloc + Vnl and only the wave-
functions corresponding to the valence electrons are com-
puted. Furthermore, the formulation in (16) represents
a nonlinear eigenvalue problem which has to be solved
self-consistently. Upon self-consistently solving (16), the
ground-state energy of the system is given by
Etot =Eband +
∫
(εxc(ρ)− Vxc(ρ)) ρ dx
− 1
2
∫
ρVH(ρ) dx + EZZ , (17)
where Eband, denoting the band energy, is given by
Eband = 2
∑
i
f(i, µ)i , (18)
and EZZ, denoting the nuclear-nuclear repulsive energy,
is given by
EZZ =
Na∑
I,J=1
I 6=J , I<J
ZIZJ
|RI −RJ | . (19)
In the above, ZI denotes the valence charge of the I
th
nucleus in the case of pseudopotential calculations, and
denotes the atomic number in the case of all-electron cal-
culation.
III. MATHEMATICAL FORMULATION
In this section, we discuss some mathematical prelim-
inaries and present the expression for the projection of
the Hamiltonian operator into a subspace spanned by a
non-orthogonal basis. Subsequently, we derive the den-
sity matrix corresponding to the projected Hamiltonian,
and present the expressions for the computation of elec-
tron density, constraint on the number of electrons and
the band energy in terms of the projected Hamiltonian.
This constitutes the mathematical formulation for the
subspace projection technique within the framework of
spectral finite-element discretization, described in the
next section.
Let H denote the Hermitian operator representing the
Hamiltonian of interest defined on the infinite dimen-
sional Hilbert space H. We note that H is a space of
functions equipped with the inner product 〈.|.〉 and a
norm ‖ . ‖ derived from the inner product. Let VMh ⊂ H
be the finite-dimensional subspace of H with dimension
M , and {|qi〉} denote an orthonormal basis for VMh . In
the present case, the representation of |qi〉 in the real
space, 〈x| qi〉 = qi(x), denotes the Lo¨wdin orthonormal-
ized finite-element basis employed in this study, as dis-
cussed subsequently in section IV. We define the projec-
tion operator into the subspace VMh to be Pq : H→ VMh
given by
Pq =
M∑
i=1
|qi〉 〈qi| . (20)
The projection of the Hamiltonian into VMh is given byPqH : VMh → VMh , or equivalently PqHPq : H → VMh .
6We denote the operator corresponding to the projected
Hamiltonian to be H˜ ≡ PqHPq, and the matrix corre-
sponding to H˜ expressed in {|qi〉} basis by H˜ with the
matrix element given by H˜ij =
〈
qi
∣∣∣ H˜ ∣∣∣qj〉.
A. Projection of the Hamiltonian into a
non-orthogonal basis
We consider a subspace VN ⊂ VMh , which approxi-
mates the occupied eigenspace of H˜ that can be com-
puted, for instance, using a Chebyshev filtering ap-
proach25,44 (discussed subsequently in section IV). Let
{|φα〉} represent a non-orthonormal basis which spans
VN . We denote by Pφ : VMh → VN the projection oper-
ator into the space VN , and is given by
Pφ =
N∑
α,β=1
|φα〉S−1αβ 〈φβ | , (21)
where S denotes the overlap matrix with matrix elements
Sαβ = 〈φα| φβ〉. We denote the projection of H˜ into
VN by Hφ, and is given by Hφ ≡ PφH˜Pφ : VMh →
VN . Denoting the matrix corresponding to Hφ expressed
in {|qi〉} basis to be Hq and in {|φα〉} basis to be Hφ,
we derive the expressions for the corresponding matrix
elements Hqij and H
φ
αβ using equations (20) and (21) as
follows:
Hqij =
〈
qi
∣∣Hφ ∣∣qj〉 = 〈qi∣∣∣PφH˜Pφ ∣∣∣qj〉
=
N∑
α,β=1
γ,δ=1
〈qi| φα〉S−1αβ
〈
φβ
∣∣∣ H˜ ∣∣∣φγ〉S−1γδ 〈φδ| qj〉 . (22)
Since Pq is idempotent (PqPq = Pq), we note that H˜ =
PqH˜Pq. Hence, equation (22) can be written as
Hqij =
N∑
α,β=1
γ,δ=1
〈qi| φα〉S−1αβ
〈
φβ
∣∣∣PqH˜Pq ∣∣∣φγ〉S−1γδ 〈φδ| qj〉
=
N∑
α,β=1
γ,δ=1
M∑
k, l=1
φiα S
−1
αβ φ
∗
kβ H˜kl φlγ S
−1
γδ φ
∗
jδ , (23)
where φiα = 〈qi| φα〉 and φ∗kβ denotes the complex con-
jugate of φkβ . The above equation can be conveniently
recast in terms of matrices as:
Hq = ΦΦ+H˜ΦΦ+ (24)
where Φ denotes a matrix whose column vectors are the
components of |φα〉 in |qi〉 basis, and Φ+ denotes the
Moore-Penrose pseudo-inverse of Φ given by
Φ+ = S−1Φ† (25)
with Φ† denoting the conjugate transpose of the matrix
Φ. We now derive the expression for the matrix element
corresponding to the operator Hφ expressed in the non-
orthonormal basis {|φα〉}:
Hφαβ =
N∑
γ=1
S−1αγ
〈
φγ
∣∣Hφ ∣∣φβ〉 = N∑
γ=1
S−1αγ
〈
φγ
∣∣∣PφH˜Pφ ∣∣∣φβ〉
=
N∑
γ=1
S−1αγ
〈
φγ
∣∣∣ H˜ ∣∣∣φβ〉 = N∑
γ=1
S−1αγ
〈
φγ
∣∣∣PqH˜Pq ∣∣∣φβ〉
=
N∑
γ=1
M∑
k, l=1
S−1αγ 〈φγ | qk〉
〈
qk
∣∣∣ H˜ ∣∣∣ql〉 〈ql| φβ〉
=
N∑
γ=1
M∑
k, l=1
S−1αγ φ
∗
kγ H˜kl φlβ . (26)
Using matrices, the above equation (26) can be conve-
niently expressed as
Hφ = Φ+H˜Φ . (27)
We also note the following relation between Hφ and Hq
using equations (24) and (27):
Hq = ΦHφΦ+ . (28)
B. Density Matrix
We now consider the single particle density operator
(Γ ) corresponding to Hφ given by
Γ =
N∑
i=1
f(φi )
∣∣∣ψφi 〉〈ψφi ∣∣∣
= f(Hφ) , (29)
where φi and
∣∣∣ψφi 〉 denote the eigenvalues and the cor-
responding eigenvectors of Hφ, and we note that the re-
lation Γ = f(Hφ) follows from the spectral decomposi-
tion of the Hermitian operator Hφ. Denoting the matrix
representation of Γ in {|qi〉} basis by Γ, we have the
following relation between the matrices Γ and Hq from
equation (29):
Γ = f(Hq) . (30)
We now derive the expression for Γ in terms of the matri-
ces Hφ and Φ. To this end, we note that the function f()
represents the Fermi distribution (equation (4)), which is
an analytic function. Hence, this admits a power series
representation given by
f(Hq) =
∞∑
k=0
ak (H
q)
k
. (31)
7Using equation (24) and the relation Φ+Φ = IN , where
IN denotes an identity matrix of dimension N , we have
Γ =
∞∑
k=0
ak (H
q)
k
=
∞∑
k=0
ak (ΦΦ
+H˜ΦΦ+)k
=
∞∑
k=0
ak Φ(Φ
+H˜Φ)kΦ+ = Φ
( ∞∑
k=0
ak(H
φ)k
)
Φ+
= Φf(Hφ)Φ+ . (32)
We note that the electron density ρ(x) is related to the
diagonal of the density operator Γ expressed in the real
space, and is given by
ρ(x) = 2 〈x|Γ |x〉 = 2
M∑
i,j=1
Γij qi(x) qj(x) , (33)
where Γij denote the matrix elements of Γ. We note
that factor 2 in the above equation represents the case
of a spin independent system, where each orbital is occu-
pied by two electrons. We now derive an expression for
the constraint on the total number of electrons as given
in equation (5). The total number of electrons in the
materials system is given by∫
ρ(x) dx = 2
∫ M∑
i,j=1
Γij qi(x) qj(x) dx = 2
M∑
i=1
Γii
= 2 tr (Γ) = 2 tr
(
Φf(Hφ)Φ+
)
= 2 tr
(
f(Hφ)Φ+Φ
)
= 2 tr
(
f(Hφ)
)
. (34)
Hence, the constraint on the total number of electrons in
equation (5) can be reformulated as
2 tr
(
f(Hφ)
)
= Ne . (35)
Finally, the band-energy (Eb), which is required in the
calculation of the ground-state energy, is given by
Eb = 2 tr (Γ H
q) = 2 tr
(
Φf(Hφ)Φ+ΦHφΦ+
)
= 2 tr
(
Φf(Hφ)HφΦ+
)
= 2 tr
(
Φ+Φf(Hφ)Hφ
)
= 2 tr
(
f(Hφ)Hφ
)
. (36)
IV. SUBSPACE-PROJECTION ALGORITHM
USING FINITE-ELEMENT BASIS
In this section, we introduce the finite-element dis-
cretization of the Kohn Sham eigenvalue problem along
the lines of our prior work25, and subsequently present
the subspace projection algorithm used to reduce the
computational complexity involved in the solution of the
Kohn-Sham problem.
A. Discrete Kohn-Sham eigenvalue problem
As denoted in the previous section, let VMh repre-
sent the finite-dimensional subspace with dimension M .
In particular, we consider the finite-dimensional space
spanned by the finite-element basis, which is a piece-
wise polynomial basis generated from a finite-element dis-
cretization22 whose characteristic mesh-size is denoted by
h. The representation of the various fields in the Kohn-
Sham eigenvalue problem (16)—the wavefunctions and
the electrostatic potential—in the finite-element basis is
given by
ψhi (x) =
M∑
j=1
Nhj (x)ψ
j
i , (37)
φh(x) =
M∑
j=1
Nhj (x)φ
j , (38)
where Nhj : 1 ≤ j ≤ M denotes the finite-element basis
spanning VMh . We note that ψhi and φh denote the finite-
element discretized fields, with ψji and φ
j denoting the
coefficients in the expansion of the ith discretized wave-
function and electrostatic potential, respectively. Fur-
ther, from the Kronecker delta property22 of the finite-
element basis, ψji and φ
j also correspond to the nodal
values of the respective fields at the jth node on the finite-
element mesh. We note that the finite-element basis is a
non-orthogonal basis, and, thus, the discretization of the
Kohn-Sham eigenvalue problem (16) results in a general-
ized eigenvalue problem given by
HΨˆ i = 
h
i MΨˆ i , (39)
where H denotes the discrete Hamiltonian matrix with
matrix elements Hjk, M denotes the overlap matrix (or
commonly referred to as the mass matrix in finite-element
literature) with matrix elements Mjk, and 
h
i denotes the
ith eigenvalue corresponding to the discrete eigenvector
Ψˆ i. The expression for the discrete Hamiltonian matrix
Hjk in a non-periodic setting with H = H10 (Ω) (space of
functions with compact support on Ω) is given by
Hjk = H
loc
jk +H
nl
jk , (40)
where
Hlocjk =
1
2
∫
∇Nj(x).∇Nk(x) dx
+
∫
V heff,loc(x,R)Nj(x)Nk(x) dx . (41)
In the above, V heff,loc denotes the local part of the effective
single-electron potential computed in the finite-element
basis (the discretized effective single-electron potential).
In the case of pseudopotential calculations, V heff,loc =
V hxc + V
h
H + V
h
loc, where V
h
loc denotes the discretized local
8part of the pseudopotential (cf. equation (14)). In the
case of all-electron calculations, V heff,loc = V
h
xc +V
h
H +V
h
ext
with V hext denoting the discretized all-electron external
Coulomb potential from all nuclei. As noted in section II,
V hH and V
h
ext are computed as solutions of the Poisson’s
equation in the finite-element basis. In the case of all-
electron calculations, the term Hnljk in (40) is zero, while
in the case of pseudopotential calculations it is given by
Hnljk =
Na∑
J=1
∑
lm
CJlm,jV
J
lmC
J
lm,k , (42)
where
CJlm,j =
∫
φJlm(x−RJ)∆V Jl (x−RJ)Nj(x) dx . (43)
Finally, the matrix elements of the overlap matrix M are
given by Mjk =
∫
Nj(x)Nk(x) dx. We note that the ma-
trices Hloc and M are sparse as the finite-element basis
functions are local in real space and have a compact sup-
port (a finite region where the function is non-zero and
zero elsewhere). Further, the vectors CJlm,j in H
nl are
also sparse since both φJlm(x − RJ) and ∆V Jl (x − RJ)
have a compact support, thus rendering a sparse struc-
ture to the discrete Hamiltonian H.
It is now desirable to transform the generalized eigen-
value problem (39) into a standard eigenvalue problem
for which a wide range of efficient solution procedures are
available. Since the matrix M is positive definite sym-
metric, there exists a unique positive definite symmetric
square root of M, and is denoted by M1/2. Hence, the
following holds true:
HΨˆ i = 
h
i MΨˆ i
⇒ HΨˆ i = hi M1/2M1/2Ψˆ i
⇒ H˜Ψ˜ i = hi Ψ˜ i , (44)
where
Ψ˜ i = M
1/2Ψˆ i
H˜ = M−1/2HM−1/2 .
We note that H˜ is a Hermitian matrix, and (44) rep-
resents a standard Hermitian eigenvalue problem. The
actual eigenvectors are recovered by the transformation
Ψˆ i = M
−1/2Ψ˜ i. We remark that Ψ˜ i is a vector contain-
ing the expansion coefficients of the discretized eigenfunc-
tion ψhi (x) expressed in Lo¨wdin orthonormalized finite-
element basis qj(x) : 1 ≤ j ≤M spanning the finite-
element space. We note the following relation between
qj(x) and Nj(x):
qj(x) =
M∑
k=1
M
−1/2
jk Nk(x) . (45)
Furthermore, we note that the transformation to a stan-
dard eigenvalue problem (44) is computationally advan-
tageous if the matrix M−1/2 can be evaluated with mod-
est computational cost and the matrix H˜ has the same
sparsity structure as the matrix H. This is immediately
possible by using a spectral finite-element basis in con-
junction with the use of Gauss-Lobatto-Legendre (GLL)
quadrature for the evaluation of integrals in the over-
lap matrix, that renders the overlap matrix diagonal25.
This has been employed in Motamarri et al.25 to develop
an efficient and scalable approach using adaptive higher-
order spectral finite-element discretization of the Kohn-
Sham DFT problem. Materials systems as large as 1688
atom aluminum nano-clusters have been simulated, and
the parallel scalability of the algorithms has been demon-
strated up to 200 processors25. In Motamarri et al.25, the
self-consistent field (SCF) iteration consists of employing
a Chebyshev filtering approach44 to compute the occu-
pied eigenspace of the spectral finite-element discretized
Hamiltonian H˜. The computational complexity of the
Chebyshev filtering scales as O(M N), where N denotes
the number of eigenstates of interest. Upon computing
the approximate eigenspace, the Chebyshev filtered vec-
tors spanning the eigenspace are orthonormalized, and
the projection of the Hamiltonian into this orthonormal
basis is computed. The computational complexity of this
orthonormalization and projection scales as O(M N2).
Finally, the projected Hamiltonian is diagonalized to
compute the eigenvalues and eigenvectors, which, in turn,
are used in the computation of the electron density. The
computational complexity of this step scales as O(N3).
Hence, the approach developed in Motamarri et al.25,
subsequently referred to as the Chebyshev filtered sub-
space iteration for the finite-element basis (ChFSI-FE),
scales as O(N3) asymptotically (as M ∝ N), thus lim-
iting accessible systems to a few thousand atoms. In
order to address this significant limitation, we build on
our prior work25 to develop a subspace projection tech-
nique that reduces the computational complexity of solv-
ing the Kohn-Sham problem. The proposed approach
treats both insulating and metallic systems under a sin-
gle framework, and is applicable for both pseudopotential
and all-electron calculations. The key ideas involved in
the method for a single self-consistent field (SCF) itera-
tion are discussed below.
B. Chebyshev filtered subspace iteration
Chebyshev filtered subspace iteration (ChFSI)78 be-
longs to the class of subspace iteration techniques which
are generalizations of the power method applied to a sub-
space. As the ground-state electron density, and subse-
quently the ground-state energy, depends solely on the
occupied eigenspace—the vector space spanned by the
eigenfunctions corresponding to the occupied states—
the ChFSI technique exploits the fast growth property
of Chebyshev polynomial in (−∞,−1) to magnify the
relevant spectrum and thereby providing an efficient ap-
proach for the solution of the Kohn-Sham eigenvalue
9problem. We refer to Zhou et al.44 and Motamarri et
al.25 for the application of this technique to electronic
structure calculations in the context of finite-difference
and finite-element discretizations, respectively. We also
refer to Garcia et al.62 for a linear-scaling subspace itera-
tion technique based on Chebyshev filtering for insulating
systems. In the present work, we also adopt the Cheby-
shev filtering procedure to find the occupied eigenspace
at any given SCF iteration. We start with an initial sub-
space VN of dimension N (N > Ne/2) spanned by the set
of localized wavefunctions {ψ1(x), ψ2(x), · · · , ψN (x)} ob-
tained from the previous SCF iteration (cf. section IV C
for details on the construction of the localized wavefunc-
tions). We note that, here, and subsequently, all the elec-
tronic fields (wavefunctions and electron density) denote
finite-element discretized fields, and we have dropped
the superscript h for notational simplicity. We denote
by X the matrix whose column vectors are the coeffi-
cients of expansion of these localized wavefunctions in
the Lo¨wdin orthonormalized spectral finite-element ba-
sis (qj : 1 ≤ j ≤ M). The Chebyshev filtered subspace
iteration then proceeds as follows:
a. Construction of shifted and scaled Hamiltonian:
The discretized Hamiltonian H˜ is scaled and shifted to
construct H¯ such that the unwanted (unoccupied) spec-
trum of H˜ is mapped to [−1, 1] and the wanted (occu-
pied) spectrum into (−∞,−1). Hence
H¯ =
1
e
(H˜− cI) where e = b− a
2
c =
a+ b
2
. (46)
Here a and b denote the upper bound of the wanted and
unwanted spectrum of H˜, respectively. The upper bound
b is obtained inexpensively using a very small number
of Lanczos iterations79 whose computational complexity
scales as O(M). The upper bound of the wanted spec-
trum is chosen as the largest Rayleigh quotient of H˜ in
the occupied eigenspace computed in the previous SCF
iteration.
b. Construction of Chebyshev filter: In a given SCF
iteration, the action of a Chebyshev filter on X is given
by
Y = Tm(H¯)X , (47)
where Y denotes the matrix whose column vectors are
the coefficients of expansion of the Chebyshev filtered
wavefunctions {ψf1 (x), ψf2 (x), · · · , ψfN (x)} expressed in
the Lo¨wdin orthonormalized finite-element basis. We
note that the subspace VN spanned by these Chebyshev
filtered wavefunctions is a close approximation to the oc-
cupied eigenspace. In the above, the filter Tm(H¯) is con-
structed using a Chebyshev polynomial Tm(x) of degree
m, and the action of the filter on X can be recursively
computed80 as
Tm(H¯)X =
[
2H¯Tm−1(H¯)− Tm−2(H¯)
]
X , (48)
with T0(H¯)X = X and T1(H¯)X = H¯X. It is evi-
dent from equation (48) that the application of Cheby-
shev filter on X involves matrix-vector multiplications
between the discretized Hamiltonian H˜ and the vectors
obtained during the course of recursive iteration (48).
Further, we note that the finite-element basis functions
Nj : 1 ≤ j ≤ M are local. Hence, the discretized Hamil-
tonian H˜ expressed in the Lo¨wdin orthonormalized spec-
tral finite-element basis qj : 1 ≤ j ≤M is sparse, and has
the exact same sparsity as H if the matrix M is evaluated
using the GLL quadrature. Thus, if the vectors obtained
during the process of recursive iteration of Chebyshev fil-
tering procedure are sparse, the computational complex-
ity of the relevant matrix-vector multiplications scales as
O(M).
In practice, we exploit the locality of finite-element ba-
sis to construct the elemental-matrices corresponding to
Hloc, i.e. the individual contributions from each finite-
element to Hloc, without explicitly assembling the global
matrix. We note that building these elemental-matrices
scales as O(M). In the case of pseudopotential calcula-
tions, we compute CJlm,j at the finite-element level only
for those elements in the compact support of ∆V Jl . Fur-
ther, the vectors obtained during the course of the re-
cursive iteration (48) are truncated using a truncation
tolerance δc, below which the values are set to zero. The
matrix-vector multiplications in the Chebyshev filtering
procedure are performed at the finite-element level only if
the vector has a non-zero value in the finite-element con-
sidered. This leads to the computation of only the non-
trivial elemental matrix-vector products, thereby render-
ing the computational complexity of the Chebyshev filter-
ing procedure to O(M). The resulting element-level vec-
tors are then assembled to form the global vectors Y. We
choose δc to be in the range of 10
−4 to 10−14 in our sub-
sequent numerical simulations (cf. section V) with looser
tolerances being employed in the intial SCF iterations,
where the solution is far away from the ground-state so-
lution, and, adaptively employing tighter tolerances in
later iterations as the SCF approaches convergence.
We next discuss the localization procedure employed
to construct the localized wavefunctions spanning the
Chebyshev filtered subspace.
C. Localization and truncation
Various procedures have been employed in the litera-
ture to achieve linear-scaling (cf.47,63 for a comprehensive
review) for pseudopotential calculations, and the use of
localized functions spanning the occupied eigenspace (or
an approximation to this space) has been one of the ideas
exploited in developing linear-scaling algorithms for ma-
terials systems with a band-gap. In this regard, we re-
mark that Wannier functions81–84 have played an impor-
tant role. In particular, the maximally localized Wannier
functions85 have been effectively used as an orthogonal
localized basis for Kohn-Sham DFT calculations, specifi-
cally in periodic systems. However, techniques employing
non-orthogonal localized functions have also been pro-
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posed59,60,86,87, which have better localization properties
than orthogonal functions. A discussion on general lo-
calization properties of bases spanning the eigenspace
is provided in E et al.88 and Ozolins et al.89. In the
present work, we adopt the technique proposed in Garcia-
Cervera et al.62 to construct a localized basis for the sub-
space VN spanned by Chebyshev filtered wavefunctions
{ψf1 (x), ψf2 (x), · · · , ψfN (x)}. Here, the localized basis is
obtained as
arg min
ψ∈VN ,||ψ||=1
∫
w(x)|ψ(x)|2 dx , (49)
where w(x) ≥ 0 is chosen to be a smooth weighting func-
tion |x − bI |2p, with p being a positive integer and bI
denoting a localization center. Such a choice of w(x) min-
imizes the spread of the wavefunctions from a localization
center, similar in spirit to the construction of maximally
localized Wannier functions85. In the present work, we
choose p to be 1 and bI to be an atom center RI . Let
nI denote the number of localized functions we desire to
compute at every atom center RI . Also, letting
ψ(x) =
∑
i
αiψ
f
i (x) ∈ VN , (50)
the minimization problem (49) is equivalent to solv-
ing the following generalized eigenvalue problem for the
smallest nI eigenvalues
WIα = λSα , (51)
where
W Iij =
∫
|x−RI |2 ψfi (x)ψfj (x) dx i, j = 1 · · ·N
(52a)
Sij =
∫
ψfi (x)ψ
f
j (x) dx . (52b)
In the present work, we choose nI to be equal to the
number of occupied single-atom orbitals corresponding
to the Ith atom. If
∑
I nI < N , then we randomly pick
some atoms to compute additional localized functions.
We note that we can rewrite WI in (52a) using matrix
notation to be
WI = LTKIL , (53)
where columns of the matrix L correspond to the nodal
values of the wavefunctions {ψf1 (x), ψf2 (x), · · · , ψfN (x)}
obtained after Chebyshev filtering, and
KIij =
∫
|x−RI |2Ni(x)Nj(x) dx . (54)
We note that the computational complexity of computing
the matrix WI for an atom I scales as O(MN2) as the
wavefunctions {ψf1 , ψf2 , · · · , ψfN} obtained after Cheby-
shev filtering need not be sparse. Hence the total com-
putational complexity for Na atoms (Na ∝ N) in a given
materials system scales as O(MN3). We propose the fol-
lowing procedure in order to reduce the computational
complexity to O(M). We first expand KI in terms of
atom I = 0 as follows:
KIij =
∫
|x−R0 + R0 −RI |2 Ni(x)Nj(x) dx
=
∫ [
|x−R0|2Ni(x)Nj(x) + |R0 −RI |2Ni(x)Nj(x)
+ 2 (x−R0) . (R0 −RI)Ni(x)Nj(x)
]
dx
= K0ij + |R0 −RI |2Mij + 2 (R0x −RIx)Bxij
+ 2 (R0y −RIy)Byij + 2 (R0z −RIz)Bzij
where
K0ij =
∫
|x−R0|2Ni(x)Nj(x) dx , (55a)
Mij =
∫
Ni(x)Nj(x) dx , (55b)
Bxij =
∫
(x−R0x)Ni(x)Nj(x) dx , (55c)
Byij =
∫
(y −R0y)Ni(x)Nj(x) dx , (55d)
Bzij =
∫
(z −R0z)Ni(x)Nj(x) dx . (55e)
We use Gauss-Lobatto-Legendre quadrature rules to
evaluate each of the above integrals which renders the
matrices in (55) diagonal. Further, the matrix WI for
any atom I is constructed as a linear combination of five
matrices, and is given by
WI = LTK0L + |R0 −RI |2LTML+
2 (R0x −RIx)LTBxL + 2 (R0y −RIy)LTByL+
2 (R0z −RIz)LTBzL . (56)
We note that the five matrices LTK0L, LTML, LTBxL,
LTByL and LTBzL are independent of I, and can be
computed a priori. Further, in order to reduce the
computational complexity of computing these five ma-
trices, we introduce a truncation tolerance δw > δc
(δw ∼ 10−4 − 10−8) to truncate the Chebyshev filtered
wavefunctions used in the construction of matrices L and
S. We note that this truncation in the Chebyshev filtered
wavefunctions is introduced only in the construction of L
and S, and not in other operations involving the Cheby-
shev filtered wavefunctions, in particular, the linear com-
bination in (50). Introducing the truncation δw renders
a sparse structure to both L and S, and thus the com-
putation of WI for all the atoms I = 1 · · ·Na scales as
O(M). We note that the use of GLL quadrature rules
in the evaluation of matrix elements in (55), as well as,
the use of truncation tolerance δw in the construction
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of L and S introduces approximation errors in the solu-
tion of the eigenvectors α in the generalized eigenvalue
problem (51). However, we note that these approxima-
tions errors do not alter the space VN spanned by the
localized wavefunctions (cf. equation (50)), as the vector
space remains invariant under any linear combination.
Using the eigenvectors α from the solution of the
eigenvalue problem in (51) for each atom I, and the
linear combination in (50), the non-orthogonal local-
ized wavefunctions are computed and are denoted by
{φL1 (x), φL2 (x), · · · , φLN (x)} which span VN . In order to
provide a compact support for these non-orthogonal lo-
calized wavefunctions, we introduce a truncation toler-
ance δl, where the nodal values of these functions that
are below this tolerance are set to zero. We note that,
upon truncating these wavefunctions, the space spanned
by these functions is only an approximation to VN ,
where the approximation error in the subspace depends
on the choice of δl. As in the case of δc, the trunca-
tion tolerance introduced during the Chebyshev filter-
ing, δl is also chosen adaptively with looser tolerances
in the initial SCF iterations and progressively employ-
ing tighter tolerances as the SCF approaches convergence
(see section V for details). We denote by ΦL the ma-
trix whose column vectors are the expansion coefficients
of these compactly-supported non-orthogonal localized
wavefunctions expressed in the Lo¨wdin orthonormalized
finite-element basis. We note that the locality of the
non-orthogonal wavefunctions φLi (x) : 1 ≤ i ≤ N renders
sparsity to the matrix ΦL.
D. Subspace projection in the non-orthogonal basis
We now discuss the steps involved in the subspace pro-
jection of the Hamiltonian into the non-orthogonal local-
ized basis represented by ΦL.
a. Computation of overlap matrix: The overlap ma-
trix S resulting from the non-orthogonal localized wave-
functions is given by
S = ΦTLΦL . (57)
We note that the computational complexity of evaluating
S scales as O(N) if ΦL is a sparse matrix.
b. Computation of projected Hamiltonian: We recall
from the discussion in section III that the projection of
the Hamiltonian into a non-orthogonal localized basis is
given by
Hφ = S−1ΦTLH˜ΦL . (58)
The above equation involves the inverse of the overlap
matrix S−1, which can be evaluated using scaled third-
order Newton-Schulz iteration62,90. If S and S−1are ex-
ponentially localized, S−1 can be computed in O(N)
complexity91. Since the discretized Hamiltonian H˜ is
sparse, and if the matrix ΦL is sparse with a bandwidth
independent of N , Hφ can be computed in O(N) com-
plexity.
E. Electron density computation
The Fermi-operator expansion techniques47,63 have
been widely adopted to avoid explicit diagonalization of
the discretized Hamiltonian in order to compute the elec-
tron density. One of the widely used Fermi-operator ex-
pansion technique52,53, which works for both insulating
as well as metallic systems, approximates the Fermi dis-
tribution (cf. equation (4)) by means of a Chebyshev
polynomial expansion. The accuracy of such an expan-
sion depends on the smearing parameter in the Fermi dis-
tribution, σ, and the width of the eigenspectrum (spec-
tral width) of discretized Hamiltonian denoted by ∆E. In
particular, the degree of polynomial required to achieve
a desired accuracy in the approximation54 of the Fermi
distribution is O(∆Eσ ), and is O(
√
∆E) for a given σ and
the occupied spectrum64. We also note that numerous
recent efforts have focused on developing alternate ap-
proximations to the Fermi distribution65–69 with reduced
computational complexity.
One of the major challenges in employing the Fermi-
operator expansion technique on a finite-element dis-
cretized Hamiltonian is the large spectral width of the
Hamiltonian—O(103) Ha for pseudopotential calcula-
tions and O(105) Ha for all-electron calculations25—that
deteriorates the accuracy of the Fermi-operator expan-
sion. To circumvent this, we employ the Fermi-operator
expansion in terms of the subspace projected Hamilto-
nian Hφ whose spectral width is commensurate with that
of the occupied eigenspectrum. We recall from equa-
tion (33) that the electron density in terms of the density
matrix is given by
ρ(x) = 2
M∑
i,j=1
Γijqi(x)qj(x) . (59)
Using equations (45) and (32) in the above equation, we
have
ρ(x) = 2 NT (x) M−1/2 ΦL f(Hφ) Φ
†
L M
−1/2N(x)
= 2 NT (x) M−1/2 ΦL f(Hφ) S−1 ΦTLM
−1/2N(x) ,
(60)
where NT (x) = [N1(x) , N2(x) , N3(x), · · · , NM (x)] and
f(Hφ) =
1
1 + exp
(
Hφ−µ
σ
) (61)
with µ being the chemical potential and σ = kB T . We
note that as the self-consistent field iteration converges,
f(Hφ) represents the finite-temperature density matrix
expressed in the non-orthogonal localized basis. We re-
mark that, for a jellium approximation (a simplified rep-
resentation for a metallic system), it was shown that
the finite-temperature density operator exhibits an ex-
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ponential decay in real-space92,93. However, this remains
an open question beyond the jellium approximation for
metallic systems. For an insulating system with a band-
gap, the density operator, even at zero temperature, has
an exponential decay in real-space47. Assuming that the
density operator decays in real-space, and recalling that
ΦL represents a localized basis, we note that f(H
φ) will
have a sparse structure with the extent of sparsity de-
pending on the decay properties of the density operator.
We use Chebyshev polynomial expansion to approxi-
mate f(Hφ), and compute the electron density. To this
end, we begin by scaling and shifting Hφ to obtain Hφs
such that its spectrum lies in [−1, 1] and then f(Hφ) is
approximated using a finite number of Chebyshev poly-
nomials54 as
f(Hφ) =
R∑
n=0
an(σs, µs)Tn(H
φ
s ), (62)
where
Hφs =
Hφ − ¯
∆
; σs =
∆
σ
; µs =
µ− ¯
∆
, (63)
∆ =
max − min
2
; ¯ =
max + min
2
, (64)
and
an(σs, µs) =
2− δn 0
pi
∫ 1
−1
Tn(x)√
1− x2
1
1 + eσs(x−µs)
dx ,
(65)
where δij denotes the Kronecker delta. In the above, max
and min denote the upper and lower bounds for the spec-
trum of Hφ. Estimates for max and min are computed
using the Krylov-Schur method94. As Hφ is the projec-
tion of the Hamiltonian into a localized basis, Hφ is a
sparse matrix, and these estimates for the spectral width
can be computed in O(N) complexity. We also remark
that if Hφ is sufficiently sparse, f(Hφ) can be computed
in O(N) complexity54. Further, we note that the de-
gree R of the Chebyshev expansion in equation (62) is
proportional to the spectral width ∆E = max − min
of Hφ. As discussed earlier, since Hφ is the projected
Hamiltonian in the space containing the occupied eigen-
states and only a few unoccupied eigenstates, the spectral
width of Hφ is O(1Ha) for pseudopotential calculations
and O(10Ha) for all-electron calculations for low atomic
numbers. Thus, the Fermi-operator expansion can be
computed efficiently and accurately using a Chebyshev
polynomial expansion of O(100) for pseudopotential cal-
culations and O(1000) for all-electron calculations for
moderate temperatures (∼ 500K) used in the smearing
parameter.
The Fermi-energy (µ), which is required in the compu-
tation of the Fermi-operator expansion for f(Hφ) and the
electron density, is evaluated using the constraint in (35)
2 tr
(
f(Hφ)
)
= Ne , (66)
where Ne is the number of electrons in the given system.
The above equation is solved using the Newton-Raphson
method95 and an initial guess to the Newton-Raphson
method is computed using the bisection algorithm95. It
is evident from equation (62) that the dependence of the
expansion on the Fermi-energy is only in the coefficients
of the expansion. Exploiting this fact, the Fermi-energy
can be efficiently computed using methods described in
Baer et al.54, which scales as O(N). To this end, the mth
column of f(Hφ) is obtained by the application of the
expansion in (62) on a unit column vector vm containing
all zeros except at the mth position. Hence,
[
f(Hφ)
]
m
=
R∑
n=0
an(σs, µs)v
m
n , (67)
where vmn = Tn(H
φ
s )v
m denotes the mth column of
Tn(H
φ
s ). We note that v
m
n can be computed efficiently
using the Chebyshev polynomial recursion given by
vm0 = v
m
vm1 = H
φvm
vmn+1 = 2 H
φvmn − vmn−1 .
As the vectors vmn can be precomputed and stored, the
evaluation of tr
(
f(Hφ)
)
for every trial Fermi-energy re-
sults in a trivial computational cost.
Upon evaluating the Fermi energy, the band energy
(Eb) can also be expressed in terms of H
φ as
Eb = 2 tr
(
f(Hφ)Hφ
)
. (68)
Finally, we note that the computational complexity of
computing the electron density at a quadrature point x
is independent of the system size. This can be seen by
rewriting the expression (60) as
ρ(x) = 2 rT (x) f(Hφ) S−1 r(x) , (69)
where r(x) = ΦTLM
−1/2N(x) is a sparse vector if ΦL
is sparse. As f(Hφ)S−1 can be pre-computed a priori,
the computation of ρ(x) is independent of the system
size. Since the total number of quadrature points scales
linearly with system size, computation of electron density
for a given material system is O(M) complexity.
V. RESULTS AND DISCUSSION
In this section, we investigate the accuracy, perfor-
mance, and scaling of the proposed subspace projec-
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tion technique. As benchmark systems, we consider
non-periodic three dimensional systems involving metal-
lic, insulating and semi-conducting materials systems.
The benchmark metallic systems chosen for this study
include aluminum nano-clusters of varying sizes, con-
taining 3 × 3 × 3 (172 atoms), 5 × 5 × 5 (666 atoms),
7× 7× 7 (1688 atoms) and 9× 9× 9 (3430 atoms) face-
centered-cubic (fcc) unit-cells. The benchmark insulat-
ing systems chosen for this study include alkane chains
of varying lengths, containing 101, 302, 902, 2702 and
7058 atoms. Silicon nano-clusters containing 1 × 1 × 1
(252 electrons), 2 × 1 × 1 (434 electrons), 2 × 2 × 1
(756 electrons), 2× 2× 2 (1330 electrons) and 3× 3× 3
(3920 electrons) diamond-cubic (dia) unit-cells are cho-
sen for the benchmark semi-conducting materials sys-
tems. Norm-conserving Troullier-Martins pseudopoten-
tials76 have been employed in the case of aluminum nano-
clusters and alkane chains, whereas all-electron calcula-
tions have been performed in the case of silicon nano-
clusters. In all our simulations, we use the n-stage
Anderson96 mixing scheme on the electron density in
self-consistent field iteration of the Kohn-Sham problem.
Further, all the numerical simulations reported in this
section are conducted using a parallel implementation of
the code based on MPI, and are executed on a parallel
computing cluster with the following specifications: dual-
socket eight-core Intel Core Sandybridge CPU nodes with
16 processors (cores) per node, 64 GB memory per node,
and 40 Gbps Infiniband networking between all nodes for
fast MPI communications.
As discussed in section IV, the linear-scaling of the
proposed subspace projection technique relies on the lo-
cality of the finite-element basis (qi : 1 ≤ i ≤ M) as
well as the localized wavefunctions (φLj : 1 ≤ j ≤ N),
and subsequently, the sparsity of the various matrices in-
volved in our formulation (H˜,Hφ,ΦL,S,W
I). We recall
that the compact support of localized wavefunctions and
the sparsity in various matrices is achieved by introduc-
ing truncation tolerances δc (in Chebyshev filtering) and
δl (for localized wavefunctions). Further, as mentioned
in section 4, and elaborated subsequently, the trunca-
tion tolerances are chosen adaptively with looser toler-
ances being employed in the initial SCF iterations and
progressively tightening these during the course of the
SCF convergence. As demonstrated in our benchmark
studies, such an adaptive tolerance provides significant
computational efficiency while retaining the accuracy of
the solution to the Kohn-Sham DFT problem. We note
that the sparsity of various matrices is governed by the
eigenspectrum of discrete Hamiltonian as well as the val-
ues of the truncation tolerances employed, which changes
with each SCF iteration. In the present implementation
of the subspace projection technique, we employ efficient
parallel data-structures provided by PETSc package97,
where necessary, to represent various matrices and per-
form arithmetic operations between them. We observe in
our simulations that the operations involving sparse data-
structures provided by PETSc are efficient only when the
fraction of non-zero entries (density fraction) in the ma-
trix is < 1− 2%. Beyond this density-fraction, the over-
head cost of using a sparse data-structure is prohibitively
expensive, and it is more efficient to use dense data-
structures. To maximize the computational efficiency,
in the present work, we employ sparse data-structures
only when the density fraction is < 2%, beyond which
we switch to dense data-structures. This is the main
source of deviation from linear-scaling, in practice, in the
present implementation.
In order to assess the accuracy, performance and scal-
ing of the proposed approach, we use as reference the
recently developed Chebyshev filtered subspace iteration
for the finite-element basis25 (ChFSI-FE). The ChFSI-
FE involves the projection of the Hamiltonian into an
orthogonal basis spanning the Chebyshev filtered space,
and an explicit computation of the eigenvalues and eigen-
vectors of the projected Hamiltonian to estimate the
electron density. It was demonstrated25 that ChFSI-
FE technique with the use of higher-order finite-element
discretization presents a computationally efficient real-
space approach for Kohn-Sham DFT calculations, which
can handle both pseudopotential and all-electron calcu-
lations. We also note that the accuracy of ChFSI-FE was
ascertained, on benchmark problems of varying sizes, us-
ing ABINIT software6 for pseudopotential calculations
and GAUSSIAN software98 for all-electron calculations.
In the present work, we use ChFSI-FE as our reference
to assess the accuracy and performance of the proposed
approach.
A. Aluminum nano-clusters: Pseudopotential
study
We consider aluminum nano-clusters formed from
fcc unit cells with lattice spacing of 7.45 a.u.. The
norm-conserving Troullier-Martins pseudopotential in
the Kleinman-Bylander form76,77 is employed in these
simulations. We consider the 3s and 3p components to
compute the projector, while the 3d component is cho-
sen to be the local component of the pseudopotential.
The pseudopotentials are generated using the fhi98pp99
software and the default cut-off radii are used for 3s,
3p and 3d components, which are 1.8 a.u., 2.0 a.u. and
2.15 a.u., respectively. In order to choose finite-element
meshes which provide a discretization error of less than
5 meV per atom for the various nano-clusters consid-
ered in the present study, we first obtain the converged
ground-state energy for the aluminum cluster containing
3 × 3 × 3 fcc unit cells which comprises of 172 atoms
with 516 electrons. To this end, we use a sequence of
increasingly refined fourth-order spectral finite-element
(HEX125SPECT) meshes on a cubic simulation domain
of side 400 a.u. employing Dirichlet boundary condi-
tions. Here, and subsequently, we use the a priori mesh
adaption techniques developed in Motamarri et. al25 to
construct the finite-element meshes, and refer to this
prior work for details. For these sequence of meshes,
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the ground-state energy is computed using ChFSI-FE
with a Chebyshev filter of degree 20 and employing a
Fermi smearing parameter of 0.00158 Ha (T=500K).
The computed discrete ground-state energies (Eh) for
these meshes are tabulated in Table I, where h denotes
a measure of the finite-element mesh-size. The extrap-
olation procedure proposed in Motamarri et. al25 allows
us to estimate the ground-state energy in the limit as
h → 0, denoted by E0. Using this extrapolation proce-
dure, we computed the ground-state energy per atom to
be E0 = −56.6966935 eV . In order to ascertain the ac-
curacy of this extrapolated ground-state energy, we con-
ducted a plane wave simulation with ABINIT using a
cell-size of 80 a.u. and an energy cut-off of 30Ha with one
k-point (the most refined calculation possible within our
memory limitations). In the case of ABINIT, the ground-
state energy per atom was found to be −56.6966719 eV ,
which only differs from E0 by 0.02 meV .
TABLE I: Convergence of the finite-element discretization
(HEX125SPECT element) for a 3× 3× 3 fcc aluminum
cluster.
Degrees of Energy per atom Relative error
freedom (DoF) (eV)
∣∣Eh−E0
E0
∣∣
222, 553 -55.5622017 2.0 ×10−2
1, 760, 305 -56.6677104 5.1 ×10−4
14, 003, 809 -56.6966331 1.06 ×10−6
We next choose a finite-element mesh with fifth-order
spectral finite-elements (HEX216SPECT) for the 3×3×3
aluminum nano-cluster, where the mesh-size is chosen
such that the discretization error, measured with respect
to E0, is less than 5 meV per atom. Using the same char-
acteristic mesh-size, which is expected to result in a sim-
ilar discretization error, we construct the finite-element
meshes for the varying sizes of aluminum clusters con-
taining 5 × 5 × 5 (666 atoms), 7 × 7 × 7 (1688 atoms)
and 9×9×9 (3430 atoms) fcc unit-cells. Using a Cheby-
shev filter of degree 20 and a Fermi smearing parame-
ter of 0.00158 Ha (T=500K), we compute the reference
ground-state energies using ChFSI-FE. These are tabu-
lated in Table II.
We next compute the ground-state energies using the
proposed subspace projection algorithm (cf. section IV)
with identical meshes and parameters (Chebyshev filter
degree, Fermi smearing parameter) employed in our ref-
erence calculations. The polynomial degree R used in
the Chebyshev expansion of the Fermi-function of the
projected Hamiltonian (62) is chosen to be 400. We re-
call that we use truncation tolerances (δc, δl) to achieve
compact support for the non-orthogonal localized wave-
functions (ΦL) and sparsity in the various matrices in-
volved in our formulation. In the initial SCF iterations
we use looser truncation tolerances, and employ tighter
tolerances as the self-consistent iteration proceeds to-
wards convergence. In particular, we choose δc = δl
and vary the truncation tolerance as a function of the
relative change in the ground-state energy between two
successive SCF iterations (δEr). The specific choice of
the truncation tolerance employed in the present study
is
δc =

C1 if δEr ≥ 1,
C1(δEr)
p if 10−1.5 ≤ δEr < 1,
C2(δEr)
q otherwise .
(70)
Here, we use a truncation tolerance of C1 = 10
−4 when
δEr is greater than 1, then use a power law (cf. equa-
tion (70)), subsequently, with p = 23 and q =
3
2 . In order
to ensure continuity in δc, C2 is chosen to be 0.00178.
We note that the choice of this truncation tolerance is
arbitrary, however, this form of the truncation toler-
ance has provided robust convergence of the SCF for all
benchmark calculations, where the number of SCF it-
erations using the subspace projection approach is only
marginally (∼ 4 − 5 iterations) greater than those us-
ing ChFSI-FE. In all our simulations, using the proposed
method as well as ChFSI-FE, the SCF is terminated
when δEr < 10
−7 for three successive iterations.
TABLE II: Ground-state energies per atom (eV) for the
various sizes of aluminum nano-clusters computed using the
proposed subspace projection algorithm technique and
ChFSI-FE25.
Cluster DoF Proposed Method ChFSI-FE
3x3x3 1, 107, 471 −56.694963 −56.6949697
5x5x5 4, 363, 621 −56.876491 −56.876518
7x7x7 11, 085, 371 −56.959021 −56.9623511
9x9x9 22, 520, 721 −57.010587 −57.0145334
The ground-state energies computed using the pro-
posed subspace projection algorithm for the range of
nano-clusters considered in this work are tabulated in
Table II. The above results show that the proposed sub-
space projection technique provides good accuracies in
the ground-state energies, where the computed energies
are within 5 meV per atom of the reference energies com-
puted using ChFSI-FE. The computational times for the
full SCF convergence for the range of nano-clusters are
plotted in figure 1 for the proposed method, as well as,
the reference calculations using ChFSI-FE. In this plot,
the computational time denoted on the Y-axis is the total
computational CPU time in hours (CPU time = Num-
ber of cores × wall-clock time in hours). These results
show that the proposed approach is computationally ef-
ficient, compared to ChFSI-FE, for system sizes beyond
172 atoms. Further, we note that the subspace projec-
tion technique provides a factor of ∼ 8.5 speedup for the
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FIG. 3: Electron density contours on the mid-plane of
9× 9× 9 fcc aluminum nano-cluster.
nano-cluster containing 3430 atoms. Using these compu-
tational times, we estimated the scaling of the proposed
approach and our reference calculations using ChFSI-FE
as a function of system size (number of atoms). The
scaling for the proposed approach is found to be approx-
imately O(N1.66), while the scaling in the case of ChFSI-
FE is O(N2.37). The deviation from linear-scaling of the
proposed method, in practice, is primarily due to two
factors. Firstly, we observe that the number of SCF iter-
ations increase with increasing system size. For instance,
the number of SCF iterations increase from 45 SCF itera-
tions for the 3×3×3 nano-cluster to 80 iterations for the
9×9×9 nano-cluster. This issue of increasing SCF itera-
tions with system size can potentially be mitigated using
improved mixing schemes100. Figure 2 shows the com-
putational time per SCF iteration, and the scaling with
system size is found to be O(N1.46) for the proposed
subspace projection method and O(N2.17) for ChFSI-
FE. The second factor which results in the deviation of
the proposed subspace projection approach from being
linear-scaling is due to the use of dense data-structures
when the density fraction is above 2%. Although the
use of dense data-structure affects the overall scaling, it
is still computationally efficient in comparison to using
sparse data-structures for density fractions greater than
2%. We refer to the Appendix for the scaling of various
components of the subspace projection algorithm and a
discussion. Figure 3 shows the electron density contours
on the mid-plane of 9×9×9 nano-cluster computed using
the proposed subspace projection technique.
B. Alkane chains: Pseudopotential study
We next consider three-dimensional alkane chains with
individual repeating units of CH2 with C-C and C-H
bond lengths to be 2.91018 a.u. and 2.0598 a.u., respec-
tively. The H-C-H and C-C-C bond angles are taken
to be 109.470. Norm-conserving Troullier-Martins pseu-
dopotential in the Kleinman-Bylander form76,77 has been
employed in these simulations. In the case of carbon, we
consider the 2s component to compute the projector in
the Kleinman-Bylander form, while the 2p component
is chosen to be the local component of the pseudopo-
tential. We consider the local pseudopotential for hy-
drogen corresponding to the 1s component. The pseu-
dopotentials are generated using the software package
fhi98PP99 using the default cut-off radii, which is 1.5
a.u. for both 2s and 2p components of carbon and 1.3
a.u. for the 1s component of hydrogen. In order to
choose finite-element meshes with discretization errors
less than 5 meV per atom for various alkane chains, we
first consider the case of C33H68 containing 101 atoms
with 200 valence electrons and obtain the converged value
of the ground-state energy. To this end, as in the case of
aluminum nano-clusters (cf. section V A), we use a se-
quence of increasingly refined fourth-order spectral finite-
elements (HEX125SPECT) on a cuboidal simulation do-
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FIG. 4: Electron density isocontours of C900H1802.
main of dimensions 100 a.u. × 100 a.u. × 220 a.u.. For
these sequence of meshes, the ground-state energy Eh
is computed using ChFSI-FE with a Chebyshev filter of
degree 35 and employing a Fermi smearing parameter
of 0.00158 Ha (T=500K), and these results are tabu-
lated in Table III. Using the extrapolation procedure25,
we find the reference ground-state energy per atom to
be E0 = −61.44173873 eV . Further, we also compared
our reference ground-state energy with ABINIT using a
cuboidal simulation of size 40 a.u.×40 a.u.×160 a.u. and
an energy cut-off of 30 Ha with one k-point (the most
refined calculation possible within our memory limita-
tions). In the case of ABINIT, the ground-state energy
per atom was found to −61.44219366 eV , which differs
from E0 by ∼ 0.4 meV .
TABLE III: Convergence of the finite-element discretization
for C33H68 using HEX125SPECT element.
Deg. of freedom Energy per atom (eV) Relative error
391, 893 -61.31623538 2.0 ×10−3
3, 096, 585 -61.43711471 7.5 ×10−5
24, 621, 969 -61.44173469 5.01 ×10−8
We next choose a finite-element mesh with fifth-order
spectral finite-elements (HEX216SPECT) for C33H68,
where the mesh-size is chosen such that the discretization
error, measured with respect to E0, is less than 5 meV
per atom. Using the same characteristic mesh-size which
is expected to result in a similar discretization error, we
construct finite-element meshes for varying lengths of
alkane chains, namely C100H202 (302 atoms), C300H602
(902 atoms), C900H1802 (2702 atoms) and C2350H4702
(7052 atoms). Using a Chebyshev filter of degree 35 and
a Fermi smearing parameter of 0.00158 Ha (T=500K),
we compute the reference ground-state energies using
ChFSI-FE for these systems, and are tabulated in Ta-
ble IV.
The subspace projection algorithm is then used to com-
pute the ground-state energies using identical meshes and
parameters (Chebyshev filter degree, Fermi smearing pa-
rameter) employed in our reference calculations. The
polynomial degree R used in the Chebyshev expansion
of the Fermi function of the projected Hamiltonian (62)
is chosen to be 400. Just as in the case of aluminum
nano-clusters, we use adaptive truncation tolerances (δc,
δl). In particular, we choose δc = δl and use the spe-
cific choice of truncation tolerance given in equation (70)
with identical values of C1, p and q as employed in the
case of our previous benchmark calculations involving
aluminum nano-clusters. In all our simulations, using
the proposed method as well as ChFSI-FE, the SCF is
terminated when δEr < 10
−7 for three successive itera-
tions.
TABLE IV: Comparison of ground-state energies for
various alkane chains.
Alkane Chain DoF Proposed Method ChFSI-FE
C33 H68 870, 656 −61.438671 −61.438680
C100 H202 2, 491, 616 −62.041530 −62.041532
C300 H602 7, 354, 496 −62.240148 −62.240277
C900 H1802 21, 943, 138 −62.303101 −62.303608
The ground-state energies computed using the pro-
posed subspace projection algorithm for different lengths
of alkane chains considered in this work are tabu-
lated in Table IV. These results indicate that the pro-
posed method provides good accuracies in the ground-
state energies, where the computed energies are within
1 meV per atom of the reference energies computed us-
ing ChFSI-FE. The computational times for the full SCF
convergence for varying lengths of alkane chains are plot-
ted in figure 5 for the proposed method, as well as, the
reference calculations using ChFSI-FE. These results in-
dicate that the proposed approach is computationally ef-
ficient, compared to ChFSI-FE, for system sizes beyond
101 atoms and provides a factor of ∼ 8 speedup for the
alkane chain containing 2702 atoms. Using these com-
putational times, the estimated scaling for the proposed
approach is found to be approximately O(N1.33), while
scaling in the case of ChFSI-FE is O(N2.13). The av-
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FIG. 5: Total computational times for the proposed method
and ChFSI-FE. Case study: Alkane chains.
erage computational time per SCF iteration is shown in
figure 6, and the scaling with system size is found to be
O(N1.18) for the proposed subspace projection method
and O(N1.98) for ChFSI-FE. We refer to the Appendix
for the scaling of various components of the subspace pro-
jection algorithm and a discussion. We note that the pro-
posed subspace projection technique exhibits better scal-
ing behavior for the alkane chains, which is an insulating
system, in comparison to the aluminum nano-clusters,
which is a metallic system. This is due to the better lo-
calization of the wavefunctions in the insulating system
in comparison to the metallic system (cf. Appendix).
Figure 4 shows the isocontours of electron density of the
alkane chain containing 2702 atoms.
C. Silicon nano-clusters: All-electron study
We consider silicon nano-clusters comprising of
diamond-cubic unit cells with a lattice constant of
10.26 a.u. and conduct all-electron calculations to test
the performance of the subspace projection method. In
order to choose finite-element meshes which provide a
discretization error of less than 5 mHa per atom for var-
ious nano-clusters, we first obtain a converged value of
the ground state energy by conducting a very refined sim-
ulation using the GAUSSIAN package98 on silicon nano-
cluster containing 1× 1× 1 unit-cell which comprises of
18 atoms with 252 electrons. To this end, we employ the
polarization consistent DFT basis sets (pc-n) and intro-
duce them as an external basis set in GAUSSIAN pack-
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the proposed method and ChFSI-FE. Case study: Alkane
chains.
age. Using the most refined pc-4 basis set, the computed
ground-state energy per atom (E0) is −288.3179669 Ha.
We next chose a finite-element mesh with fifth-order
spectral finite-elements (HEX216SPECT) for the 1×1×1
silicon nano-cluster, where the discretization error, mea-
sured with respect to E0, is less than 3 mHa. Us-
ing the same characteristic mesh-size, we construct the
finite-element meshes for the varying sizes of silicon nano-
clusters containing 1 × 1 × 1 (252 electrons), 2 × 1 × 1
(434 electrons), 2× 2× 1 (756 electrons), 2× 2× 2 (1330
electrons) and 3 × 3 × 3 (3920 electrons) diamond-cubic
unit cells. The finite-element mesh is locally refined near
the nuclei since all-electron calculations involve highly
oscillatory wavefunctions near the nuclei. The order of
the Chebyshev filter thus required in these simulations is
around 1000 to effectively filter out the unwanted spec-
trum. Using a Chebyshev filter of degree 1000, and a
Fermi smearing parameter of 0.00475 Ha (T=1500K),
we compute the reference ground-state energies using
ChFSI-FE which are tabulated in Table V.
The subspace projection algorithm is then used to com-
pute the ground-state energies with identical meshes and
parameters employed in our reference calculations. The
polynomial degree R used in the Chebyshev expansion of
the Fermi-operator of the projected Hamiltonian (62) is
chosen to be 1250 since the width of the occupied spec-
trum is larger than that of a pseudopotential calculation.
Just as in the case of the previous benchmark calcula-
tions, we use adaptive truncation tolerances (δc, δl) with
δl = 10
4δc and vary δc as a function of relative change
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FIG. 9: Electron density contours on the mid-plane of
3× 3× 3 silicon nano-cluster.
in the ground-state energy between two successive itera-
tions (δEr). We use the specific choice of truncation tol-
erance given in equation (70) with C1 = 10
−11, p = 2/3
and q = 3/2. We note that much tighter tolerances have
been used for δc in comparison to pseudopotential calcu-
lations in order to control the accumulation of truncation
errors in applying a very high degree Chebyshev filter. In
all our simulations, using the proposed method as well as
ChFSI-FE, the SCF is terminated when δEr < 10
−6 for
three successive iterations.
TABLE V: Comparison of ground-state energies for various
sizes of silicon clusters.
Cluster DoF Proposed Method ChFSI-FE
1x1x1 5, 136, 901 −288.32016 −288.32046
2x1x1 9, 676, 481 −288.33380 −288.33411
2x2x1 16, 358, 791 −288.34715 −288.34791
2x2x2 27, 208, 731 −288.35985 −288.36140
3x3x3 79, 226, 681 −288.37132 −288.37341
The ground-state energies computed using the pro-
posed subspace projection algorithm for varying sizes of
silicon nano-clusters considered in this work are tabu-
lated in Table V. These results indicate that the pro-
posed method provides good accuracies in the ground-
state energies, where the computed energies are within
3 mHa per atom of the reference energies computed us-
ing ChFSI-FE. The computational times for the full SCF
convergence for varying sizes of silicon nano-clusters are
plotted in figure 7 for the proposed method, as well as,
the reference calculations using ChFSI-FE. These results
indicate that the proposed approach is computationally
efficient, compared to ChFSI-FE, for system sizes beyond
18 atoms and provides a factor of ∼ 3 speedup for the 3
× 3 × 3 nano-cluster containing 280 atoms. Using these
computational times, the estimated scaling for the pro-
posed approach is found to be approximately O(N1.85),
while scaling in the case of ChFSI-FE is O(N2.21). The
average computational time per SCF iteration is shown in
figure 8, and the scaling is computed to be O(N1.75) for
the proposed subspace projection method and O(N2.11)
for ChFSI-FE. The deterioration in the scaling for all-
electron calculations in comparison to pseudopotential
calculations is due to tighter truncation tolerances em-
ployed in order to control the accumulation of the trun-
cation errors during the application of a very high degree
Chebyshev filter. Nevertheless, the proposed approach
provides significant savings, which will increase with in-
creasing system size. We refer to the Appendix for the
scaling of various components of the subspace projection
algorithm in the case of all-electron calculations and a
discussion. Figure 9 shows the electron density contours
on the mid-plane of 3×3×3 nano-cluster computed using
the proposed subspace projection technique.
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VI. SUMMARY
In the present study, we formulated a subspace pro-
jection technique in the framework of higher-order spec-
tral finite-element discretization of the Kohn-Sham DFT
problem in order to reduce the computational complex-
ity involved in traditional solution approaches that com-
pute the canonical orthonormal Kohn-Sham eigenfunc-
tions. The proposed approach provides a single unified
framework to handle both insulating and metallic ma-
terials system. Further, both pseudopotenial as well as
all-electron calculations can be conducted using the pro-
posed methodology.
The development of the proposed approach involved
bringing together four main ideas. Firstly, we employed
a higher-order spectral finite-element basis for the dis-
cretization of the Kohn-Sham DFT problem. The adap-
tive nature of the finite-element basis is crucial for ef-
ficiently handling all-electron DFT calculations. Sec-
ondly, we employed the Chebyshev filtering approach44
to directly compute an approximation of the occupied
eigenspace in each SCF iteration. In this Chebyshev
filtering step, we effectively exploited the finite-element
structure to conduct matrix-vector products, associated
with the action of the Chebyshev filter on a space of
localized trial wavefunctions from previous SCF itera-
tion, in linear-scaling complexity. We subsequently em-
ployed the localization procedure proposed by Garcia et
al.62 to compute atom-centered non-orthogonal localized
basis (localized wavefunctions) spanning the Chebyshev
filtered subspace. We employed an adaptive tolerance,
where looser tolerances are used in initial iteration and
progressively become tighter as the SCF approaches con-
vergence, to provide a compact support for the localized
wavefunctions. The use of adaptive tolerance provides
strict control on the accuracy of the calculation, which
is reflected in our benchmark calculations. Finally, we
computed the projection of the Hamiltonian into the non-
orthogonal localized basis, and used the Fermi-operator
expansion54 to compute the relevant quantities, includ-
ing the finite-temperature density matrix, electron den-
sity and the band energy. We note that as the Fermi-
operator expansion is computed in the projected sub-
space, the spectral width of the projected Hamiltonian
is bounded—O(1Ha) for pseudopotential calculations
and O(10Ha) for all-electron calculations—and can ef-
ficiently be computed for both pseudopotential and all-
electron calculations. We demonstrated from complexity
estimates that, for well-localized wavefunctions with a
compact support, all operations in the proposed algo-
rithm are linear-scaling in complexity.
The accuracy and performance of the proposed method
was investigated on three different materials system: (i)
a series of aluminum nano-clusters up to 3430 atoms rep-
resenting a metallic system; (ii) a series of alkane chains
up to 7052 atoms representing an insulating system; (iii)
a series of silicon nano-clusters up to 3920 electrons rep-
resenting a semiconducting system. Pseudopotential cal-
culations were conducted on aluminum nano-clusters and
alkane chains, whereas all-electron calculations were per-
formed on silicon nano-clusters. In all the cases, the pro-
posed method provided ground-state energies that are
in excellent agreement with reference calculations, with
accuracies commensurate with chemical accuracy. From
these benchmark calculations, the computational com-
plexity of the proposed approach was computed to be
O(N1.46) for aluminum nano-clusters, O(N1.18) for the
alkane chains, and O(N1.75) for the all-electron silicon
nano-clusters. The deviation from linear-scaling, in prac-
tice, is due to the use of adaptive tolerances with tighter
tolerances in the later SCF iterations in order to ensure
strict control on the accuracy of the calculations. This
affects the scaling due to reduced sparsity in the localized
wavefunctions. We further note that using the proposed
approach ∼ 10−fold speedups were obtained with respect
to reference benchmark calculations for the largest sys-
tems.
The present work demonstrates a methodology to con-
duct large scale electronic structure calculation using
spectral finite-element discretizations at reduced scaling
and presents an important direction for electronic struc-
ture calculations employing the finite-element basis. The
computational efficiency as well as scaling in the case of
all-electron calculations can be further improved by us-
ing a finite-element basis enriched with single-atom wave-
functions, or, alternately, the partitions-of-unity finite-
element approach101, and is currently being investigated.
Also, the subspace projection method, which exploits the
locality of the electronic structure, constitutes an im-
portant step in developing seamless coarse-graining tech-
niques for Kohn-Sham density functional theory, in the
similar spirit of quasi-continuum reduction techniques for
electronic structure calculations26,70.
ACKNOWLEDGMENTS
We thank Janakiraman Balachandran for useful dis-
cussions on the implementation of non-local pseudopo-
tentials in the finite-element framework. We gratefully
acknowledge the support of Air Force Office of Scientific
Research through Grant No. FA9550-13-1-0113 under
the auspices of which the mathematical and computa-
tional framework was developed. We also gratefully ac-
knowledge the U.S. Department of Energy, Office of Ba-
sic Energy Sciences, Division of Materials Science and
Engineering under award number DE-SC0008637 that
funds the Predictive Integrated Structural Materials Sci-
ence (PRISMS) center at University of Michigan for pro-
viding the support to conduct the large-scale benchmark
calculations presented in this work. V. G. also acknowl-
edges the Alexander von Humboldt Foundation through
a research fellowship, and is grateful to the hospitality
of the Max-Planck Institute for Mathematics in Sciences
while completing this work. We also acknowledge Ad-
vanced Research Computing at University of Michigan
20
for providing the computing resources through the Flux
computing platform.
Appendix A: Scaling performance of individual
components of the subspace projection technique
1. Case study: Pseudopotential calculations
We report scaling of individual components of the pro-
posed subspace projection algorithm with system size for
the benchmark calculations involving aluminum nano-
clusters and alkane chains reported in section V. The
average CPU-times per SCF iteration of the various com-
ponents involved in the proposed technique (cf. sec-
tion IV)—namely: a) Chebyshev filtered subspace iter-
ation (ChFSI) b) Localization procedure (Loc) c) Sub-
space projection in the non-orthogonal basis (SubProj)
and d) Electron-density computation (ElecDen)—have
been recorded and are plotted against number of atoms.
a. Aluminum nano-clusters: Figure 10 shows the
average computational CPU-times per SCF iteration for
individual components of the subspace projection tech-
nique in the case of aluminum nano-clusters. These re-
sults indicate a computational complexity of O(N1.34)
for the Chebyshev filtered subspace iteration, O(N1.91)
for the localization procedure, O(N1.93) for the subspace
projection and O(N1.94) for the computation of electron-
density. The deviation of the scaling behaviour from lin-
earity for the individual components of the algorithm is
primarily due to the use of an adaptive tolerance (cf.
equation (70)) to truncate the localized wavefunctions,
which is important to ensure the accuracy of the sub-
space projection technique. We recall that looser trunca-
tion tolerances are employed in the initial SCF iterations
with progressive tightening of the tolerances during the
course of SCF convergence. We note that the Cheby-
shev filtering procedure has the dominant computational
cost, and also exhibits better scaling in comparison to
the other components of the subspace projection algo-
rithm. The better scaling behaviour of Chebyshev fil-
tering procedure can be attributed to the matrix-vector
multiplications performed at the finite-element level only
if the relevant wave-functions have a non-zero value in
the finite-element considered (cf. Section IV B). This
allows us to naturally exploit the sparsity of the wave-
functions at the finite-element level even with tight toler-
ances. The higher scaling observed for the other compo-
nents of the subspace projection algorithm is due to the
use of dense data-structures of PETSc when the density
fraction of the relevant matrices is above 2%, as sparse
PETSc data-structures have been observed to be efficient
only when the density fraction is < 1 − 2%. Figure 11
shows the average computational CPU-times per SCF it-
eration when the sparse data-structures are active. The
results indicate a computational complexity of O(N1.20)
for the localization procedure, O(N1.32) for the subspace
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FIG. 10: Average computational times per SCF iteration
for individual components of the proposed method. Case
Study: Aluminum nano-clusters.
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FIG. 11: Average computational times per SCF iteration
for individual components when sparse data-structures are
active. Case Study: Aluminum nano-clusters.
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projection and O(N1.34) for the computation of electron-
density. We remark that the scaling exponents of these
individual components are closer to linearity when the
sparse data-structures are active, but still deviate from
linearity. We attribute this deviation from linearity to
the delocalized nature of the wavefunctions for a metal-
lic system. This delocalized nature of wavefunctions re-
sults in a higher density fraction (lesser sparsity) of trun-
cated wavefunctions (ΦL) for any given truncation toler-
ance in comparison to the insulating alkane chains (see
discussion below on alkane chains). We also note that,
as expected, the scaling of the individual components of
the subspace projection technique (Loc, SubProj, Elec-
Den) is close to cubic-scaling (∼ O(N2.8)) when dense
data-structures are employed. Figure 14 shows the vari-
ation of density fraction of ΦL with SCF iteration in the
case of aluminum nano-cluster (7x7x7 cluster with 1688
atoms) highlighting the SCF iterations in which sparse
data-structures are active. Figure 15 shows the varia-
tion of relative error in ground-state energy with SCF
iteration for the same benchmark problem.
b. Alkane Chains: Figure 12 shows the average com-
putational CPU-times per SCF iteration for individual
components of the subspace projection technique in the
case of alkane chains. These results indicate a compu-
tational complexity of O(N1.15) for the Chebyshev fil-
tered subspace iteration, O(N1.80) for the localization
procedure, O(N1.85) for the subspace projection and
O(N1.91) for the computation of electron-density. As
in the case of aluminum clusters, the Chebyshev fil-
tering procedure comprises the dominant computational
cost of the subspace projection algorithm, and is almost
linear-scaling for this system. The improved scaling of
the Chebyshev filtering procedure in comparison to alu-
minum nano-clusters can be attributed to better local-
ization of wavefunctions in the case of alkane chains, an
insulating material system. The higher scaling of other
components of the subspace projection algorithm is once
again due to the use of dense data-structures of PETSc
when density fraction of the relevant matrices is above
2%, while sparse data-structures are employed only when
the density fraction is < 2%. Figure 13 shows the aver-
age computational CPU-times per SCF iteration when
sparse data-structures are active. The results indicate
a computational complexity of O(N1.13) for the local-
ization procedure, O(N1.25) for the subspace projection
and O(N1.29) for the computation of electron-density.
We remark that these scaling exponents are smaller in
comparison to those of aluminum nano-cluster (metallic
nature) due to the localized nature of the wavefunctions,
thus resulting in smaller density fractions (greater spar-
sity) of the truncated wavefunctions (ΦL). Figure 14
shows the variation of density fraction with SCF itera-
tion in the case of C900H1802 (2702 atoms) highlighting
the SCF iterations in which sparse data-structures are
active. Figure 15 shows the variation of relative error
in ground-state energy with SCF iterations for the same
problem.
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FIG. 12: Average computational times per SCF iteration
for individual components of the proposed method. Case
Study: Alkane chain.
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for individual components when sparse data-structures are
active. Case Study: Alkane chain.
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FIG. 16: Average computational times per SCF iteration
for individual components of the proposed method. Case
Study: Silicon nano-clusters.
2. Case study: All-electron calculations
Silicon nano-clusters: Figure 16 shows the average
computational CPU-times per SCF iteration for individ-
ual components of the subspace projection technique in
the case of all-electron calculations performed on silicon
nano-clusters. These results indicate a computational
complexity of O(N1.74) for the Chebyshev filtered sub-
space iteration, O(N2.72) for the localization procedure,
O(N2.55) for the subspace projection and O(N2.51) for
the computation of electron density. In comparison to
the pseudopotential calculations, the scaling of the in-
dividual components deviate significantly from linearity.
The main reason for this significant deviation is due to
the tighter adaptive tolerances employed in all-electron
calculations. These tighter tolerances were necessary to
avoid error accumulations during the Chebyshev filtering
procedure as a very high order Chebyshev filter is needed
in all-electron calculations to filter the large unwanted
spectrum. For these tighter tolerances, the density frac-
tions for the various relevant matrices were greater than
2% even during the initial SCF iterations, which explains
the observed close to cubic-scaling of the localization pro-
cedure, subspace projection, and computation of electron
density. However, we note that the significantly domi-
nant cost for all-electron calculations is the Chebyshev
filtering step, which naturally exploits the sparsity in
truncated wavefunctions, even for high density fractions,
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by computing the matrix-vector products at the finite-
element level only if the relevant wave-functions have a
non-zero value in the finite-element being considered (cf.
Section IV B). Thus, the overall scaling of the proposed
technique for all-electron calculations is determined by
the scaling of the Chebyshev filtering step, even for mod-
estly sized systems. While, the performance of the pro-
posed approach for all-electron calculations is not as good
as the performance for pseudopotential calculations, the
proposed approach does offer significant computational
savings (∼ 3 fold in comparison to ChFSI-FE for the
silicon nano-cluster containing ∼ 4000 electrons). Fur-
ther, we note that the need of a very high degree Cheby-
shev filter for all-electron calculations can be mitigated
by employing an enriched finite-element basis, where the
finite-element basis functions are enriched by numerically
computed single-atom wavefunctions, and this can po-
tentially lead to better overall scaling of the method for
all-electron calculations.
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