In the scope of nonassociative geometry we present a new effective model that extends the statistical treatment of complex networks, accounting for the effect of nonlocal curvature. Our model can be applied to the study of complex networks embedded in a space of global positive, null, or negative curvature, or even in a space of arbitrary curvature. We use this approach to study the Internet as a complex network embedded in a hyperbolic space. The nonlocal space curvature affects the connectance probability, leading to an inhomogeneous distribution. We show that our model yields a remarkable agreement with available empirical data. The study of networks yields important information about their structure and the flow of resources across them. In particular, Complex Networks (CNs) have benefitted from the adoption of statistical mechanics as a rigorous theoretical framework on which to construct realistic models [1] [2] [3] [4] [5] .
The study of networks yields important information about their structure and the flow of resources across them. In particular, Complex Networks (CNs) have benefitted from the adoption of statistical mechanics as a rigorous theoretical framework on which to construct realistic models [1] [2] [3] [4] [5] .
Increasing attention to the geometrical and topological properties of CNs is focused on four main directions: characterization of the hyperbolicity of networks, emergence of network geometry, characterization of brain geometry, and network topology [6] . In particular, in [7] [8] [9] a duality between a highly heterogeneous degree distribution in a network and an underlying hyperbolic geometry was found and exploited for the realistic modeling of the Internet.
The exponential expansion of the hyperbolic space illustrated in Fig.1 , allows one to map the exponentially growing network in a hyperbolic space. In this context, the emergence of scaling in CNs such as the Internet, social networks, airport networks, the brain functional networks, the biological networks of the cell, etc. can be explained by the hidden hyperbolic geometry [10] [11] [12] [13] [14] (fundamental concepts concerning complex networks, their statistical description and relation to hyperbolic geometry are treated in detail in [1, 2, 4-10, 13, 15-20] ).
The successful embedding of a CN in a geometric space invites the possibility of further exploiting the geometric properties of such a space, namely by the known methods of differential geometry. The insights and calculational benefits of statistical mechanics could thus be complemented with those from geometry to form a more complete model. However, it is not obvious how methods of differential geometry would apply to networks, which are fundamentally discrete structures unlike manifolds studied in differential geometry. The main challenge is to define the curvature of networks. This is a hot mathematical topic, and different approaches to resolve it can be found in the literature [6, 16, [21] [22] [23] .
Nonassociative geometry [25] [26] [27] , yielding an unified algebraic description of discrete spaces and smooth manifolds as well, opens a novel venue for studying network geometry. The presence of curvature in a nonassociative space results in a non-trivial elementary holonomy, which is an equvialent of (nonlocal) curvature.
In this Letter, we show how the nonassociative geometry can be used to treat CNs. Specifically, we use elementary holonomy to incorporate explicitly the contribution from nonlocal curvature into a general model for networks embedded in geometric spaces of known global curvature. Our approach can be applied as well to complex networks with hidden geometry of space with arbitrary curvature [8, 16, 17, [28] [29] [30] .
We will begin with a description of two-dimensional homogeneous spaces in the framework of nonassociative geometry. Then we present our nonassociative model of complex networks and summarize its predictions for the Internet. Finally, we compare our results with those available in the literature.
Nonassociative geometry of homogeneous spaces. -
The main algebraic structures arising in nonassociative geometry are related to nonassociative algebra and the theory of quasigroups and loops (for detail and review see Refs. [25, [31] [32] [33] ). Consider a loop Q, ·, e , i.e. a set with a binary operation (multiplication) (a, b) → a · b and the condition that each of the equations a·x = b, and y·a = b has a unique solution: x = a\b, y = b/a. In addition, a twosided identity holds: a·e = e·a = a, where e is a neutral element. A loop that is also a differential manifold with an operation a·b that is a smooth map is called a smooth loop.
Nonassociativity of the operation is described by the identity a·(b·c) = (a·b)l (a,b) c, where l (a,b) is an associator. If l (a,b) = 1 1, we obtain a·(b·c) = (a·b) · c and, thus, a loop Q becomes a group. The multiplication of elements a, b ∈ Q can also be written as a·b = L a b, where L a is a left translation. In terms of left translations, the associator is given by nonassociative geometry are based on the fact that in a neighborhood of an arbitrary point a on a manifold M with an affine connection one can introduce the geodesic local loop, which is uniquely defined by means of the parallel translation of geodesics along geodesics (Fig. 2) . The curvature of a nonassociative space is described by
where L a b denotes a left translation with a being a neutral element of the local loop. The elementary holonomy describes the parallel translation of the geodesic along the geodesic triangle (see Fig. 3 ). As one can see, it is some integral (nonlocal) curvature. If h a (b,c) = 1 1, we have a space with a null curvature.
As a particular example, first we consider a nonassociative description of the Poincaré model of the hyperbolic two-dimensional space H 2 . The hyperboloic space, being realized as the upper part of a two-sheeted unit hyperboloid, has a natural loop structure defined as follows. Let D be the open unit disk: D = {ζ ∈ C : |ζ| < 1}. We define the nonassociative binary operation * as
where the bar denotes complex conjugation. Inside D the set of complex numbers with the operation * forms the two-sided loop QH(2) [34, 35] . The isomorphism between the loop QH(2) and the hyperbolic space H 2 is established by ζ = e iϕ tanh(θ/2), where (θ, ϕ) are inner coordinates on H 2 . The associator l (ζ,η) on QH(2) is determined by
Since the hyperboloid is a symmetric space, the elementary holonomy is determined by the associator: [31] . The computation yields
We define the left-invariant distance on H 2 as
For a hyperbolic space H 2 with curvature K = −1/R 2 the previous formula should be modified to read
The Poincaré disk model is associated to the hyperbolic metric d(ζ i , ζ j ), assigning to each pair of points ζ i , ζ j ∈ D the distance [17] cosh(κd ij ) = cosh θ i cosh θ j − sinh θ i sinh θ j cos ϕ ij , (7) where ϕ ij = ϕ i − ϕ j and κ = √ −K. This can be recast as:
If the neutral element is chosen at the point ζ 0 , the nonassociative binary operation (2) is modified as follows:
The computation of the associator and elementary holonomy yields
In general, for any three vertices i, j, and k, the elementary holonomy with respect to i can be written as
where
Now we consider a nonassociative model of the twodimensional sphere S 2 with radius R. Let C be the complex plane and ζ, η ∈ C. The complex numbers with the non-associative operation, , defined as
form the loop QC [34, 35] . The neutral element, e, coincides with the origin of the coordinate system. This loop is isomorphic to the local two-parametric loop associated with the two-sphere S 2 R . The isomorphism between points on the sphere and points on the complex plane C is established by stereographic projection from the south pole of the unit sphere, ζ = R tan(θ/2)e iϕ . The entire sphere may be covered by two local (partial) loops, one of them with the neutral element at the north pole and other with the neutral element at the south pole of the sphere.
The associator and elementary holonomy are given by
The geodesic distance between two points on S 2 R is related to the left invariant distance, 12 , as follows:
For d 12 /R 1 we obtain d 12 ≈ 12 . Using spherical coordinates, one can show that (16) can be recast as the the cosine rule in spherical trigonometry, cos θ 12 = cos θ 1 cos θ 2 + sin θ 1 sin θ 2 cos ϕ 12 ,
Finally, for any triplet of vertices, (i, j, k), the elementary holonomy with respect to i is given by
Thus, for each triplet of nodes (i, j, k) the elementary holonomy, h i jk , can be used as a measure of nonlocal curvature around i.
Complex networks in the framework of nonassociative geometry. -A network is a set of N vertices connected by L links or edges. One can describe the network by an adjacency matrix, a ij , where each existing or nonexisting link between pairs of nodes (ij) is indicated by a 1 or 0 in the i, j entry. Individual nodes possess local properties such as node degree k i = j a ij , and clustering coefficient [2, 4, 36] . The network as a whole can be described quantitatively by its degree distribution P (k) and connectance p ij , i.e., the probability that a node i is connected to another node j. These properties and more can be studied using the methods of statistical mechanics [1, 2, 4, 5] .
Here we introduce a new statistical model for an undirected network. In our approach, the Hamiltonian describing the network generalizes the weighted two-star Hamiltonian introduced in [5] and takes the form
where a ij is the adjacency matrix of the (undirected) network, J, B are coupling constants, and h i jk denotes the elementary holonomy associated with the vertices (i, j, k).
The variables a ij can be thought of as Ising pseudospins, σ ij , representing the edges connecting (ij) pairs of nodes in a network. We can thus map the network to the Ising model by setting σ ij = 2a ij − 1, such that
Inserting σ ij into Eq. (21), after some algebra we obtain
and we have used the notation h 
where . . . denotes an expectation value, and the effective field, h (e) ij , is given by
Then one can write the total Hamiltonian of the system as follows:
ij is the Hamiltonian for a single pseudo-spin located on the edge (ij), and
Since the pseudo-spins in the MF approximation are decoupled, the partition function factorizes into a product of independent terms: Z = Z ij . The computation yields
where β = 1/T stands for inverse "temperature" of the network. The equilibrium state of the system is defined by the minimum of the Helmholtz free energy F = −β −1 ln Z:
Minimizing the free energy, one can show that the equilibrium state of the system is defined by the condition
Inserting σ ij into Eq. (26), we obtain a self-consistent system of transcendental equations to determine the effective field,
We are now in position to calculate the connectance of the network described by p ij ≡ a ij = (1/2)(1 + σ ij ). Employing Eq. (2), we obtain
Note that our model can be applied to the study of complex networks with hidden geometry of space with arbitrary curvature. In what follows we explore in detail complex networks embedded in a hyperbolic space.
Hyperbolic complex networks. -A hyperbolic complex network is the exponential random graph model with an underlying hyperbolic geometry. In this case, the elementary holonomy, h i jk , is given by Eq. (12) . The general expression for the connectance of the network, (32), can now be simplified by a few approximations and assumptions that make them more amenable for the numerical modeling of complex networks. First, we assume that nodes are densely and uniformly distributed in their angular coordinates. Then, as it is shown in the Suplemental Material (SM), the effective field, written as h (e) ij = h ij + ∆h ij , can be approximated by
where θ ij = θ i − θ j , and we set h 0 ij = Bα ij . We can neglect the contribution of the perturabations, ∆h ij , of the effective field and use a more simple expression for the connectance between nodes:
if |∆h ij | p ij . Roughly, the validity of this approximation holds for 2βJ 1 (see SM).
The Internet as a complex hyperbolic network. -We turn now to the study of the Internet as a particular case of a complex network embedded in a hyperbolic space H 2 , as considered in [7] [8] [9] . The nodes and edges in the network represent autonomous systems and their connections. Nodes are mapped to a hyperbolic space of radius R and curvature K < 0 by assigning to each a random angular coordinate ϕ in the interval [0, 2π], and an adimensional radial coordinate θ = κr according to the radial node density
where κ = √ −K, θ 0 = κR, and α = 1/2. In what follows, we will adapt our holonomy-inclusive model to compare its predictions with the model for the Border Gateway Protocol (BGP) data, first studied in [7] , and for the Internet Archipelago collected by the Cooperative Association for Internet Data Analyisis (CAIDA), presented in [9] . As in Ref. [7] , we consider the distance between nodes as the independent variable. When the coupling constant J = 0, our model coincides with the model presented in [7] , if we identify the field h 0 ij with h 0 = (κ/4)/(R − d). (Note that in Ref. [7] the authors use x for distance rather than d.)
As follows from Eq.(33), the main contribution of the elementary holonomy to the effective field is from the nodes located at the same distance from the origin, θ ij = 0. Using Eq. (7), we obtain cosh(κd) = cosh θ i cosh θ j − sinh θ i sinh θ j cos ϕ ij . (36) This equation can be employed to exclude one of the variables, θ i = κr i or θ j = κr j , in Eq.(33) for the effective field.
There are two important cases, when (36) is simplified drastically: (1) |ϕ ij | ≈ π and (2) |ϕ ij | ≈ 0. In the first case we obtain d ≈ r i + r j , and in the second one we have d ≈ |r i − r j |. Using these approximations, one can write the effective field, h ij = h(d), in a simpler form (for detail see SM in the Appendix.):
where h 0 = (κ/4)(R − d) and δ 0 + δ 1 + δ 2 = 1. The parameters δ's control the relative "weight" of "nodes" 0, 1 and 2. Splitting contributions to holonomies into these three components corresponds to accounting for the two general situations described above: first, δ 0 is the weight given to holonomies from node pairs that are at very close angular coordinates to each other, i.e., ϕ ij ∼ 0. In this case, one can write r i − r j ≈ d − r 0 . For node pairs with |ϕ ij | ≈ π, we approximate r j ≈ d − r 1 and r i ≈ d − r 2 . Finally, the connectance as a function of the distance can be written as
In Figs. 4 and 5 we present the results of our numerical simulations and compare them with BGP and CAIDA data and predictions of the model presented in [7, 9] . In Fig. 4 we adapted the connectance data for the BGP view of the Internet directly from [7] , and plotted them along with the graph obtained from Eq.(38) and numerical results presented in [7] . For a better comparison with the results of Ref. [7] , we adopt the same values for T = 0.6 and K = −0.83. As one can see, the prediction of our model (blue curve) is in excellent agreement with the empirical data (red diamonds). For CAIDA, we downloaded the empirical autonomous system connection data directly from the supplementary material of [9] and depicted them in Fig. 5 (red diamonds) . We compare our results (blue solid curve) to what is found in [9] (green-dashed line). As in the BGP case, we were able to fit our results more closely to the empirical data than the theoretical model presented in [9] . The local minima in vertex connectance around d ≈ 2, 11 and 17.5, respectively, are not artifacts in the empirical data but rather effects of nonlocal curvature. [7] , the value of R was taken as R = 26.).
Discussion and Conclusions. -The rule for mapping the network in question to a geometric space is perhaps the most important one to define. For instance, for a hyperbolic embedding, the radial coordinate was used to represent node degree, whereas the angular coordinate was assigned randomly. In [7] [8] [9] this angular coordinate was later adjusted to reflect the real-world geographical distribution of nodes in the network. The study of different networks would in principle benefit from different embeddings and mapping rules, depending on their particular characteristics.
In our model the contribution of nonlocal curvature to connectance, p ij , is independent from the contribution of hidden hyperbolic metrics. Its impact is important to understand the anomalies appearing in the connectance distribution of real networks, like the Internet. Our approach can be applied to the study of networks with an arbitrary hidden geometry as well, and contributes to a deeper understanding of network structure.
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Supplemental Material
Here we explain the calculations, approximations, and intermediate steps of our paper. First, we would like to calculate the connectance p ij between two nodes i and j separated by a distance d taking holonomy into account. We can already state the form of p 
where β is an inverse "temperature". The effective field h e ij satisfies the equation
, the total number of vertices being N , and
Further, we consider a network with a large number of nodes,
where ϕ jk = ϕ j − ϕ k . Using the identity
one can show that
Our first important assumption, essential for the estimation of A ij , is that nodes are densely and uniformly distributed in their angular coordinates. Then we can replace the sum over ϕ k in (41) by an integral in the angular coordinate, 0 ≤ ϕ ≤ 2π, to get after some algebra,
where θ ij = θ i − θ j , and N k is the number of nodes located at the distance θ k from the origin of coordinates. In the limit of N 1 one can replace the sum in (45) by an integral and write
where 
we find that
When |∆p ij |/p ij 1 one can neglect the perturbation of the connectance, ∆p ij , and use Eq.(48) instead of the exact expression given by Eq.(39). To obtain this estimate we need to find the unperturbed effective field, h ij , and the perturbation ∆h ij .
To proceed further we write the effective field as, h e ij = h 0 ij + γ ij . Assuming |γ ij | |h 0 |, in the linear approximation we obtain
The solution of this equation can be written as,
Substituting γ ik into equation h e ij = h 0 ij + γ ij , in the linear approximationwe we obtain
Next, after replacing the sum by an integral and employing (46), we find that the effective field can be written as h e ij = h ij + ∆h ij , where
The perturbation of the effective field is found to be
Approximating of connectance pij
The expressions derived above for h ij , (53) and (54), give its exact value. However, it would be better still if we could avoid calculation ∆h ij altogether. For this, we need to calculate the impact of including ∆h ij in the calculation of p ij . What we want to know is the ratio of corrections ∆p ij vs. p ij calculated without ∆h ij , as in (48) and (49); that is, we want to see if
Explicitly, this means calculating the quotient
for fixed parameters 2βJ, θ 0 and θ i . When Z 1 over a large range of variables θ ij and h 0 ij , we can neglect the contributions from ∆h ij and use (53) for calculation of the effective field h ij in p ij . Performing the exact calculation of this quotient for different parameter values, we obtain the results in Figure 6 , where we see that the contribution to the connectance from ∆h ij is nearly zero across most values of θ ij and h 0 ij , except for a sharp peak at θ ij and h 0 ij equal to zero. The case shown in the right panel of the Fig. 6 is one of the worst-case scenarios, where the approximation fails near the points θ ij ≈ 0 and βh 0 ij ≈ 0. For 2βJ 1, the value of Z is several orders of magnitude smaller, and we obtain Z 1 for −θ 0 < θ ij < θ 0 and −∞ < βh 0 ij < ∞ (left panel).
Internet embedded in the hyperbolic space
To adapt our model to the empirical Internet data, such as BGP and CAIDA, we implement a numerical solution as described in the main text, according to
where h 0 = (κ/4)(R − d). We consider d as the independent variable in our calculations, thus allowing direct comparison to the results in [7] (the authors there use x for distance rather than d).
Our task is to eliminate the dependence on θ ij in Eq.(59). As one can see, the main contribution of the elementary holonomy to the effective field is from the nodes located on the equal distance from the origin, θ ij = 0. Using(7) from the main paper, we obtain cosh(κd) = cosh θ i cosh θ j − sinh θ i sinh θ j cos ϕ ij .
