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Let m be a Radon measure on Rd which may be non-doubling. The only condi-
tion that m must satisfy is m(B(x, r)) [ Crn, for all x ¥ Rd, r > 0, and for some fixed
0 < n [ d. In this paper, Littlewood–Paley theory for functions in Lp(m) is devel-
oped. One of the main difficulties to be solved is the construction of ‘‘reasonable’’
approximations of the identity in order to obtain a Caldero´n type reproducing
formula. Moreover, it is shown that the T(1) theorem for n-dimensional Caldero´n–
Zygmund operators, without doubling assumptions, can be proved using the
Littlewood–Paley type decomposition that is obtained for functions in L2(m), as in
the classical case of homogeneous spaces.} © 2001 Elsevier Science
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1. INTRODUCTION
A basic hypothesis in the classical Caldero´n–Zygmund theory of
harmonic analysis is the doubling property of the underlying measure m.
A measure m on Rd is said to be doubling if there exists some constant C
such that m(B(x, 2r)) [ Cm(B(x, r)) for all x ¥ supp(m), r > 0. Recently it
has been shown that many results of the theory also hold without assuming
the doubling property. Some of these results, such as the ones in [9–11, 15,
16], deal with Caldero´n–Zygmund operators. Other questions are related
to the spaces BMO and H1 [7, 17, 19], or with vector valued inequalities
and weights [4, 13], etc.
The aim of this paper is twofold. The first objective consists of developing
some Littlewood–Paley theory for functions in Lp(m), 1 < p <., with m
being a Radon measure on Rd which may be non-doubling. The only
condition that m must satisfy is the growth condition
m(B(x, r)) [ C0 rn for all x ¥ supp(m), r > 0, (1)
where n is some fixed number such that 0 < n [ d.
The second objective of the paper is to apply these Littlewood–Paley
techniques to obtain a new proof of the T(1) theorem for non-doubling
measures on Rd (see Theorem 1.1 below for the precise statement of the
result). The classical T(1) theorem (with m being the Lebesgue measure on
Rd) was proved by David and Journé [2]. This result was extended recently
to the case of non-doubling measures on Rd by Nazarov, Treil and Volberg
using dyadic martingales associated with random dyadic lattices. Another
proof in the setting of non-doubling measures suitable for the Cauchy
integral operator was obtained at the same time independently by the
author [15]. The proof of the T(1) theorem that we will show in this paper
will follow an approach similar to the one of Coifman for proving the
theorem in the setting of homogeneous spaces (cf. [3]), and to the one of
David et al. [3] for obtaining the T(b) theorem for homogeneous spaces.
Let us remark that in the particular case of the Cauchy integral operator
other proofs of the T(1) theorem have been given (see [17, 20]) but, as far
as we know, for general Caldero´n–Zygmund operators the only proof
available for the moment was the one of Nazarov, Treil, and Volberg based
on random dyadic lattices.
One of the main difficulties for developing Littlewood–Paley theory with
respect to some measure m which does not satisfy any regularity property,
apart from the growth condition (1), is the construction of ‘‘reasonable’’
approximations of the identity. Our geometric construction will be based
on some ideas originated from [19], where an atomic Hardy space useful
for studying the Lp(m) boundedness of Caldero´n–Zygmund operators (with
m non-doubling) was characterized in terms of some grand maximal opera-
tor. A necessary step for the proof was the construction of a suitable lattice
of cubes and of smooth functions jy, k(x) associated to the corresponding
cubes. In the present paper we will use a slight variant of this lattice.
Moreover, the functions jy, k(x) will play an essential role in the construc-
tion of our approximation of the identity.
Once we have at our disposal this approximation of the identity, we will
apply some ideas of Coifman for obtaining a Caldero´n type reproducing
formula. Originally, these techniques were introduced in the setting of
homogeneous spaces, and in this context they showed to be useful, for
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instance, for the proof of the T(b) theorem [3] and in the study of
Trieble–Lizorkin and Besov spaces [5, 6].
Let us denote by {Sk}k ¥ Z the sequence of operators which constitute our
approximation of the identity (see Section 5 for the precise definition of
these operators), so that for f ¥ Lp(m), 1 < p <., SkfQ f in Lp(m) as
kQ+.. In this paper we will prove estimates of the type
||f||Lp(m) % >1 C
k ¥ Z
|Dkf|221/2>
Lp(m)
, (2)
where Dk=Sk−Sk−1, 1 < p <., and the notation A % B means that there
is some constant C > 0 such that C−1 A [ B [ C A. Notice that for p=2
the equation above can be rewritten as
||f||2L2(m) % C
k ¥ Z
||Dkf||
2
L2(m). (3)
This estimate will be a fundamental ingredient in our proof of the T(1)
theorem. It implies that, in some sense, the L2(m) decomposition f=
;k ¥ Z Dkf is quasiorthogonal.
In order to state the T(1) theorem, we need to introduce some notation
and definitions. Throughout all the paper we will assume that m is a Radon
measure on Rd satisfying (1).
Definition 1.1. A kernel k( · , · ): Rd×Rd0{(x, y): x=y}Q R is called
a (n-dimensional) Caldero´n-Zygmund (CZ) kernel if
(1) |k(x, y)| [ C1/|x−y|n if x ] y,
(2) there exists 0 < d [ 1 such that
|k(x, y)−k(xŒ, y)|+|k(y, x)−k(y, xŒ)| [ C2
|x−xŒ|d
|x−y|n+d
if |x−xŒ| [ |x−y|/2.
We say that T is a Caldero´n–Zygmund operator (CZO) associated to the
kernel k(x, y) if for any compactly supported function f ¥ L2(m)
Tf(x)=F k(x, y) f(y) dm(y) if x ¨ supp(m). (4)
The integral in (4) may be non convergent for x ¥ supp(m), even for
‘‘very nice’’ functions, such as C. functions with compact support. For this
reason it is convenient to introduce the truncated operators Te, e > 0:
Tef(x)=F
|x−y| > e
k(x, y) f(y) dm(y).
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It is easy to see that now this integral is absolutely convergent for any
f ¥ L2(m) and x ¥ Rd.
We say that T is bounded on L2(m) if the operators Te are bounded on
L2(m) uniformly on e > 0.
Given a fixed constant r > 1, we say that f ¥ L1loc(m) belongs to the space
BMOr(m) if for some constant C3
sup
Q
1
m(rQ)
F
Q
|f−mQ(f)| dm [ C3,
with the supremum taken over all the cubes Q. By a cube Q we mean a
closed cube with sides parallel to the axes and centered at some point of
supp(m). Also, rQ is cube concentric with Q whose side length is r times
the side length of Q, and mQ(f) stands for the mean of f over Q with
respect to m, that is, mQ(f)=>Q f dm/m(Q).
Definition 1.2. We say that T is weakly bounded (or r-weakly
bounded) if
|OTeqQ, qQP| [ Cm(rQ) (5)
for any cube Q, uniformly on e > 0.
For this definition we have followed [11]. Let us notice that it differs
slightly from the usual definition of weak boundedness in the doubling
situation. However, the definition above seems more natural in our
context. For a discussion regarding this question, see Section 1 of [11].
Now we are ready to state the T(1) theorem:
Theorem 1.1. If T is a CZO which is weakly bounded and Te(1),
Tge (1) ¥ BMOr(m) uniformly on e > 0 for some r > 1, then T is bounded on
L2(m).
Some remarks are in order. In the theorem, Tge stands for the adjoint of
Te with respect to the duality Of, gP=> fg dm. On the other hand, Te and
Tge can be extended to L
.(m) in the usual way. The arguments are only a
slight variant from the ones of the classical doubling case. See [14, p. 300],
for example.
Let us remark that in the case of m being the Lebesgue measure on Rd,
and also in homogeneous spaces, it has been more usual to state the T(1)
theorem not in terms of the truncated operators Te, but in terms of some
abstract extension of T to the whole space L2(m), which is assumed to be
bounded from S to SŒ a priori. Our approach to the T(1) theorem in
terms of Te’s avoids the technical difficulties originated from the conver-
gence of the integral in (4) for x ¥ supp(m).
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The proof of Theorem 1.1 will follow quite closely the scheme of the
proof of the T(b) theorem on homogeneous spaces in [3]. In general, the
estimates will be more difficult than in the homogeneous case, because of
the lack of doubling assumptions on the measure m. We will apply the
methods developed in [17, 19]. In particular, the space RBMO(m) intro-
duced in [17] will play a fundamental role in the proof.
The plan of the paper is the following. In Section 2 we sketch the
arguments for obtaining Littlewood–Paley type estimates with respect to m.
Sections 3, 4, and 5 deal with the geometric construction that is needed
to implement this Littlewood–Paley theory. In Section 6 we apply this
construction to obtain estimates such as (2) and (3). The rest of the paper
is devoted to the proof of the T(1) theorem. First, a technical lemma cor-
responding to the case T(1)=Tg(1)=0 is proved in Section 7, and finally
the theorem in its complete form is obtained in Section 8, by means of the
construction of a suitable paraproduct.
Throughout the paper the letter C will be used for constants that may
change from one occurrence to another. Constants with subscripts, such as
C1, do not change in different occurrences.
2. A CALDERO´N TYPE REPRODUCING FORMULA
In this section we will describe the construction based on Coifman’s
ideas that will allow the introduction of Littlewood–Paley techniques in
L2(m) for a measure m satisfying (1) and non-doubling in general.
We will consider a sequence of integral operators {Sk}k ¥ Z given by
kernels sk(x, y) defined on Rd×Rd. This sequence of operators will yield
some kind of approximation of the identity, with Sk Q I as kQ+. and
Sk Q 0 as kQ −. strongly in L2(m) (we say that Sk Q S strongly in L2(m)
if for any f ¥ L2(m), SkfQ Sf in L2(m)). For each x, the support of
sk(x, · ) will be ‘‘near’’ some cube of scale k centered at x, and similarly for
each y the support of sk( · , y) will be ‘‘near’’ some cube of scale k centered
at y (thus Skf approximates f at some scale k ¥ Z). Moreover, the kernels
sk(x, y) will satisfy some appropriate size and regularity conditions and
F sk(x, y) dm(x)=1 for each y ¥ supp(m) ,
F sk(x, y) dm(y)=1 for each x ¥ supp(m) .
(6)
For each k we set Dk=Sk−Sk−1, and then, at least formally,
I=C
k ¥ Z
Dk (7)
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We will prove that
C−1 C
k
||Dkf||
2
L2(m) [ ||f||
2
L2(m) [ C C
k
||Dkf||
2
L2(m) (8)
for any f ¥ L2(m).
Now we are going to sketch the arguments for proving these inequalities,
always at a formal level. To prove the left inequality in (8) it is enough to
show that the operator ;k DgkDk is bounded on L2(m), since ;k ||Dkf||2L2(m)
=O;k DgkDkf, fP.
To get the right inequality in (8) we operate as follows. By (7) we have
I=1 C
k ¥ Z
Dk 2 1 C
j ¥ Z
Dj 2=C
k ¥ Z
C
j ¥ Z
Dk+j Dj
= C
|k| [N
C
j ¥ Z
Dk+j Dj+ C
|k| > N
C
j ¥ Z
Dk+j Dj.
(9)
We denote Ek=;j ¥ Z Dk+j Dj and FN=; |k| [N Ek. Observe that if we set
DNk =;j: | j−k| [N Dj, then we also have FN=;k ¥ Z DNk Dk.
Notice that in (9) we only have stated I=FN+(I−FN). We can guess
that under the appropriate conditions, FN Q I as NQ+.. We will show
that indeed this convergence occurs in the operator norm of L2(m). Then,
for N big enough, ||I−FN ||2, 2 [ 1/2 (where || · ||2, 2 stands for the operator
norm in L2(m)) and so FN is an invertible operator on L2(m). This implies
||f||L2(m) [ C ||FNf||L2(m) for any f ¥ L2(m).
Therefore, to see that the right inequality of (8) holds we only have to
show that ||FNf||
2
L2(m) [ C;k ||Dkf||2L2(m). This follows by a duality argu-
ment. Indeed, given g ¥ L2(m), we have
|OFNf, gP|=: C
k
ODNk Dkf, gP :=: C
k
ODkf, D
N
k *gP :
[C
k
||Dkf||L2(m) ||D
N
k *g||L2(m)
[ 1C
k
||Dkf||
2
L2(m)
21/2 1C
k
||DNk *g||
2
L2(m)
21/2. (10)
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From the definition of DNk and the left inequality of (8) we obtain
C
k
||DNk *g||
2
L2(m) [ CN
2 C
k
||Dgkg||
2
L2(m) [ CN
2 ||g||2L2(m) (11)
(in our construction, we will have Dgk=Dk). Thus, by (10) and (11) the
right inequality in (8) follows.
One of the difficulties for implementing the arguments above when m is a
non-doubling measure arises from the non trivial construction of the
kernels sk(x, y) satisfying the required properties.
In case m is doubling and satisfies m(B(x, r)) % rn for all x ¥ supp(m) and
all r > 0, the argument used by David et al. [3] for homogeneous spaces
works: we fix a smooth radial function j: RdQ R such that qB(0, 1) [ j
[ qB(0, 2) and then for each y ¥ supp(m) and k ¥ Z we set
jy, k(x)=
1
rn
j 1y−x
r
2 ,
with r=2−k. Then the kernel s˜k(x, y) :=jy, k(x) satisfies
F s˜k(x, y) dm(x) % 1 for each y ¥ supp(m) ,
F s˜k(x, y) dm(y) % 1 for each x ¥ supp(m) .
In the estimates for proving (8) it is essential that
F dk(x, y) dm(x)=F dk(x, y) dm(y)=0.
So we cannot simply take sk(x, y) :=s˜k(x, y).
The solution of [3] is the following. Let S˜k be the integral operator
with kernel s˜k(x, y), Mk the operator of multiplication by 1/S˜k1, and Wk
the operator of multiplication by [S˜ gk (1/S˜k1)]
−1. Then we set Sk=
MkS˜kWkS˜
g
kMk. Thus the kernel of Sk is
sk(x, y)=F
1
S˜k1(x)
s˜k(x, z) [S˜
g
k (1/S˜k1)(z)]
−1 s˜k(y, z)
1
S˜k1(y)
dm(z).
It is easily seen that Sk1=1 and, since sk(x, y)=sk(y, x), both identities in
(6) are satisfied.
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When m is a non-doubling measure we will follow a similar approach.
The difficult step consists of obtaining functions jy, k(x) such that
F jy, k(x) dm(x) % 1 for each y ¥ supp(m) ,
F jy, k(x) dm(y) % 1 for each x ¥ supp(m) .
(12)
Nevertheless, in [19] some functions fulfilling (12) have been constructed.
A variant of the arguments of [19] will yield the required functions jy, k.
Then we will apply the arguments of [3]: we will set Sk=MkS˜kWkS˜
g
kMk,
with the same notations as above. Let us remark that, unlike in the preced-
ing case of m doubling, now we will have jx, k(y) ] jy, k(x) in general, and
so S˜k ] S˜ gk .
The rest of the argument for proving (8) (which will show that all the
manipulations above dealing with the operators Dk are right) is based on
estimates analogous to the ones of [3], although more involved in general.
One has to keep in mind that our ‘‘dyadic’’ cubes of the kth scale, k ¥ Z,
will not be cubes of side length 2−k. In the ‘‘dyadic’’ lattice that we will
construct there will not be a direct relation between the scale k of some
cube Q and m(Q) or its side length a(Q).
3. THE LATTICE OF CUBES
3.1. Preliminaries
We will assume that the constant C0 in (1) has been chosen big enough
so that for all cubes Q … Rd we have m(Q) [ C0 a(Q)n.
Definition 3.1. Given a > 1 and b > an, we say that the cube Q … Rd is
(a, b)-doubling if m(aQ) [ b m(Q).
Remark 3.1. As shown in [17], due to the fact that m satisfies the
growth condition (1), there are a lot ‘‘big’’ doubling cubes. To be precise,
given any point x ¥ supp(m) and c > 0, there exists some (a, b)-doubling
cube Q centered at x with l(Q) \ c. This follows easily from (1) and the
fact that b > an.
On the other hand, if b > ad, then for m-a.e. x ¥ Rd there exists a
sequence of (a, b)-doubling cubes {Qk}k centered at x with a(Qk)Q 0 as
kQ.. So there are a lot of ‘‘small’’ doubling cubes too.
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For definiteness, if a and b are not specified, by a doubling cube we
mean a (2, 2d+1)-doubling cube.
Given cubes Q, R … Rd, we denote by zQ the center of Q, and by QR the
smallest cube concentric with Q containing Q and R.
Definition 3.2. Given two cubes Q, R … Rd, we set
d(Q, R)=max 1F
QR 0Q
1
|x−zQ |n
dm(x), F
RQ 0R
1
|x−zR |n
dm(x)2 .
Notice that a(QR) % a(RQ) % a(Q)+a(R)+dist(Q, R), and if Q … R, then
RQ=R and a(R) [ a(QR) [ 2a(R).
We may treat points x ¥ supp(m) as if they were cubes (with a(x)=0). So
for x, y ¥ supp(m) and some cube Q, the notations d(x, Q) and d(x, y)
make sense. In some way, they are particular cases of Definition 3.2. Of
course, it may happen d(x, Q)=. or d(x, y)=..
The coefficients d(Q, R) have already appeared in our previous works
[17, 19]. In particular, the definition of the space RBMO(m) in [17] is
given in terms of these coefficients:
Definition 3.3. We say that a function f ¥ L1loc(m) belongs to the space
RBMO(m) if there exists some constant C4 such that for any doubling cube
1
m(Q)
F
Q
|f−mQ(f)| dm [ C4,
and for any two doubling cubes Q … R,
|mQf−mRf| [ C4 (1+d(Q, R)).
The minimal constant C4 equals the RBMO(m) norm of f, which we will
denote by ||f||g.
In the following lemma, proved in [19], we recall some useful properties
of d( · , · ).
Lemma 3.1. The following properties hold:
(a) If a(Q) % a(R) and dist(Q, R) M a(Q), then d(Q, R) [ C. In
particular, d(Q, rQ) [ C0 2n rn for r > 1.
(b) Let Q … R be concentric cubes such that there are no doubling
cubes of the form 2kQ, k \ 0, with Q … 2kQ … R. Then, d(Q, R) [ C5.
(c) If Q … R, then
d(Q, R) [ C 11+log a(R)a(Q)2 .
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(d) If P … Q … R, then
|d(P, R)−[d(P, Q)+d(Q, R)]| [ e0.
That is, with a different notation, d(P, R)=d(P, Q)+d(Q, R)± e0. If P and
Q are concentric, then e0=0: d(P, R)=d(P, Q)+d(Q, R).
(e) For P, Q, R … Rd,
d(P, R) [ C6+d(P, Q)+d(Q, R).
The constants that appear in (b), (c), (d), and (e) depend on C0, n, d. The
constant C in (a) depends, further, on the constants that are implicit in the
relations % , M .
Notice that the constant in (d) is denoted as e0 and not C7, say. This is
because we want the reader to think of e0 as some kind of small error.
Actually, e0 is a constant which is very small compared to other constants
which will appear below (such as A).
Let us insist on the fact that a notation such as a=b± e does not mean
any precise equality but the estimate |a−b| [ e.
Notice that if we set D(Q, R)=1+d(Q, R) for Q ] R and D(Q, Q)=0,
then D( · , · ) is a quasidistance on the set of cubes, by (e) in the preceding
lemma.
If we denote by Q˜ the smallest doubling cube of the form 2kQ, k \ 0, by
(b) we know that Q˜ is not far from Q (using the quasidistance D). So Q and
Q˜ may have very different sizes, but we still have D(Q, Q˜) [ C.
In Remark 3.1 we have noticed that there a lot of big and small
doubling cubes. In the following lemma we state a more precise result
about the existence of small doubling cubes in terms of d( · , · ).
Lemma 3.2. There exists some (big) constant c0 > 0 depending only on
C0, n, and d such that if R0 is a cube centered at some point of supp(m) and
a > c0, then for each x ¥ R0 5 supp(m) such that d(x, 2R0) > a there exists a
doubling cube Q … 2R0 centered at x satisfying
|d(Q, 2R0)−a| [ e1, (13)
where e1 depends only on C0, n, and d (but not on a).
See [19] again for the proof of this lemma.
As in (d) of Lemma 3.1, instead of (13), often we will write
d(Q, 2R0)=a± e1. Moreover, the reader should think of e1 as some kind of
small error again.
Now we are going to state a similar result concerning the existence of big
doubling cubes with some precise estimate involving the ‘‘distance’’ d( · , · ).
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Lemma 3.3. There exists some (big) constant c0 > 0 depending only on
C0, n, and d such that for any fixed a > c0, if R0 is a cube centered at some
point of supp(m) with d(R0, Rd) > a, then there exists a doubling cube S ‡ R0
concentric with R0, with a(S) \ 2a(R0), satisfying
|d(R0, S)−a| [ e1, (14)
where e1 depends only on C0, n and d (but not on a).
The proof follows by arguments analogous to the ones for proving
Lemma 3.2.
For convenience, we will assume that the constant e1 of Lemmas 3.2 and
3.3 has been chosen so that e1 \ e0.
3.2. Cubes of Different Generations
Definition 3.4. We say that x ¥ supp(m) is a stopping point (or stop-
ping cube) if d(x, Q) <. for some cube Q ¦ x with 0 < a(Q) <.. We say
that Rd is a initial cube if d(Q, Rd) <. for some cube Q with
0 < a(Q) <.. The cubes Q such that 0 < a(Q) <. are called transit cubes.
It is easily seen that if d(x, Q) <. for some transit cube Q containing x,
then d(x, QŒ) <. for any other transit cube QŒ containing x. Also, if
d(Q, Rd) <. for some transit cube Q, then d(QŒ, Rd) <. for any transit
cube QŒ.
Notice that the points (which are also cubes following our convention)
which are not stopping cubes have not received any special name. The same
happens for Rd if it is not an initial cube. This is because these cubes will
not play any specific role in our geometric construction.
We will take some big positive constant A whose precise value will be
fixed after knowing or choosing several additional constants. In particular,
we assume that A is much bigger than the constants e0, e1 and c0 of
Section 3.1.
Now we are ready to introduce the definition of generations of cubes (in
a first case).
Definition 3.5. Assume that Rd is not an initial cube. We fix some
doubling cube R0 … Rd. This will be our ‘‘reference’’ cube. For each integer
j \ 1 we let R−j be some doubling cube concentric with R0, containing R0,
and such that d(R0, R−j)=jA± e1 (which exists because of Lemma 3.3). If
Q is a transit cube, we say that Q is a cube of generation k ¥ Z if it is a
doubling cube and for some cube R−j containing Q we have
d(Q, R−j)=(j+k) A± e1. (15)
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If Q — {x} is a stopping cube, we say that Q is a cube of generation k if for
some cube R−j containing x we have
d(x, R−j) [ (j+k) A± e1. (16)
Notice that the cubes R−j, j \ 0, are cubes of generation −j and that if
Q is a transit cube of generation k contained in some R−j, then
d(Q, R−j)=(j+k) A±3e1 (with [ if Q is a stopping cube), by (d) of
Lemma 3.1. So, in some way, modulo some small errors, the chosen
reference R−j does not matter.
Observe that if Rd is not an initial cube, then for any x ¥ supp(m) there
are cubes of all generations k ¥ Z centered at x. Indeed, for A big enough
we have a(R−j)Q+. as jQ+.. So for any x ¥ supp(m) we choose R−j
such that x ¥ 12 R−j, and then we only have to apply Lemma 3.2.
For any x ¥ supp(m), we denote by Qx, k some fixed doubling cube
centered x of the kth generation. If x is not a stopping point and Rd is not
an initial cube, then all the cubes will be transit cubes and the identity (15)
holds for them. If x is a stopping point, then there exists some kx ¥ Z such
that all the cubes of generations k < kx centered at x are transit cubes, and
all the cubes centered at x of generation k > kx coincide with the point x
(we can think they have ‘‘collapsed’’ in the point x).
In case Rd is an initial cube we have to modify a little the definition
above because not all the cubes R−j in that definition exist.
Definition 3.6. Assume that Rd is an initial cube. Then we choose Rd
as our ‘‘reference’’: If Q is a transit cube, we say that Q is a cube of
generation k \ 1 if
d(Q, Rd)=kA± e1. (17)
If Q — x is a stopping cube, we say that Q is a cube of generation k \ 1 if
d(x, Rd) [ kA± e1. (18)
Moreover, for all k [ 1 we say that Rd is a cube of generation k.
As in the case where Rd is not an initial cube, for any x we also have
cubes of all generations centered at x (we have to think that Rd is centered
at all the points x ¥ supp(m)).
Observe that the last definition coincides with Definition 3.5 with the
convention (that we will follow) R−j=Rd for j \ 0.
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Definition 3.7. For any x ¥ supp(m), we denote by Qx, k some fixed
cube centered x of the kth generation.
If Qx, k ] {x} and Qx, k … R−j, then we have d(Qx, k, R−j) % (j+k) A,
because A is much bigger than e1. However, the estimate (15) is much
sharper. This will very useful in our construction.
The constants e0 and e1 should be understood as upper bounds for some
‘‘errors’’ and deviations of our construction from the classical dyadic
lattice.
It is easily seen that if A is big enough, then a(Qx, k+1) [ a(Qx, k)/10. So
a(Qx, k)Q 0 as kQ+.. In fact, the following more precise result holds.
Lemma 3.4. If we take A is big enough, then there exists some g > 0 such
that, for m \ 1, if x, y ¥ supp(m) are such that 2Qx, k 5 2Qy, k+m ]”, then
a(Qy, k+m) [ 2−gm a(Qx, k).
See [19] for the proof.
4. THE CONSTRUCTION OF THE FUNCTIONS jy, k
In this section we will explain how to construct the functions jy, k which
will originate the kernels sk(x, y). This construction will follow the same
lines as the one in [19], although with some simplifications.
We denote
s :=100e0+100e1+12n+1C0.
We introduce two new constants a1, a2 > 0 whose precise value will
be fixed below. For the moment, let us say that e0, e1, C0 ° s° a1 °
a2 ° A.
Definition 4.1. Let y ¥ supp(m). If Qy, k is a transit cube, we denote by
Q1y, k, Qˆ
1
y, k, Q
2
y, k, Qˆ
2
y, k, Q
3
y, k some doubling cubes centered at y containing
Qy, k such that
d(Qy, k, Q
1
y, k)=a1± e1,
d(Qy, k, Qˆ
1
y, k)=a1+s± e1,
d(Qy, k, Q
2
y, k)=a1+a2± e1,
d(Qy, k, Qˆ
2
y, k)=a1+a2+s± e1,
d(Qy, k, Q
3
y, k)=a1+a2+2 s± e1.
(19)
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By Lemma 3.2 and the definitions of Subsection 3.2, we know that all these
cubes exist.
If Qy, k=Rd, we set Q
1
y, k=Qˆ
1
y, k=Q
2
y, k=Qˆ
2
y, k=Q
3
y, k=R
d. If Qy, k — y
is a stopping cube and Qy, k−1 — y is also a stopping cube, we set
Q1y, k=Qˆ
1
y, k=Q
2
y, k=Qˆ
2
y, k=Q
3
y, k=y. If Qy, k — y is a stopping cube
but Qy, k−1 is not, then we choose Q
1
y, k, Qˆ
1
y, k, Q
2
y, k, Qˆ
2
y, k, Q
3
y, k so that they
are contained in Qy, k−1, centered at y and
d(Q1y, k, Qy, k−1)=A−a1± e1,
d(Qˆ1y, k, Qy, k−1)=A−a1−s± e1,
d(Q2y, k, Qy, k−1)=A−a1−a2± e1,
d(Qˆ2y, k, Qy, k−1)=A−a1−a2−s± e1,
d(Q3y, k, Qy, k−1)=A−a1−a2−2 s± e1.
(20)
If any of these cubes does not exists because d(y, Qy, k−1) is not big enough,
we let this cube be the point {y}.
If Qy, k is a transit cube, then the identities (20) are also satisfied by Q
1
y, k,
Qˆ1y, k, Q
2
y, k, Qˆ
2
y, k, Q
3
y, k, by (d) in Lemma 3.1. So in this case it would be
possible to define Q1y, k, Qˆ
1
y, k, Q
2
y, k, Qˆ
2
y, k, Q
3
y, k by the identities (19) too.
However, we think that the definition is more clear if we take Qy, k as the
reference, as in (19).
Lemma 4.1. Let y ¥ supp(m). If we choose the constants a1, a2 and A big
enough, we have
Qy, k … Q1y, k … Qˆ1y, k … Q2y, k … Qˆ2y, k … Q3y, k … Qy, k−1. (21)
The proof of this lemma follows from an easy calculation. See [19] for
the details.
For a fixed k, cubes of the kth generation may have very different sizes
for different y’s. The same happens for the cubes Q1y, k and Q
2
y, k.
Nevertheless, in [19] it has been shown that we still have some kind of
regularity:
Lemma 4.2. Given x, y ¥ supp(m), let Qx, Qy be cubes centered at x and
y respectively, and assume that Qx 5 Qy ]” and that there exists some cube
R0 containing Qx 2 Qy, with |d(Qx, R0)−d(Qy, R0)| [ 10e1. If Ry is some
cube centered at y containing Qy with d(Qy, Ry) \ s−10e1, then Qx … Ry.
As a consequence, we have:
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(a) If Q1x, k 5 Q1y, k ]”, then Q1x, k … Qˆ1y, k, in particular x ¥ Qˆ1y, k.
(b) If Q2x, k 5 Q2y, k ]”, then Q2x, k … Qˆ2y, k, in particular x ¥ Qˆ2y, k.
(c) If Qx, k 5 Qy, k ]”, then Qx, k … Qy, k−1.
So, although we cannot expect to have the equivalence
y ¥ Q1x, k Z x ¥ Q1y, k,
we still have something quite close to it, because the cubes Q1x, k and Qˆ
1
x, k
are close one each other in the quasimetric D( · , · ), since d(Q1x, k, Qˆ
1
x, k) is
small (at least in front of A). Of course, the same idea applies if we change
1 by 2 in the superscripts of the cubes.
Now we are going to define the functions jy, k. First we introduce the
auxiliary functions ky, k.
Definition 4.2. For any y ¥ supp(m), the function ky, k is a function
such that
(1) 0 [ ky, k(x) [min 1 4a(Q1y, k)n , 1|y−x|n2 ,
(2) ky, k(x)=
1
|x−y|n
if x ¥ Qˆ2y, k 0Q1y, k,
(3) supp(ky, k) … Q3y, k,
(4) |k −y, k(x)| [ C7 min 1 1a(Q1y, k)n+1 , 1|y−x|n+12 .
It is not difficult to check that such a function exists if we choose C7 big
enough. We have to take into account that 2Qˆ2y, k … Q3y, k. This is due to the
fact that d(Qˆ2y, k, 2Qˆ
2
y, k) [ 4nC0 < d(Qˆ2y, k, Q3y, k) if a(Qˆ2y, k) ] 0.
In the definition of ky, k, if Q
1
y, k={y}, then one must take 1/a(Q1y, k)
=.. If Qˆ2y, k={y}, then we set ky, k — 0. If Qy, k=Rd, we set ky, k — 0.
These choices satisfy the conditions in the definition of ky, k stated above.
Definition 4.3. For all y ¥ supp(m), we set jy, k(x)=a−12 ky, k(x).
Choosing a2 big enough, the largest part of the L1(m) norm of ky, k and
jy, k will come from the integral over Q
2
y, k 0 Qˆ1y, k. We state this in a precise
way in the following lemma.
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Lemma 4.3. There exists some constant e2 depending on n, d, C0, e0, e1
and s (but not on a1, a2 nor A) such that if Q
1
y, k ] {y}, Rd, then
| ||ky, k ||L1(m)−a2 | [ e2 (22)
and
: ||ky, k ||L1(m)−F
Q2y, k 0 Qˆ
1
y, k
1
|y−x|n
dm(x) : [ e2. (23)
The proof of this result is an easy calculation that we will skip. A direct
consequence of it is
lim
a2 Q.
1
a2
F
Q2y, k 0 Qˆ
1
y, k
1
|y−x|n
dm(x)=1
for y ¥ supp(m) such that Q1y, k ] {y}, Rd.
In order to study some of the properties of the functions jy, k, we need to
introduce some additional notation.
Definition 4.4. Let x ¥ supp(m) and assume that Qx, k ] Rd. We let
Qˆ3x, k and Qˆˆ
3
x, k be doubling cubes centered at x contained in Qx, k−1 such
that
d(Qˆˆ3x, k, Qx, k−1)=A−a1−a2−4 s± e1,
d(Qˆ3x, k, Qx, k−1)=A−a1−a2−3 s± e1.
Also, we denote by Qˇ1x, k and Qˇˇ
1
x, k some doubling cubes centered at x and
contained in Qx, k−1 satisfying
d(Qˇ1x, k, Qx, k−1)=A−a1+s± e1,
d(Qˇˇ1x, k, Qx, k−1)=A−a1+2s± e1
(the idea is that the symbols ˆ and ˇ are inverse operations, modulo some
small errors). If any of the cubes Qˇˇ1x, k, Qˇ
1
x, k, Qˆ
3
x, k, Qˆˆ
3
x, k does not exist
because d(x, Qx, k−1) is not big enough, then we let it be the point x. If
Qx, k=Rd, then we set Qˆˆ
3
x, k=Qˆ
3
x, k=Qˇ
1
x, k=Qˇˇ
1
x, k=R
d.
So when Qx, k is a transit cube, we have
d(Qˆˆ3x, k, Qx, k)=a1+a2+4s± e1,
d(Qˆ3x, k, Qx, k)=a1+a2+3s± e1,
d(Qˇ1x, k, Qx, k)=a1−s± e1,
d(Qˇˇ1x, k, Qx, k)=a1−2s± e1,
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and one should think that Qˆˆ3x, k is a cube a little bigger than Qˆ
3
x, k, which in
its turn is slightly bigger than Q3x, k. On the other hand, Qˇ
1
x, k is a little
smaller than Q1x, k. Also, Qˇˇ
1
x, k is a little smaller than Qˇ
1
x, k, but still much
bigger than Qx, k.
Lemma 4.4. Let x, y ¥ supp(m). For a1 and a2 big enough, we have:
(a) If x ¥Qx0, k and y ¨ Qˆ
3
x0, k, then jy, k(x)=0. In particular, jy, k(x)=0
if y ¨ Qˆ3x, k.
(b) If y ¥ Qˇ1x, k, then jy, k(x) [ C (a−12 /a(Qˇ1x, k)n).
(c) For all y ¥ Rd,
jy, k(x) [
a−12
|y−x|n
,
and if y ¥ Q2x, k 0 Qˆ1x, k, then
jy, k(x)=
a−12
|y−x|n
.
(d) If x ¥ Qx0, k, then
|j −y, k(x)| [ C a−12 min 1 1a(Qˇ1x0, k)n+1 ,
1
|y−x|n+1
2 .
Notice that, in Definition 4.2 of the functions ky, k, the properties that
define these functions are stated with respect to cubes centered at y (Q1y, k,
Q2y, k, Q
3
y, k...). In this lemma some analogous properties are stated, but
these properties have to do with cubes centered at x or containing x (Qx0, k,
Qˇ1x, k, Q
2
x, k, Qˆ
3
x, k, ...).
Proof. (a) Let x0 ¥ supp(m) and x ¥Qx0, k. If jy, k(x) ] 0, then x ¥Q
3
y, k.
Then Q3x0, k 5 Q3y, k ]” and so y ¥ Q3y, k … Qˆ3x0, k (as in Lemma 4.2).
(b) Let y ¥ Qˇ1x, k. We know that
jy, k(x) [ C a−12
1
a(Q1y, k)n
.
So we are done if we see that a(Q1y, k) \ a(Qˇ1x, k).
As in Lemma 4.2, we have
y ¥ Qˇ1x, k S Qˇ1y, k 5 Qˇ1x, k ]”S Qˇ1x, k … Q1y, k.
Thus a(Qˇ1x, k) [ a(Q1y, k).
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(c) The first inequality follows from the definition of ky, k and jy, k.
The second statement is also straightforward. Indeed, if y ¥ Q2x, k 0 Qˆ1x, k,
then by Lemma 4.2 we get x ¥ Qˆ2y, k 0Q1y, k. Notice that, in particular, this
implies Qˆ2y, k ] {y}, Rd. We only have to look at the definitions of ky, k and
jy, k again.
(d) Suppose that y ¥ Qˇ1x0, k. In this case we must show that
|j −y, k(x)| [ C
a−12
a(Qˇ1x0, k)n+1
.
It is enough to see that a(Q1y, k) \ a(Qˇ1x0, k). This follows from the inclusion
Q1y, k ‡ Qˇ1x0, k, which holds because y ¥ Qˇ
1
y, k 5 Qˇ1x0, k and then we can apply
Lemma 4.2.
On the other hand, since by definition we have
|j −y, k(x)| [ C
a−12
|y−x|n+1
,
we are done. L
Some of the estimates in the preceding lemma will be used to prove next
result, which was one of our main goals in this section.
Lemma 4.5. For any e3 > 0, if a1 and a2 are big enough, for all
z0 ¥ supp(m) we have
F jz0, k(x) dm(x) [ 1+e3 and F jy, k(z0) dm(y) [ 1+e3. (24)
If z0 ¥ supp(m) is such that there exists some transit cube Qk of the kth
generation with Qk ¦ z0, then
1− e3 [ F jz0, k(x) dm(x) and 1− e3 [ F jy, k(z0) dm(y). (25)
Proof. Let us see (25) first. So we assume that there exist some transit
cube Qk of the kth generation containing z0. Since z0 ¥ Qk … Qˇ1k, we have
Qˇ1k … Q1z0, k. In particular, a(Q
1
z0, k) > 0. So the inequality
1− e3 [ F jz0, k(x) dm(x)
is a direct consequence of Lemma 4.3.
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We consider now the second inequality in (25). By Lemma 4.3 and (c) in
Lemma 4.4 we get
F jy, k(z0) dm(y) \ F
Q2z0, k
0 Qˆ1z0, k
jy, k(z0) dm(y)
\ F
Q2z0, k
0 Qˆ1z0, k
a−12
|y−z0 |n
dm(y)
\ a−12 (a2−2e2).
So the second inequality in (25) holds if we take a2 big enough.
Consider now (24). The first estimate follows easily from the definitions
4.2 and 4.3. Let us see the second inequality of (24). By (a) in Lemma 4.4
have
F jy, k(z0) dm(y)=F
Qˆ3z0, k
jy, k(z0) dm(y).
Thus we can write
F jy, k(z0) dm(y)=F
Qˆ3z0, k
0 Qˇ1z0, k
jy, k(z0) dm(y)+F
Qˇ1z0, k
jy, k(z0) dm(y). (26)
Let us estimate the first integral on the right hand side of (26). Using the
first inequality in (c) of Lemma 4.4 we obtain
F
Qˆ3z0, k
0 Qˇ1z0, k
jy, k(z0) dm(y) [ F
Qˆ3z0, k
0 Qˇ1z0, k
a−12
|y−z0 |n
dm(y)
=d(Qˇ1z0, k, Qˆ
3
z0, k) a
−1
2
[ a−12 (a2+4 s+2 e1). (27)
Let us consider the last integral in (26) (only in the case Qˇ1z0, k ] {z0}, R
d).
By (b) in Lemma 4.4 we have
F
Qˇ1z0, k
jy, k(z0) dm(y) [ F
Qˇ1z0, k
C a−12
a(Qˇ1z0, k)n
dm(y) [ CC0 a−12 . (28)
From (27) and (28) we get (24). L
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5. THE KERNELS sk(x, y)
In this section we will introduce the operators Sk mentioned in Section 2
and we will obtain some estimates for their kernels sk(x, y).
We will assume that we have chosen e3=1/2 in Lemma 4.5. Recall that
then 1/2 [ > jy0, k(x) dm(x) [ 3/2 and 1/2 [ > jy, k(x0) dm(y) [ 3/2 if Qx0, k
and Qy0, k are transit cubes.
Definition 5.1. Let f ¥ L1loc(m) and x ¥ supp(m). If Qx, k ] Rd, then we
set
S˜kf(x)=F jy, k(x) f(y) dm(y)+max 10, 14−F jy, k(x) dm(y)2 f(x).
Observe that, formally, S˜k is an integral operator with the following
positive kernel:
s˜k(x, y)=jy, k(x)+max 10, 14−F jy, k(x) dm(y)2 dx(y), (29)
where dx is the Dirac delta at x. If Qx, k is a transit cube, by Lemma 4.5 we
have
S˜kf(x)=F jy, k(x) f(y) dm(y).
Notice also that for all x ¥ supp(m) we have 1/4 [ S˜k1(x) [ 3/2.
Now we can define the operators Sk:
Definition 5.2. Assume that Qx, k ] Rd for some x ¥ supp(m). Let
Mk be the operator of multiplication by mk(x) :=1/S˜k1(x) and Wk the
operator of multiplication by wk(x) :=1/S˜
g
k (1/S˜k1)(x). We set Sk :=
MkS˜kWkS˜
g
kMk. If Qx, k=R
d for some x ¥ supp(m), then we set Sk :=0.
Observe that if Qx, k and Qy, k are transit cubes, then
Skf(x)=F sk(x, y) f(y) dm(y),
where sk( · , · ) is the kernel
sk(x, y)=F mk(x) s˜k(x, z) wk(z) s˜k(y, z) mk(y) dm(z). (30)
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The following estimates are a direct consequence of the statements in
Lemma 4.5 and the definitions above.
Lemma 5.1. For all k ¥ Z, if x ¥ supp(m) is such that Qx, k ] Rd, then
2/3 [ mk(x) [ 4 and 0 [ wk(x) [ 6.
Proof. As mentioned above, 1/4[ S˜k1(x)[ 3/2 and so 2/3[mk(x)[ 4.
On the other hand, we also have S˜ gk1(x) \ 1/4, and then
S˜ gk (1/S˜k1)(x) \ 23 S˜
g
k (1)(x) \ 16 ,
and so wk(x) [ 6. L
In the following lemma we show the localization, size and regularity
properties that fulfill the kernels sk(x, y).
Lemma 5.2. For each k ¥ Z the following properties hold:
(a) If Qx, k is a transit cube, then supp(sk(x, · )) … Qx, k−1.
(b) If Qx, k and Qy, k are transit cubes, then
0 [ sk(x, y) [
C
(a(Qx, k)+a(Qy, k)+|x−y|)n
. (31)
(c) If Qx, k, QxŒ, k, Qy, k are transit cubes, and x, xŒ ¥ Qx0, k for some
x0 ¥ supp(m), then
|sk(x, y)−sk(xŒ, y)| [ C
|x−xŒ|
a(Qx0, k)
·
1
(a(Qx, k)+a(Qy, k)+|x−y|)n
. (32)
Proof. (a) From (30) we see that if sk(x, y) ] 0, then there exists some
z ¥ sup m such that jz, k(x) ] 0 and jz, k(y) ] 0. Thus z ¥ Qˆ3x, k 5 Qˆ3y, k, and
from Lemma 4.2 we get y ¥ Qˆˆ3x, k … Qx, k−1.
(b) By (30) and Lemma 5.1 we have
sk(x, y) [ C F s˜k(x, z) s˜k(y, z) dm(z).
Since s˜k(x, z)=jz, k(x) [ C/a(Qx, k)n, we get
sk(x, y) [
C
a(Qx, k)n
F jz, k(y) dm(z) [
C
a(Qx, k)n
.
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Similarly it can be shown that sk(x, y) [ C/a(Qy, k)n. So it only remains to
see that sk(x, y) [ C/|x−y|n.
Recall that s˜k(x, z) [ C/|x−z|n and s˜k(y, z) [ C/|y−z|n. Then we have
sk(x, y) [ C F
|x−z| \ |x−y|/2
s˜k(x, z) s˜k(y, z) dm(z)
+C F
|x−z| < |x−y|/2
s˜k(x, z) s˜k(y, z) dm(z)
[
C
|x−y|n
F s˜k(y, z) dm(z)+
C
|x−y|n
F s˜k(x, z) dm(z)
[
C
|x−y|n
.
(c) Using Lemma 5.1 we get
|sk(x, y)−sk(xŒ, y)| [ C |mk(x)−mk(xŒ)| F s˜k(x, z) s˜k(y, z) dm(z)
+C F |s˜k(x, z)− s˜k(xŒ, z)| s˜k(y, z) dm(z)
=A+B.
Let us estimate the term A. Operating as in (b), we obtain
F s˜k(x, z) s˜k(y, z) dm(z) [
C
(a(Qx, k)+a(Qy, k)+|x−y|)n
.
On the other hand, since x, xŒ ¥ Qx0, k, S˜k1 % 1, and
|j −z, k(w)| [
C
(a(Qˇ1x0, k)+|w−z|)n+1
(33)
for all w ¥ Qx0, k, we get
|mk(x)−mk(xŒ)| [ :F C(jz, k(x)−jz, k(xŒ)) dm(z) :
[ F C |x−xŒ|
(a(Qx0, k)+|x−z|)n+1
dm(z) [ C
|x−xŒ|
a(Qx0, k)
.
So A verifies inequality (32).
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Let us consider the term B now. By (33) we obtain
B [ F C |x−xŒ|
(a(Qˇ1x0, k)+|x−z|)n+1
s˜k(y, z) dm(z)
=F
|z−y| \ |x−y|/2
+F
|z−y| < |x−y|/2
=B1+B2
Since jz, k(y) [ C/(a(Qˇ1y, k)+|y−z|)n, we have
B1 [
C |x−xŒ|
(a(Qˇ1y, k)+|x−y|)n
F 1
(a(Qx0, k)+|x−z|)n+1
dm(z)
[ C
|x−xŒ|
a(Qx0, k)
·
1
(a(Qˇ1y, k)+|x−y|)n
.
It is easy to check that a(Qx, k) [ 2(a(Qˇ1y, k)+|x−y|). Indeed if |x−y| [
a(Qx, k)/2, then y ¥ Qx, k and so Qx, k … Qˇ1y, k and so a(Qx, k) [ a(Qˇ1y, k). Thus
the term B1 also satisfies (32).
Let us turn our attention to B2. In this case we have
B2 [ C
|x−xŒ|
(a(Qˇ1x0, k)+|x−y|)n+1
F s˜k(y, z) dm(z)
[ C
|x−xŒ|
a(Qx0, k)
·
1
(a(Qˇ1x0, k)+|x−y|)n
.
Thus we only have to check that a(Qx, k)+a(Qy, k) [ C(a(Qˇ1x0, k)+|x−y|).
Because x ¥ Qx0, k, we have Qx, k … Qˇ
1
x0, k and so a(Qx, k) [ a(Qˇ
1
x0, k). Let us
see that a(Qy, k) [ C (a(Qˇ1x0, k)+|x−y|). If |x0−y| \ a(Qy, k)/2, then
1
2
a(Qy, k) [ |x−x0 |+|x−y| [ C a(Qx0, k)+|x−y|.
If |x0−y| < a(Qy, k)/2, then x0 ¥ Qy, k and so Qy, k … Qˇ1x0, k, which yields
a(Qy, k) [ a(Qˇ1x0, k). L
Notice that, in general, the functions s˜k(x, y)=jy, k(x) do not have any
smoothness with respect to the variable y. However, the kernels sk(x, y)
defined above have some regularity on both variables, because
sk(y, x)=sk(x, y). On the other hand, this smoothness appears to be
somewhat weaker than the regularity in x of the functions jy, k(x).
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Remark 5.1. Taking the (formal) definition (5.1) of the kernels s˜k(x, y),
it is easily seen that the properties of the kernels sk(x, y) in (a), (b) and (c)
of the lemma above also hold without assuming that Qx, k, QxŒ, k and Qy, k
are transit cubes. Indeed, the statements are trivial is any of these cubes
coincides with Rd, and if any of them is a stopping cube, then it is not
difficult to check that all the estimates in the proof above are also valid.
6. LITTLEWOOD–PALEY TYPE ESTIMATES
We recall some notation introduced in Section 2. For each k ¥ Z, we set
Dk=Sk−Sk−1, Ek=;j ¥ Z Dk+j Dj and, for each N \ 1, FN=; |k| [N Ek.
Notice that Dk1=0 for all k ¥ Z except in the case k=1 with Rd being
an initial cube.
Lemma 6.1. We have:
(a) ||DjDk ||2, 2 [ C2 −|j−k| g for all j, k ¥ Z and some g > 0.
(b) ;k ¥ Z Dk=I, with strong convergence in L2(m).
(c) The series ;j ¥ Z Dk+j Dj=: Ek converges strongly in L2(m) and
||Ek ||2, 2 [ C |k| 2−|k| g
for all k ¥ Z.
(d) FN Q I as NQ+. in the operator norm in L2(m).
Proof. For simplicity we assume that all the cubes Qx, k, x ¥ supp(m),
k ¥ Z, are transit cubes. In the final part of the proof we will give some
hints for the general case. Moreover, we only have to prove the assertion
(a). The others follow from (a) by the Cotlar–Knapp–Stein Lemma, as
in [3].
Assume j \ k+2. The kernel of the operator DjDk is given by
Kj, k(x, y)=F dj(x, z) dk(z, y) dm(z).
Since supp(dj(x, · )) … Qx, j−2, we have
|Kj, k(x, y)| [ F
z ¥ Qx, j−2
|dj(x, z)(dk(z, y)−dk(x, y))| dm(z).
By (b) of Lemma 5.2 (taking into account that Qx, j−2 … Qx, k),
|dk(z, y)−dk(x, y)| [ C
a(Qx, j−2)
a(Qx, k)
·
1
(a(Qx, k)+a(Qy, k)+|x−y|)n
.
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By Lemma 3.4 we have a(Qx, j−2) [ C2−g | j−k| a(Qx, k) for some g > 0.
Therefore,
|Kj, k(x, y)| [ C2−g | j−k|
1
(a(Qx, k)+a(Qy, k)+|x−y|)n
F |dj(x, z)| dm(z)
[ C2−g | j−k|
1
(a(Qx, k)+a(Qy, k)+|x−y|)n
. (34)
Also, we have supp(Kj, k(x, · )) … Qx, k−3 and supp(Kj, k( · , y)) … Qy, k−3.
Indeed, if Kj, k(x, y) ] 0 then there exists some z ¥ Qx, j−2 5 Qy, k−2, and so
y ¥ Qx, k−3 and x ¥ Qy, k−3. Then we obtain
F |Kj, k(x, y)| dm(y) [ C2−g | j−k| F
Qx, k−3
1
(a(Qx, k)+|x−y|)n
dm(y)
[ C2−g | j−k|(1+d(Qx, k, Qx, k−3)) [ C2−g | j−k|. (35)
In an analogous way, we get
F |Kj, k(x, y)| dm(x) [ C2−g | j−k|. (36)
Therefore, by Schur’s Lemma we have ||DjDk ||p, p [ C2−g | j−k| for all
p ¥ [1, .] if j \ k+2.
On the other hand, for k \ j+2, operating in a similar way, we also
obtain ||DjDk ||p, p [ C2−g | j−k|, and if | j−k| [ 1, then we have ||DjDk ||p, p [
||Dj ||p, p ||Dk ||p, p [ C. Thus the assertion (a) of the lemma holds in any case.
If there exist stopping cubes, then by Remark 5.1 the kernels of the
operators Sk satisfy properties which are similar to the ones stated in
Lemma 5.2, and some estimates as the ones above work. If Rd is an initial
cube, then > d1(x, y) dm(y) ] 0, in general. However in the arguments
above it is used > dj(x, y) dm(y)=0 only to estimate ||DjDk ||p, p in the case
j \ k+2, and notice that Dk=0 for k [ 0. L
By the estimates of the preceding lemma and by a new application of the
Cotlar–Knapp–Stein Lemma, arguing as in Section 2, we get:
Theorem 6.1. If f ¥ L2(m), then
C−1 C
k
||Dkf||
2
L2(m) [ ||f||
2
L2(m) [ C C
k
||Dkf||
2
L2(m).
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We omit the detailed proof of this result. We only have to apply the
same arguments as in [3] (see also [5]). From this theorem we derive the
following corollaries.
Corollary 6.1. Let 1 < p <.. If f ¥ Lp(m), then
C−1 >1C
k
|Dkf|221/2>
Lp(m)
[ ||f||Lp(m) [ C >1C
k
|Dkf|221/2>
Lp(m)
. (37)
Proof. The right inequality follows from the left one (with pŒ instead
of p). Indeed, by an argument similar to the one used for p=2 in (10), it
follows that
||FNf||Lp(m) [ C >1C
k
|Dkf|221/2>
Lp(m)
.
In Lemma 8.2 below we will show that FN is bounded and invertible in
Lp(m), and so ||f||Lp(m) [ C ||FNf||Lp(m).
The left inequality in (37) will be proved using techniques of vector
valued Caldero´n–Zygmund operators. These techniques, which are
standard in the classical doubling case, have been extended by Garcı´a–
Cuerva and Martell [4] to the case of non homogeneous spaces.
Let us denote by Lp(a2, m) the Banach space of sequences of functions
{gk}k ¥ Z, gk ¥ L1loc(m), such that
1F 1C
k
|gk |22p/2 dm21/p <..
Let us consider the operator D: Lp(m)Q Lp(a2, m) given by Df=
{Dkf}k ¥ Z. By Theorem 6.1, D is bounded from L2(m) into L2(a2, m). From
the results in [4], it follows that if the kernel d(x, y) :={dk(x, y)}k of D
satisfies
(1) ||d(x, y)||a2 [ C/|x−y|n for x ] y, and
(2) >|x−y| \ 2 |x−xŒ| (||d(x, y)−d(xŒ, y)||a2+||d(y, x)−d(y, xŒ)||a2)
dm(y) [ C,
then D is bounded from Lp(m) into Lp(a2, m), 1 < p <., because D is a
vector-valued Caldero´n–Zygmund operator. Thus we only have to check that
these conditions are satisfied.
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Let us see that the first one holds. Given x, y ¥ supp(m), x ] y, let j ¥ Z
be such that y ¥ Qx, j 0Qx, j+1. Since supp dk(x, · ) … Qx, k−2, we have
C
k ¥ Z
|dk(x, y)|2 [ C
k [ j+2
C
(a(Qx, k)+|x−y|)2n
[
C
|x−y|2n
+C
k [ j
C
a(Qx, k)2n
[
C
|x−y|2n
.
Now we will show that condition (2) is also satisfied. Since d(x, y)=
d(y, x), we only have to deal with the term ||d(x, y)−d(xŒ, y)||a2. Let h ¥ Z
be such that xŒ ¥ Qx, h 0Qx, h+1, and suppose that y ¥ Qx, j 0Qx, j+1 for some
j [ h−10. Notice that dk(x, y)−dk(xŒ, y)=0 if k > j+4. Indeed, we have
supp(dk(x, · )−dk(xŒ, · )) … Qx, k−2 2 QxŒ, k−2.
If k \ h, then Qx, k−2 2 QxŒ, k−2 … Qx, h−3 … Qx, j+1, and if j+4 < k < h, then
we have Qx, k−2 2 QxŒ, k−2 … Qx, k−3 … Qx, j+1.
Assuming k [ j+4, we get
|dk(x, y)−dk(xŒ, y)| [ C
|x−xŒ|
a(Qx, k)
·
1
(a(Qx, k)+|x−y|)n
,
since xŒ ¥ Qx, h, with h > k. Therefore,
C
k ¥ Z
|dk(x, y)−dk(xŒ, y)|2 [ C C
k [ j+4
1 |x−xŒ|
a(Qx, k)
·
1
(a(Qx, k)+|x−y|)n
22
[ C 1 |x−xŒ|a(Qx, j+4) |x−y|n2
2
. (38)
Then, using condition (1) and (38) we obtain
F
|x−y| \ 2 |x−xŒ|
||d(x, y)−d(xŒ, y)||a2 dm(y)
[ F
Qx, h−10 0B(x, 2 |x−xŒ|)
C
|x−y|n
dm(y)
+C C
.
i=10
F
Qx, h−i−1 0Qx, h−i
|x−xŒ|
a(Qx, h−i+4) |x−y|n
dm(y)
[ C+C C
.
i=10
|x−xŒ|
a(Qx, h−i+4)
[ C. L
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We also want to obtain some Littlewood–Paley type estimates for func-
tions from the space RBMO(m). Remember that this space has been intro-
duced in Definition 3.3. In the following lemma, proved in [17, Lemma
2.10], another equivalent definition of RBMO(m) is shown.
Lemma 6.2. Let r > 1 be any fixed constant. A function f ¥ L1loc(m)
belongs to RBMO(m) if and only if
F
Q
|f−mQf| dm [ C8m(rQ) (39)
for any cube Q … Rd, and
|mQf−mRf| [ C8(1+d(Q, R))1m(rQ)
m(Q)
+
m(rR)
m(R)
2 (40)
for any two cubes Q and R with Q … R. Moreover, ||f||g is comparable to the
best constant C8.
Now we have:
Corollary 6.2. If f ¥ RBMO(m) and Qk is a cube of generation k ¥ Z,
then
C
+.
j=k
||Djf||
2
L2(m | Qk)
[ C ||f||2g m(Qk). (41)
Recall that, by definition, we assume that all the cubes Qk of the kth
generation are doubling.
Proof. For N big enough and j \ k+N, Djf(x)=Dj(q3/2Qk f)(x) if
x ¥ Qk. Thus
C
+.
j=k+N
||Djf||
2
L2(m | Qk)
= C
+.
j=k+N
||Dj((f−mQk f) q3/2Qk )||
2
L2(m | Qk)
[ C ||f−mQk f||
2
L2(m | 3/2Qk)
[ C ||f||2g m(2Qk) [ C ||f||
2
g m(Qk).
Now we only have to check that
||Djf||
2
L2(m | Qk)
[ C ||f||2g m(Qk) (42)
for j=k, ..., k+N−1. We set
||Djf||L2(m | Qk) [ ||Sj(f−mQk f)||L2(m | Qk)+||Sj−1(f−mQk f)||L2(m | Qk).
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For each j, we denote by Nj the least integer such that Qx, j−1 … 2NjQx, j. We
have
|Sjf(x)−mQx, j f| [ :F sj(x, y)(f(y)−mQx, j f) dm(y) :
[ C C
Nj
m=1
F
2mQx, j 02
m−1Qx, j
|f(y)−mQx, j f|
a(2mQx, j)n
dm(y)
[ C C
Nj
m=1
1
a(2mQx, j)n
F
2mQx, j
|f(y)−mQx, j f| dm(y).
Since d(Qx, j, 2mQx, j) [ C and (39) holds for any cube (with r=2, say), we
get
F
2mQx, j
|f(y)−mQx, j f| dm(y) [ C ||f||g m(2
m+1Qx, j),
and so
|Sjf(x)−mQx, j f| [ C C
Nj
m=1
m(2m+1Qx, j)
a(2mQx, j)n
||f||g
[ C(1+d(Qx, j, Qx, j−1)) ||f||g [ C ||f||g.
For j=k, ..., k+N−1, since d(Qx, j, Qk) [ CN, we have |mQk f−mQx, j f|
[ C ||f||g. Thus
|Sjf(x)−mQk f| [ C ||f||g,
and then (42) holds. L
Observe that the same arguments above show that if f ¥ RBMO(m), then
C
+.
j=k−N0
||Djf||
2
L2(m | Qk)
[ C ||f||2g m(Qk), (43)
where N0 > 0 is some fixed integer, and C depends on N0 now.
7. THE T(1) THEOREM IN THE CASE T(1)=Tg(1)=0
7.1. Preliminaries
For simplicity, we will prove the T(1) theorem assuming that there are no
stopping cubes and Rd is not an initial cube. However, we claim that our
arguments can be extended quite easily to the general situation.
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The kernels of the truncated operators Te do not satisfy the gradient
condition in the definition of CZOs. For this reason we need to introduce
the regularized operators T˜e. Let j be a radial C. function with 0 [ j [ 1,
vanishing on B(0, 1/2) and identically equal to 1 on Rd0B(0, 1). For each
e > 0, we consider the integral operator T˜e with kernel j((x−y)/e) · k(x, y).
It is easily seen that
|Tef−T˜ef| [Mmf, (44)
where Mm is the centered maximal Hardy-Littlewood operator. So Te is
bounded on L2(m) uniformly on e > 0 if and only if the same holds for T˜e.
The kernel of T˜e is L.-bounded and it is straightforward to check that it is
a CZ kernel itself, with constants C1 and C2 in Definition 1.1 uniform on
e > 0.
We need to introduce the notion of cubes with thin boundaries, as David
in [1]:
Definition 7.1. A cube Q is said to have thin boundaries if
m{x: dist(x, “Q) [ ta(Q)} [ C9tm(2Q) (45)
for all t with 0 [ t [ 1/4.
The constant C9 in (45) is fixed, and it is not difficult to prove that if C9
is chosen big enough, then there exist a lot of cubes with thin boundaries.
The precise result is the following.
Lemma 7.1. Suppose that the constant C9 in (45) is big enough. Given
any cube Q, there exists a cube Q˜ with thin boundaries, concentric with Q,
such that Q … Q˜ … 1110 Q.
For the proof we refer the reader to [11, Lemma 11.9]. Actually, in this
reference the result is proved for balls instead of cubes. But the same
arguments can be applied to our situation.
Of course, we will assume that C9 is big enough so that the lemma holds.
Cubes with thin boundaries are useful because of the following property.
Lemma 7.2. Let 1 [ p <.. If Q is a cube with thin boundaries, then
F
y ¥ 2Q0Q
1F
x ¥ Q
1
|x−y|n
dm(x)2p dm(y) [ Cm(2Q).
The proof of this lemma follows by estimates analogous to the ones in
[11, Lemma 11.10].
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Remark 7.1. The lemma above implies that if Q has thin boundaries
and 1 [ p <., then
F
2Q0Q
|TeqQ |p dm [ Cm(2Q).
For x ¨ 2Q, we have |TeqQ(x)| [ Cm(Q)/dist(x, Q)n, and then,
F
R
d02Q
|TeqQ |p dm [ Cm(Q)
if 1 < p <..
The following lemma will be very useful for our next arguments. It
shows that the hypothesis of weak boundedness and the fact that
Te(1), T
g
e (1) ¥ BMOr(m) can be substituted by conditions about the Lp(m)
boundedness over characteristic functions of cubes with thin boundaries.
Lemma 7.3. Let T be a CZO. For any fixed r > 1 and 1 < p <., the
following conditions are equivalent:
(a) T is weakly bounded and Te(1) ¥ BMOr(m) uniformly on e > 0.
(b) T is weakly bounded and Te(1) ¥ RBMO(m) uniformly on e > 0.
(c) For any cube Q … Rd with thin boundaries,
||TeqQ ||Lp(m) [ Cm(2Q)1/p (46)
uniformly on e > 0.
Proof. This result follows by estimates similar to the ones in the proof
of [17, Theorem 8.4].
The main difference between the arguments required for this lemma and
the ones in Theorem 8.4 of [17] is that the estimate
F
2Q0Q
|TeqQ |p dm [ Cm(2Q)
for the Cauchy transform is obtained using the boundedness from Lp(m|Q)
into Lp(m|2Q0Q), in [17, Theorem 8.4]. However, for a general CZO this
boundedness may fail, a priori. Instead, in our present situation, we use the
estimate in Lemma 7.2 (only for cubes with thin boundaries) and the
preceding remark.
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On the other hand, to show that a function f belongs to RBMO(m), it is
enough to check that (39) and (40) hold for cubes Q and R with thin
boundaries only. This is an easy consequence of Lemma 7.1, and it is
proved using arguments analogous to the ones in [17, Section 2.3]. The
details are left for the reader. L
From (44) and Lemma 7.3 we infer that, under the assumptions of
Theorem 1.1, T˜e is also bounded over characteristic functions of cubes with
thin boundaries (i.e., satisfies (46)) uniformly on e > 0. Of course, the same
happens for T˜ge .
Now, for technical reasons, we need to introduce some classes of kernels
larger than the one of CZ kernels. We are going to consider gradient type
conditions weaker than the one satisfied by CZ kernels.
Definition 7.2. We say that k(x, y) is a Hörmander–Caldero´n–
Zygmund (HCZ) kernel if
(1) |k(x, y)| [ C1/|x−y|n if x ] y,
(2Œ) for any x, xŒ ¥ supp(m),
F
|y−x| \ 2 |x−xŒ|
(|k(x, y)−k(xŒ, y)|+|k(y, x)−k(y, xŒ)|) dm(y) [ C −2.
We say that k(x, y) is a special Caldero´n–Zygmund (SCZ) kernel if it
satisfies condition (1) above and
(2œ) there exists some d ¥ (0, 1] such that if x, xŒ, y ¥ supp(m) and
|x−xŒ| [ |x−y|/2, then
|k(x, y)−k(xŒ, y)|+|k(y, x)−k(y, xŒ)| [ C
'
2 |x−xŒ|d
a(Qx, N(y)+10)d |x−y|n
,
where N(y) stands for the integer such that y ¥ Qx, N(y) 0Qx, N(y)+1.
Notice that N(y) depends also on x. We have preferred to write N(y)
instead of Nx(y) to simplify notation. However, in some cases below,
where some confusion may arise, we have used the notation Nx(y).
Condition (2Œ) in the definition above is called Hörmander’s condition.
Obviously, (2œ) is useful if |x−xŒ| [ Ca(Qx, N(y)+10). Otherwise, the size
condition (1) is sharper.
Remark 7.2. It is worth to compare the different type of kernels that
we have introduced. Notice that all CZ kernels are also SCZ kernels. The
converse fails, because it may happen a(Qx, N(y)+10)° |x−y|.
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On the other hand, SCZ kernels satisfy Hörmander’s condition. Indeed,
given x, xŒ ¥ supp(m) such that xŒ ¥ Qx, h 0Qx, h+1, we have
F
|x−y| \ 2 |x−xŒ|
(|k(x, y)−k(xŒ, y)|+|k(y, x)−k(y, xŒ)|) dm(y)
[ F
Qx, h−10 0Qx, h+1
C
|x−y|n
dm(y)
+C C
.
i=11
F
Qx, h−i 0Qx, h−i+1
|x−xŒ|d
a(Qx, h−i+10)d |x−y|n
dm(y)
[ C+C C
.
i=11
|x−xŒ|d
a(Qx, h−i+10)d
[ C. (47)
So we have CZ … SCZ …HCZ.
The advantage of considering bounded kernels k(x, y) (such as the ones
of T˜e) is that the integral > k(x, y) f(y) dm(y) is defined for all x ¥ Rd (and
not only for x ¥ Rd0 supp(m)) is f is good enough (for example, bounded
with compact support). However, the paraproduct that we will construct in
next section will have an unbounded kernel, in general. So the condition
k(x, y) ¥ L. is too restrictive. We solve this technical problem in the
following way.
Definition 7.3. We say that T: L1(m) 5 L2(m)Q L1loc(m) is a special
Caldero´n–Zygmund operator (SCZO) if T=T1+T2, where T1 is an integral
operator with an SCZ kernel k1(x, y) ¥ L., that is,
T1f(x)=F k1(x, y) f(y) dm(y), f ¥ L1(m) 5 L2(m), x ¥ Rd, (48)
and T2 is an operator which is bounded on L2(m), with an associated SCZ
kernel k2(x, y) such that
T2f(x)=F k2(x, y) f(y) dm(y), f ¥ L1(m) 5 L2(m), x ¥ Rd0 supp(f).
(49)
That is, we suppose that T can be decomposed as an SCZO with
bounded kernel plus an SCZO already bounded on L2(m). Thus T1f(x) is
defined by (48) for all x ¥ Rd if f ¥ L1(m), and we assume that T2f(x) is
defined a priori for all x ¥ Rd if f ¥ L2(m), because T2 is bounded on L2(m).
In principle, the integral formula (49) is only valid for x ¨ supp(f). The
kernel of T is k(x, y)=k1(x, y)+k2(x, y). Moreover, when we say that T
is bounded, we are not talking about the uniform boundedness of the
truncated operators Te, but about the operator T itself.
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In an analogous way, we define Hörmander–Caldero´n–Zygmund opera-
tors (HCZO’s). The difference is that now the kernels k1(x, y) and k2(x, y)
are HCZ kernels.
We need a last definition.
Definition 7.4. Let T be an SCZO with kernel k(x, y). We say that T
satisfies the commutation lemma of Meyer, and we write T ¥ CLM, if
for compactly supported functions j, k, w ¥ L.(m), with k Lipschitz, the
following identity holds:
OTj, kwP−OT(jk), wP=F k(x, y)(k(y)−k(x)) j(x) w(y) dm(x) dm(y).
(50)
Let us remark that the identity (50) has appeared in [3, Lemma 1.1; 8],
although not as a definition.
7.2. The Main Steps
In this section we will prove the following technical version of the T(1)
theorem.
Lemma 7.4. Let T be an SCZO such that T(1)=Tg(1)=0. Suppose
that T and Tg satisfy the commutation lemma of Meyer. Assume that for
p=2 and, in the case n > 1, also for p=n, we have
||TqQ ||Lp(m) [ Cm(2Q)1/p, ||TgqQ ||Lp(m) [ Cm(2Q)1/p
for any cube Q with thin boundaries. Then, T is bounded on L2(m).
In the whole section we will assume that T is an operator fulfilling the
assumptions of Lemma 7.4.
For each i ¥ Z, x ¥ supp(m), we denote ux, i(z)=si(x, z)−si−1(x, z)=
di(x, z).
The first step of the proof of Lemma 7.4 consists of estimating the term
|Oux, j, Tuy, kP|. As we shall see, this part of the proof will be more involved
than in [3], basically due to the fact that the functions ux, i are much less
localized in our present situation.
Lemma 7.5. Under the assumptions of Lemma 7.4, there exists some
n > 0 depending on d, g such that for x, y ¥ supp(m) and j, k ¥ Z, we have
(a) If 2Qx, j−20 5 2Qy, k−20=”, then
|OTux, j, uy, kP| [
C2−n | j−k|
|x−y|n
min 1 a(Qx, j−2)a(Qx, N(y)+11), a(Qy, k−2)a(Qy, N(x)+11)2
d/2
.
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(b) If 2Qx, j−20 5 2Qy, k−20 ]”, then
|OTux, j, uy, kP| [
C2−n | j−k|
(a(Qx, j)+|x−y|)n
qQx, j−41 (y)
+
C2−n | j−k|
(a(Qy, k)+|x−y|)n
qQy, k−41 (x).
We defer the proof of the estimates in (a) and (b) above until Subsection
7.3. Now we will see how Lemma 7.4 follows from this result by arguments
analogous to the ones of [3].
For each j, k ¥ Z we set Tj, k=DkTDj. The L2(m) norm of Tj, k is easily
estimated by means of Lemma 7.5, as we show in next lemma.
Lemma 7.6. The operator Tj, k is bounded on L2(m) with norm ||Tj, k ||2, 2 [
C2−n | j−k|.
Proof. The kernel of Tj, k is given by tj, k(x, y)=OTux, j, uy, kP. We will
apply Schur’s Lemma, using the estimates of the preceding lemma,
interchanging T and Tg when necessary.
We have
F |tj, k(x, y)| dm(y)= F
y: 2Qy, k−20 5 2Qx, j−20=”
+F
y: 2Qy, k−20 5 2Qx, j−20 ]”
=: I1+I2.
By Lemma 7.5 we get
I1 [ C2−n | j−k| F
y ¨ Qx, j−20
a(Qx, j−2)d/2
a(Qx, N(y)+11)d/2 |x−y|n
dm(y).
Thus,
I1 [ C2−n | j−k| C
j−21
h=−.
a(Qx, j−2)d/2
a(Qx, h+11)d/2
F
Qx, h 0Qx, h+1
1
|x−y|n
dm(y)
[ C2−n | j−k| C
j−21
h=−.
a(Qx, j−2)d/2
a(Qx, h+11)d/2
[ C2−n | j−k|
We estimate I2 now. By Lemma 7.5 we obtain
I2 [ F
Qx, j−41
C2−n | j−k|
(a(Qx, j)+|x−y|)n
dm(y)
+F
y : x ¥ Qy, k−41
C2−n | j−k|
(a(Qy, k)+|x−y|)n
dm(y)=I2, 1+I2, 2.
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We have
I2, 1 [ F
Qx, j
C2−n | j−k|
a(Qx, j)n
dm(y)+F
Qx, j−41 0Qx, j
C2−n | j−k|
|x−y|n
dm(y)
[ C2−n | j−k|(1+d(Qx, j, Qx, j−41)) [ C2−n | j−k|.
Finally we turn our attention to I2, 2. Observe that if x ¥ Qy, k−41, then
y ¥ Qx, k−42. Also, if y ¥ Qx, k+1, then Qx, k+1 … Qy, k, and so a(Qx, k+1) [
a(Qy, k). We obtain
I2, 2 [ F
Qx, k+1
C2−n | j−k|
a(Qx, k+1)n
dm(y)+F
Qx, k−42 0Qx, k+1
C2−n | j−k|
|x−y|n
dm(y)
[ C2−n | j−k|(1+d(Qx, k+1, Qx, k−42) [ C2−n | j−k|.
Thus > |tj, k(x, y)| dm(y) [ C2−n | j−k|. By the symmetry of the assumptions,
we also have > |tj, k(x, y)| dm(x) [ C2−n | j−k|. By Schur’s Lemma we get
||Tj, k ||2, 2 [ C2−n | j−k|, and we are done. L
Let J, K … Z be finite sets. We set TJ, K=;j ¥ J ;k ¥K DNj Dj T Dk DNk ,
where N is an integer such that ||I−FN ||2, 2 [ 1/2, as explained in Section 2.
Then we have
Lemma 7.7. The operator TJ, K is bounded on L2(m) with ||TJ, K ||2, 2 [ CN2,
where C does not depend on J or K.
Proof. For f, g ¥ L2(m), by Lemma 7.6, we have
|OTJ, Kf, gP| [ C
j ¥ J
C
k ¥K
|ODjTDk D
N
k f, D
N
j gP|
[C
j, k
2−n | j−k| ||DNk f||L2(m) ||D
N
j g||L2(m).
Since the matrix {2−n | j−k|}j, k originates an operator bounded on a2, we
obtain
|OTJ, Kf, gP| [ C 1C
k
||DNk f||
2
L2(m)
21/2 1C
j
||DNj g||
2
L2(m)
21/2
[ CN2 ||f||L2(m) ||g||L2(m). L
Lemma 7.8. For f, g ¥ C.(Rd) with compact support, we have
lim
mQ+.
7T 1 C
|k| [ m
DkD
N
k f2 , C
| j| [ m
DjD
N
j g8=OT(FNf), FNgP.
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Proof. Recall that T=T1+T2, with T1 associated to a bounded kernel
k1(x, y) as in (48), and T2 bounded on L2(m).
Since Pmf :=; | j| [ m DjDNj f and Pmg :=; |k| [ m DkDNk g converge respec-
tively to FNf and FNg in L2(m), we have
lim
mQ+.
OT2(Pmf), PmgP=OT2(FNf), FNgP.
Let us see that this is also true for T1. Since k1(x, y) is bounded, we have
||k1(x, · )||Lp(m), ||k1( · , y)||Lp(m) [ Cp, for all x, y and 1 < p [.. As a conse-
quence, T1(Pmf) converges to T1(FNf) uniformly on Rd as mQ..
Therefore, for any compact set E … Rd, we have
lim
mQ.
F
E
T1(Pmf) Pmg dm=F
E
T1(FNf) FNg dm.
It can be checked that there exists some constant C10 independent of m
such that the kernels pm(x, y) of the operators Pm satisfy the inequality
|pm(x, y)| [
C10
|x−y|n
. (51)
This an easy estimate that is left to reader.
We take R > 0 so that supp(f), supp(g) … B(0, R), and x0 with
|x0 | \ 10R. By (51) we have
|Pmf(y)|, |Pmg(y)| [
C
|y|n
if |y| \ 2R, (52)
where C may depend on f and g and, in particular, we may have y=x0.
We split |T1(Pmf)(x0)| as follows
|T1(Pmf)(x0)| [ |T1[(Pmf) qB(0, |x0|/2)](x0)|
+|T1[(Pmf) qRd0B(0, |x0|/2)](x0)|=: A+B.
Let us estimate A:
A [ F
B(0, |x0|/2)
C8
|Pmf(y)|
|x0−y|n
dm(y)
[ C ||Pmf||L2(m) 1F
B(0, |x0|/2)
1
|x0−y|2n
dm(y)21/2
[ C ||Pmf||L2(m)
1
|x0 |n/2
[
C
|x0 |n/2
.
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Let us consider the term B. Since k1(x, · ) is in L2(m) uniformly on x, we
have B [ C ||(Pmf) qRd0B(0, |x0|/2) ||L2(m). From (52) we get
||(Pmf) qRd0B(0, |x0|/2) ||L2(m) [
C
|x0 |n/2
.
Therefore, |T1(Pmf)(x0)| [ C/|x0 |n/2 (for |x0 | \ 10R).
Now we write
F T1(Pmf) Pmg dm=F
B(0, 10R)
+F
R
d0B(0, 10R)
.
The first integral on the right hand side tends to >B(0, 10R) T1(FNf) FNg dm.
The second one tends to >Rd0B(0, 10R) T1(FNf) FNg dm, by an application
of the dominated convergence theorem, because |T1(Pmf)(x0) Pmg(x0)| [
C/|x0 |3n/2 if x0 ¥ Rd0B(0, 10R). L
Proof of Lemma 7.4. From the last lemmas we get
|OT FNf, FNgP| [ C ||f||L2(m) ||g||L2(m).
That is, FgN T FN is bounded on L
2(m), which implies that T is bounded on
L2(m), since F−1N exists and is bounded. L
7.3. The Proof of Lemma 7.5
In next lemma we see some estimates which are only variants of well
known inequalities in the classical setting.
Lemma 7.9. Let j ¥ L1(m) be supported on a cube Q centered at
x0 ¥ supp(m), with > j dm=0. If y ¨ 2Q, then
|Tj(y)| [ C
a(Q)d
a(Qx0, N(y)+10)d |x0−y|n
||j||L1(m). (53)
If k ¥ L1(m) is supported on a cube R centered at y0, and 2Q 5 2R ]”, then
|OTj, kP| [ C
a(Q)d
a(Qx0, N(y0)+11)d |x0−y0 |n
||j||L1(m) ||k||L1(m). (54)
Proof. The first estimate is a direct consequence of the property (2œ)
defining SCZ kernels:
|Tj(y)|=:F (k(y, x)−k(y, x0)) j(x) dm(x): [ Ca(Q)d ||j||L1(m)a(Qx0, N(y)+10)d |x0−y|n .
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We turn our attention to (54):
|OTj, kP| [ F
y ¥ R
Ca(Q)d ||j||L1(m)
a(Qx0, N(y)+10)d |x0−y|n
k(y) dm(y).
So it is enough to check that a(Qx0, N(y0)+11) [ a(Qx0, N(y)+10) for all y ¥ R.
Notice that Qx0, N(y) 5 R ]” and x0 ¨ 2R imply R … 3Qx0, N(y) … Qx0, N(y)−1.
Then, by the definition of N(y0), we deduce N(y0) \N(y)−1, and so
a(Qx0, N(y0)+11) [ a(Qx0, N(y)+10). L
To prove Lemma 7.5, we will change the notation. We set Qi=Qx, i and
Ri=Qy, i for all i. Also, we write j=ux, j and k=uy, k. Thus j is supported
on Qj−2 and k on Rk−2. We denote the centers of these cubes by x0 and y0
respectively. So in the case 2Qj−20 5 2Rk−20=” (that is, (a) in Lemma 7.5),
we have to prove that
|OTj, kP| [
C2−n | j−k|
|x0−y0 |n
min 1 a(Qj−2)a(QN(y0)+11), a(Rk−2)a(RN(x0)+11)2
d/2
, (55)
and if 2Qj−20 5 2Rk−20 ]” (that is, (b) in Lemma 7.5), we have to show
that
|OTj, kP| [
C2−n | j−k|
(a(Qj)+|x0−y0 |)n
qQj−41 (y0)
+
C2−n | j−k|
(a(Rk)+|x0−y0 |)n
qRk−41 (x0). (56)
Proof of (55) for 2Qj−20 5 2Rk−20=”. From (54), we get
|OTj, kP| [
C
|x0−y0 |n
min 1 a(Qj−2)a(QN(y0)+11), a(Rk−2)a(RN(x0)+11)2
d
. (57)
Assume j \ k, for example. We have Qk−19 5 Rk−19=”, because
otherwise Qk−19 … Rk−20, which implies Qj−20 5 Rk−20 ]”. As a conse-
quence, Qk−19 … QN(y0). That is, k−19 \N(y0) —Nx0 (y0). Therefore,
a(QN(y0)+11) \ a(Qk−8), and then,
a(Qj−2)
a(QN(y0)+11)
[ C2−g | j−k|,
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Hence,
min 1 a(Qj−2)a(QN(y0)+11), a(Rk−2)a(RN(x0)+11)2
d
[ (C2−g | j−k|)d/2 min 1 a(Qj−2)a(QN(y0)+11), a(Rk−2)a(RN(x0)+11)2
d/2
.
If we plug this estimate in (57), we obtain (55). L
Proof of (56) in the Case | j−k| > 20, 2Qj−20 5 2Rk−20 ]”. We assume
j > k+20. Then we have 2Qj−19 … Qk−19 … Rk−21. If x0 ¥ Rk, then a(Qk+2) [
a(Qk+1)/10 [ a(Rk)/10, and so Qj−2 … Qk+2 … 2Rk.
If x0 ¨ Rk, then a(Qk+1) [ 4 |x0−y0 | (otherwise Rk … Qk+1, which is not
possible). Therefore a(Qk+3) [ a(Qk+1)/100 [ |x0−y0 |/25. So if we let
m \ 1 be the smallest integer such that x0 ¥ 2mRk, we will have
Qj−2 … Qk+3 … 2m+1Rk 02m−2Rk=: Lm
and
dist(Qj−2, Rd0Lm)) % a(2mRk). (58)
Thus, in any case it is enough to prove that
|OTj, kP| [ C
2−n | j−k|
a(2mRk)n
(59)
(we take m=0 if x0 ¥ Rk).
Notice that if y ¥ Rd0Lm, then Nx0 (y) [ k+3, because Qk+3 … Lm. Then,
by Lemma 7.9 and (58), we have
|Tj(y)| [
Ca(Qj−2)d
a(QNx0 (y)+10)
d |x0−y|n
[
Ca(Qj−2)d
a(Qk+13)d a(2mRk)n
. (60)
Therefore, taking into account ||k||L1(m) % 1, we deduce
|OTj, (1−qLm ) kP| [
Ca(Qj−2)d
a(Qk+13)d a(2mRk)n
[ C
2−n | j−k|
a(2mRk)n
. (61)
We have to prove that (59) holds for k qLm . Since T
g1 — 0, we have
OTj, k qLmP=OTj, (k−k(x0)) qLmP−k(x0) OTj, qRd0LmP=A+B.
(62)
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By the first inequality in (60) and by estimates similar to the ones of (47)
we get
|OTj, qRd0LmP| [ C
a(Qj−2)d
a(Qk+13)d
.
Since
||k qLm ||L.(m) [
C
a(2mRk)n
, (63)
we obtain
|B| [ C
a(Qj−2)d
a(Qk+13)d a(2mRk)n
[ C
2−n | j−k|
a(2mRk)n
. (64)
Now we will estimate the term A in (62). We consider a bump function w
such that qQj−11 [ w [ q2Qj−11 , with |wŒ| [ C/a(Qj−11). We write
A=OTj, (k−k(x0))(qLm −w
2)P+OTj, (k−k(x0)) w2P=A1+A2. (65)
Since > j dm=0, the term |A1 | is bounded above by
F
y ¥ Lm 0Qj−11
F
x ¥ Qj−2
C |x−x0 |d |j(x)|
a(QN(y)+10)d |y−x0 |n
|k(y)−k(x0)| dm(x) dm(y)
[ C a(Qj−2)d F
y ¥ Lm 0Qj−11
1
a(QN(y)+10)d |y−x0 |n
|k(y)−k(x0)| dm(y).
(66)
Recall that, by Lemma 5.2,
|k(y)−k(x)| [ C
|y−x|
a(Qk)
·
1
a(2mRk)n
(67)
if y, x ¥ Lm 5 Qk. To plug this estimate (with x=x0) into (66), we need to
split the integral in (66) into two pieces:
|A1 | [ C a(Qj−2)d 1F
y ¥ (Lm 5 Qk)0Qj−11
+F
y ¥ Lm 0Qk
2=A1, 1+A1, 2.
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We consider the term A1, 1 first. Using (67), we obtain
A1, 1 [
C a(Qj−2)d
a(Qk) a(2mRk)n
F
y ¥ Qk 02Qj−11
1
a(QN(y)+10)d |y−x0 |n−1
dm(y)
[
C a(Qj−2)d
a(Qk) a(2mRk)n
C
j−12
h=k
F
y ¥ Qh 0Qh+1
a(Qh)
a(Qh+10)d |y−x0 |n
dm(y)
[
C
a(2mRk)n
C
j−12
h=k
a(Qj−2)d
a(Qh+10)d
a(Qh)
a(Qk)
=:
C
a(2mRk)n
S. (68)
Now we split the sum S into two pieces. For the indexes h which are close
to k, that is |h−k| [ |(j−12)−k|/2, we have
a(Qj−2)
a(Qh+10)
[ C2−g | j−h| [ C2−g | j−k|/2.
Thus,
C
(k+j−12)/2
h=k
a(Qj−2)d
a(Qh+10)d
a(Qh)
a(Qk)
[ C2−n | j−k| C
.
h=k
a(Qh)
a(Qk)
[ C2−n | j−k|.
For the other indexes h (the ones which are close to j−12), we have
a(Qh)
a(Qk)
[ C2−g |k−h| [ C2−g | j−k|/2,
and then
C
j−12
h=(k+j−12)/2
a(Qj−2)d
a(Qh+10)d
a(Qh)
a(Qk)
[ C2−n | j−k| C
j−12
h=−.
a(Qj−2)d
a(Qh+10)d
[ C2−n | j−k|.
Therefore, S [ C2−n | j−k|, and so
A1, 1 [ C
2−n | j−k|
a(2mRk)n
. (69)
Let us consider A1, 2 now. Using (63) we get
A1, 2=C a(Qj−2)d F
y ¥ Lm 0Qk
|k(y)−k(x0)|
a(QN(y)+10)d |y−x0 |n
dm(y)
[ C
a(Qj−2)d
a(Qk+10)d a(2mRk)n
F
y ¥ Lm 0Qk
1
|y−x0 |n
dm(y)
[ C
2−n | j−k|
a(2mRk)n
(1+d(Qk, 2Rk−21)) [ C
2−n | j−k|
a(2mRk)n
. (70)
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It only remains to estimate the term A2 in (65). As in [3], we introduce
the term A −2=OT(j (k−k(x0)) w), wP. First we will estimate the difference
|A2−A
−
2 |, and later A
−
2.
We write k0=(k−k(x0)) w, and then we have
A2−A
−
2=FF(k0(y)−k0(x)) k(x, y) j(x) w(y) dm(x) dm(y).
because of the commutation lemma of Meyer. Thus
|A2−A
−
2 | [ C ||k0 ||lip1FF
1
|x−y|n−1
|j(x)| w(y) dm(x) dm(y).
Since >2Qj−11 |x−y|1−n dm(x) [ C a(Qj−11) for any y ¥ 2Qj−11, we obtain
|A2−A
−
2 | [ C ||k0 ||lip1 a(Qj−11) F |j(x)| dm(x) [ C ||k0 ||lip1 a(Qj−11).
For x, y ¥ 2Qj−11 … Qk, (67) holds, and so
||k0 ||lip1 [ ||w||. ||k−k(x0)||lip1, 2Qj−11+||w||lip1 ||k−k(x0)||.
[
C
a(Qk) a(2mRk)n
.
So we get
|A2−A
−
2 | [ C
a(Qj−11)
a(Qk) a(2mRk)n
[ C
2−n | j−k|
a(2mRk)n
. (71)
Finally we have to deal with A −2. Let Q˜j−11 be a cube with thin bound-
aries, concentric with Qj−11, such that Qj−11 … Q˜j−11 … 1110 Qj−11. We write
A −2=Oj k0, T
g(qQ˜j−11 )P+Oj k0, T
g(w−qQ˜j−11 )P. (72)
Since Tg is bounded on LpŒ(m) over characteristic functions of cubes with
thin boundaries for p=2, and for p=n/(n−1) in the case n > 1, the first
term on the right is bounded above by C ||j k0 ||Lp(m) m(4Qj−11)1/pŒ. For the
last term of (72), notice that
dist(supp(jk0), supp(w−qQ˜j−11 )) \ C
−1a(Qj−11).
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Thus, |Tg(w−qQ˜j−11 )(x)| [ C for x ¥ supp(jk0), and then we also get
|Oj k0, Tg(w−qQ˜j−11 )P| [ C ||j k0 ||Lp(m) m(4Qj−2)
1/pŒ.
Hence, |A −2 | [ C ||j k0 ||Lp(m) m(4Qj−11)1/pŒ.
Now we can estimate the Lp(m) norm of j k0 using (67):
||j k0 ||
p
Lp(m) [ F
Qj−2
5 |x−x0 |
(a(Qj)+|x−x0 |)n a(Qk) a(2mRk)n
6p dm(x)
[
C
[a(Qk) a(2mRk)n]p
1F
Qj
1
a(Qj) (n−1) p
dm(x)
+F
Qj−2 0Qj
1
|x−x0 | (n−1) p
dm(x)2 . (73)
If n > 1, we choose p=n/(n−1), and we get
||j k0 ||Lp(m) [
C
a(Qk) a(2mRk)n
.
Therefore, we have
|A −2 | [ C
a(Qj−11)n/pŒ
a(Qk) a(2mRk)n
=C
a(Qj−11)
a(Qk) a(2mRk)n
[ C
2−n | j−k|
a(2mRk)n
. (74)
If n [ 1, we take p=2, and from (73) we obtain
||j k0 ||L2(m) [ C
a(Qj−2)1−n/2
a(Qk) a(2mRk)n
.
Then we also have
|A −2 | [ C
a(Qj−11)
a(Qk) a(2mRk)n
[ C
2−n | j−k|
a(2mRk)n
. (75)
From (61), (64), (69), (70), (71), (74), and (75) we obtain (59). L
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Proof of (56) in the Case | j−k| [ 20, 2Qj−20 5 2Rk−20 ]”. Observe
that in this case, since | j−k| [ 20, then Qj−20 … Rk−41 and Rk−20 … Qj−41.
Assume first that 10Qj 5 10Rk=”. We denote d=|x0−y0 | and A=
Qj−41 0B(y0, d/4). Notice that d % dist(Qj, Rk). We will show that
|OTj, kP| [
C
dn
, (76)
which implies (56).
Let wA be a C1 function such that 0 [ wA [ 1, wA — 1 on A, wA — 0 on
Rd0Ud/20(A) (where Ue(A) is the e-neighborhood of A), with |w −A | [ C/d.
We split OTj, kP as
OTj, kP=OTj, kwAP+OTj, k(1−wA)P=I+J. (77)
First we will estimate I. Observe that
|k wA | [
C
dn
(78)
(this inequality will be basic in our arguments). Let us consider the term
IŒ=OT(j k wA), q9Qj−41P. Using the commutation lemma of Meyer, we get
|I−IŒ|=|OTj, kwAq9Qj−41P−OT(j k wA), q9Qj−41P|
[ FF C
|x−y|n
|j(x)| |k(x) wA(x)−k(y) wA(y)| q9Qj−41 (y) dm(x) dm(y)
=F
x
F
y ¥ 9Qj−41 5 Qx, k+1
+F
x
F
y ¥ 9Qj−41 0Qx, k+1
=H1+H2.
Let us consider the integral H1:
H1 [ C F |j(x)| ||kwA ||lip1, Qx, k+1 F
y ¥ Qx, k+1
1
|x−y|n−1
dm(y) dm(x)
[ C F |j(x)| ||kwA ||lip1, Qx, k+1 a(Qx, k+1) dm(x).
By Lemma 5.2, we have ||k||lip1, Qx, k+1 [ C/(a(Qx, k) dn), and so
||kwA ||lip1, Qx, k+1 [ ||k||lip1, Qx, k+1+||k|A||. ||wA ||lip1 [
C
a(Qx, k) dn
+
C
dn+1
.
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Since a(Qx, k+1) [ 10d (otherwise Qx, k+1 ‡ Rk, which is not possible), we
obtain
H1 [
C
dn
F |j(x)| dm(x) [ C
dn
.
Let us turn our attention to H2. From (78) we get
H2 [
C
dn
F |j(x)| F
y ¥ 9Qj−41 0Qx, k+1
1
|x−y|n
dm(y) dm(x)
[
C
dn
F |j(x)| d(Qx, k+1, 9Qj−41) dm(x) [
C
dn
.
Now we will estimate IŒ. For each i \ 1, we let 3 iQj6 be a cube with
thin boundaries, concentric with Qj, such that 3 iQj6 … 11103
iQj. We consider
the annulus Ci=3 iQj 03 i−1Qj and its neighborhood C˜i=3 i+1Qj6 03 i−2Qj6 .
We also set C0=Qj and C˜0=3Qj6 . We denote by N0 the least integer such
that 9Qj−41 … 3N0Qj. Then we have
IŒ=C
N0
i=0
OT(jkwAqCi ), q9Qj−41P
=C
N0
i=0
OT(jkwAqCi ), q9Qj−41 5 C˜iP+C
N0
i=0
OT(jkwAqCi ), q9Qj−41 0 C˜iP
=C
N0
i=0
I −1, i+C
N0
i=0
I −2, i.
From the L2(m) boundedness of Tg over characteristic functions of cubes
with thin boundaries (as shown in Lemma 7.3) we get
|I −1, i | [ C ||jkwAqCi ||L2(m) m(3
i+2Qj)1/2 [
C
dn
||jqCi ||L2(m) m(3
i+2Qj)1/2.
Since ||jqCi ||L2(m) [ Cm(Ci)
1/2/a(3 iQj)n, we obtain
C
N0
i=0
|I −1, i | [
C
dn
C
N0
i=0
m(3 i+2Qj)
a(3 iQj)n
[
C
dn
(C+d(Qj, 9Qj−41)) [
C
dn
.
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Let us consider the terms I −2, i. For y ¨ C˜i we have
|T(jkwAqCi )(y)| [
C
(|y−x0 |+a(Qj))n
||jkwAqCi )||L1(m)
[
C
(|y−x0 |+a(Qj))n dn
||jqCi ||L1(m).
Therefore
|I −2, i | [
C ||jqCi ||L1(m)
dn
F
9Qj−41
1
(|y−x0 |+a(Qj))n
dm(y)
[
C ||jqCi ||L1(m)
dn
,
and so ;N0i=0 |I −2, i | [ C/dn. Thus we have shown that |I| [ C/dn.
Now we have to consider the term J of (77). We take B=
Rk−41 0B(x0, d/4), and we let wB be a C1 function such that 0 [ wB [ 1,
wB — 1 on B, wB — 0 on Rd0Ud/20(B), and |w −B | [ C/d. We write
J=OT(jwB), k (1−wA)P+OT(j (1−wB)), k (1−wA)P=J1+J2.
Now we have |j wB | [ C/dn. So the estimates for the term J1 are analogous
to the ones for the term I of (77). We only have to interchange the roles of
kwA and jwB, T and Tg, etc., and then we will get |J1 | [ C/dn too. The
details are left to the reader.
Finally, we only have to deal with the term J2. The estimates for this case
are straightforward. Since
dist(supp(k(1−wA)), supp(j(1−wB))) \ C−1 d,
for x ¥ supp(k(1−wA)) we obtain
|T(j(1−wB))(x)| [
C
dn
||j(1−wB))||L1(m) [
C
dn
.
Thus |J2 | [ C ||k(1−wA))||L1(m)/dn [ C/dn. Therefore, (76) holds if 10Qj 5
10Rk=”.
The case 10Qj 5 10Rk ]” is simpler. Assume for example a(Qj) [
a(Rk). Then it is enough to show that
|OTj, kP| [
C
a(Rk)n
. (79)
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Notice that we have ||k||L.(m) [ C/a(Rk)n. Then in this case it is not neces-
sary to split OTj, kP into two terms I and J as in (76). Estimates similar to
the ones used for the term I will yield (79). We omit the detailed arguments
again. L
8. THE PARAPRODUCT
Recall that in Section 2 we have defined FN=;k ¥ Z DNk Dk and in
Lemma 6.1 we have shown that FN Q I as NQ. in the operator norm of
L2(m), and so FN is invertible in L2(m) for N big enough. We will obtain
analogous results for FN on Lp(m), 1 < p <., and RBMO(m). We need the
following lemma.
Lemma 8.1. If T is an HCZO bounded on L2(m) with T(1)=0, then T
can be extended boundedly from RBMO(m) into RBMO(m).
In [17, Theorem 2.11] it is shown that if T is a CZO which is bounded
on L2(m), then it is also bounded from L.(m) into RBMO(m). A small
modification of these arguments yields the result stated in Lemma 8.1, as in
the usual doubling case (see [3, Lemma 2.7], for example).
Definition 8.1. Let T be an HCZO bounded on L2(m). We define the
HCZO norm of T as ||T||HCZO :=||T||2, 2+C1+C
−
2, where C1 and C
−
2 are the
best constants that appear in the conditions (1) and (2Œ) defining a HCZ
kernel. Moreover, we say that a sequence of linear operators {Tk}k
converges to some linear operator T in HCZO norm if ||T−Tk ||HCZO Q 0 as
kQ..
Lemma 8.2. The operator FN tends to I in HCZO norm as NQ..
Moreover, FN can be extended boundedly on Lp(m), 1 < p <., and from
RBMO(m) into RBMO(m). For N big enough it is invertible in Lp(m) (with N
depending on p) and in RBMO(m).
Proof. Notice that we only have to show that I−FN is an HCZO such
that ||I−FN ||HCZO Q 0 as NQ., by Lemma 8.1 and the fact that HCZO’s
are bounded on Lp(m) (see [10], and also [18] for a different proof).
We have already seen in Lemma 6.1 that FN Q I as NQ. in the
operator norm of L2(m). Thus it only remains to see that I−FN is an
HCZO and that the constants C1 and C
−
2 for I−FN in Definition 7.2 tend
to 0 as NQ.. Recall that I−FN=; |k| > N Ek, where Ek=;j ¥ Z Dj+k Dj.
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First we deal with the inequality (1) in Definition 7.2. In (34) we have
shown that if k \ 2, then the kernel Kj+k, j(x, y) of Dj+k Dj satisfies
|Kj+k, j(x, y)| [ C2−gk
1
(a(Qx, j)+a(Qy, j)+|x−y|)n
. (80)
Moreover, just below (34) we have seen that Kj+k, j(x, y)=0 if y ¨ Qx, j−3 or
x ¨ Qy, j−3. For x, y ¥ supp(m), x ] y, let j0 be the largest integer such that
y ¥ Qx, j0 . Since y ¨ Qx, j0+h for h \ 1, we get Kj+k, j(x, y)=0 if j \ j0+4.
Taking into account that for j [ j0 we have |x−y| [ C a(Qx, j0 ) [
C2−g | j− j0| a(Qx, j), from (80) it easily follows that
C
j ¥ Z
|Kj+k, j(x, y)| [ C2−g |k|
1
|x−y|n
.
An analogous estimate can be obtained for k [ −2. Thus the kernel
KN(x, y) of I−FN satisfies
|KN(x, y)| [ C2−gN
1
|x−y|n
. (81)
Now we have to show that the constant C −2 in Definition 7.2 corre-
sponding to the kernel of I−FN tends to 0 as NQ.. First we will deal
with the term Ij, k :=|Kj+k, j(x, y)−Kj+k, j(xŒ, y)|, assuming k \N \ 10. Let
h0 be the largest integer such that xŒ ¥ Qx, h0 . Using (81) it is easy to check
that
C
k \N
C
j ¥ Z
F
y ¥ Qx, h0 −10 0B(x, 2 |x−xŒ|)
Ij, k dm(y) [ C2−gN.
So we only have to estimate the integral >Rd0Qx, h0 −10Ij, k dm(y). Notice that
suppKj+k, j(x, · ) …Qx, j−3 and suppKj+k, j(xŒ, · ) …QxŒ, j−3 …Qx, j−4 2Qx, h0 −10,
and so supp(Ij, k) … Qx, j−4 2 Qx, h0 −10. Thus we may assume j−4 [ h0−10.
Let us consider the case j+k > h0, that is, xŒ ¨ Qx, j+k. By (35) and (36) we
obtain
C
k \N
C
j: j−4 [ h0 −10
j > h0 −k
F Ij, k dm(y) [ C C
k \N
2−gk (14+k) [ C2−gN/2.
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Assume now j+k [ h0, that is xŒ ¥ Qx, j+k (and k \N \ 10 too). Observe
that
Kj+k, j(x, y)−Kj+k, j(xŒ, y)
=F (dj+k(x, z)−dj+k(xŒ, z)) dj(z, y) dm(z)
=F (dj+k(x, z)−dj+k(xŒ, z)) (dj(z, y)−dj(x, y)) dm(z). (82)
It is easily checked that the integrand above is null unless z ¥ Qx, j+k−3.
Since xŒ ¥ Qx, j+k, we have
|dj+k(x, z)−dj+k(xŒ, z)| [ C
|x−xŒ|
a(Qx, j+k)
·
1
(a(Qx, j+k)+|x−z|)n
.
Also, for z ¥ Qx, j+k−3 … Qx, j,
|dj(z, y)−dj(x, y)| [ C
|x−z|
a(Qx, j)
·
1
(a(Qx, j)+|x−y|)n
. (83)
Therefore,
Ij, k [ C
|x−xŒ| a(Qx, j+k−3)
a(Qx, j) a(Qx, j+k)(a(Qx, j)+|x−y|)n
×F
z ¥ Qx, j+k−3
1
(a(Qx, j+k)+|x−z|)n
dm(z)
[ C
|x−xŒ| a(Qx, j+k−3)
a(Qx, j) a(Qx, j+k)(a(Qx, j)+|x−y|)n
.
Using a(Qx, j+k−3)/a(Qx, j) [ C2−gk, we obtain
F Ij, k dm(y) [ C2−gk
|x−xŒ|
a(Qx, j+k)
F
Qx, j−4
1
(a(Qx, j)+|x−y|)n
dm(y)
[ C2−gk
|x−xŒ|
a(Qx, j+k)
.
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Thus we get
C
k \N
C
j: j+k [ h0
F |Kj+k, j(x, y)−Kj+k, j(xŒ, y)| dm(y)
[ C C
k \N
2−gk C
j: j+k [ h0
a(Qx, h0 )
a(Qx, j+k)
[ C C
k \N
2−gk [ C2−gN.
Let us consider the term Jj, k :=|Kj+k, j(y, x)−Kj+k, j(y, xŒ)| now. As in
the case of the term Ij, k, we have
C
k \N
C
j ¥ Z
F
y ¥ Qx, h0 −10 0B(x, 2 |x−xŒ|)
Jj, k dm(y) [ C2−gN,
and we only have to consider the integral >Rd0Qx, h0 −10 Jj, k dm(y). Moreover,
it is easily seen that we also have supp(Jj, k) … Qx, j−4 2 Qx, h0 −10 in this case.
Thus we may assume j−4 [ h0 again. Operating as above, by (35) and (36)
we obtain
C
k \N
C
j: j−4 [ h0 −10
j > h0 −k
F Jj, k dm(y) [ C2−gN/2.
Suppose now that j+k [ h0, that is, xŒ ¥ Qx, j+k. We have
Jj, k [ F |dj+k(y, z) (dj(z, x)−dj(z, xŒ))| dm(z).
Since xŒ ¥ Qx, h0 … Qx, j, we have
|dj(z, x)−dj(z, xŒ)| [ C
|x−xŒ|
a(Qx, j)
·
1
(a(Qx, j)+|x−z|)n
.
Thus
Jj, k [ C
|x−xŒ|
a(Qx, j)
F
z ¥ Qx, j−4
|dj+k(y, z)|
1
(a(Qx, j)+|x−z|)n
dm(z)
[ C
|x−xŒ|
a(Qx, j)
1F
z ¥ Qx, j−4
|y−z| [ |x−y|/2
+F
z ¥ Qx, j−4
|y−z| > |x−y|/2
2=J1j, k+J2j, k
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Let us estimate J1j, k:
J1j, k [ C
|x−xŒ|
a(Qx, j)
F |dj+k(y, z)|
1
(a(Qx, j)+|x−y|)n
dm(z)
[ C
|x−xŒ|
a(Qx, j)
·
1
(a(Qx, j)+|x−y|)n
.
We consider J2j, k now. On the one hand we have
J2j, k [ C
|x−xŒ|
a(Qx, j)
F
z ¥ Qx, j−4
1
|x−y|n
·
1
(a(Qx, j)+|x−z|)n
dm(z)
[ C
|x−xŒ|
a(Qx, j) |x−y|n
.
On the other hand,
J2j, k [ C
|x−xŒ|
a(Qx, j)
F |dj+k(y, z)|
1
a(Qx, j)n
dm(z) [ C
|x−xŒ|
a(Qx, j)n+1
.
Thus we have
J2j, k [ C
|x−xŒ|
a(Qx, j)
·
1
(a(Qx, j)+|x−y|)n
in any case. Therefore,
F Jj, k dm(y) [ C
|x−xŒ|
a(Qx, j)
F
y ¥ Qx, j−4
1
(a(Qx, j)+|x−y|)n
dm(y) [ C
a(Qx, h0 )
a(Qx, j)
,
and so
C
k \N
C
j: j+k [ h0
F |Kj+k, j(y, x)−Kj+k, j(y, xŒ)| dm(y)
[ C C
k \N
C
j: j+k [ h0
a(Qx, h0 )
a(Qx, j)
[ C C
k \N
C
j: j+k [ h0
a(Qx, j+k)1/2
a(Qx, j)1/2
·
a(Qx, h0 )1/2
a(Qx, j)1/2
[ C C
k \N
2−gk/2 [ C2−gN/2.
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When k is negative (k [ −N), we have analogous estimates. As a
consequence, the kernel of I−FN satisfies Hörmander’s condition with
constant C −2 [ C2−gN/2, and we are done. L
In order to prove the T(1) theorem in the general case, we will introduce
a paraproduct. Given a fixed function b ¥ RBMO(m), we denote by PNk, b the
operator of pointwise multiplication by DNk F
−1
N (b). Then, for each positive
integer m, we set
Um, b= C
m
k=−m
Dk P
N
k, b Sk.
We will show that the operators Um, b are bounded on L2(m) uniformly on
m. A weak limit Ub of the sequence {Um, b}m \ 1 will be our required
paraproduct, which will satisfy Ub(1)=b and U
g
b (1)=0.
Before dealing with the L2(m) boundedness of the operators Um, b, we
need a suitable discrete version of Carleson’s imbedding theorem. Given
E … Rd, we denote
E˜={(x, k) ¥ E×Z : (Qx, k)° … E}.
Our discrete version of Carleson’s result is the following:
Lemma 8.3. For each k ¥ Z let ak( · ) be some non-negative function and
let nk be the measure given by dnk=ak dm. We denote n=;k ¥ Z n¯k, where n¯k
stands for the measure nk ‘‘transported’’ to R
d×{k} (that is, for A … Rd×Z,
n¯k(A)=nk{x: (x, k) ¥ A}). If
C
.
j=k−2
nj(Q) [ C11 m(Q) (84)
for any doubling cube Q of the kth generation, then we have
(a) If E … Rd is open, then n(E˜) [ CC11 m(E).
(b) For all f ¥ L2(m),
C
k ¥ Z
||Skf||
2
L2(nk) [ CC11 ||f||
2
L2(m).
Proof. Let us see that (a) holds. We may assume that E is bounded.
For each x ¥ E we choose the biggest cube Qx, k … E (i.e., with k minimal).
By Besicovitch’s covering theorem, there exists a family cubes Qxi, ki with
finite overlap such that E=1i Qxi, ki . Therefore we have
E˜=0
i
(Qxi, ki ×Z) 5 E˜. (85)
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Observe also that if (x, k) ¥ (Qxi, ki ×Z) 5 E˜, then k > ki−3. Otherwise
(Qx, ki −3)° … E, and since x ¥ Qxi, ki … Qxi, ki −1, then
Qxi, ki −1 … Qx, ki −2 … (Qx, ki −3)° … E,
which contradicts the maximality of Qxi, ki . Therefore we get
n((Qxi, ki ×Z) 5 E˜)=n((Qxi, ki ×[ki−2,+.)) 5 E˜)
[ C
+.
j=ki −2
nj(Qxi, ki ) [ C11 m(Qxi, ki ).
By (85) and the finite overlap of the cubes m(Qxi, ki ), (a) follows.
Let us prove (b) now. We have
C
k
F |Skf(x)|2 dnk(x)=F |Skf(x)|2 dn(x, k)
=2 F.
0
ln{(x, k): |Skf(x)| > l} dl.
We consider the maximal operator
MSf(x)= sup
z, k : x ¥ (Qz, k)°
|Skf(z)|.
This operator is bounded on L2(m) (see Remark 8.1 below). We set
El={x ¥ Rd : MSf(x) > l}. Then we have
{(x, k): |Skf(x)| > l} … El6 .
By (a) we obtain
C
k
F |Skf(x)|2 dnk(x) [ C F
.
0
ln(El6 ) dl
[ CC11 F
.
0
lm(El) dl
[ CC11 FMSf(x)2 dm(x) [ CC11 ||f||2L2(m),
and we are done. L
Remark 8.1. Consider the following non centered maximal operator
M(2)f(x)= sup
Q: x ¥ Q
1
m(2Q)
F
Q
|f(x)| dm(x).
110 XAVIER TOLSA
This operator is bounded on Lp(m), 1 < p [., and of weak type (1, 1) (see
[17, Sect. 6]).
It is not difficult to check that MSf(x) [ CM(2)f(x) for all x ¥ supp(m).
Indeed, assume x ¥ Qz, k for some z ¥ supp(m), k ¥ Z, and let N0 be the
smallest integer such that Qz, k−1 … 2N0Qz, k. We have
|Skf(z)| [ 1F
Qz, k
+C
N0
j=1
F
2jQz, k 02
j−1Qz, k
2 sk(z, y) |f(y)| dm(y)
[
C
a(Qz, k)n
F
Qz, k
|f| dm+C
N0
j=1
C
a(2 jQz, k)n
F
2jQz, k
|f| dm
[ CM(2)f(x)+C C
N0
j=1
m(2 j+1Qz, k)
a(2 j+1Qz, k)n
M(2)f(x)
[ C(1+d(Qz, k, 2N0+1Qz, k)) M(2)f(x) [ CM(2)f(x).
Lemma 8.4. If g ¥ RBMO(m) and f ¥ L2(m), then
C
k ¥ Z
||(DNk g) ·Skf||
2
L2(m) [ C ||g||
2
g ||f||
2
L2(m).
Proof. By Corollary 6.2 and the subsequent remark in (43), since
g ¥ RBMO(m), we have
C
.
j=k−2
||DNj g||
2
L2(m | Q) [ C ||g||
2
g m(Q),
for any doubling cube Q of the kth generation. Therefore, the lemma
follows from (b) in the preceding lemma taking ak :=(D
N
k g)
2. L
As a direct consequence of the previous results we get:
Lemma 8.5. Given b ¥ RBMO(m), the operators Um, b are bounded on
L2(m) uniformly on m.
Proof. By Lemmas 8.4 and 8.2, for f, g ¥ L2(m) we have
|OUm, bf, gP| [C
k
|OPNk, bSkf, DkgP|
[ 1C
k
||(DNk F
−1
N (b)) ·Skf||
2
L2(m)
21/2 1C
k
||Dkg||
2
L2(m)
21/2
[ C ||f||L2(m) ||F−1N b||g ||g||L2(m) [ C ||f||L2(m) ||b||g ||g||L2(m). L
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In the following lemma we obtain some estimates for the kernels of Um, b,
m ¥ Z.
Lemma 8.6. Given b ¥ RBMO(m), there are constants C12, C13 such that,
for each m, the kernel um(x, y) of Um, b satisfies the following properties:
(1) |um(x, y)| [ C12/|x−y|n if x ] y.
(2) Let x, xŒ ¥ supp(m) with xŒ ¥ Qx, h. Let y ¥ supp(m) be such that
y ¥ Qx, j 0Qx, j+1 for some j [ h−10. Then,
|um(x, y)−um(xŒ, y)|+|um(y, x)−um(y, xŒ)| [ C13
|x−xŒ|
a(Qx, j+4) |x−y|n
.
So, um(x, y) is an SCZ kernel.
The constants C12, C13 above are independent of m.
Let us remark that we have not been able to show that Um, b is a CZO.
This is why we have had to introduce SCZOs in Section 7, and to prove
Lemma 7.4 for SCZOs, not only for CZOs.
Proof of Lemma 8.6. Let uk(x, y) be the kernel of Dk P
N
k, b Sk. Observe
that
uk(x, y)=F dk(x, z) ak(z) sk(z, y) dm(z),
where ak=D
N
k F
−1
N (b). Since F
−1
N (b) ¥ RBMO(m), it follows that ak ¥ L.(m),
with ||ak ||L.(m) [ C ||b||g (the details are left to the reader).
Let us see that um(x, y) satisfies condition (1). Take x, y ¥ supp(m) and
let j ¥ Z be such that y ¥ Qx, j 0Qx, j+1. For any k ¥ Z, we have
|uk(x, y)| [ C F |dk(x, z) sk(z, y)| dm(z)
=C F
|x−z| > |x−y|/2
+C F
|x−z| [ |x−y|/2
[
C
(a(Qx, k)+|x−y|)n
+
C
(a(Qy, k)+|x−y|)n
.
Let us remark that the constant C above equals C ||b||g. Since a(Qx, k+1) [
C(|x−y|+a(Qy, k), we get
|uk(x, y)| [
C
(a(Qx, k+1)+|x−y|)n
.
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It is not difficult to check that supp uk(x, · ) … Qx, k−3. Thus we have
|um(x, y)| [ C
k [ j+3
C
(a(Qx, k+1)+|x−y|)n
[
C
|x−y|n
.
Now we will show that condition (2) of the lemma is also satisfied. First
we will deal with the term |um(x, y)−um(xŒ, y)|. We have
I :=|uk(x, y)−uk(xŒ, y)| [ C F |(dk(x, z)−dk(xŒ, z)) sk(z, y)| dm(z).
It is easily seen that QxŒ, k−3 … Qx, k−4 2 Qx, h−10. Thus
supp(uk(x, · )−uk(xŒ, · )) … Qx, k−3 2 QxŒ, k−3 … Qx, k−4 2 Qx, h−10.
Since y ¥ Qx, j 0Qx, j+1 with j [ h−10, we only have to estimate I for
k−4 [ j. Now, notice that xŒ ¥ Qx, h … Qx, k because h \ j+10 > k, and so
|dk(x, z)−dk(xŒ, z)| [ C
|x−xŒ|
a(Qx, k)
·
1
(a(Qx, k)+|x−z|)n
.
Therefore,
I [ C
|x−xŒ|
a(Qx, k)
F
z ¥ Qx, k−3
1
(a(Qx, k)+|x−z|)n
|sk(z, y)| dm(z)
=C
|x−xŒ|
a(Qx, k)
1F
z ¥ Qx, k−3
|x−z| [ |x−y|/2
+F
z ¥ Qx, k−3
|x−z| > |x−y|/2
2
[ C
|x−xŒ|
a(Qx, k)
·
1
(a(Qx, k)+|x−y|)n
.
We derive
|um(x, y)−um(xŒ, y)| [ C C
k [ j+4
|x−xŒ|
a(Qx, k)
·
1
(a(Qx, k)+|x−y|)n
[ C
|x−xŒ|
a(Qx, j+4) |x−y|n
.
The estimates for the term |um(y, x)−um(y, xŒ)| are similar. L
Remark 8.2. It is easily seen that the kernels um(x, y) converge uni-
formly on compact subsets of Rd×Rd0{x=y}. Then we deduce that the
operator Ub obtained as a weak limit of {Um, b}m as mQ. is also an SCZO
NON-DOUBLING MEASURES 113
continuous in L2(m), and the estimates in the preceding lemma also hold
for its kernel ub(x, y). We have
Ubf(x)=F ub(x, y) f(y) dm(y)
for f ¥ L1(m) 5 L2(m) and x ¨ supp(f).
Now we can finish the proof of the T(1) theorem in the general case.
Proof of Theorem 1.1. We only have to prove that the operators T˜e are
bounded uniformly on e > 0. For a fixed e > 0, we denote b1 :=T˜e(1) and
b2 :=T˜
g
e (1). Since b1, b2 ¥ BMOr(m) and T˜e is weakly bounded, from
Lemma 7.3 it follows that b1, b2 ¥ RBMO(m). It is straightforward to check
that Ugb1 (1)=U
g
b2 (1)=0. We also have Ubi (1)=bi, i=1, 2. Indeed,
Um, bi (1)= C
m
k=−m
Dk P
N
k, bi Sk(1)= C
m
k=−m
DkD
N
k F
−1
N (bi).
Because of Lemma 6.1, the operator ;mk=−m DkDNk converges strongly to
FN in L2(m) as mQ+.. With estimates analogous to the ones in Lemma
8.6, it can be seen that ;mk=−m DkDNk is an HCZO, and taking into account
that ;mk=−m DkDNk (1)=0, it follows that this operator is bounded on
RBMO(m) uniformly on m. Arguing as in [3, Lemma 2.9], it can be shown
that for any function g bounded with compact support and any
f ¥ RBMO(m),
lim
mQ+.
7 Cm
k=−m
DkD
N
k (f), g8=OFN(f), gP.
As in [3], this implies Ubi (1)=bi.
Now it only remains to apply the version of the T(1) theorem stated in
Lemma 7.4 to the operator S=T˜e−Ub1 −U
g
b2 . This is an SCZO because its
kernel is an SCZ kernel, and we consider the decomposition S=S1+S2,
with S1=T˜e (which has bounded kernel) and S2=−Ub1 −U
g
b2 (which is
bounded on L2(m)). Also, S(1)=Sg(1)=0. Moreover, S and Sg satisfy the
commutation lemma of Meyer. Indeed, the identity (50) holds for S1 and
Sg1 due to the fact that they are integral operators, with (48) valid for all
x ¥ Rd. All the terms involved in (50) are defined by absolutely convergent
integrals.
Let us check that S2, S
g
2 ¥ CLM too. Let j, k, w ¥ L.(m) be compactly
supported, with k Lipschitz. For each m ¥ Z we have
OUm, b1j, kwP−OUm, b1 (jk), wP
=F umb1 (x, y)(k(y)−k(x)) j(x) w(y) dm(x) dm(y), (86)
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since by definition
Um, b1 f(x)=F umb1 (x, y) f(y) dm(y)
for all x ¥ Rd, for f ¥ L1(m) 5 Lp(m), 1 [ p [.. Because of the weak con-
vergence, OUm, b1j, kwPQ OUb1j, kwP and OUm, b1 (jk), wPQ OUb1 (jk), wP
as mQ.. On the other hand, using that k is Lipschitz and the uniform
(on m) estimates for the kernels umb1 (x, y), we get
|umb1 (x, y)(k(y)−k(x)) j(x) w(y)| [ C
|j(x) w(y)|
|x−y|n−1
.
It is easy to check that
F |j(x) w(y)|
|x−y|n−1
dm(x) dm(y) <..
Then, by dominated convergence, the integral on the right of (86) tends to
F ub1 (x, y)(k(y)−k(x)) j(x) w(y) dm(x) dm(y).
Therefore, Ub1 ¥ CLM. In an analogous way, we deduce that U
g
b1 , Ub2 ,
Ugb2 ¥ CLM, which implies S2, S
g
2 ¥ CLM.
Of course, S and Sg are bounded on Lp(m), 1 < p <., over characteris-
tic functions of cubes with thin boundaries, by Lemma 7.3 and the
L2(m) boundedness of the paraproduct. So S fulfills all the hypotheses of
Lemma 7.4. As a consequence, it is bounded on L2(m). Thus T˜e is also
bounded on L2(m), with norm independent of e. L
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