Abstract. Let q be a prime with primitive root 2. We show that (a) if (p i )
Introduction
For integers a, b with a ≥ 1, a sequence of primes (p k ) λ−1 k=0 such that p i = ap i−1 +b for all 1 ≤ i ≤ λ − 1 is called a prime chain of length λ based on the pair (a, b). The value of p k is given by
(a − 1) .
Cunningham [2] studied two specific types of prime chains, namely when (a, b) = (2, +1), which are now called Cunningham chains of the first kind, abbreviated C 1 , and when (a, b) = (2, −1), which are called Cunningham chains of the second kind, abbreviated C 2 .
We identify the following theorem which has ramifications on the maximum length of a prime chain. It is a simple corollary of Fermat's Little Theorem. Moser [9] once posed Theorem 1.1, with a, b ≥ 1, as an exercise. A proof is also given by Löh [8] . Theorem 1.1. Let (p k ) k≥0 be an infinite sequence for which p i = ap i−1 + b for all i ≥ 1. Then the set {p k } ∞ k=0 is either finite or contains a composite number. There are some choices of (p 0 , a, b) that are uninteresting. For example, if b = −(a − 1)p 0 , then the prime chain is (p 0 , p 0 , . . . ). In fact, if p i = p j for distinct i, j then {p k } ∞ k=0 will always consist of an infinitely repeating finite subsequence. In this article we will assume that (p k ) ∞ k=0 is a strictly increasing sequence. Theorem 1.1 implies that no choice of (p 0 , a, b) will give rise to a prime chain of infinite length. However, this raises the question, how long can a prime chain be? Green and Tao [5] proved the existence of arbitrarily long prime chains when a = 1. Dickson's Conjecture [3] and Schinzel's Hypothesis H [10] imply that there are infinitely many prime chains of length λ.
Discussions about searching for Cunningham chains were given by Lehmer [7] , Guy [6, Sec. A7] and Forbes [4] . Tables of Cunningham chains are currently being maintained by Wikipedia [12] and Caldwell [1] .
In this article, we will frequently deal with primes, denoted either p or q, that have a primitive root a. We therefore introduce the following terminology for brevity. If a is a primitive root modulo p then we will write a △ p and if p is prime and a △ p, we will call p an a△-prime.
We begin with the following theorem, which slightly improves a theorem of Lehmer [7] .
is a prime chain based on the pair (a, b).
by (1.1) and so
If −b/(a − 1) (mod q) ∈ S q then for some i,
by (1.1), implying that p 0 ≡ −b/(a − 1) (mod q) contradicting our initial assumption. Hence S q = {0, 1, 2, . . . , q − 1} \ {−b/(a − 1)}. Since q does not divide b, we find that 0 ∈ S q and therefore q divides an element of S. But since S contains only primes q ∈ S.
To show that Theorem 1.2 is the best possible in at least one case, we identify the prime chain (7, 11, 23, 59 , 167, 491) of length λ = q−1 = 6 based on (a, b) = (3, −10). Here −b/(a − 1) = 10/2 ≡ 5 (mod 7) while p 0 ≡ 0 (mod 7). This raises the question, when can there exist a prime chain of length q − 1, for q, a and b satisfying the conditions of Theorem 1.2 while p 0 ≡ −b/(a − 1) (mod q)? In the next section, we will find that Cunningham chains of this form are exceptional.
Cunningham chains
We will now show that there exists only a few small cases for which q, satisfying the conditions of Theorem 1.2 and p 0 ≡ −b (mod q), is an element of a prime chain of length q − 1 based on the pair (2, ±1). For any odd prime s let o s (2) denote the multiplicative order of 2 modulo s. Let N = {1, 2, . . . }. We make use the Legendre symbol identities, for odd prime q (mod q).
We begin with C 1 chains which have the parameters (a, b) = (2, +1).
k=0 is a C 1 chain. Then q divides p 0 + 1 or p 0 ∈ {2, 3, 5}.
Proof. Firstly note the existence of the prime chains (2, 5, 11, 23, 47) and (3, 7) . Let p 0 = 2m − 1 for some m ∈ N and so (p k )
. If q does not divide p 0 + 1 then by Theorem 1.2, q = 2 i m − 1 for some 1 ≤ i ≤ q − 1. We can assume that p 0 ≥ 7. Hence q ≥ 7 and m ≥ 3.
Let s be an odd prime divisor of m − 1. Then 2 os(2) m − 1 ≡ m − 1 ≡ 0 (mod s). In fact, 2 os(2) m − 1 = s since 2 os(2) m − 1 is prime as 2 < o s (2) < s − 1 < q − 1. But this is impossible since then 1 < 2 os(2) < 2 os(2) m − 1 = s, as m > 1, contradicting that o s (2) is the multiplicative order of 2 modulo s. Therefore m + 1 has no odd prime divisors. Hence m = 2 j − 1 for some j ∈ N. Let r be a 2△-prime such that r < q. Since r ≤ q −2 it must be that (2 i m−1)
is a C 1 chain of length at least r − 1. By Theorem 1.2, r divides m or r = 2 i m − 1 for some 3 ≤ i ≤ q − 1. In the latter case 8 divides 2 i m, so
by (2.1) contradicting that 2 △ r. Hence r divides m.
Since q ≥ 7 and 2 △ 3 and 2 △ 5, it must be that 3 and 5 both divide m. Since 3 divides m and m = 2 j + 1 for some j, we find that j ≡ 1 (mod 2), implying j is odd. Since 5 divides m, we find that j ≡ 2 (mod 4), implying j is even. This gives a contradiction.
We now consider C 2 chains which have the parameters (a, b) = (2, −1).
k=0 is a C 2 chain. Then q divides p 0 + 1 or p 0 ∈ {2, 3}.
Proof. Firstly note the existence of the prime chain (2, 3, 5) . Assume that p 0 = 2m + 1 for some m ∈ N and so (p k )
. If q does not divide p 0 − 1 then by Theorem 1.2, q = 2 i m + 1 for some 1 ≤ i ≤ q − 1. We can assume that p 0 ≥ 5 and so q ≥ 5.
If q = 2 i m + 1 for some i ≥ 3, then
by (2.1) contradicting that 2 △ r, thus leaving the two following cases. Case I: i = 1 and q = 2m + 1. Let s be an odd prime divisor of m + 1. Then 2 os(2) m + 1 ≡ m + 1 ≡ 0 (mod s). In fact, 2 os(2) m + 1 = s since 2 os(2) m + 1 is prime as 2 < o s (2) < s − 1 < q − 1. But this is impossible since then 1 < 2 os(2) < 2 os(2) m + 1 = s, contradicting that o s (2) is the multiplicative order of 2 modulo s. Therefore m + 1 has no odd prime divisors. Hence m = 2 j − 1 for some j ∈ N. Therefore q = 2m + 1 = 2(2 j − 1) + 1 = 2 j+1 − 1 and therefore 2 j+1 ≡ 1 (mod q). Since 2 △ q, j + 1 is a multiple of q − 1. Therefore q = 2 c(q−1) − 1 for some c ∈ N, but this equation has only one solution, namely (c, q) = (1, 3).
Case II: i = 2 and q = 4m + 1. Let t be a prime divisor of 2m + 1. Of course, t must be odd since 2m + 1 is odd. It follows that 2 ot(2)+1 m + 1 ≡ 2m + 1 ≡ 0 (mod t). Therefore 2 ot(2)+1 m + 1 = t since 2 ot(2)+1 m + 1 is prime. As q ≥ 5, we have that o t (2) + 1 ≤ t < q − 1 and so 1 < 2 ot(2) < 2 ot(2)+1 m + 1 = t, contradicting that o t (2) is the multiplicative order of 2 modulo t. The 2△-primes are given by Sloane's [11] A001122 as 3, 5, 11, 13, 19, 29, 37, 53, and so on. It would also be of interest to know if an analogue of Corollary 3.1 holds for other non-trivial values of (a, b). The techniques in this article use the Legendre symbol identity (2.1) which requires a = 2, so they are not easily extended to encompass other values of a.
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