Abstract. We study Sobolev spaces on the n−dimensional unit ball B n (1) endowed with a parameter-depending Finsler metric F a , a ∈ [0, 1], which interpolates between the Klein metric (a = 0) and Funk metric (a = 1), respectively. We show that the standard Sobolev space defined on the Finsler manifold (B n (1), F a ) is a vector space if and only if a ∈ [0, 1). Furthermore, by exploiting variational arguments, we provide non-existence and existence results for sublinear elliptic problems on (B n (1), F a ) involving the Finsler-Laplace operator whenever a ∈ [0, 1).
Introduction
The theory of Sobolev spaces on complete Riemannian manifolds is well understood and widely applied into the study of various elliptic problems, see e.g. Hebey [7] . Although Finsler geometry is a natural extension of Riemannian geometry, very little is known about Sobolev spaces on non-compact Finsler manifolds. One of the most important features of Finsler structures is that they can describe non-reversible phenomena. Such examples appear for instance in the Matsumoto mountain slope metric (describing the law of walking on a mountain under the action of gravity), the Poincaré-Finsler disc model, the Funk metric on the n−dimensional unit ball B n (1) ⊂ R n , etc. The purpose of this paper is to study properties of the Sobolev space and some elliptic problems involving the Finsler-Laplace operator on B n (1) ⊂ R n which is endowed with a Funk-type metric. To be more precise, let B n (1) = {x ∈ R n : |x| < 1} be the n−dimensional unit ball, n ≥ 2, and for every a ∈ [0, 1], we consider the function F a : B n (1) × R n → R defined by (1.1) F a (x, y) = |y| 2 − (|x| 2 |y| 2 − x, y 2 ) 1 − |x| 2 + a x, y 1 − |x| 2 , x ∈ B n (1), y ∈ T x B n (1) = R n .
Hereafter, | · | and ·, · denote the n−dimensional Euclidean norm and inner product.
Standard arguments from Finsler geometry show that the pair (B n (1), F a ) is a Finsler manifold of Randers type. In fact, for a = 0, the manifold (B n (1), F 0 ) reduces to the well known Riemannian Klein model; for a = 1, (B n (1), F 1 ) is the usual Finslerian Funk model, see Cheng and Shen [3] and Shen [13] . We introduce the Sobolev space associated with (B n (1), F a ); namely, let W [7] . Sobolev spaces on generic Finsler manifolds were introduced (and studied in the compact case) in [6] and [12] .
Our first result reads as follows.
Then the following assertions are equivalent:
The proof of Theorem 1.1 is based on the following two facts:
• when a = 1, i.e., F a is the usual Funk metric, we construct a function u ∈ W 1,2,1 0
• when a ∈ [0, 1), the vector space structure of W 1,2,a 0 (B n (1)) follows in a standard way by exploiting the convexity of F * a and the finiteness of the reversibility constant of (B n (1), F a ). As a byproduct, the equivalence of the norms · W 1,2,a and · H 2 1 easily follows. In the second part of the paper we consider the highly nonlinear problem
where a ∈ [0, 1), ∆ Fa denotes the Finsler-Laplace operator associated with the Funktype metric
) and g : [0, ∞) → R is a continuous function. Note that when a = 0, ∆ Fa becomes the usual Laplace-Betrami operator ∆ F 0 on the Klein ball model (B n (1), F 0 ); however, when a = 0, the operator ∆ Fa is highly non-linear (neither additive nor absolutely homogeneous). On the continuous function g, we require
The assumption g(s) = o(s) as s → ∞ means that g is sublinear at infinity. Moreover, due to (g1) and (g2), the number
s is well-defined and positive.
Our second result reads as follows.
1))\{0} be a radially symmetric non-negative function, and a continuous function g : [0, ∞) → R verifying (g1) and (g2). Then (i) (P λ ) has only the zero solution whenever 0 ≤ λ < c
(ii) there existsλ > 0 such that (P λ ) has at least two distinct non-zero, nonnegative, radially symmetric weak solutions whenever λ >λ.
The proof of (i) combines a direct computation with a result of Federer and Fleming [5] applied for the Klein ball model. In order to prove (ii), we shall exploit Theorem 1.1 together with variational arguments (minimization, mountain pass and the principle of symmetric criticality). In fact, Theorem 1.2 seems to be the first existence result within the class of elliptic problems on non-compact Finsler manifolds.
Preliminaries
2.1. Randers spaces. Let M be a smooth, n−dimensional manifold and T M = x∈M T x M be its tangent bundle. Throughout of this subsection, the function F :
where h is a Riemannian metric on M, β is an 1-form on M, and we assume that
Here, the co-metric h * x can be identified by the inverse of the symmetric, positive definite matrix h x . The pair (M, F ) is a Randers space which is a typical Finsler manifold, i.e., the following properties hold:
2 (x, y) y i y j is positive definite for all (x, y) ∈ T M \ {0}, see Bao, Chern and Shen [1] . Clearly, the Randers metric F in (2.1) is symmetric, i.e., F (x, −y) = F (x, y) for every (x, y) ∈ T M, if and only if β = 0.
Unlike the Levi-Civita connection in the Riemannian case, there is no unique natural connection in the Finsler geometry. Among these connections on the pull-back bundle π * T M, we choose a torsion free and almost metric-compatible linear connection on π * T M, the so-called Chern connection, see Bao, Chern and Shen [1, Theorem 2.4.1]. Since the notions of geodesics, forward/backward completeness and flag curvature will not be explicitly used in the sequel, we assume the reader is familiar with them; for details, see [1] .
denotes the integral length of σ. For
One clearly has that d F (x 1 , x 2 ) = 0 if and only if x 1 = x 2 , and d F verifies the triangle inequality.
The Hausdorff volume form dV F on the Randers space (M, F ) is given by
where dV h (x) denotes the usual Riemannian volume form of h on M, see Cheng and Shen [3] . For every (x, α) ∈ T * M, the polar transform (or, co-metric) of F from (2.1) is
where
and Du(x) ∈ T * x M denotes the (distributional) derivative of u at x ∈ M. In local coordinates, one has
In general, u → ∇ F u is not linear. The mean value theorem implies that
If x 0 ∈ M is fixed, then due to [12] , one has (2.9)
Let X be a vector field on M. In a local coordinate system (x i ), the divergence is defined by div
, ω n and Vol(B x (1)) being the Euclidean volumes of the unit ball B n (1) and of the unit tangent ball B x (1) = {y = (y i ) : F (x, y i ∂/∂x i ) < 1}, respectively. The Finsler-Laplace operator
see [12] and [14] . In particular, if β = 0 (thus, the Randers space (M, F ) reduces to the Riemannian manifold (M, h)) the Finsler-Laplace operator becomes the usual Laplace-Beltrami operator ∆ h u. By definition, the reversibility constant associated with F is given by the formula
see Rademacher [10] . It is clear that r F ≥ 1 (possibly, r F = +∞) and r F = 1 if and only if (M, F ) is reversible, i.e., β = 0.
2.2.
The Funk-type metric F a on B n (1). In this subsection, we explicitly compute the objects introduced in the previous subsection for the Funk-type metric F a on B n (1), a ∈ [0, 1], given in (1.1). Therefore, one has M = B n (1) and the Randers metric F a is coming from the Klein metric h K , 
Consequently, (2.13)
Therefore, the reversibility constant associated with F a on B n (1) is given by
Due to (2.3), we have (2.14)
dV
where the Klein volume form is given by
Finally, the polar transform of F a is (2.15)
It is clear that F * * a = F a and r F * a = r Fa . (B n (1)) is assumed to be a vector space over R; by contradiction, we also assume that one may have a = 1. In this case, F a is precisely the Funk metric
Note that the metric F 1 can be obtained by
while the distance function associated to F 1 is given by 
. It is clear that u ∈ W 1,2 loc (B n (1)). First, since dV F 1 (x) = dx, we have
On one hand, since Du(x) =
Dd F 1 (0, x), by (3.1) it yields
.
, so u ∈ W 1,2,1 0 (B n (1)). On the other hand, relation (3.2) implies that
i.e., −u / ∈ W 1,2,1 0 (B n (1)), contradicting our initial assumption.
Remark 3.1. Let a ∈ [0, 1). For every x ∈ B n (1), one has 0 < 1 − a 2 ≤ 1 − a 2 |x| 2 ≤ 1; thus, the volume forms dV Fa (x) and dV h K (x) generate equivalent measures. Moreover, one also has
Consequently,
In particular, the topologies generated by the objects (W ) are equivalent whenever a ∈ [0, 1). Moreover, a result of Federer and Fleming [5] for the Klein ball model (B n (1), F 0 ) states that (3.4)
Therefore, the norm · H 2 1 and the 'gradient' norm over the Klein metric model given by
are also equivalent, i.e., (3.5)
, where L p a (B n (1)) denotes the usual class of measurable functions u :
) denotes the class of essentially bounded functions on B n (1) with the usual sup-norm · L ∞ .
Problem (P λ ): Proof of Theorem 1.2
Due to (g1), it follows that g(0) = 0. Therefore, one can extend the function g to R by g(s) = 0 for s ≤ 0; this extension will be considered throughout of this section.
An element u ∈ W 1,2,a 0 (B n (1)) is a weak solution of problem (P λ ) if u(x) → 0 as |x| → 1 and (4.1)
(B n (1)) be a weak solution of (P λ ). By density reasons, in (4.1) we may use v = u as a test-function, obtaining by (2.14), (3.4) and (3.3) that
Consequently, if 0 ≤ λ < c
, u is necessarily 0. (ii) The proof is divided into several steps.
Step 1. (Variational setting) Due to Remark 3.1, we may consider the energy functional J λ : H 2 1 (B n (1)) → R associated with (P λ ), i.e.,
On account of (g1), the functional J λ is well-defined and of class C 1 ; moreover, by (2.6), we have that
In particular, J ′ λ (u) = 0 if and only if (4.1) holds.
Step 2.
, see Hebey [7, Proposition 3.7] , this embedding is not compact. Thus, we consider the space of radially symmetric functions in
By using a Strauss-type inequality, Bhakta and Sandeep [2] proved that the embedding
[Note that in [2] the Poincaré ball model is used which is conformally equivalent to the Klein ball model.] Moreover, for every u ∈ H r (B n (1)), the Strauss-estimate shows that u(x) → 0 as |x| → 1. If we introduce the action of the orthogonal group O(n) on H 2 1 (B n (1)) in the usual manner, i.e.,
then the fixed point set of O(n) on H 2 1 (B n (1)) is precisely the space H r (B n (1)). Moreover, by using (2.15), let us observe that F *
, where · t denotes the transpose of a matrix, we have for every τ ∈ O(n) and u ∈ H 2 1 (B n (1)) that
i.e., E is O(n)−invariant. Similar reasoning as above shows that G is also O(n)−invariant and O(n) act isometrically on H 2 1 (B n (1)), i.e.,
By the above properties it follows that J λ is O(n)−invariant. Therefore, the principle of symmetric criticality of Palais (see Kristály, Rȃdulescu and Varga [9, Theorem 1.50]) implies that the critical points of
are also critical points for the original functional J λ . In addition, since u(x) → 0 as |x| → 1 for every u ∈ H r (B n (1)), we conclude that it is enough to guarantee critical points for the functional R λ in order to find radially symmetric, weak solutions for problem (P λ ).
For simplicity, let E r and G r be the restrictions of E and G to H r (B n (1)), respectively. In the sequel, we shall show that there are at least two critical points for R λ whenever λ belongs to a suitable interval.
Step 3. (Subquadraticity of G r ) We claim that
Due to (g1), for every ε > 0 there exists δ ε ∈ (0, 1) such that
|s| for all |s| ≤ δ ε and |s| ≥ δ 
Thus, for every u ∈ H r (B n (1)), it yields that
where S p > 0 is the best embedding constant in H r (B n (1)) ֒→ L p (B n (1)). Thus, for every u ∈ H r (B n (1)) \ {0},
Since p > 2 and ε > 0 is arbitrarily small, the first limit in (4.3) follows once u H 2 1 → 0 in H r (B n (1)). Let q ∈ (1, 2). Since g ∈ C(R, R), there also exists a number M ε > 0 such that
where δ ε ∈ (0, 1) is from (4.4). The latter relation together with (4.4) give that
Similarly as above, it yields that
Since ε > 0 is arbitrary and q ∈ (1, 2), taking the limit u H 2 1 → ∞ in H r (B n (1)), we obtain the second relation in (4.3).
Step 4. (Properties of R λ ) We are going to prove that the functional R λ is bounded from below, coercive, and verifies the Palais-Smale condition on H r (B n (1)) for every λ ≥ 0. First, by (4.6), it follows that
Choosing ε > 0 sufficiently small, since · H 2 1 and · K are equivalent norms (see (3.5)) and r < 2, it follows that R λ is bounded from below and coercive. Now, let {u k } be a sequence in H r (B n (1)) such that {R λ (u k )} is bounded and R ′ λ (u k ) * → 0. Since R λ is coercive, the sequence {u k } is bounded in H r (B n (1)). Therefore, up to a subsequence, we may suppose that u k → u weakly in H r (B n (1)) and
1)) for some u ∈ H r (B n (1)) and p ∈ (2, 2 * ). In particular, we have that
By (4.7), the first two terms tend to zero. Moreover, due to (4.5), it follows that
Since ε > 0 is arbitrary small and u k → u strongly in L p (B n (1)), the last expression tends to zero.
Moreover, relation (2.8) implies that
Therefore, E r (u − u k ) → 0 as k → ∞, which means in particular (see Remark 3.1) that {u k } converges strongly to u in H r (B n (1)). 
Since R λ is bounded from below and verifies the Palais-Smale condition, the number c 2(λ+1)(1+a) 2 , it follows that R λ (u) = 1 2 E r (u) − λG r (u)
