Abstract. Audio feature extraction is a very important technique in the field of sound processing. It extremely impacts the effectiveness and correctness of sound recognition, sound verification, etc. It is a computation intensive stage in the whole sound recognition process, which is a challenging for acceleration. In this paper, a coarse-grained parallel feature extraction algorithm for high throughput of audio slices is proposed to improve the efficiency of audio feature extraction. Three typical audio feature extraction algorithms, Mel Frequency Cepstrum Coefficients(MFCC), Spectrogram image features(SIF), Octave-Based Spectral Contrast, are chosen to parallelize. Experiments results on different platforms show that the speedup of accelerated audio feature extraction is up to 17.23 on the platform with 16 cores 32 threads.
Introduction
Audio feature can represent the characteristics of a piece of music, a segment of speech and any other form of sound. They are usually used in tasks corresponding with sound processing such as speech recognition, speech synthesis, sound classification, etc. Audio feature extraction is a considerable time-consuming task. It will greatly improve efficiency of the above tasks if execution time of that can be reduced. However, it is a challenging task to parallelize feature extraction for tens of thousands of audio slices. Currently, some researchers have implemented audio feature extraction algorithm on Field Programmable Gate Array(FPGA) [1] . For example, Michal Staworko [2] , Mohammed Bahoura [3] , and P Ehkan [4] implemented MFCC algorithm on FPGA. Although all the above work can be satisfied with the requirements of real-time in some speaker recognition and verification system, it can hardly deal with the feature extraction of a large number of audio slices.
In this paper, we propose a coarse-grained parallel algorithm for three types of audio feature extraction, MFCC, SIF described in [5] and octave-based Spectral Contrast described in [6] . The proposed parallel algorithm focus on high throughput of audio slices feature extraction. It is a kind of task parallel algorithm and the key of its design is how to divide tasks in order to balance load and eventually obtain maximum efficiency. We analyze in detail several scheduling strategies of tasks division and find out that the default scheduling (each thread has the same tasks) gets the best performance. Experiments shows that the proposed parallel algorithm acquires desirable results.
The rest of this paper is organized as follows. The next section describes principle of three feature extraction algorithms. Then, the course of the proposed algorithm design is presented in detail. Finally, experiments are performed on different platforms to evaluate the proposed algorithm.
audio event recognition. Octave-based Spectral Contrast is a discriminative feature in music type classification.
MFCC has been widely used in many speech and speaker recognition system. Compared with Linear Predictive Cepstrum Coefficients(LPCC), MFCC has better robustness and is more suitable for the human auditory characteristics. The flowchart of MFCC feature extraction is presented in Fig. 1 . In the stage of pre-processing, pad is first performed on the audio signals. Then, divide the padded audio signals into overlapping frames. Fast Fourier Transform(FFT) that transforms audio signals from time domain into frequency domain is utilized to get the spectrum. MFCC will be obtained through a series of subsequent operations including Mel-scale filter, Logarithm and Discrete Cosine transform(DCT). Fig. 1 . The block diagram of MFCC feature extraction SIF has been utilized successfully in some audio event recognition task. SIF imitating image processing treats frequency spectrum that is obtained by FFT as an image. The detailed SIF extraction is described in Fig. 2 . 
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The short-time energy ( ) e t can be added to the spectrogram image as an extra feature
Octave-based Spectral Contrast is another audio feature often utilized in music processing, such as music type classification and cover song identification. It mainly concerns the spectral peaks, spectral valleys and their differences in each sub-band. For most of the music, the strong spectral peaks approximately correspond with harmonic components while non-harmonic components, or noises often seems to be at spectral valleys. Therefore, Spectral Contrast feature could roughly represent the relative distribution of the harmonic and non-harmonic components in the spectrum. Spectral Contrast keeps abundant information and is sufficient to represent spectral characteristics of music. The detailed expressions of the spectral peaks, valleys and their differences are as follows:
denotes sorted FFT vector in descending order, of k-th sub-band. And their difference is:
Advances in Engineering, volume 126 Fig . 3 shows the procedure of Spectral Contrast feature extraction. The calculation of Spectral Contrast feature is roughly identical with MFCC. Spectral Contrast applies octave-scale filters in itself calculation process while mel-scale Filters are applied in MFCC. And another difference is that spectral peak, spectral valley and their difference need to be computed in MFCC, but Spectral Contrast feature does not. 
Coarse-grained Parallel Algorithm
This paper focus on the feature extraction of a large amount of audio files instead of extracting feature of a single file. Therefore, the feature extraction of multifile is designed to a multithread program so that execution time will be greatly reduced. In the algorithm, each thread extracts the feature of audio files from its task queue, which is independent from each other. In the rest of this section, each part of the algorithm will be described in detail and concretely analyze scheduling strategy. Fig.4 . Coarse-grained Parallel Algorithm for Feature Extraction The parallel algorithm for those three types feature extraction is the same. Therefore, we only show the diagram of parallel algorithm of MFCC in Fig. 4 . As we can see from the diagram, the algorithm firstly read audio slices name from disk to save in a buffer named thread index table, in which thread can find where the specific audio slice is. The step of scheduling is a process of task division. Scheduling strategies need to be set manually to specify threads behavior. We should attempt to set several scheduling strategies in order to get a better performance. We mainly consider two kinds of scheduling strategies, one of which is static scheduling and the other is dynamic scheduling. Whatever strategy is static or dynamic, both of them have several different ways. The static scheduling is that the tasks of each thread have been specified before it performs. In the contrary, the tasks of each thread are determined at execution time in dynamic scheduling.
Here is an example for static scheduling. Suppose chunk_size denotes the minimum unit of assignment for task division. Suppose there are 4 threads and 100 tasks. The thread 0 will get the task number 0, 1, 8, 9… and thread 1 will get the task number 2, 3, 10, 11…, if the chunk_size=4. This task division is load balancing in this example. In the dynamic scheduling, each thread will firstly get chunk_size tasks and requires more tasks from system if and only if it finishes its tasks. However, the two kinds of scheduling have their own advantages and disadvantages. The use of static scheduling is more benefit if every task needs approximately the same computation. And using the dynamic scheduling is more benefit if the computation are great differences among tasks because the thread that has finished its own work in advance will not wait unless all the tasks have been finished. In terms of our program, we find out that there are no differences between static scheduling and dynamic scheduling. Consequently, we select the static scheduling which assign tasks evenly to each thread.
The parallel algorithm mainly exploits OpenMp to implement. During the course of algorithm implementation, third party library FFTW which is a comprehensive collection of various forms of Discrete Fourier transform(DFT) including FFT and DCT, are used to the program in order to acquire a better performance.
Experiment Results and Analysis
We select the UrbanSound8K dataset [7] for our experiments. The dataset is commonly used in sound classification. The dataset consists of 8732 audio slices of up to 4s in duration. We implement serial version as a baseline and OpenMp version to measure our parallel algorithm performance compared with previous one. The two versions of program are both tested on two experiment platforms, one of which is a personal computer(Linux, Intel Core, 4 cores 8 threads, 16GB) and the other is a server(Linux, Intel Xeon, 16 cores 32 threads, 64GB). In the implementation of program, there are 2014 data points sampled from audio slices in each per frame. The length of overlapping components between frames are set to three-quarters of one frame length. All experiments are performed on the 8732 audio slices.
An experiment is first performed on the machine with 4 cores 8 threads. The OpenMp versions of MFCC, SIF, Spectral Contrast are executed in the case of different number of threads. The accelerated programs performance is closely related to the platform on which they are performed. They can theoretically reach the maximum speedup 4.0 or even higher running with 8 threads on the above machine. Spectral Contrast acceleration effect is reasonable, and the speedup reach to 4.54. MFCC and SIF obtain speedup 1.90 and 2.44 respectively. The detailed execution time in seconds is showed in Table 1 The FFTW user manual points out that there is only one thread-safe routine in it so that all other routines should be only called from one thread at a time. Besides, MFCC calls two times(FFT and DCT) FFTW in its own course of calculation and down-sampling in SIF is time-consuming. We could solve this problem in the future work.
Then, we do the same experiment on another platform, which is equipped with 16 cores 32 threads. Fig. 4 shows the results of this experiment. In the Fig. 5(a) , Spectral Contrast performance is improved gradually with increasing of the number of threads and finally its speedup reaches to 17.23. It is a pretty good result. The speedup of SIF and MFCC are 12.53 and 3.36 respectively. MFCC acceleration result is not so good as SIF and Spectral Contrast due to many routines in multi-threaded FFTW are not thread safety. But the whole acceleration results are not so bad. 32 threads We also make a comparison between first experiment and the second ones. Fig. 6 shows the detailed results. It is obvious that the better performance is obtained on platform with 16 cores 32 threads. 
Conclusion
This paper study a coarse-grained parallel algorithm for audio feature extraction. We specially parallelize the MFCC, Spectral Contrast and SIF feature for large numbers of audio slices. The proposed parallel algorithm is aim at the throughput of the feature extraction to large numbers of audio slices. In the concrete implementation of the proposed parallel algorithm, third party library FFTW is used because it is now the fastest library for computing DFT. Our programs are performed on two different platforms and the acceleration results are pretty good. The effectiveness of algorithm is showed in the experiments.
