In this paper we study Kaplan-Meier V and U -statistics defined as θ(Fn) = i,j K(X [i:n] , X [j:n] )WiWj and θU (Fn) = i =j K(X [i:n] , X [j:n] )WiWj/ i =j WiWj, whereFn denotes the Kaplan-Meier estimator, W i s are the Kaplan-Meier weights and K is a symmetric kernel. As in the canonical setting of uncensor data, we differentiate between two limit behaviours for θ(Fn) and θU (Fn). Additionally, we derive an asymptotic canonical V -statistic representation for the Kaplan-Meier V and U -statistics. By using this representation we study properties of the asymptotic distribution. Finally, we study the more general case θ(F ) = R K(x1, . . . ,
Introduction
Let X 1 , . . . , X n i.i.d.
∼ F , where F denotes a distribution function, K : R 2 → R be a measurable and symmetric function, and let θ(F ) = E(K(X 1 , X 2 )) be a parameter of interest. The standard estimators of θ(F ) are the canonical V and U -statistics (of dimension 2), defined as
K(X i , X j ) and θ U (F n ) = 1 n(n − 1)
respectively, whereF n denotes the empirical distribution (similar statistics can be defined for functions K :
. From the theory of V and U -statistics, it is possible to differentiate between two limit behaviours for the distribution of the errors θ U (F n ) − θ(F ) and θ(F n ) − θ(F ). The limit behaviour is characterised by the variance of the random variable φ(X 1 ), where φ(x) = E(K(x, X 2 )) and X 1 , X 2 are i.i.d. random variables with distribution F . In particular, when Var(φ(X 1 )) = 0 we are in the so-called degenerate case, otherwise we are in the non-degenerate case. If we further assume that E(K(X 1 , X 2 ) 2 ) < ∞, then for the non-degenerate case √ n(θ U (F n ) − θ(F )) D → N (0, 4Var(φ(X 1 ))), while in the degenerate case, n(θ U (F ) − θ(F )) D → Ψ, where Ψ = ∞ i=1 λ i (ξ 2 i − 1) and ξ 1 , ξ 2 , . . . are independent standard-normal random variables. Similar results hold for V -statistics under slightly stronger assumptions. In particular, if the extra condition E(|K(X 1 , X 1 )|) < ∞ holds, then the exact same limit is obtained in the non-degenerate case, while for the degenerate case we get that n(θ(F n ) − θ(F )) D → E(K(X 1 , X 1 )) + Ψ. We refer to Koroljuk and Borovskich [1994] for a comprehensive account of the asymptotic theory in the canonical setting.
In this paper, we study V and U -statistics in the setting of independent right-censored data. Consider T 1 , . . . , T n i.i.d.
∼ F and C 1 , . . . , C n i.i.d.
∼ G, and assume the T i 's are independent of the C i 's. In the independent right-censored data-framework, the data we observe corresponds to the pairs (X 1 , ∆ 1 ), . . . , (X n , ∆ n ), where X i = min{T i , C i } and ∆ i = 1 {Xi=Ti} . The natural analogues of θ(F n ) and θ U (F n ) in this setting are given by replacing the empirical distributionF n by the Kaplan-Meier estimatorF n , i.e.
θ(F
where W i = , X [i:n] denotes the i-th order statistic of the random sample X 1 , . . . , X n , and ∆ [i:n] is its corresponding indicator (Similar estimator can be defined for functions K : R d → R, with d > 2). We denote the later estimators as the Kaplan-Meier V and U -statistic respectively (of dimension to the random variables, e.g. e Xi . Denote by τ = τ H = sup{t : 1 − H(t) = (1 − F )(1 − G)(t) > 0} and denote by I H the interval {t > 0 : H(t−) < 1}, note that if τ ∈ I H if an only if H has a discontinuity in τ .
Let N i (t) = 1 {Xi≤t} ∆ i , N (t) = n i=1 N i (t), Y i (t) = 1 {Xi≥t} and Y (t) = n i=1 Y i (t). We assume all random variables are defined in a filtrated probability space (Ω, F, (F t ) t∈R , P), where the filtration is generated by sets of the form {1 {Xi≤s,∆=1} , 1 {Xi≤s,∆=0} : s ≤ t, i = 1, . . . , n} ∪ N where N is the set of all P-null elements of F. We define the martingales M i (t) = N i (t) − (0,t] Y i (s)dΛ(s), and M (t) = n i=1 M i (t). The Kaplan-Meier product-limit estimator of F (Kaplan and Meier [1958] ), denoted byF n , is defined aŝ
where
, X [i:n] denotes the i-th order statistic of the random sample X 1 , . . . , X n , and ∆ [i:n] is its corresponding indicator. Observe that when all the observations are uncensored, that is, when ∆ i = 1 for all i ∈ {1, . . . , n}, each weight W i collapses to 1/n and thusF n becomes the empirical distribution of T 1 , . . . , T n , i.e.,F n (x) =F n (x) = Ti≤x 1/n. We denote byŜ n = 1 −F n the corresponding estimator of S.
In this work the integral symbol b a means integration over (a, b] , except when we write τ a , where we integrate in (a, ∞) ∩ I H , i.e. (a, τ ] if τ is discontinuity point of H, otherwise (a, τ ).
Finally, we introduce a key element present in our analysis: the advance operator A (see Ritov and Wellner [1988] and Efron and Johnstone [1990] ). Define A :
For multivariate functions, define A i as the operator A applied only to the ith-component of the functions, e.g. for φ ∈ L 2 ((0, ∞) 2 , F 2 ), we have (A 2 φ)(x, y) = τ y φ(x, s)dF (s). Finally, define R i = Id −A i , where Id is the identity, note the operators A i and A j commute, and so R i and R j .
Main Results
We first introduce our result in dimension 2. Let K : (0, ∞) 2 → R be a measurable symmetric function (which is referred to as kernel) and let θ(F ) = ∞ 0 ∞ 0 K(x, y)dF (x)dF (y) be the parameter of interest. Based on the right-censored data (X 1 , ∆ 1 ), . . . , (X n , ∆ n ), we define the Kaplan-Meier V -statistic corresponding to θ(F ) by
where the second equality follows from the definition of the Kaplan-Meier estimator in equation (4). The Kaplan-Meier U -statistic of θ(F ) is
Notice that since the data is right-censored, we do not observe any survival time beyond the point τ = sup{t : 1 − H(t) > 0} (which may be ∞), thus the comparisons of θ(F n ) are made against θ(F ; τ ) = τ 0 τ 0 K(x, y)dF (x)dF (y) instead of θ(F ). Consider the centred version of the Kaplan-Meier V -statistic given by θ(F n ) −θ(F ; τ ). We decompose this difference between two error terms θ(F n ) −θ(F ; τ ) = .
Recall that τ 0 means integration on I H = (0, τ ] if τ is a discontinuity point, otherwise I H = (0, τ ). To ease notation we write α and β instead of α(F,F n ) and β(F,F n ), respectively. Each error term α and β can be seen as a first and second order approximation of the difference θ(F n ) −θ(F ; τ ). That being said, we expect that the error term α is of much bigger order than β, suggesting the use of two different scaling factors for each of them. Indeed, in a first scenario, and under appropriate conditions, we will show that √ n(θ(F n ) −θ(F ; τ )) converges in distribution to a zero-mean normal random variable as the number of observations n approaches infinity. This result will follow from proving a normal limit result for the scaled first order error √ nα and a in-probability convergence to zero of the scaled second order error √ nβ. Also, we will show that by considering a larger scale factor, and under appropriate conditions, the scaled second order error nβ converges in distribution to a linear combination of (potentially infinity) independent χ 2 random variables plus a deterministic term. From these results we will be able to derive analogue results to those in the canonical V -statistics setting.
In dimension two (and in general), our assumptions and results are established in terms of the kernel K = R 1 R 2 K, instead of K. In dimension two, the kernel K is given by
With the above ingredients, we proceed to introduce sufficient conditions under which our results hold. Since we are considering two different scaling factors, √ n and n, we introduce two sets of conditions related to each scaling.
Condition 2.1 (scaling factor √ n).
Condition 2.2 (scaling factor n).
Note that Condition 2.2 implies Condition 2.1.
Kaplan-Meier V-statistics
2.1.1 The non-degenerate case:
K(x, y)dF (y). Then, the limit result for the term √ nα can be derived from an standard application of the CLT result of Akritas for univariate Kaplan-Meier integrals. Indeed, under Condition 2.1,
, where
It can be proved that under Condition 2.1, nβ P → 0. These two results combined give us the desired result, that is,
. We formalise such a result in the following Theorem Theorem 2.3 (Non-degenerate case). Suppose that Var X∼F φ(X) > 0 and that Condition 2.1 holds. Then
and thus
where σ 2 is given in equation (12) 2.1.2 The Degenerate Case: n-scaling.
Notice that if Var X∼F (φ(X)) = 0, the conditions of Theorem 2.3 do not hold. This happens when φ(x) = 0 or φ(x) = c = 0, for some constant c, for all x ∈ (0, τ ]. In the theory of V and U -statistics, this is known as the "degeneracy condition". In such a case a √ n-scaling does not capture the nature of the asymptotic distribution of θ(F n ) −θ(F ; τ ) and thus we need to consider a larger scaling factor.
On the other hand, if φ(x) = c, then α = c(F n (τ ) − F (τ )) and θ(F n ) −θ(F ; τ ) = β if only ifF n (τ ) = F (τ ) ( notice this condition is trivially satisfied in the uncensored case). In those cases the information of the limit distribution of the errors θ(F n ) −θ(F ; τ ) is contained in the term β.
Theorem 2.4. Under Condition 2.2, it holds that
∼ N (0, 1) and K is the kernel defined in equation (9).
From the Theorem above, and under a degeneracy condition, we obtain the degenerate case for the KaplanMeier V -statistic.
Corollary 2.5 (Degeneracy condition). Suppose that for any x ∈ (0, τ ] it holds one of the following
(for any number of data points),
, with ξ i i.i.d standard normal random variables. As part of the proof, we find an asymptotic representation of β as a canonical V -statistic, this representation is as following.
Theorem 2.6. Under Condition 2.2 it holds that
Recall that M i is the martingale associated to (X i , ∆ i ) and thus the above term is, indeed, a canonical V -statistic.
Kaplan-Meier U-statistics
W.l.o.g. consider the case θ(F ; τ ) = 0. By adding and subtracting the term
Then, the asymptotic behaviour of θ U (F n ) is related to θ(F n ) only thorough the terms i =j W i W j and 
and under Condition 2.2, it holds that
From the above lemma and the results of the previous section, we obtain results for the degenerate and nondegenerate case.
Corollary 2.8 (Non-degenerate case). Under condition 2.1, it holds
Corollary 2.9 (Degenerate case). Under condition 2.2, it holds
where Ψ is the same random variable defined in Corollary 2.5.
Higher Dimensions
In this section we consider K : (0, ∞) d → R for some d > 2 and we assume that F and G are continuous distribution functions. Moreover, w.l.o.g. we assume that θ(
In the above notation the empty product should be understood as 1. Denote
and φ 0 ≡ 0, i.e. in φ j we fix j coordinates of K and integrate the rest. Note that by symmetry it does not matter which j coordinates we fix. Using the above notation we get
. Let j, c ≤ d be positive integers, let S j be the set of all functions σ : {1, . . . , j} → {1, . . . , j} (not necessarily permutations) and G c j the set of all g = (g 1 , . . . , g j ) ∈ {0, 1} j such that g i = c. We proceed to enunciate our assumptions. Define assumption A(c) as follows
A(c) essentially says that if we evaluate φ j all possible combinations of variables from {x 1 , . . . , x j } (including repetions, e.g. φ j (x 1 , . . . , x 1 ) is valid), and divide by all (1 − G(x σ(i) )) gi , and then integrate with respect to the measure dF (x 1 ) . . . , dF (x j ) we obtain a finite quantity.
We also work under assumption B(c) given by
Theorem 2.10. Suppose that F and G are continuous distribution functions. Then, under A(c) ∩ B(c) it follows that
We remark that for the cases (c, d) = (1, 2) and (c, d) = (2, 2), the conditions in Theorem 2.10 are stronger than in, e.g., Theorem 2.4. We think that Theorem 2.10 still holds under slightly weaker conditions but its presentation becomes too intricate. The proof of Theorem 2.10 is conceptually the same as one for the 2 dimensional case, but much more intricate due to the algebra. As the proof offer nothing new, we just give a proof sketch in Appendix E. We believe that it is possible to get a extension to general F and G (i.e. discrete jumps), but the computations become too complex, and we believe it is better to try a different proof strategy rather than to manoeuvre with complex computations.
Applications
We give two examples of applications that motivate us to study Kaplan-Meier V -statistics. First we analyse a slight variation of Cramer-Von Mises statistic that allows us to treat it as a Kaplan-Meier V -statistic. In our second application, we measure goodness of fit via the Maximum Mean Discrepancy (MMD), a popular distance between probability measures frequently used in the Machine Learning community.
Example 3.1 (Cramér-von Mises test-statistic). Consider the problem of testing H 0 : F = F 0 vs H 1 : F = F 0 . The Cramér-von Mises statistic measures the closeness between F and F 0 by computing
It can be checked that
is a symmetric kernel. Notice that under the null hypothesis θ(F 0 ) = 0. Based on a right-censored sample (X 1 , ∆ 1 ), . . . , (X n , ∆ n ), we define a Crammer-von Mises-type test-statistic as
We notice that equation (26) is only valid when F is a probability distribution, unfortunately, the Kaplan-Meier estimatorF is not always a probability distribution, indeed,F is a probability distribution if and only if the largest observation is uncensored, thus θ(F n ) is slightly different than
Under the null hypothesis, we can observe two different limit behaviours of θ(F n ), one for F 0 (τ ) < 1 and the other for F 0 (τ ) = 1. To see this, consider the projection
and notice that if F 0 (τ ) < 1, then φ(x) does not satisfy the "degeneracy condition", see Corollary 2.5. Thus, by Theorem 2.3 and under Condition 2.1, it holds that √ n(θ(F n ) − θ(F 0 , τ ) is asymptotically normal. On the other hand, if F 0 (τ ) = 1, then φ(x) satisfies the "degeneracy condition" and Var X∼F0 φ(X) = 0. Hence, under Condition 2.2, Corollary 2.5 applies and we conclude that nθ(F n ) is asymptotically distributed as a weighted sum of i.i.d. χ 2 1 random variables plus some constant term. In order to make a comparison, we consider the alternative formulation of the Cramer-von Mises statistic by Koziol and Green [1976] . They consider the random integral Φ
2 dF 0 (t), whereF n is the Kaplan-Meier estimator but they forceF (τ n ) = 1 even if the largest observation is censored. For simplicity of the analysis, they assumed that the censoring distribution is given by 1 − G(t) = S 0 (t) γ for γ < 2, and assume that F 0 is a continuous distribution. Then, based on Gaussian processes arguments, they proved that nΦ 2 n D → Φ 2 where Φ 2 denotes (a potentially infinite) linear combination of χ 2 1 − 1 independent random variables, and that
In our case, we consider θ(F n ) as in equation (27). By computing the integral in equation (28), the kernel K can be rewritten as K(x, y) = S 0 (max{x, y}) + (y) . Observe that in this set-up, i.e., 1 − G(t) = S 0 (t) γ , we have F 0 (τ ) = 1 and thus we are in the degenerate case, and, moreover K(x, s)dF 0 (s) = 0. Then, if γ < 1 the assumptions of Corollary 2.5 are satisfied and thus
∼ N (0, 1) and the λ k 's. are the eigenvalues of an appropriate integral operator. Since E(Ψ) = 0, the asymptotic mean is given by 1 3(2−γ) and the asymptotic variance corresponds to
Our result suggest that our estimator and the one consider by Koziol and Green have similar behaviour, even when rescaled by n. Nevertheless, the result of Koziol and Green [1976] seems to be stronger in this setting as they are allowed to consider γ < 2 as opposed to our restriction γ < 1. In Figure 1 , we show simulations of the empirical distribution of nθ(F n ) for different sample sizes n, and γ ∈ {0.5, 1, 1.5}. For γ = 0.5 we can observe a clear convergence of the distribution functions as predicted by our results. The plot for γ = 1.5 shows a shift of the distribution functions as the sample size increases suggesting divergence. The simulations for γ = 1 are, unfortunately, not very revealing. A truncated variation of the Cramer-von Mises statistic may be considered by replacing the kernel K with
where T > 0 is such that S 0 (T ) > 0. Notice that by considering this kernel, the convergence of our statistic is guaranteed for all γ > 0. Nevertheless the variance of the statistic will most likely grow quite a lot for large values of T and γ, making it a poor choice for applications.
Example 3.2 (Maximum mean discrepancy). Let (H, ·, · H ) be a reproducing kernel Hilbert space of realvalued functions with reproducing kernel denoted by K. Given a distribution function F on (0, ∞) (or any space) we can define its map into H, say µ F , where Sriperumbudur et al. [2010] ), each probability distribution is mapped to a different element in H, allowing us to establish a proper distance between probability measures in terms of the norm of the space H. That is, given two probability distributions F and F 0 , we define their distance as
Also, under the conditions stated above, such distance coincides with the Maximum mean discrepancy, which is defined as follows
In the uncensored setting, the Maximum mean discrepancy has been used in a variety of testing problems. By equation (33), using the reproducing kernel property, it is not difficult to show that the test statistic M M D(F n , F 0 ) can be written as a canonical degenerate V-statistic, whereF denotes the empirical distribution. This fact allows us to easily derive the relevant asymptotic results to derive a statistical test.
In the setting of right-censored data we study M M D(F n , F 0 ) whereF n is the Kaplan-Meier estimator. Using equation (33), our test-statistic is given by
Note that the last term is β(F n , F ) as defined in equation (8). Hence, under the null hypothesis, i.e. H 0 : F = F 0 , and Condition 2.2 along with Theorem 2.4, it holds that
∼ N (0, 1) and the λ k 's. are the eigenvalues of an appropriate integral operator. Notice that Theorem 2.4 does not require the "degeneracy condition" as opposed to Corollary 2.5. , whereσ 2 and σ 2 denote the empirical and asymptotic variance respectively. We use a fixed sample size n = 3000.
For the sake of simplicity, let us consider K as the Ornstein-Uhlenbeck kernel given by K(x, y) = e −|x−y| , and let F 0 = 1 − e −t and 1 − G(x) = S 0 (x) γ . A tedious computation shows that
Then, under the null hypothesis and condition (2.2), which is satisfied for γ < 1, it holds
Since E(Ψ) = 0, the asymptotic mean is given by 1 2(1−γ) and the asymptotic variance corresponds to
In Figure 2 , we sample from the empirical mean and variance and compare with the mean and variance of the limit distribution. We do this for different values of γ and a fixed sample size. Each simulation considers 1000 independent realisations. We observe that as γ approaches 1 the empirical estimation starts to get far away from the mean and variance predicted by our result, suggesting a slow convergence rate.
Conclusions and Final Remarks
In this work we studied the limit distribution of Kaplan-Meier V and U -statistics under two different regimes: degenerate and non-degenerate kernel. For two dimensional kernels, which is the most common case in applications, our conditions are very simple and, in practice, they reduce to check the finiteness of a few integrals. Compared to previous approaches our result is more complete as it considers weaker assumptions which translate in simpler statements. It also gives more information about the limit distribution, e.g. we found expressions for the asymptotic mean and variance, and an asymptotic canonical V -statistic representation of the Kaplan-Meier V and U -statistics. We also proved, under stronger conditions, results for kernels of dimension d > 2. Finally, we provided two applications of our results to hypothesis testing.
We give a few comments about our results. First, in the canonical case (uncensored data), U -statistics are preferred over V -statistics due to several reasons. Arguably, the most important reason is that U -statistics are unbiased while V -statistics are, in general, biased. The bias of V -statistics implies that limit theorems need to deal with the behaviour of the biased part of the estimator, resulting in stronger assumptions in the statement of the results. In the right-censored case, it does not seems to be a major difference between U and V statistics, and indeed, V statistics are easier to work with as they can be represented by an integral with respect to the Kaplan-Meier estimator. Furthermore, due to the complex structure of the Kaplan-Meier weights, the Kaplan-Meier U -statistics are not unbiased as opposed to its canonical counterpart, losing their main advantage over V -statistics.
Second, we state that our proof can be implemented into the settings of random kernels K n that depends on the data points (
as long certain regularity conditions hold, namely, i) K n is predictable in the sense of Definition 6.9 to ensure that K n preserves the martingale property, ii) it exists a deterministic kernel K such that sup x,y≤τn K n (x, y)/K(x, y) = O p (1), iii) K n converges in probability to some deterministic kernel K, iv)K and K satisfy conditions (2.1) or (2.2), depending on the case.
Third, we first recall that our conditions are very close to be optimal. For example, under Condition 2.2, we see that the variance of the limit distribution is 2
(1−G(x−))(1−G(y−)) dF (x)dF (y) whose finiteness is ensured by the finiteness of the related quantity
. This suggest that we can hope to replace K by K in Condition 2.2, nevertheless, it is possible to reproduce our proof under such assumption. e.g. take K, F and G as in example 3.1. We know that if γ < 1 then our theorems apply while for 1 ≤ γ < 2 our condition is not satisfied, however (y) is finite, suggesting that we may be able to extend the result a bit more. Unfortunately, by replacing K by K in Condition 2.2, the result of Lemma 7.1 does not hold. This suggests that we need a different proof strategy or some intermediate conditions.
Fourth, in the uncensored case i.e. G = 0, we can see that Condition 2.2 reduces to the
which are the standard conditions in the statements of limit results for V -statistics. Indeed, the first term represents half the asymptotic variance and the second term the asymptotic mean. A similar analysis can be conducted for Condition 2.1. Finally, to satisfy Condition 2.2 becomes much simpler if the kernel and the probability measures F and G satisfy nice properties. For example, letK(x, y) = K(x, y)/ (1 − G(x−))(1 − G(y−)), and suppose that K(x, y) is nuclear in L 2 (F ), i.e. the absolute sum of the eigenvalues is finite, thenK(x, y) =
where the convergence is absolute (and also in L 2 (F )). By using the above expression, we can verify that Condition 2.2 is satisfied (use equation (83) of Appendix A, and that φ i (x) 2 dF (x) = 1).
Proofs I: Road Map
In order to keep our proof as tidy as possible and to emphasise the key steps without the distraction of messy computations, we give a list of intermediate steps that are needed to carry out the proof of our main results.
Recall that θ(F ) − θ(F ; τ ) = α + β as in equation (8). The term α is easy to study due to the following result of Akritas [2000] .
Then, by applying the Theorem above with φ(x) = τ 0 K(x, y)dF (y), we get the following Corollary.
We also prove Lemma 5.3. Under Condition 2.1 it holds that √ nβ
The proof of Theorem 2.3 is a direct application of Lemma 5.3 and Corollary 5.2. The proof of Lemma 5.3, and in general the treatment of β, is more complex. Define τ n = max{X 1 , . . . , X n } and denote by I the region (0, τ n ] and by E the region I H \ I. Note that I and E depend on τ n even if we do not explicitly write it. The integral β can be separated into β = β I 2 + β I 2c , where β R denotes the same integral as β but the integration is over the region R, and I 2 = I × I and
is studied in Section 7 whose main result is the following:
If Condition 2.2 holds, then
The integral over the region I 2 = I × I is more complicated to deal with since it contains all the important information about the limit distribution. In section 8 we transform β I 2 into a more tractable object by performing a 'change of measure', where we transform the measure d(F − F ) into the measure dM = dN − Y dΛ. The main result of section 8 is the following Lemma 5.5. Under Assumption 2.1 it holds that
Under Assumption 2.2 it holds that
where the kernel K is defined in equation (9).
In Section 9, we use the representation of β as a double stochastic integral with respect to M to prove the following result.
Lemma 5.6. Under Condition 2.1 it holds that
Observe that Lemmas 5.4, 5.5 and 5.6 imply Lemma 5.3, which finishes the analysis of the "non-degenerate case" (scaling factor √ n). From now, our results only focus on the "degenerate case" (scaling factor n). From equation (42), it holds
and recall thatŜ(x−) a.s → S(x−) due to the convergence of the Kaplan-Meier estimator (Lemma 6.1), while
, as a result of the SLLN. Those limit results suggest the decomposition presented in Theorem 2.6 given by
which is proved in Section 9.
We proceed to prove Theorem 2.4. The proof is based in the representation of β given in Theorem 2.6 (also equation (44)). Consider the space T = (0, ∞) × {0, 1}, and consider the measure µ on T induced by the data
Using the above notation, Theorem 2.6 can be written as
That is, β is V -statistic up to an o p (n −1 ) term. For i = j, a simple but tedious computation (done in Appendix C) shows that
Thus β I is approximately a (canonical) V -statistic with a degenerate kernel of mean 0. As J ∈ L 2 (T×T, µ 2 ), classical V -statistic results apply (e.g. [Koroljuk and Borovskich, 1994, Theorem 4.3.2.] ) giving a direct proof of Theorem 2.4. In particular,
, where ξ i are i.i.d. normally distributed random variables of mean 0 and variance 1, and λ i are the eigenvalues of the integral operator
The rest of the paper is devoted to prove Lemmas 5.3, 5.4, 5.5 and Theorem 2.4.
Proofs II: Preliminary Results
In this section we review a few useful results that are going to be frequently used in the proof of our results.
O p and o p Notation
This work makes heavy use of the O p and o p notation. In order to be clear and unambiguous we give the appropriate definitions which follows from the notes from Janson [2011] . Given a sequence of random variables (Z n ) and (Y n ) with |Y n | > 0 we say that
if for every ε > 0 there exists constants C ε and n ε such that P(|Z n | ≤ C ε |Y n |) > 1 − ε for every n ≥ n ε . In other words, Z n /Y n is bounded in probability, meaning that up to a set of small but fixed probability Z n /Y n is bounded. A particular case is when Y n = 1, in such a case we write Z n = O p (1), meaning that Z n is bounded in probability. Note that
Also, if Z n is positive with finite first moment, then Z n = O p (E(Z n )) due to the Markov inequality.
•
We remark that the O p and o p notation satisfy most of the properties of the standard O and o notation used in deterministic settings. Frequently we will encounter families of stochastic processes Z n : Ω × S → R, i.e. Z n (x) where x ∈ S, and S is an arbitrary space, usually representing time (0, ∞) (as usual, ω ∈ Ω is implicit in the notation). We say that
This is particularly useful when computing random integrals. E.g. suppose we consider a measure µ on S (with an appropriate sigma-algebra), then if (46) holds,
Finally, when Z n and Y n are positive, we will use the notation
order to avoid large parenthesis, especially when the expression for Y n is long.
Some Results for Counting Processes
The following results from the counting process theory are going to be frequently used in this paper. We recall the notation: we observe (
H(t) < 1}, and S is the Kaplan-Meier estimator of the survival function S.
Proposition 6.1. The following holds a.s.
The proof of Part 1. is due Stute and Wang . The proof of Part 2. is the famous Glivenko-Cantelli theorem. An important corollary, which is frequently used in this work is that, for every T with 1 − H(T −) > 0, then
Proof: Part 1. and 3. are due Gill et al. [1983] . Part 2. follows from [Gill, 1980, Theorem 3.2.1.] . Essentially note that W (t) = 1 {X i >t} P(Xi>t) is a non-negative martingale on [0, T ] for every T with H(T ) < 1. Then the results follow from applying Doob's inequality, and letting T grow to τ .
Remark 6.2.1. The results of Proposition 6.2 are used so frequently in our proofs that sometimes they will be used without mention.
Remember that 1 − H(t) = S(t)(1 − G(t)) were G(t) is the c.d.f of the censoring distribution. Then, a very useful consequence of proposition 6.2 is that
which will be used quite often in our proofs. Another useful lemma is the following Lemma 6.3 (Yang [1994] ). For every C ≥ 1, it holds that for any n ≥ 1,
i.e., n(1 − H(τ n )) = O p (1).
Proof: Let H −1 be the generalised inverse of the cumulative distribution function H, then
Duhamel's equations
We recall Duhamel's equation, given by Proposition 6.4 (See Gill [1980] ). For all x > 0 such that S(x) > 0,
For a function φ : (0, ∞) → R we consider the operatorÂ =Â n defined as (Âφ)(
Note the difference between the operatorÂ and the forward operator A is that the former up to τ n while the later integrate up to τ . For multivariate functions we defineÂ i as the operatorÂ applying only in the i-th coordinate. We also defineR =Â − Id andR i =Â i − Id.
By using the equation (49), we get
and then for a 2-dimensional kernel K, we get
Some Convergence Theorems
We state, without proof, the following elementary results that are useful to prove that a sequence of (stochastic) integrals I n converges to 0 in probability.
Lemma 6.5. Let (X , B, µ) be a measurable space and (Ω, F, P) be a probability space. Consider a sequence of non-negative stochastic processes R n : Ω × X → R. Suppose that 1. For each α ∈ (0, 1), it exits an event A α with P(
2. For each β ∈ (0, 1), it exists a non-negative function R β ∈ L 1 (X , B, µ) such that for each n ≥ 1 it exists an event B n,β with P(B n ) ≥ 1 − β and
Lemma 6.6. Let (Ω, F, P) be a probability space, and let µ be a measure on (0, ∞). Consider an interval B ⊆ (0, ∞), and the family of non-negative stochastic process R n : Ω × B → [0, ∞), and a function f : Ω × B → [0, ∞). Suppose that
2. it exists R :
Lenglart-Rebolledo Inequality
We state the well-known Lenglart-Rebolledo Inequality that plays a very important role in our analysis. Giving two right-continuous adapted processes X(t) and Y (t), we say that Y majorises X if for all bounded stopping times T
it holds that E(|X(T )|) ≤ E(Y (T )).
Lemma 6.7 (see Fleming and Harrington [1991] , Theorem 3.4.1.). Let X be a right-continuous adapted process, and Y a non-decreasing predictable process with Y (0) = 0 such that X majorises Y . Then Then for any stopping time T , and any ε, δ > 0,
In this work, the process X(t) will always be a right-continuous submartingale with X(0) = 0 and moreover, Y will be given by its compensator. We only work with submartingales that are related to counting processes. Then, due to their simple nature, the compensators always exist. In particular, if M is a martingale, then X = M 2 is a submartingale, and the compensator Y is given by the predictable variation process, M , of M . We refer to the book of Fleming and Harrington [1991] for more details.
In our setting, the main application of Lenglart's inequality is as follows. Suppose W n (t) is a sequence of submartingales (n represents the number of data points we observe), and A n (t) the corresponding sequence of compensators. Consider the stopping time τ n = max{X 1 , . . . , X n }, then by the Lenglart-Rebolledo inequality
and
Special Martingales
As this work deals with integration in more than one dimension, we will often encounter (sub)martingales with extra parameters and integration will be with respect to those parameters. A particular case is stated in the following lemma.
Lemma 6.8. Let (X , B, µ) be a measurable space with µ σ-finite. Let (M y (t) : t ≥ 0, y ∈ X ) be a family of random variables such that
• For fixed y ∈ X , the process X(t) = M y (t) is a squared-integrable martingale w.r.t (F t ) t≥0 .
• E( X M (t, y) 2 µ(dy)) < ∞.
is a sub-martingale with respect to (F t ) t≥0 and its compensator A is given by
Another interesting type of martingales are given double integral with respect to martingales. Consider Z(t) = Ct h(x, y)dM (x)dM (y), where C t = {(x, y) : 0 < x < y ≤ t}, and M is the counting process martingale. The natural question is whether Z(t) defines a proper martingale with respect to (F t ) t≥0 , and what it is predictable variation process. Definition 6.9. We define the predictable σ-algebra P as the σ-algebra generated by the sets of the form
Let C = {(x, y) : 0 < x < y < ∞}. A function h : C × Ω → R is called elementary predictable if it can be written as a finite sum of indicator functions of sets belonging to the predictable σ-algebra P. On the other hand, if a function h is P-measurable, then it is the limit of elementary predictable functions. We denote by H the set of P-measurable functions.
Proposition 6.10. The following functions C × Ω → R given byŜ(x−)Ŝ(y−), Y (x)Y (y), and 1 {x<y≤τn} are P-measurable. Additionally, all deterministic functions are P-measurable.
Theorem 6.11. Let h ∈ H and suppose that for all t ∈ (−∞, τ ] it holds that
Then W (t) = Ct h(x, y)dM (x)dM (y) is a martingale on (−∞, τ ] with respect to the filtration F t . Moreover, if
then W (t) is a square-integrable martingale and its predictable variation process W is given by
We remark that the above results can be extended to integration in d > 2 dimension.
Forward Operators
Consider Γ : R 2 → R. Recall the definition of the operators A 1 and
Lemma 6.12. Suppose that
2 dF (x)dF (y) < ∞ Then the following integrals are finite: 
S(x)S(y) S(x−)S(y−)
(
In the proof of our results, we apply the Lemma above to the functions Γ(x, y) = |K(x, y)|/ 1 − G(x−) and
and under condition (2.2)
Proofs III: Exterior Region
In this section we prove Lemma 5.4. Recall
We divide the interval I H into two pieces, I = (0, τ n ] and E = I H \ I, note both depends implicitly on n. We split the integration area into an interior region I 2 = I × I and the exterior region
c . Then, we consider β = β I 2 + β I 2c , where β R denotes the same integral as β but the integration is over R. In this section we show that the exterior region satisfies β I 2c = o p (n −1/2 ) under Condition 2.1 and
Observe that
Then, by symmetry of K, β I 2c = β E×E + 2β E×I .
Lemma 7.1. Under Condition 2.1, it holds that
and, under Condition 2.2, it holds that
Proof: First, we prove β E×E = o p (n −1/2 ) under Condition 2.1. Since the data we observe occurs in [0, τ n ] it holds that dF (t) = 0 for all t > τ n and (F n (x) − dF (x))(F n (y) − dF (y)) = dF (x)dF (y) in the region E × E. Then, by the Cauchy-Schwartz's inequality, it holds
Under Condition 2.1,
the last equality follows from the fact that 1 − H(τ n ) = O p (n −1 ) (by Lemma 6.3), S(τ n ) ≤ 1, and from the fact that the integral term goes to 0. The latter is a consequence of Condition 2.1 together with τ n → τ when n grows to infinity.
Following the same argument, under Condition 2.2, we get
) and the integral term goes to 0 as n grows to infinity under Condition 2.2.
To analyse β E×I we need some extra notation. For a function φ : (0, ∞) → R, we consider the operator A =Â n defined as (Âφ)(x) = 1 S(x) τn x φ(x)dF (x). For multivariate functionsÂ i denotes the operatorÂ applying only in the i-th coordinate. We also denoteR =Â − Id andR i =Â i − Id, Lemma 7.2. Under Condition 2.2, it holds that
Proof: We start by noticing that if τ is a point of discontinuity of H then τ n = τ almost surely for a sufficiently large n. Consequently, the set E × I is empty and thus the statement above holds trivially. Therefore, we assume that τ is a continuity point of H. Replacing equation (50) into β E×I yields
Recall that R 1 = A 1 − I and thusR
Y (x) . Equation 64 follows from Lemma 7.1 and from L(τ n ) = O p (1). The latter is due to equation (48) and Proposition 6.2, as follows
From there, equations (64) and (63) yield that
where, for any fixed y, M y (t) = t 0
is a squared-integrable martingale w.r.t F t ( Note that R 1 K(·, y) is a deterministic function for any fix y and thus predictable). By the Cauchy-Schwartz inequality, we obtain
Compiling the above results
thus proving nβ E×I = o p (1) is equivalent to prove that n τ τn
Notice that the integration limits in equation (68) are random as they depend on τ n . We proceed to prove that τ n can be replaced by a deterministic value T n without affecting the result we wish to prove.
Let C > 0 be a large constant. Define T n = inf{t ∈ R : H(t) ≥ 1 − C/n} and consider the set B n = {1 − C/n ≤ H(τ n )}. From Lemma 6.3, it holds P(B n ) ≥ 1 − 1/C and, by the definition of T n , τ n ≥ T n within the set B n . Since P(B n ) → 1 as C grows to infinity, it is enough to prove that nβ E×I = o p (1) in the event B n for any C > 0.
Within the set B n , it holds
Notice that the difference between equation (68) and (69) is the integration region. By Lemma 6.8, n τ Tn M y (t) 2 1−G(y−) dF (y) is a F t -submartingale. Then, by Lenglart-Rebolledo's inequality, it is enough to prove its compensator evaluated at τ n , say A(τ n ) tends to 0. From Lemma 6.8 it holds
Therefore we need to prove that
as n grows to infinity. This follows from verifying that
where Γ(x, y) = |K(x, y)|/ (1 − G(x−))(1 − G(y−)), which is proved in Lemma 6.12, and the fact that T n → τ .
Lemma 7.3. Under Assumption 2.1 it holds that
Proof: Following the same reasoning used in the proof of Lemma 7.2, it suffices to prove
where, for any fixed y ≤ τ , M y (t) is the squared integrable martingale defined as
and T n is a deterministic constant such that T n ≤ τ n in sets B n of probability arbitrarily large. By Cauchy-Schwartz's inequality, it holds
and by Lemma 6.8, n τ Tn M y (t) 2 dF (y) is a sub-martingale in t. By the Lenglart-Rebolledo's inequality, we just need to prove that its compensator, A n (t), evaluated at τ n is o p (1). From Lemma 6.8, it holds
which tends to 0 by verifying that
where Γ(x, y) = K(x, y)/ 1 − G(x−) is finite. The later holds true due to Lemma 6.12.
We finish this section by noticing Lemma 5.4 is implied by Lemmas 7.1, 7.2, and 7.3.
Proofs IV: Interior Region
In this section, we deal with the double integral β restricted to the interior region
The main objective of this section is to prove Lemma 5.5. We start by analysing the result for the scaling factor n under Condition 2.2. Proof Lemma 5.5, equation (42) : From equation (51) it holds that
Recall the definitions of the advanced operator A (Section 6.7) and ofÂ (above Lemma 7.2). Define
We will prove that
The above is equivalent to prove that
In one hand, using that for a function φ(
the last equality holds because equation (76) equals equation (66) which was proved to be o p (1) under the same conditions. On the other hand, by a similar computation, it holds that
The last equality holds because
The proof of equation (41) of Lemma 5.5, follows the same path but replacing n by √ n.
Proofs V: Double Stochastic Integral
In this section, we prove Lemma 5.6 and Theorem 2.6. Up to this point, we have proved that
where c = 1/2 under Condition 2.1 and c = 1 under Condition 2.2. In this section we study the double stochastic integral denoted by
and derive the necessary results that allow us to prove Lemma 5.6 for the √ n-scaling and Theorem 2.6 for the n-scaling.
The strategy to study Q(t) is to consider its division into a diagonal and a off-diagonal term and to analyse them separately. Define the sets D(t) = {(x, y) : x = y, 0 < x ≤ t} and C(t) = {(x, y) : 0 < x < y ≤ t}, and the integrals
hence, by symmetry, Q(t) = Q D (t) + 2Q C (t).
Integral over Diagonal
The latter can be checked by definition of the integral. Indeed, the measure dM (x)dM (y) of a small square whose main diagonal goes from (a, a)
is a submartingale whose compensator is given by M , and thus the compensator of
By the Lenglart-Rebolledo inequality, in order to prove that
Proof: We prove that the compensator of √ nQ D (t) (but replacing K by |K |) evaluated in τ n tends to 0 in probability. The compensator is given by
Note the above integral tends to 0 due to the Dominated convergence theorem. Indeed, as Y (x) → ∞ for each fix x, the integrand tends to 0. Moreover, by bounding Y (x) ≥ 1, the integrand is bounded by an integrable function due to Condition 2.1.
Lemma 9.2. Under Condition 2.2 it holds that
Proof: It is enough to prove that
Denote R n (x) =
(1−G(x−)) 2 1 {x≤τn} , then of the compensator of the above submartingale, evaluated in τ n , is
To prove the last integral is o p (1) we check the conditions of Lemma 6.5. First, from Proposition 6.1,
9.2 Integral over Off-diagonal
Proof: From Theorem 6.11, √ nQ C (t) square integrable F t -martingale with mean 0. It is enough to prove its predictable variation process evaluated in τ n tends to 0 as n grows. The predictable variation process is given by
Define the martingale W y (t) with respect to
. We claim that W y (t) is a squared integrable martingale for all y ∈ I H and hence Z(t) = τ −∞ S(y)Wy(t) 2 1−H(y−) dF (y) is a submartingale (see Lemma 6.8). Clearly, the integral in equation (80) corresponds to Z(τ n ). We prove Z(τ n ) = o p (1) by proving Z (τ n ) = o p (1). From the Lemma 6.8,
We prove that the above integral is o p (1) by checking the conditions of Lemma 6.5. First, note that the only dependency on the data points is on Y (x). Then, for the first condition note that for any fix (x, y) ∈ (0, τ ] 2 it holds that Y (x) → ∞ (even if τ is a discontinuity point). For the second condition, we haveŜ(x−)/Y (x) ≤ 1, (which holds for any x < τ and even if x = τ when τ is a jump point) and the remaining expression is integrable due to Condition 2.1 and Lemma 6.12 (equation (58)).
Note that Lemma 9.3 together with Lemma 9.1 prove Lemma 5.6.
n-scaling
Lemma 9.4. Under condition 2.2 it holds that
Proof: We prove this in two steps. In the first step we prove
and in the second step,
We will only write the proof of the first step, as the proof of the second step is essentially the same. Let us consider the (random) function R n (x) =
dM (x)dM (y) is a squared integrable martingale whose predictable variation process evaluated in τ n is given by
The process W y (t) = t 0 R n (x)K (x, y)1 {x<y} dM (x) is a squared integrable martingale, thus by Lemma 6.8,
is a submartingale, whose predictable variation process evaluated in τ n is given by
By the Lenglart-Rebolledo inequality (Lemma 6.7), if the integral in the RHS is o p (1) it implies that Z (τ n ) = o p (1), which, again, implies that Z(τ n ) = o p (1). To prove that equation (81) tends to 0 in probability we use Lemma 6.5.: first, notice that the integrand tends to 0 for every fix x, y ∈ I H as R n (x) → 0. Second, due to Proposition 6.2, sup x≤τn R n (x)/(1 − G(x−)) = O p (1), and from Lemma 6.12 (equation (59)
Note that Lemma 9.2 and 9.4 prove Theorem 2.6.
Appendix

A Forward and Backward Operators
Recall the definition of the forward operator A,
and let X ∼ F , then (Aφ)(x) = E(φ(X)|X > x). From this definition it is not difficult to notice that A1 = 1, i.e. constants are invariant on A, and that A is linear. Additionally, suppose that φ is square integrable with respect to dF , then it can be shown (e.g. Efron and Johnstone [1990] ) that
which implies that the function (Aφ)(x) S(x)/S(x−) is also square integrable. Indeed, if X ∼ F , a simple computation and equation (83) shows
We consider a bivariate version of this inequality. Let Γ : R 2 → R be square integrable with respect to dF × dF . When considering a bivariate function we define the operators A 1 and A 2 by (
S(x)S(y) . In simple terms, A i is the operator A applied only to the i-th coordinate of the function Γ. We also use Id to denote the identity operator.
Let X, Y be two independent random variables with distribution F . Then, equation (84) and conditional expectation yields
B Double Stochastic Integrals
Proof of Theorem 6.11 : Let h ∈ H. As M (x) is the difference between two right-continuous increasing processes, we have
We proceed to prove that the process φ(y) = (0,y) h(x, y)dM (x) is predictable with respect to the sigma-algebra (F y ) y≥0 . For this, it is enough to verify the claim for elementary functions of P, and then we extend the result to general functions of P, i.e., H. If h(x, y) = X1 {(x,y)∈(a1,b1]×(a2,b2]} with X ∈ F a2 and 0
Thus, we just need to prove that the process (0,y) 1 (a1,b1] (x)dM (x) is predictable w.r.t (F y ) y≥0 as X1 (a2,b2] 
is predictable w.r.t (F y ) y≥0 , and thus W (y) = y 0 1 (a1,b1] (x)dM (x) is predictable and so is (0,y) h(x, y)dM (x). Therefore,
is the integral of a predictable process w.r.t to (F t ) t≥0 , and thus (Z t ) is a martingale. By using condition (54) together with Lebesgue Dominated convergence theorem, we can extend our result to a general function h of the predictable sigma algebra P. Under condition (55), Z t is square integrable, and then as W (y) = (0,y) h(x, y)dM (x) is predictable, then its predictable variation process is given by
C Properties of J
We start by computing E(J((X 1 , ∆ 1 ), (X 1 , ∆ 1 )). Observe that
where the last equality follows from the fact that the integral in the off-diagonal defines a martingale of mean 0 (Definition 6.9 and below). From the properties [M 1 ] (see beginning of section 9), we have
We continue computing E(J((X 1 , ∆ 1 ), (x, r)) for any (x, r) ∈ T. To ease notation, defineK(x, y) = K (x, y)/((1 − G(x−)(1 − G(y−)) and the signed measure dm(s) = rδ x (ds) − 1 {x≥s} dΛ(s), then
As the term inside the parenthesis is a deterministic function of t, the above is just a stochastic integral w.r.t M 1 , which is a martingale w.r.t the filtration F 1,t generated by {1 {X1≤s,∆=1} , 1 {X1≤s,∆=0} : s ≤ t} ∪ N , therefore its expected value is 0.
We finalise by computing E(J ((X 1 , ∆ 1 ), (X 2 , ∆ 2 )) 2 ). By conditional expectation, it holds
The conditional expectation can be computed by using the fact that M 1 is a martingale w.r.t. the filtration
then equation (90) becomes
D Proof of Lemma 2.7
By the definition of the Kaplan-Meier estimator it holds that
hence the Kaplan-Meier weight of a uncensored observation X i = x equals ∆F (x) divided by all the uncensored observations that fall in x, i.e., the weight W i associated to X i equals
tends to 0 as n grows. From Proposition 6.2, we have sup x≤τn (nŜ(x−)/Y (x)(1−G(x−)) = O p (1), and then, equation (91) is O p (1). Choose ε > 0. As, equation (91) is O p (1), we deduce that in a event E of arbitrarily large probability it exist T ∈ I H such that the sum in equation (91) restricted to X i > T is less than ε for large enough n. Also, due to the uniform convergence in (0, T ], the sum in equation (91) restricted to X i ≤ T is less than ε for large enough n. As ε is arbitrary and the event E has probability as large as desired, we conclude that (91) tends to 0, in probability, as n grows. Finally, we have
E Multivariate Case
In this section we give a proof sketch of Theorem 2.10. We begin by expanding α j , defined in equation (22), for j ≥ c. Recall the definition of the function φ j in equation (23) and let I = (0, τ n ] and E = (τ n , τ ). Then, the following decomposition holds for α j ,
(by symmetry of φ j ) = j k=0 j k
Note α kj is defined for 0 ≤ k ≤ j. With such notation, we have α j = j k=0 (−1) (50)), we have that
To short notation, we writeŜ i instead ofŜ(
, and dF i and dM i instead of dF (x i ) and dM i , respectively. Finally, we do not write the variables (x 1 , . . . , x j ) next to a function when it is clear that the argument of the function are all the variables. For example, the above expression is written as
Denote the operators R i = A i − Id and
again, using the symmetry of φ j and using that R p commutes with R q and D q for p = q it holds that
Note that α jkl is defined for l ≤ k ≤ j. Also, in α jkl , we understand D 1 · · · D as the identity operator if = 0, same with R +1 · · · R k when = k, and other similar products. By integrating on x i for i = 1 to , and Fubinni's Theorem we get
As the last quantity does not depend on l, by making a = j − k + l and b = k − l we denote β ab = α jkl . We need to prove that √ n c β ab P → 0 for a + b = c and a > 0, and for a + b > c. Denote by Ψ(x 1 , . . . , x a+b ) = ((R 1 · · · R b )φ a+b )(x 1 , . . . , x a+b ), then we need to prove that the following expression tends to 0 in probability:
for the appropriate values of a and b. In order to integrate over I b , we partition I b into sets by raking the b variables in increasing order but allowing the possibility of ties, i.e. ties generate different partitions. For example I 2 = {(x 1 , x 2 )} can be partitioned into {x 1 < x 2 }, {x 1 = x 2 } and {x 1 > x 2 }, while I 3 can be partitioned into {x 1 < x 2 < x 3 } (and 5 permutations of it), {x 1 = x 2 < x 3 } (and two permutations), {x 1 < x 2 = x 3 } (and two permutation) and {x 1 = x 2 = x 3 }, giving a total of 13 combinations. Note that many of those partition represent the same set and thus they are the same up to a relabelling of the variables, e.g. in I 2 the set {x 1 < x 2 } and {x 2 < x 1 } are essentially the same. The integral over any of those sets is the same due to the symmetry of the functions we are working with. Consider M ≤ b and consider the integral over I M . Given a sequence in q ∈ {0, 1} M −1 , we define the set R q by
where the symbol i denotes a "=" if q(i) = 0, and " < " if q(i) = 1. Let r q the number of sets in the partition that are represented by R q up to relabelling of the variables. Then, (96) equals
We will show that for each q ∈ {0, 1} b−1 the integral over E a × R q multiplied by √ n c tends to 0 in probability.
By the Cauchy-Schwartz inequality we get
The integral over E a considers a positive function, thus we can choose T n ≤ τ n and integrate over (T n , τ ) a to increase the total value of the expression above.
Let C > 0 be a large constant. Define T n = inf{t ∈ R : H(t) ≥ 1 − C/n} and consider the set B n = {1 − C/n ≤ H(τ n )}. From Lemma 6.3, it holds P(B n ) ≥ 1 − 1/C and, by the definition of T n , τ n ≥ T n within the set B n . Since P(B n ) → 1 as C grows to infinity, it is enough the result in B n for all C > 0. This implies that we shall prove our result on E = (T n , τ ) instead of E.
From here we have two cases, if c ≥ a we obtain that (99) equals
while, if c < a then (99) becomes
We will work show how to proceed in (100), as the procedure on equation (101) follows a similar, but easier, path. Define W t as the term of equation (101) but integrating over R q (t) instead R q (τ n ). The idea is majorise (in the sense of section 6.5) W t by a simpler process and then prove that such a process tends to zero when evaluated in τ n . For that we just majorise the integral over R q (t), and use the fact that majorisation is preserved through integration of parameters (in this case (x b+1 , . . . , x a+b ) over E a ), then we will get a stochastic process that majorises W t but has less stochastic integrals, indeed, the process will have a similar expression but integrating over R q (t) with q ∈ {0, 1} m with m smaller than the dimension of q, i.e. it has less stochastic integrals, and also it has a smaller exponent in n. Then we will repeat the process by majorising the integral over R q (t) and so on. In the end we get a sequence of process such that each one majorises the previous one. By the Lenglart-Rebolledo inequality if the last of those processes tends to 0 in probability (evaluated in τ n ) then the original process does, i.e. W τn .
For now, we just majorise the process Z t defined by integrating over R q (t) multiplied by n c−a , that is Z t is given by 
Note that (Z t ) t≥0 depends on the variables (x b+1 , . . . , x a+b ).
Recall that q ∈ {0, 1} b−1 . Suppose that q(b − 1) = 1 then b−1 represents the symbol " < ". In such a case
where q ∈ {0, 1} b−2 and q (i) = q(i) for i ≤ b − 2. Then R q (x b −) = {(x 1 , . . . , x b−1 ) : x 1 1 · · · b−2 x b−1 < x b }, thus the integral over R q (x b −) is indeed predictable (w.r.t (F t ) t≥0 ) as it can be approximated by integrals over R q (x − 1/m) by making m tends to infinity (same argument we applied for double stochastic integrals). If c − a ≥ 1, then Z t is compensated by H(x) ) uniformly on x as many times as possible, and then, when we run out of exponents in n, we just boundŜ(x−)/Y (x) ≤ 1.
Note that, in either case ( (104) or (106)), we have a recursive structure. We have the stochastic integral over R q (t), so we can repeat the process recursively. Then after a tedious computation, we conclude that the last majorising process (evaluated in t = τ n ) in the succession has the form O p (1) E a (0,τ ) a 1 Rq(τ ) (x σ(1) , . . . , x σ(b) ) Ψ(x σ(1) , . . . , x σ(b) , x b+1 , . . . , x a+b )
dF (x i ) (107) whereq represents the vector q ∈ {0, 1} b but eliminating all the entries that are 0. σ is defined as σ(k) = k if i) q(k) = 1 or ii) if q(k) = 0 but k = b or iii) if q(k + 1) = 1; while σ(i) = σ(i + 1) for other cases. E.g. if R q (τ ) = {x 1 < x 2 = x 3 = x 4 < x 5 < τ }, then σ(1) = 1, σ(2) = 4, σ(3) = 4, σ(4) = 4 and σ(5) = 5.
Recall that Ψ = b i=1 R i φ a+b . Following the arguments of Appendix A, it is possible to extend Lemma 6.12 to several variables, so we can replace φ j in condition A(c) by R 1 . . . R b φ j and the integrals are still finite, in particular the integral of (107) is finite, even if we replace E by (0, τ ). From there, using that E = (T n , τ ) and T n → τ when n tends to infinity, we obtain that (107) tends to 0, and thus (96) tends to 0.
E.1 V -statistic Representation
From our previous analysis, we conclude
