The 2.1 GHz radio source catalogue of the 25 deg 2 ultimate XMM extragalactic survey south (XXL-S) field, observed with the Australia Telescope Compact Array (ATCA), is presented. The final radio mosaic achieved a resolution of ∼4.8 and a median rms noise of σ ≈ 41 µJy/beam. To date, this is the largest area radio survey to reach this flux density level. A total of 6350 radio components above 5σ are included in the component catalogue, 26.4% of which are resolved. Of these components, 111 were merged together to create 48 multiple-component radio sources, resulting in a total of 6287 radio sources in the source catalogue, 25.9% of which were resolved. A survival analysis revealed that the median spectral index of the Sydney University Molonglo Sky Survey (SUMSS) 843 MHz sources in the field is α = −0.75, consistent with the values of −0.7 to −0.8 commonly used to characterise radio spectral energy distributions of active galactic nuclei (AGN). The 2.1 GHz and 1.4 GHz differential radio source counts are presented and compared to other 1.4 GHz radio surveys. The XXL-S source counts show good agreement with the other surveys.
Introduction
Star formation and active galactic nuclei (AGN) activity are two important processes that influence galaxy evolution. AGN in particular have been recognised as having a major influence on massive galaxy evolution via a process called feedback (e.g. Boehringer et al. 1993; Forman et al. 2005; Fabian 2012) . Incorporating this feedback into galaxy evolution models gives a markedly better fit to the optical luminosity function for galaxies at z ≤ 0.2, particularly at the high-mass end (Croton et al. 2006; Bower et al. 2006) .
Studies of galaxies at radio frequencies of ∼2 GHz probe these processes via the non-thermal synchrotron emission generated by relativistic electrons spiraling around magnetic field lines (e.g. Condon 1992) . Since this emission is not obscured by dust and is detectable at large cosmic distances, radio surveys provide a less dust-biased picture of galaxy evolution than optical surveys (e.g. Haarsma et al. E-mail: andrew.butler@icrar.org 2000 and Seymour et al. 2008) . They also allow the construction of the radio luminosity function (RLF), which is the most direct and accurate way to measure the cosmic evolution of radio sources ). This is essential for measuring the relative contribution of the starforming galaxy and AGN populations to the total radio power emitted at a given epoch . Measuring how the shapes of the AGN and star-forming galaxy RLFs evolve over cosmic time provides important constraints on galaxy evolution models.
A number of studies have used the RLF to determine the cosmic evolution of the radio AGN population across a wide range of radio luminosity. For example, Dunlop & Peacock (1990) and Rigby et al. (2011) found that high-luminosity radio AGN (L 1.4GHz 10 26 W/Hz) increase their comoving density by a factor of ∼100 − 1000 out to z ∼ 2 − 3. On the other hand, Smolčić et al. (2009) investigated the evolution of the low-luminosity radio AGN (L 1.4GHz < 5 × 10 25 W/Hz) using VLA-COSMOS data and found an increase A&A proofs: manuscript no. XXL XVIII butler rev4 FINAL arxiv in density by a factor of ∼2 out to z = 1.3. Waddington et al. (2001) , McAlpine & Jarvis (2011) , and Williams & Röttgering (2015) came to similar conclusions regarding the evolutionary differences between high-and low-luminosity radio AGN.
These results suggest that high-and low-luminosity radio AGN form two distinct populations. Observations of the host galaxies of radio AGN have supported this idea, favouring a characterisation in which the high-luminosity radio AGN exhibit strong high-excitation emission lines (such as [O iii] ) and the low-luminosity radio AGN do not (e.g. Hine & Longair 1979 and Laing et al. 1994) . The former are called high-excitation radio galaxies (HERGs) and the latter lowexcitation radio galaxies (LERGs). It is hypothesised that HERGs and LERGs exhibit fundamentally different black hole accretion modes that result in two distinct forms of feedback (e.g. Hardcastle et al. 2007 ).
However, there have been few studies that separate HERG and LERG RLFs. Best & Heckman (2012) and Best et al. (2014) constructed separate RLFs for the two populations down to 5 mJy out to z ∼ 0.3 and 0.5 < z < 1.0, respectively. Pracy et al. (2016) probed down to 2.8 mJy out to z ∼ 0.75 and found that the LERG RLF is consistent with no evolution while the HERG RLF indicates rapid evolution. The local LERG RLFs from these studies were consistent with each other, but the local HERG RLF from Pracy et al. (2016) displayed higher space densities than that of Best & Heckman (2012) , especially for L 1.4GHz ≤ 10 24 W/Hz. The probable reason for this discrepancy is that Best & Heckman (2012) classified certain sources as star-forming galaxies that Pracy et al. (2016) classified as HERGs. Clearly, more data are needed to clarify this discrepancy and to gain a better understanding of the HERG and LERG luminosity functions, host galaxies, and cosmic evolution. This requires a deep radio survey over a relatively wide area combined with excellent multiwavelength data in order to capture the largest possible range of radio luminosities out to z ∼ 1 .
To this end, a pilot 2.1 GHz radio survey covering the central ∼5 deg 2 of the XXL-South field was conducted with the Australia Telescope Compact Array (ATCA). The ultimate XMM extragalactic (XXL) survey (Pierre et al. 2016 , XXL Paper I) is the largest survey undertaken with the XMM-Newton X-ray telescope. The survey observed two 25 deg 2 fields, the XMM-LSS field (XXL-North, at α = 2 h 20 m 00 s , δ = −5 • 00 00 ) and the BCS-XMM field (XXL-South, at α = 23 h 30 m 00 s , δ = −55 • 00 00 ), over a total of 6.9 Ms. One of the main goals of the XXL project is to provide a lasting legacy for studies of AGN, their nature, demographics, and evolution across cosmic time. The pilot ATCA observations of XXL-South achieved an average rms sensitivity of ∼50 µJy/beam and an angular resolution of ∼4.4", confirming that the ATCA could reach the sensitivity and resolution required to construct evolving RLFs for the HERGs and LERGs in the field (Smolčić et al. 2016, hereafter XXL Paper XI) . This paper describes the new ATCA radio observations of the remaining ∼20 deg 2 of the XXL-South field (hereafter XXL-S) and the analysis of the full ∼25 deg 2 . In Section 2, the observations, calibration, and imaging of XXL-S are described. In Section 3, the properties of the final mosaic are presented. Section 4 discusses the final radio component and source catalogues constructed from the mosaic. The spectral indices of the sources and the radio source counts are presented in Sections 5 and 6, respectively. Section 7 contains the summary.
Observations, calibration and imaging

Pilot observations of XXL-S
The ATCA pilot observations of XXL-S were performed in 2012 using 2048 1-MHz-wide channels of the Compact Array Broadband Backend (CABB) correlator (Wilson et al. 2011 ) from 1.076-3.124 GHz. Table 1 shows the dates, configurations, and net observing times of all the observations. The central ∼6.5 deg 2 of XXL-S were observed, which required 81 pointings arranged in a square pattern. The survey detected 1389 radio sources above 5σ within the inner ∼5 deg 2 masked region. These sources displayed radio source counts consistent with those found for the VLA-COSMOS 1.4 GHz survey (Bondi et al. 2008) . Full details of the observations, data reduction, and source catalogue can be found in XXL Paper XI.
New observations of XXL-S
The ATCA observations of the remaining 20 deg 2 were completed in 2014 using the same frequency coverage as the pilot survey. Over a total of 240 hours, 390 pointings were observed. To maximise efficiency, the pointings were arranged in a hexagonal pattern such that the separation between pointing centres was the FWHM of the primary beam at 2.1 GHz (∼12.3 ) for Nyquist sampling. Each day's schedule was designed to maximise the number of uv samplings for each pointing, which were scanned for 60 seconds each. The number of uv samplings for a given pointing ranged from 22-28, with 42% of the pointings having the average number of 25 uv samplings, and 76% of the pointings having between 24 and 26 uv samplings. In order to achieve the highest resolution possible, 75% of the data was taken in the extended 6A configuration. The remaining 25% of the data was taken in the more compact 1.5A configuration to gain additional uv coverage and surface brightness sensitivity. Thus, each pointing had ∼3-5 times as many 6A observations as 1.5A configurations. This was designed to allow sensitivity to extended structure while still gaining a sufficient resolution to be able to cross-match the sources to other multiwavelength data for source classification. The primary flux and bandpass calibrator, PKS 1934-638 (Reynolds 1994) , was observed for 10 minutes at the beginning of each observing run. During each run, the secondary phase calibrator, PKS 2333-528, was also observed to determine the antenna complex gains and polarisation leakage correction in the calibration step (see the next sec-tion). This source was scanned for 2 minutes every 20-25 minutes.
Calibration and flagging
The uv data were calibrated by using the Multichannel Image Reconstruction, Image Analysis and Display (miriad) software (Sault et al. 1995) . The following process was repeated for each day of observation. The channels in the CABB that are known to be affected by self-interference from 640 MHz clock harmonics were removed with the "birdie" option in the ATLOD task. The task MFCAL was then used on the primary calibrator (1934-638) in order to determine the gains, delay terms, and passband responses for each ATCA antenna for all the frequencies across the bandwidth of the receivers (2048 MHz). As part of this process, PGFLAG, which is based on AOFLAGGER (Offringa et al. 2010 (Offringa et al. , 2012 , was used to flag the primary calibrator for radio frequency interference (RFI). Next, GPCAL was used to determine the antenna gains and phases and the polarisation leakages as a function of polarisation axis for each antenna, in 8 frequency bins (each 256 MHz wide).
This calibration was then applied to the secondary calibrator (2333-528) using GPCOPY. PGFLAG was used to flag RFI and GPCAL was used to determine the antenna gains, phases and polarisation leakages that applied to the secondary. GPBOOT was then used to correct the gains by comparing them to that of the primary. Lastly, MFBOOT was used to correct the secondary's flux density by comparing the observations to its known flux density.
Once these steps were finished, the calibration of the primary and secondary calibrators were copied to the uv data for each pointing using GPCOPY. To complete the calibration of the data, RFI was flagged in the uv data for each pointing with PGFLAG.
Imaging
An image of each pointing was constructed from its corresponding uv data. Two different imaging techniques were tested: imaging in the full 2.0 GHz-wide band (the "fullband") and in eight 256 MHz-wide sub-bands. The main reason for doing the latter is the significant variations of the primary beam response, the synthesised beam, and the flux density of most sources across the large fractional bandwidth of ∆ν/ν = (2.0 GHz/2.1 GHz) ∼ 1. After a number of tests and comparisons, the full-band mosaic was chosen as the final image from which the sources would be extracted (Novak et al. 2015; Smolčić et al. 2017) . The primary reason for this was a systematic downward trend away from 1.0 in the plot showing the integrated to peak flux density ratio S int /S p vs signal-to-noise ratio S/N (defined as S p /σ, where σ is the rms noise) for the sub-band combined mosaic. The trend would have introduced significant systematic uncertainties into the source flux densities (see Appendix A for the details).
The procedure for imaging each pointing was similar to that of the pilot survey and is as follows. The following steps were executed twice for all 491 pointings in order to minimise σ ind (the rms noise for an individual pointing):
1. INVERT the uv data to generate its inverse Fourier transform (the "dirty" image). A robust parameter (Briggs 1995) of 0.0 was used.
2. MFCLEAN (Sault & Wieringa 1994) down to 10σ ind to get the "clean" model of the dirty image that corresponds to a peak residual of less than 10σ ind . 3. SELFCAL the uv data to improve the phase calibration with the model generated by MFCLEAN.
The final image was then cleaned down to 6σ ind , and RESTOR was used to convolve it with the clean beam (the best fit to the main lobe of the dirty beam). The last step was to convolve each pointing's final restored image to the smallest elliptical Gaussian possible. This ensured that all the pointings had the exact same resolution across the mosaic. This final Gaussian beam size was 5.39 × 4.21 , and its position angle was 2.4 • . Therefore, the geometric mean of the final resolution of the mosaic was B maj B min = √ 5.39 × 4.21 ≈ 4.8 .
Peeling
Radio telescopes are sensitive to sources in off-axis directions due to the multi-lobe structure of the antenna response patterns (i.e. the "sidelobes"). This causes the images of areas on the sky near a bright (∼1 Jy) source to have increased noise due to the response of the sidelobes to the nearby bright source. There are seven bright sources in the XXL-S radio mosaic that significantly increased the noise in their vicinity, as indicated by the number and morphology of the image artefacts surrounding them. The noise in the images surrounding the seven bright sources was improved by a process called "peeling" (e.g. Intema et al. 2009 ). The following steps were performed for each of those pointings:
1. Image the pointing according to the procedure in Section 2.4. 2. Subtract all sources found in the pointing's 6σ ind MF-CLEAN model from the pointing's uv data using the task UVMODEL. 3. Image the bright source by offsetting the pointing's uv data to the direction of the bright source. Three loops of INVERT, MFLCEAN with 100 iterations, RESTOR, and SELFCAL were used to generate a model of the bright source. This ensured that the SELFCAL solutions would be better for the direction of the bright source. 4. Subtract the bright source from the uv data with UVMODEL, using the model generated in step 3. 5. Invert the gains acquired from the bright source in step 3 using GPEDIT and apply those gains with UVAVER. 6. Add the sources back into the uv data with UVMODEL, using the model from step 2. 7. Redo the imaging as described in Section 2.4.
Peeling effectively removes the gains acquired from the bright sources and replaces them with only the gains from the other sources in the pointing, hence minimising the effect of the sidelobes. A comparison of the peeled noise histogram and the unpeeled noise histogram (Figure 3 ) demonstrates that this had the effect of reducing the number of pixels containing relatively high rms values (σ > 50 µJy) and increasing the number of pixels containing relatively low rms values (σ < 50 µJy). The number of pointings that were peeled was 164.
Mosaic image
Once all the individual images were produced, the mosaic of the full XXL-S field was constructed by using LINMOS. This task applies the primary beam correction, which is the inverse of the primary beam response as a function of radius, at 10 different frequency ranges across the 2 GHz bandwidth to each image before combining the images. Figure 1 shows the final XXL-S ATCA 2.1 GHz mosaic overlaid with the ATCA pointing patterns. The edges have been masked to exclude pixels more than 12.3 (the FWHM of the primary beam at 2.1 GHz) away from the pointing centres. This was required because the noise becomes nonGaussian near the edges, and hence it would have significantly contributed to the noise tail (see Section 3.1), making source finding unreliable in those regions. The total area of the final masked mosaic is 23.32 deg 2 . Figure 2 shows a zoomed-in portion of the mosaic to demonstrate the typical quality of the image. The zoom-in contains one point source and a definite Fanaroff and Riley II (FRII) radio galaxy (Fanaroff & Riley 1974) .
Properties of final mosaic
Noise properties
In order to extract sources from the mosaic, an rms noise estimate needed to be calculated for each pixel. The source extractor software aegean (Hancock et al. 2012 ) was used to accomplish this task by creating a separate mosaic designated as the noise map. aegean constructs the noise map by dividing up the mosaic image into areas that have the size of 20x20 synthesised beams (108 × 84 or 154 × 120 pixels, in this case). For each of these areas in the mosaic image, it calculates the rms noise based on the interquartile range (IQR) as rms = IQR/1.3491. aegean then assigns this rms value to every pixel in the corresponding area of the noise map, and it continues until all areas in the mosaic image have been covered. Figure 3 shows the distribution of rms noise values in the final noise map (black histogram), which peaks at 36.5 µJy/beam. The median occurs at 41.3 µJy/beam, with a minimum and maximum of 27.3 µJy/beam and 658.0 µJy/beam, respectively. Given the large 25 deg 2 area observed in XXL-S, the median rms sensitivity of σ ≈ 41 µJy/beam means that this is the largest area radio survey conducted down to these flux density levels. Table 2 shows a summary of the properties of the observations.
Source extraction
blobcat (Hales et al. 2012 ) was used to extract the radio sources in XXL-S. blobcat is based on the "flood-fill" algorithm and was specifically designed to perform efficient source extraction on large radio survey data. A detection threshold of 5σ and a "floodclip" threshold of 3σ were used. Due to the complex morphology of radio sources, the following definitions are adopted:
1. Blob -a group of pixels in the mosaic image whose fitted peak, as determined by blobcat, is above the detection threshold and extends to all surrounding pixels that are above the "floodclip" threshold.
1 http://www.physics.usyd.edu.au/~hancock/files/AegeanUserGuide.pdf 2. Component -the radio emission that gives rise to a blob. 3. Source -one or more components that are associated with the same galaxy.
In other words, "blobs" represent what the software detects, but "components" and "sources" represent real galaxies that the software is attempting to describe. Running blobcat with the above settings resulted in an extraction of 6482 blobs. Figure 4 shows the visibility area as a function of σ, which indicates the total area in the mosaic with a noise level below a given rms.
Spurious blobs
Some of the blobs were clearly image artefacts caused by antenna sidelobes. A blob was considered spurious if it was very clear that it was due to the sidelobes in the vicinity of a source brighter than S p > 30 mJy (e.g. a "clean stripe"). These blobs were visually searched for in the mosaic, and 141 (∼2.2%) were found and removed from the initial catalogue.
The empirical false detection rate was also determined. Since the rms noise distribution contains both positive and negative peaks, the negative peaks can be used to estimate the false detection rate. A negative mosaic was created by multiplying all the pixel values in the mosaic image by −1. When blobcat was run on this negative mosaic, it detected 304 blobs. All false detections were characterised by S p < 17 mJy, and the percentage of false detections as a function of peak flux density bin S p is shown in Figure 5 . For each S p bin, the false detection rate percentage (FDR%) is defined as (N F /N T ) × 100, where N F is the number of blobs that were detected in the negative mosaic and N T is the number of blobs that were detected in the final mosaic. A Poissonian uncertainty in the false detection rate percentage (δFDR%) was calculated according to:
At the faintest S p bin (S p < 0.3 mJy), the false detection percentage is ∼4.75%. For the S p bins brighter than this, the percentage fluctuates between ∼3.0% and ∼5.5%. Spread over the whole catalogue, the empirical false detection rate was 4.7%. If the 141 actual spurious blobs that were found by a manual search are subtracted from the 304 false detections, 163 spurious blobs are expected to be missed. Therefore, the maximum overall false detection rate is approximately 2.5%. After the 141 manually identified spurious blobs were removed, the total number of blobs (and components) was 6341.
Deconvolution
The measurement of the angular extent of a radio source is directly defined by the ratio of its integrated flux S int to its peak flux S p :
Here, θ maj and θ min are the major and minor FWHM of the Gaussian fit to the source and B maj and B min are the synthesised beam's major and minor FWHM, respectively. Table 2 . Properties of the ATCA XXL-S observations. The largest angular scale is the largest well-imaged structure the ATCA was sensitive to (at 1.809 GHz, the median effective frequency). The largest source in XXL-S is ∼105 across on the sky. Therefore, this ratio was used to determine whether or not sources are resolved. Figure 6 shows the S int /S p vs S/N plot for all components. Instances where S int /S p < 1 are due to the component size uncertainty introduced by the noise in the image. These uncertainties must be taken into account when determining whether or not a component is resolved. Following, for example, Prandoni et al. (2000) , Bondi et al. (2003) , Huynh et al. (2005) , Bondi et al. (2008) , and Huynh et al. (2015) , the empirical function describing the lower edge of the data points in the S int /S p vs S/N plot was defined such that 90% of the components with S int /S p < 1 were above it. This curve is described by the equation:
This function was then mirrored above the x-axis. However, Figure 6 shows a number of components with S/N > 100 very close to S int /S p = 1. Most of these components are within ∼5% of the beam size, which is within the calibration error. There are also a handful of S/N>1000 components near S int /S p = 1 that, upon visual inspection, appeared point-like. Therefore, in order for all these components to be considered unresolved, and to reduce the slight peak bias A&A proofs: manuscript no. XXL XVIII butler rev4 FINAL arxiv introduced by the manual bandwidth-smearing correction (see Section 3.5), the offset was increased to 1.08 for the upper envelope. This criteria is similar to the requirement in Franzen et al. (2015) that S int /S p be greater than 1.15 for a high S/N source to be considered resolved. The equation for the upper curve is therefore:
Both of these curves are shown as the red lines in Figure 6 . Components that are above the upper red curve are considered resolved, and components below it are considered unresolved. In the component catalogue (Section 4), the "resolved" flag is set to 0 for unresolved components and 1 for resolved components, and the deconvolved sizes of unresolved components are assigned a value of zero. The number of resolved components is 1677 out of 6350, or 26.4% of the total. This is broadly consistent with the expected value based on the percentage of resolved components in other radio surveys: VLA-COSMOS found 28.6% with 1.5 resolution (Bondi et al. 2008) , the pilot survey found 22% with ∼4.4 resolution (XXL Paper XI), ELAIS-S1 found 19% with ∼9.8 resolution (Franzen et al. 2015) , and CDFS found 17% with ∼10.6 resolution (Franzen et al. 2015) . The lower and upper envelopes (red curves) are described by the equations 3 and 4, respectively. The components above the upper envelope are considered resolved, and the ones below it are considered unresolved.
Bandwidth smearing
The initial S int /S p vs. S/N plot that was generated indicated that the median value of S int /S p for components with S/N > 50 was 1.035. If the median S int /S p is offset above 1.0, it indicates that point sources appear larger than the beam, which is normally caused by bandwidth smearing (e.g. Bondi et al. 2008) . Bandwidth smearing occurs when the visibilities of a source measured in a finite channel bandwidth dν are treated as though they correspond to the central frequency ν 0 of the channel (Bridle & Schwab 1999) . This frequency averaging results in the image of the source being smeared in a radial direction away from the phase centre, decreasing S p while keeping S int constant (Condon et al. 1998) . Therefore, the peak flux density of every component was corrected for bandwidth smearing by multiplying them all by 1.035. Figure 6 has this correction in place.
3.6. Complex blobs 3.6.1. Gaussian fitting with IMFIT Some components extracted by blobcat exhibited complex non-Gaussian morphology and therefore needed to have their flux densities and positions confirmed. Following the recommendation of Hales et al. (2012) and the criteria of Franzen et al. (2015) , components were defined as complex if they had N pix > 300 and R EST > 1.4. N pix is the number of pixels included in the blob and R EST is the ratio between the measured sky area of the detected blob and the sky area of an unresolved Gaussian blob with the same S p . During this stage of analysis, a floodclip threshold (T f ) of 2.6σ was used to extract the flux densities of the complex blobs to determine if this was appropriate for the XXL-S data. The number of complex components from the T f = 2.6σ catalogue was 610, or ∼10% of the total. The miriad task IMFIT was used to fit them. For each component, an ellipti- cal Gaussian was added until the peak in the residual image was less than 5σ, following Franzen et al. (2015) . Figure 7 shows an example of a complex component and the fit that was necessary to achieve a peak residual below 5σ. After the fitting was completed, it was found that 139 of these complex components required only one elliptical Gaussian to achieve an acceptable fit. Therefore, as recommended by Hales et al. (2012) , the data from the original blobcat entries for these 139 components were kept in the T f = 2.6σ catalogue. For the remaining 471 blobs, their elliptical Gaussian fits found with IMFIT were combined into one catalogue entry. This involved summing the flux densities of the elliptical Gaussian fits (using S p if the Gaussian was unresolved and S int if it was resolved) and calculating their flux-weighted positions. Figure 8 shows the fractional difference between the IM-FIT total flux densities of the complex components (S tot ) and their integrated flux densities as determined by blobcat (S int ), as a function of S int . The median value was 0.005 and the standard deviation was 0.095, meaning that the complex components had fractional differences within 10%. However, there were clearly some outliers, particularly at S int < 10 mJy. Visual inspection of these outliers revealed that they featured extended emission with complex morphology that was difficult to capture with Gaussian fitting. Trying to accurately capture the flux density from complex components with elliptical Gaussian fits is clearly less accurate and reliable than blobcat's approach of summing the pixels and dividing the sum by the beam size in pixels. Even some brighter components (S int > 10 mJy) were difficult to fit and achieve residuals below 5σ because of their complex morphology. blobcat can handle them much more easily because its floodfill algorithm covers all the pixels. Figure 9 shows the positional offsets (∆RA fw−wc and ∆Dec fw−wc ) between the flux-weighted RA and Dec of the IMFIT Gaussian fits (RA fw and Dec fw ) for the complex components and blobcat's flux-weighted position measurements (RA wc and Dec wc ) of the complex components. The median RA and Dec offsets were −0.002 and 0.022 arcseconds, and their corresponding standard deviations were 0.668 and 0.689 arcseconds, respectively. Therefore, the majority of components had RA and Dec offsets within ±0.7 arcsec. The few extreme outliers were either, again, faint components with extended emission that were difficult to model with Gaussian fits, or bright sources with particularly complex morphology. For example, the isolated data point in the upper right of the plot in Figure 9 is due to an obvious local FRII radio galaxy.
Comparison of IMFIT Gaussian fits and BLOBCAT measurements
The blobcat measurements of S int and the fluxweighted positions RA wc & Dec wc were solely used because the blobcat flux density and position measurements of the complex components were similar to that of the majority of the IMFIT Gaussian fits and some of the IMFIT Gaussian fits were clearly inadequate. In addition, the floodclip threshold of 2.6σ sometimes captured more noise than real flux density for pixels close to this threshold, especially for the fainter complex components. Therefore, to maximise the capturing of actual flux density from the sources and to minimise the addition of noise, a floodclip threshold of 3σ was used for the final catalogue. The number of complex blobs in the final component catalogue was 501 (7.9% of the total).
De-blending complex blobs into separate components
The positions of radio components associated with optical galaxies are frequently offset from the optical source positions. As a result, the flux-weighted positions blobcat generates for complex blobs are not always suitable for finding their optical counterparts, which is a major step in the science goals of this series of papers. To obtain accurate positions of the complex blobs, their radio contours were overlaid onto DECam (Flaugher et al. 2015 ) z-band images and examined by eye. The z-band images had a depth of z < 24.5 and were processed with an improved pipeline used to process the Blanco Cosmology Survey dataset (Desai et al. 2012) . A technique for single-component sources analogous to the one described in Section 3.8 was utilised to determine the most likely z-band counterpart, which in most cases was the one closest to the raw flux-weighted position. The position of each complex blob was adjusted accordingly. The component and source catalogues presented in Section 4 and Tables 4 and 5 contain only the raw fluxweighted positions. The position adjustments of the complex sources will be published in a forthcoming paper of this series (Butler et al., in prep) .
In addition, separate radio sources along the same line of sight are sometimes blended together in the same blob, which gives rise to complex morphology. For a given complex blob, if two optical sources clearly appeared to be coincident with exactly one radio peak each or two optical sources were the clear counterparts to two different regions of radio emission within the blob, that blob was deblended into two separate components. This process was performed for seven blobs using the procedure described in Section 3.6.1. Each of these blobs was de-blended into two or three elliptical Gaussians. For five out of the seven blobs, two elliptical Gaussians corresponded to one component each. For the other two blobs, three elliptical Gaussians were required. In both of these cases, a single Gaussian corresponded to one component and two Gaussians corresponded to the other component. Since the latter were not sufficiently modelled with a single Gaussian fit, they are considered complex and resolved components. In order to calculate each of their S int values, the S int of the single Gaussian component from their corresponding blob was subtracted from blobcat's S int value for the entire blob. The positions of the optical counterparts of these two complex components were chosen as their radio positions.
In the component catalogue (Section 4), the IDs of these components start with the blob number as originally catalogued by blobcat followed by "-#", where # is a number assigned to that component (e.g. blob 337 was de-blended into the components labelled as 337-1 and 337-2). This process increased the total number of components to 6348. Fig. 10 . Examples of radio components that were joined into one source in the source catalogue. The background images are the DECam z-band cut-outs, the red contours are the 2.1 GHz contours, and the white/blue circles are the flux-weighted positions of the components with a radius of 2.5 . Panels 1-4 show examples of cases 1-4 as described in Section 3.8. These examples make it clear that the raw flux-weighted positions are not exactly coincident with the obvious z-band counterparts. This demonstrates the need to manually adjust the position of these kinds of radio sources (see Section 3.7). The position adjustments will be published in a forthcoming paper of this series (Butler et al., in prep) .
Combining components into radio sources
In some cases, blobcat catalogued two separate components, but in fact they form part of the same radio source such as an FRII radio galaxy. In order to find these sources, each complex component was cross-matched to all other complex components within 150 . Furthermore, all noncomplex components were cross-matched to two complex components within 150 (to cover FRI and FRII radio galaxies with cores), and any additional non-complex components were cross-matched to complex components within 45 . Each of these groups of matches were examined by eye.
DECam z-band imaging was used in the same way as in Section 3.7 to aid in the determination of whether or not separate radio components belonged to the same radio galaxy. The following four basic cases were considered to be one radio source:
1. Three radio components (e.g. two lobes and a core) were aligned with each other (i.e. elongated along the same axis) and there was clearly one optical source near the flux-weighted position (within ∼2-5 ). An example is shown in panel 1 of Figure 10 . If there were optical counterparts for the core and only one of the other components, the three components were still considered one source. If all three had an optical counterpart, and the morphology was not indicative of a typical radio galaxy, then they were all considered separate radio sources. 2. Two aligned radio components had no optical counterparts, but there was an optical source in between the two near the flux-weighted position. Panel 2 of Figure  10 shows one example of this case. If there was an optical counterpart for one of the components but not the other, the two components were still considered one source (unless the component with a counterpart appeared to be an unresolved source). If both had an optical counterpart, and there was no indication of the typical morphology of radio galaxies, then they were considered separate radio sources. 3. Two radio components, one with emission that appeared point-source-like in one area and extended in another area, were aligned with each other. The component with extended emission had an optical counterpart at the peak of its flux density distribution. In this case, the core of the radio emission was blended with one of the lobes, resulting in just one component near the core. In Figure 10 , such an example is shown in panel 3. If both components had an optical counterpart, then they were considered separate sources. 4. Two or more components were configured on the sky in such a way that they were linked by a curved path, and there was an optical counterpart at the "head" of the curve. This case covered radio galaxies with bent radio jets, most of which are called wide angle tail (WAT) radio galaxies, which are usually shaped by ram pressure as the galaxy travels through the intracluster medium.
Panel 4 in Figure 10 shows an example of a WAT radio galaxy. This is also an example of case 3 except for the fact that the components are not aligned. If there was no optical counterpart near the head of the WAT in these cases, then the components were considered separate radio sources.
If a given group of components satisfied one of the criteria above, it was considered a "multiple-component" source. The catalogue entries of their components were combined into one source by summing their flux densities and calculating their flux-weighted positions. Additionally, their peak flux densities, S/N, and deconvolved sizes were set to -99. This process was repeated for all multiple-component sources (see Section 4).
There were four special cases of multiple-component sources that clearly featured the morphology of a typical radio galaxy and had a clear z-band counterpart, but significant portions of their flux densities (up to 50%) were missing because blobcat did not detect one of the blobs involved due to the fact that the missed blob had S/N < 5. For these four sources, blobcat was re-run using a detection threshold of 4σ, which detected the missing blobs. They were then added to the component catalogue and included in the calculations for their corresponding sources as described in the previous paragraph. The radio galaxy shown in panel 3 of Figure 10 is one of the four sources for which this was done (the right blob was added to the source).
A&A proofs: manuscript no. XXL XVIII butler rev4 FINAL arxiv Interestingly, there is a three-component giant radio galaxy at the very north edge of the mosaic. Unfortunately, the masked mosaic cut off part of its western component, which had S p < 4σ. Given the latter and the fact that giant radio galaxies are not involved in the main science goals of this series of papers, the two blobs found for this source were deleted from the catalogue.
Final number of radio components and sources
The number of components in the final component catalogue is 6350. Out of these, 111 were combined into 48 multiple-component sources, leaving 6239 single-component sources. The final source catalogue thus contains a total of 6287 sources, out of which 1626 (25.9%) were resolved.
Completeness simulation
It is important to understand the detection rate of sources as a function of flux density. The use of a simple detection threshold above the local noise leads to incompleteness at faint flux density levels, which must be taken into account for deriving radio source counts and radio luminosity functions. This incompleteness can be characterised by a Monte Carlo simulation. To perform the simulation, 10,000 point sources of random flux density from 0.15 to 2 mJy were injected, one at a time, into random positions across the mosaic using the miriad task IMGEN. blobcat was then executed on those positions with the same input parameters that were used to detect the real radio sources in the mosaic. The percentage of sources that were detected by blobcat (100 × N det /N tot ) was calculated for 25 flux density bins from 0.15 to 2 mJy. This is designated as the"completeness percentage" (CP). Figure 11 shows the plot of CP vs. input flux density bin (S in ), with the percentage Poissonian uncertainties of 100 × √ N det /N tot . At about 0.9 mJy, essentially 100% completeness is reached, and 95% completeness is achieved at about 475 µJy. At the nominal 5σ detection Fig. 12 . Plot of ratio of output flux density to input flux density (S out /S in ) vs input flux density (S in ) in the completeness simulation. The S in bins are the same as in Figure 11 . The solid red line represents the median S out /S in of the S in bins, and the dashed red lines represent the ±1σ S out /S in bounds.
limit of ∼200 µJy, the completeness is ∼45%. These numbers are taken into account in the calculation of the source counts (Section 6).
Flux density boosting
Sources that happen to lie on a noise peak have larger flux densities than they otherwise would, and therefore they have a higher chance of being detected. On the other hand, sources that are located on a noise trough have smaller flux densities and a decreased probability of being detected. This effect can lead to an artificial flux density boosting, which has the largest effect on the faintest detectable sources. The magnitude of flux density boosting can be estimated from the ratio of output flux density to input flux density, S out /S in . This is illustrated in Figure 12 , which shows the plot of S out /S in vs S in . The flux densities are boosted by about 30% for ∼150 µJy, and by about 5% for ∼240 µJy. The flux density boosting is negligible (less than 5%) for flux densities greater than that. These numbers are also used in the calculation of the radio source counts in Section 6.
Positional accuracy
The completeness simulation also indicates the accuracy to which the positions of the radio sources are recovered by blobcat. The offset between the input and output RA and Dec positions (∆RA and ∆Dec, respectively) as a function of S in is shown in Figure 13 . The standard deviation of the RA and Dec offsets in each S in bin can be used to calculate the positional accuracy. At the faintest flux densities (∼150 µJy), the RA and Dec uncertainties are 0.4 and 0.5 arcsec, respectively. For sources with flux densities higher than ∼1 mJy, the RA uncertainty is less than 0.17 arcsec and the Dec uncertainty is less than 0.21 arcsec. Figure 11 , and the error bars are the ±1σ ∆RA and ∆Dec bounds.
CLEAN bias simulation
clean bias (Condon et al. 1998 ) occurs when the CLEAN algorithm reassigns flux density from low S/N sources to noise peaks in the image, which results in a systematic underestimation of the flux density of real sources. This occurs because some noise peaks may be slightly above the clean threshold. As a result, when the clean algorithm finds these peaks, it assigns flux density to those peaks and takes away flux density from clean components of real sources. The underlying cause of this bias is an incomplete uv coverage, and its magnitude is a function of uv coverage and the flux density level down to which the images are cleaned.
A clean bias simulation was performed on a pointing with an average uv coverage. One point source of random flux density between 0.215 mJy and 1.075 mJy (4σ and 20σ for the pointing, respectively) was injected into the uv data at a random position within 20 arcmin of the phase centre. Since SELFCAL had already been performed, the final imaging steps of INVERT, MFCLEAN down to 6σ, RESTOR, and CONVOL to a common beam size of 5.39 × 4.21 were then executed. This process was repeated 10,000 times.
The output flux density of each simulated source was measured by evaluating the interpolated image pixel value at the injected position. This was done because the thermal noise fluctuations cause a slight shift in the peak position of a source. At low S/N, this effect is more pronounced because the noise level is a higher percentage of the peak flux density. Since source extractors like blobcat measure the peak flux density to detect sources, the flux density measured will always be higher than the true flux density of a given low S/N source. Therefore, measuring the peak flux density of a source will result in flux densities that are slightly positively biased. On the other hand, the flux density at the injected position of a source will be unbiased on average (Franzen et al. 2015) . Therefore, to separate this peak flux density bias and clean bias, the output flux densities were measured at their injected positions, not the peak positions of the output sources.
The ratio of output to input flux density (S out /S in ) for all 10,000 sources was calculated. For each of 25 input flux density bins (S in ), the median S out /S in and the standard deviation of S out /S in , representing the error bars, was determined. Figure 14 shows a plot of the median S out /S in vs S in and the best fit function to the data points of
where σ rms is the local rms noise. It indicates that the clean algorithm underestimates the flux density of a ∼0.215 mJy (4σ) source by no more than 5%. This is within the calibration error of 5%, indicating that clean bias is negligible. Therefore, the source flux densities were not corrected for clean bias.
Radio component and source catalogues
Two 2.1 GHz radio catalogues were generated for XXL-S:
1. Component catalogue: catalogue of all 6350 radio components with fitted S p > 5σ, including the components from the seven de-blended blobs (Section 3.7). 2. Source catalogue: Catalogue of all 6239 singlecomponent sources (including the components from the seven de-blended blobs) plus all 48 multiple-component sources, as described in Section 3.8. Table 4 shows representative entries from the component catalogue, including de-blended components. Table 5 shows representative entries from the source catalogue. The full catalogues are available as queryable database tables XXL ATCA 16A and XXL ATCA 16B via the XXL Master Catalogue browser2. Copies will also be deposited at the Centre de Données astronomiques de Strasbourg (CDS)3. These catalogues supersede the one presented in XXL Paper XI. The single-component sources in the source catalogue are equivalent to the corresponding entries in the component catalogue. Therefore, these entries can be considered either components or sources, and for the sake of simplicity, the following description refers only to sources as found in the source catalogue. Both catalogues have the same column headings, which are described below.
Column 1 lists the identification (ID) number of each source.
Columns 2 and 3 list the flux-weighted RA and Dec, respectively, of each source in degrees.
Columns 4 and 5 contain the RA and Dec uncertainties as calculated by blobcat (σ RA and σ Dec ), in arcseconds. For an explanation of how these are calculated, see Section 2.6 in Hales et al. (2012) .
Column 6 is the local rms noise σ rms in mJy/beam. Columns 7 and 8 list the peak flux density (S p ) corrected for bandwidth smearing and the uncertainty in S p (σ S p ), respectively, in mJy/beam. The uncertainty σ S p is defined as the quadrature sum of the absolute calibration error, the pixellation uncertainty, and the local rms noise. The calibration error was assumed to be 0.05S p and the pixellation uncertainty was determined to be 0.01S p . See Appendices A and B from Hales et al. (2012) for more details. Multiplecomponent sources have S p = −99.
Columns 9 and 10 display the integrated flux density (S int ) and its uncertainty (σ S int ), respectively, in mJy. The uncertainty σ S int is defined as the quadrature sum of the absolute calibration error and the local rms noise.
Column 11 contains the S/N of each source. Multiplecomponent sources have S/N = −99.
Column 12 is the resolved flag (abbreviated by "Res"). If a source is resolved, this value is 1, and if it is unresolved, this value is 0. All multiple-component sources are resolved.
Column 13 is the multiple component flag (abbreviated by "MC"). If a source has multiple components (or a component is part of a multiple-component source), this value is 1. Otherwise, this value is 0. Columns 14 and 15 display the deconvolved source size Θ and its associated uncertainty σ Θ , both in arcseconds. Unresolved sources have their deconvolved sizes set to 0 arcsec. Following equations 10 and 11 from Franzen et al. (2015) , Θ and σ Θ are defined as:
Column 16 shows the effective frequency ν eff of each source at its flux-weighted position in GHz. For a given radius away from the pointing centre, the effective frequency is defined as the weighted average of the primary beam response across the 2 GHz bandwidth. Due to the fact that each pointing was imaged out to 8% of the primary beam response at 2.1 GHz (∼23 ), the effective frequency will change for each source as a function of distance from the pointing centre. It is especially true at the edges of the mosaic, where fewer pointings were stacked together. The effective frequency at which each source's flux density is considered to be valid was determined by constructing a frequency mosaic using LINMOS, setting options=frequency. For the position of each source in the image mosaic, the effective frequency was read at the corresponding position in the frequency mosaic. The median effective frequency was ν eff = 1.809 GHz and its standard deviation was just σ ν eff = 0.032 GHz.
Column 17 is the complex source flag. If a source is complex according to the definition in Section 3.6.1, then its complex flag is set to 1, and 0 otherwise. All multiplecomponent sources are complex. Two of the 14 de-blended sources, 605-1 and 1393-2, are complex.
Spectral indices
To investigate the spectral index (α) properties of the XXL-S sources, the Sydney University Molonglo Sky Survey (SUMSS) 843 MHz survey of the entire southern sky (Bock et al. 1999 ) was cross-matched to the XXL-S 2.1 GHz source catalogue. The faintest peak flux density in the SUMSS catalogue (Mauch et al. 2003 ) is 6 mJy, so this analysis represents only the brightest sources in XXL-S. The resolution of SUMSS is 43 × 43 csc |δ|, so at the declination of XXL-S (δ = −54.5 • ), the beam size is 43 × 52.8 . Therefore, each SUMSS source contained in the XXL-S mosaic was cross-matched to XXL-S sources within 52.8 .
Since SUMSS has a much lower resolution than XXL-S, the ATCA may have resolved out some of the flux density that was included in the measurements for the SUMSS sources. In addition, some resolved ATCA XXL-S sources have multiple components with core-jet structures, which tend to have different spectral indices for different regions (e.g. Dennett-Thorpe et al. 1999) . Therefore, in order to simplify the interpretation of the spectral indices, two different cases were examined. The number of unique SUMSS sources matched to exactly one ATCA XXL-S point source (case 1) was 560. The total number of unique SUMSS sources matched to at least one ATCA XXL-S source, whether those ATCA sources are resolved or unresolved (case 2), is 699, with 872 total matches. For the latter case, if more than one ATCA XXL-S source was matched to a SUMSS source, the flux densities of the ATCA XXL-S sources were summed to produce the 2.1 GHz flux density of each SUMSS source.
The following convention for radio spectral index α is adopted: S ∝ ν α . Figure 15 shows the distribution of spectral indices of the SUMSS sources in the XXL-S field for both cases described in the previous paragraph. The median spectral index for case 1 (the black line in the figure) is α = −0.83 and the standard deviation is σ α = 0.50. For case 2 (the red line in the figure) , the median spectral index is α = −0.85 and the standard deviation is σ α = 0.48. The distributions are centred on very similar median values and have similar shapes, so this indicates that there is little extended emission that the ATCA resolved out for the brightest sources in XXL-S.
However, selecting only SUMSS sources with at least one ATCA XXL-S match causes a bias in the spectral index distribution. This is because the 5σ SUMSS flux limit of 6 mJy is not sensitive enough to detect the bulk of ATCA XXL-S sources. Therefore, at low 2.1 GHz flux densities, there is a bias toward steeper, more negative spectral indices (see Tasse et al. 2007 for a similar example). Figure  16 , which shows log(S 2.1GHz ) vs log(S 843MHz ) for all ATCA XXL-S sources, demonstrates this. The solid red line is the best fit line for all ATCA sources matched to a SUMSS source, which corresponds to a spectral index of α = −0.81 at the median log(S 843MHz ) ≈ 1.21. At S 843MHz = 6 mJy, the best fit line returns S 2.1GHz ≈ 3 mJy. For S 2.1GHz > 3 mJy, ∼16% of the ATCA sources are not matched to a SUMSS source. Below this S 2.1GHz , this percentage in- Fig. 16 . Log(S 2.1GHz ) vs log(S 843MHz ) for all ATCA XXL-S sources. Those not matched to a SUMSS source were assigned a SUMSS upper limit of S 843MHz < 6 mJy. The latter sources are clearly seen as the vertical line of data points with arrows at log(S 843MHz ) ≈ 0.78 (arrows were plotted at regular intervals below log(S 2.1GHz ) ≈ 0.9 to avoid overcrowding the plot). The solid red line is the best fit line for all ATCA sources matched to a SUMSS source, corresponding to α = -0.81. At log(S 2.1GHz ) ≈ 0.48 (S 2.1GHz ≈ 3 mJy), the spectral indices start to become highly censored because of the S 843MHz < 6 mJy limit. The dashed red line is the line corresponding to α = -0.66, the median spectral index of the ATCA sources with S 2.1GHz < 5 mJy (according to a survival analysis). The difference in slope between the two lines reflects the bias toward a steeper median spectral index for ATCA sources matched to SUMSS sources.
creases rapidly, and the ATCA sources that are matched to a SUMSS source have highly censored spectral indices that are biased toward more negative values due to the SUMSS flux density limit. For comparison, a survival analysis (Feigelson & Nelson 1985) was performed for the ATCA sources with S 2.1GHz < 5 mJy, which gave a median spectral index of α = −0.66 +0.18 −0.07 . In Figure 16 , the dashed red line corresponds to this value of α. The difference in slopes between these two lines illustrates that selecting only matched sources at all flux densities gives a biased representation of the spectral index distribution. Figure 17 , which is a plot of spectral index vs S 2.1GHz only for SUMSS sources crossmatched to ATCA XXL-S sources, also gives evidence for the bias. For 3 mJy < S 2.1GHz < 10 mJy, the median spectral index starts to flatten. The fainter ATCA sources have, on average, much steeper spectral indices than the brighter ones: the median spectral index for the 36 sources with S 2.1GHz < 3 mJy is −1.53, whereas the median spectral index for the 663 sources with S 2.1GHz > 3 mJy is −0.81. This means that the sources with flatter spectral indices are missed below S 2.1GHz 3 mJy.
In order to avoid this censoring effect, ATCA sources with S 2.1GHz > 5 mJy were chosen to construct the spectral index distribution. There are 582 ATCA sources above this flux limit, and only 5% of them are not matched to a SUMSS source. For these unmatched sources, a SUMSS upper limit of S 843MHz < 6 mJy was assigned, and hence the spectral indices of these sources represent their lower lim- Fig. 17 . Spectral index vs S 2.1GHz for SUMSS sources crossmatched to one or more ATCA XXL-S sources. The red line represents the lower limit to the spectral indices for matched ATCA sources with a given S 2.1GHz . It clearly demonstrates that sources with flatter spectral indices are missed at the faintest flux density levels (S 2.1GHz 3 mJy.)
its. The median spectral index for the 553 matched ATCA sources with S 2.1GHz > 5 mJy is α = −0.79, which is significantly different to the median spectral index for the 29 unmatched ATCA sources with S 2.1GHz > 5 mJy, which is α ≥ 0.07.
However, this represents a small percentage of the total number of ATCA XXL-S sources (86% of the ATCA sample is not detected in SUMSS). Therefore, a survival analysis incorporating every spectral index measurement and lower limit from all 6287 ATCA XXL-S sources was performed, resulting in a median value of α = −0.75±0.03. This value is consistent with the median spectral index for ATCA sources with S 2.1GHz > 5 mJy (α = −0.79), but inconsistent with that for ATCA sources with S 2.1GHz < 5 mJy (α = −0.66). This is a reflection of both the fact that survival analysis assumes the censored sources follow the distribution of the detected sources and of a probable systematic variation in spectral indices at fainter flux densities (e.g. Franzen et al. 2014) . Hence, α = −0.75 may or may not be the actual median spectral index for the whole ATCA XXL-S sample. Nevertheless, this value is consistent with the typical α for AGN of −0.7 to −0.8 (Kimball & Ivezić 2008) .
Radio source counts
The differential radio source counts were constructed using the source catalogue. The flux density that was used for each source depended on whether or not it was resolved: S int was used if the source was resolved, and S p was used if it was unresolved. The results are summarised in Table 3. Each line in the table shows the flux density interval ∆S, the median flux density S med of the sources in the flux density interval, the number of sources detected N, the number of sources after the completeness and flux density boosting corrections have been applied N corr , the corrected differential source counts dN corr /dS, and the corrected normalised source counts (dN corr /dS)/S −2.5 with uncertainties. The counts were normalised to the survey area (23.32 deg 2 ≈ 7.1 × 10 −3 sr) and the number expected in each flux density bin from the standard Euclidean count so that they could be compared to other surveys. The flux density boosting corrections were applied to each source fainter than 0.381 mJy as S corr = S/S frac , where S frac is the factor by which a given flux density S is boosted, interpolated between the data points represented by the solid red line in Figure 12 . The source count uncertainty for each flux density bin is defined as
where σ P is the Poissonian uncertainty of ( √ N/N)(dN/dS)/S −2.5 , σ c is the completeness correction uncertainty (the error bars in Figure 11 ) and σ fb is the flux boosting correction uncertainty (the dashed red lines in Figure 12 ). Sources brighter than 0.381 mJy have no need for a flux density boosting correction, and therefore their σ fb = 0. Sources brighter than 0.873 mJy are in flux density bins that are 100% complete, and therefore their σ c = 0. Figure 18 shows the 2.1 GHz source counts for XXL-S (black triangles) as well as the counts derived from converting the source flux densities into 1.4 GHz flux densities, using either the spectral indices described in Section 5 or the median spectral index of α = −0.75 (if the spectral index was unavailable or if the XXL-S source shared a SUMSS match with other XXL-S sources). The minimum 1.4 GHz flux density plotted was determined by calculating the extrapolated 1.4 GHz flux density of the minimum 2.1 GHz flux density, again assuming a spectral index of α = −0.75. This value was 0.302 mJy. Adjusting the assumed spectral index between the values of −0.66 and −0.79 had an insignificant effect on the source counts. The counts from other surveys are displayed in the figure for comparison. The plot indicates that the XXL-S source counts extrapolated to 1.4 GHz are mostly in excellent agreement with other 1.4 GHz surveys. However, the counts start to flatten at a slightly higher flux density (∼2 mJy) than the other surveys. This is probably due to variation in the spectral indices as a function of flux density.
Summary
The ATCA radio observations of the 25 deg 2 XXL-S field have been imaged to construct a 2.1 GHz radio mosaic, which achieved a resolution of ∼4.8 and is sensitive down to σ ≈ 41 µJy/beam. This is the largest area radio survey that has probed down to this flux density level. The components with S p > 5σ in the mosaic were extracted with blobcat. After removing spurious blobs and correcting each S p for bandwidth smearing, the final radio component catalogue contained 6350 components, 1677 (26.4%) of which were resolved. Components with complex morphology were examined with DECam z-band imaging to determine whether each component group belonged to the same radio source. One hundred and eleven components were joined together into 48 multiple-component sources, generating the source catalogue of 6287 sources. Out of these, 1626 (25.9%) are resolved. The source catalogue was crossmatched to the SUMSS 843 MHz catalogue to examine the spectral indices of the SUMSS sources with S 843MHz > 6 Table 3 . 2.1 GHz source counts for XXL-S. The columns are: flux density interval ∆S, median flux density S med of the sources in ∆S, number of sources detected N, number of sources after the completeness and flux density boosting corrections have been applied N corr , corrected differential source counts dN corr /dS, and corrected normalised source counts (dN corr /dS)/S −2.5 with uncertainties. (Bondi et al. 2008) , ATESP (Prandoni et al. 2001) , HDFS (Huynh et al. 2005) , FIRST (White et al. 1997) , VLA-COSMOS 3 GHz converted into 1.4 GHz (Smolčić et al. 2017) , and the pilot XXL-S survey converted into 1.4 GHz (XXL Paper XI). 
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