We propose a class of weighted least squares estimators for the tail index of a distribution function with a regularly varying upper tail. Our approach is based on the method developed by Holan and McElroy (2010) for the Parzen tail index. Asymptotic normality of the estimators is proved. Through a simulation study, these and earlier estimators are compared in the Pareto and Hall models using the mean squared error as criterion. The results show that the weighted least squares estimator is better than the other estimators investigated.
Introduction and main result
Let X 1 , X 2 , . . . be independent random variables with a common rightcontinuous distribution function F , and for each n ∈ N, let X 1,n ≤ · · · ≤ X n,n denote the order statistics pertaining to the sample X 1 , . . . , X n . Let R α be the class of all distribution functions F such that 1 − F is regularly varying at infinity with index −1/α, that is,
where ℓ is some positive function on the half line [1, ∞) , slowly varying at infinity and α > 0 is a fixed unknown parameter to be estimated. Introducing the quantile function Q of F defined as Q(s) := inf {x : F (x) ≥ s} , 0 < s ≤ 1, Q(0) := Q(0+), ✩ corresponding author.
Email addresses: amenah@math.u-szeged.hu (Amenah AL-Najafi), viharos@math.u-szeged.hu (László Viharos) it is well known that F ∈ R α if and only for some function L slowly varying at zero, Q(1 − s) = s −α L(s), 0 < s < 1.
(1)
Several estimators exist for the tail index α among which Hill's estimator is the most classical. Hill (1975) proposed the following estimator for the tail index α:
log X n−j+1,n − log X n−kn,n ,
where the k n are positive integers, which in theoretical asymptotic considerations will satisfy the conditions 1 ≤ k n < n, k n → ∞ and k n /n → 0 as n → ∞.
The asymptotic normality of α (H) n was first considered by Hall (1982) in the following submodel of R α :
for some constants C 1 > 0 and C 2 = 0. This is equivalent to
where D 1 = C α 1 and D 2 = C 2 /C β 1 . Another estimators were proposed by Pickands (1975) , Dekkers et al. (1989) , to name a few.
Assuming that F is absolutely continuous with density function f , Parzen (2004) studied the following alternative model for the right tail of the distribution:
where ν > 0 is a finite constant and L 1 is slowly varying at zero. The parameter ν is called the Parzen tail index of the density-quantile function f Q(·).
Based on an orthogonal series expansion for L 1 , Holan and McElroy (2010) introduced a regression estimator for the Parzen tail index using ordinary least squares. AL-Najafi and Viharos (2020) obtained a more general class of estimators for ν using weighted least squares. We adopt this method to estimate the classical tail index α. Following the idea of Holan and McElroy (2010) , we assume that the slowly varying function L in (1) admits the truncated orthogonal series expansion
where p > 0 is a fixed unknown integer, and θ 0 , . . . , θ p are unknown parameters. It follows that
Let Q n be the empirical quantile function defined as
Based on the representation (3), we obtain the regression equations
where ε(s) = log(Q n (1 − s)/Q(1 − s)) is the residual process, s j = j/n, j = ⌈na⌉, . . . , ⌊nb⌋, a < b are fixed constants taken from the interval (0,1), p > p is chosen by the statistician and θ k = 0 for k > p. We propose a class of estimators for α using weighted least squares. We choose some nonnegative weights of the form w j,n = R(j/n) with some weight function R. Set y j := log Q n (1 − s j ), y := (y ⌈na⌉ , . . . , y ⌊nb⌋ ) ′ , W := diag(w ⌈na⌉,n , . . . , w ⌊nb⌋,n ),
G k = cos(2πks ⌈na⌉ ), . . . , cos(2πks ⌊nb⌋ ) ′ , k = 0, . . . , p.
Set β p := (α, θ 0 , θ 1 , . . . , θ p ) ′ . By minimizing the weighted sum of squares
we obtain the following estimator of β p :
Then the weighted least squares estimator of α can be written in the form
where e 1 is the p + 2 dimensional vector defined as e 1 = (1, 0, 0, . . . , 0) ′ .
We assume the following conditions on the underlying distribution:
We will show that the limit matrix M(a, b,
Moreover, we suppose the following conditions:
Now we state our main result for the estimator α (W ) . Throughout, D −→ denotes convergence in distribution, and limiting and order relations are always meant as n → ∞ if not specified otherwise.
Theorem 1. Assume that the conditions Q 1 − Q 3 are satisfied for the underlying distribution and suppose that the quantile function Q admits the representation (3). Moreover, assume the conditions (R) and (M), and assume also that the percentiles s j are chosen from a closed set U = [a, b], 0 < a < b < 1, such that s j = j/n, j = ⌈na⌉, . . . , ⌊nb⌋, and p > p. Then
The proof is in Chapter 3.
Simulation results
In order to make a comparison with existing proposals, simulations were done performed by the Matlab software. The samples were generated from the strict Pareto model L ≡ 1 in (1) and from the Hall model (2). The Hill, Pickands, DEdH (Dekkers, Einmahl and de Haan) and the weighted least squares (WLS) estimators were included in the simulation study. We used the values n = 5000, a = 0.001, b = 0.4 and p = 1, 2, 3, and the weight function R(s) = s/500 for the WLS estimator. In case of R ≡ 1, we refer to as ordinary least squares (OLS) estimator. The tail indexes were chosen between 0.5 and 20. For the Hill, Pickands and DEdH estimators the simulations were done for sample size n = 5000 and sample fraction size k n = 200. All the simulations were repeated 1000 times.
Tables 1 and 2 contains the empirical mean square errors (MSE) and the average simulated estimates (mean) for the strict Pareto model. We conclude that in the submodel L ≡ 1 for all α values, the WLS estimator performs better than the other estimators investigated.
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Proof of Theorem 1
Let q n (s) be the quantile process defined as q n (s) = √ n(Q n (s) − Q(s)), 0 < s < 1.
The proof is based on the strong approximation of the quantile process.
Theorem 2. (Csörgő and Révész (1978) , Theorem 6.) Suppose that the conditions Q 1 and Q 2 are satisfied. Then on some probability space one can define a sequence {B n (t) :
where δ n = 25n −1 log log n.
Proof of Theorem 1. We assume that the random variables X 1 , X 2 , . . . are defined on the probability space given in Theorem 2. By a simple calculation,
By Riemann sum approximation, we get Set ε := ε(s ⌈na⌉ ), . . . , ε(s ⌊nb⌋ ) ′ and y * := log Q(1 − s ⌈na⌉ ), . . . , log Q(1 − s ⌊nb⌋ )) .
Then we have y * = Xβ p , β p = (X ′ W X) −1 X ′ W y * and hence α = e ′ 1 β p = e ′ 1 (X ′ W X) −1 X ′ W y * . It follows that ε = y − y * and √ n( α (W )
where Y n = n −1/2 e ′ 1 M(a, b, R) −1 X ′ W ε and
A straightforward calculation yields
The main point of the proof is to show that
With γ n (s) := (Q n (1 − s) − Q(1 − s))/Q(1 − s), the residual process can be written as ε(s) = log(1 + γ n (s)). Set η(x) := log(1 + x) − x, and let C and δ be some constants such that η(
First we show that A n,1 = o P (1). On the event
With κ 1 := sup 1−b≤s≤1−a 1/|Q(s)|, we obtain
Set e n (s) := f Q(s)q n (s) − B n (s). With the Brownian bridges in Theorem 2 and κ 2 := sup 1−b≤s≤1−a 1/f Q(s) we get
It follows that
Applying Theorem 2, we obtain √ n max ⌈na⌉≤j≤⌊nb⌋ γ 2 n (s j ) = o P (1). This, in combination with P (E n ) → 0 and 1 n ⌊nb⌋
To prove that A n,2 = o P (1), we use the inequality By Theorem 2 we have A n,2 = o P (1). We prove that the limit of Y n,2 is N(0, V ) given in (4). By the distributional equality
, n = 1, 2, . . . ,
where B(·) is a Brownian bridge process, we obtain
ds.
The variance of the limit random variable is described in (5).
The last step is to prove that A n = o P (1). Let (v * n , v 0,n , . . . , v p,n ) be the first row of (n −1 X ′ W X) −1 − M(a, b, R) −1 . Using statement (6), we have (v * n , v 0,n , . . . , v p,n ) → 0. Set G (n) (u) := R(u) − v * n log u + v 0,n + 2 p k=1 v k,n cos(2πku) , u ∈ (0, 1).
Similarly as in (7), Each term in the last sum tends to zero, e.g., in the first term v * n → 0 and applying (8), in which G R (s j ) is replaced by R(s j ) log s j , the sequence 1 √ n ⌊nb⌋ j=⌈na⌉ ε(s j )R(s j ) log s j has a weak limit.
