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ABSTRACT
Both Bangladesh and India are among the top recipient of remittances in absolute terms.
However, in relative terms – remittances as a per cent of GDP – the two countries stand at
6.1% and 2.8%, respectively, well below the levels of the top 10 recipients. In this article, we
explore the effect of remittances on the total factor productivity (TFP) growth considering
Bangladesh and India, as reference countries over the periods 1980–2012 and 1977–2012,
respectively. We examine the presence of a long-run association between remittances and TFP
using a number of tests. The results indicate that remittances have threshold effects on TFP
growth in both countries. Despite the two countries receiving substantial amount of remittances,
we note that Bangladesh has a U-shaped relationship whereas India has an inverted U-shaped
relationship with TFP growth. For Bangladesh, a minimum threshold of remittances (% GDP) is
5.3% and for India, a tipping point of remittances (% GDP) is at 1.8%. The causality tests confirm a
bidirectional effect, which implies that remittances and TFP growth are mutually reinforcing.
Interestingly, while the two economies have similar remittances impact in regards to causality,
the study highlights two different tipping points of remittances.
KEYWORDS
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JEL CLASSIFICATION
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I. Introduction
Remittances, defined as the money transfers of peo-
ple working abroad to an individual or group of
people in his/her home country, are one of the
most important financial inflows of developing
countries, sometimes more important than develop-
ment aid. However, unlike development aid which is
irregular and unstable, inward remittances (hence-
forth remittances) are continual and sent in rela-
tively small amounts by individuals from mainly
developed countries to developing countries to
finance consumption, micro-scale investments, edu-
cation and health care among other expenditures of
relatives. It must be noted that remittance transfer is
not a new phenomenon and is closely associated
with migrants ties back home.1
Moreover, where remittances are invested, the
effects are magnified as a result of the positive
long-term impacts of physical and human capital
investments. Additionally, remittances are an
important source of foreign exchange for the home
country and a means to reduce poverty. In compar-
ison to development aid, remittances are received
directly by individuals and thus, losses and distor-
tions caused by corrupt and inefficient governments
are prevented. The long-run consequences of remit-
tances depend on whether remittances are used for
consumption or investments, because only the latter
have an enduring growth enhancing impact. Earlier
studies such as Griffin (1976) and Stark (1991) argue
that remittances are mainly used to support invest-
ment in production, adoption of new technologies
(Rapoport, 2002) and education (Perotti, 1993). All
three possible uses are suitable to increase the
growth of TFP in developing countries (Rao and
Hassan, 2011).
In this article, we explore the impact of remit-
tances on the growth of TFP and examine possible
threshold levels necessary to ensure TFP growth. We
use the framework developed by Rao and Hassan
(2011) and Hassan, Chowdhury and Bhuyan (2016)
CONTACT Syed Jawad Hussain Shahzad j.syed@montpellier-bs.com
1The benefits and effects of remittances on economic growth among other aspects are well discussed in the literature (see Hassan, Chowdhury, and Bhuyan
2016 and the reference therein).
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and take Bangladesh and India as the sample coun-
tries. The choice of using Bangladesh and India as
case studies is because they are one of the two largest
recipients of remittances (in absolute terms) and
these two countries have been examined in different
fronts on remittances-growth nexus which enables
us to compare with earlier studies. Moreover, we are
interested to explore whether both countries receiv-
ing large amounts of remittances tend to differ in
terms of the relationship between remittances and
TFP growth, given that in relative to GDP terms,
Bangladesh has a higher ratio (6.1%) than India
(2.8%) (World Bank 2017). The analysis is important
because, arguably, the differences in terms of the
impact on TFP can allude the effective uses of remit-
tances and the consumption–investment mix viz.
remittances.
For Bangladesh, Hassan, Chowdhury and Bhuyan
(2016) examine the threshold level of remittances in
relation to TFP growth, where the latter is computed
using the method of Rao and Hassan (2011). Hassan,
Chowdhury and Bhuyan (2016) find that remit-
tances (% GDP) in the range from 0% to 14%
lower TFP growth.2 Only if the remittances to GDP
threshold of 14% will be exceeded, a positive net
effect on TFP can be expected. Unfortunately, this
threshold is questionable, because the value lies out-
side of the sample range (see Wagner 2008).3
While we apply the similar method as proposed
by Hassan, Chowdhury and Bhuyan (2016), we note
that our results differ in the following ways: (1)
although we establish a U-shaped relationship
between TFP growth and remittances, the computed
threshold value of 5.3% is within the remittances (%
GDP) sample range; (2) applying the same method
to another country, India, we establish an inverted
U-shape relationship and hence a maximum thresh-
old; (3) we examine the structural breaks using well-
specified econometric methodologies that lead to
model parameter and variance-structure stability
instead of relying on an ad-hoc process; (4) our
results also differ in terms of diagnostic properties
of the model; (5) we note that the error-correction
term in absolute term is showing non-convergence
in Hassan, Chowdhury and Bhuyan (2016) which we
correct in our analysis before estimating the short-
run and long-run coefficients; and (6) we find the
evidence of bidirectional pairwise causality on the
stationary remittances and TFP growth unlike
Hassan, Chowdhury and Bhuyan (2016), who find
no evidence of causality for Bangladesh.4
Additionally, we contribute to the literature on
remittances–TFP growth by highlighting that remit-
tances will have greater impact on TFP growth and
economic activities if it is sufficiently high in relative
terms and the consumption–investment mix of
remittances is more favoured towards investments.
The rest of the article is set out as follows. In Section
II, we present a brief review of the literature, in
Section III, we present the methodology and data
used. In Section IV, we present the results and
finally, in Section V, we conclude with some policy
implications.
II. Literature review
The studies focusing on the effect of inward remit-
tances on economic growth are increasing. Country-
specific and panel empirical studies examining the
remittance-led growth hypothesis (RLGH) follow a
standard econometric procedure examining cointe-
gration followed by long- and short-run estimates
and a causality test to identify the nature and direc-
tion of the causal relationships.
Remittance-led growth hypothesis
A plethora of studies have used inward remittances
to model its growth effects against real output (or
real output growth). A summary of the studies is
presented in Table 1. The growth effects of remit-
tances will be only persistent and permanent, if
remittances influence productivity growth rather
than only influencing the level of per-worker real
output. Easterly, Levine and Roodman (2004) point
out that in some empirical growth studies, equations
are specified without any clear link to the underlying
economic theory. By following Hassan, Chowdhury
and Bhuyan (2016), we specify an extended Solow
(1957) growth accounting framework with insights
from Senhadji (2000) who states that permanent
productivity growth effects of remittances imply a
2Using their results, we note that this comes to on average, 8.6% and not 14% as emphasized in the study.
3It is somewhat strange to get a threshold or turning point value which is outside the domain.
4Kumar and Stauvermann (2014a) also find bidirectional causality between remittances and economic growth for Bangladesh.
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‘U’-shaped relationship. Studies examining the
effects of remittances on total factor productivity
(TFP) in this way are limited, especially in the remit-
tances related literature.
Although the survey of the studies in Table 1 is
restricted in presenting the effects of inward remit-
tances to real output, using either the exogenous
models or some ad hoc specifications (Easterly,
Levine, and Roodman 2004), it is argued that remit-
tances support broader development goals for less
developed countries and is welfare enhancing.
Remittances influence economic activities
through multiple and intermediate channels (Rao
and Hassan 2012). Remittances can enhance welfare
by increasing consumption, investments, education,
human development, mitigating credit constraints
and alleviating poverty (Frank and Hummer 2002;
Cox-Edwards and Ureta 2003; Adams and Page
2005; Ratha 2007; Buch and Kuckulenz 2010; Rao
and Hassan 2012; Kumar 2014; Zhunio, Vishwasrao,
and Chiang 2012; Musumba, Mjelde, and Adusumilli
2015). Also, remittances support technological diffu-
sion which entails positive externalities necessary for
the growth in developing countries (Le and Bodman
2011) and improve the quality of local democratic
institutions (Deonanan and Williams 2017).
It must be noted that remittances generate savings
and capital thereby remove investment constraints
and allow financial market integration and develop-
ment (Ahamada and Coulibaly 2011; Chiodi,
Jaimovich, and Montes-Rojas 2012), in addition to
diversification of income sources in rural areas
(Lazarte Alcala et al. 2014) and debt servicing
(Rahman, 2013). Studies have shown that remittances
reduce the level, depth and severity of poverty
(Adams and Page 2005; Gupta, Pattillo, and Wagh
2009; Hatemi-J and Uddin 2014). Interestingly, the
countercyclical behaviour of remittances enable reci-
pients to smooth out their consumption (Mishra
2005; Sayan 2006; Kurosaki 2006; Chami et al.
2008).5 However, the volatility of remittances, as
highlighted by Nyamongo et al. (2012), has the poten-
tial to induce a welfare retarding effect. In any case,
Ebeke and Combes (2013) argue that remittances
tend to dampen the effects of natural disasters and
output growth volatility in developing countries.
Some adverse effects can arise due to remit-
tances, thus leading to overall mixed results and
to conflicting impacts on economic development.
For instance, Chami et al. (2008) relate the moral
hazard problem with altruistic motives of sending
remittances and find a negative effect on growth.
In addition, it is possible that remittances create a
Dutch disease effect causing a downward pressure
on the real exchange rate and thus an appreciation
of domestic currency (Acosta, Fajnzylber, and
Lopez 2007; Chami et al. 2008; Hassan and
Holmes 2013). Similarly, remittances strongly
respond negatively to exchange rate uncertainty
(Higgins, Hysenbegasi, and Pozo 2004), and
where the remittance mix in terms of consumption
and investment is biased towards former (Stahl
and Arnold 1986), there is little positive contribu-
tion to growth and reduction in labour force par-
ticipation (Chami et al. 2008). On the other hand,
a worldwide reduction in remittances due to global
financial crises (Ruiz and Vargas-Silva 2010), and
under-reporting remittances or remittances lead-
ing to disincentive to work (Shonkwiler,
Grigorian and Melkonyan, 2011), can adversely
impact productivity and growth. Hobbs and
Jameson (2012) note that positive impacts of
remittances on poverty reduction are dependent
mainly on where people migrate to and the
income level of the home country. A perverse
combination of the two can result in increasing
income inequality. It has also been shown that
remittances have the effect of reducing the fertility
rate of women (Anwar and Mughal 2016),
although this possible impact is not widely
studied.
Remittances in Bangladesh and India
Hasan (2006) shows that remittances have a posi-
tive effect on private consumption and thus
recommend strengthening microfinance institu-
tions for useful mobilization of remittances.
Chowdhury (2011) notes a persistent lack of effec-
tive use of remittances as financial resources
despite the numerous policy initiatives of the
Bangladesh government to increase remittance
5This may lend further support for the observed long-run constancy of the average propensity to consume with aggregate time series data.
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flows. Similar to Hasan (2006), Barai (2012) high-
lights that remittances are primarily used for con-
sumption to alleviate poverty.
With respect to empirical studies, scholars tend to
disagree on the sign and magnitude of effects of
remittances. For example, Ahmed (2010) points out
that remittances do not play a significant role in
capital accumulation whereas Siddique, Selvanathan
and Selvanathan (2012) find a growth supportive
effect on output for Bangladesh, and no effect for
India. On the other hand, Jayaraman, Choong and
Kumar (2012) find evidence of the growth hypoth-
esis for India, Datta and Sarkar (2014) find absence
of causality for Bangladesh and Kumar and
Stauvermann (2014a) and Rahman (2014) find evi-
dence of bidirectional causality between remittance
and income.
Hassan, Chowdhury and Bhuyan (2016) examine
the non-linear (quadratic) effects of remittances on
the TFP of Bangladesh. He applies a growth account-
ing framework and estimates in two steps, a neo-
classical production function, extracts the growth of
TFP and models the TFP as a function of remit-
tances and other variables. The theoretical procedure
is well documented in Senhadji (2000). However, we
note that the study of Hassan, Chowdhury and
Bhuyan (2016) has the following limitations. First,
since the study adopts a two-step Engle and Granger
(1987) procedure, specification errors in the cointe-
grating equation get translated to the error-correc-
tion model. This is evident in the study where the
coefficient of the one period lagged cointegrating
residual is showing non-convergence in the error-
correction model specifications (Hassan,
Chowdhury, and Bhuyan 2016: 12). Second,
although the authors apply residual-based cointegra-
tion tests such as the Engle–Granger and Phillips–
Ouliaris tests, it has to be noted that these tests do
not directly test for the stability and specification of
the cointegrating equation. These can be tested using
test such as the Hansen (1990) instability test, which
is not applied in the study. Third, the identification
of structural breaks does not use any systematic
procedure such as break tests but is done in an ad-
hoc manner. Arguably, these limitations can possibly
bias the results.
Our study differs from Rao and Hassan (2011)
and Hassan, Chowdhury and Bhuyan (2016) in a few
respects. Although we examine the non-linear effects
of remittances on TFP growth, we apply multiple
econometric and diagnostic tests to ensure para-
meter stability and robustness of results. Also, we
include India as another country to examine the
relationship between remittances and TFP growth
with the possibility of detecting an opposite shape,
that is an inverted ‘U’-shaped relationship.
III. Model and method
Modelling strategy
Using insights from the growth model and growth
accounting framework (Solow, 1956; Solow 1957;
Senhadji 2000), a Cobb–Douglas production func-
tion with constant returns to scale is specified as
Yt ¼ AtKαt L1αt (1)
where A is the stock of technology, K and L are
capital and labour stock, respectively. The parameter
α represents the capital income share. Dividing (1)
by L, we get
yt ¼ Atkαt ; 0 < α < 1 (2)
Taking the log of (2) gives
ln yt ¼ lnAt þ α ln kt (3)
Differentiation of (3) with respect to t leads to the
equation of growth rate of output as
Δ ln yt ¼ Δ lnAt þ αΔ ln kt (4)
Rearranging (4) we get for the growth rate of
TFP as6
Δ lnAt ¼ ΔTFP ¼ Δ ln yt  αΔ ln kt (5)
To derive the growth rate of TFP, first we estimate
the long-run relationship in (4) and derive the
growth of TFP using (5). In a second step, we esti-
mate the relationship between remittances and the
growth rate of TFP. To estimate the non-linear
effects of remittances, the following long-run equa-
tion is specified:
6Note that Hassan, Chowdhury and Bhuyan (2016) describe this term mainly as TFP and not TFP growth when in fact the latter is the correct meaning and
hence use the term interchangeably.
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TFPt ¼ θþ β0T þ β1remt þ β2rem2t þ β3fdit
þ β4popt þ β5govt þ β6aidt
þ β7tradet þ ut (6)
where θ is the constant term, β0 is the coefficient of
the time trend, β1 and β2 are the respective coeffi-
cients of remittances as per cent of GDP remð Þ and
rem2; β3, β4, β5 and β6 are the coefficient of foreign
direct investment fdið Þ, population growth rate
popð Þ, government expenditure on consumption
goods govð Þ, net official development assistance
(ODA) aidð Þ and trade openness tradeð Þ; and ut is
the error term.
For non-linear in variables association, we con-
sider β1 and β2, where we restrict our analysis to
three possibilities. First, if β1 > 0 and β2 < 0, the
relationship between remittances and TFP is inverse
quadratic. Hence, it would have a maximum amount
of remittances, which implies that any excess of
remittances from this level will be growth retarding.
Second, if β1 < 0 and β2 > 0, then the relationship is
quadratic and has a minimum level of remittances
which implies that remittances is growth enhancing
for amounts higher than the minimum level.
However, if β2 ¼ 0 (that is statistically not signifi-
cant), then we conclude a linear relationship, which
can be with growth enhancing or retarding, depend-
ing on the sign of β1.
Method of analysis
Unit root and structural breaks
To examine the order of integration of each series,
we apply the conventional unit root test of augmen-
ted Dickey and Fuller (1979) (ADF), the Phillips and
Perron (1988) (PP) and the Kwiatkowski et al.
(1992) (KPSS). Moreover, structural breaks in the
series can influence the cointegration, magnitude
and the causality effects. Hence, to identify structural
breaks in the series, we apply the innovational (IO)
and additive outlier (AO) breakpoint tests. If a series
is deemed non-stationary in its first difference, then
the identified break point is to be included in the
cointegration analysis.
Cointegration, long- and short run analysis
Next, four cointegration tests are applied to examine the
long-run relationship: (1) the Engle and Granger (1987)
(E–G), (2) the Phillips and Ouliaris (1990) (P–O), (3)
the Hansen (1992) and (4) the Park (1992) (H–P) test.
Both the E–G and P–O are residual-based (R–B) coin-
tegration tests, and H–P is a single test for cointegration
with a long-run parameter instability test, and spurious
time trends in the cointegrating error terms.
According to the R–B tests, if two series ðxt; ytÞ
are non-stationary in levels but stationary after first
difference I 1ð Þð Þ, then cointegration implies that the
disequilibrium errors between them should be I 0ð Þ.
Since the parameters of the cointegrating equation
are unknown, the disequilibrium errors are also
unknown. Therefore, the initial step to test for coin-
tegration involves estimating the hypothesized equi-
librium relationship using OLS and then testing the
disequilibrium errors for stationarity. Because OLS
residuals have a zero mean and do not have deter-
ministic trends, they are excluded from the test
equation. Specifically, the errors of Equations (4)
and (6) are assumed to follow:
Δut ¼ #1ut1 þ et (7)
where the residuals of (7) are assumed to be normally,
identically and independently distributed and the
lagged differenced terms are included up to the lag
which eliminates auto-correlated residuals so that
cov eti; etj
  ¼ 0. The null hypothesis of no coin-
tegration H0 : #1 ¼ 0f g is tested against the alterna-
tive of the presence of cointegration fHA : #1 < 0g.
Rejection of the null hypothesis implies stationarity of
the residuals ut, which implies cointegration. Unlike
the E–G test, in the P–O test, the cointegration tests
are asymptotic distribution and depend on the num-
ber of deterministic trend terms and the number of
variables with which co-integration is being tested.
Moreover, the test equation is a non-ADF equation
without the lagged differenced residuals in (7) and
uses non-parametric techniques to account for serial
correlation in the long-run residuals.
Next, the H–P test examines the null hypothesis of
cointegration against the alternative of no cointegration.
Under the alternative hypothesis of no cointegration, it
is plausible to encounter evidence of long-run para-
meter instability. In contrast to residual-based cointe-
gration tests, the H–P test does not rely on estimates
from the cointegrating equation and uses the LC statistic
which is a consequence of the Lagrangemultipliers. The
P-test (Park-added variable or PAV) has the null
hypothesis of the presence of cointegration and is used
to test for the significance of spurious time trends in
6 R. R. KUMAR ET AL.
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cointegrating equations. Under the null hypothesis, the
spurious trend coefficients are insignificant, implying
that the residuals are stationary. Under the alternative
hypothesis, the spurious trend terms will mimic the
remaining stochastic trends present in the residual.
The long-run relationship is estimated using the
Saikkonen (1992) and Stock and Watson (1993)
Dynamic OLS (DOLS) procedure. To remove long-
run serial correlation within the error term, the
DOLS method constructs an asymptotically efficient
estimator by augmenting the cointegrating equation
with leads and lags of the differenced explanatory
variables. The resulting error term is orthogonal to
the entire history of the stochastic regressor innova-
tions. The general specification is
Zt ¼ X0tβþ D0tγþ
Xr
j¼q
ΔX0tδþ ut (8)
where Zt is a T-dimensional vector of the depen-
dent variable observations, X is a T times K matrix of
independent variables, β is a K-vector of coeffi-
cients, Dt is a T times K matrix of a deterministic
trend regressor, T is a number of observations and K
is the number of the right hand side regressor. The
addition of q lags and r leads absorbs the long-run
correlation between the disturbances and hence pro-
vides robust long-run coefficients.
Subsequently, if the time series are cointegrated,
then the short-term disequilibrium relationship
between the growth of TFP and remittances (with
other independent variables) can be expressed in the
error-correction form as
ΔTFPt¼ αþβ0ΔT þ
Xp
i¼1
β1ΔTFBt¼i
Xq1
i¼0β2iΔremti
þ
Xq2
i¼0β3iΔrem
2
tiþ
Xq3
i¼0β4iΔfditi
þ
Xq4
i¼0β5iΔpoptiþ
Xq5
i¼0β6iΔgovti
þ
Xq6
i¼0β7iΔaidtiþ
Xq7
i¼0β8iΔtradeti
þλECTt1þut
(9)
where the ECT is the error-correction term speci-
fied in Equation (6) (ECTt ¼ ut) and  1 < λ < 0
implies convergence to the long-run equilibrium.
Causality tests
The pairwise Granger (1969) causality test assumes
that the information relevant for the prediction of
the respective variables is contained solely in the
time series data of these variables. Importantly, the
method requires the underlying variables to be
stationary.7 To examine the causality between
growth of TFP and remittances, the following equa-
tions are specified:
ΔTFPt ¼
Xn
i¼1
αiΔREMti þ
Xn
j¼1
βjΔTFPtj þ u1t
(10)
ΔREMt ¼
Xn
i¼1
λiΔREMti þ
Xn
j¼1
θjΔTFPtj þ u2t
(11)
where it is assumed that the error terms u1t and u2t
are uncorrelated. A unidirectional causality from
remittances to TFP ΔREM ! ΔTFPf g is noted if
αi"i0 and a reverse causality ΔTFP ! ΔREMf g
exists if θj"j0. Bilateral or feedback causality
between remittances and TFP exists if αi"i0 and
θj"j0. Both variables are said to evolve indepen-
dently if these coefficients are found insignificant in
either Equations (10) or (11).
IV. Results and discussion
We present the basic statistics and correlation
matrices for Bangladesh and India (Table 2). In case
of Bangladesh, we note that the growth rate of TFP is
negatively correlated with lny and lnk lny;ð TFP ¼
0:3857; lnk; TFP ¼ 0:3275Þ and positively corre-
lated with the population growth TFP;ð
pop ¼ 0:4058Þ. Similar observations are made for
India – the growth in TFP is negatively correlated
with lny and lnk lny; TFP ¼ 0:0773; lnk;ð TFP ¼
0:1049Þ and positively with population
growth TFP; pop ¼ 0:0994ð Þ.
Unit root results with and without breaks
The results of the unit root tests based on the three
tests (ADF, PP and KPSS) in Table 3 indicate in
general that all series are stationary in their first
7If a variable xt is said to granger cause yt , then a change in xt should precede a change in yt . It is unclear in Hassan, Chowdhury and Bhuyan (2016)
whether this test is conducted in levels or first differences.
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differences. Further, from Table 4, it is noted that
the identified breaks from the IO and AO
approaches appear in sequential clusters and sparsely
over the sample range for both panels. The structural
break parameters are identified based on the condi-
tions that (1) the break should lead to short- and
long-run parameter stability; (2) the inclusion of the
break should not result in a negative adjusted –
R-squared value; (3) the long-run break augmented
residual should lead to suitable coefficients of the
error-correction term; (4) the break augmented
short- and long-run models should satisfy the con-
ditions of homoscedasticity, no autocorrelation, nor-
mality of residuals and no functional form bias;8 and
(5) the error-correction model using the break aug-
mented variable should satisfy the conditions of
variance stability, the latter is examined using the
cumulative sum of residual (CUSUM) and
CUSUMQ (cumulative sum of residuals square)
plot. Not all identified breaks (Table 4) satisfy these
restrictions; thus, the dates are re-examined and
manually adjusted to satisfy these conditions.
Hence, the finalized break periods are from 2001 to
2012 for Bangladesh and 1989 to 1995 for India.
Cointegration tests
Next, we examine the cointegration relationship.
Table 5 presents the results of three cointegration
tests: Residual based (I), Hansen Parameter
Instability (II) and PAV (III) test, respectively. The
general conclusion is that there is a long-run asso-
ciation (cointegration) among the variables for both
countries (Bangladesh and India).
TFP and remittances
TFP is estimated using the method explained earlier.
The long-run capital share is 0.58 and 0.69 for
Bangladesh and India, respectively (Table 6). The
value of the capital share exceeds the stylized value
of one third. However, this is to be expected for
developing countries because their marginal produc-
tivity of capital is higher with low capital-to-labour
ratios (Hassan, Chowdhury, and Bhuyan 2016)
among other reasons (Kumar and Stauvermann
2014a,b and the reference therein). The respective
shares are used to compute the growth rate of TFP
for the two countries. The adjusted R-square for
Table 3. Unit root test.
Variables
Augmented-DF (1979) PP (1988) KPSS (1992)
Level 1st difference Level 1st difference Level 1st difference
Panel 1: Bangladesh
ln yt 7.0079[0] 0.1082[6] 8.0360[2] −3.3339[4]
B 0.6740[5]B 0.6636[5]A
ln kt −0.6815[6] −4.8053[0]
A 3.6401[4] −4.5088[3]A 0.6410[5]B 0.6807[5]B
TFPt −3.8160[0]
A −12.9384[0]A −3.8265[4]A −12.6283[1]A 0.4735[4]C 0.0417[1]A
REMt −0.8703[3] −2.0799[2] −0.6322[3] −4.8754[2]
A 0.5812[5] 0.5812[5]B
REM2t −1.3121[3] −1.7461[2] −0.5836[3] −5.1388[3]
A 0.5381[5]B 0.1399[3]A
FDIt 0.7478[2] −8.1454[0]
A 0.0777[2] −9.6233[9]A 0.6189[5]C 0.3579[7]B
POPt −1.2103[8] −1.7150[7] −0.4218[4] −2.5253[2] 0.6610[5] 0.0959[4]
A
GOVt −3.004[0]
B −6.8906[0]A −3.0808[3]A −6.8321[1]A 0.4903[4]C 0.3388[1]A
AIDt −1.2641[1] −8.9143[0]
A −1.4254[5] −9.3326[3]A 0.6085[5]B 0.2823[16]A
TRADE t 0.5366[0] −6.2011[0]
A 1.3709[4] −6.2296[2]A 0.6951[4]B 0.3745[2]B
Panel 2: India
ln yt 3.0069[0] −6.0296[0]
A 3.7463[2] −6.1216[4]A 0.7596[5]C 0.6292[4]C
ln kt 0.5944[1] −1.6152[0] 6.7127[3] −1.6032[2] 0.7514[5]
C 0.6717[5]C
TFPt −6.2279[3]
A −7.5567[6]A −10.9260[8]A −28.6647[10]A 0.1051[4]A 0.0448[3]A
REMt −1.0232[0] −7.4503[0]
A −0.9383[1] −7.9515[4]A 0.7222[5]B 0.0944[4]A
REM2t −1.0797[0] −6.4910[1]
A −0.7665[7] −13.1591[37]A 0.7062[5]B 0.5000[38]B
FDIt −1.4636[0] −7.3094[0]
A −1.4636[0] −7.3307[3]A 0.6315[5]B 0.0584[3]A
POPt 1.5013[8] −2.0039[7] 2.6454[4] −2.1901[2] 0.7583[5]
C 0.4876[5]B
GOVt −2.9857[1]
B −4.6043[0]A −2.6643[0]C −4.4353[5]A 0.2492[4]A 0.1644[1]A
AIDt −1.4246[7] −7.1605[3]
A −1.6730[13] −14.6723[23]A 0.7553[5]C 0.3632[28]B
TRADE t 2.0778[1] −6.6508[0]
A 1.8177[1] −6.5778[3]A 0.6039[5]B 0.5147[3]B
Critical values of the ADF and PP tests are based on MacKinnon (1996) while the KPSS is based on Kwiatkowski et al. (1992). The optimal lag and bandwidth
used are based on the Schwarz Information Criterion (SC). The null hypothesis for the ADF and the PP unit root test is of the presence of a unit root while
for the KPSS it is that a series is stationary. A, B and C denotes stationarity at the 1%, 5% and 10% levels, respectively; and ‘–’ indicates not applicable.
Source: Authors’ estimation in Eviews 9.
8If autocorrelation is identified, the heteroscedasticity and autocorrelation consistent SEs are applied with pre-whitened (1 lag) Bartlett kernel and Newey–
West fixed bandwidth.
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both models is 0.99 which indicates a relatively good
fit of the data.
Using the TFP series, we proceed with the estima-
tion of the long-run relationship using Equation (6).
For Bangladesh (Table 7, Panel 1), we note that the
long-run equilibrium relationship between remit-
tances and TFP is U-shaped and the threshold level
of remittance is 5.3% of GDP. This implies that a
positive effect on the growth of TFP will be realized
as long as the ratio of remittances to GDP exceeds
Table 5. Cointegration test results.
(I) R–B Tests 1 and 2
Function
Test 1: Engle–Granger test Test 2: Phillips–Ouliaris test
EG-Tau EG-Z PO-Tau PO-Z
Panel I(a): Bangladesh
ln ytj ln kt −4.1334B [0.0128] −10.1345 [0.2979] −4.0418B [0.0156] −8.5312 [0.4101]
TFPtjREMt; REM2t ; . . . −5.7577 [0.1321] 22.1162 [1.0000] −8.7378A [0.0006] −38.7603B [0.0176]
Panel I(b): India
ln ytj ln kt −4.9787A [0.0039] −33.7883A [0.0033] −4.9808A [0.0038] −32.5837A [0.0048]
TFPtjREMt; REM2t ; . . . −6.0107B [0.0415] −76.1798A [0.0000] −7.3767A [0.0028] −35.5306B [0.0499]
(II) H–P test (Test 3)
Function LC Stochastic trend Deterministic trend Excluded trend
Panel II(a): Bangladesh
ln ytj ln kt 0.017833A 1 0 0
TFPtjREMt; REM2t ; . . . 0.294898A 7 1 0
Panel II(b): India
ln ytj ln kt 0.032488A 1 1 0
TFPtjREMt; REM2t ; . . . 0.477603A 7 0 0
(III) PAV test (Test 4)
Function Chi-square Degrees of freedom p Value
Panel III(a): Bangladesh
ln ytj ln kt 1.975145A 1 0.1599
TFPtjREMt; REM2t ; . . . 4.006447C 1 0.0453
Panel III(b): India
ln ytj ln kt 2.162655A 2 0.3391
TFPtjREMt; REM2t ; . . . 10.31521 1 0.0013
A, B and C indicate the presence of cointegration at the 1%, 5% and 10% levels, respectively. p Values are in square parenthesis and based on MacKinnon
(1996) one-sided p values. Null hypothesis is the absence of cointegration for residual-based tests. Probability values for the Hansen cointegration test are
based on Hansen (1992). Null hypothesis is that a series is cointegrated for both cointegration tests of panel 2 and 3. Added trends are linear and quadratic
for Bangladesh and Linear trend in the case of India for Equation (6). Source: Authors’ estimation in Eviews 9.
Table 4. Innovational and additive outlier break point tests results.
Variables
Innovational outlier (IO) Additive outlier (AO)
Level 1st difference Level 1st difference
IO stat Break IO stat Break AO stat Break AO stat Break
Panel 1: Bangladesh
TFPt −5.0854[0]
A 1994 −13.0903[0]A 1994 −5.2649[0]A 1994 −13.2874[0]A 1994
REMt −3.4366[0] 2001 −5.7498[0]
A 2012 −3.0179[0] 2004 −5.2368[0]A 2002
REM2t −4.0705[3] 2005 −4.5364[4]
B 2004 −5.5820[7]A 1999 −4.5180[8]B 2002
FDIt −3.8224[0] 2002 −9.6771[0]
A 2008 −2.1699[0] 1996 −8.3178[0]A 1995
POPt −3.1115[8] 2001 −6.5156[1]
A 1982 −1.8211[8] 2002 −6.1008[1]A 2003
GOVt −4.9542[0]
A 1992 −8.0673[2]A 1985 −8.9131[0]A 1993 −8.4192[1]A 1992
AIDt −4.6492[0]
B 1994 −9.8474[0]A 1987 −4.9107[0]B 1994 −9.0218[0]A 1999
TRADE t −2.0820[0] 2004 −7.4212[0]
A 2010 −6.5340[8]A 2000 −6.7627[0]A 1992
Panel 2: India
TFPt −9.0118[0]
A 1999 −8.0812[3]A 2008 −6.6903[0]A 1991 −9.7571[0]A 2003
REMt −3.1032[0] 1995 −8.0626[0]
A 2010 −3.2559[0] 1993 −7.8547[0]A 1994
REM2t −3.1859[0] 1999 −9.5253[1]
A 2008 −3.4598[9] 1997 −7.4187[0]A 1990
FDIt −3.5749[0] 2005 −7.2418[0]
A 2003 −8.2029[9]A 1996 −8.7492[9]A 1995
POPt −2.5625[8] 1999 −3.4125[7] 1981 −2.1975[3] 1995 −6.4762[1]
A 1988
GOVt −3.8540[1] 1984 −5.2320[1]
A 1987 −2.8021[1] 1986 −5.4528[0]A 1998
AIDt −3.3065[4] 1994 −8.6894[0]
A 1993 −4.1914[0] 1996 −10.0923[1]A 1990
TRADE t −1.1552[1] 2003 −8.0111[0]
A 2001 −4.2634[6]C 1997 −7.5077[0]A 1991
The break selection is based on the Dickey–Fuller t statistic and critical values are based on Vogelsang (1993). Lag length used is indicated in parenthesis and
is automatically determined by Schwarz Criterion (SC). A, B and C indicate stationarity after controlling for structural breaks at the 1%, 5% and 10% levels,
respectively. Trend and break specification assumes intercept only. Source: Authors’ estimation using Eviews 9.
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the threshold value of 5.3%. A possible drawback of
our estimate is the low adjusted R-squared of only
0.06 but this is not a serious drawback given that R2
is an in-sample statistic and has no implications for
out-of-sample forecasting.9 Moreover, a low R2 is to
be expected given that the dependent variable is a
first differenced variable and hence is more difficult
to predict. This may require a panel estimation set-
ting similar to Senhadji (2000) who obtains a
higher R2.10
Population growth has a negative association with
productivity growth in the long run (−0.25) and short
run (−0.87). The growth of population reduces mar-
ginal productivity in both time frames. FDI and gov-
ernment expenditure have insignificant impacts on
productivity growth although both are negative in
long and positive in short run. Both aid and trade
have a negative association with productivity in the
long run, at −0.11 and −0.03, respectively. The struc-
tural beak has a positive association with factor pro-
ductivity and the time trend indicates that productivity
has been on the decline at a rate of 1.4% per annum
over the sample period, which makes remittances a
crucial productivity enhancement device. Our results
deviate from Hassan, Chowdhury and Bhuyan (2016)
in three main ways. First, we have attained a plausible
estimate of the error-correction term, estimated at
−0.95; second, our results are supported by a number
of diagnostic tests, and third, our dynamic results are
different.
For India (Table 7, Panel 2), we observe an
inverted U-shaped relationship with a maximum
threshold level of remittances as a per cent of GDP
at 1.8%. This implies that remittances–GDP ratio of
1.8% or lower will support improvement in TFP
growth. FDI is positive and significant in the long
run (0.16) and not significant in the short run.
Moreover, in the short-run, we note that the one-
period lagged effect of the growth of TFP is negative
in the short run (−0.38), which is also the case for
Bangladesh (−0.65). From the long-run results, only
aid has a positive and significant association (0.14)
with TFP growth. Lastly, the break period for India
has a significant positive association with TFP. The
error-correction term is also significant at the 10%
level and is estimated at −0.63. Accordingly, 63% of
disequilibrium errors of the previous period are cor-
rected within the current period and convergence to
Table 7. Long-run estimation: TFPtjREMt; REM2t ; . . . .
Arguments
Panel 1: Bangladesh Panel 2: India
Coefficient SD t-Stat Coefficient SD t-Stat
REMt −0.159745
B 0.028500 −5.605150 0.319790A 0.044891 7.123755
REM2t 0.015022
C 0.003531 4.254652 −0.087750A 0.011538 −7.605349
FDIt −0.023750 0.048920 −0.485491 0.163178
A 0.016623 9.816526
POPt −0.245741
C 0.071095 −3.456529 0.048951 0.114223 0.428558
GOVt −0.152757 0.065924 −2.317188 0.015628 0.011299 1.383167
AIDt −0.108146
C 0.035116 −3.079664 0.141185A 0.031248 4.518231
TRADEt −0.027658
C 0.006984 −3.960174 −0.001981 0.002510 −0.789433
Constant 3.186686C 0.877313 3.632327 −0.581763 0.428333 −1.358204
Linear Trend −0.014399C 0.004416 −3.260831 – – –
Break 0.052902C 0.012886 4.105519 0.029822A 0.006896 4.324282
Statistics R2 = 0.941395; adj R2ð Þ = 0.0623; SSR = 0.0003 R2 = 0.888398; adj R2ð Þ = 0.348990; SSR = 0.002188
A, B and C indicate statistical significance at the 1%, 5% and 10% levels, respectively. DOLS: Dynamic OLS (lead = lag = 1); Long-run covariance estimate
assumes pre-whitened Bartlett Kernel with 1 lag, and Newey west fixed bandwidth of 4. Source: Authors’ estimation in Eviews 9.
Table 6. Long-run estimation: ln ytj ln kt.
Arguments
Panel 1: Bangladesh Panel 2: India
Coefficient SD t-Stat Coefficient SD t-Stat
ln kt 0.583042
A 0.027073 21.53573 0.698584A 0.026425 26.43610
Constant 4.148210A 0.283788 14.61728 2.811299A 0.272449 10.31863
Time Trend – – – 0.005243A 0.000840 6.245178
Statistics R2 = 0.995906; adj R2ð Þ = 0.995321; SSR = 0.0097 R2 = 0.99786; adj R2ð Þ = 0.997627; SSR = 0.024523
A, B and C indicate statistical significance at the 1%, 5% and 10% levels, respectively. DOLS: Dynamic OLS (lead = lag = 1); SEs in square
brackets, t-statistics in rounded parenthesis. Long-run covariance estimate assumes Bartlett Kernel and Newey west fixed bandwidth of 4.
Source: Authors’ estimation in Eviews 9.
9We thank an anonymous reviewer for pointing this out.
10Although Hassan, Chowdhury and Bhuyan (2016) obtain a higher δ value of 0.59 using the DOLS estimate, this begs the same question of reliability as its
second stage ECM produces unreliable and unstable results.
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the mean productivity level should occur in around
1.7 years.
Some observations with reference to the long-run
results are in order. We note that for Bangladesh,
the average remittance (% GDP) is 4.4% which is
below the threshold level and hence an indication
that remittances are effectively utilized. On the
other hand, in the case of India, we note that the
average remittances (% GDP) are very close to 2%
which is slightly above the 1.8% threshold, but
nonetheless, fairly close. We further this analysis
by examining the year on year fluctuations against
the threshold level of remittances (% GDP). We
observe that Bangladesh achieved its threshold
level in 2004 and India in 1995. The U-shaped
relationship further emphasizes that Bangladesh is
a more remittance-dependent economy than India
and that remittances have a direct positive effect on
the growth processes of Bangladesh (Kumar and
Stauvermann 2014a). In the case of India, the role
of remittances in the growth process is declining,
which is evident from 1995 onwards. On the other
hand, India has maintained an average annual real
GDP growth of 6.6% which further supports that
the reliance on remittances for TFP growth is les-
ser, possibly because remittances are used more for
consumption purposes, and the growth of TFP and
output are mainly supported by sectors other than
remittances. Subsequently, at best, the results sup-
port that remittances in India do not have a direct
growth enhancing effect which contradicts some of
the earlier findings (Jayaraman, Choong,
and Kumar 2012).
Error-correction representation
The error-correction model is presented in Table 8.
From the results, we note that the lagged error-cor-
rection term (ECT = λ) is within acceptable levels.
Specifically, the lagged ECT provides the speed of
adjustment to the long-run equilibrium based on the
previous period shocks and therefore is  1 < λ < 0.
For Bangladesh, we note that the lagged ECT is −0.95
ðECTt1 ¼ 0:9484) which implies that roughly
95% of shocks from the previous period are corrected
within the current year. For India, the lagged ECT
is −0.64 ECTt1 ¼ 0:6383ð Þ.11
Model diagnostics and stability
The model diagnostics for both the short- and long-
run models are presented in Table 9. In the case of the
long run model, the Ljung-box Q statistic is applied to
test for serial correlation. The constancy of cointegrat-
ing parameters is checked via the Hansen-instability
test, and normality of long-run residuals is examined
from the Anderson–Darling normality test. In the case
of the short-run equation, the diagnostic tests applied
include the Breush–Godfrey/Lagrange multiplier test
of residual serial correlation, the Breush–Pagan–
Godfrey test of residual heteroscedasticity, the
Table 8. Error-correction representation.
Arguments
Panel 1: Bangladesh Panel 2: India
Coefficient SD t-Stat Coefficient SD t-Stat
ΔTFPt1 −0.645259A 0.088554 −7.286645 −0.383300A 0.074333 −5.156532
ΔREMt −0.022957
A 0.005297 −4.333956 −0.004255 0.042019 −0.101261
ΔREM2t 0.001065
B 0.000475 2.242871 −0.001107 0.007267 −0.152374
ΔFDIt 0.005803 0.003518 1.649494 −0.006797 0.021999 −0.308974
ΔPOPGt −0.086301
C 0.041581 −2.075482 −0.134469 0.154788 −0.868729
ΔGOVt 0.015381 0.014936 1.029772 −0.028641 0.021224 −1.349454
ΔAIDt 0.003804 0.002208 1.722851 −0.017304 0.026353 −0.656633
ΔTRADEt 0.001415
A 0.000294 4.807573 −0.004061 0.003546 −1.144964
ΔTRENDt −0.004905
B 0.001813 −2.704929 – – –
Break Dummy 0.009773C 0.005162 1.893401 −0.005809 0.009090 −0.639079
ECTt1 −0.948366A 0.277224 −3.420938 −0.638343C 0.335293 −1.903835
Statistics R2= 0.758439; adj R2ð Þ= 0.637659; σR=0.0086;
SSR = 0.0014; xy = −0.0020; σ^y= 0.0142;
LL = 110.2140; AIC = −6.4009; SBC = −5.892069;
HQC = −6.235035, DW = 1.939086
R2= 0.433347; adj R2ð Þ= 0.229351; σR=0.0319;
SSR = 0.0255; xy = −0.0012; σ^y= 0.0364;
LL = 76.74023; AIC = −3.81372; SBC = −3.3692;
HQC = −3.6603, DW = 2.24167
A, B and C indicate statistical significance at the 1%, 5% and 10% levels, respectively. Long-run covariance estimate assumes pre-whitened Bartlett Kernel
with 1 lag, and Newey west fixed bandwidth of 4. Source: Authors’ estimation in Eviews 9.
11The case that |λ| > 1 can imply a specification bias and can be corrected by using appropriate lagged differenced dependent and independent terms.
Specification biases can also provide pathological results and may also imply instability of the ECM.
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Ramsey (1969) RESET test of functional form bias and
the Anderson–Darling test of residual normality.
The CUSUM and CUSUMQ (Brown, Durbin, and
Evans 1975) plots show that the parameters of the
model are dynamically stable (Hansen 1992)
(Figure 1). We corrected the autocorrelation problem
in the cointegrating residuals by applying the
heteroscedastic and autocorrelation robust estimators
(HAC), and the long-run covariance estimator with
pre-whitened (lag 1) Bartlett kernel and Newey–West
fixed bandwidth, respectively. Hence, all long-run
parameters are stable as evidenced by the LC statistics
of the Hansen parameter instability test. However, we
note that the long-run residuals are not normally
Table 9. Cointegrating model diagnostics.
Primary statistics Complementary statistics
Panel 1A: Bangladesh ln ytj ln kt
Qsc : Q 5ð Þ ¼ 38:753 0.0000 Q2sc : Q2 5ð Þ ¼ 33:671 0.0000
LCps : LC ¼ 0:0178A p > 0:2 NA NA
A2RN : A
2 ¼ 0:1405A 0.9700 adjðA2RNÞ : A2 ¼ 0:1441A 0.9700
Panel 1B: Bangladesh TFPtjREMt; REM2t ; . . .
Qsc : Q 5ð Þ ¼ 20:270 0.0000 Q2sc : Q2 5ð Þ ¼ 15:519 0.0080
LCps : LC ¼ 0:2949A p > 0:2 NA NA
A2RN : A
2 ¼ 1:3247 0.0016 adjðA2RNÞ : A2 ¼ 1:3576 0.0016
Panel 2A: India ln ytj ln kt
Qsc : Q 5ð Þ ¼ 9:9140A 0.1020 Q2sc : Q2 5ð Þ ¼ 5:6754A 0.3390
LCps : LC ¼ 0:0325A p > 0:2 NA NA
A2RN : A
2 ¼ 0:4390A 0.2763 adjðA2RNÞ : A2 ¼ 0:4498A 0.2763
Panel 2B: India TFPtjREMt; REM2t ; . . .
Qsc : Q 5ð Þ ¼ 34:789 0.0000 Q2sc : Q2 5ð Þ ¼ 15:806 0.0070
LCps : LC ¼ 0:0178A p > 0:2 NA NA
A2RN : A
2 ¼ 0:5630A 0.1339 adjðA2RNÞ : A2 ¼ 0:5770A 0.1339
A, B and C denote statistical significance at the 1%, 5% and 10% levels, Qsc : Ljung-box Q statistic for serial correlation; LCps : Hansen cointegrating
parameter stability LC stat; A2RN : Anderson–Darling test of residual normality. Source: Authors’ estimation in Eviews 9 .
a1: CUSUM PLOT (BANGLADESH) b1: CUSUMSQ PLOT (BANGLADESH)
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Figure 1. CUSUM & CUSUMSQ Plot.
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distributed in the case of Bangladesh. All long-run
residuals are stationary as evidenced by the existence
of cointegration. We now present the short run diag-
nostic test results (Table 10).
Granger causality test
Next, the pairwise Granger causality test is carried
out on the stationary variables. From the results
(Table 11), it is evident that for Bangladesh, remit-
tances Granger cause TFP growth at 1% level
ΔREMt ! ΔTFPtð Þ, and TFP growth Granger
causes remittances (ΔTFPt ! ΔREMtÞ at 10% level.
Similar conclusions are made for India where we
note bidirectional causality between remittances
and TFP growth ðΔTFPt $ ΔREMtÞ at 1% level of
statistical significance.
V. Conclusions and policy implications
In this article, we examined the presence of an
(inverted) U-shaped relationship between TFP
growth and remittances (% of GDP) among other
variables in two of the largest receipt countries in
South Asia – Bangladesh and India. The results
confirm a long-run association based on a battery
of tests for cointegration (Engle and Granger (1987),
Phillips and Ouliaris (1990), and Hansen (1992) and
Park (1992)). The long-run equation is estimated via
the Stock and Watson (1993) DOLS procedure and
the causality is measured using the pairwise Granger
causality test. The results show that for Bangladesh,
the mini
mum threshold of remittances (% GDP) is 5.3%
which is within the sample range examined. We
arrive at a similar conclusion as Hassan,
Chowdhury and Bhuyan (2016) but tend to differ
in terms of the size of the threshold point. For India,
we note an inverted U-shaped relationship with the
maximum threshold of remittances (% GDP) of
1.8%. The causality nexus shows evidence of bidirec-
tional causality implying that remittances and TFP
growth are interdependent and hence mutually rein-
forcing each other.
In terms of the differences between the relation-
ship between remittances and TFP growth estimated
for the two countries, we note that Bangladesh and
India are operating differently in terms of remit-
tances impact on TFP growth. However, we plead
for caution in interpreting the results. Importantly,
the findings do not imply that remittances (% GDP)
have reached its peak or that lower levels of remit-
tances are to be maintained for India. Similarly,
neither do we propose that remittances (% GDP)
lower than the threshold value of 5.2% for
Bangladesh is less important. In fact, quite the
Table 10. Short-run diagnostics.
Primary statistics Complementary statistics
Panel 1: Bangladesh
Fsc : F 2; 18ð Þ ¼ 1:7396A 0.2038 χ2sc : χ2 2ð Þ ¼ 5:0213B 0.0812
Fff : F 1; 19ð Þ ¼ 2:9456A 0.1024 LRff : LR1 ¼ 4:4680C 0.0345
Fhc : F 10; 20ð Þ ¼ 0:3052A 0.9711 χ2sc : χ2 10ð Þ ¼ 4:1045A 0.9425
A2RN : A
2 ¼ 0:2735A 0.6420 adjðA2RNÞ : A2 ¼ 0:2808A 0.6420
Panel 2: India
Fsc : F 2; 23ð Þ ¼ 2:1101A 0.1441 χ2sc : χ2 2ð Þ ¼ 5:3113B 0.0703
Fff : F 1; 24ð Þ ¼ 2:6717A 0.1152 LRff : LR1 ¼ 3:6940B 0.0546
Fhc : F 10; 24ð Þ ¼ 3:0764C 0.0117 χ2sc : χ2 10ð Þ ¼ 19:6613B 0.0326
A2RN : A
2 ¼ 0:2051A 0.8607 adjðA2RNÞ : A2 ¼ 0:2107A 0.8607
A, B and C denote statistical significance at the 1%, 5% and 10% levels. SC: Serial correlation; ff: functional form; hc″ heteroscedasticity test. Source: Authors’
estimation in Eviews 9.
Table 11. Pairwise granger causality test.
Causality direction Lag 1 Lag 2 Lag 3
Panel 1: Bangladesh
ΔREMt ! ΔTFPt F32 ¼ 0:02675A 0:8712½  F31 ¼ 0:21734A 0:8061½  F30 ¼ 0:76481A 0:5254½ 
ΔTFPt ! ΔREMt F32 ¼ 0:06439A 0:8015½  F31 ¼ 3:94498C 0:0319½  F30 ¼ 3:11776C 0:0458½ 
Panel 2: India
ΔREMt ! ΔTFPt F38 ¼ 0:75893A 0:3896½  F37 ¼ 0:2457A 0:7836½  F36 ¼ 0:51238A 0:6769½ 
ΔTFPt ! ΔREMt F38 ¼ 2:68125A 0:1105½  F37 ¼ 1:00479A 0:3774½  F36 ¼ 0:65371A 0:5871½ 
A and C denote statistical significance at the 1% and 10% levels. Lag = 3 was used.
Source: Authors’ estimation in Eviews 9.
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opposite is intentioned. The results here at best high-
lights that in case of Bangladesh, remittances (%
GDP) are still fairly low and an increase in the
ratio will continue to provide a stimulus to the
growth rate of TFP. Of course, productive use of
remittances is necessary and the results confirm
that remittances play a more direct role in the
growth enhancing process in Bangladesh. However,
in case of India, a 1.8% threshold marks a tipping
point and therefore implies that remittance incomes
are not a major source of TFP growth rate. Thus, in
this regard, remittances have a more intermediary
and indirect role in the growth process. While in the
study, we underscore the importance of and favour
remittances use in the economic growth process, we
present the different ways in which remittances
impact growth in the two economies. In case of
India, we highlight that a high flow of remittances
when effectively used will support GDP growth, so
long as the ratio is in balance even when the absolute
levels of remittances are increasing. Thus, to main-
tain a robust growth in income, other key sectors in
addition to remittances need to be identified and
exploited. Our policy proposal in terms of boosting
remittances in Bangladesh resonates with earlier stu-
dies (Hassan, Chowdhury, and Bhuyan 2016; Kumar
and Stauvermann 2014a; and others).
Additionally, we acknowledge that the type of
analysis is basic. However, an important outcome
of the study is that although Bangladesh and India
are large recipients of remittances, the impact of
remittances on the TFP growth is different. A num-
ber of reasons can be provided for this. Among
other things, the most important that we see is the
mix between remittances used for consumption
smoothing or investment and other income gener-
ating activities. Of course, the latter two are neces-
sary to have higher impact on TFP growth. Also,
the thresholds computed in the study largely
depend on the approach used and being cognizant
that that thresholds are within the sample range to
ensure validity and relevance. Our study strives to
do just that. Moreover, other methods can be used,
among them are the ARDL bounds approach to
cointegration, and the Toda and Yamamoto
(1995) causality procedure. More countries can be
examined in a similar fashion to identify any uni-
formness or polarity in terms of threshold effects.
We leave these for further research.
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Appendix
App 1: Data sources
The data are sourced from the World Development
Indicators and Global Development Finance (World
Bank 2017) which reports data on GDP and invest-
ment measured by gross fixed capital formation (in
constant Bangladeshi taka and Indian rupees, respec-
tively), labour force participation rate (based on
International Labour Organization estimates of the
population), personal remittances received (% of
GDP), net inflows of foreign direct investments (%
of GDP), net ODA (% of GDP), trade (% of GDP),
general government expenditure (% of GDP) and
population growth rate. The annual capital stock
data, Kt, at year t are constructed using the perpetual
inventory method Kt ¼ 1 δð ÞKt1 þ It, where
K0 ¼ γY0, δ ¼ 0:10 is the depreciation rate, γ ¼
1:50 is the parameter multiplied with initial constant
GDP ðY0Þ, to compute the initial capital stock K0.12
The sample size for Bangladesh and India is 1980–2012 and
1977–2012, respectively.13
12While the values of δ and γ are set arbitrarily, we ensured that the plot of capital per worker is concave and hence converges over time.
13To be consistent in terms of same source of data, we extract all key data from World Bank (2017).
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