Abstract. This paper presents an elementary, real-variable proof of the following theorem:
Introduction
The three squares theorem 1] asserts that any continuous function de ned in the plane is completely determined by its averages over all squares of side r 1 ; r 2 and r 3 with sides parallel to the coordinate axes if and only if r 1 =r 2 , r 1 =r 3 , and r 2 =r 3 are irrational. The present paper studies a local version of this theorem known as the local three squares theorem 2] which asserts that any continuous function de ned on a square Q R 2 of side R > r 1 + r 2 + r 3 with edges parallel to the coordinate axes is completely determined by its averages over all squares of side r 1 , r 2 and r 3 that are completely contained in Q and have edges parallel to the coordinate axes if and only if r 1 , r 2 , r 3 are pairwise irrationally related, that is, r 1 =r 2 , r 1 =r 3 , and r 2 =r 3 are irrational. 1 The purpose of this paper is to give a new proof of the local three squares theorem.
f continuous, and R r 1 + r 2 + r 3 instead of R > r 1 + r 2 + r 3 . We also prove the more general theorem in higher dimensions. The novelty of the proof lies in the fact that it uses only the sampling theory of bandlimited functions and a result of Young 18 ] on biorthogonal systems. The value of this new approach is that (1) the proof is elementary even in higher dimensions and does not require the theory of complex variables, (2) the close relationship of the global and local versions of the three squares theorem (and its higher dimensional generalizations) to the sampling theory of bandlimited functions has not previously been observed, and (3) the present proof suggests an algorithm for the recovery a function locally from its local averages as indicated above. This recovery is inherently an unstable process, and the proof shows that the instability is related to the instability of recovery of a bandlimited function from its samples on so-called nonperiodic lattices (see 
However, it turns out that an additional algebraic assumption on the numbers r i is required in this case, namely that r i =r j be poorly approximated by rationals when i 6 = j 12] (a number is poorly approximated by rationals provided that there exist constants C; N > 0 such that if p; q are integers then j ? (p=q)j Cjqj ?N ). If this condition is satis ed then it is possible to nd compactly supported solutions to the equation
for any ' 
hf i ; e i;' i: (4) Note that computation of the last set of inner products only requires knowledge of (f i ) on ?R + r i ; R ? r i ] 2 . Since e ' was arbitrary, the local three squares theorem follows. The idea behind the proof of the local three squares theorem given in this paper is to remove the algebraic requirement of being poorly approximated by rationals by solving (3) with e ' 2 B where B is a suitable complete set in the Hilbert space L 2 ?R; R] 2 . Then by (4), any function for which (f i ) = 0 on ?R + r i ; R ? r i ] 2 must be orthogonal to every element of B and hence identically zero. It turns out that the most convenient choice for B is the (countable) set biorthogonal to the complete set of exponentials corresponding to sampling on a nonperiodic lattice.
Section 3 contains a brief summary of the one-dimensional nonperiodic sampling results of 16] required for this paper. Section 4 uses a result of Young 18 ] to show that the sequence biorthogonal to the set of exponentials corresponding to a nonperiodic sampling set is itself complete. Section 5 contains the proof of a one-dimensional version of the local three squares theorem. This proof is simple and clearly illustrates all of the central ideas of the higher-dimensional proof. Section 6 contains a summary of the higher-dimensional nonperiodic sampling results required for this paper and a proof of the higher-dimensional version of the local three squares theorem. Section 7 contains some remarks on the completeness radius and frame radius of certain nonperiodic sampling sets. Then fx g is complete in H provided that any x 2 H satisfying hx; x i = 0, for all 2 A, must be zero. A collection fy g 2A is biorthogonal to fx g provided that hx ; y i = ; , and fx g is minimal in H provided that a collection of vectors biorthogonal to fx g exists.
A collection of vectors both minimal and complete in H is said to be exact in H. sin(2 r k t) 2 r k t :
Let f 0;m?1 = g m?1 and de ne f 0;j 2 PW 2R (R) recursively for j = m ? 2 down to j = 0 
Then F is biorthogonal to and the following holds. 18] ). We will show in Section 4 that the completeness of F in L 2 ?R; R] follows from a result of Young 18] , and in Section 6 that the inner products hF; F 0;j i and hF; F i can be easily and stably computed from the convolutions Proof. We must show that # is minimal and complete. 
Then F # is biorthogonal to # , and # is exact.
Finally, we require the following Lemma.
Lemma 4.2. Let F be given by (11) and F # by (14) . If F # is complete in L 2 ?R; R] then so is F. Proof. Let G 2 L 2 ?R; R] be given such that hG; Fi = 0 for all F 2 F. We will show that hG; F # i = 0 for all F # 2 F # which implies G 0 by the assumption of completeness of F # . Let g 2 PW 2R (R) be such that b g = G. By the Parseval identity, hg; f 0;j i = 0 where f 0;j is given by (8) , and hg; f i = 0 where f is given by (10) . It will su ce to show that hg; f # ! j i = 0 for ! j 2 ! and that hg; f # i = 0 for 2 .
Since hg; f 0;j i = 0, we have by (8) that hg; g j i = 0 where g j is given by (7) . Therefore, for any polynomial P(t) of degree not greater than m ? 1 
Uniqueness from Averages on Two Intervals
In this section, we prove a one-dimensional version of the three squares theorem. The proof contains the fundamental ideas of the proof of the higher-dimensional result (The- Since G is complete in L 2 ?R; R] we conclude that f 0.
For the converse, suppose that r 1 =r 2 2 Q. Then there exist n; m 2 Z such that n=2r 1 = m=2r 2 . Let = n=2r 1 = m=2r 2 , and let f(t) = sin (2 t then f(t 1 ) = f(t 2 )), and since the integral of f on any interval of length 2r 1 or 2r 2 is zero, (f j )(x) = 0 for x 2 ?r k ; r k ], j; k = 1; 2, j 6 = k. However, f 6 0.
An alternative proof to Theorem 5.1 is presented in the note by K. Seip following this article 14].
Nonperiodic Sampling in Higher Dimensions
Since tensor products of complete sets are complete, the following is an immediate consequence of Corollary 3.1. The purpose of this section is to examine the completeness radius and the frame radius of the set given by (5) . The completeness radius of a set S C is the supremum of all numbers r > 0 such that fe 2 i t g 2S is complete in L 2 ?r; r] (see 5], 11], and 13]). The frame radius of a set S C is the supremum of all numbers r > 0 such that fe 2 i t g 2S is a frame for L 2 ?r; r] (see 9]). Assume that the numbers 0 < r 1 < < r m satisfy r i =r j = 2 Q when i 6 = j, and that R = P m i=1 r i . The set is de ned by (5), the set by (6) .
We will prove the following theorem. nN( ) satis es (i). Therefore, fe 2 i t g 2 nN( ) is a frame for L 2 ?r; r]. Hence, the larger set fe 2 i t g 2 has a lower frame bound. To see that it also has an upper frame bound, note that is the union of a nite number of lattices each of which has an upper frame bound. It follows that fe 2 i t g 2 also has an upper frame bound. 
