For nonlinear reduced-order models, especially for those with high-order polynomial nonlinearities or non-polynomial nonlinearities, the computational complexity still depends on the dimension of the original dynamical system. As a result, the reduced-order model loses its computational efficiency, which, however, is its the most significant advantage. Nonlinear dimensional reduction methods, such as the discrete empirical interpolation method, have been widely used to evaluate the nonlinear terms at a low cost. But when the finite element method is utilized for the spatial discretization, nonlinear snapshot generation requires inner products to be fulfilled, which costs lots of off-line time. Numerical integrations are also needed over elements sharing the selected interpolation points during the simulation, which keeps on-line time high. To overcome these issues and develop an efficient finite element discretization algorithm, in this paper, we extend the finite element method with interpolated coefficients, also known as the group finite element method or the product approximation, to nonlinear reduced-order models. The proposed approach approximates the nonlinear function in the reduced-order model by its finite element interpolation, which makes coefficient matrices of the nonlinear terms precomputable and, thus, leads to great savings in the computational efforts. Due to the separation of spatial and temporal variables in the finite element interpolation, the discrete empirical interpolation method can be directly applied on the nonlinear functions in the same manner as that in the finite difference setting. Therefore, the main computational hurdles when applying the discrete empirical interpolation method in the finite element context are conquered. We also establish a rigorous asymptotic error estimation, which shows that the proposed approach achieves the same accuracy as that of the standard finite element method under certain smoothness assumptions of the nonlinear functions. Several numerical tests are presented to validate the proposed method and verify the theoretical results.
Introduction
Control and optimization problems in realistic engineering applications often require repeated numerical simulations of large-scale dynamical systems. If a fast or real-time control strategy is desired, a brute force direct numerical simulation (DNS) is impractical. Therefore, the proper orthogonal decomposition method (POD) has been frequently used to generate a reduced-order model (ROM) that can be utilized as an alternative of the original dynamical system (hereinafter referred to as the full-order model) [32] . Such a ROM only contains a handful of degrees of freedom (DOF), yet is computationally feasible and free of storage issues. The POD method has been successfully applied in many scientific and engineering problems (see, e.g., a brief summarization in [71] ). However, for complex dynamical systems, the original promise of the POD as an efficient yet accurate approximation remains to be fulfilled. On the one hand, it may achieve erroneous results even when POD basis functions capture most of the system energy [4] . On the other hand, the efficiency is severely limited by the nonlinearity of the system [18] . For treating the first issue, research has been done in two main directions: (i) to improve the POD basis functions [1, 6, 7, 9, 12, 13, 14, 24, 38, 45, 51] ; (ii) to improve the ROM by modeling the effect of discarded POD basis [8, 10, 22, 23, 27, 29, 30, 36, 37, 40, 48, 52, 53, 54, 55, 56, 57, 58, 59, 60, 65, 70, 71, 72, 73] . To our knowledge, the research for seeking a reliable reduced-order modeling approach for general complex systems is still active, however, beyond the scopes of this paper. Instead, we will focus on the second issue and develop an efficient algorithm for the nonlinear ROM.
Indeed, the computational efficiency of POD-ROMs relies on two key components: (i) the dimension of the ROM is extremely small; (ii) the vectors and matrices in the reduced system can be precomputed. For linear systems or nonlinear systems with low order polynomial nonlinearities, both ingredients are satisfied. However, for highly nonlinear dynamical systems, the second one does not hold any more because matrices associated with the nonlinear terms have to be evaluated and assembled at each time step or iteration. Since POD basis functions are global, the evaluation would depend on the dimension of the full-order model. The reassembling process would greatly increase the computational cost. Therefore, several methods have been proposed to resolve this issue.
The two-level algorithms proposed in [71] are motivated by the observation that only a small number of leading POD basis functions are kept in the ROM, and they have larger length scales than the discarded ones. If a computation on a fine mesh is employed to obtain all the POD basis, one should be able to use a much coarser mesh to represent the leading POD basis. Therefore, in two-level algorithms, nonlinear closure terms are computed on the coarse mesh. This way can decrease the computational cost by an order of magnitude, while achieving the same level of accuracy as the simulation on the fine mesh. However, the optimal choice of the coarse mesh still needs to be investigated.
Much work devotes to approximate nonlinear terms at a few selected spatial points or within the neighborhoods around the points. The trajectory piecewise-linear method (TPWL), presented in [61, 62] , reduces a nonlinear model to a weighted sum of linearized models at selected points along a state trajectory. The missing points estimation method (MPE) was developed in [2, 3, 74] . In that approach, the full-order system was first reduced by choosing equations only associated with selected spatial points, restricting the POD basis onto these points, and then projecting the extracted system onto the space spanned by the POD basis. The empirical interpolation method (EIM) was first proposed in [5] for approximating non-affine parameter dependence functions to enable an efficient offline-online computational strategy, and then was further applied to approximate nonlinear functions in [31] . The method selects interpolation points by greedy algorithms guided by a posteriori error estimates. However, in certain problems, even the most optimal basis set is of large size [26] , which reduces the efficiency of the algorithm. Thus, several improved greedy algorithms have been proposed in [33] . The best-points interpolation method (BPIM) was introduced in [49] , which determines interpolation points from a least-square minimization prob-Z. Wang lem. The discrete empirical interpolation method (DEIM) was introduced in [18] and analyzed in [17] . The method combines projection with interpolation and chooses interpolation points from the POD basis of the nonlinear functions. Since a certain coefficient matrix can be precomputed when approximating nonlinear functions, the complexity of the POD-ROM reduces to be proportional to the number of selected spatial indices.
Another method is the group POD method (GPOD) proposed in [25] , which extends the group finite element method to the POD setting. In that paper, the authors considered dynamical systems with polynomial nonlinearities, such as the Burgers equations. The POD approximation of the quadratic nonlinear term was rewritten in a group format. If r POD basis functions are used in the ROM, the GPOD requires r 3 − 1 2 r 2 − 1 2 r flops less than the standard POD implementation in the computation of the nonlinear term. However, the approach is limited to polynomial nonlinearities.
In this report, we focus on developing an efficient finite element (FE) discretization algorithm for nonlinear ROMs. In particular, we are interested in applying the DEIM to reduce the intensive computational efforts for evaluating the nonlinear terms. However, in the FE setting, there are two major issues that degrade the effectiveness of the DEIM: (i) generating nonlinear snapshots, which are to be used for seeking the nonlinear POD basis, requires calculations of the inner product in the nonlinear terms, which costs lots of off-line computation time; (ii) the on-line simulation needs evaluations of the inner product over the elements sharing selected DEIM points. Repeated numerical integrations will increase the on-line simulation time, especially, in cases such as complex flow simulations when many DEIM points are required to achieve a good approximation.
To overcome these hurdles, we develop the finite element method with interpolated coefficients (FEIC) for nonlinear POD-ROMs. This method is also known as the group finite element method or the product approximation, which has been successfully applied to find numerical solutions to nonlinear partial differential equations [19, 20, 21, 28, 39, 46, 47, 63, 69, 75] . Indeed, we replace the nonlinear function in the POD-ROM with its FE interpolation directly. This simple change would lead to great savings in the computation: First, the coefficient matrices of the nonlinear terms can be computed beforehand, thus, the evaluation of the nonlinear terms does not involve any numerical quadratures during the on-line simulation; Second, for the ROMs discretized by the new approach, the DEIM can be directly applied in the same manner as that in the finite difference context. In fact, the nonlinear snapshots become a collection of vectors of nonlinear function values, therefore, neither does the nonlinear data generation require any numerical integrations. The accuracy of this approach is, of course, restricted to the smoothness of the nonlinear functions. However, when the nonlinear functions possess certain smoothness ((H2) and (H3) in Section 4), the FEIC can achieve the same accuracy as the standard FE discretization of the ROM. Therefore, the advantages of the new approach over the standard FE discretization of nonlinear POD-ROMs cannot be overemphasized: (i) the FEIC is easier to implement and computationally more efficient; (ii) the FEIC achieves the same accuracy when nonlinear functions satisfy smoothness assumptions; and (iii) the FEIC is more suitable for combining with the DEIM and further reduce the computational complexity.
Note that the GPOD method is based on a similar idea. Distinguishing from it, the proposed method in this paper doesn't group any variables in terms of the POD basis. Therefore, it fits well for ROMs with polynomial or non-polynomial nonlinearities. The rest of this paper is organized as follows: a brief introduction to the POD method is presented in Section 2; the FEIC of POD-ROMs for semilinear parabolic equations is proposed in Section 3; a rigorous asymptotic error estimate is developed in Section 4; several examples are tested in Section 5 to numerically demonstrate the accuracy and efficiency of the new approach. Wherein, the first two examples are used for validation and the third example is for verification. The combination of the proposed approach Z. Wang with the DEIM is discussed in Section 6, whose effectiveness is then illustrated by revisiting the first two examples used in Section 5. A few conclusions are drawn in the last section with several ongoing research directions we are pursuing listed.
The POD Method
In this section, we briefly introduce the (time-continuous) proper orthogonal decomposition method. For detailed discussions, the reader is referred to [15, 35, 43, 44, 64, 66] .
Let H be a real Hilbert space endowed with inner product (·, ·) H and norm · H . Assume the data V (so-called snapshots), which is a collection of time-varying functions y(x, t) ∈ L 2 (0, T ; H), the POD method seeks a low-dimensional basis, ϕ 1 (x), . . . , ϕ r (x) ∈ H, that optimally approximates the data. Mathematically speaking, for any positive r, the POD basis is determined by minimizing the error between the data and its projection onto the basis, that is,
subject to the conditions that (ϕ i , ϕ j ) H = δ ij , 1 ≤ i, j ≤ r, where δ ij is the Kronecker delta. In order to solve (1), one can consider the eigenvalue problem
where K is a compact linear operator that satisfies Kv j (s) = T 0 (y(·, t), y(·, s)) H v j (t) dt, v j is the j-th eigenvector, and λ j ≤ . . . ≤ λ 2 ≤ λ 1 are positive eigenvalues.
It can then be shown that the solution of (1) is given by
Proposition 2.1 ( [43] ) Let the POD basis given by (3) be of rank r, the POD projection error satisfies
Remark 2.1 In practice, discrete data is always considered. The POD basis for an ensemble of snapshots, V = span {y(x, t 1 ), . . . , y(x, t M )}, is to minimize the projection error
The solution can be obtained by solving the eigenvalue problem K v j = λ j v j first, where K ∈ R M ×M is the snapshot correlation matrix with K ℓk = (y(·, t ℓ ), y(·, t k )) H and 1 ≤ ℓ, k ≤ M , then the POD basis is given by
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Remark 2.2 Finite element solutions are commonly utilized as the snapshots, that is, the data
, where Y(t) is the approximation solution vector at time t, h ι (x) is the ι-th FE nodal basis, and n dof is the number of DOF in the spatial discretization. Then the POD basis can be written as
where the coefficient matrix Q is with the entry
for time-discrete data. For a detailed discussion on implementing the POD method in the FE setting, readers are referred to [42] .
The POD-ROM and Finite Element Discretizations
Let Ω be a convex domain in R d with the smooth boundary ∂Ω, d = 1, 2, 3. Also let T h be a collection of quasi uniform elements that partitions the domain. The elements are line segments if d = 1, triangles if d = 2, and polyhedra if d = 3. The parameter h is the maximal diameter of the elements. Denoted by X the space L 2 (Ω) equipped with the inner product (·, ·) and norm · ; by V the Sobolev space H 1 0 (Ω) = {v|v ∈ H 1 (Ω), v| ∂Ω = 0} with H 1 semi-norm | · | 1 and H 1 norm · 1 ; and by V h the space of piecewise continuous functions on Ω that reduce to polynomials of degree ≤ m on each element of T h , which satisfies V h ⊂ V . We assume the semilinear problems that we will consider in this section admit a unique solution u = u(x, t) on the time interval [0, T ], which ranges in V .
We consider the equivalent variational problems of semilinear parabolic equations with homogeneous boundary conditions: To find u(x, t) ∈ V , such that, either
with the initial condition
Where f = f (x, t) is a source term independent with u, the bilinear form a(·, ·) : V × V → R is continuous and coercive, that is, there exist constants α and β such that
N (u) is a nonlinear function of u. In particular, we are interested in cases in which N (u) possesses either a non-polynomial nonlinearity or a high order polynomial nonlinearity. Due to the similarity between (7) and (8), to shorten the presentation, we only discuss (7) in the sequel, but will comment a theoretical result of (8) in Remark 4.2 and test a problem governed by (8) in Section 5.
Many well-established methods can be used for seeking a numerical solution to the equation (7) . However, when repeated numerical simulations are required, direct simulations result in a huge computational cost and become infeasible. Therefore, the POD method has been widely used for generating a reduced-order model.
The POD-ROM
Given snapshots consisting of either numerical solutions or experimental data, the POD basis functions {ϕ 1 (x), . . . , ϕ r (x)} are determined by (1)- (3), where H = L 2 in our considerations. The associated POD approximation of u(x, t) is given by
where {a j (t)} r j=1 are the sought time-varying POD basis coefficient functions. Substituting the POD approximation (11) into (7), applying the Galerkin method, and considering the POD basis functions are orthonormal, we obtain the Galerkin projection-based POD-ROM (POD-G-ROM): to find u r (x, t) ∈ V r = span {ϕ 1 , . . . , ϕ r }, such that,
and
Let a(t) = [a 1 (t), . . . , a r (t)] ⊺ , the POD-G-ROM can be rewritten in terms of POD basis functions as:
with, for example,
. . , r, and Φ = [ϕ 1 , . . . , ϕ r ] ⊺ . The resulted dynamic system (13) is of dimension r, which is much smaller than the number of DOF in the full-order model. Once a is obtained, the POD approximation solution u r can be recovered by (11) .
The most significant advantage of the ROM is its computational efficiency. Indeed, the matrix B can be precomputed. In certain cases, we can also compute matrices in C beforehand. For example, in Navier-Stokes equations, one can write (
The matrices only need to be computed once and can be used repeatedly in on-line simulations. However, this attractive property does not hold when the nonlinear function N (u) is with a higher oder polynomial nonlinearity or a non-polynomial one. As a result, the computational efficiency of the ROM decays. Especially, when the FE is used for a spatial discretization. Therefore, in the rest of this paper, we restrict ourselves to the FE methods of the nonlinear ROMs (12) and develop a new efficient FE discretization algorithm.
Finite Element Discretizations
Let V h r = span ϕ h 1 , . . . , ϕ h r , where ϕ h j is the finite element discretization of ϕ j , j = 1, . . . , r. The standard finite element discretization of the POD-G-ROM (12) (POD-FEM) is to find u h r (x, t) ∈ V h r , such that,
and u
Represented by N F E the nonlinear term in (14) , whose k-th entry is as follows.
Obviously, the evaluation of (15) requires numerical quadratures at each time step of the numerical simulation. Suppose the complexity for evaluating the nonlinear function N (u) with θ components is O(̺(θ)) and nuadrature points are used in each integral evaluation, the total complexity in assembling
To improve the efficiency of nonlinear ROMs, we propose a method to use the FEIC for a spatial discretization of the POD-G-ROM (12) . The FEIC, also known as the product approximation technique [21] or group finite element method [28] , has been used as an alternative tool of the FE method for solving nonlinear elliptic problems [47, 63] , nonlinear parabolic problems [19, 20, 39, 46] , and nonlinear hyperbolic problems [69, 75] . This approach replaces the nonlinear function by its interpolant in the finite dimensional space, which leads to great savings in the computational efforts while keeping the accuracy. To our knowledge, this is the first time that the FEIC is applied in the POD setting with a rigorous error estimate provided.
Define the interpolation operator
where x i is a node in the finite element mesh, i = 1, . . . , n dof . The finite element method with interpolated coefficients of the POD-G-ROM (12) (POD-FEIC) is the following: to find u h r (x, t) ∈ V h r , such that,
Different from the standard FE discretization, the nonlinear function N (u h r ) in (14) is replaced by the interpolation I h N (u h r ) in (17) . The k-th row of the nonlinear term in the new numerical discretization, N F EIC , reads:
which can then be rewritten as follows.
Z. Wang where M h is the FE mass matrix with M h ιs = (h ι , h s ). Compare with (15) , the advantage of the new approach is clear: the matrix Q ⊺ M h in (19) only needs to be computed once. At each time step or iteration, only values of the nonlinear function need to be calculated without involving any numerical quadratures. The total complexity in each time step (or iteration) is reduced to O(̺(2rn dof ) + 2rn dof ) flops. The efficiency can be further improved by combining with the DEIM, which will be discussed in Section 6.
Error Estimates
In this section, we analyze the numerical error of the POD-FEIC model (17) . Since the obvious distinction between the POD-FEIC (17) and the POD-FEM (14) lies in the special spatial discretization of the nonlinear term, we will consider the semidiscrete model (continuous in time) and only focus on errors caused by the spatial discretization and the POD truncation. To provide the analysis, we proceed in three steps: We begin by gathering a few preliminary results that will be used; We then prove an error estimate for the L 2 projection of u in Lemma 4.6; Finally, we establish the approximation error of (17) in Theorem 4.1.
For clarity of notation, in the sequel, we will denote by C, a generic constant that does not depend on the mesh size h and the number of POD basis functions r in the ROM.
Step 1: Preliminary Results
To derive the error estimation, we first make a few necessary hypotheses and present some preliminary results. For the solution u and the nonlinear function N (u) of (7), we assume:
Based on the FE method theory, we have the following interpolation error [11] :
The snapshots in our considerations are composed of the FE solutions u h (x, t), which solves the following approximation problem: To find u h (x, t) ∈ V h , such that,
with u h (x, 0) = u h 0 (x) ∈ V h , ∀x ∈ Ω. The FE approximation theory for semilinear parabolic equations is well-developed (see, e.g., Chapter 14 in [68] and reference therein). One can easily modify the proof of Theorem 14.1 in [68] and obtain the following error estimate for the FE solution.
Z. Wang
Lemma 4.2 Let u h and u be the solutions of (22) and (7) under the assumptions of (H1) and (H3), respectively. With appropriately chosen u h 0 in the FE approximation, we have , with C = C(u, T ),
To estimate the interpolation of nonlinear terms in the FEIC, we utilize an auxiliary 'euclidean' norm introduced in [69] on C(Ω):
For any χ ∈ V h , since the space is of finite dimensions, we have the equivalence between χ and χ h on the reference element. With a straightforward homogeneity argument (or scaling argument [11] ), we have the following lemma: Lemma 4.3 There exist two strictly positive constants c 1 and c 2 independent of h such that
for all χ ∈ V h .
Recall that the FE solutions u h (x, t) are used as snapshots, H = L 2 is considered in the POD method and ϕ j (x) is the j-th POD basis. Besides the POD projection error in
we have the projection error in L 2 (0, T, H 1 (Ω)) norm as follows.
Lemma 4.4 ([64])
The POD projection error in H 1 norm satisfies
For the POD approximation, we have the following POD inverse estimate [43] :
be the POD stiffness matrix, and · 2 denote the matrix spectral norm. Then, for all v ∈ V r , the following estimates hold.
Since we choose H = L 2 in the POD method, both M r 2 and M −1 r 2 are one.
Step 2: L 2 Projection Error
Next, we define the L 2 projection of u, w h r , from L 2 to V h r such that
We have the following estimation of the L 2 projection error.
Lemma 4.6 The L 2 projection of u, w h r , satisfies the following error estimations:
where C = C(u, T ).
It indicates, by Cauchy-Schwartz inequality, for all v h r ∈ V h r ,
Decomposing u − v h r = u − u h + (u h − v h r ) and choosing v h r = P r u h = r j=1 u h , ϕ j ϕ j in (34) , by the triangular inequality and Proposition 2.1, we have
Considering the FE approximation error (23), we have the bound for the L 2 projection error in
By the triangular inequality and adding and subtracting P r u h = r j=1 u h , ϕ j ϕ j , we have
where we use w h r − P r u h ≤ u − u h in the last inequality. Considering the FE approximation error estimation (23), we have the bound for the L 2 projection error in L 2 (0, T ; H 1 (Ω)) as (32) . This proved the lemma.
Step 3: Main Results
Finally, we discuss the main theoretical results of this paper, which is about the approximation property of the POD-FEIC (17) . We first estimate the difference between the L 2 projection of u, w h r , and the approximation solution u h r on a certain time interval in Lemma 4.7, which is bounded by the L 2 projection error. The conclusion is then extended to the whole time interval through a continuity argument in Lemma 4.8. By using the triangular inequality, we get the final estimation of approximation error u − u h r in Theorem 4.1. The crucial component in the analysis is the interpolation error of the nonlinear term N (u) − I h N (u h r ), v h r , which can be decomposed in two different ways:
The first approach has been used in [69] , in which the first term on the RHS of (36) is bounded by the standard FE interpolation error under the smoothness assumption of N (u), and the second term can be estimated with the help of the local Lipschitz continuity assumption of N (u) and an auxiliary 'euclidean' norm. The second approach has been used in [19, 46] , in which the first term on the RHS of (37) also appears in the standard FE discretization, thus can be treated as usual. The second term can be estimated by the FE interpolation error of N (u h r ), whose accuracy relies on the regularity of N (u h r ). It is determined by a hypothesis on u h r and a stronger smoothness assumption of N (u) than that required in the first approach. In this paper, we will follow the first approach (36) .
let v = v h r in (7) and subtract it from (17), we have the error equation of e = u h r − u as follows.
Let φ h r = u h r − w h r and η = u − w h r , we have the decomposition of error, e = φ h r − η. Based on the definition of L 2 projection (30), we have (η t , v h r ) = 0. Therefore, the error equation (38) can be rewritten as:
Lemma 4.7 Under assumptions (H1)-(H3), let u be the solution of (7) and u h r be the solution of (17) with the initial condition u h r (·, 0) = r j=1 (u 0 , ϕ h r,j )ϕ h r,j in (18), respectively. Assume that, for some t 1 with 0 < t 1 ≤ T , we have
, for all 0 < t ≤ t 1 .
Then it follows that
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Proof First note that one can certainly find a t 1 to make (40) true by adjusting the mesh size h and the number of POD basis functions r. We choose h to be small enough and r to be large enough to ensure that u − w h r L ∞ (Ω) < 
By the continuity (9) and coercivity (10) of a(·, ·), and Cauchy-Schwartz inequality, we have
For the first term on the RHS of (43), by the Youngs' inequality, we have
For the second term on the RHS of (43), Young's inequality yields
Considering the FE interpolation error and the assumption (H2), we have
For the third term on the RHS of (43), Young's inequality gives
Employing the Lemma 4.3, the local Lipschitz condition, and the triangular inequality, we have
By the regularity assumption (H1) of solution u and the FE approximability (Lemma 4.1), we have
Thus, we have, for the third term on the RHS of (43),
For the forth term on the RHS of (43), we use similar arguments to those for the third term and get
Substituting (44), (45), (46), (47), (50), and (51) in (43), we obtain
where C * = Lc 2 c −1
Considering t 1 ≤ T and the choice of the initial condition which indicates φ h r (0) = 0, the above inequality yields
where C = C(u, T ) independent of t 1 . 
Proof Assume t * 1 is the largest value that makes (40) true. If t * 1 = T , it must be
However, by the inverse inequality,
Then, for m ≥ 1 if d = 1, and for m ≥ 2 if d = 2, 3, one can always find a h small enough and a r large enough such that φ h
2 . This contradicts with the assumption (56) . Therefore, t * 1 = T , that is, the conclusion (41) 
where C = C(u, T ) is a positive constant independent of h and λ j .
Proof The conclusion follows the triangular inequality, Lemma 4.8, and Lemma 4.6.
Remark 4.1 In Theorem 4.1, the estimation for the gradient of errors, ∇u h r − ∇u L 2 (0,T ;L 2 (Ω)) is optimal with respect to (w.r.t.) both the spatial discretization (∼ O(h m )) and the POD truncation
. By Hölder's inequality, it is easy to show the error in L 2 (0, T ; H 1 (Ω)) has the same optimality. Although not proven here, the error in L 2 (0, T ; L 2 (Ω)) is also optimal w.r.t. the spatial discretization (∼ O(h m+1 )) and the POD truncation (∼ O( j>r λ j )). We shall verify it numerically in the next section.
Remark 4.2 Theorem 4.1 also holds on the FEIC approximation of the POD-G-ROM for the problem (8).
The proof follows a similar argument.
Numerical Tests
The goal of this section is twofold: first, the proposed method will be validated by two problems appeared in interdisciplinary research. Accuracy and efficiency of the new approach are to be tested; second, the theoretical result in Section 4 will be numerically verified by another example.
We mainly compare the results of the POD-FEIC (17) with those of the POD-FEM (14) . The errors in two different norms are measured:
where E 0 is a discrete approximation of the error in L 2 (0, T ; L 2 (Ω)), while E 1 is a discrete approximation of the error in L 2 (0, T ; H 1 (Ω)). For a fair comparison, all numerical tests reported in this paper are implemented on a PC with a 2.6GHz Intel Core i7 processor. As a criterion for efficiency, the CPU time of simulations is considered, which is the (on-line) time elapsed for the integration only, excluding the (off-line) time for generating basis functions, precomputing matrices, and calculating errors, etc.
Validation
For the validation purpose, we consider two examples: a one-dimensional (1D) FitzHugh-Nagumo (F-N) system, which possesses a cubic polynomial nonlinearity; and a two-dimensional (2D) BuckleyLeverett equation (BLE), which has a non-polynomial nonlinearity.
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FitzHugh-Nagumo System We first consider the simplified Hodgkin-Huxley model used in [18] , which is a F-N system. The model is a nonlinear PDE system and describes the activation and deactivation dynamics of a spiking neuron. The system reads:
where v(x, t) and w(x, t) are voltage and recovery voltage, respectively. Let u = [v, w] ⊺ , the weak form of the original system has the form of (7):
where
, and
We choose the same parameters as those utilized in [18] , that is, L = 1, T = 8, µ = 0.015, b = 0.5, γ = 2, c = 0.05 and the stimulus i 0 (t) = 50000t 3 e −15t .
To generate snapshots, we use linear finite elements on a uniform mesh for spatial discretization with mesh size h = 1/512, and the Crank-Nicolson scheme for time integration with time step ∆t = 1 × 10 −2 . Totally, 801 snapshots are collected and used to compute POD basis in L 2 space. Since the exact solution is unknown, we regard the FE solution as the benchmark.
The errors and simulation time of the POD-FEM and the POD-FEIC are listed in Table 1 when the same number of POD basis functions, r, is used in both ROMs. It is seen that the FEIC discretization achieves same accuracy as that of the FE discretization, however, reduces the CPU time by a factor of 150. A comparison of the limit cycle projected onto the v − w plane among the FE solution, the POD-FEM (r = 5) solution, and the POD-FEIC (r = 5) solution is shown in Figure 1 , which illustrates the correct limit cycle of the original system has been captured by the POD-FEIC when only 5 POD basis functions are used. (14) and the POD-FEIC (17) . Note that the POD-FEIC keeps the same accuracy as the POD-FEM, but saves CPU time by over 150 times. 
Buckley-Leverett Equation
We then consider the 2D BLE, which is usually used to describe two phase flow in porous media with a gravitation pull in x-direction [50] .
. The weak form of the original system has the form of (8) with a(u, v) = µ(∇u, ∇v) and
In this test, we choose the same parameters as used in [50] : µ = 0.1, T = 0.5, Ω = [−1.5, 1.5] × [−1.5, 1.5]. To generate snapshots, we use linear finite elements on a uniform triangular mesh for spatial discretization with mesh size h = 1/64, and the Crank-Nicolson scheme for time integration with time step ∆t = 1 × 10 −2 . 51 snapshots are collected and used to compute POD basis in L 2 space. Due to the lack of exact solution, we also consider the FE solution to be the benchmark.
The POD-FEM and the POD-FEIC approximation erros are listed in Table 2 when r POD basis functions used in both ROMs. It is seen that the POD-FEIC obtains the same accuracy as that of the POD-FEM, but, decreases the CPU time by 40 times. A comparison among the FE solution, the POD-FEM, and the POD-FEIC result at t = 0.2 is shown in Figure 2 . Table 2 : Errors and the CPU time of the POD-FEM (14) and the POD-FEIC (17) . Note that the POD-FEIC keeps the same accuracy as the POD-FEM, but saves CPU time by over 40 times. 
Verification
In this subsection, we will verify the theoretical results obtained in Section 4 through a problem with a non-polynomial nonlinearity. It is governed by the following equations:
where f is determined by substituting a designated exact solution into the LHS of (62) and g is the exact solution at t = 0. In the test, we consider the problem in 1D with exact solution u = 0.5 sin(πx)(10 tanh(x − t) + 1) on the domain Ω = [0, 1] during the time interval t ∈ [0, 1]. The exact solution is also our benchmark when calculating errors. The weak formulation is of the form (7) with a(u, v) = (∇u, ∇v) and N (u) = sin(u). We investigate the convergence properties of the POD-FEIC solution w.r.t. mesh size h and the number of POD basis r, respectively. To check the approximation order of the POD-FEIC solution w.r.t. h, we collect the finite element solution of the original system with linear elements (m = 1) and quadratic elements (m=2) respectively. Backward-Euler method is used for the time integration with a small time step ∆t = 1 × 10 −6 . The number of POD basis functions are chosen such that j>r λ j < 1 × 10 −7 . In this way, the spatial discretization error dominates the whole approximation property.
The errors in both E 0 and E 1 norms are shown in Table 3 . Linear regressions indicate that, for linear elements, the order of convergence is 1.97 in E 0 norm and 0.98 in E 1 norm; for quadratic elements, the error convergence order is 2.94 in E 0 norm and 1.95 in E 1 norm. The approximation orders are close to the optimal values in Theorem 4.1. Since the error analysis is asymptotic, as h decreases, the order approaches the optimal values (order m + 1 in E 0 norm and order m in E 1 norm).
To check the approximation order of the POD-FEIC solution w.r.t. r, we collect the finite element solution of the original system when linear elements (p = 1) and quadratic elements (p=2) are utilized for spatial discretization, respectively, and backward-Euler method for the time integration. The mesh size h = 1/64 and the time step ∆t = 1 × 10 −6 are fixed. The number of POD basis functions are chosen so that j>r λ j decays by a factor of 2. The errors in both E 0 and E 1 norms when linear elements are used are shown in Table 4 and those for quadratic elements are listed in Table 5 . Linear regressions indicate that the convergence order of error in E 1 norm w.r.t.
j>r ϕ j Z. Wang elements. Wherein, the approximation order for quadratic elements is linear, which is optimal as indicated in Theorem 4.1. That of linear elements is close to 1 but slightly smaller than 1, which is because the discretization error tends to dominate the error as r increases. At the same time, note that the approximation order of error in E 0 norm w.r.t. j>r λ j is 1 for both linear and quadratic elements. Although not proven theoretically, the error in E 0 norm also converges optimally. Table 4 : The approximation rate of the POD-FEIC w.r.t. r when linear finite elements are used. 6 The Combination with the DEIM
The discrete empirical interpolation method has been successfully applied in many nonlinear ROMs to reduce the computation complexity of the nonlinear terms [17, 18, 16, 34, 41, 67] . For a general Z. Wang nonlinear function N (u(x, t)), the DEIM employs the ansatz
where ψ j (x) is the j-th nonlinear POD basis obtained by applying the POD method on the nonlinear snapshots and r is the rank of the nonlinear POD basis. Based on the nonlinear POD basis vectors Ψ = [ψ 1 , . . . , ψ r ], the DEIM optimally selects a set of interpolation points ℘ := [℘ 1 , . . . , ℘ p ] and approximates the nonlinear function by
where P is the matrix for selecting the corresponding p indices ℘ 1 , . . . , ℘ p . However, when the FE method is used for a spatial discretization, the nonlinear snapshot becomes (N (u(x, t)), h) as in the weak formulation (22) . Therefore, generating nonlinear snapshots requires the inner product to be fulfilled, which costs lots of off-line time. In cases such as complex flows are studied, many interpolation points might be necessary to obtain a good approximation of the nonlinear terms. Since on-line simulations also need to evaluate the inner product over the elements sharing the selected DEIM points, the on-line time increases. These issues represent the main computational hurdles for applying DEIM in the FE setting, which, however, can be easily overcome by the POD-FEIC approach we proposed in Section 3. Indeed, in the FEIC, the nonlinear snapshot can be chosen to be the value vector of the nonlinear function, N (Q a(t)), thus, no any evaluation of inner product needed. Replacing the nonlinear function with the DEIM approximation (64) in the POD-FEIC (17), we get the POD-FEIC-DEIM model, which has a more efficient approximation of the nonlinear term
It is seen that, in on-line simulations, one only need to calculate the nonlinear functions at p selected DEIM points, which doesn't involve any numerical quadratures. Therefore, the POD-FEIC-DEIM improves the computational efficiency over the POD-FEIC, which also outperforms the POD-FEM. We will demonstrate the effectiveness of the new approach by considering the first two examples in Section 5 again.
FitzHugh-Nagumo System We revisit the 1D F-N model used in Section 5.1. Totally, 801 nonlinear snapshots of N (v) = 1 µ v(v − 0.1)(1 − v) are generated and used in the DEIM. The nonlinear function is then approximated by the DEIM basing on p selected interpolation points. In this test, we consider the POD-FEIC-DEIM generated by the first r = 5 POD basis functions and investigate the numerical performance of the new model by varying the number of interpolation points.
Errors in E 0 norm and the CPU time for simulations are listed in Table 6 . As p increases, the POD-FEIC-DEIM result approaches to that of the POD-FEIC (E 0 (u h r , u h ) = 6.60 × 10 −4 when r = 5). It is also seen from Table 6 that when p = 3, the POD-FEIC-DEIM error is 9 times larger than that of the POD-FEIC. However, as the limit cycle on the v − w plane shown in Figure 3 , the difference mainly occurs at the beginning of the simulation, from t = 0 to t = 1. After the transient interval, the limit cycles of the POD-FEIC and the POD-FEIC-DEIM coincide with each other. What's more, the CPU time of the POD-FEIC-DEIM is lower than that of the POD-FEIC, although not significantly due to the small size of the tested problem. 
Buckley-Leverett Equation
We also consider the 2D BLE problem utilized in Section 5.1. Totally, 51 nonlinear snapshots of f 1 (u) and f 2 (u) are generated, and then used in the DEIM for selecting p interpolation points, respectively. We also consider the POD-FEIC-DEIM model generated by the first r = 5 POD basis functions and investigate its numerical behavior by varying p.
Errors in E 0 norm and the CPU time for simulations are listed in Table 7 . Note that for the POD-FEIC when r = 5, the error E 0 (u h r , u h ) = 4.43 × 10 −3 and CPU time equals 116 s, the POD-FEIC-DEIM model achieves a close accuracy by only using p = 5 interpolation points, which also improves the computational efficiency of the POD-FEIC by 4 times. Figure 4 shows the distribution of 20 firstly selected DEIM interpolation points (left), and the difference between the POD-FEIC and the POD-FEIC-DEIM when p = 5 (middle) and p = 20 (right). 
Conclusions
As a first step of our investigations on efficient finite element discretization algorithms for nonlinear model reduction techniques, we develop the finite element method with interpolated coefficients for nonlinear POD-ROMs. Comparing with the standard finite element discretization, the proposed approach is computationally more efficient because the coefficient matrices in the nonlinear terms can be precomputed and there is no any numerical quadratures needed during the simulation. The proposed method also achieves the same accuracy as that of the standard finite element discretization when nonlinear functions satisfy certain smoothness assumptions. The proposed approach is a more suitable base for the discrete empirical interpolation method. Combining the FEIC with the DEIM will further reduce the computational complexity for evaluating nonlinear terms.
We plan to continue investigating several research avenues: we will first extend the proposed approach to nonlinear closure models we developed for complex flows in [71, 72] . Some realistic engineering application problems will be tested. Second, we will develop a rigorous error analysis of the model reduction approach that combining the FEIC and the DEIM. Finally, we plan to design an adaptive algorithm for the proposed method, which will be used to supervise the approximation error control.
