Recently developed genomic approaches, such as genome-wide chromosome conformation capture (Hi-C) and chromatin interaction analysis by paired-end tag sequencing (ChIA-PET), have been applied to various organisms [1] [2] [3] . Rapidly accumulating studies have offered comprehensive insights into enhancer-promoter interactomes [4] [5] [6] and, importantly, identified a new layer of genome organization: TAD formation [7] [8] [9] [10] . TADs represent functional genome-organizing units, linked to coregulating transcription, organizing euchromatin and heterochromatin domains , and coordinating replication timing 8, 11, 12 . At this early stage of research associated with TADs and other types of topological domains, many important questions remain unresolved; for example, how topological domains of different sizes are formed and regulated during the cell cycle in distinct organisms remains largely unclear. Currently available data suggest that mammalian TADs diminish during mitosis and reappear during the G1 phase [13] [14] [15] .
Recently developed genomic approaches, such as genome-wide chromosome conformation capture (Hi-C) and chromatin interaction analysis by paired-end tag sequencing (ChIA-PET), have been applied to various organisms [1] [2] [3] . Rapidly accumulating studies have offered comprehensive insights into enhancer-promoter interactomes [4] [5] [6] and, importantly, identified a new layer of genome organization: TAD formation [7] [8] [9] [10] . TADs represent functional genome-organizing units, linked to coregulating transcription, organizing euchromatin and heterochromatin domains , and coordinating replication timing 8, 11, 12 . At this early stage of research associated with TADs and other types of topological domains, many important questions remain unresolved; for example, how topological domains of different sizes are formed and regulated during the cell cycle in distinct organisms remains largely unclear. Currently available data suggest that mammalian TADs diminish during mitosis and reappear during the G1 phase [13] [14] [15] .
For many years, it has been appreciated that the activities of mitotic chromosome assembly and sister-chromatid cohesion are mediated by the SMC (structural maintenance of chromosomes) complexes condensin and cohesin [16] [17] [18] . Condensin is implicated in large-scale genome organizing events, including topological domain formation and chromosome territory arrangement [19] [20] [21] [22] [23] . Cohesin is involved in TAD formation in addition to promoter-enhancer looping 4, 24 . How condensin and cohesin mediate the organization of TADs and other types of topological domains, which can potentially affect each other, remains enigmatic. Here, we describe how condensin and cohesin organize the 3D genome architecture, especially topological domains, during the cell cycle.
RESULTS

Oscillation of chromosomal architecture during the cell cycle
We optimized the in situ Hi-C procedure 25 for fission yeast cells (Supplementary Fig. 1 ) and found that this method was highly reproducible and 2-3 times more efficient at recovering sequence reads reflecting physical proximity between DNA sections compared to standard Hi-C (Supplementary Table 1 , Supplementary  Fig. 2 and Supplementary Note 1). To understand how the genomic architecture is regulated across the cell cycle, we applied the in situ Hi-C procedure to cell-cycle-synchronized fission yeast cells. Using the cdc25-22 mutant, the cell cycle was synchronized for more than 95% of cells (Supplementary Fig. 2f ). Cells harvested at 10-min intervals were subjected to in situ Hi-C experiments, and eight genome-wide contact maps were generated throughout the cell cycle ( Fig. 1a and Supplementary Fig. 3a) . The 60-70 million paired reads obtained for the respective time points resulted in a 4-8-kb resolution ( Supplementary Tables 1 and 2 ). The highest resolutions were defined as previously described 26 . Local contacts, represented as diagonal lines, were prominent at all times, whereas interchromosomal and intrachromosomal contacts appeared to vary in a cellcycle-dependent manner (Supplementary Fig. 3a ). For instance, read numbers reflecting interchromosomal contacts were significantly different between interphase and mitosis (P = 0.0042, two-sided Student's t test) (Fig. 1b) . Interchromosomal contacts were relatively more frequent during interphase between the 70-and 120-min time points (G1/S-G2), whereas intrachromosomal contacts occurred with greater frequency during M phase between the 30-and 50-min points (mid M-M/G1).
Further analysis of intrachromosomal contacts revealed that the frequencies of long-range contacts in the 75 kb-1 Mb range were sequentially enhanced over the 20-to 40-min points as cells progressed through mitosis (Fig. 1c, top) . In contrast, the long-range contacts gradually decreased over the 50-to 120-min points as cells exited mitosis and progressed through interphase (Fig. 1c, bottom) . Plotting the average contact scores against distance revealed that the slope of a r t i c l e s distance-dependent decay changed around 280 kb at the 30-min point (mid M), suggesting that contact scores within 280 kb decrease less rapidly against distance than those beyond 280 kb ( Supplementary  Fig. 3b ). Moreover, around 400 and 500 kb became transition points at the 40-and 50-min points (mid M and M/G1), respectively. These results suggest that genomic loci tend be in contact in larger areas as cells progress through mitosis.
To investigate in more detail how intrachromosomal contacts are modulated during the cell cycle, we calculated the difference and log 2 ratio of contact scores between two consecutive time points (Fig. 1d,e and Supplementary Fig. 4 ). We observed that intrachromosomal contacts in the 75 kb-1 Mb range were promoted at the 120-20-min, 20-30-min, and 30-40-min transitions (G2-mid M) when the contacts <75 kb and >1 Mb were reduced (Fig. 1e) . Subsequently, the intrachromosomal contacts in the 75 kb-1 Mb range were continuously reduced in the following interphase, whereas the other contacts were promoted (Fig. 1e) . It should be noted that, as cells progressed through mitosis, the intrachromosomal contacts encroached on larger areas; peaks of genomic distances with the enhanced intrachromosomal contacts were 250, 500, and 800 kb at the 120-20-min, 20-30-min, and 30-40-min transitions, respectively, thus suggesting that chromosomes are gradually compacted during mitosis.
We visualized the two loci separated by 400 kb using fluorescent in situ hybridization (FISH) (Fig. 1f, top) . The distance between the two loci became relatively shorter between the 30-and 50-min points (mitosis) than during interphase (P = 0.00104, two-sided MannWhitney U test). To compare FISH data with the in situ Hi-C data, we estimated physical distances between every two loci separated by 400 kb during the cell cycle (Fig. 1f, bottom) . FISH data were correlated with the genomic data when median distances from FISH and in situ Hi-C data were compared (Pearson's correlation r = 0.702). These results collectively suggest that the 75 kb-1 Mb long-range contacts are regulated during the cell cycle and that the oscillation between the processes of chromosomal condensation and decondensation stretches throughout the cell cycle. Additionally, we found that centromeric and telomeric contacts are both regulated during the cell cycle ( Supplementary Fig. 5 and Supplementary Note 1).
Modulation of large topological domains during the cell cycle
We detected 300 kb-1 Mb chromatin domains and observed that these domains became clearer between the 20-and 50-min time points (M phase) than during the following interphase ( Fig. 2a and Supplementary  Fig. 6 ). The domain organization was most evident at the 40-min point (mid M), suggesting that this organization is likely linked to mitotic chromosome assembly. We recognized that this domain organization was clearer on the long arms of chromosomes I and II, where we observed two domain borders on the left arm of chromosome I and one border on the right arm of chromosome II ( Fig. 2a and Supplementary  Fig. 6b ). Interestingly, we observed that the domain was enlarged around 100 kb between the 30-and 40-min time points (mid M), implying that the enlargement results from chromatin-loop extrusion ( Fig. 2a; see Discussion). It is also important to note that the large domains overlapped the weaker domains (Supplementary Fig. 6 ). We hypothesize that the domains are probably organized in different cells.
To further analyze how the domains are modulated during the cell cycle, we examined the difference of intrachromosomal contact scores between two consecutive time points and observed that the domain organization was promoted between the 120-and 40-min time points (G2-mid M) and gradually diminished in the subsequent time points (Supplementary Fig. 7a ).
Because the 40-and 120-min points (mid M and G2) showed the strongest and weakest (or no) large domains, respectively, we compared contact scores between these two time points. Using the variation between the biological replicas (120-min point), we defined significantly up-and downregulated genomic contacts at the 40-min point compared to the 120-min point (false discovery rate (FDR) < 0.005, two-sided paired Student's t test; Fig. 2b) . We observed that the upregulated contacts were derived from the 75 kb-1 Mb range, whereas the downregulated contacts were derived from either the <75-kb or >1-Mb ranges ( Supplementary  Fig. 7b,c) . The downregulated far-range contacts (>1 Mb) consisted of interarm and interchromosomal contacts as well as centromeric and telomeric contacts, suggesting that the Rabl-like chromosomal configuration is impaired during mitosis ( Supplementary  Fig. 7b ). Note that those significantly altered contacts were hardly detected between other biological replicas from the 60-min points (Supplementary Fig. 7d ). The upregulated contacts were often positioned within the large domains that were observed at the 40-min time point (Supplementary Fig. 7e ) and in the comparison maps showing subtraction and log 2 ratios of contact scores between the 40-and 120-min points (Fig. 2c) . We observed that the frequency for large-domain interactions of significantly upregulated contacts was significantly higher than the distance-conserved random distribution (P = 1.13 × 10 −107 , one-sided Student's t test; Supplementary Fig. 7f ).
To investigate how contacts within the large domains are controlled during the cell cycle, we calculated log 2 ratios of contact scores between two consecutive time points for genomic contacts within the large domains and observed that these were promoted at the 120-20-min, 20-30-min and 30-40-min transitions between G2-mid M, whereas they were reduced after the 50-min point during interphase (Fig. 2d) .
To further examine how the large domains contribute to in vivo chromosome assembly, we performed FISH analysis during the cell cycle (Fig. 2e) . We observed that at the 30-and 40-min time points, the two gene loci present within the same domain (L2) were positioned significantly closer compared to the loci spanning the two domains (L1) (P < 0.0001, two-sided Mann-Whitney U test) . Moreover, median distances of the L1 and L2 paired loci were significantly different during the cell cycle (P = 0.0173, twosided Student's t test). These results show that the large domains serve as endogenous units reflecting mitotic chromosome organization and compaction. Furthermore, we compared the FISH data with the in situ Hi-C data from different cell-cycle stages. Every genomic combination separated by 400 kb was divided into two categories, one in which the two loci are positioned within the large domains and the other in which the two loci are between the large domains, and contact scores were converted to physical distances (Fig. 2f) , as explained in Figure 1f . Median distances between loci within the large domains were significantly different than those between the large domains (P = 2.25 × 10 −6 , twosided Student's t test), strongly suggesting that the large domains defined in this study reflect the endogenous genome-organizing units. We observed that FISH data for the L2 were well correlated with the genomic data when we compared the median distances estimated from FISH and in situ Hi-C data within the large domains (Pearson's correlation r = 0.814). Together, these results suggest that the large domains are the in vivo chromosomal architecture, which is promoted during mitosis and gradually diminishes during interphase. Bottom panels show enlarged views of eight randomly selected loci (50 kb) . (e) Average log 2 ratios of contact scores between two consecutive time points. Average log 2 ratios were calculated for every two loci separated by same distances and plotted against distance. (f) FISH analysis covisualizing the two gene loci during the cell cycle. The two loci are located 400 kb apart. Distance between two FISH foci was measured in more than 100 cells at the indicated time points. Representative images are shown on top (n = 108 and n = 132 for 40-and 120-min time points, respectively). Boxplots show center quartiles, midlines show medians and whiskers extend to the data points, which are no more than 1.5× the interquartile range from the box. Circles indicate outliers. Bottom, contact scores between every two loci located 400 kb apart were converted to physical distances using the conversion formula obtained by comparing contact scores and FISH data ( Supplementary Fig. 2e ). Physical distances estimated from contact scores were plotted as boxplots defined as above at the respective time points. Source data for f are available in Supplementary Data Sets 1 and 2.
a r t i c l e s
Inverse correlation between small- and large-domain organizations during the cell cycle It has been shown that the fission yeast genome is organized into ~50-kb domains, hereby referred to as small domains 21, 27 . The in situ Hi-C approach detected the presence of these small domains consistently during the cell cycle (Fig. 3a,b) . The average domain size was around 30-40 kb throughout the cell cycle (Fig. 3b) .
Although the small domains exist during the cell cycle, it is possible that they are regulated in a cell-cycle-dependent manner. Indeed, the significantly downregulated contacts at the 40-min time point (mid M) compared to those of the 120-min time point (G2) were more often positioned within the small domains ( Supplementary  Fig. 7g ). The frequency of small-domain interactions in the downregulated contacts was significantly higher than the distance-conserved random distribution (P = 2.61 × 10 −113 , one-sided Student's t test; Supplementary Fig. 7h ). We further observed that contact scores within the small domains were slightly reduced at the 20-30-min and 30-40-min transitions between G2/M and mid M (Fig. 3c) when the large domains were enhanced. Medians of log 2 ratios between contact scores within the large and small domains were negatively correlated during the cell cycle (Pearson's correlation r = −0.676; Figs. 2d and 3c). These data indicate that the organizations of the large and small domains are inversely regulated during the cell cycle.
We observed that the significantly up-and downregulated contacts observed between the 40-and 120-min time points were positioned in the 75-800 kb and <75 kb ranges, respectively ( Supplementary  Fig. 7i,j) . We further dissected these altered contacts into different cell-cycle stages and observed that the significantly altered contacts in the 75-800 kb range were upregulated between the 120-and 40-min points (G2-mid M) and downregulated after the 50-min point during interphase (Supplementary Fig. 7k ). The significantly altered contacts in the <75-kb range were downregulated between the (f) Every set of paired loci separated by 400 kb were divided to the two categories, in which they are located either within (purple) or between (green) the large domains. Contact scores from the two categories were converted to physical distances (see Fig. 1f ), which were plotted as boxplots. Source data for f are available in Supplementary Data Set 5. All boxplot edges show center quartiles, midlines show medians, and whiskers extend to the data points, which are no more than 1.5× the interquartile range from the box. Circles indicate outliers.
a r t i c l e s 120-and 40-min points (mitosis) and upregulated between the 50-to 120-min points (M/G1-G2) ( Supplementary Fig. 7k ). Taken together, these results suggest that 75-800-kb genomic contacts mediate the 300 kb-1 Mb large-domain organization and that <75-kb contacts mediate the 30-40-kb small-domain organization. Note that the neighboring small domains were often merged into joint domains (Fig. 3a) . Therefore, the small-domain organization can be explained by <75-kb contacts. Moreover, we compared contact scores at different time points and observed that contact scores in the <75-kb and >1-Mb ranges exhibited good correlation across the cell cycle, whereas there was less correlation were in the 75 kb-1 Mb range between the different cell-cycle stages, especially between mitosis and interphase ( Fig. 3d) . Because the 75 kb-1 Mb range accounts for the large-domain organization, this domain organization is a major contributor to the cell-cycledependent architectural alteration, whereas the small domains are relatively stable and exist across the cell cycle.
Condensin-dependent large-domain organization
Because the organization of 300 kb-1 Mb large domains is promoted during mitosis, we hypothesized that the large domains are formed by condensin. To address this premise, we performed in situ Hi-C with the cut14-208 and cut3-477 condensin mutants. Because these mutant cells were cultured at 36 °C, we examined the effects of 36 °C culture on genome-wide contacts. Interestingly, we observed that the 36 °C culture affected the large-and small-domain organization (Supplementary . We obtained in situ Hi-C matrices in the cut14-208 and cut3-477 condensin mutants ( Fig. 4a and Supplementary Fig. 8g ). Contact scores decreased more rapidly in the condensin mutants than in the wild-type cells (WT1 and WT2), and they were reduced by around 75-800 kb in the cut14-208 and cut3-477 mutants compared to the WT1 and WT2, respectively, suggesting that condensin mediates contacts in the 75-800-kb range (Fig. 4b,c and Supplementary Fig. 8h,i) .
To further examine whether the condensin mutations disrupt the organization of the large domains, we generated difference maps between the wild type and condensin mutants and observed that the large domains receded in the condensin mutants (Fig. 4d,e and Supplementary Fig. 8j,k) . The receding domains were consistent with the large domains detected at the 40-min time point (mid M) ( Fig. 4f and Supplementary Fig. 8k , bottom). Contact scores in the large domains were significantly affected by the condensin mutations (P = 6.82 × 10 −10 and 1.23 × 10 −6 for cut14-208 and cut3-477, respectively, two-sided paired Student's t test; Fig. 4g and Supplementary  Fig. 8l ). We also compared log 2 ratios of contact scores within the large domains between the cut14-208 and WT1 and between the WT2 and WT1 and observed that contact scores in the cut14-208 were significantly different from those of WT2 (P = 6.37 × 10 −4 , two-sided paired Student's t test), indicating that the effect of the condensin mutation on large-domain organization is significantly more severe than the effect of 36 °C culture (Supplementary Fig. 8m ). These data indicate that condensin contributes to contacts in the large domains. 44 . Note that genomic contacts were divided into three categories (<75 kb, 75 kb-1 Mb, and >1 Mb) on the basis of distances between two loci and that correlations were calculated for the respective categories. For b and c, all boxplot edges show center quartiles, midlines show medians, and whiskers extend to the data points, which are no more than 1.5× the interquartile range from the box. Circles indicate outliers.
a r t i c l e s
Cohesin-mediated small-domain organization It has previously been suggested that cohesin is required for the formation of ~50-kb domains 21, 27 . We posited that these domains are identical to the stable small domains detected by the in situ Hi-C study (Fig. 3a) . We applied the in situ Hi-C approach to the rad21-K1 cohesin mutant (Fig. 4h) and compared contact scores between the rad21-K1 mutant and WT2, both of which were cultured at 36 °C for 2 h (Fig. 4i) . We observed that the slope of distancedependent decay was changed at the 75-kb point in the wild type, whereas this transition point disappeared in the rad21-K1 mutant, implying that short-range contacts within 75 kb became less frequent in the mutant (Fig. 4j) . When we compared the contact maps between the rad21-K1 mutant and WT2 (Fig. 4k) , we observed that contacts in the small domains were reduced in the cohesin mutant (Fig. 4l) .
Because two neighboring small domains are often merged, as described above (Fig. 3a) , the difference map indicated that reduced contacts were also detected in the merged domains (Fig. 4l) . Contact scores in the small domains were significantly impaired by the rad21-K1 mutation (P = 1.75 × 10 −20 , two-sided paired Student's t test; Fig. 4m ). These results indicate that cohesin mediates contacts in the small domains.
Involvement of condensin- and cohesin-binding sites in longand short-range contacts
We hypothesized that condensin mediates long-range contacts and cohesin mediates short-range contacts, thereby forming the large and small topological domains, respectively. To test this hypothesis, we examined how condensin-and cohesin-binding sites are connected throughout the genome. We noticed that condensin-but not cohesin-binding sites were less efficiently recovered by the in situ Hi-C experiments compared to other loci (Fig. 5a) . The DNA amounts of condensin-binding sites were significantly different from the distribution of every locus (P = 6.93 × 10 −20 and 0.0322 for condensin and cohesin sites, respectively, two-sided Mann-Whitney U test). We speculated that condensin might be a part of the insoluble nuclear architecture, as predicted in previous reports 28, 29 , and mediates gene contacts, thereby slightly reducing the efficiency of DNA extraction when loci are bound by condensin. Therefore, we normalized the contact maps based on DNA amounts estimated from read numbers of self-ligation and undigested products (Fig. 5b) . We observed that contacts between condensin-binding sites positioned >75 kb apart were enhanced between the 20-and 50-min time points (mitosis) compared to those of the cut14-208 condensin mutant (Fig. 5c, top) . In contrast, contacts between cohesin-binding sites within 75 kb were increased across the cell cycle compared to those of the rad21-K1 cohesin mutant (Fig. 5c, bottom) . Contact scores between condensin-binding sites in the 75 kb-1Mb range were significantly higher than those in the condensin mutant during mitosis (Fig. 5d) . Contact scores between cohesin-binding sites in the <75-kb range were significantly higher than those in the cohesin mutant across the cell cycle (Fig. 5d) .
To further connect condensin and cohesin binding to distancedependent genomic contacts, we compared the binding strengths of condensin and cohesin to contact scores. Every locus was ranked by condensin and cohesin enrichment, and we found that strong condensin-binding sites tend to mediate long-range contacts (75 kb-1Mb). Fig. 5f ).
Furthermore, immunofluorescence and ChIP results revealed that the nuclear localization of condensin and its enrichment at target loci were promoted during mitosis, whereas nuclear localization of cohesin and its binding to target loci were stable across the cell cycle (Supplementary Figs. 9 and 10 and Supplementary Note 1) . These results collectively suggest that the nuclear localization of condensin and cohesin promotes their chromatin binding and that condensin and cohesin bridge their binding sites to preferentially mediate 75 kb-1 Mb long-range contacts during mitosis and <75 kb shortrange contacts throughout the cell cycle, respectively.
Contexts of condensin- and cohesin-mediated contacts
To further investigate how condensin-and cohesin-mediated contacts contribute to the organization of the large and small domains, we compared the in situ Hi-C data to the condensin and cohesin ChIA-PET data 21 . We found that the large domains were consistently observed in the in situ Hi-C map from the 40-min time point (mitosis), the difference map between the cut14-208 and WT1, and the condensin ChIA-PET map (Fig. 6a) . Condensin-mediated contacts predicted from the ChIA-PET data were preferentially positioned within the large domains (Fig. 6a) . For instance, when we plotted averages and log 2 ratios of contact scores between the 40-and 120-min points and highlighted genomic contacts within the large domains and those that overlapped with condensin-mediated contacts predicted from the ChIA-PET data, the distributions of scores showed similar patterns, thus implying that condensin-mediated contacts are preferentially present within the large domains (Fig. 6b) . Indeed, we observed that the frequency of large-domain interactions within the condensin-mediated contacts predicted from the ChIA-PET data was significantly higher than the distance-conserved random distribution (P = 4.18 × 10 −30 , one-sided Student's t test; Fig. 6c) .
Cohesin-mediated contacts were predicted from the cohesin ChIA-PET data, and they were often positioned within the small domains that were detected in both the in situ Hi-C map (120-min point) and the difference map between rad21-K1 and WT2 (Fig. 6d) . For instance, we observed that the distributions of scores within the small domains and from cohesin-mediated contacts predicted from the ChIA-PET data showed similar patterns (Fig. 6e) . The frequency for the small-domain interactions within the cohesin-mediated contacts from the ChIA-PET data was significantly higher than the distanceconserved random distribution (P = 1.39 × 10 −44 , one-sided Student's t test; Fig. 6f) . These results further support our notion that condensin and cohesin bind to genomic regions to mediate long-and short-range contacts within the large and small domains, respectively.
Independence between condensin- and cohesin-mediated domain organizations
We observed that condensin and cohesin mediate large-and smalldomain organization, respectively, which are inversely correlated during the cell cycle (Pearson's correlation r = −0.676; Figs. 2d and  3c) . Therefore, it is possible that the condensin-and cohesin-mediated domain organizations potentially play an inhibitory role to each other. To test this possibility, we compared the contact maps in the cut14-208 condensin mutant and WT1 and observed that contacts in the small domains were not preferentially promoted in the condensin mutant (Fig. 7a) . Contact scores in the small domains were marginally affected by the condensin mutation (P = 0.005, two-sided paired Student's t test; Fig. 7b ) compared to the effect of the rad21-K1 (g) Averages and log 2 ratios of contact scores between the cut14-208 mutant and WT1 and between two in situ Hi-C experiments using independent cell cultures (120-min point; inset). Genomic contacts within the large domains (red) were separated from other contacts (gray) and were used in the analysis. 100 combinations of genomic loci were randomly selected from the large domains. Log 2 ratios of contact scores between the cut14-208 mutant and WT1 and between the biological replicates (120-min point) were extracted for the selected 100 combinations and subjected to two-sided paired Student's t test. Random sampling was repeated 1,000 times and a median of P values is represented. (m) Averages and log 2 ratios of contact scores between the rad21-K1 mutant and WT2 and between two in situ Hi-C experiments using independent cell cultures (120-min point; inset). The rad21-K1 and WT2 small domains were subjected to the same statistical analyses as described in g. a r t i c l e s cohesin mutation on contact scores within the small domains (P = 1.75 × 10 −20 , two-sided paired Student's t test; Fig. 4m) . Therefore, we predict that the condensin mutation does not specifically facilitate contacts in the small domains (Fig. 7a, top) . Moreover, we observed that the rad21-K1 cohesin mutation did not promote large-domain organization (Fig. 7c) . Contact scores in the large domains were scarcely affected by the cohesin mutation (P = 0.0364, two-sided paired Student's t test; Fig. 7d ) compared to the effects of the condensin mutations on contact scores within the large domains (P = 6.82 × 10 −10 and 1.23 × 10 −6 for the cut14-208 and cut3-477 mutants, two-sided paired Student's t test; Fig. 4g and Supplementary Fig. 8l ). It is unlikely that the cohesin mutation particularly enhances contacts in the large domains (Fig. 7c) . Figure 6 Comparison between the in situ Hi-C and ChIA-PET data (a) In situ Hi-C data were compared to the Cut14 condensin ChIA-PET data 21 . Maps for the 1.9-Mb region show contact scores at the 40-min time point (mid M; top) and difference of contact scores between the cut14-208 mutant and WT1 (second). The ChIA-PET data were analyzed using the same procedure applied to the in situ Hi-C data ( Supplementary Fig. 1b) . The top 3.5% of condensin-mediated contacts were extracted from the ChIA-PET data and plotted (third). Based on the ChIA-PET data, condensin enrichment and binding sites were predicted (bottom) as described in ref. 21 . (b) Averages and log 2 ratios of contact scores between the 40-and 120-min points were plotted for genomic contacts within (red) and outside (gray) the large domains (left). The same data were annotated differently for genomic contacts that overlapped with the top 3.5% condensin-mediated contacts (red) and others (gray) (right). (c) The top 3.5% of condensin-mediated contacts predicted from the ChIA-PET data were frequently positioned within the large domains (Online Methods). 1,000 genomic contacts were randomly selected from the top 3.5% of condensin ChIP-PET combinations. Genomic contacts with the same distances were randomly selected for distance-conserved random sampling from every combination. This sampling was repeated 10,000 times, and distributions of % overlap with the large domains were plotted. For P value calculation, the same sampling was repeated 100 times, and distributions of % overlap scores were subjected to one-sided Student's t test. (d) The in situ Hi-C data were compared to the Rad21 cohesin ChIA-PET data 21 . Based on the ChIA-PET data, cohesin enrichment and binding sites were predicted (bottom) as described in ref. 21 . (e) Averages and log 2 ratios of contact scores between the 40-and 120-min time points were plotted for genomic contacts within (red) and outside (gray) the small domains (left). The same data were differently annotated for genomic contacts that overlapped with the top 1% of cohesin-mediated contacts (red) and others (gray) (right). (f) The top 1% of cohesin-mediated contacts predicted from the ChIA-PET data were often located within the small domains. The same analysis as described in c was performed for the cohesin-mediated contacts and the small domains.
a r t i c l e s
We also performed the in situ Hi-C using the cut3-477 rad21-K1 condensin-cohesin double mutant, referred to as DM. The difference map between the DM and rad21-K1 single mutant indicated that the large domains were impaired in the DM compared to those of the rad21-K1, suggesting that the large domains are preserved in the cohesin mutant (Fig. 7e) Averages and log 2 ratios of contact scores between the cut14-208 mutant and WT1 and between two in situ Hi-C experiments using independent cell cultures (120-min point; inset) were plotted. Genomic contacts within the small domains (red) were separated from other contacts (gray) and were used in the analysis. 100 combinations of genomic loci were randomly selected from the small domains. Log 2 ratios of contact scores between the cut14-208 mutant and WT1 and between the biological replicas (120-min point) were extracted for the selected 100 combinations and subjected to two-sided paired Student's t test. Random sampling was repeated 1,000 times and a median of P values is shown. (c) Difference of contact scores between the rad21-K1 mutant and WT2 (top). The bottom panel represents the 40-min contact map. (d) Averages and log 2 ratios of contact scores between the rad21-K1 mutant and WT2 and between two in situ Hi-C experiments using independent cell cultures (120-min point; inset) were plotted. The same analysis described in b was performed with the rad21-K1 for the large domains. (e) Left, difference of contact scores between the cut3-477 rad21-K1 condensin-cohesin double mutant (DM) and the rad21-K1 single mutant. Right, enlargement of the genomic region marked by the open box in left panel. (f) Averages and log 2 ratios of contact scores between the DM and rad21-K1 mutant and between two in situ Hi-C experiments using independent cell cultures (120-min point; inset) were plotted. The same analysis described in b was performed with the DM and rad21-K1 for the large domains. (g) Left, difference of contact scores between the DM and cut3-477 condensin single mutant. Right, enlargement of the genomic region indicated by the open box in left panel. (h) Averages and log 2 ratios of contact scores between the DM and cut3-477 mutant and between two in situ Hi-C experiments using independent cell cultures (120-min point; inset) were plotted. The same analysis as described in b was performed with the DM and cut3-477 for the small domains. (i) A model explaining how the condensin-and cohesin-mediated contact domains are regulated during the cell cycle (see Discussion for details). a r t i c l e s domains were significantly different between the DM and rad21-K1 mutant (P = 7.86 × 10 −7 , two-sided paired Student's t test; Fig. 7f) .
We also compared the DM with the cut3-477 condensin single mutant (Fig. 7g) . The difference map between the DM and condensin mutant exhibited reduction in the small domains, implying that the small domains exist in the condensin mutant (Fig. 7g) . Therefore, contact scores in the small domains were significantly different between the DM and cut3-477 mutant (P = 7.52 × 10 −20 , two-sided paired Student's t test; Fig. 7h ). All together, these results demonstrate that condensin and cohesin independently organize the large and small domains, respectively, although they are inversely correlated during the cell cycle.
Although how condensin-mediated genome organization impacts transcriptional regulation is not fully understood, our RNA-seq analyses revealed that condensin or its mediated genome organization participates in maintaining the expression of subtelomeric genes (Supplementary Table 3, Supplementary Fig. 11 and Supplementary Note 1).
DISCUSSION
It is known that the Rabl-like chromosomal configuration exists during interphase in yeasts and flies 19, [30] [31] [32] . This study indicates that centromeres and telomeres respectively cluster during interphase, suggesting the Rabl-like configuration in fission yeast. During mitosis, when chromosomes are subjected to condensin-dependent domain organization and compaction, centromeric and telomeric contacts as well as interarm and interchromosomal contacts diminish. As interphase progresses, the condensin-mediated chromosomal organization gradually degrades, and chromosomal arm regions become flexible and are able to associate with other arms in the same or different chromosomes, thereby allowing for the Rabl-like configuration of chromosomes (Fig. 7i, top) .
Cohesin has been implicated in TAD organization 6, 24, 33, 34 . This study shows that cohesin-dependent small domains, fission yeast TADs, exist throughout the cell cycle, probably because cohesin localizes in the nucleus and binds to its target loci throughout the cell cycle. When the organization of the condensin-mediated larger domains is promoted during mitosis, the cohesin-mediated small domains become impaired. Although the organization of the condensin and cohesin domains is negatively correlated during the cell cycle, they are assembled independently of each other.
Condensin is implicated in domain organization in fission yeast and other eukaryotes 20, 21, 23 . Our in situ Hi-C data in the fission yeast system reveal that condensin mediates the organization of the 300 kb-1 Mb large domains and that those large domains are formed during mitosis and gradually degrade during the following phases. The mitotic domains formed by condensin have also been detected in recent Hi-C and ChIA-PET studies 21, 35 . It has been suggested that human chromosomes are devoid of topological domains, including TADs and larger domains, such as compartments A and B, during mitosis 13, 15 . Moreover, a recent study suggests that mammalian TADs gradually become weaker as cells progress through interphase 15 , which was not observed in fission yeast. The collective results from these studies imply that the cell-cycle-dependent regulation of topological domains is likely different among species.
Our studies demonstrate that condensin-binding sites are interconnected within the large domains 21 . Currently, two models have been proposed to explain the formation of topological domains: loopextrusion and transient-contact models. In the loop-extrusion model, looping molecules, such as cohesin or condensin, are recruited to gene loci, and chromatin loops are extruded from the looping molecules
ONLINE METHODS
Strains and culture conditions. Cut14 (condensin) and Rad21 (cohesin) proteins were tagged with Myc or Pk at the C termini of their proteins using a PCR-based module method 45, 46 . Tagged proteins were expressed from their endogenous gene loci with their own promoters. Strain constructions were performed using conventional genetic crosses. The fission yeast Schizosaccharomyces pombe strains (Supplementary Table 4) were cultured in Yeast-Extract Adenine (YEA).
Cell-cycle synchronization. The cdc25-22 mutant was used for the cell-cycle synchronization as previously described 47 . Exponentially growing cells were cultured at 26 °C in YEA medium until the O.D. reached 0.25 and subsequently incubated at 36 °C for 3.5 h. The cell cycle was efficiently arrested at the G2-M transition and released by further culturing the cells at 26 °C. After the release, the cells were harvested at the indicated time points.
Fission yeast in situ Hi-C. The in situ Hi-C experiment was performed as previously reported 25 with modifications ( Supplementary Fig. 1a) . Briefly, 15 × 10 8 fission yeast cells were fixed with 3% paraformaldehyde at 26 °C for 15 min. Fixed cells were disrupted using the bead beater (Biospec products) in the presence of complete protease inhibitor cocktail (Roche). Cell lysate was incubated at 62 °C for 7 min in 0.625% SDS solution and subsequently with 1% Triton-X 100. DNA was digested with 50 units of MboI at 37 °C overnight. After centrifugation (3,000 r.p.m. for 10 min), the pellet was used in the following procedure. Restriction fragments were filled in with 150 µM biotin-14-dATP, dCTP, dGTP, and dTTP using 40 units of Klenow fragment at 37 °C for 45 min, then subjected to proximity ligation using 2,000 cohesive end units of T4 DNA ligase (NEB) at 26 °C for 4 h in 1 ml volume with gentle rotation. DNA was reverse crosslinked at 68 °C overnight in the presence of 0.4 M NaCl and proteinase K and purified by phenol/ chloroform extraction. Purified DNA was sheared by the Bioruptor (Diagenode) to obtain a size range of 100-500 bp. Biotin-labeled DNA was purified using Dynabeads (MyOne Streptavidin C1, Thermo Fisher Scientific). Sequencing adapters were ligated using the NEBNext Multiplex Oligos for Illumina kit while DNA was attached to the beads. DNA was then eluted by incubating the beads at 90 °C for 10 min, then PCR amplified using the NEBNext Q5 Hot Start HiFi PCR master Mix. PCR products were sequenced on the Illumina HiSeq 2000 platform to obtain 76-bp paired-end reads.
Data processing of in situ Hi-C. Sequence alignment. The 76-bp paired reads were separately aligned to the fission yeast genome (version ASM294v2.19) using Bowtie2 (v2.2.9) (ref. 48) . Partial alignment was judged using the CIGAR string. Unaligned bases were trimmed, and a remaining sequence was realigned. If alignable locations were not identified across the genome, either upstream or downstream, five bases were trimmed. Reads were again evaluated using the CIGAR string, and the trimming step was repeated until the truncated reads became less than 25 bp. Mapped reads were assigned to MboI fragments.
Filtering processes. As shown in Supplementary Figure 1b , redundant paired reads mapped to the same exact genomic positions were discarded to remove a potential PCR bias. When reads were aligned to repetitive sequences or had low mapping quality (MapQ < 30), they were also removed. Subsequently, paired reads aligned to two loci positioned <20 kb apart and potentially derived from self-ligation and undigested products were discarded. Self-ligation and undigested products are further discussed in the next section. Read numbers that remained after the filtering processes are detailed in Supplementary Table 1 .
Self-ligation and undigested products. Self-ligation connects both ends of linear DNA molecules without reflecting gene contacts. Among the possible ligations, only the 'out-out' combination can be explained by a self-ligation event (Supplementary Fig. 1b) . Paired reads showing the 'in-in' context are potentially derived from undigested products. Read numbers from self-ligation and undigested events were counted and summarized in Supplementary Figure 2a  (Supplementary Table 1) . To eliminate the effects from self-ligation and undigested products, the total read number (z + w) solely reflecting gene contacts was predicted as the sum of x and y (Supplementary Fig. 1b) .
Contact maps. For the raw contact map, contact matrices were generated at three resolutions, such as 5, 10, and 20 kb. Note that 5-and 10-kb resolutions were used for analyzing the small and large topological domains, and that 20-kb resolution was employed to show the entire in situ Hi-C maps. The entire fission yeast genome was divided into 5-, 10-, or 20-kb sections. A raw contact matrix was first constructed by counting paired reads assigned to two genomic sections. Reads belong to MboI fragments.
For bias correction, biases in raw contact matrices were corrected using the ICE method 49 . The ICE normalization was repeated ten times, because in situ Hi-C matrix biases were no longer reduced after ten iterations ( Supplementary  Fig. 1c ). An average score of the bias-corrected contact matrix was adjusted to 1, resulting in contact scores.
Comparison of two contact maps. Comparison maps shown in this study represent subtraction scores or log 2 ratios of contact scores.
Border strength. Border strength was determined as previously described 21, 50 . The fission yeast genome was divided into 5-and 10-kb bins for small-and largedomain analyses, respectively. To calculate the border strength at a specific bin, total intradomain contacts within upstream and downstream 5 and 20 bins were calculated for small and large domains, respectively. Contact scores were used for this calculation. Additionally, total interdomain contacts between upstream and downstream 5 and 20 bins were estimated for small and large domains, respectively. The ratios between intra-and interdomain contacts were calculated for every bin, and the average ratio was subtracted from the respective ratios. These values were then divided by the s.d., resulting in border strength scores. A high border-strength score indicates that intradomain contacts within upstream and downstream domains are more frequent than interdomain contacts between upstream and downstream domains, thereby implying a potential existence of domain border. Genomic positions showing positive border-strength scores were defined as domain borders.
Detection of significantly altered contacts. Averages and log 2 ratios of contact scores were calculated between the biological replicates (120-min time point) and between paired targets of in situ Hi-C data. The biological replicates were derived from two independent in situ Hi-C experiments using independent cultures. In the experiments presented in Figure 2b , paired targets are from the 40-and 120-min data. Note that every combination (n = 787,512) of DNA sections (10-kb bins) was subjected to this analysis. Significantly up-(red) and down-(blue) regulated genomic contacts were defined by FDR < 0.005 and calculated as follows: based on average contact scores between the biological replicates, genomic contacts were categorized into 20 groups in which the respective groups have at least 5,000 contacts. Next, based on an average contact score between the paired targets (40-and 120-min data in Figure 2b ), a combination of two genomic loci was assigned to the specific group in the biological replicate data. Genomic contacts were randomly selected from the assigned group for 10,000 times, and the distribution of log 2 ratios of contact scores between the biological replicates was used for calculation of the P value, which estimates the significance of the log 2 ratio of contact scores between the paired targets. Every combination was subjected to this P value calculation. The FDR was calculated for each of the P values using the Benjamini-Hochberg method 51 . The FDR was set as < 0.005 unless otherwise noted.
DNA-amount normalization of contact scores. Self-ligation and undigested products were defined as described above. DNA amount for a specific bin (5 kb) was estimated as the number of reads derived from self-ligation and undigested products, and this estimation was subjected to every bin. A raw contact score between two bins (A and B sections) was estimated as the number of reads assigned to the combination, and the raw score was divided by DNA amounts estimated for A and B sections. This DNA-amount normalization was applied to every combination. An average score of DNA-amount-normalized matrix was adjusted to 1, resulting in DNA-amount-normalized contact scores (used for Fig. 5b-d) .
DNA-amount-normalized contact scores were further subjected to distance normalization (used for Fig. 5e,f) . Average contact scores between every two loci (5-kb bins) separated by same distances were calculated. Contact scores in the DNA-amount-normalized Hi-C matrix were divided by average contact scores with the same distances. Note that DNA-amount-normalized and distance-normalized contact scores were only employed for the analyses described in Figure 5 .
Comparison between condensin and cohesin binding and distance-dependent contacts. The fission yeast genome, except centromeres and telomeres, was divided to 5-kb bins, and condensin-and cohesin-binding strength to respective bins were estimated based on enrichment of condensin and cohesin, respectively 21 . The gene loci (5-kb bins) were classified into 19 groups, and the respective groups were ordered from left (top) to right (bottom) according to condensin and cohesin enrichment (Fig. 5e,f) . Each group contains 122 bins. Contact scores were distance normalized as described above. Distancenormalized contact scores between 5-kb bins from the respective groups were used to calculate their averages. Average distance-normalized contact scores were separately estimated for the <75 kb and 75-kb-1-Mb distances. Binding strength scores ranging from 1 to 19 and average contact scores were subjected to the Pearson's correlation calculation.
Comparison between ChIA-PET and in situ Hi-C data. The in situ Hi-C data were compared to the Cut14 condensin and Rad21 cohesin ChIA-PET data 21 . 1,000 genomic interactions were randomly selected from the top 3.5% of condensin and 1% of cohesin ChIP-PET interactions. Genomic contacts with same distances were randomly selected (distance-conserved random sampling) from every combination. This sampling was repeated 10,000 times, and distributions of percent overlap with the large and small domains were plotted (Fig. 6c,f) . For P value calculation, the same sampling was repeated 100 times, and distributions of percent-overlap scores were subjected to one-sided Student's t test.
Chromatin immunoprecipitation (ChIP).
ChIP was performed as previously described 52, 53 , with slight modifications. Chromatin was sheared using a Bioruptor (Diagenode). Tagged proteins were purified by mouse monoclonal anti-Pk (SV5-Pk1, Serotec) or mouse monoclonal anti-Myc (9E10, Clontech) and subsequently by protein G-coupled Dynabeads (Thermo Fisher Scientific). ChIP samples were analyzed using the 7900HT fast real-time PCR system (Thermo Fisher Scientific).
Microscopy. FISH experiments were performed as previously described 54, 55 . To generate FISH probes, plasmid, cosmid, or PCR products were labeled by incorporation of Cy3-dCTP or Cy5-dCTP (GE Healthcare) with a random primer DNA labeling kit (Takara). The plasmid pRS140 and cosmid cos212 were used to prepare FISH probes against centromeres and telomeres, respectively 54, 56 . FISH probes for other gene loci were generated using PCR-amplified DNA fragments (~15 kb).
IF experiments were performed as previously described 52, 57 . Fixed cells were incubated with primary antibodies such as 1:10,000 diluted rabbit polyclonal anti-Myc (ab9106, Abcam) and 1:1,000 diluted mouse monoclonal anti-Pk (SV5-Pk1, Serotech). Cells were subsequently incubated with secondary antibodies such as 1:1,000 diluted Cy3-conjugated anti-mouse IgG (115-165-003, Jackson ImmunoResearch) and 1:1,000 diluted Alexa Flour 488-conjugated anti-rabbit IgG (A11034, Molecular Probes). FISH and IF images were captured using a Zeiss Axioimager Z1 fluorescence microscope with an oil immersion objective lens (Plan Apochromat, 100×, NA 1.4, Zeiss). The images were acquired at 0.2-µm intervals in the z axis controlled by Axiovision 4.6.3 software (Zeiss). More than 100 cells were analyzed for microscopic experiments.
RNA analysis. Total RNA was extracted from cells as previously described 47 . Total RNA sample (~5 µg) was treated with 10 U of RNase-free DNase I (Promega) at 37 °C for 40 min and then purified by phenol/chloroform extraction. Reverse transcription was carried out with the high-capacity cDNA reverse-transcription kit (Applied Biosystems), and cDNA was used as a template in subsequent PCR with gene-specific primers (Power SYBR green PCR master mix, Applied Biosystems). RT-PCR samples were analyzed by the 7900HT fast real-time PCR system (Life Technologies).
RNA sequencing. Total RNA (10 µg) was treated with 20 U of DNase I (Promega) at 37 °C for 40 min and then purified by phenol/chloroform extraction. Total RNA (5 µg) was subjected to mRNA purification using oligo d(T)25 beads (NEB #E7490S). cDNA was synthesized from purified RNA (10-40 ng) using NEBNext RNA library prep master mix set for Illumina (NEB #E6110S) and then purified using AMPure XP beads (Beckman Coulter, A63880). cDNA libraries were prepared using NEBNext ultra DNA library prep kit for Illumina (NEB #E7370S) with multiplex oligos (NEB #7500S).
The cDNA samples were sequenced on the Illumina HiSeq 2000 platform to obtain 76-bp single-end reads. Sequenced reads were mapped to the fission yeast reference genome (version ASM294v2.30) using the STAR program (v2.5.2) (ref. 58) . htseq-count software (v0.6.1) was used to estimate read numbers assigned to exons, and the read numbers were normalized using the TMM method 59, 60 . Differentially expressed genes between wild-type and cut14-208 condensin mutant cells were identified with the edgeR package using the dispersion value of 0.029, which was estimated from the cut3-477 and cut14-208 condensin mutant samples treated as biological replicas 61 . FDR < 0.05 was used as a threshold to define significantly up-or downregulated genes.
Data availability. High-throughput sequencing data and processed in situ Hi-C contact score matrices have been deposited in NCBI′s Gene Expression Omnibus (GEO) 62 and are accessible through GEO accession number GSE93198. Source data for Figures 1f, 2d-f, 3b,c and 5d are available in Supplementary Data Sets 1-8. Other data and source codes are available upon reasonable request. A Life Sciences Reporting Summary for this article is available.
