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1. INTRODUCTION: GENERALIZED GRADIENTS 
Many modern optimization problems are such that smoothness hypotheses 
are inappropriate. Consequently, there have been many efforts to find new 
methods for nonsmooth problems, both in optimal control and the calculus 
of variations. This is no better exemplified than in the work of R. T. 
RockafeIlar [5,6], who has developed a complete theory for a general probIem 
in the calculus of variations in which smoothness assumptions are systema- 
tically replaced by convexity conditions. His work, besides extending the class 
of treatable problems, has also led to new techniques for dealing with old 
problems. 
Using Rockafellar’s convex theory as a starting point, a general theory of 
necessary conditions for problems exhibiting neither smoothness nor con- 
vexity was deveIoped by the author [l], and the results described in [2].This 
theory, besides subsuming the smooth and convex cases, and other results, 
yields for example extensions and generalizations of the Pontryagin maximum 
principle of optimal control theory. 
In this article we describe the necessary conditions for problems in the 
calculus of variations in which the integrand satisfies a certain Lipschitz 
hypothesis. These conditions are partly in terms of a differential inclusion 
which generalizes the Euler-Lagrange equation, and are expressed by means 
of “generalized gradients.” These form part of a theory of “differentiation” 
for nondifferentiable functions developed by the author, together with some 
of its applications, in 131. In order to make the presentation self-contained, 
we proceed now to summarize the pertinent aspects of the theory, beginning 
with some terminology. Details and proofs, in the same notation, may be 
found in [3]. 
* The contents of this article form part of the author’s doctoral dissertation, 
University of Washington, June 1973, written under the supervision of R. T. 
Rockafellar. 
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DEFINITION 1.1. Let E be a closed nonempty subset of R” and let e 
be a point of E. The cone of normals to E at e, denoted N,(e), is the set 
cl co {!&r si(xi - ei)}, 
where we consider all sequences of points xi E Rn having nearest point ei 
in E, where si E R is nonnegative, and such that limi+, xi = e and the limit 
above exists (“cl” denotes closure and “co ” convex hull; “nearest” is meant 
to be with respect to the Euclidean norm). 
DEFINITION 1.2. Let f: Ii” + (-co, cc] be I.s.c. and finite at x. We 
define the generalized gradient off at x, denoted af (x), to be the set 
(5: (5, -1) E Ndx,f (x)N 
where E is the epigraph off, i.e., the (closed) set 
epi( f) = {(x, t) E Rn x R: f (x) < t}. 
DEFINITION 1.3. The indicator function of the subset E of R” is defined 
by: 
S(x 1 E) = 0 if XE E, 
= +co otherwise. 
DEFINITION 1.4 (see [4]). The function f in (1.2) is conerex if epi(f) is a 
convex set. The point 5 of Rn is a subgradient off at x if, for all v in R”, 
f(x + 4 -f(x) 3 v . 5, 
where v * 5 denotes the usual inner product. The following facts are proved 
in [3]: 
THEOREM 1.5. 
(a) Let E be a smooth (Cl) manifold. Then N,(e) is the usual normal space 
to E at e. 
(b) Let E be closed and convex. Then N,(e) is the set of normals to E at e 
in the sense of convex analysis [4]. 
(c) Let f be Cl near x. Then af (x) = {Vf (x)}, where Of is the usual 
gradient. 
(d) Let f be convex and 1.s.c. Then af (x) is the set of subgradients off at x. 
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(e) Letf(.) = 6(- [ E) for some closed set E. Then, if x E E, 
af(x) = NE(X). 
(f) Let dE(.) = d(*, E), the Euclidean distance to the set E, and let x 
belong to E. Then 5 lies in NE(x) $7, f or some positive t, t[ belongs to ad,(x). 
(g) Let f be locally Lipschitz. For a given x, define a function g by 
g(v) = liy:$p [f (x + h + hv) - f(x + 41/h. 
AL.0 
Then g is afinite convex function, ag(0) = af (x), and 
g(v) = max{[ . V: &I E afcx)j. 
(h) When f is locally Lipschitx, 
afw = ~0 ck~ vf (xi)>, 
where we consider all sequences xi converging to x such that the above limit 
exists. 
2. THE NECESSARY CONDITIONS 
We denote by A, the class of absolutely continuous functions from the 
interval [0, I] to Rn. The elements of A, , which we call arcs, will be denoted 
by the symbols x, y, z, etc. The derivative of the arc x, which exists almost 
everywhere on [0, 11, will be denoted n(t). 
We are given functions I: Rn x Rn + (- 00, co] and L: [0, I] x R” x 
Rn --t R, and a subset X of A,. The following is the problem we shall 
consider: 
minimize /l(x(O), x(1)) + /‘L(t, x(t), k(t)) dt: x E Xl, (2.1) 
0 
which has the form of a problem of Bolza in the calculus of variations. The 
integral is in the sense of Lebesgue. 
This problem is more versatile than it may appear. The fact that I may be 
$-co allows us to represent implicitly various constraints on the endpoints 
of the arcs. For example, if we wish to consider only arcs satisfying 
(x(O), x( 1)) E S for some set S, we let I assume the value + co on the comple- 
ment of S. Then arcs not satisfying the required condition are automatically 
excluded in (2.1). We shall consider specific examples later. 
The exclusion of -cc from the range of 1 is natural in a minimization 
problem. The interval [0, l] is chosen for convenience; it could be replaced 
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by any finite interval. In the context of the theorem to come, for every arc x 
of interest, L(t, x(t), k(t)) will be measurable and integrable, so that the 
“objective functional” in (2.1) will have a well-defined value in (-CO, co] 
for each X. For now, we regard this as an implicit assumption. 
DEFINITION 2.2. Let x lie in A, . A tube of radius E about z, denoted 
T(E, z), is the set 
{x e A, : / x(t) - z(t)1 < E, 1 k(t) - 2(t)[ < E, a.e.}. 
If the minimum in (2.1), relative to the feasible arcs in T(c, z), is attained 
at z, we say z is a local solution to the problem. In the calculus of variations, 
T(E, z) is often called a strong neighborhood of x, and a local solution is 
referred to as a weak local minimum. 
We use the symbols (t, s, V) for the arguments of L (time, state, velocity). 
DEFINITION 2.3. L is Lipschitz in (s, V) within E of z, for a positive E, 
if there exists a function k(t) E L1[O, l] such that for almost all values of t, 
whenever (s, , VJ and (sa , ~a) within E of (z(t), i(t)) are given, then 
I 44 Sl 9 ~1) - L(t, ~2 , ~2)l < k(t) Its, - ~2 > ~1 - ~2)l. 
We say L is Lipschitz in (s, V) near x if the above holds for some positive E. 
The notation 8L(t, s, V) will refer to the generalized gradients of L with 
respect to (s, w) for t fixed. We shall not have occasion to consider gradients 
with respect to t. 
We denote by C,, the subclass of A,, whose members have continuous 
derivatives. 
THEOREM 2.4. Let z solve problem (2.1) locally, and suppose: 
(a) I is I.s.c. 
(b) L is (Lebesgue) measurable in t and Lipschitx in (s, v) near z. 
(c) X is closed under the addition of arcs in C,, . 
Then there exists an arc p such that: 
(P(t), P(t)> E W, 4th 49 at. (2.5) 
(P(O), -P(l)) E W4% 41)). (2.6) 
Remarks. We defer the proof to the next section. We shall show below 
that (2.5) generalizes the Euler-Lagrange equation. Relation (2.6) bears the 
name “transversality conditions,” and is subject to various interpretations. 
For example, if Z(sO , sJ = S((s, , sr) 1 S) for a closed subset S of R2” (see 
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(1.3)) (so that we are minimizing an integral functional subject to 
(x(O), x( 1)) E S), then (2.6) says that (p(O), -p( 1)) is normal to 5’ at (z(O), x(l)), 
by (1.5, e). A further example will appear below. 
Hypothesis (c) means that x + y lies in X whenever x belongs to X and 
y to C, . This is not restrictive, and allows us to choose for X the classes 
usually used: A, itself, or arcs having piecewise continuous derivatives, 
or those having derivatives in P[O, 11, etc. 
The hypotheses imply that for all arcs x in some tube T(E, z), L(t, x(t), k(t)) 
is measurable and integrable. 




l L(t, x(t), 3i”(t)) dt: x(O) = co > 41) = Cl 1 x E cn 3 
0 I 
where V(,,,,L(t, s, v) is continuous in (t, s, v) and L is measurable in t. Then 
d/dt V,L(t, z(t), .5(t)) = V,L(t, z(t), z?(t)) a.e. 
Proof. We put Z(so , sr) = S((s, , sr) 1 (c o, cr)), a I.s.c. function. Because 
(z(t), i(t)) is bounded, Vt,,,,L(t, s, v) is bounded near Z, whenceL is Lipschitz 
in (s, v) near x by the Mean Value theorem. From (1.5, c) we have 
WC +t>, #)) = {V(,,t& x(t), .qt))>. (2.8) 
We apply Theorem (2.4) to conclude that (2.5) holds for some p, and this 





+a 3 $1) = - I Sl l/2 + qso I Oh 
L(t, s, v) = I s I + v2/4 
and we let X be A, . Then problem (2.1) is equivalent to the given one above. 
It follows from [7] that an optimal arc z exists. We use Theorem (2.4), whose 
hypotheses are clearly satisfied, to conclude that an arc p exists which satisfies 
(2.5) and (2.6). The former yields 
P = 1, z > 0, 
p = -1, x < 0, 
P E L-1, 11, x = 0, 
p = 212. 
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We deduce then that i: is continuous, and that if z leaves zero, it does not 
return. If x is positive, we have f = 2, and for z negative f = -2. 
Restricting our attention for the moment to the case z > 0, we find two 
possibilities: 
(a) x(t) = t2 + ct, 0 < t < 1 
(b) z(t) = 0 o<t<t, 
=(t-t,)2, to<t<l, 
for some t, in (0, 11. Transversality (2.6) yields the fact that p(l) is Q, 
unless x is identically zero. In case (a), we get 
p(t) = t + 42, 
whence c = - 1, and z cannot be nonnegative. This contradiction eliminates 
case (a). 
In case (b), if t,, is less than 1, we get 
p(t) = t - to , 43 < t < 1, 
which, combined with the fact that p(l) is 8, yields t, = +. The only other 
possibility is z identically zero; but calculation shows that this is not optimal. 
Thus z is the arc: 
z(t) = 0, o<t<g 
= (t - gy, $,<t<l. 
Consideration of nonpositive arcs yields the negative of this arc as the other 
optimal solution. 
3. PROOF OF THE THEOREM 
We denote by Anm the arcs in A, having derivatives inL”[O, 11. 
LEMMA 3.1. Let the hypotheses of Theorem (2.4) hold, and suppose in 
addition that 1 isLipschitz and that X = C, . Then z continues to solve problem 
(2.1) locally if X is replaced by Amm. 
We omit the proof, which is a simple consequence of the fact that any 
element of L”[O, l] is equal to a continuous function except on a set of 
arbitrarily small measure (Lusin’s Theorem). 
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LEMMA 3.2, Let x solve the following problem locally: 
minimize Ilb’L(t, x(t), i(t)> dt: x E 1, (x(O), x(l)) E WI, (3.3) 
where Wisa (none-m pty) closed subset of R2* and L and X satisfy (b) and (c) 
of (2.4). Then for some positive m, z also solves locally the problem: 
minimize ]PZ&(JC(O), x(l)) + /‘L(t, x(t), a(t)) dt: XEX/. (3.4) 
0 
Proof. We may assume that for some positive E, z solves (3.3) relative 
to T(E, z), and also that L is Lipschitz in (s, v) within E of z (see (2.3)) with 
Lipschitz function h(t). 
Suppose the lemma is false. Then for each positive integer i there is an 
element xa of X such that xi E T( 1 /i, z) and 
id,(q(O), xi(l)) + /‘L(t, q(t), 2i(t)) dt < /lL(t, x(t), i(t)) dt. (35) 
0 0 
Let bi = d&,(O), x$(l)). Then (3.5) implies that ib, is bounded as i + co, 
and hence 
lim bi = 0. i+m (3.6) 
Choose points (wt, wil) in W such that 
bi = I(wio - q(O), wdl - xi(l))], 
and define z( in A,, by 
z,(t) = q(t) + (1 - t)(w,O - Xi(O)) + t(wt - Xi(l)). 
It follows from hypothesis (c) that the zi all lie in X, and by construction 
we have (zi(0), z*(l)) E W for each i. Further, we deduce 
I 44 - WI G bi (3.7) 
I 4(t) - %@)I G a , (3.8) 
and these inequalities combined with (3.6) imply that for all i greater than 
some N, x( belongs to T(E, z). By the optimality of z we conclude 
l’L(t, z(t), 2(t)) dt < J’6 L(t, zi(t), *i(t)) dt, i > N. (3.9) 
THE EULER-LAGRANGE INCLUSION 87 
Now let K = si k(t) dt. Then, for any i > max(N, 3K) we have 
lo1 L(t, zi , &) dt < lo1 [L( t, xi , 3ii) dt + h(t) I(z+ - xi , ti - &)I] dt 
< 
s 
’ [L(t, xg , xi) + 3h(t) bi] dt (by (3.7) and (3.8)) 
0 
< ib, + /‘L(t, xi, &) dt 
0 
< j-lL(t, z, 2) dt 
0 
(by (3.5)). 
This contradicts (3.9) and completes the proof. Q.E.D. 
The following result dealing with the “convex case” is a distillation from 
the work of Rockafellar mentioned in the introduction. 
LEMMA 3.10 (Rockafellar). Let z in Anm solwe the problem: 
minimize [Z(x(O), x(1)) + jlL(t, x(t), R(t)) dt: x E Amp/, 
0 
where 1 is finite and convex, L is finite, summable in t and convex in (s, v). Then 
there exists an arc p in A, such that: 
(P(t), p(t)> E aL(t, 4t), 40) a.e. 
(P(O), -P(l)) E aw9~ 4l))Y 
where aL refers to the subgradients of the convex function L(t, *, *) and al is 
the set of subgradients of 1. 
Proof of the theorem. Case 1. We begin with the added assumption that 1 is 
a Lipschitz function. We may assume, for some positive E, that z solves 
problem (2.1) relative to T(E, z), and that L is Lipschitz in (s, w) within 
E of x with Lipschitz function h(t). 
Define new functions e and f, as follows: 
its o , sl> = lipkty [&@) + h + Aso ,4) + h + h) 
i&O 
- @(O) + h, 41) + 41/h 
&t, s, v) = liyks;p [L(t, z(t) + h + hs, .i(t) + h + hw) 
X&Z 
- L(t, z(t) + h, 44 + Wh. 
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It follows from (1.5, g) that i is a finite convex function, as is L(t, ., .) for 
each t. The fact that L is measurable in t follows readily, and the Lipschitz 
hypothesis on L and (1.5, h) imply that .&t, s, v) is bounded by K(t) /(s, v)/, 
whence e is summable in t. The representation of Z(t, *, *) in (1.5, g) also 
implies that L(t, ‘, *) is Lipschitz with constant k(t). 
Let 9 be the arc which is identically zero. We claim P solves the following 
problem locally: 
minimize i&(O), x(1)) + I’.&(& x(t), &(t)) dt: x E Amw/. (3.11) 
0 
In view of Lemma (3. l), it will suffice to show that P minimizes the objective 
functional relative to arcs in C, , which we now proceed to do. 
Let x be any arc in C, . We have 
=wq, x(l)) + p, x7 2) & 
2 lim,f$p P(~(O) +WO); ~(1) + hx( 11)1/h 
+ ftl’ mr;cup [L(t, x + hx, 2 + X2) -L(t, x, @]/A dt 
2 liyJiup [4.@) + am, z(l) + h(l))llh 
+ fim;up 1’ [Lft, z + Ax, f + AR) - L(t, x, $)]/A dt 
0 
(by Fatou’s Lemma) 
Since 2: + Ax lies in T(E, x) for X sufficiently small, and since furthermore 
x + AX lies in X by hypothesis (c), the quantity in braces above is nonnegative 
for all small X. We thus arrive at: 
&c(O), x(l)) + joli(t, x, R) dt 2 0. (3.12) 
Equality obviously holds at x = P (by 1.5, g)) so we have proved that f 
solves (3.11). We may apply Lemma (3.10) to deduce the existence of an 
arc p satisfying: 
(P(t), p(t)) E a@, 0, 0) a.e. 
(P(O), -P(l)) E @I 0). 
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By (1.5, g), these relations imply (2.5) and (2.6) of the theorem, and case 1 
is complete. 
Case 2. We now assume that 1 is of the form 6(* 1 W) for some closed 
subset W of R2” (see (1.3)). 
We apply Lemma (3.2) an d conclude that z solves locally, for some positive 
m, the problem 
minimize /mdw(sc(0), x(l)) + SbL(t, x, 3) dt: x E X1. 
But this situation lies within the province of case 1, so we may assert the 
existence of an arc p satisfying (2.5) and 
MO), --p(l)) E ~4&(0>, 41)). 
The proof of Case 2 is complete upon noticing that, as a consequence of 
(1.5, e) and (1.5, f), this last relation is equivalent to (2.6). 
Case 3. The general case. We shall reformulate the problem from one 
on Rn to one on Rn+l as follows: S, V, etc. will represent vectors in Rn+l and 
we shall write s = (s, so) to express s as an element of Rn x R. We define 
qt, 3, v) = qt, s, v) + 210, 
w = {(so ) s,): so0 = 0, qs, , sl) < slO}, 
z(t) = Mt), W(O), 41))), 
x = {XEA,+l: XEX}. 
Suppose x solves the original problem relative to T(E, z). We claim f 
solves the following problem relative to T(E, 3): 
minimize 1So’L(t, 5, a) dt: ZE 1, (g(O), %(I)) E WI. (3.13) 
To see this, note first that f is feasible, and suppose that for some other 
feasible arc fin T(E, Z) we had 
s 
l- 
L(t, ??,a) dt < 
I 
l- 
L(t, $ k) dt. 
0 0 
We have x0(0) = 0 and x0(1) > Z(x(O), x(l)), and hence 
(3.14) 
j-‘yt, g, a) dt = j-k@, x, 2) dt + j-’ P(t) dt 
0 0 0 
> $x(o), x(l)) + S,IL(t, x, 4 dt. 
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These relations hold with equality when f replaces Z, and (3.14) yields 
&@), x(l)) + j-o1L(t, x, *) dt < l@(O), z(1)) + jolL(t, z, a) dt, 
which is not possible. Hence % solves (3.13) locally as claimed. 
We now invoke case 2 to deduce that an arc ji in An+l exists such that 
(j(t), At)) E X(t, X(t), X(t)) a.e. (3.15) 
(FP), --FUN is normal to W at (n(O), 5(l)). (3.16) 
From the manner in which E is defined, and from (1.5, h), we see that 
az(t, 2, k) is the set 
((5 0, v> 1): (5 4 E w, z, 4>, 
from which (3.15) implies that (2.5) holds, and also that PO(t) is identically 1. 
Similarly it follows from (3.16) that (p(O), -p(l)) is normal at (z(O), f(l)) 
to the set 
{(so , %I: Q. ,4 < slo> = et44 
This is the same as saying that (p(O), -p(l), -1) is normal to epi(Z) at 
(z(O), z(l), Z@(O), z(l))), which, by (1.2), is precisely (2.6). Q.E.D. 
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