A simple method for error bounds of eigenvalues of symmetric matrices  by Yamamoto, Nobito
Linear Algebra and its Applications 324 (2001) 227–234
www.elsevier.com/locate/laa
A simple method for error bounds of eigenvalues
of symmetric matrices
Nobito Yamamoto
Department of Computer Science and Information Mathematics, The University of
Electro-Communications, 1-5-1 Chofugaoka, Chofu-shi, Tokyo 182-8585, Japan
Received 2 November 1999; accepted 26 June 2000
Submitted by S.M. Rump
Abstract
We propose a simple method for validated computation of eigenvalues of symmetric ma-
trices. The method is based on LDLT decomposition and its error estimation. The indices of
eigenvalues with respect to magnitude can also be obtained by this method. © 2001 Elsevier
Science Inc. All rights reserved.
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1. Introduction
There exist a number of methods to compute error bounds of eigenvalues and
eigenvectors (e.g., [1,2,4–7,9,12,13]). In this paper, we propose a very simple method
to give error bounds to a given approximate eigenvalue, which has the following
features:
 It is based on elementary theories and is easy to understand.
 Coding and implementation are also easy.
 As well as bounds of an eigenvalue, the index of the eigenvalue in order of mag-
nitude can be obtained.
 It can be applied to a multiple eigenvalue or a cluster of eigenvalues.
 It is also applicable to generalized eigenvalue problems.
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 One can easily extend this method to deal with interval valued matrices, if the
widths of the intervals are not too large.
 For band matrices, we can reduce the memory being used.
A drawback is that the accuracy of the method is sometimes not so high because
of numerical instability of LDLT decomposition. In spite of this, we believe through
our numerical experiments that this method can be put into practical use.
2. Problem and theory
Let A be an n  n symmetric matrix and Q be an approximate eigenvalue of A.
We want to compute
1. an interval with a small width containing Q and some exact eigenvalues of A, and
2. the indices of the exact eigenvalues in order of magnitude.
Our method is based on the following theorem.
Theorem 1. Let A be an arbitrary n  n symmetric matrix with eigenvalues
1 6 2 6    6 n;
and Q be an approximation to an eigenvalue of A.
For nonnegative numbers 1 and 2; define
Y1 VDA − . Q − 1/I;
Y2 VDA − . Q C 2/I;
where I is the identity matrix. For each Yi; take a diagonal matrix Di and a lower
triangular matrix Li; and compute rigorously the following quantities:
"1 VDkY1 − L1D1LT1 k1;
"2 VDkY2 − L2D2LT2 k1:
Let D1 and D2 have k − 1 and k C r negative elements, respectively, with k > 1
and r > 0. Then there exist r C 1 eigenvalues k; kC1; : : : ; kCr within the interval
T Q − 1 − "1 ; Q C 2 C "2/:
Proof. From Sylvester’s law of inertia, Di and LiDiLTi (i D 1; 2) have the same
number of negative eigenvalues. Namely, L1D1LT1 has exactly k − 1 negative eigen-
values, and L2D2LT2 has k C r negative eigenvalues.
Let k be the kth eigenvalue of Y1 and Qk be the kth eigenvalue of L1D1LT1 .
It follows Qk > 0. It is a well-known fact (i.e., see [11, Chapter 2, Section 44]) on
estimation of the difference of eigenvalues of symmetric matrices that
jk − Qkj6kY1 − L1D1LT1 k2:
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The right-hand side is bounded above by kY1 − L1D1LT1 k1 because the matrix
Y1 − L1D1LT1 is symmetric. Therefore, k > −"1 follows from Qk > 0 and −"1 6
k − Qk 6 k . Using k D k − . Q − 1/, we obtain a lower bound of k ,
Q − 1 − "1 6k:
Let kCr be the .k C r/th eigenvalue of Y2. Since QkCr < 0 and kCr < kCr −
QkCr < "2, we obtain kCr < "2. Observing kCr D kCr − . Q C 2/ we get an upper
bound of kCr ,
kCr < Q C 2 C "2: 
3. Algorithm
A computation based on Theorem 1 is carried out by the following algorithm:
Algorithm 1.
1. Compute an approximate eigenvalue Q.
2. Set positive constants 1 and 2.
3. Calculate Y1 and Y2 by floating point arithmetic.
4. Decompose as Y1 D L1D1LT1 and Y2 D L2D2LT2 by floating point arithmetic.
5. Under control of the directions of rounding, calculate rigorous upper bounds of
the quantities
"1 VDkA − . Q − 1/I − L1D1LT1 k1;
"2 VDkA − . Q C 2/I − L2D2LT2 k1:
Note that these calculations can be done simultaneously with the LDLT decom-
position.
6. Count the number of negative elements of D1 and D2, and apply Theorem 1 to
obtain an interval including exact eigenvalues.
Remark.
 The interval T Q − 1 − "1; Q C 2 C "2/ may contain more than r C 1 eigenvalues.
In order to show that there exist exactly r C 1 eigenvalues in the interval, we
have to verify that Q − 1 − "1 and Q C 2 C "2 give an upper bound of k−1
and a lower bound kCrC1, respectively. See the numerical examples in
Section 5.1.
 In the usual cases, the constants 1 and 2 are taken as some smaller values than
the distances between Q and its neighboring approximate eigenvalues.
 There may be cases that the interval obtained in the result is too large or the
computation fails in the process of the decomposition because of numerical in-
stability of the LDLT decomposition. In these cases, try again with other 1
and 2.
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 If A is a band matrix with the band width 2m C 1, it is not necessary to store a
whole lower triangular matrix L. We only need an array of .m C 1/  .m C 1/ for
L.
 If A is interval valued, use interval arithmetic in the calculations of "i , or simply
add
max
k
X
l
d.Akl/
to each "i , where d.Akl/ is the width of the klth element of the interval matrix A
and "i (i D 1; 2/ are calculated from the center values of A.
4. Generalized eigenvalue problems
In this section, we consider a generalized eigenvalue problem as follows:
AxDBx;
where A and B are the n  n symmetric matrices and B is positive definite. To deal
with this problem by our method, there are two alternative ways.
I. Compute a lower bound B of the minimum eigenvalue of B by the method de-
scribed above, and apply the following algorithm.
Algorithm 2.
1. Compute an approximate generalized eigenvalue Q.
2. Set positive constants 1 and 2.
3. Calculate Y1 and Y2 by floating point arithmetic as
Y1 DA − . Q − 1/B;
Y2 DA − . Q C 2/B:
4. Decompose Y1 D L1D1LT1 and Y2 D L2D2LT2 by floating point arithmetic.
5. Under control of the directions of rounding, calculate rigorous upper bounds of
the quantities
"1 VD 1
B
kA − . Q − 1/B − L1D1LT1 k1;
"2 VD 1
B
kA − . Q C 2/B − L2D2LT2 k1:
6. Let k − 1 and k C r be the number of negative elements of D1 and D2, respec-
tively, then there exist r C 1 generalized eigenvalues k; kC1; : : : ; kCr within
the interval
T Q − 1 − "1 ; Q C 2 C "2/:
Since B is positive definite, there is a nonsingular matrix C such that B D CCT.
Using C−1AC−T instead of A, the validity of the above algorithm can be shown
along the lines of the proof of Theorem 1.
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II. Calculate Y1 and Y2 and decompose them similarly to Algorithm 2. Take some
positive constants i (i D 1; 2) and consider matrices Xi as follows:
X1 D1B − .A − . Q − 1/B − L1D1LT1 /;
X2 D2B − .A − . Q C 2/B − L2D2LT2 /:
Using the numerical verification method described in [10] which is based on the
Cholesky decomposition, try to prove that each Xi is positive definite. If we succeed
in proving that, then there exist exact generalized eigenvalues k; kC1; : : : ; kCr
within an interval
T Q − 1 − 1; Q C 2 C 2/;
where k − 1 and k C r are the number of negative elements of D1 and D2, respec-
tively.
This method is derived from considering C−1XiC−T. The constants i should be
taken as
1 >
Q"1
QB
; 2 >
Q"2
QB
;
where Q"i and QB are the approximate values of "i and B , respectively. An advantage
of this method over Algorithm 2 is that the amount of rigorous calculation can be
reduced since a rigorous lower bound B is not necessary.
5. Numerical examples
5.1. As mentioned in Section 1, there are some cases where reduction of the precision
occurs. To see computational robustness of our method, we deal with test matrices
which have clusters of simple eigenvalues and check whether we can distinguish
eigenvalues (see Tables 1 and 2).
The test matrices come from an eigenvalue problem in the form of
r.−k.x/ru/Du;
Table 1
Data of matrix A1
Size of the matrix n D 720
Width of the band 2m C 1 D 39
Number of clusters 143
Number of the eigenvalues in a cluster 4
Distance between the clustered eigenvalues Around 10−10 or less
Largest eigenvalue 4.28136987787859 (approximation)
Smallest eigenvalue 1.58194270717581 10−11 (approximation)
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Table 2
Data of matrix A2
Size of the matrix n D 720
Width of the band 2m C 1 D 39
Number of clusters 71
Number of the eigenvalues in a cluster 9
Distance between the clustered eigenvalues Around 10−10 or less
Largest eigenvalue 3.91447949480503 (approximation)
Smallest eigenvalue 7.15482294457147 10−12 (approximation)
which is defined in a rectangular domain with some boundary conditions. The given
function k.x/ equals 1 for most x and takes small values around particular points on
the x-axis. This feature of k.x/ gives clustered eigenvalues.
The data of the test matrices are shown in the tables. We calculate approximations
for all eigenvalues using the Householder and bisection method. The constants 1
and 2 are taken as 1=3 of the distances between the eigenvalue in question and its
neighboring eigenvalues. If the interval obtained by our method includes an exact
eigenvalue and both of "i (i D 1; 2) are so small that the interval has no intersection
with the neighboring intervals, then we can conclude that the interval contains exact-
ly one eigenvalue. Testing all eigenvalues in this way, we can observe the robustness
of the method in some sense.
For each Ai , the ratio of the eigenvalues distinguished from others is as follows:
Matrix A1V 86:4902%
Matrix A2V 90:3899%
From these results, we believe that our method can be put into practical use.
5.2. An advantage of the LDLT decomposition is that we can reduce the memory
for the matrix L when A is a band matrix. Our method needs an n  .m C 1/-sized
array for the matrix A, and an .m C 1/  .m C 1/-sized array for L, where n is the
matrix size and m is the half of the bandwidth.
The following problem generates a band matrix of large size:
Find u such that
8<
:
−1u D g in X;
ou
on
D 0 on oX;
where X is the standard triangle with vertices .0; 0/, .1; 0/ and .0; 1/. We treat this
problem by the finite element method. A uniform triangular mesh with linear ele-
ments is adopted for the finite element subspace Sh. The parameter h is taken as 1=N ,
where N means the number of partitions of each edge. In the numerical example here,
we take N D 140, then the dimension of Sh is n D 10011.
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Table 3
Size of A and input data
Size of the matrix n D 10011
Width of the band 2m C 1 D 283 (m D N C 1)
Approximation Q 4:8592964434113  10−4
1 1:0  10−16
2 1:0  10−16
Table 4
Results for the second eigenvalue of A
Number of negative elements for D1 1
Number of negative elements for D2 2
"1 3:819858925699894  10−13
"2 3:879345846297622  10−13
Lower bound of the second eigenvalue 4:859296439590441  10−4
Upper bound of the second eigenvalue 4:859296447291646  10−4
CPU time 2357.9 s
The matrix A is taken as
Aij D .ri;rj /; i; j D 1; : : : ; n;
where i denotes a base function of Sh, and .; / denotes the L2 inner product. It is
known that the smallest eigenvalue of A is equal to 0. We intend to get an interval
which includes the second smallest eigenvalue.
An approximation is calculated through a method using the LDLT decomposition
and bisection, which is known as Murata’s method ([8]) (see Tables 4 and 5).
As is shown in the results, our method works well even for such a large-sized matrix.
Fortran90 on a workstation of 500 MHz is used through all the computations. For
the control of rounding errors, we use the command NEAREST in Fortran90. But
this causes a certain overestimation in each process of arithmetic, and takes more
CPU time than commands for controlling rounding errors in C language. Therefore,
the CPU time in the table of the results may be reduced if C language is adopted
instead of Fortran90.
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