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where the δ/s occur in the representation of lim°jΓe c' as (lim°T)(α;) = lim (Tx) = (T) lima; + Σ* b k x k ; namely, b t = lim Te\ With the use of (*) it is easy to describe the commutant of any QeB(c). THEOREM To prove Theorem 1, use the representation (*) for T" and Q" and then equate the corresponding terms in the products T"Q" and Q"T". For example, (1) is obtained by equating (Q"T") nl and (Γ"Q")»i. When Q is a matrix A, each u n = 0 and each α A = lim % α wA; . The following result is an immediate consequence of Theorem 1.
Let Q = u (x) lim + A e B(c). Then Com (Q) in B(c) = {T = v (x) lim + BeB(c): T satisfies (l)
-
COROLLARY 1. Let A be a conservative matrix, TeB(c).
Then A <-^ T if and only if Then (9) => (10). //, in addition, X Φ 0, then (10) =* (9).
To prove that (9) => (10), suppose T+-* A. From (4) of Corollary 1,
We may rewrite the equation in the form Σϊ=i iVk -^n)ct» fc = 0, which, along with the hypothesis a nn Φ X(A) for n > 1, yields v Λ = v^ for > 1.
The result stated at the end of paragraph 2 in the next section shows that the condition λ Φ 0 is necessary for (10) to imply (9) .
The identity matrix shows that the restriction a nn Φ 1(A) for n > 1 cannot be removed. Applications* 1. Let C denote the Casaro matrix of order 1. Then Theorem 3 of [7] follows immediately from Theorem 3 of this paper.
2. Endl [2] , Hausdorff [4] , Jakimovski [5] (see [11, p. 190] ) and Leininger [6] have defined summability methods which are generalizations of the Hausdorff methods. The (H, X n ; μ n ) transform of [5] is defined by a triangular matrix H = (h nk ) with entries
{μ n } is a real or complex sequence, and {X n } satisfies 0 ^ λ 0 < X t < • < λ n < , lim w X n = oo and Σ« V 1 = °° If λ» = n, n ^> 0, then (H, X n ; μ n ) reduces to the ordinary Hausdorff transformations.
[4] is a special case of [5] with λ 0 -0. [2] is the special case of [5] with X n = n + a.
Each conservative method (H, X n ; μ n ) with distinct diagonal entries and λ 0 = 0 satisfies the conditions of Theorem 3. Thus, if T*-+ (H, λ Λ ; μ n ); T is an almost matrix with v = λe. If, in addition, (H,X n ;μ n ) satisfies condition (1) of [7] , then T^(H,X n ;μ n ) implies that B is a generalized Hausdorff matrix of the same type as (H, X n ; μ n ).
If λ 0 > 0, then (9) of Theorem 3 is not satisfied. However, lim Λ Σfc hnk = £Ό> and one can establish the following: Let (H, X n ; μ n ) be a multiplicative generalized Hausdorff matrix with λ 0 > 0 and μ n Φ μ Q for all n > 0. Then Com (H, X n ; μ n ) in Γ = Com (H, X n ; μ n ) in B(c).
The commutant question for the matrices of [6] remains open. Note that the condition λ Φ 0 is not used in the proof of (i) =• (ii). However, it is necessary for the converse. For, let H denote the Hausdorff matrix generated by μ n = n(n + I)" 1 , K the compact Hausdorff matrix generated by {1, 0, 0, •}. Then, since H = I -C; where C is the Cesaro matrix of order 1, A <-> H if and only if A *-> C. But K <-* C. Therefore, K^-> H and K is not multiplicative.
The condition Σί=i a n k -%(A) for each n cannot be removed. For example, let A be the matrix defined by a n = 1, (kn+i,2n-i -1> #2»,2^ = (n + 1)M? n = 1, 2, , α wA; = 0 otherwise. Let Γ be the operator with ^2^! = 1, v 2n = 0, and J5 a diagonal matrix with b 2n , 2n = 1, 6 2 *-i,2n-i = 0. Then TeB(c), A is regular, α ww ^ 1 = X(A) for any w, and A <-> T, but T is not an almost matrix. In Theorem 4 merely observe that the conditions A multiplicative and X(A) = 1 imply A is regular.
A natural question to ask is whether there exist matrices whose commutant in B(c) not only contains almost matrices different from those with v = λe, but also such that Com (A) in B(c) is included in the set of almost matrices. The answer is yes, as the following example illustrates.
Let v be a positive nonconstant convergent sequence with v n Φ 0 for any n, lim Λ v n Φ 0, vjv n^ ^ 1 for all n, and lim n v n+1 /v n = 1. Let A be the matrix defined by a n -1, α Λ , Λ _! = vjv n -19 n > 1, α %fc = 0 otherwise. We wish to show that A •-> Γ = v ® lim + B, where B <-+ A.
From Corollary 2 we need to verify (4) and (7). To verify (4) It remains to determine those matrices B which commute with A.
It is not difficult, using the techniques of [7] , to show that
We shall now show that Com (A) = {/(A):/ is analytic in D = {*: M ^ 1}}.
For convenience set α w = v n+1 /v n . Suppose B <-> A. Equating )^^ and (AB),,^ we get, for ft > 2, Thus we may write (11) δ % ,^_^ -α TO _ 1 α π _ 2 α % _,λ fc , l k n -2 , Note that for n -ft > 1, the only nonzero entries of A r occur on the rth diagonal. Thus for any n, there exists only one nonzero element in row n. With λ 0 any arbitrary scalar, and for any fixed n, ft with n -ft > 1, ΣΓ=o ^i(-4.0»,Λ-jfe has at most two nonzero terms. One is X k (A k Using (11), we may write λ^ = b M _ k la n _ γ a n _ 2 a n = u n+1 /u 19 we have a n _ k ; since = Σ 1 Ŝ ince 11 B \ \ < oo and {u n } is bounded away from zero, f(z) = ΣJ ^J ZJ is analytic in D.
Conversely, if B has the form f(A) for some / analytic in D, then clearly B commutes with A.
We conclude with a few remarks concerning conull matrices. A conservative matrix is conull if 1{A) = 0. From (4) 
