Abstract
Introduction
In 1986, FCM [1, 2] , fuzzy signed directed graphs with feedback, was proposed by Kosko on the basis of Cognitive Map (CM) of Axelord. FCM is a soft computing method, which combines the elements of fuzzy logic, neural networks and graph theory, stores knowledge in concept nodes and the relations between the nodes, and simulates the reasoning process of logic knowledge through the causal link between nodes. FCM models have gained considerable research interest and have been used in many different areas. At present, FCM has become the mainstream of CM, has gradually become a new knowledge representation and system modelling method and played a significant role in qualitative reasoning.
Mainly, there have been three categories of FCM classification methods applying in data mining. The first is to directly apply FCM in classification [3, 4] , where each attribute including target attribute is a concept node and the initial weight is given by experts, the learning algorithm uses Nonlinear Hebbian Learning (NHL); The second is to combine FCM and Support Vector Machine (SVM) implementing two-stage classification model [5] , in which the first stage is to use FCM to classify input data and the second stage is to use SVM to classify the output data of FCM for more accurate classification results. The third method is to combine FCM and Neural Network (NN) for mixed classification model [6] being similar to the second. The above are for specific data or applications and not applicable to text categorization.
Text categorization has been applied extensively in text retrieval, semantic disambiguation, information acquisition, information filtering, data organization and search engine on Internet. The methods [7] [8] [9] used for text categorization have gone from rule-based to statistics-based including naive bayes, k-nearest neighbour, support vector machines, neural network, decision trees, logistic regression, etc. According to the characteristics of text classification that are more attributes and more complex relationship, the paper constructs a two-level FCMs for text classification and proposes a FCM classification method combining mutual information and gradient descent, constructing a FIFO (First Input First Output) queue for two stable states (fixed-point attractor and limit cycle) [1, 2, 10] of FCM and finally the experiments demonstrate their efficiency.
The rests of the paper are organized as follows: Section 2 presents the two-level FCM model; Section 3 focuses on FCM mining algorithm for text categorization; Section 4 is experiments and evaluation of the above model and methods; Finally, Section 5 gives a short conclusion.
The topology of FCM model is a 3-tuple(C, E, W) where C= {C 1 , C 2 ,…, C n } is the set of n concepts forming the nodes of a graph; E={<C i , C j >| C i , C j ∈C} are oriented arcs that denote the cause and effect relationship that one concept has on the others; W={W ij |W ij is the weight value of the interconnection <C i , C j >}, W ij belongs in the interval [-1,1] . If the weight indicates positive causality W ij >0 between concepts C i and C j , then an increase in the value of concept C i will cause an increase in the value of concept C j and a decrease in the value of C i will leads to a decrease in the value of C j . When there is inverse causality between two concepts, W ij <0, then an increase in the value of concept C i causes a decrease in the value of the second concept and a decrease in the value of the first concept causes an increase in the value of the concept C j . When there is no relationship between the two concepts, then W ij =0. The strength of the weight W ij indicates the degree of influence between concept C i and C j .
FCM has a state space A. In time/step t the state vector can be easily expressed as
Where A ci (t) is the value of the concept C i at step t and A cj (t+1) is the value of the concept C j at step t+1, and take values in the interval [0, 1] . S is the set of the subscript set of adjacent nodes with C j . f is a transformation function, which includes recurring relationship on t≥0 between A(t+1) and A(t).
The state space of FCM is originally decided by the initial conditions, and then automatically transmits through the transformation function. The dynamic behaviour of system is simulated by the interaction of the concept nodes in FCM network, which is equivalent to a nonlinear dynamic system. In each step, new states of the concepts are derived according to (1) , and after a number of iterations, FCM may arrive in one of the following states: fixed The state value A i of attribute is fixed value not changing with the iterations, while with the iterations the weights in FCM are modified and adjusted. And the state value A j (t) of class node gradually changes according to (2) until arriving to stable state.
The transformation functions of f(x) involve bivalent function, trivalent function and logistic function. Equation (3) is commonly used that is a sigmoid function and take values in the interval [0,1]. λ>0 is a parameter that determines its steepness.
FCM mining algorithm for text categorization
To text categorization, FCM learning algorithm combined mutual information and gradient descent learning. Mutual information theory is used to learn the weights or correlation degrees between term nodes and class nodes. The weights among class nodes are got through gradient descent algorithm. The learning goal is to update the two weight matrixes of FCM in Figure 3 directly from text data resources. Then the class can be inferred according to (2) .
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Mutual information method
The normalized occurrence frequency of term t i in document d j is tf ij ; inverted document frequency is idf i , in which N is the number of total document, n i is the numbers of the document including term t i . The state value of term t i in document d j is (6):
Mutual information characterizes correlation degree of term t i to class C j shown in (7).
Here, P(t i /C j ) in formula (8) and P(t i ) represent the proportion of term t i in class C j and the frequency in corpus, respectively. |V| is the total number of terms in C j .
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Gradient descent learning FCM
The following GD-FCM (Gradient Descent learning FCM) is used to learn the optimal weights among class nodes in FCM from multi-document samples. At present, there are many FCM learning algorithms [11] [12] [13] [14] [15] [16] , which either get weights from the continuous data or from the discrete data. But the methods don't consider the stable state of limit cycle. Accordingly, we design a FIFO queue (Figure 4 ). To all texts, if there are two different locations, in which the differences of the states achieve the minimization shown in (9) and (10), the end condition is met. If not, the weights need to be adjusted according to (11) and (12), where  is a learning coefficient.
Based on the above, the text-oriented classification of FCM gradient descent algorithm is as follows.
GD-FCM:
Input: The initial states of term and class nodes. Output: The optimal weights among class nodes in FCM.
Step1: Set the learning coefficient , the parameter  and minimum threshold e being very small positive real number, the initial weight matrix W.
Step2: To each text data, repeatedly implement the following steps: i. Read each initialized value of class node and assign to A j (t) at t=0; ii. Empty the node state vector queue; iii. Repeatedly the following steps until (9) is met or arriving to maximum iterations(M) of queue: a) Calculate the state values of class nodes according to (2) and (3); b) Put the new state vector into queue; c) Compute the values accessed according to (10) . iv. Update the W ij (t+1) among class nodes according to (11) and (12) 
Experiments and evaluation
The typical performance evaluation criterions of text categorization are precision in (13) and recall in (14) .
Count (SP i ) is the number of texts which is correctly classified into C i ; Count(NP i ) is the number of texts which is wrongly classified into class C i ; Count (MP i ) is the number of texts which belong to class C i but are not assigned to the class.
The experiments have been performed on the selected 30、50、100、150、200、250、300 、 500 documents involving six categories of economic(Ec), political(P), computer(C), sports(S), education(Ed) and law(L) from the corpuses of Fudan University, CD-ROM version of People's Daily and web. Here tf ij is got using simple term frequency calculation. The results of categorization test are represented in Table 1 
Conclusions
This paper proposes a learning algorithm combining mutual information and gradient descent from multi-text instances on the basis of FCM numerical matrix and FIFO queue. And efficiency of the algorithm in text categorization has been demonstrated on the two-level FCM model,
