H.264 is an Advanced Video Coding standard that gives better coding efficiency than the previous standards. In H.264, video compression is carried out in many ways such as Interframe prediction and Intraframe prediction. Intraframe prediction is carried out by the process of motion estimation by calculating motion vectors. Intraframe prediction reduces spatial redundancy (ie) similarity between pixels and Interframe prediction reduces the temporal redundancy (ie) change in video content from one frame to the next frame. In this paper we compare these two compression schemes of H.264 in terms of compression ratio, PSNR and memory bandwidth. Finally we conclude that intra prediction method provides better video quality with average compression ratio 1.034 and the percentage of memory saving is 96.26% but the average PSNR value is less compared to motion estimation.
INTRODUCTION
A video coder encodes video sequence into a compressed form. H.264/AVC is newest video coding standard of the ITU-T Video Coding Experts Group and the ISO/IEC Moving Pictures Experts Group. The main goal of this standard is to give enhanced compression performance. The H.264/AVC standard was first introduced in 2003. The standard defines the video bitstream and decoding method, allowing design flexibility for encoding process. Compared to the other standard, H.264/AVC contains a number of new features, which not only offers lower bit rate and more efficient compression, but also provide more flexibility for application to a wide area of network environments [1] .
The Fig.1 shows the simplified block diagram of the H.264 encoder. The frames of video sequence are divided into number of macroblocks (MB). For every macroblock, a prediction is created using previously coded data. The encoder may select between intra-and inter-prediction for block-shaped regions of each picture.
There exist two types of redundancy: spatial and temporal. The proposed algorithms are used to reduce these redundancies.
H.264/AVC intra-frame encoding compresses video sequence on the basis of exploiting spatial redundancy. It encodes every macroblock using previously encoded and then decoded neighboring macroblocks in the same frame and encodes every frame individually. An intra (I) macroblock is coded without referring to any data outside the current slice. I macroblocks may occur in any slice type. Every macroblock in an I slice is an I macroblock. I macroblocks are coded using intra prediction, i.e. prediction from previously-coded data in the same slice. For a typical block of samples, there is a relatively high correlation between samples in the block and samples that are immediately adjacent to the block. Intra prediction therefore uses samples from adjacent, previously coded blocks to predict the values in the current block [2] .
Fig.1. H.264 encoder
Interprediction is carried out by Motion Estimation (ME) process. It identifies temporal redundancy between neighbouring frames. We call the frame currently being processed the currentframe and the neighbouring one the reference frame. We try to find from the reference frame a reference macro block that is very similar to the currentmacro block of the current frame. This process is called motion estimation.
A motionestimator compares the current macro block with candidate macro blocks within a search window in the reference frame. After finding the best-matched candidate macro block, only the displacement and the error need to be encoded and stored/transmitted. The displacement from the location of the current macro block to that of the best candidate block is called motion vector (MV). A MV obtained from motion estimation is adequate for retrieving a block from the reference frame. This paper proposes the comparative analysis of full search algorithm and intra prediction of H.264. The rest of this paper is organized as follows. Section 2 introduces intra prediction algorithm. Section 3 introduces motion estimation algorithm. Section 4 presents results and discussion of the proposed algorithms for standard video sequence. Finally we drawn some conclusions in section 5.
INTRA PREDICTION
In this algorithm prediction of the current macroblock is based on previously coded data from the current frame. Initially one macroblock is processed without prediction. The remaining macroblocks are encoded based on the previously encoded macroblock. Fig.2 shows the block diagram of the proposed algorithm. The process is as follows:
Step 1: The first macroblock of one frame is given to the transform unit.
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Step 2: The transformed coefficients are then given to the quantization unit.
Step 3: Finally the quantized coefficients are encoded.
Step 4: The reconstruction process is carried out by inverse quantization, inverse transform. This decoded data is subtracted from the next macroblock and this residual value is given to the transform unit.
Step 5: Repeat the process from step2 until the entire frame is encoded.
DISCRETE COSINE TRANSFORM(DCT)
A block of residual samples is transformed using a 4 × 4 or 8 × 8 integer transform, an approximate form of the Discrete Cosine Transform (DCT). The transform outputs a set of coefficients, each of which is a weighting value for a standard basis pattern. When combined, the weighted basis patterns recreate the block of residual samples [3] .
The equation used to find the DCT is 
QUANTIZATION
The output of the transform, a block of transform coefficients, is quantized, i.e. each coefficient is divided by an integer value. Quantization reduces the precision of the transform coefficients according to a quantization parameter (QP).
Setting QP to a high value resulting in high compression at the expense of poor decoded image quality. Setting QP to a low value resulting in better image quality at the decoder but also in lower compression. A larger quantization step size tends to produce a larger difference between original and reconstructed blocks [7] . The H.264/AVC standard proposes a scalar quantizer. The basic quantization operation is defined in
where, Y ij is the output of the transform unit. Q step is a quantization step derived according to the quantization parameter (QP). There are 52 Q step values as shown in Table. 1. Q step is implemented using a multiplication factor and a shiftright operation to avoid division operation. A quantized value is obtained through a multiplication with quantization coefficient (Quant_coef), an addition of constant (Qp_const), and shift as shown in Fig.3 . 
ENCODING
The video coding process produces a number of values that must be encoded to form the compressed bitstream. The quantized coefficients are given to the encoder block. In this step binary value is assigned for each quantized coefficients individually.
INVERSE QUANTIZATION AND INVERSE TRANSFORM
In the process of inverse quantization, the quantized transform coefficients are re-scaled. Each coefficient is multiplied by an integer value to restore its original scale. To recover the data, a multiplication followed by rounding and shift is performed [5] . An inverse transform combines the standard basis patterns, weighted by the re-scaled coefficients, to recreate each block of residual data.
FULL SEARCH ALGORITHM FOR MOTION ESTIMATION
There are many kinds of algorithm for block based motion estimation. The most accurate stratergy is the Full search (FS) algorithm. By exhaustively comparing all reference blocks in the search window, FS gives the most accurate motion vector which causes minimum sum of absolute differences (SAD). The advantage of full search is that we can find the absolute optimal solution.
Previous work [8] , [9] has proposed several efficient schemes for the fixed block size motion estimation (ME). However, those methods could not perfectly conform to the Variable Block Size Motion Estimation (VBSME) feature proposed in H.264/AVC. The VBSME involves 41 combinations of the MVs for blocks {16 [12] are no longer fully applicable to H.264/AVC encoders since the VBSME increases both the coding time and the computational burden of hardware design.
Based on this, we will propose our new motion estimation algorithm using Early Termination stratergy. To test its validation and its efficiency, we used standard test video sequence.
MOTION SEARCH WITH EARLY TERMINATION
In this method [13] , the large block SADs are generated by means of adding another 4 × 4 block SAD which has a minimum value and become the candidate position. Based on this observation, we proposed an improved ME algorithm. In this algorithm, the SAD of 4 × 4 blocks is first calculated and each candidate position is recorded when its SAD is smaller than the minimum matching error (MME), i.e., stored into a buffer. The first candidate position of the SAD is always assigned to be the first MME. The same procedure is performed for the other 4 × 4 blocks. The motion search for the 4 × 4 block is stopped when the buffer capacity reaches the value initially assigned. The buffer large block capacity is also set when performing the large block size which is obtained by the combination of the sixteen 4 × 4 blocks. Therefore, it only needs to search the candidate positions that are stored in the buffer for the large block ME. 
where, C(i,j) = (i,j) th location of current frame
th location of reference frame
VBSME PROCESSOR
The standard function of VBSME [13] includes SAD and MV cost calculation whereas previous works concerned only the SAD calculations without considering the impact of the MV cost function. This kind of simplification may cause some distortion when deciding the best block size. Thus, in this work we have demonstrated the effectiveness of the full search algorithm and integrated it into hardware architecture design for VBSME. Consequently, this architecture is more complete in comparison with previous works [14] , [15] . The VBSME consists the following basic elements: current MB data (CMD), search region data (SRD) RAM, address generator (Add Gen), motion vector generator (MV Gen), predicted motion vector generator (PMV Gen), processing element array (PEA) for computing 4 × 4 SAD, comparing element (CE), and a merging tree to sum up the 4 × 4 block for larger block types. Fig.4 shows the functional diagram of the proposed VBSME inter processor. The proposed architecture can compute the optimal MV more efficiently than the conventional methods.
DATA FLOW OF THE PEA
The basic architecture of a PEA [13] is used to compute the SAD of a 4 × 4 block. A PEA is formed by 16 processing elements (PE) and requires a total of 16 PEAs. Two hundred and fifty-six PEs are needed to perform the entire computation. Fig.5 shows the architecture of a PEA, in which SAD (i, j) represents the SAD value in the (i, j) position of the 4 × 4 block. Each PEA is assigned for a specific block motion search. In the PEA, the CMD is shifted in the horizontal direction (1, 0) and the SRD in the diagonal direction (−1, 1) . The ADD module is used to sum up the difference between the CMD and the SRD. SAD are commonly employed in hardware implementation to determine the match between two blocks due to their simplicity. 
MERGE MODULE
After the outputs of the PEAs are arranged, the 16 SADs of various 4 × 4 blocks will be ready at the input port of the merge module. The merge scheme finds the large block SAD by adding the SAD of 4 × 4 blocks. In order to avoid the long critical path, a carry look-ahead adder is used to replace the 15-bit adder when generating the SAD of a large block.
RESULTS AND DISCUSSION
In order to evaluate the performance of video compression coding, it is necessary to calculate the peak signal to noise ratio and compression ratio [4] . Most video compression systems are designed to minimize the mean square error (MSE) between two video sequences Ψ 1 and Ψ 2 , which is defined as, 
where, (2 n -1) 2 is the square of the highest-possible signal value in the image, n is the number of bits per image sample.
The two proposed algorithms are simulated for Akiyo video sequence and the PSNR value and compression ratio for first five frames are compared in Table. 2. The algorithms are also compared in terms of bandwidth as shown in Table. 3.
CONCLUSION
This paper presented the comparative analysis of Full Search algorithm (FS) and Intra prediction method for video compression. Video quality was measured and compared by using both the methods in terms of PSNR, compression ratio and an effective bandwidth. Finally the simulation results shows that intra prediction produces better result than motion estimation with compression ratio of 1.034 and the percentage of memory saving is 96.26% but the PSNR value is less compared to motion estimation.
