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I. INTRODUCTION 
A fundamental problem in the study of diffusion processes is the description 
of the state variables (e.g., mass concentrations, neutron densities, 
temperatures) as a function of space and time. Such problems arise in the 
study of chemical kinetics [I] and nuclear reactor dynamics [2]. The equations 
describing these multicomponent diffusion systems are a coupled set of 
nonlinear parabolic partial differential equations. 
Of interest are stability criteria for initial perturbations as well as estimates 
of the solution surfaces. A useful tool for obtaining these results is the 
employment of Comparison Theorems for parabolic equations (3), (4). The 
basic work is the strong comparison theorem of Westphal [q and Prodi [6]. 
Extensions are summarized by Szarski [7] and Protter and Weinberger [8]. 
In this paper we exploit ideas of Mlak [9] and Szarski [lo] to prove strong 
and weak comparison theorems for a particular class of diffusion system 
previously not considered. 
II. NOTATION, DEFINITIONS, AND REVIEW 
Let G be a bounded open domain in ilf-dimensional x space and let F 
be its boundary. Let x denote a point of G + c (x1 , xa ,..., xIM) are its 
coordinates. Let B be the (n/l + I)-dimensional domain in x - t space with 
x E G + r and 0 f t < T. Denote by E the interior points of this hypercy- 
linder and by B, the set of points (x, T), where x E G. Let B be the remainder 
of the boundary of B. Hence, B = E + B, + B; E is the product space 
E = G x (0 < t < T). 





For a large class of problems the equations of motion take the form 
where the g8 are uniformly elliptic operators of the form 
Lg(x) = 5 a&(x) & + c b,W & + 44 x E G, (2) 
i9 I I i ‘3 
the N dependent variables us(x, t) are the system-state variables, and SS can 
have the general form 
3t(x, 4 % ,.*a, UN) 
-ilj)fj dx’ c&[x, t; x’, t’, q(x, t) ,..., z+(x, t); ul(x’, t’) ,..., z+(x’, t’)]. x 
(3) 
The boundary and initial data are given by 
%(X, q = 0, x E r, s=l N ,**-, (4) 
and 
%(X9 0) = fs(x) s = I,..., N (5) 
for all x E G + r. 
The system expressed by equation (1) can be written in the short-hand 
notation 
au 
2 = FJX, 2, q at s = 1, 2 ,..., N, (6) 
where U denotes the set {ur ,..., uN} and is not necessarily a vector. 
For N = 1, the basic comparison theorem can be summarized as follows: 




in E + B, , it follows that U(X, t) > o(x, t) in iI?, i.e., everywhere. 
Examination of the proof of this theorem reveals that if F(x, t, U) has a 
nonlinear term which is a functional then F(x, t, U) must be positive 
sefinite [II]. The extension to systems of equations is given by Mlak [9], 
wherein it is required that 
F.&G t, ul < Fsb, t, gl (8) 
for ii8 = u’, , I& < Ci for i f S. Hence, the nonlinear terms involving the 
cross-product terms in us(x, t) must be increasing in a monotone fashion. 
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In many applications the state variables are deviations from steady state 
and hence can vary in sign. In addition, many solutions exhibit one damped 
oscillation because of time delays in the diffusion process, thereby violating 
the above assumptions. In this paper, we use an idea of Szarski’s [IO] for 
establishing uniqueness and bounds for a particular problem to overcome this 
deficiency. 
III. COMPARISON THEOREMS 
Let Gs[x, t, V] represent a comparison system defined by 
G,[x, t, 1/‘J = =%(x) v,(x, 0 + gs(x, t, ~1 ,..., 4 (9) 
with a nonlinearity of the same form as equation (3). The following theorem 
then holds: 
THEOREM. Let uS(x, t) and wS(x, t) for s = 1,2,..., N be continuousfunctions 
in B with all partial derivatives continuous in E + B, . Moreover in E + B, let 
~ - Gs[x, t, VI > %(x9 t) Ft ~ - F,[x, t, U] at s= I,2 ,..., N WV 
?vs(x, t)
with %?Jx, t, w1 , w2 ,..., z+,,) and SS(x, t, w1 , wZ ,..., wN) satisfyilzg 
gs(x, t, Ei, ,..., ETA,) 3 qx, t, w, )..., UN) (11) 
for Es(x, t) = w~(x, t) and FJ~(x, t) > tiZ(x, t), i # s. Then, ifo,(x, t) > u,(x, t) 
on B, it can be concluded that vS(x, t) > u,(x, t) in B, i.e., everywhere, for 
s = 1, 2 ,*.. , iV. 
Remarks. In Szarski’s work, there is equality only in equation (lo), so 
that u,(x, t) and 0,(x, t) are solutions to two particular equations. From this, 
bounds are established for the solutions when the behavior of one system 
is known. The condition given by equation (11) does not restrict 
%(x, t, u1 >***, uN) to be a positive monotone function. It can vary in sign as 
well as slope. Furthermore, if ss(x, t, u1 ,..., Us) has integral terms and is 
negative definite, one can choose g8(x, t, a, ,..., ~9~) to be zero and use the 
linear problem as the upper bound. This could not be accompbshed within 
the context of the original comparison theorems. In the above theorem we 
also concentrate only on systems with linear elliptic part, since physically 
these are most frequently encountered. The proof of this theorem is essentially 
the same as those given by Mlak, Szarski, and Prodi. 
Proof. The theorem is proved by contradiction. Let 
g&G t) = f&(x, t) - u,(x, t) for s = 1, 2 ,..., N. 
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Suppose the set of points of B where g8(x, t) < 0 for some values of s is not 
null. Then by the continuity requirements on us(x, t) and v,(x, t) and hence 
on gs(x, t) and the assumptions on the boundary and initial data, i.e., on B, 
it follows that there exists a point P = (2, t) such that gs(p) = 0 for at least 
one value of s and gi(p) > 0 for i f s and gJx, t) > 0 for all s, t < i and 
x E G. From the assumptions of the theorem, P must be an interior point of B. 
Also, from the definition of the point p, it follows that g,(x, i) > 0 for x E G. 
Thus at least one of the gs(x, t), considered as a function of the M variables 
(Xl I..., xN) attains an interior minimum at P. Hence at P: 
(a) the first partial derivatives of g, with respect to the x, are zero, 
(b) the quadratic form 
In terms of us(x, t) and z)~(x, t), we have at P: 
(1) %@v = %P>. 
(2) %P) 2 %(P)v ifs. 
(4) 2 = 2, j = 1, 2,..., M. 
3 
(5) 9svs - -!gu, 3 0. 
Since 0,(x, t) > u.(x, t) for i > t > 0, w,(x, i) > uQ(x, i) for all x E G and 
since equation (11) holds, we have 
Ss(x, t, 01 ,*-*, Q.f) - qx, 4 u1 ,a--, UN) z 0. (12) 
This along with (l)-(5) above yields at the point P 
Upon rearranging and making use of equation (9), we have 
(14) 
for s at the point p. Since equation (10) must hold for all s = 1, 2,..., N and 
at all points P = x, t, equation (16) yields a contradiction. Hence, the set of 
points (x, t) where g,(x, t) < 0 for some s is null; u,(x, t) can never cross 
w,(x, t) for all s. This completes the proof of the theorem. 
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Remark. The above theorem can be expressed in weak form as well. 
COROLLARY I. Let the conditions of the above theorem hold with 
___ - G,[x, t, P’] > tt 
@4g - F,[x, t, C’] s = 1. 2 ,..., N (15) &(x, t) 
in E + B, . In addition, let 
27& t, E, ,..., FEN) - FYs(x, t, fq ,..., ii&J) d hf,(E$ - 63) 
s = 1, 2,..., N (16) 
f or 5% -= tq ) i # s, and$xed values of x and t with M, a positive constant. 
Then, if vS(x, t) > u,(x, t) on B, it follows that v, 3 u,(x, t) in B, for 
s = 1, 2 ,..., N. 
Proof. Define e8 = z’, + A, exp(m,t), where M, and As are positive 
constants and i@, ,l AZ, , so that zi > v > 0. Then, employing equation (16) 
yields 
[ 
av 2 at - Lqx) flus - 9,(x, t, v; )..., UN) 1 
- 
[ 
2 - -K(x) vs - Ss(x, 4 Vl ,-, %d] 
= A,Z, exp(ITii,t) - [3Jx, t, CI ,..., Vx) - 3JX, t, V1 ,..., V%-)] 
> XsLV, exp(M,t) - M,(@, - v,) 
> b(M, - MS) 
> 0, s = 1, 2 ,..., N. (17) 
Hence, 
wx, 4 av,(x, t) adx, 0 -- at - G,[x, 1, VI > at - G,[x, t, VI 2 at - F,[x, t, U]. 
(18) 
Since C~ > V~ > u, on B, the main comparison theorem can be used to yield 
@s(x, t) > %(X, t) s = 1, 2,..., N (‘9) 
in B. Since 6,-k v, as A, -+ 0, zfs < 0, in B as well. 
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Remarks. The additional restriction given by equation (16) allows 
equality on the boundary and initial condition as well as in equation (15). 
Similar conditions have been employed by Kaplan [12] and RicNabb [13] 
for extensions of the original Westphal comparison theorem. 
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