The technique of constructing Lunberger stochastic observer for the operation of circular external grinding is considered in the article, which makes it possible to obtain optimal estimates of the output parameters of the technological system. To build Lunberger stochastic observer, a program has been developed that allows solving the Riccati equation of the object and the filter. The calculation of the Kalman-Buсy filter coefficients for the steady-state mode of the process of grinding the camshaft journal is performed. This allows us to evaluate the state of the system in real time, and even in the case of measuring only one coordinate, the filter gives estimates of all coordinates, and the maximum estimation errors do not exceed 10%.
Introduction
The solution of problems of optimal control of grinding operations implies the possibility of accurate measurement of all state variables of an object and the presence of complete information about the parameters of the technological system [1] [2] .
Main text
Analysis of the grinding operation shows that the phase coordinates which are necessary for controlling the object are measured with significant random errors or not measured at all [4] [5] [6] [7] . In this case, the movement of the control object is subject to accidental influences. Therefore, when solving management tasks, the use of deterministic methods is unacceptable [3] . In such a situation, it is necessary to have the results of evaluating the state of the technological system, which have a statistical relationship with the observational data. The dynamics of the grinding operation is described by a differential equation of the form: 
where y S  -is the feed amount; Σ Q  -intensity of material removal; T y  -intensity of temperature deformations in the technological system; a, b and c are coefficients that take into account the compliance of the technological system.
To solve the problem of synthesizing a linear estimation (filtration) algorithm that forms an unbiased estimate of the state vector of a system with minimal variance, we represent the differential equation (1) in vector-matrix form [8] [9] [10] [11] .
Taking into account that expression (1) is a second-order differential equation, we use the standard procedure to reduce its order.
We denote by , , x , [ ]
where 
-matrices corresponding to them.
Graphical interpretation of the system (2) is shown in Fig. 1 . We assume that the random effects w and the interference v are random Gaussian processes of the white noise type with zero mathematical
then their correlation matrices are described by the expressions:
where δ(t) -is the Dirac delta function; Q(t) -is a symmetric, nonnegative definite white noise intensity matrix of the system w(t); R(t) -is a symmetric, positively determined white noise intensity matrix of measurements v(t). 
and also that the initial state of the system (2), random effects and measurement errors for all t t ≥ 0 are mutually uncorrelated:
we find a linear unbiased estimate of the vector , ) ( 
with estimation error
In order for the process at the output of the filter to be unbiased, the equality should be
Calculating the mathematical expectation of both sides of equation (4), we obtain:
, on the basis of (5), the differential equation for the average value of the state vector of the system will be written:
After calculating the mathematical expectation from both parts of equation (2), we obtain the equation for the average value of the state vector of the technological system ) (
Comparing (6) and (7), we write the first condition for unbiasedness of the state vector estimator with the help of the filter under consideration:
The second condition is that equations (5) and (6) are solved under the same initial condition:
If the unbiasedness conditions (8) and (9) are satisfied, then the filter equation (3) Graphical interpretation of the observed system and filter is shown in Fig. 2 . In expression (10), the matrix of filter intensity coefficients remains unknown K(t), providing an optimal estimate, in which the components of the estimation error have a minimum variance.
The coefficient matrix of such a filter is given by [ 
and , ) ( 0 0 x t z = then according to (10) . ) ( 0 0 P t P =
Fig. 2. Structural diagram of a stochastic Lunberger observer with a Kalman-Bussy filter
The correlation error matrix is a solution of the matrix differential Riccati equation [1] :
which should be solved under the initial conditions (11) . When grinding products for each particular matrix mode А, В, С and Н are constant, and matrixes
describing the statistical characteristics of the change in temperature and surface roughness, are scalar quantities, therefore the technological system, determined by equations (2), is stationary (Fig. 3 ).
For such a system, the Kalman-Bussy filter equation takes the form:
[ ] Then the matrix of filter intensity coefficients is constant and is given by:
where P -a positive definite matrix that is a solution of the algebraic matrix Riccati equation: Hence the matrix P can be obtained as a steady-state solution of the differential equation:
The constancy of the matrix K makes it very simple to implement a family of linear program filters using a computer.
To build the Kalman-Bussy filter, a program has been developed that allows solving the Riccati equation of the object and the filter.
As an illustration of the program operation, the Kalman-Bussy filter coefficients were calculated for the stationary mode of the grinding process of the camshaft main journals with the following initial data: Gк=0,244⋅10 -12 , where the statistical data on the intensity of thermal deformations Q and the value of the layer in which the roughness R is distributed are taken from the works [5, 12] . As a result of the program, numerical data characterizing the quality of the filter is shown on Fig. 4. 
Conclusion
Analysis of the calculation results shows that the steady state of the filter comes in 0.4 s (corresponds to one revolution of the part) with readiness for practical use. This allows us to evaluate the state of the system in real time, and even in the case of measuring only one coordinate Σ Q , the filter gives estimates of all coordinates, and the maximum estimation errors do not exceed 10 %. 
