Abstract-The most widely deployed wireless networking standard, 802.11, grants access of the wireless channel to contending stations (STAs) through the Carrier Sense Multiple Access/ Collision avoidance (CSMA/CA) mechanism. This approach in general is not scalable, is biased against the network's Access Point (AP), and does not satisfy the Quality-of-Service (QoS) requirements of different flow types. These problems persist even in the most recently ratified standard, 802.11e.
I. INTRODUCTION
Wireless Local-Area Networks WLANs have quickly become the fastest growing type of consumer networking device. This is mainly due to the mobility and convenience that they offer to users, their relatively low cost and simple maintenance, and their shared gross data rates of 10 to 50 Mbit/s compared to the limited 10-100 kbit/s offered by cellular wide-area networks such as GSM, GPRS, and UMTS. The commercial success of WLAN technology will increase as portable devices become more prevalent and as wireless technology is refined to ensure appropriate performance for real-time applications such as Voice over IP (VoIP), video streaming, and distributed gaming.
Different applications may have different QoS requirements. For example, web browsing and file transfer applications target reliable, high throughput communication; realtime applications like VoIP and video conferencing target bounded delay and jitter communication; and different distributed gaming applications target different combinations of low latency, low jitter, high reliability, and high throughput communication. Satisfying the QoS requirements of different flow types in wireless medium is challenging. The IEEE This work was partially supported by NSF grant CAREER ANIR-0347226.
802.11 standard mainly grants channel access to wireless stations (STAs) through the Carrier Sense Multiple Access/ Collision avoidance (CSMA/CA) mechanism. CSMA/CD is contention-based and results in high competition over the shared wireless medium when the number of competing flows is large, leading to packet collisions, transmission back-offs, and under-utilized wireless channels. The problem persists even with the introduction of high bandwidth wireless technology, and with the introduction of the new 802.11e standard upgrade, designed to support QoS. The 802.11e standard assigns static priority to different flow types to enable real-time flows to better compete for channel access and/or explicitly poll STAs to allow them transmission windows at pre-defined time intervals. The former mechanism is problematic in highly loaded scenarios and the latter is problematic when STAs have different flow types with different QoS requirements. For example, a polled STA with best-effort traffic will be able to transmit before another STA, which has higher priority traffic.
In this paper, we propose ARC, a new scheduler to accommodate the QoS requirements of different flow types. ARC runs on-top of any contention-based channel access mechanism such as CSMA/CA and is thus backwardcompatible to the 802.11 standard. The key idea behind ARC is that access to the wireless channel is orchestrated by the AP only when the channel is congested, and falls back to the underlying contention mechanism when the channel is not congested. Each STA prepares some measure of the urgency in transmitting its packets based on its perceived QoS, such as the queuing delay experienced by VoIP packets. These measures are communicated to the AP in data and ACK packets. The AP relies on these measures to make channel assignment decisions and informs all STAs about the assignment in data and ACK packets - Figure  1 . Starvation of STAs is avoided by polling STAs only when needed. The choice of the AP as the central arbiter is justified since the AP transmits more packets on the wireless channel than any other STA. This should be clear since (1) for each packet transmitted by a STA, the MAC layer of the AP is required to respond with an ACK; (2) most real-time flows, especially VoIP flows, are bi-directional; and (3) wireless STAs are not expected to work as servers and will mainly download content from the Internet through the AP. Furthermore, in the 802.11 standard's Infrastructure mode, all packets transmitted by the AP, are overheard by all STAs associated with the AP. Thus, channel assignment decisions can be efficiently communicated in AP packets without the need for unnecessary control packets. Also having the AP as the arbiter avoids the 802.11 bias against the AP. Compared to the 802.11e standard, ARC improves the channel utilization, and reduces packet drops especially as the number of STAs increases and contention over shared channel is prevalent. It also allows for new services such as high priority 911 calls in WLANs. ARC is currently implemented in the ns-2 network simulator [1] .
The rest of this paper is organized as follows. In Section II we survey related work on QoS in WLANs. In Section III we provide the design and details of the ARC scheduler. In Section IV we provide the simulation results and highlight the design tradeoffs of ARC. We finally conclude in Section V.
II. RELATED WORK
The IEEE 802.11 MAC protocol [2] [7] . Also, HCF prioritizes STAs without distinguishing the flows from a STA. As a result, all flows from a STA are taken to be of same priority by the HC. This is not true in reality. Assigning per-station priority can favor the STA with less QoS demanding traffic over the STA with higher QoS demanding flows.
There has also been research efforts targeted at offering QoS in WLANs [8] , [9] , [10] , [7] , [12] , [13] , [12] , [14] , [15] . The proposed ARC scheduler can be distinguished from these efforts in that it takes into the consideration the imbalance in the traffic load between the AP and the STAs, the dynamic switching between contention and contention-free periods depending on network congestion, the distinction between different flow types at STAs, the minimal protocol overhead, and the implementation on top of existing contention-based mechanisms.
III. ARC SCHEDULER

A. Overview
Consider a WLAN in infrastructure mode, in which STAs are 802.11e compliant - Figure 1 . As motivated in Section I ARC is implemented on top of a contention-based channel access mechanism. In this case, it is 802.11e's EDCF. Also, recall that ARC relies on the AP as an arbiter to coordinate channel access at times of congestion. Efficient arbitration between the flows requires up-to-date information about these flows. This information is communicated to the AP in the data and ACK packets sent from the the STAs to the AP. Arbitration also requires channel assignment decisions, which are embedded in data and ACK packets sent from the AP to the STAs, and overheard by all STAs. Furthermore, in order to avoid long delays for STAs that are not able to get access to the channel and thus cannot report their congestion information to the AP, the AP relies on additional POLL packets to contact the deprived STAs. In this setup, as shown in Figure 1 , congestion information is delivered in the upstream direction, from STAs to AP, and the channel assignment instructions and POLL packets are delivered in the downstream direction, from AP to STAs. Congestion information and channel assignment decisions are included in fields in an ARC header, which encapsulates the MAC frames. These fields are intercepted by STAs and by the AP as MAC headers are intercepted by the STAs and the AP. Section III-B provides the details of the congestion information and Section III-C provides the details of the channel assignment instructions. Section III-D introduces some of the key parameters that are used to tune ARC and Section III-E provide the details of the ARC logic.
We assume that one queue is maintained at each STA for each set of flows having the same QoS requirements. In our experiments we consider only two queues at each STA (and also at the AP): One for VoIP traffic (as an example of realtime traffic), and one for ftp traffic (as an example of best effort traffic).
B. Congestion Information
All data and ACK packets from a STA carry specific values to provide feedback to the AP about its real-time and best effort flows. These fields are: (1) Queueing delay of Next VoIP packet, and (2) FTP queue size. The AP maintains the congestion information from all STAs in a table, which we term the congestion table. Each STA is assigned a record in this table indexed by the Station ID (assigned to nodes when they are admitted to the network). The record corresponding to a STA includes the values of the two fields that were last reported by the STA, together with a timestamp indicating the time that these fields were last reported by the STA at the AP. Thus the number of records in the table is equal to the number of STAs competing for channel access, including the AP itself. The "Queueing delay of Next VoIP packet" field provides the queueing delay of the VoIP packet that is behind the transmitted packet in the VoIP queue at the STA. Using this field and the timestamp at the AP, the AP can estimate the queuing delay of the next VoIP packet to be dispatched from the STA at any point in time.
C. Channel Assignment
A channel assignment is basically a station ID that is inserted in an ARC field of a DATA packet or an ACK sent from the AP to a STA. The station ID value identifies the station that can claim the channel in the next time period, within shortest inter frame spacing (SIFS) time and without contention from other STAs. The underlying contentionbased mechanism, EDCF in the 802.11 standard [2] , requires STAs to wait for DCF interframe spacing (DIFS) amount of time after a channel is free before resuming contention. A STA that is assigned the channel by the ARC scheduler does not need to wait for DIFS amount of time to contend and can directly transmit packets only after SIFS amount of time.
Figure 2 displays a sample timing diagram showing the interaction between nodes as they transmit data packets and receive ACKs from the AP. In Figure 2 (left) we plot the interactions between STAs A, B, C, and D when using 802.11e's EDCF. In this figure, STA C transmits a packet, and intercepts an ACK from the AP after SIFS amount of time, then all STAs are delayed for a DIFS period of time before resuming their contention. STA A is then able to acquire the channel (its backoff timer expires first) and transmits a packet, receives an ACK from the AP after SIFS amount of time, and all STAs are delayed for a DIFS amount of time, etc. In Figure 2 (right) we plot the interactions between the STAs when using ARC on top of EDCF. In this case, STA C transmits a packet and receives the ACK after SIFS amount of time. In the ACK, the ARC scheduler at the AP advertises that STA D should acquire the channel next. All STAs, including STA D, are able to overhear the ACK and only STA D needs to take action by transmitting a packet after only SIFS amount of time. STAs A, B, and C follow their EDCF contention logic as usual, waiting for a DIFS amount of time before sensing the channel and updating their backoff timer values. Then , STA D receives an ACK from the AP after SIFS amount of time. In this ACK the AP does not assign the channel to any STA. Thus nodes continue with their EDCF logic. ARC scheduling leads to better average delay as STAs access the channel avoiding the extra latency due to DIFS and backoff times. ARC also allows the AP to acquire the channel for itself whenever it is needed by accessing the channel in SIFS time after the last successful channel transmission. This guarantees the timely 
D. ARC Parameters
ARC relies on three thresholds used to tune ARC performance
• Polling threshold (T p ): The polling threshold bounds the time spent without contacting any STA. Upon violation of this threshold for some STA, the AP explicitly sends a POLL control message to this STA, which in turn inserts its congestion information in the corresponding ACK. The timestamp field in a STA's record in the congestion table identifies the last-heardof time from this STA in order to trigger polling, when needed.
• Queuing Threshold (T d ): The queuing threshold bounds the queuing delay of VoIP flows, or delay-sensitive flows in general. Upon violation of this threshold, the AP assigns the channel to the STA handling this flow.
• FTP Threshold (T n ): The FTP threshold bounds the number of queued packets for any FTP flow. Upon violation of this threshold, the AP assigns the channel to the appropriate STA handling this flow. The congestion table information and the three thresholds are used by the ARC logic, triggered at the AP once it is about to send a data or an ACK packet, and a decision is made as to whether to assign the channel to one of the STAs (or to the AP itself), to POLL a deprived STA, or to simply let the STAs resume their channel contention. Figure 3 (left) shows the logic behind the ARC scheduler at the AP. As shown in Figure 3 (left) , the AP will assign the channel to a STA that violated the polling threshold, T p , to a STA that has a VoIP packet that violated the queuing threshold, T d , to a STA with an FTP, which violated the FTP threshold, T n . Otherwise, no STA is explicitly assigned the channel and access to the channel falls back to 802.11e's EDCF. Note that the AP itself can win the channel access in case it is the most congested node.
E. ARC Logic
Figure 3 (right) shows the logic behind the ARC scheduler at a STA. The STA will determine whether it has been granted the channel once it overhears an AP packet with its own station ID in the channel assignment field of the ARC header. Once it is granted the channel, the STA computes the congestion information outlined in Section III-B and transmits a packet with updated congestion information values.
IV. EXPERIMENTAL RESULTS
A. setup
We have simulated the ARC scheduler in the network simulator (ns-2) [1] . The simulator is written in C++ and various well known C++ protocol modules are provided that work in the back-end of TCL's front-end interface. To implement ARC, we patched the ns-2 kernel with the TKU Berlin implementation of IEEE 802.11e module [?] . We use constant bit rate UDP flows with 64kbps data rate to represent the VoIP flows relying on ns-2 provided libraries with default values. FTP tranmission rate is 1 MBPS (ns-2 default). VoIP flows are bi-directional between the AP and the STAs, while FTP flows' data packets are unidirectional. VoIP has minimum delay requirement and therefore is always guided to the AC queue 0 which is the highest priority queue out of the 4 queues of 802.11e MAC protocol. Typically 802.11b offers 11 MBPS of data bandwidth and 2MBPS of basic/ctrl packet bandwidth, and 802.11e goes all the way up to 54 MBPS. In our simulations, we have tested 
B. Test Cases
We use the six test cases outlined in Table I 
C. Performance Metrics
We report on the scheduler performance for VoIP flows in terms of the following performance metrics:
• Average Queuing Delay for the AP • Average Queueing Delay for STAs • The number of packets that were transmitted, the number of packets that were successfully ACKed in the MAC layer and the number packets that were dropped. 802.11e fair access mechanism wastes a lot of channel bandwidth because of random access and thereby collisions among the STAs. To highlight this problem, we report on the channel utilization and the useful channel utilization compared to EDCF. The channel utilization is defined as the fraction of time the channel has been busy, and the useful utilization is the fraction of time the channel has been busy transmitting data packets that were successfully transmitted. Also, we report on ARC performance for FTP flows by showing the number FTP packets that were transmitted and successfully ACKed by the MAC layer. This number provides a fair indication of how efficient ARC is in dealing with best effort traffic.
In order to understand the inner works of our scheduler, we provide statistics explaining ARC scheduling decision by showing a breakdown of the numbers of ARC decisions based on each ARC threshold and condition - Figure 3 (left). This allows us to explain the resulting performance and determine how the ARC thresholds should be tuned to improve performance. For brevity, we refer to the first condition of the ARC logic - Figure 3 (left) -as C p , the second condition as C d , and the third condition as C n .
D. Simulation Results
The results for the six test cases are summarized in tables II and IV-D1. In Table II we highlight the breakdown of the ARC scheduling decisions and in Table IV -D1, we compare ARC's performance to the performance of 802.11e's EDCF mechanism. A comparison with 802.11e's HCF was not possible due to the lack of an ns-2 HCF patch that conforms to the standard. In the ARC experiments, we conduct different tests for different selected values of the ARC thresholds and label each test for simplicity by its case number and test number as shown in Table II .
1) Case 1:
This case tests our scheme in a lightly loaded scenario where 10 VoIPs can be supported both ways by an 11 Mbps channel. ARC configuration and channel assignment results are shown in Table II . One key point to notice from this table is that if C p is satisfied more frequently due to a small T p , then the number of EDCA runs will increase. Once a STA is polled, but it does not have anything to send, then this will result in an unsuccessful channel assignment, which will prolong time to win the channel in a regular DCF way for others. For this reason, both 1.1, 1.2 have higher unsuccessful channel assignments than 1.3.
The performance from Table IV-D1 shows the moderate improvement in the VoIP drops for 1.3. when the number of times C p is satisfied decreases as T p increases. This will eventually allow the stations to be scheduled more on the basis of their reported information. Therefore in case 1.3, we get an increase in the number of channel assignments, which ramifies with the increase in useful utilization and a smaller number of drops. On the other hand, a smaller number of EDCF runs results in a smaller number of collision drops. In this case ARC transmits approximately the same amount of traffic as of EDCF and Context Free Bursting (CFB) but with greater useful utilization (goodput).
2) Case 2: With STAs sending both VoIP and FTP, a higher number of POLL packets, as C p is satisfied more frequently, proves effective. Hence we have seen a considerable improvement from 2.1 in 2.2 - Table II . Each STA has much more FTP packets individually compared to Case1, where the AP downstreams 10 FTP flows. Thus in Case 2 a smaller T p proves useful. The results in Table II attribute the improvement in 2.2 to more successful execution of C p . This helps reveal more congestion information from the STAs and increases the scheduling based on C d . As a side effect, increased polling causes AP's traffic to queue longer.
3) Case 3:
In a heavily loaded scenario, scheduling more based on C d is more effective. With small T p some STAs will be polled excessively without much success. Therefore increasing T p will lead to more scheduling based on C d and C n . As for T n , a small value will make the AP schedule more based on FTP traffic. But it also means that AP will leave the channel to EDCF more frequently (case 3.5). This means the STAs will wait less and hence their average delay for VoIP improves over (3.3) as found in Table IV-D1. In case 3.5, the AP transmits and drops more packets resulting in worse useful utilization of the channel. The VoIP transmission will increase as the AP will use the opportunity of C n -assignments to transmit its VoIP packets first. But as polling happens more frequently, delay for the AP packets starts to increase. Increasing T p also reduces the chances to infer STAs' congestion information, which increases the STAs delay.
4) Case 4:
As with the other cases if polling is increased by decreasing T p (4.3), the resulting effect will be more EDCF runs -Table II -and an improvement in the average queuing delay of VoIP packets for the STAs because more VoIP packets are scheduled -Table IV-D1. If we increase T p , more C d and C n successful executions improve the accuracy of the scheduler and thereby improves the useful channel utilization. This means STAs are scheduled more through ARC rather than through channel contention. This reduces collision drops and thus packet retransmissions as observed in the 4.2 and 4.3 cases.
5) Case 5:
In this high bandwidth case, we increase the number of STAs to 40 as there will be enough channel bandwidth to support the aggregate load. From ARC's point of view, this means AP will always be informed about the congestion information of some STA. For this reason, the congestion table will always have some STAs to be scheduled based on C d . That's why in cases 5.1 and 5.2, we have kept T p high enough to reduce unnecessary polling. Also, as there will be multiple candidates at the same time that can be scheduled under C d , we observe that C n is executed less frequently. From Table II , it is evident that the configuration is allowing more EDCF runs. As a result, we see greater number of collision drops in Table IV-D1 . Changing the thresholds as in 5.2 does not improve the goodput for VoIP and also increases the average queuing delay of the VoIP packets for the STAs because of the higher unsuccessful assignments resulting in higher EDCF runs. But AP's delay improves compared to 5.1 as C n execution allows better FTP throughput. 6) Case 6: With FTP being transmitted form STAs; less EDCF runs improve the goodput and useful channel utilization, which causes the average delay for the STAs to become higher. If polling is increased, any new STA will be unable to contend for the channel because C p helps to poll STAs that are already known to be transmitting. Consequently new STAs cannot inform the AP of their congestion status. But when more C d is commanding the channel assignment -Table II -, there will be a smaller possibility for the starving STAs to get a chance to communicate with the AP. Therefore, the polling logic/C p needs to be devised based on previous history of successful assignment for each particular STA.
V. CONCLUSIONS AND FUTURE WORK
ARC results are promising especially with proper tuning of the threshold, T p , T d , and T n . With proper tuning, ARC leads to better channel utilization, better performance for VoIP and FTP flows, and avoids the bias against the AP. Our future work spans the following directions: (1) Our polling (i.e.condition 1) is not discretionary with regards to the QoS requirements. In other words, if a STA is polled and it has no VoIP packet, then that particular STA will transmit FTP or other best effort traffic if possible. This will hamper real-time flows' performance mostly in the uplink scenarios where the STAs have both VoIP and FTP flows. (2) The order of the scheduling decisions (C p , C d and C n ) can be adaptively chosen depending on the information AP has stored and the runtime statistics on various metric we have shown in the result. (3) ARC has been tested on a link with no error and no hidden station problems. Further testing while including these problems is needed. (4) Testing the performance of ARC in a setup which has non-ARC compatible STAs is a promising endeavor.
