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ABSTRACT
This paper provides an overview of modern digital geometry
and topology through mathematical principles, algorithms,
and measurements. It also covers recent developments in the
applications of digital geometry and topology including im-
age processing, computer vision, and data science. Recent
research strongly showed that digital geometry has made
considerable contributions to modelings and algorithms in
image segmentation, algorithmic analysis, and BigData an-
alytics.
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1. INTRODUCTION TO DIGITAL GEOM-
ETRY
Digital geometry is the study of the geometric properties
of digital and discrete objects stored in computer or elec-
tronic formats. In general, digital geometry has two mean-
ings: (1) Objects that are formed using digital or integer
points, which is the more narrow definition; and (2) Objects
that are computerized formations of geometric data, which
has a much bigger scope. We can view digital geometry as a
subcategory of discrete geometry that has a close relation-
ship with computerized applications. Digital geometry is
highly related to computational geometry, which is more fo-
cused on algorithm design for discrete objects in Euclidean
space [26, 13].
However, digital geometry has its own set of problems and
challenges including those involving distance measure and
the formatting of digital objects, which are different than
methods used with discrete objects. Digital geometry also
has some advantages since the data can usually be sampled
directly in its digital form. For instance, contrary to discrete
geometry or computational geometry, digital geometry does
not require a conversion process from digital sampling to
discrete forms such as triangulation. Sampled data can be
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used directly.
Image processing and computer graphics are two main
reasons why digital geometry was developed. First, a dig-
ital image is stored in a digital array, and the image must
be processed using some geometric properties of this type
of data—digital arrays. In computer graphics, the internal
representation of the data is usually in the form of triangu-
lation or meshes. However, when the image is displayed on
the screen, it must be digitized since the screen is a digital
array.
Two popular examples can provide explanations as to why
digital geometry is necessary. First, most image process-
ing and computer vision problems require extracting cer-
tain objects from the image. This process is called image
segmentation, and it usually involves separating meaningful
objects from the background. Even though the boundary
of an object appears to be a continuous curve, it is actually
a sequence of digital points. Identification, measurement,
and extraction are all related to digital geometry. In Fig.
1(a), the top image is the original, and the bottom image
is the digitized version where its boundary is a set of pixels
represented as small square-blocks.
Second, in computer graphics, we usually need to draw a
line or set of lines in different colors on the screen. They are
drawn on 2D arrays, raster screens, instead of 2D Euclidean
planes. This is not usually a perfect line at the pixel level
since it is a digital line that requires a digital geometric
algorithm such as the Bresenham algorithm to generate such
a line (See Fig. 1(b)).
A problem occurs when we articulate the curves or bound-
ary curves digitally. If we agree that a line or curve can be
linked by pixels diagonally (with only one shared point at
the corner of the two pixels), then blank pixels a and b are
also connected in Fig. 1(a). This is to say that the boundary
curve of the region cannot separate a plane into two discon-
nected areas. Therefore, digital geometry faces a new prob-
lem that does not usually occur in continuous mathematics.
This property is called the Jordan Curve theorem [23, 26].
Digital geometry was first considered by A. Rosenfeld [39]
J. Mylopoulos, and T. Pavlidis in the early 1970s [36]. In
the 1980s, G. Herman and his associates studied digital sur-
faces [4]. D. Morgenthaler and Rosenfeld were the first to
define digital surfaces [35]. T. Kong and A. Roscoe con-
ducted a deep investigation of the properties of digital sur-
faces [27]. In the 1990s, the conference Vision Geometry
drew many researchers to this field. Many researchers wrote
monographs for this special area, see [44, 23, 32] to name
a few. In 2004, a comprehensive book on digital geometry
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Figure 1: Digital Curves and Lines.
was written by R. Klette and Rosenfeld [26]. There have
been many remarkable developments including: Algorithms
on 3D thinning, a digital Gauss-Bonnet theorem, and soft-
ware systems for digital geometry DGtl[2]. Each year, many
conferences and events are held that directly relate to digital
geometry. They can be found on the official digital geometry
website (http://tc18.org).
In the future, the following theoretical problems can be
studied and solved: (1) Homeomorphism between two solid
objects in 3D, (2) The digital Poincare´ conjecture and re-
lated constructive methods, and (3) Fast algorithms for per-
sistent analysis. Digital geometry is potentially a powerful
tool that can be applied in data science and BigData, which
includes topological data processing using digital methods.
Digital geometry may also prove useful in the applications
of the Graphical Processing Unit (GPU). GPU is currently
embedded in many computer systems as a digital array form
of image processing and computer graphics.
Digital geometry usually also contains digital methods for
computational differential geometry in graphics. Due to the
length limitations, this article only focuses on image related
approaches. Furthermore, we do not review computerized
tomography,a very sophisticated research area in digital ge-
ometry. Interested readers may refer to [24, 20].
2. DIGITAL SURFACESANDCLASSIFICA-
TION
A digital curve can be viewed as a sequence of digital
points such as the boundary of the connected region shown
in Fig. 1 (a). It can also be described mathematically as a
path of vertices on a graph [23, 11]. However, defining a
digital surface is much more difficult.
A main research topic in digital geometry is how to de-
termine the digital surface or boundary of a solid object.
In general, we can define a digital surface based on direct
adjacency and indirect adjacency [13]. In 3D digital space,
a digital surface is a neighborhood of a digital point p, de-
noted by Np. In Fig. 2, Np contains 27 points including p,
meaning that p has 26 neighbors (vertices in its neighbor-
hood). For p, a is a directly adjacent point, and b and c are
indirectly adjacent points. b is closer to p comparing the dis-
tance between p and c. Therefore, there are a total of 3 types
of adjacencies: 6-, 18-, and 26-adjacencies shown in Fig. 2.
A path of digital points with α adjacency, α = 6, 18, 26, is
called a α-connected path or α-path [35]. Note that in 2D,
there are only two adjacencies: 4- and 8-adjacency.
Figure 2: A point p and its 3D neighborhood Np.
There are 6 direct adjacent points such as a, 18 pla-
nar diagonal adjacent points such as b (including
a’s), and 26 all adjacent points such as c (including
a’s and b’s).
Digital surface was first mathematically defined by Mor-
genthaler and Rosenfeld (1981)[35]. They stated that a dig-
ital surface locally splits a neighborhood Fig. (2) into two
disconnected components where the thickness of the surface
is 1.
Definition 1. (Morgenthaler and Rosenfeld) Let α, β ∈
{6, 18, 26}. A point p in S is an (α, β)-(simple) surface
point, and S(p) is p’s neighborhood in S if
(1) S(p) is an α-component,
(2) Np − S(p) has exactly two β-components and p is β-
adjacent to both β-components,
(3) Each of the α-neighbors is β-adjacent to both β-components
of Np − S(p).
We can see that there are a total of nine types of digi-
tal surfaces when we choose different αs and βs. Based on
Kong and Roscoe’s research, most of these cases do not exist
in terms of real world examples [27]. Chen and Zhang gave
another definition mainly for (6,26)-surfaces, called parallel-
move based surfaces [11]. The advantages of this type of
surface is that it can be extended to higher dimensions to de-
fine digital manifolds [11]. Let Σm be an m-dimensional grid
space. A 0-cell is a point and 1-cell is a line-segment with
two adjacent points. A 2-cell in (6,26)-surfaces is a square
with 4-points, etc. If we parallel move a 1-cell, we can get an-
other 1-cell. In addition, these two 1-cells form a 2-cell. We
say two 2-cells are 1-adjacent if they share a 1-cell. There-
fore, we can define 1-connectedness (line-connectedness) as
a path of 2-cells where each adjacent pair shares a 1-cell.
Definition 2. (Parallel-move Based) A connected subset
S of Σm is a digital surface if any point p ∈ S is included in
some 2-cell of S, and (1) Any two 2-cells are 1-connected in
S, (2) Every 1-cell in S has only one or two parallel-moves
in S, and (3) S does not contain any 3-cells.
The intuitive meaning behind this definition is that the
surface is made by moving line-segments. Using this defi-
nition, Chen and Zhang first obtained and then proved the
(a) (b)
Figure 3: Digital surfaces: (a) Six types of digital
surfaces, (b) A digital plane and digital sphere by
DGtal.
digital surface classification: There are exactly 6 types of
digital surface points [11, 13] as shown in Fig.3 (a).
Using these 6 types of digital surface points, Chen and
Rong obtained a theorem that can calculate the genus and
homology groups of 3D-objects [13], which we discuss in Sec-
tion 5. There are many other definitions for digital surfaces
that have been proposed by different researchers, some of
which are more advanced and complex [13].
3. DIGITAL TOPOLOGY
In topology, a cell can be viewed as a triangle (simplex),
a ball, or a cube. For instance, a disk on a plane is called
a 2D-cell or 2-cell. A cell complex is a collection of 0-cells,
1-cells, and 2-cells, etc, where a cell complex is a type of
topological space. In the 1930s, P. S. Alexandrov used an
example to describe a cell complex based on the integer grid
partitions of a 2D plane [13]. He used grid-cells to describe
a topology. However, in combinatorial topology, triangles or
simplexes are usually used.
Even though digital topology is similar to grid-cell topol-
ogy, the difference is that digital topology does not assume
we have a set of cells pre-defining a cell complex. This is
because digital topology usually deals with 0-cells sampled
by sensors without other assumptions. Therefore, our task
is not only to find the component but also to determine a
topology or cellular complex-structure based on the collected
dataset.
3.1 Finite Topology
In 1989, Kovalevsky proposed a method called finite topol-
ogy to use in image processing[28]. Kovalevsky’s method is
to encode images into cell complexes. The method was a
nice bridge between digital space and continuous space.
Definition 3. A (abstract) cellular complex C = (E,B, dim)
is a set E of (abstract) elements provided with an anti-
symmetric, irreflexive, and transitive binary relation B ⊂
E × E called the bounding relation (or face relation) and
with a dimension function dim : E → {0, 1, 2, ...} such that
dim(e1) < dim(e2) for all pairs (e1, e2) ∈ B.
This definition simulates the standard simplicial complex
or cell complexes. The advantage of this definition is that
(a)
Figure 4: The Mobius band in digital space.
it ignores continuous space and only uses discrete objects to
define the topology. However, we still need to deal with the
so called image encoding problem: Given a set of pixels in
2D or voxels in 3D, deciding whether the set is a 1-complex,
2-complex, or 3-complex will give results that depend on
which cells are pre-included in E.
A nice property is that direct adjacency will provide a
unique interpretation to encoding. Therefore, the definition
given by the parallel-move in Definition 2 becomes such an
encoding. Other digital topologies such as Khalimsky topol-
ogy are also interesting to some researchers.
3.2 Digital Manifolds
An n-dimensional manifold is a topological space where
each point has a neighborhood that is homeomorphic to
an n-dimensional Euclidean space. How do we define n-
dimensional digital manifolds (digital n-manifolds)? In 1993,
Chen and Zhang proposed a simple extension of digital sur-
faces to define a digital n-manifold[11, 13]. As we can see,
a digital n-cell can be constructed by an (n − 1)-cell and
its parallel-move. In other words, a digital n-cell is a pair of
two adjacent digital (n−1)-cells. As we defined 1-connected
above, we can define (n − 1)-connectedness as a path of n-
cells where each adjacent pair shares an (n − 1)-cell. In
general, we can define a digital n-manifold recursively as
follows:
Definition 4. (Digital Manifolds) A connected subset M
of Σm is a digital surface if any point p ∈ S is included
in some n-cell of M , and (1) Any two n-cells are (n − 1)-
connected in M , (2) Every (n−1)-cell in M has only one or
two parallel-moves in M , and (3) M does not contain any
(n+ 1)-cells.
Finding the orientability of digital surfaces or manifolds is
a significant task in topology. It is to determine if a surface
or manifold contains a Mobius band. The digital Mobius
band was first discovered by Lee and Rosenfeld (see Fig.
4) [26]. Chen designed an algorithm for determining whether
a digital surface is orientable [11]. An unsolved problem is
determining the number of Mobius bands on a closed surface
in high dimensional digital space.
A 2-cell in 3D has two normals. If a normal moves on the
surface freely, then we want to see if these two normals can
move together and be combined into one. Then, this surface
is not orientable. Let S be a surface, where N and N¯ are two
normal lines of some surface-cell of S. S is nonorientable if
N and N¯ are connected.
We can design an optimal algorithm to decide whether a
surface S is orientable or nonorientable. In fact, we have
a list of line-adjacent (not parallel-adjacent) surface-cells of
S. Using the breadth-first-search on all normal-lines of S,
S is nonorientable if the number of connected normal-lines
is greater than the number of 2-cells in S. Otherwise, S is
orientable. In summary, we have [11]:
Theorem 1. There exist an O(|S|) time algorithm for
the surface orientable problem: Given a surface S, decide
whether S is orientable.
4. DIGITAL GEOMETRY PROCESSING
In digital geometry, image segmentation and boundary
tracking were very early applications of image processing
and computer vision. These problems are equivalent to
extracting a component or boundary of a component in a
graph. Such a graph must be a grid graph with predefined
adjacencies. In 2D, only two adjacencies can be applied: 4-
adjacency and 8-adjacency. In 3D, they can be 6-, 18-, and
26-adjacency, see Fig. 2. These algorithms have applications
in CT and MRI brain images boundary tracking [8].
Besides surface tracking, extracting geometrical charac-
teristics from object boundaries is also a very important
issue. Topological modeling of digital surfaces or contours
allows us to address geometric processing. For instance, we
may be interested in contour length or surface area esti-
mations, along with estimations of higher order differential
quantities (normal vector fields, curvature tensors, etc.). For
these quantities, interested readers can refer to survey pa-
pers [26, 16]. We first describe the mathematical framework
used to validate a given estimator.
4.1 Digital Labeling and RegionGrowingMeth-
ods for Image Segmentation
An approach suggested by Rosenfeld was to find a thresh-
old for an image and then divide the image into foreground
and background. Assigning the value 1 to foreground pixels
and 0 to background pixels. Afterwards, we can use tran-
sitive closure to find a connected component of 1’s. This
component is a segment of the image, and the algorithm is
called the labeling algorithm. Pavlides realized that one can
use the well-known depth-first-search or breadth-first-search
methods to find the connected components [43]. This ap-
proach is similar to the region-growing method: Starting at
a seed pixel, then search for all surrounding pixels with the
value of 1 until reaches the 0-valued pixels.
The region-growing method is a topological algorithm that
is based on the Jordan’s curve theorem stating that a closed
curve separates a plane into two disconnected components.
This is because, to use region-growing, one must assume 4-
connectivity for foreground pixels since 8-connectivity does
not have such a Jordan property. We can see here that
the topology, algorithms, and image processing have been
combined perfectly (Fig. 5 (a)).
The recent work shows the great deals of interests of this
from mathematical theory [14, 45] to applications, not even
in image processing but also in anthropology [42] and trafic
control related to BigData [3].
4.2 3D Tracking and Medical Imaging
Herman et al developed the so-called the algorithm of fat-
flies for 3D surface tracking [23]. The algorithm is a paral-
lelized extension of the chain-code algorithm in 2D. In the
algorithm, when a boundary 2-cell is found by a fat, it is
marked and the fat will be cloned into 4 fats, each going in
a different direction (along with the 4-edges of this 2-cell).
(a) (b)
Figure 5: Real image applications: (a)Segmentation
using region-growing, and (b) Boundary tracking
provided by Herman.
The recursive process is performed until all boundary cells
are marked. The algorithm could be especially fast for cur-
rent BigData mechanisms using cloud computing (see Fig.
5 (b)).
4.3 Multigrid Convergence Analysis
Multigrid convergence analysis is a convenient tool for
evaluating the efficiency of a differential estimator. For in-
stance, we design an estimator on a 1D digital curve. We
want the estimated quantity to be close to the Euclidean
quantity on a continuous curve if the digital curve corre-
sponds to its digitization. Furthermore, the error should
approach zero when the grid-step used in the digitization
process approaches zero. More formally, the multigrid con-
vergence framework considers a digitization process param-
eterized by a grid-step. Usually, Gauss digitization is con-
sidered. For a given family of compact subsets, X of Rd, the
Gauss digitization in X ∈ X is defined as follows:
Gh(X) :=
{
z ∈ Zd, (h · z) ∈ X
}
, (1)
where h · z is the uniform scaling of z by factor h. From
this multigrid framework, the multigrid convergence of an
estimator can be defined as follows:
Definition 5 (Multigrid convergence). Given a
digitization process, D, a digital geometric estimator Eˆ of
some global geometric quantity E is multigrid convergent
for the family of shapes X if and only if, for any X ∈ X,
there exists a grid step hX > 0 such that
∀0 < h < hX , |Eˆ(Dh(X), h)− E(X)| ≤ τX(h), (2)
where τX : R+ \{0} → R+ has null limit at 0. This function
defines the speed of convergence of Eˆ towards E.
This definition only considers global quantities such as
length or surface area. Similar definitions for local quan-
tities on boundaries ∂X (normal vector, curvature) exist,
which require formalizing the mapping between ∂X and the
topological boundary of Gh(X) (see [29]).
As mentioned above, several algorithms have multigrid
convergence proofs to estimate the length, surface area, nor-
mal vectors, and curvature tensors on digital surfaces. In
Figure 6, we illustrate the curvature tensor estimation on
3D digital surfaces. Besides the theoretical properties, dig-
ital estimators are also compared in terms of robustness to
noise and computational efficiency. For high order local dif-
ferential estimators, most approaches consider a parameter
specifying the size of a neighborhood or kernel radius around
Figure 6: Digital integral invariant based approach
to estimating the mean curvature, Gaussian curva-
ture, normal vector field, first principal curvature
direction, and second principal curvature direction
on a shape [15].
a given surface point. In a theoretical analysis, such a ra-
dius is parameterized by the grid-step h to obtain multigrid
convergence (see for example [15]). However, this parame-
ter may be difficult to set for a given digital shape that is
not defined by the multigrid digitization approach. Param-
eter free estimators exist for 1D digital curves in terms of
length, tangent, and curvature estimation [29]. Parameter
free estimators on digital surfaces remain open problems.
On 1D digital contours, many estimators use simple geo-
metric objects such as digital straight segments and digital
circular arcs. Furthermore, many convergence proofs are
consequences of the geometric and arithmetic properties of
these elementary objects.
4.4 Volumetric Analysis of Digital Shapes
Metric based descriptions and analyses of shapes are fun-
damental notions in image analysis and processing. In clas-
sical tools, the distance transform (DT) [18] of a binary
image I : Zd → {0, 1} consists of labeling each point of a
digital object E, defined as pixels with a value of 1 under
I, with its shortest distance to the complement of E (see
Fig. 7-b). In the literature, DT has been widely used as a
powerful tool in computer vision applications [18].
Another application of the DT is the computation of the
medial axis (MA) of a digital shape [40], which is defined
as the set of the centers of the largest balls contained in
the treated object (see Fig. 7-c). MA is a very interesting
representation of shape because of its reversibility, i.e. we
can reconstruct the original object from its MA balls. Many
techniques have been proposed to compute the DT and then
(a) (b) (c)
Figure 7: Analysis of a volumetric microtomo-
graphic snow sample in 3-D: (a) The input object,
(b) Its distance transformation, (c) Its discrete me-
dial axis (the centers of maximal balls are in red)
and a mean curvature labeling of its boundary.
the MA since there is a trade-off between algorithmic per-
formance and the accuracy of the digital metric compared to
the Euclidean one. Hence, we can consider distances based
on chamfer masks or sequences of chamfer distances, the
vector displacement based Euclidean distance, the Voronoi
diagram based Euclidean distance, and the square of the Eu-
clidean distance [37]. From a computational point of view,
several of these methods lead to time optimal algorithms for
computing the error-free Euclidean distance transformation
(EDT) for d-dimensional binary images [34]. The extension
of these algorithms to higher dimension is straightforward
since they use separable techniques to compute the DT. d
one-dimensional operations, one per direction of the coor-
dinate axis, are performed. Besides the efficiency of such
algorithms and the various applicative areas where metric
based volumetric analysis of digital objects are used, GPU
implementation of such tools is still challenging. The graph-
ical processing unit (GPU) can be considered a specific par-
allel computing device with fine grained parallelism. Be-
sides the fact that many volumetric tools are separable and
rely on independent 1D processes, each process involves dis-
tance propagations that are not well-adapted to GPU archi-
tectures. Recently, Cao proposed a banding approach that
splits the 1D envelope computations into chunks in order to
improve the parallel efficiency [9]. The work-load is still not
optimal, but we can obtain a fast and error-free Euclidean
DT on a GPU. Having a reliable, efficient, and theoretically
optimal algorithm for metric based volumetric processing on
a GPU is still an important open problem.
5. HOMOTOPY, HOMOLOGY, AND PER-
SISTENT ANALYSIS
Deciding whether two objects are topologically equivalent
is important to many applications. For instance, we usually
want to determine if two solid objects in 3D can be deformed
to each other in 3D image recognition. In mathematics,
topological equivalence is called homeomorphism, meaning
that there is a continuous mapping between two objects and
this mapping is invertible.
In general, this problem is undecidable. However, in dig-
ital space, researchers developed many techniques for prac-
tical data processing. Homotopic 3D thinning is one of the
most successful ones. For topological equivalence or home-
omorphism, fundamental groups and homotopy groups are
usually used.
5.1 Digital Deformation and Homotopy
Changing one object into another continuously is called
deformation. In image processing, we often see the process
of morphing one 2D or 3D picture into another. This is a
type of deformation. Computerized deformation cannot be
mathematically continuous. Computerized deformation in
its digital form was first defined by E. Khalimsky [13]. Com-
puterized deformation uses the digitally continuous function
that is an integer function in which the value at a digital
point is the same or almost the same as its neighbors. In
other words, if x and y are two adjacent points in a digital
space, then |f(x)− f(y)| ≤ 1 [12].
Definition 6. (Homotopy [6]) Let X and Y be digital
(or discrete) manifolds and f, g : X → Y be two digital con-
tinuous functions. g is said to be digitally deformed from f
in Y if there is a consecutive integer set Nm = {0, 1, · · · ,m}
and a function H : X × Nm → Y such that: (1) For all
x ∈ X, H(x, 0) = f(x) and H(x,m) = g(x) ; (2) For all
x ∈ X, the induced function Hx : Nm → Y , defined by
Hx = H(x, t) and t ∈ Nm, is digitally continuous; and (3)
For all t ∈ Nm, the induced function Ht : X → Y , defined
by Ht = H(x, t) and x ∈ X, is digitally continuous.
In this definition, f and g are called digitally homotopic.
Now we explain the fundamental group in continuous cases:
A loop based at x in a space M can be viewed as a continu-
ous function f : [0, 1]→ M where f(0) = f(1) = x. Funda-
mental groups of a space are groups made by classes of loops
(simple closed curves) that are (pointed) homotopic [12, 13].
Homotopy groups are extensions of the fundamental group
in higher dimensions. When X is an n-ball, in the defi-
nition above, there is a fixed point p in Y where H must
pass through p. All (pointed) homotopic mappings form
a class, which is an n-homotopy group. (The fundamen-
tal group and n-homotopy groups for cellular-complexes or
digital spaces are not necessarily exactly the same as those
in pointed space, but in most cases, they are the same.)
A direct application of the digital homotopy method is to
find the skeleton of the original image. This is called image
thinning.
5.2 Image Thinning
Image thinning is the extraction of the skeleton (center-
line) of the image components. To do this, the thinning algo-
rithm usually attempts to delete as many pixels as possible
while maintaining the same homotopy groups. For 2D im-
ages, Zhang-Suen thinning is the most practical method [13].
We first introduce a 3D thinning method that was designed
by Lee et al [30]. The digital surface points from Section 2
can be used to identify data points that can be deleted. Lee
et al used the Euler characteristic as the homotopic invari-
ant for simplicity instead of using entire homology groups.
The Euler characteristic is defined as
χ(M) =
∑
i≥0
(−1)iKi (3)
where M is a complex and Ki is the number of i-cells in M .
The key to the algorithm is deleting one or more points
without changing the Euler characteristic of the remaining
point set.
Figure 8: 3D Thinning: (a) The original 3D image,
(b) Its thinning result.
The Euler characteristic can be replaced by homotopy
groups for more accurate algorithms. Other thinning al-
gorithms can also be designed. Particularly, some parallel
algorithms are designed to speed up the process [38]. An
example of 3D thinning is shown in Fig. 8 [38]. More recent
developments of 3D thinning, including comparisons of 30
different methods, can be found in [17].
Theoretical analyses of digital homotopy are hot topics
in digital topology today and researchers have made much
progress [22, 7]. Some discussions of homotopy and defor-
mation can be found in [12], which mainly focuses on digital
functions.
5.3 Topological Data Analysis
In many applications, people must deal with massive
datasets, especially if data points are collected by randomly
arranged sensors. This type of data is called cloud data.
Even though a discrete dataset does not mathematically
have a complex topological structure, due to the represented
region size of a sampling, we could ask the following two
questions: (1) Does the dataset form a special shape, and
(2) Does the data set contain a hole and how many holes
are there? The first question is related to manifold learning
and the second is called persistent data analysis.
For manifold learning, our purpose is to obtain a lower
dimensional manifold from a much higher dimensional
space. Persistent data analysis identifies the parameter(s)
we choose in a cloud data set and presents us with the best
interpretation of the dataset. It is fortunate that in topol-
ogy, homology groups usually indicate the number of holes in
each dimension. Unlike in homotopy groups, the calculation
of homology groups is relatively simple. In addition, digital
homology could provide even more efficient algorithms for
important applications.
Homeomorphism, homotopy, and homology are three clas-
sical hierarchies in understanding topological invariants. If
two objects are homeomorphic, then their homotopy groups
are the same. If two objects are homotopic, then we have
the same homology (groups). Therefore, homology groups
are the weaker topological invariants compared to homeo-
morphism and homotopy.
5.4 Manifold Learning and Dimension Re-
duction
Manifold learning is a process used to find whether a cloud
data set in a very high dimension forms a lower dimension
manifold. Two of the most popular methods for manifold
learning are the Isomap and the kernel principle component
analysis [13]. The idea behind Tenenbaum’s Isomap method
is to use the k-nearest neighbor (k-NN) or the minimum
spanning tree (MST) to obtain neighborhood information.
Then, we get a graph with weight from k-NN and MST. Af-
terwards, we can use Dijkstra’s algorithm to find the shortest
path between each pair of points. We present the algorithm
for the Isomap below.
The kernel principle component analysis applies to situ-
ations where linear separation of the principal component
is not possible [21]. If we perform a nonlinear transforma-
tion, called a kernel, on the original data, then we can use
the principle component analysis to obtain good results. In
fact, reconstructing a digital manifold with a minimum to-
tal distance to the sample points was a method suggested in
[13]. There are many problems we could solve in manifold
learning by using digital methods.
5.5 Persistent Homology and Data Analysis
In recent years, persistent analysis using profound mathe-
matics has become a powerful method in Big Data and data
science [19, 10, 41]. For a real data set, we can interpret a
sample point in a dataset as a sample of a point, a small disk,
or a cubical volume. When the size of the disks increases,
the shape that covers the datasets may change its topolog-
ical properties. For instance, while we change the value of
the radius of an assumed disk, the homology or number of
holes may or may not change. The best representation could
be the homology that lasts the longest time while changing.
This method is also called persistent homology analysis [19,
10].
In calculations, a more practical method involving the
Vietoris-Rips complex is proposed in persistent homology
analysis. The problem of this simplex is that we need exten-
sive calculations to construct the complex, especially when
the sample set X is a large set. It requires O(2|X|) time
complexity to determine such a simplex if we directly imple-
ment a simple algorithm, as suggested by the definition [13].
Using a digital method, we can easily solve the problem of
homology groups in 2D and 3D [13].
5.6 2D Digital Holes and 3D Genus
Hole counting, determining how many holes are in an im-
age, is one of the most important topological features in 2D
image analysis. There is a very simple formula to get the
number of holes in 2D digital space. Assume that Inp is the
total number of corner points that direct to the inside of the
object (called inward points). Likewise, Outp denotes the
total number of corner points that direct to the outside of
the object (called outward points). We have,
h = 1 + (Inp −Outp)/4. (4)
The formal and topological proof can be found in Chapter 6
of [13]. This formula was recently used in algorithm analysis
for numberical analysis [33]. It is a very encouraging fact to
digital geometry for being used in both algorithm design and
computational mathematics.
The above problem is more complex in 3D. However, we
can still get a simple formula in digital form. For higher di-
mensional complexes, we may also need to use the Vietoris-
Rips complex. For a connected solid object, we obtain a
simple formula for the genus [13]. This formula is the sim-
plest form of the Gauss-Bonnet theorem in digital space.
Theorem 2. (Chen and Rong) Let M be a closed 2D
manifold in 3D space. The formula for genus is
g = 1 + (|M5|+ 2 · |M6| − |M3|)/8. (5)
(a) (b)
Figure 9: (a) 3D genus calculation in digital space
for a real bone image where g=10, (b) The 3D topo-
logical structure and genus
where Mi indicates the set of surface points, each of which
has i adjacent points on the surface (See Fig. 3(a)).
Based on this formula, we can obtain all homology
groups [13]. Another advantage is that the related algorithm
runs in linear time. Such computations have direct applica-
tions in medical imaging as they can be used to identify pat-
terns in 3D imaging, especially for bone density calculations.
The implementation of this method and other methods in-
cluding digital mean curvatures to 3D image classifications
can be found in [13]. A real data calculation is shown in
Fig. 9 (a). New development on the algorithm design relat-
ing to genus of 3D objects can be found in [31]; see Fig. 9
(b). Imiya and Eckhardt also contributed to this research
[25].
Other application can also be addressed here, for example,
calculation of pi was achieved using a method relating to
digital geometry [1].
6. SOFTWARE TOOLS: APPLICATIONS
AND ALGORITHMS LIBRARY
In many applications, such as material sciences or medi-
cal imaging, digital geometric tools are highly relevant for
the geometric or topologic processing of shapes. Kauf-
man et al worked on 3D Virtual Colonoscopy , a system
that is already successful in hospital data processing [5]
(http://labs.cs.sunysb.edu/labs/vislab). Herman led a re-
search group who developed SNARK14: a programming
system for the reconstruction of 2D images from 1D pro-
jections, which is also used in hospitals. It contains many
digital geometry methods.
DGtal (http://dgtal.org)is a software system for Digital
Geometry Tools and Algorithms Library In DGtal, the li-
brary is composed of a kernel package (integers, fractions,
and arithmetic properties on integers), a topological kernel
(such as the ones discovered by Rosenfeld, Cartesian cellular
complexes, cubical complexes, digital surface extraction, and
topological invariants), a geometric package (differential es-
timators, fundamental objects, and volumetric processing),
and digital exterior calculus packages (discrete exterior cal-
culus operators on digital structures). We also mention an
IO package that allows for easy import/export of data and
visualization of structures.
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