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We develop a general theory of non-equilibrium states based on the Keldysh formalism,
in particular, for charged-particle systems under static uniform electromagnetic fields. The
Dyson equation for the uniform stationary state is rewritten in a compact gauge-invariant
form by using the Moyal product in the phase space of energy-momentum variables, whcich
originally do not commute in the case of the conventional operator algebra. Expanding
the Dyson equation in electromagnetic fields, a systematic method for the order-by-order
calculation of linear and non-linear responses from the zeroth-order Green’s functions is
obtained. In particular, we find that for impurity problems, up to linear order in the electric
field, the present approach provides a diagrammatic method for the Str˘eda formula. This
approach also generalizes the semi-classical Boltzmann transport theory to fully quantum-
mechanical and/or multi-component systems. In multi-component systems and/or for Hall
transport phenomena, however, this quantum Boltzmann transport theory, constructed from
the anti-symmetric combination of two different representations for the Dyson equation, does
not uniquely specify the non-equilibrium state, but the symmetric combination is required.
We demonstate the formalism to calculate longitudinal and Hall electric conductivities in an
isotropic single-band electron system in the clean limit. It is found that the results are fully
consistent with those obtained by Mott and Ziman in terms of the semi-classical Boltzmann
transport theory.
§1. Introduction
Theory of non-equilibrium states is one of the most fundamental and important
topics in statistical and condensed-matter physics. For instance, applying an electric
field drives a charged system off the equilibrium. Electron transport properties in
a condensed matter under an applied electric/magnetic field are conventionally de-
scribed in terms of the semi-classical Boltzmann transport theory.1), 2) Rigorous for-
mulations based on quantum mechanics have also been developed by several authors.
The theory of the linear response of equilibrium systems to external perturbations
was established by Kubo3) and have also been formulated in various manners.4), 5), 6)
In this case, the linear responses are described by correlation functions of the equi-
librium state. To go beyond the linear response in the Kubo formalism, one needs to
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expand the correlation function further in the external perturbation. From this view-
point, Fukuyama and coworkers performed a diagrammatic calculation of the Hall
effect in metals in the presence of impurities,7), 8) which has also been generalized for
Fermi liquids.10)
The Keldysh,11) or Baym-Kadanoff,12) formalism is a powerful theoretical frame-
work to treat non-linear and/or non-equilibirum phenomena13), 14), 15) by directly
handling the two-point Green’s functions of all the independent analyticities. In
particular, in the Wigner representation in terms of the center-of-mass time-space
coordinate Xµ and the relative canonical energy-momentum pµ, each product ap-
pearing in the Dyson equation for a uniform equilibrium, i.e., Xµ-independent, sys-
tem is replaced by the so-called Moyal product16) in this “phase” space, in order to
fully describe the convolutions of Xµ-dependent Green’s functions.14)
It is known that taking an antisymmetric combination of two different rep-
resentations for the Dyson equation and then performing the gradient expansion,
the Keldysh formalism gives a fully quantum-mechanical generalization of the semi-
classical Boltzmann transport theory,13), 14), 15) which is often referred to as the quan-
tum Boltzmann transport theory. In particular, for uniform stationary states under
constant, i.e., uniform and static, electromagnetic fields, the Green’s functions can be
expressed as apparently gauge-invariant functionals of the energy-momentum vari-
able πµ = pµ − qAµ(X). Here, q is the electric charge of the particle and Aµ(X) is
the scalar and vector potential of the electromagnetic field. This πµ is the Wigner
representation of the mechanical or kinetic momentum13) or the covariant derivative,
which should not be confused with the canonical momentum pµ.
For open systems, the Keldysh formalism is combined with the Landauer-Buttiker
formalism17), 18) by imposing a certain boundary condition, or one can deal with
the time-dependent Schro¨dinger equation to observe the time evolution of a non-
equilibrium state.19) In closed systems, however, it is necessary to develop system-
atic ways of solving non-linear and/or non-equilibrium problems without any semi-
claasical approximation. Not even the linear response in multi-component systems
and Hall effects can be described solely by the quantum Boltzmann equation, even
though it is correctly generalized for these cases. Instead, in addition to the quan-
tum Boltzmann transport equation, one must directly handle the Dyson equation
under the external fields in multi-component systems.20) This point was recently
demonstrated in the context of the spin Hall effect21), 22) and the anomalous Hall ef-
fect.23) It is remarkable that the semi-classical Boltzmann equation is not sufficient
for explaining the Hall transport phenomena.
In this paper, we develop a generic theoretical framework for systematically
calculating the linear and the non-linear responses to an applied uniform and steady
electromagnetic field. We obtain a compact form for the Dyson equation in terms of
the Moyal product in the π space in the presence of the electromagnetic field tensor
Fµν , which re-expresses the non-commutativity of the components of the mechanical
momentum in the conventional operator algebra. This yields a master equation
for solving non-linear and/or non-equilibrium but uniform stationary problems. Up
to the linear response to the electric field, we obtain an expression for the electric
conductivity in the form of the Str˘eda formula,24), 25) which was originally intended
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for non-interacting electrons. Now we reveal the diagrammatic technique in the
Str˘eda formula for more generic cases. Generalization to non-uniform and/or time-
dependent problems is also straightforward.
We demonstrate the formalism by applying it to the conductivity tensor, in-
cluding the longitudinal conductivity and the transverse Hall conductivity in an
isotropic single-band electron model in the presence of impurities. In the clean limit,
our results coincide with those of the semi-classical Boltzmann transport theory.1), 2)
We also found the correspondence to diagrammatic calculations of vertex correc-
tions due to the impurity potential in terms of the Kubo formula in the case of the
linear-response longitudinal conductivity.26)
Major advantages of the present formalism are the following.
1. The Green’s functions can be described in terms of gauge-invariant functionals
of the energy-momentum πµ = pµ − qAµ(X) in an arbitrary order in the elec-
tromagnetic fields. Therefore, the gauge invariance of physical quantities after
integration over π is evident from the beginning.
2. It allows for the electric current to be expressed as a sum of the equilibrium
thermodynamic part, which is proportional to the Bose or Fermi distribution
function f∓(ε), and the nonequilibrium parts given by the energy (ε) derivatives
∂mε f∓(ε) (m = 1, · · · , n) in the case of the n-th-order response. This enables
us to carry out a diagrammatic calculation of the Str˘eda formula25) and its
generalization to non-linear responses.
3. It is easy to treat multi-band/component systems. In general, not only the mag-
netic field but also the electric field alters the retarded and advanced Green’s
functions, even in the absence of an interaction. This is beyond the scope
of the conventional quantum Boltzmann theory, but it can be systematically
calculated in the present approach.
This paper is organized as follows. In §2, we briefly introduce the Keldysh formal-
ism for non-equilibrium Green’s functions. Then, we formulate a generic framework
to systematically calculate the bulk quantum distribution function in response to
the uniform static electromagnetic fields for generic multi-component bosonic and
fermionic systems. Sections 3–5 are devoted to explicit applications of this generic
formalism. In §3, the linear response theory is derived. In §4, it is generalized to the
cross terms of the electric and magnetic fields. Then, in §5, we study a simple model
of an isotropic single-band electron system as a concrete application of the present
formalism. The equivalence to the Kubo formula and the Str˘eda formula and the
merits of this approach in practical calculations are demonstrated. We have also
obtained results for the longitudinal and the Hall conductivities that are consistent
with the semi-classical ones obtained by Mott1) and Ziman.2) Section 6 is devoted
to discussion and conclusions.
§2. Keldysh formalism for non-equilibrium Green’s functions
To consider responses of a charged-particle system to external electromagnetic
fields, we employ the Keldysh formalism14), 15) for non-equilibrium Green’s functions.
Here, in addition to the retarded and advanced Green’s functions, one introduces the
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Keldysh or the lesser Green’s function. In particular, the lesser Green’s function plays
the role of the quantum distribution function. These non-equilibrium and/or non-
linear Green’s functions can be calculated at least by performing an order-by-order
expansion in the electromagnetic fields.
2.1. Model
We consider a generic multi-component model of bosons or fermions with an
electric charge q whose Hamiltonian is given by
Hˆtot0 (x,p) = Hˆ0(p) + Vˆ0(x), (2.1)
with the space coordinate x = (x, y, z) and the conjugate momentum p = −i~∇x.
Here, Hˆ0(p) and Vˆ0(x) denote the non-interacting and the impurity-potential parts
of the Hamiltonian, respectively. Henceforth, a variable with a hat represents a
matrix in the space of internal degrees of freedom including spins.
Next, we introduce the external electromagnetic field Fµν = ∂xµA
ν(x)−∂xνA
µ(x).
Henceforth, xµ = (t,x) and xµ = (−t,x) denote the time and space coordinates,
∂xµ = (∂t,∇x) and ∂xµ = (−∂t,∇x) the derivatives, and A
µ(x) = (φ(x),A(x)) and
Aµ(x) = (−φ(x),A(x)) the sets of scalar and vector potentials yielding the electro-
magnetic field tensor Fµν(x) = ∂xµAν(x)−∂xνAµ(x). Then, Eq. (2.1) is modified by
A(x) as
Hˆtot(x,p) = Hˆtot0 (x,p− qA(x)) + qφ(x)
= Hˆ0(p − qA(x)) + Vˆ0(x) + qφ(x). (2.2)
Although we have included neither the Coulomb interaction among the electrons
nor the phonons into the Hamiltonian, the following formalism based on the Dyson
equation holds even in the presence of the Coulomb interaction and the phonons
if the corresponding self-energy corrections are properly included according to the
Feymann rule.14)
2.2. Green’s functions
The retarded, advanced, Keldysh and lesser Green’s functions are defined as{
GˆR
}
(α1;α2)
(x1;x2) ≡ −iθ(t1 − t2)
〈[
Ψα1(x1), Ψ
†
α2(x2)
]
∓
〉
, (2.3a){
GˆA
}
(α1;α2)
(x1;x2) ≡ iθ(t2 − t1)
〈[
Ψα1(x1), Ψ
†
α2(x2)
]
∓
〉
, (2.3b){
GˆK
}
(α1;α2)
(x1;x2) ≡ −i
〈[
Ψα1(x1), Ψ
†
α2(x2)
]
±
〉
, (2.3c){
Gˆ<
}
(α1;α2)
(x1;x2) ≡ ∓i
〈
Ψ †α2(x2)Ψα1(x1)
〉
=
1
2
(
−GˆR(x1;x2) + Gˆ
A(x1;x2) + Gˆ
K(x1;x2)
)
, (2.3d)
respectively. Here, the upper and lower signs correspond to bosons and fermions,
respectively. Ψ †αm(xm) and Ψαm(xm) represent the creation and annihilation opera-
tors of a boson or a fermion with the internal degree of freedom labeled by αm at
the time-space coordinate xm.
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In the present approach, the lesser Green’s function represents the electron dis-
tribution function (multiplied by 2πi) even in the presence of the external fields and
is defined for the full time-space variables. This is in sharp contrast to the situa-
tion in the semi-classical Boltzmann transport theory, where only its simultaneous
component with t1 = t2 is considered. In the semi-classical case, quasiparticles are
implicitly assumed to be well-defined so that the broadening of the peak in their
spectra is negligibly small compared with the other energy scales. By contrast, the
present approach is applicable even in the case of a strong scattering amplitude for
which the usual elastic approximation and thus the semi-classical Boltzmann trans-
port theory become invalid.
2.3. Dyson equations
In the conventional Larkin-Ovchinnikov representation, one introduces the fol-
lowing matrix-form Green’s function and self-energy:
Gˆ(x1;x2) =
(
GˆR(x1;x2) Gˆ
K(x1;x2)
0 GˆA(x1;x2)
)
, (2.4)
Σˆ(x1;x2) =
(
ΣˆR(x1;x2) Σˆ
K(x1;x2)
0 ΣˆA(x1;x2)
)
. (2.5)
Here, δ(x1−x2) represents δ(t1−t2)δ(x1−x2), and Σˆ
R(A)(x1;x2) and Σˆ
K(<)(x1;x2)
denote the retarded (advanced) and Keldysh (lesser) self-energies, respectively. In
the present paper, however, we further perform an orthonormal transformation in
terms of
O =
(
1 1
0 1
)
(2.6)
as
Gˆ(x1;x2)← O Gˆ(x1;x2)O
−1 =
(
GˆR(x1;x2) 2Gˆ
<(x1;x2)
0 GˆA(x1;x2)
)
, (2.7)
Σˆ(x1;x2)← O Σˆ(x1;x2)O
−1 =
(
ΣˆR(x1;x2) 2Σˆ
<(x1;x2)
0 ΣˆA(x1;x2)
)
. (2.8)
This representation has the advantage of allowing the direct calculation of the lesser
component without any manipulation of the Keldysh components.
According to Eq. (2.2), we can write the equations of motion or the Dyson
equations for the Green’s function in terms of the gauge covariant derivative
−→
Dxmµ =
−→
∂ xmµ − iqA
µ(xm)/~ and its conjugate
←−
D∗xmµ =
←−
∂ xmµ + iqA
µ(xm)/~ as
i~
−→
D t1Gˆ(x1;x2)− Hˆ0(−i~
−→
Dx1)Gˆ(x1;x2)− (Σˆ ∗ Gˆ)(x1;x2) = δ(x1 − x2), (2.9a)
−iGˆ(x1;x2)~
←−
D∗t2 − Gˆ(x1;x2)Hˆ0(i~
←−
D∗x2)− (Gˆ ∗ Σˆ)(x1;x2) = δ(x1 − x2). (2
.9b)
Henceforth,
−→
∂ and
←−
∂ denote the derivatives operating on the right-hand and left-
hand sides, respectively, and ∗ represents the convolution, defined by
(Υˆ ∗ Ξˆ)(x1;x2) =
∫
dx3Υˆ (x1;x3)Ξˆ(x3;x2), (2.10)
6 S. Onoda, N. Sugimoto and N. Nagaosa
where
∫
dx represents
∫
dt
∫
dx. The Dyson equations (2.9a) and (2.9b) can also be
written in the forms
((Gˆ(0)−1 − Σˆ) ∗ Gˆ)(x1;x2) = δ(x1 − x2), (2.11a)
(Gˆ ∗ (Gˆ(0)−1 − Σˆ))(x1;x2) = δ(x1 − x2), (2.11b)
where
Gˆ(0)−1(x1;x2) =
[(
i~Dt1 − Hˆ0(−i~Dx1)
)
δ(x1 − x2)
]
(2.12a)
=
[(
−i~D∗t2 − Hˆ0(i~D
∗
x2)
)
δ(x1 − x2)
]
. (2.12b)
It is known that the self-energy Σˆ can be constructed from a Feynman rule14) similar
to that in the conventional Green’s function method for GˆR,A and ΣˆR,A.
2.4. Wigner representation and non-commutativity as the Moyal product
We change the set of variables (x1;x2) to (X;x) with X
µ = (T,X) and xµ =
(t,x) being the center-of-mass and relative coordinates, respectively:
X ≡ (x1 + x2)/2, (2.13a)
x ≡ x1 − x2. (2.13b)
We proceed to the Wigner representation in terms of (X; p) by means of the
Fourier transformation from xµ to pµ = (p1
µ − p2
µ)/2 = (ε,p) or from xµ to pµ =
(p1µ − p2µ)/2 = (−ε,p). It is well known that the convolution given in Eq. (2.10)
can be rewritten in a compact form as a function of Xµ and pµ;
(Υˆ ∗ Ξˆ)(X; p) = Υˆ (X; p)e
i~
2
(
←−
∂ Xµ
−→
∂ pµ−
←−
∂ pµ
−→
∂ Xµ)Ξˆ(X; p), (2.14)
which is explicitly proven in Appendix A. Henceforth, contraction of indices for
four-component vectors should be understood. This takes the form of the so-called
Moyal product or the star product of Υˆ (X; p) and Ξˆ(X; p) in the space of Xµ and
pµ, which fully represents the non-commutativity [x
µ
i , p
µ
i ]− = i~. Recently, this has
also been utilized in the field of high-energy physics in the context of the D-brane
in string theory,27) and the associated non-commutative quantum mechanics28) has
been intensively investigated.
Now, in order to express the Dyson equations in the Wigner representation,
we have only to calculate Gˆ(0)−1(X; p). For this purpose, it is useful to define the
quantity associated with the covariant derivative
πµ(x1;x2) ≡ −i~Dx1µδ(x1 − x2) = i~D
∗
x2µδ(x1 − x2), (2
.15)
so that G(0)−1(x1;x2) can be represented in the form of the convolutions of πµ(x1;x2).
The Wigner representation of Eq. (2.15) associated with the covariant derivative is
obtained as
πµ(X; p) =
∫
dx e−ipµx
µ/~πµ
(
X +
x
2
;X −
x
2
)
= pµ − qAµ(X) (2.16)
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using integration by parts. This new variable πµ(X; p) defines the mechanical or
kinetic energy-momentum in the Wigner representation, and it is clearly distinct
from the canonical one, pµ.
Finally, the Wigner represetation of Gˆ(0)−1 can be obtained in a compact form
by using the Moyal ∗ product as
Gˆ(0)−1(X; p) = Gˆ
(0)−1
0∗ (π(X; p)), (2
.17)
where
Gˆ
(0)−1
0∗ (π) = π
0 − Hˆ0∗(pi) (2.18)
and Hˆ0∗(π) in the presence of electromagnetic fields are generalizations of
Gˆ
(0)−1
0 (p) = ε− Hˆ0(p) (2.19)
and Hˆ0(p) defined in the absence of the fields. They are obtained by replacing all the
products in Gˆ
(0)−1
0 (p) and Hˆ0(p) with the Moyal ∗ products defined by Eq. (2
.14)
and also p with π = p− qA(X). Therefore, in the Wigner representation, the Dyson
equations (2.11a) and (2.11b) are rewritten as[
π0(X; p) − Hˆ0∗(pi(X; p))− Σˆ(X; p)
]
∗ Gˆ(X; p) = 1, (2.20a)
Gˆ(X; p) ∗
[
π0(X; p)− Hˆ0∗(pi(X; p)) − Σˆ(X; p)
]
= 1. (2.20b)
2.5. Gauge invariance in the case of constant electromagnetic fields
Here, it is convenient to decompose the electromagnetic potential into two parts;
A˜(X), which just contributes to uniform static electromagnetic fields, F˜µν = ∂xµA˜ν(x)
−∂xν A˜µ(x) = constant, and the other non-uniform and/or dynamical part, δA(X) =
A(X) − A˜(X). Similarly, we introduce
π˜µ(X; p) ≡ pµ − qA˜(X). (2.21)
Now, we change the set of variables from (X; p) to (X|π˜). Then, the Moyal product
given by Eq. (2.14) is transformed into the partly gauge-invariant form
(Υˆ ∗ Ξˆ)(X; p) = (Υˆ ⋆ Ξˆ)(X|π˜) = Υˆ (X|π˜)e
i~
2
(
←−
∂ Xµ
−→
∂ π˜µ−
←−
∂ π˜µ
−→
∂ Xµ+qF˜
µν
←−
∂ π˜µ
−→
∂ π˜ν )Ξˆ(X|π˜).
(2.22)
In this (X|π˜) representation, the Dyson equations take the forms[
π˜0 − qδφ(X) − Hˆ0⋆(p˜i − q δA(X)) − Σˆ(X|π˜)
]
⋆ Gˆ(X|π˜) = 1, (2.23a)
Gˆ(X|π˜) ⋆
[
π˜0 − qδφ(X) − Hˆ0⋆(p˜i − q δA(X)) − Σˆ(X|π˜)
]
= 1. (2.23b)
In the rest of this paper, we restrict ourselves to the case of a uniform static
applied electromagnetic field Fµν = ∂xµA
ν − ∂xνA
µ = constant, i.e., A(X) = A˜(X),
or equivalently, δA(x) = 0. Now we do not have to distinguish between π and π˜. In
the case of the constant electromagnetic fields, the Moyal ⋆ product in the (X|π)
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space, which is defined by Eq. (2.22), gives the gauge-invariant representation of the
conventional Moyal ∗ product given by Eq. (2.14). Namely, like Υˆ (X|π) and Ξˆ(X|π),
their convolution has only an implicit dependence on the choice of the gauge through
πµ = pµ − eAµ(X), and hence the gauge invariance after the p or π integration is
evident. This is consistent with Schwinger’s idea to extract gauge-invariant results
by using gauge-covariant quantities,30), 31), 32) since πµ(X; p) is constructed from the
gauge-covariant derivative via Eqs. (2.15) and (2.16). Furthermore, in the present
case of constant electromagnetic fields, imposing the fully symmetric combination of
the Moyal products among π for the Hamiltonian Hˆ0∗(pi), as required for quantum-
mechanical problems, the ⋆ products implicitly appearing in Hˆ0(pi) are reduced
to conventional products, owing to the antisymmetric property Fµν + Fνµ = 0.
Therefore, we arrive at the following gauge-invariant forms of the Dyson equations
under a constant electromangeitc field:[
π0 − Hˆ0(pi)− Σˆ(X|π)
]
⋆ Gˆ(X|π) = 1, (2.24a)
Gˆ(X|π) ⋆
[
π0 − Hˆ0(pi)− Σˆ(X|π)
]
= 1. (2.24b)
Furthermore, as long as we restrict ourselves to a uniform, stationary solution,
Eq. (2.22) reduces to
(Υˆ ⋆ Ξˆ)(π) = Υˆ (π)e
i~q
2
Fµν
←−
∂ πµ
−→
∂ πν Ξˆ(π). (2.25)
This, again, takes the form of the Moyal product, but now it translates the non-
commutativity among the components of the mechanical energy-momentum opra-
tor πi
µ = pi
µ − eAµ(xi), which is introduced by the physical electromagnetic field
~qFµν 6= 0. Then, using this Moyal product defined by Eq. (2.25), the Dyson equa-
tions (2.24a) and (2.24b) can be expressed in the gauge-invariant forms
(π0 − Hˆ0(pi)− Σˆ(π)) ⋆ Gˆ(π) = 1, (2.26a)
Gˆ(π) ⋆ (π0 − Hˆ0(pi)− Σˆ(π)) = 1. (2.26b)
These two Dyson equations guarantee that for a given Σˆ, the solution for Gˆ is unique.
Therefore, one can define the inverse with respect to the Moyal product as
Gˆ(π) =
(
π0 − Hˆ0(pi)− Σˆ(π)
)−1
⋆
. (2.27)
2.6. Self-energy due to the scattering by dilute impurities
Here, we consider the self-energy arising only from the scattering by dilute im-
purities. For a general impurity potential of the form
Vˆ (x) =
∑
i
uˆ(x− xi), (2.28)
the simplest self-consistent Born approximation reads
Σˆ(π0,pi) = nimp
∫
dpi
(2π~)d
uˆpi−pi′Gˆ(π
0,pi′)uˆpi′−pi, (2.29)
uˆq =
∫
dxe−iq·xuˆ(x). (2.30)
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When the potential is given by a δ-function, i.e.,
uˆ(x) = uˆδ(x), (2.31a)
uˆq = uˆ, (2.31b)
it is easy to construct the self-consistent equations in terms of the T -matrix approxi-
mation, taking account of an inifinite series consisting of the first and all the multiple
Born scattering amplitudes for the self-energy Σˆ, as
Σˆ(π0) = nimpTˆ (π
0), (2.32)
Tˆ (π0) = uˆ
(
1− gˆ(π0)uˆ
)−1
, (2.33)
gˆ(π0) =
∫
dpi
(2π~)d
Gˆ(π0,pi). (2.34)
2.7. Expansion in the electromagnetic fields
In most cases, except for the simplest problems, like the Zener problem,29) the
Dyson equations (2.26a) and (2.26b) cannot be directly solved in the context of
non-commutative quantum mechanics using the Moyal product. Therefore, the per-
turbative treatment is an important and powerful tool.
Dyson equations in the form of Eqs. (2.26) can be expanded in ~qFµν as(
π0 − Hˆ0(pi)− Σˆ(π)
)
Gˆ(π)− 1
= −
∞∑
n=1
1
n!
(
π0 − Hˆ0(pi)− Σˆ(π)
)( n∏
i=1
i~qFµiνi
2
←−
∂ πµi
−→
∂ πνi
)
Gˆ(π),
(2.35a)
Gˆ(π)
(
π0 − Hˆ0(pi)− Σˆ(π)
)
− 1
= −
∞∑
n=1
1
n!
Gˆ(π)
(
n∏
i=1
i~qFµiνi
2
←−
∂ πµi
−→
∂ πνi
)(
π0 − Hˆ0(pi)− Σˆ(π)
)
.
(2.35b)
Finally, we obtain
Gˆ(π) = Gˆ0(π)
[
1 +
(
Σˆ(π)− Σˆ0(π)
)
Gˆ(π)
−
∞∑
n=1
1
n!
(
π0 − Hˆ0(pi)− Σˆ(π)
)( n∏
i=1
i~qFµiνi
2
←−
∂ πµi
−→
∂ πνi
)
Gˆ(π)
]
(2.36a)
=
[
1 + Gˆ(π)
(
Σˆ(π)− Σˆ0(π)
)
−
∞∑
n=1
1
n!
Gˆ(π)
(
n∏
i=1
i~qFµiνi
2
←−
∂ πµi
−→
∂ πνi
)(
π0 − Hˆ0(pi)− Σˆ(π)
)]
Gˆ0(π).
(2.36b)
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Henceforth, quantities with the subscript “0” denote those defined in the absence of
external electromagnetic fields. This notation is introduced in order to distinguish
them from those in the presence of the fields.
We note that a non-linear generalization of the quantum Boltzmann equation in
the steady, uniform case can be derived from Eqs. (2.35) as[
Gˆ(π), Hˆ0(pi) + Σˆ(π)
]
−
=
∞∑
n=1
1
n!
[
Gˆ(π)
(
n∏
i=1
i~qFµiνi
2
←−
∂ πµi
−→
∂ πνi
)(
π0 − Hˆ0(pi)− Σˆ(π)
)
−
(
π0 − Hˆ0(pi)− Σˆ(π)
)( n∏
i=1
i~qFµiνi
2
←−
∂ πµi
−→
∂ πνi
)
Gˆ(π)
]
(2.37)
in the Keldysh space. It is clear that this quantum Boltzmann equation cannot
determine the retarded and advanced components GˆR,A(π) and ΣˆR,A(π), as readily
verified for single-component, i.e., scalar, cases. Furthermore, in multi-component
systems, it does not uniquely determine Gˆ<(π) and Σˆ<(π) either, as we will show
later.
Equations (2.36b) and (2.36b) have the solutions of the forms
Gˆ(π) = Gˆ0(π) +
∞∑
n=1
1
n!
(
n∏
i=1
~qFµiνi
2
)
Gˆµ1ν1,··· ,µnνn(π), (2
.38)
Σˆ(π) = Σˆ0(π) +
∞∑
n=1
1
n!
(
n∏
i=1
~qFµiνi
2
)
Σˆµ1ν1,··· ,µnνn(π). (2
.39)
We can calculate Gˆ(π) and Σˆ(π) by equating the coefficients of each order in Fµν in
Eq. (2.36b) or (2.36b) and, for instance, imposing that Gˆµ1ν1,··· ,µnνn and Σˆµ1ν1,··· ,µnνn
are symmetric under the permutation (µiνi)↔ (µjνj) and anti-symmetric under the
permutation µi ↔ νi.
In particular, in the case of impurity problems, we obtain
Σˆµ1ν1,··· ,µnνn(π
0,pi) =
∫
dpi′
(2π~)d
uˆpi−pi′Gˆµ1ν1,··· ,µnνn(π
0,pi′)uˆpi′−pi (2.40)
in the self-consistent Born approximation for the general impurity pontential given
in Eq. (2.30), and
Σˆµ1ν1,··· ,µnνn(π
0) = nimpTˆ 0(π
0)
∑
s
n∑
i=1
∑′
m1,··· ,mi−1
i∏
j=1
×
[
1
(mj −mj−1)!
gˆ
µ
s(mj−1+1)
ν
s(mj−1+1)
,··· ,µ
s(mj)
ν
s(mj )
(π0) Tˆ 0(π
0)
]
, (2.41)
gˆ
µ1ν1,··· ,µnνn
(π0) =
∫
dpi
(2π~)d
Gˆµ1ν1,··· ,µnνn(π
0,pi) (2.42)
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for the T -matrix approximation with the δ-function impurity potential given in
Eq. (2.31), where m(0) = 0 and m(i) = n, and
∑′
m(1),··· ,m(i−1) and
∑
s
denote
the summations over m(1), · · · ,m(i−1) under the condition m(j) < m(j′) for j < j′
and over all the permutations among 1, · · · , n, respectively.
2.8. Electric current
Here, we summarize the formulation of the electric currents in the presence of
constant electromagnetic fields.
The component-dependent particle number and current density at a given time-
space coordinate Xµ, ρˆµ(X) = (nˆ(X), jˆ(X)), are expressed in terms of the quantum
distribution function Gˆ< as
nˆ(X) = −iGˆ<
(
X +
x
2
;X −
x
2
)∣∣∣
x→0
=
∫ ∞
−∞
dπ0
2πi
∫
ddpi
(2π~)d
Gˆ<(X|π), (2.43)
jˆ(X) =
∫ ∞
−∞
dπ0
2πi
∫
ddpi
(2π~)d
1
2
[
vˆ0(pi), Gˆ
<(X|π)
]
+
, (2.44)
with the velocity
vˆ(p) =
1
i~
[
x, Hˆtot(x,p)
]
−
=∇pHˆ(x,p) =∇πHˆ0(pi) = vˆ0(pi) (2.45)
which satisfies the desired condition of the equation of continuity for the total particle
number,
∂Xµρ
µ(X) = 0, (2.46)
with the total number and current density ρµ(X) ≡ Trρˆµ(X).
Finally, the uniform, static electric currents are given by the average over both
time and space
J = q lim
T→∞
lim
V→∞
1
TV
∫ T/2
−T/2
dT ′
∫
V
dX ′Tr
[
jˆ(X ′)
]
. (2.47)
It is easy to see that Gˆ<0 (π) never contributes to the current J without breaking the
inversion symmetry in the absence of an electric field.
2.9. Zeroth-order equilibrium properties
Lastly, for later use, we summarize the well-known equilibrium properties in the
absence of external electromagnetic fields:
Gˆ
R(A)
0 (p) =
(
ε− Hˆ0(p)− Σˆ
R(A)
0 (p)
)−1
, (2.48)
Gˆ<0 (p) =
(
GˆA0 (p)− Gˆ
R
0 (p)
)
f∓(ε), (2.49)
Σˆ<0 (p) =
(
ΣˆA0 (p)− Σˆ
R
0 (p)
)
f∓(ε), (2.50)
with the Bose and the Fermi distribution functions f−(ε) = (1− coth(β(ε−µ)/2))/2
and f+(ε) = (1− tanh(β(ε − µ)/2))/2, respectively.
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The self-energy is obtained as
Σˆ
R(A)
0 (ε) = nimp
∫
dp
(2π~)d
uˆp−p′Gˆ
R(A)
0 (ε,p
′)uˆp′−p (2.51)
in the Born approximation for the impurity potential given by Eq. (2.30), and as
Σˆ
R(A)
0 (ε) = nimpTˆ
R(A)
0 (ε), (2
.52)
Tˆ
R(A)
0 (ε) = uˆ
(
1− gˆ
R(A)
0 (ε)uˆ
)−1
, (2.53)
gˆ
R(A)
0 (ε) =
∫
dp
(2π~)d
Gˆ
R(A)
0 (ε,p) (2
.54)
in the T -matrix approximation for the δ-function potential given by Eq. (2.31).
§3. Linear response theory
We proceed to the linear response of the Green’s functions to the external fields
Fµν . In particular, we must calculate Gˆ
<
µν to consider the linear response of various
quantities. For this purpose, we linearize Eq. (2.36b) or (2.36b) in Fµν to obtain
Gˆµν(π) = Gˆ0(π)
[
Σˆµν(π) +
i
2
(
(∂πµGˆ
−1
0 (π))Gˆ0(π)(∂πν Gˆ
−1
0 (π))− (µ↔ ν)
)]
Gˆ0(π),
(3.1)
or
GˆE(π) = Gˆ0(π)
[
ΣˆE(π) +
i
2
(
(∂π0Gˆ
−1
0 (π))Gˆ0(π)(∇πGˆ
−1
0 (π))
− (∇πGˆ
−1
0 (π))Gˆ0(π)(∂π0Gˆ
−1
0 (π))
)]
Gˆ0(π), (3.2)
GˆB(π) = Gˆ0(π)
[
ΣˆB(π) +
i
2
(∇πGˆ
−1
0 (π)) × Gˆ0(π)(∇πGˆ
−1
0 (π))
]
Gˆ0(π). (3.3)
Here, we have used the identity
∂πµGˆ0(π) = −Gˆ0(π)
(
∂πµGˆ
−1
0 (π)
)
Gˆ0(π), (3.4)
or equivalently
∂πµGˆ
R(A)
0 (π) = − Gˆ
R(A)
0 (π)
(
∂πµGˆ
R(A)−1
0 (π))
)
Gˆ
R(A)
0 (π), (3
.5a)
∂πµGˆ
<
0 (π) = −
[
GˆA0 (π)
(
∂πµGˆ
A−1
0 (π)
)
GˆA0 (π)
− GˆR0 (π)
(
∂πµGˆ
R−1
0 (π)
)
GˆR0 (π)
]
f∓(π
0)
+ (GˆA0 (π)− Gˆ
R
0 (π))∂πµf∓(π
0). (3.5b)
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3.1. Retarded and advanced Green’s functions and self-energies
First, we consider the retarded (advanced) component of the Dyson equation (3.1),
which reads
Gˆ
R(A)
E (π) = Gˆ
R(A)
0 (π)
[
Σˆ
R(A)
E (π)
+
i
2
(
(∂π0Gˆ
R(A)−1
0 (π))Gˆ
R(A)
0 (π)(∇πGˆ
R(A)−1
0 (π))
− (∇πGˆ
R(A)−1
0 (π))Gˆ
R(A)
0 (π)(∂π0Gˆ
R(A)−1
0 (π))
)]
Gˆ
R(A)
0 (π),
(3.6)
Gˆ
R(A)
B (π) = Gˆ
R(A)
0 (π)
[
Σˆ
R(A)
B (π)
+
i
2
(∇πGˆ
R(A)−1
0 (π))× Gˆ
R(A)
0 (π)(∇πGˆ
R(A)−1
0 (π))
]
Gˆ
R(A)
0 (π),
(3.7)
because of the relations given by Eqs. (B.3) and (B.4).
The self-energies due to the impurity scattetring are obtained from Eqs. (2.29)
and (2.32) as
Σˆ
R(A)
E (π
0,pi) = nimp
∫
dpi′
(2π~)d
uˆpi−pi′Gˆ
R(A)
E (π
0,pi′)uˆpi′−pi, (3.8)
Σˆ
R(A)
B (π
0,pi) = nimp
∫
dpi′
(2π~)d
uˆpi−pi′Gˆ
R(A)
B (π
0,pi′)uˆpi′−pi, (3.9)
in the Born approximation for the general potential, Eq. (2.30), and as
Σˆ
R(A)
E (π
0) = nimpTˆ
R(A)
0 (π
0)gˆ
R(A)
E (π
0)Tˆ
R(A)
0 (π
0), (3.10)
Σˆ
R(A)
B (π
0) = nimpTˆ
R(A)
0 (π
0)gˆ
R(A)
B (π
0)Tˆ
R(A)
0 (π
0), (3.11)
in the T -matrix approximation for the δ-function potential, Eq. (2.31).
3.2. Lesser Green’s functions
Using the relation given by Eq. (B.6), the lesser component of Eqs. (3.2) and
(3.3) can be expressed as
Gˆ<E(π) =
(
GˆAE(π)− Gˆ
R
E(π)
)
f∓(π
0)
+ GˆR0 (π)
(
Σˆ<E − (Σˆ
A
E(π)− Σˆ
R
E(π))f∓(π
0)
)
GˆA0 (π)
−
i
2
GˆR0 (π)
(
(ΣˆA0 (π)− Σˆ
R
0 (π))Gˆ
A
0 (π)(∇πGˆ
A−1
0 (π))
− (∇πGˆ
R−1
0 (π))Gˆ
R
0 (π)(Σˆ
A
0 (π)− Σˆ
R
0 (π))
)
GˆA0 (π)∂π0f∓(π
0) (3.12)
and
Gˆ<B(π) =
(
GˆAB(π)− Gˆ
R
B(π)
)
f∓(π
0)
+ GˆR0 (π)
(
Σˆ<B − (Σˆ
A
B(π)− Σˆ
R
B(π))f∓(π
0)
)
GˆA0 (π). (3.13)
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These sets of equations have the solutions of the form
Gˆ<E(π) = Gˆ
<
E,I(π)∂π0f∓(π
0) + Gˆ<E,II(π)f∓(π
0), (3.14a)
Σˆ<E(π) = Σˆ
<
E,I(π)∂π0f∓(π
0) + Σˆ<E,II(π)f∓(π
0), (3.14b)
and
Gˆ<B(π) = Gˆ
<
B,I(π)∂π0f∓(π
0) + Gˆ<B,II(π)f∓(π
0), (3.15a)
Σˆ<B(π) = Σˆ
<
B,I(π)∂π0f∓(π
0) + Σˆ<B,II(π)f∓(π
0), (3.15b)
respectively. The first and the second terms represent the classical contributions from
the states at the chemical potential with a factor of ∂π0f∓(π
0) and the quantum
contributions from all the occupied states with f∓(π
0), respectively. Substituting
Eqs. (3.14a) and (3.14b) into Eq. (3.12) and Eqs. (3.15a) and (3.15b) into Eq. (3.13),
we finally obtain
Gˆ<E,I(π) = Gˆ
R
0 (π)Σˆ
<
E,I(π)Gˆ
A
0 (π)
−
i
2
(
GˆR0 (π)(∇π(Hˆ0(pi) + Σˆ
R
0 (π)))(Gˆ
A
0 (π)− Gˆ
R
0 (π))
− (GˆA0 (π)− Gˆ
R
0 (π))(∇π(Hˆ0(pi) + Σˆ
A
0 (π)))Gˆ
A
0 (π)
)
= GˆR0 (π)
(
Σˆ<E,I(π)− i∇π
(
Hˆ0(pi) +
1
2
(ΣˆR0 (π) + Σˆ
A
0 (π))
))
GˆA0 (π)
+
i
2
∇π
(
GˆR0 (π) + Gˆ
A
0 (π)
)
, (3.16)
Gˆ<E,II(π) = Gˆ
A
E(π)− Gˆ
R
E(π), (3.17)
Σˆ<E,II(π) = Σˆ
A
E(π)− Σˆ
R
E(π), (3.18)
and
Gˆ<B,I(π) = 0, (3
.19)
Σˆ<B,I(π) = 0, (3
.20)
Gˆ<B,II(π) = Gˆ
A
B(π)− Gˆ
R
B(π), (3.21)
Σˆ<B,II(π) = Σˆ
A
B(π)− Σˆ
R
B(π). (3.22)
When Gˆ<E,I(π) is numerically calculated, Eq. (3
.16) should be used as it is.
However, when it can be calculated analytically, the calculation carried out to solve
Eq. (3.16) is facilitated by constructing the following equation from Eq. (3.16):[
Gˆ<E,I(π), Hˆ0(pi)
]
−
+ Gˆ<E,I(π)Σˆ
A
0 (π)− Σˆ
R
0 (π)Gˆ
<
E,I(π)
= Σˆ<E,I(π)Gˆ
A
0 (π)− Gˆ
R
0 (π)Σˆ
<
E,I(π)
+
i
2
(
(ΣˆA0 (π)− Σˆ
R
0 (π))(∇πGˆ
A
0 (π)) − (∇π(Hˆ0(pi) + Σˆ
R
0 (π)))(Gˆ
A
0 (π)− Gˆ
R
0 (π))
+ (∇πGˆ
R
0 (π))(Σˆ
A
0 (π)− Σˆ
R
0 (π)) − (Gˆ
A
0 (π)− Gˆ
R
0 (π))(∇π(Hˆ0(pi) + Σˆ
A
0 (π)))
)
.
(3.23)
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This is the so-called quantum Boltzmann equation for the classical contribu-
tion15), 14), 20) in the context of the Keldysh formalism or the Baym-Kadanoff equa-
tion12), 20) linearized in the electric field. This self-consistent equation (3.23) can
also be derived by substituting Eqs. (2.38) and (2.39) into Eq. (2.37), linearizing
it in Fµν , substituting Eqs. (3.14), and taking the classical terms proportional to
∂π0f∓(π
0).
The classical contribution to the E-linear lesser self-energy is given by
Σ<E,I(π
0,pi) = nimp
∫
dpi′
(2π~)d
uˆpi−pi′Gˆ
<
E,I(π
0,pi′)uˆpi′−pi (3.24)
in the Born approximation for the general impurity potential, Eq. (2.30), and by
Σ<E,I(π
0) = nimpTˆ
R
0 (π
0)gˆ<E,I(π
0)TˆA0 (π
0) (3.25)
in the T -matrix approximation for the δ-function potential, Eq. (2.31).
In conclusion, the problem at hand of obtaining the quantum distribution func-
tions Gˆ<E(π) and Gˆ
<
B(π) is reduced to solving the self-consistent equation (3
.23) for
the classical contribution Gˆ<E,I(π) and the self-consistent equations (3
.6) and (3.7) for
the quantum contributions Gˆ
R(A)
E (π) and Gˆ
R(A)
B (π) over the occupied states, together
with the diagrammatic representation of the self-energy according to the Feynmann
rule.14)
§4. Second-order response
To go beyond the linear response response to the external fields, we proceed
to the second-order terms in Eq. (2.36). In particular, substituting Eqs. (2.38) and
(2.39) into Eq. (2.36) and comparing the second-order terms in F , we obtain
Gˆµν,µ′ν′(π) = Gˆ0(π)
[
Σˆµν,µ′ν′(π)Gˆ0(π) + Σˆµν(π)Gˆµ′ν′(π) + Σˆµ′ν′(π)Gˆµν(π)
+
i
2
{(
(∂πµΣˆµ′ν′(π))(∂πν Gˆ0(π))− (∂πµGˆ
−1
0 (π))(∂πν Gˆµ′ν′(π))
)
− (µ↔ ν) + ((µν)↔ (µ′ν ′))− ((µνµ′ν ′)↔ (ν ′µ′µν))
}
+
1
4
(
(∂πµ∂πµ′ Gˆ
−1
0 (π))(∂πν∂πν′ Gˆ0(π))
− (µ↔ ν)− (µ′ ↔ ν ′) + ((µµ′)↔ (νν ′))
)]
(4.1a)
=
[
Gˆ0(π)Σˆµν,µ′ν′(π) + Gˆµν(π)Σˆµ′ν′(π) + Gˆµ′ν′(π)Σˆµν(π)
+
i
2
{(
(∂πµGˆ0(π))(∂πν Σˆµ′ν′(π))− (∂πµGˆµ′ν′(π))(∂πν Gˆ
−1
0 (π))
)
− (µ↔ ν) + ((µν)↔ (µ′ν ′))− ((µνµ′ν ′)↔ (ν ′µ′µν))
}
+
1
4
(
(∂πµ∂πµ′ Gˆ0(π))(∂πν∂πν′ Gˆ
−1
0 (π))
− (µ↔ ν)− (µ′ ↔ ν ′) + ((µµ′)↔ (νν ′))
)]
Gˆ0(π). (4.1b)
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In this section, the argument π of the Green’s functions and the self-energies is often
suppressed.
4.1. Magneto-transport properties
Now we consider the magneto-transport properties as a second-order response
expressed by the cross terms of E and B. We start from Eqs. (4.1), which can be
rewritten as
GˆEi,Bj = Gˆ0
[
ΣˆEi,BjGˆ0 + ΣˆEiGˆBj + ΣˆBj GˆEi
+
i
2
{(
(∂π0ΣˆBj )(∂πiGˆ0)− (∂π0Gˆ
−1
0 )(∂πiGˆBj )
)
−
(
(∂πiΣˆBj )(∂π0Gˆ0)− (∂πiGˆ
−1
0 )(∂π0GˆBj )
)
+
(
(∇πΣˆEi)× (∇πGˆ0)− (∇πGˆ
−1
0 )× (∇πGˆEi)
)
j
}
+
1
4
(
(∂π0∇πGˆ
−1
0 ))× (∂πi∇πGˆ0)− (∂πi∇π(Gˆ
−1
0 ))× (∂π0∇πGˆ0)
)
j
]
(4.2a)
=
[
Gˆ0ΣˆEi,Bj + GˆBj ΣˆEi + GˆEiΣˆBj
+
i
2
{(
(∂π0Gˆ0)(∂πiΣˆBj )− (∂π0GˆBj )(∂πiGˆ
−1
0 )
)
−
(
(∂πiGˆ0)(∂π0ΣˆBj )− (∂πiGˆBj )(∂π0Gˆ
−1
0 )
)
+
(
(∇πGˆ0)× (∇πΣˆEi)− (∇πGˆEi)× (∇πGˆ
−1
0 )
)
j
}
+
1
4
(
(∂π0∇πGˆ0)× (∂πi∇πGˆ
−1
0 )− (∂πi∇πGˆ0)× (∂π0∇πGˆ
−1
0 )
)
j
]
Gˆ0.
(4.2b)
The retarded (advanced) component can be written as
Gˆ
R(A)
Ei,Bj
= Gˆ
R(A)
0
[
Σˆ
R(A)
Ei,Bj
Gˆ
R(A)
0 + Σˆ
R(A)
Ei
Gˆ
R(A)
Bj
+ Σˆ
R(A)
Bj
Gˆ
R(A)
Ei
+
i
2
{(
(∂π0Σˆ
R(A)
Bj
)(∂πiGˆ
R(A)
0 )− (∂π0Gˆ
R(A)−1
0 )(∂πiGˆ
R(A)
Bj
)
)
−
(
(∂πiΣˆ
R(A)
Bj
)(∂π0Gˆ
R(A)
0 )− (∂πiGˆ
R(A)−1
0 )(∂π0Gˆ
R(A)
Bj
)
)
+
(
(∇πΣˆ
R(A)
Ei
)× (∇πGˆ
R(A)
0 )− (∇πGˆ
R(A)−1
0 )× (∇πGˆ
R(A)
Ei
)
)
j
}
+
1
4
(
(∂π0∇πGˆ
R(A)−1
0 )× (∂πi∇πGˆ
R(A)
0 )
− (∂πi∇π(Gˆ
R(A)−1
0 ))× (∂π0∇πGˆ
R(A)
0 )
)
j
]
. (4.3)
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We know that Gˆ<Ei(π), Σˆ
<
Ei
(π), Gˆ<Bj (π) and Σˆ
<
Bj
(π) have the forms given in
Eqs. (3.14a), (3.14b), (3.15a) and (3.15b), supplemented by Eqs. (3.6), (3.7), and
(3.16). Therefore, using the property given by Eq. (B.6), we find that the lesser
component of Eq. (4.2) also has the solution
Gˆ<Ei,Bj (π) = Gˆ
<
Ei,Bj ,I
(π)∂π0f∓(π
0) + Gˆ<Ei,Bj ,II(π)f∓(π
0), (4.4a)
Σˆ<Ei,Bj (π) = Σˆ
<
Ei,Bj ,I
(π)∂π0f∓(π
0) + Σˆ<Ei,Bj ,II(π)f∓(π
0), (4.4b)
with the self-consistent equation for Gˆ<Ei,Bj ,I and Σ
<
Ei,Bj ,I
,
Gˆ<Ei,Bj ,I = Gˆ
R
0
[
Σˆ<Ei,Bj ,IGˆ
A
0 + Σˆ
<
Ei,I
GˆABj + Σˆ
R
Bj Gˆ
<
Ei,I
+
i
2
{
(ΣˆABj − Σˆ
R
Bj)(∂πiGˆ
A
0 ) + (Σˆ
A
0 − Σˆ
R
0 )(∂πiGˆ
A
Bj )
− (∂πiΣˆ
R
Bj )(Gˆ
A
0 − Gˆ
R
0 )− (∂πi(Hˆ0(pi) + Σˆ
R
0 ))(Gˆ
A
Bj − Gˆ
R
Bj )
+
(
(∇πΣˆ
<
Ei,I
)× (∇πGˆ
A
0 ) + (∇π(Hˆ0(pi) + Σˆ
R
0 ))× (∇πGˆ
<
Ei,I
)
)
j
}
−
1
4
(
(∇π(Σˆ
A
0 − Σˆ
R
0 ))× (∂πi∇πGˆ
A
0 )
− (∂πi∇π(Hˆ0(pi) + Σˆ
R
0 ))× (∇π(Gˆ
A
0 − Gˆ
R
0 ))
)
j
]
(4.5a)
=
[
GˆR0 Σˆ
<
Ei,Bj ,I
+ GˆRBj Σˆ
<
Ei,I
+ Gˆ<Ei,IΣˆ
A
Bj
+
i
2
{
(GˆA0 − Gˆ
R
0 )(∂πiΣˆ
A
Bj ) + (Gˆ
A
Bj − Gˆ
R
Bj )(∂πi(Hˆ0(pi) + Σˆ
A
0 ))
− (∂πiGˆ
R
0 )(Σˆ
A
Bj − Σˆ
R
Bj )− (∂πiGˆ
R
Bj )(Σˆ
A
0 − Σˆ
R
0 )
+
(
(∇πGˆ
R
0 )× (∇πΣˆ
<
Ei,I
) + (∇πGˆ
<
Ei,I
)× (∇π(Hˆ0(pi) + Σˆ
A
0 ))
)
j
}
−
1
4
(
(∇π(Gˆ
A
0 − Gˆ
R
0 ))× (∂πi∇π(Hˆ0(pi) + Σˆ
R
0 ))
− (∂πi∇πGˆ
R
0 )× (∇π(Σˆ
A
0 − Σˆ
R
0 ))
)
j
]
GˆA0 , (4.5b)
and
Gˆ<Ei,Bj ,II(π) = Gˆ
A
Ei,Bj (π)− Gˆ
R
Ei,Bj(π), (4
.6a)
Σˆ<Ei,Bj ,II(π) = Σˆ
A
Ei,Bj (π)− Σˆ
R
Ei,Bj(π). (4
.6b)
Equation (4.5) can be transformed into an analogue of the quantum Boltzmann
equation;[
Gˆ<Ei,Bj ,I , Hˆ0(pi)
]
−
+ Gˆ<Ei,Bj ,IΣˆ
A
0 − Σˆ
R
0 Gˆ
<
Ei,Bj ,I
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= Σˆ<Ei,Bj ,IGˆ
A
0 − Gˆ
R
0 Σˆ
<
Ei,Bj ,I
+ Σˆ<Ei,IGˆ
A
Bj − Gˆ
R
Bj Σˆ
<
Ei,I
+ ΣˆRBj Gˆ
<
Ei,I
− Gˆ<Ei,IΣˆ
A
Bj
+
i
2
{
(ΣˆABj − Σˆ
R
Bj )(∂πiGˆ
A
0 ) + (∂πiGˆ
R
0 )(Σˆ
A
Bj − Σˆ
R
Bj )
+ (ΣˆA0 − Σˆ
R
0 )(∂πiGˆ
A
Bj ) + (∂πiGˆ
R
Bj )(Σˆ
A
0 − Σˆ
R
0 )
− (GˆA0 − Gˆ
R
0 )(∂πiΣˆ
A
Bj )− (∂πiΣˆ
R
Bj )(Gˆ
A
0 − Gˆ
R
0 )
− (GˆABj − Gˆ
R
Bj )(∂πi(Hˆ0(pi) + Σˆ
A
0 ))− (∂πi(Hˆ0(pi) + Σˆ
R
0 ))(Gˆ
A
Bj − Gˆ
R
Bj )
+
(
(∇πΣˆ
<
Ei,I
)× (∇πGˆ
A
0 ) + (∇π(Hˆ0(pi) + Σˆ
R
0 ))× (∇πGˆ
<
Ei,I
)
)
j
−
(
(∇πGˆ
R
0 )× (∇πΣˆ
<
Ei,I
) + (∇πGˆ
<
Ei,I
)× (∇π(Hˆ0(pi) + Σˆ
A
0 ))
)
j
}
−
1
4
(
(∇π(Σˆ
A
0 − Σˆ
R
0 ))× (∂πi∇πGˆ
A
0 ) + (∂πi∇πGˆ
R
0 )× (∇π(Σˆ
A
0 − Σˆ
R
0 ))
− (∇π(Gˆ
A
0 − Gˆ
R
0 ))× (∂πi∇π(Hˆ0(pi) + Σˆ
A
0 ))
− (∂πi∇π(Hˆ0(pi) + Σˆ
R
0 ))× (∇π(Gˆ
A
0 − Gˆ
R
0 ))
)
j
. (4.7)
§5. Transport properties in the single-band model
In the single-band case, all the Green’s functions GˆR,A,< and the self-energies
ΣˆR,A,< are scalar quantities, and can be denoted as GR,A,< and ΣR,A,<, respectively.
Then, from Eqs. (3.6) and (3.7), it is readily shown that GR,AE (π) = Σ
R,A
E (π) = 0
and GR,AB (π) = Σ
R,A
B (π) = 0, and hence the quantum contributions from G
<
E,II to
the electric current up to the linear response vanish. There exists only the classical
contribution from G<E,I in proportion to ∂π0f+(π
0), which becomes δ(π0 − µ) at the
zero temperature. Therefore, one has only to obtain G<E,I(µ,pF ) and Σ
<
E,I(µ,pF ).
Equation (3.16) or (3.23) is reduced to
G<E,I(π) =
ImGR0 (π)
ImΣR0 (π)
[
Σ<E,I(π)− i∇π(H0(pi) + ReΣ
R
0 (π))
]
+ iRe∇πG
R
0 (π). (5.1)
This is the Bethe-Salpeter equation for the vertex correction Σ<E,I(π). Similarly, for
the magneto-transport, from Eq. (4.5) we obtain
G<Ei,Bj ,I(π) =
1
ImΣR0 (π)
[
ImGR0 (π)Σ
<
Ei,Bj ,I
(π)
−
ǫℓℓ′j
2
(
(∂ℓΣ
<
Ei,I
(π))(∂ℓ′ReG
R
0 (π)) + (∂ℓ(H0(pi) + ReΣ
R
0 (π)))(∂ℓ′G
<
Ei,I
(π))
−i∂i((∂ℓImΣ
R
0 (π))(∂ℓ′ImG
R
0 (π)))
)]
. (5.2)
In the case of the magneto-transport, however, the quantum contributions character-
ized by GR,AEi,Bj (π) and Σ
R,A
Ei,Bj
(π) do not necessarily vanish unlike GR,AE (π), Σ
R,A
E (π),
GR,AB (π), and Σ
R,A
B (π). From Eq. (4
.3), we can obtain the self-consistent equation
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to calculate GR,AEi,Bj (π) and Σ
R,A
Ei,Bj
(π),
G
R(A)
Ei,Bj
(π) = G
R(A)
0 (π)Σ
R,A
Ei,Bj
(π)G
R(A)
0 (π)
−
1
4
(
(∂π0∇πΣ
R(A)
0 (π))× (∂πi∇πG
R(A)
0 (π))
− (∂πi∇π(H0(pi) +Σ
R(A)
0 (π))) × (∂π0∇πG
R(A)
0 (π))
)
j
. (5.3)
In the following, we use the notation (ε,p) instead of (π0,pi).
Here, we employ the self-consistent Born approximation given by Eq. (2.40).
More explicitly, we have
ΣR0 (µ,p) = nimp
∫
dp′
(2π~)d
|u(p − p′)|2GR0 (µ,p
′), (5.4a)
Σ<E,I(µ,p) = nimp
∫
dp′
(2π~)d
|u(p − p′)|2G<E,I(µ,p
′), (5.4b)
Σ<Ei,Bj ,I(µ,p) = nimp
∫
dp′
(2π~)d
|u(p − p′)|2G<Ei,Bj ,I(µ,p
′), (5.4c)
ΣR,AEi,Bj(µ,p) = nimp
∫
dp′
(2π~)d
|u(p − p′)|2GR,AEi,Bj (µ,p
′). (5.4d)
5.1. Longitudinal conductivity
First, we calculate the longitudinal conductivity. Substituting Eq. (5.1) into
Eq. (5.4b) and using Eq. (5.4d), we obtain
Σ<E,I(µ,p)− i∇pReΣ
R
0 (µ,p)
=
∫
dp′
(2π~)d
|up−p′ |
2 ImG
R
0 (µ,p
′)
ImΣR0 (µ,p
′)
[
Σ<E,I(µ,p
′)− i∇p′(H0(p
′) + ReΣR0 (ε,p
′))
]
= −i(τtr/τ − 1)∇pH0(p), (5.5)
and thus
G<E,I(µ,p) = −i
ImGR0 (µ,p)
ImΣR0 (µ,p)
τtr
τ
∇pH0(p) + i∇pReG
R
0 (µ,p), (5.6)
where we have assumed an isotropic dispersion H0(p) = p
2/2m for simplicity, and
introduced the electron lifetime τ and the transport lifetime τtr via the relations
~/τtr = 2
∫
dp′F
(2π~)d
|upF−p′F |
2(1− cos θ)(−ImGR0 (µ,p
′
F )) =
∫
dΩf(Ω)(1− cos θ),
(5.7)
~/τ = 2
∫
dp′F
(2π~)d
|upF−p′F |
2(−ImGR0 (µ,p
′
F )) =
∫
dΩf(Ω), (5.8)
and the differential cross-section
f(Ω) = 2πnimp
m∗pd−2F Ωd
(2π~)d
|u(pF − p
′
F )|
2 (5.9)
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with the polar coordinates Ω = (θ, ϕ) of pF with respect to p
′
F andΩd = Γ (d/2)/π
d/2.
Here, m∗ is the effective mass given by
1/m∗ ≡ z/mb ≡ z(1/m+∇2pReΣ
R
0 (µ, p))|p→pF (5.10)
with the renormalization factor defined by
1/z ≡ 1− ∂εReΣ
R
0 (ε, pF )|ε→µ. (5.11)
From Eqs. (5.1) and (5.5), the conventional expression for the longitudinal elec-
tric conductivity at the zero temperature is reproduced as
σij =
e2~
2πi
∫
dε
∫
dp
(2π~)d
(∂piH0(p))G
<
Ej
(µ,p)∂εf+(ε)
=
e2~
2π
∫
dp
(2π~)d
(∂piH0(p))
[
GR0 (µ,p)(∂pjH0(p))G
A
0 (µ,p)
τtr
τ
− ∂pjReG
R
0 (µ,p)
]
= δij
n∗e2τtr
m
m∗
m
= δij
n∗e2τ∗tr
m
b (5.12)
in the absence of the magnetic field. We have introduced n∗ = zn with the electron
density
n = Ωdp
d
F/d(2π~)
d (5.13)
and the quasiparticle transport lifetime
τ∗tr = τtr/z. (5.14)
It is important that the renormalization of the velocity due to the self-energy disap-
pears in the above expression for σii, in agreement with the Kubo formula.
5.2. Hall effect
We proceed to the second-order response of the electric current to the cross term
of the electric field and the magnetic field. In the present model, using Eqs. (5.5)
and (5.6), Eq. (5.2) is reduced to
G<Ei,Bj ,I(ε,p)− iǫijℓ
τtr
~m
(∂pℓReG
R
0 (ε,p))
= GR0 (ε,p)G
A
0 (ε,p)
[
Σ<Ei,Bj ,I(ε,p)− iǫijℓ
τtr
~m
∂pℓ(H0(p) + ReΣ
R
0 (ε,p))
]
, (5.15)
as shown in Appendix C. Therefore, from Eqs. (5.4a) and (5.4c), we obtain
Σ<Ei,Bj ,I(µ,p)− iǫijℓ
τtr
~m
∂pℓReΣ
R
0 (µ,p)
=
∫
dp′
(2π~)d
|up−p′ |
2 ImG
R
0 (µ,p
′)
ImΣR0 (µ,p
′)
×
[
Σ<Ei,Bj ,I(µ,p
′)− iǫijℓ
τtr
~m
∂p′ℓ(H0(p
′) + ReΣR0 (µ,p
′))
]
= −iǫijℓ(τtr/τ − 1)
τtr
~m
(∂pℓH0(p)), (5.16)
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and thus
G<Ei,Bj ,I(µ,p) = −iǫijℓ
τtr
~m
[
ImGR0 (ε,p)
ImΣR0 (ε,p)
τtr
τ
(∂pℓH0(p))− (∂pℓReG
R
0 (µ,p))
]
, (5.17)
as also shown in Appendix C. Consequently, we obtain the Fermi-surface contribu-
tion to the Hall conductivity as
σIij = Bℓ
e3~2
2πi
∫
dε
∫
dp
(2π~)d
(∂piH0(p))G
<
Ej ,Bℓ,I
(ε,p)∂εf+(ε)
= −Bℓ
e3~2
2πi
∫
dp
(2π~)d
(∂piH0(p))G
<
Ej ,Bℓ,I
(µ,p)
= Bℓǫijℓ
e3~2
2π
∫
dp
(2π~)d
τtr
~m
× (∂piH0(p))
[
GR0 (µ,p)G
A
0 (µ,p)
τtr
τ
(∂piH0(p))− (∂piReG
R
0 (µ,p))
]
= ǫijℓB
ℓn
∗e3τ2tr
m2
m∗
m
= ǫijℓB
ℓσ2ii
1
n∗e
m
m∗
= ǫijℓB
ℓσ2ii
1
neb
. (5.18)
Next, we proceed to the quantum contribution determined by GR,AEi,Bj(ε,p). From
Eq. (5.3), we obtain
G
R(A)
Ei,Bj
(ε,p) = G
R(A)
0
2
(ε,p)ΣR,AEi,Bj (ε,p)
−
ǫijℓ
4
(
(∂2pi(H0(p) +Σ
R(A)
0 (ε,p)))(∂ε∂pℓG
R(A)
0 (ε,p))
+ (∂ε∂pℓΣ
R(A)
0 (π))(∂
2
piG
R(A)
0 (π))
)
. (5.19)
In particular, in the case of a δ-functional potential, ∂piΣ
R
0 vanishes, and so it is
reduced to
G
R(A)
Ei,Bj
(ε,p) = −
ǫijℓ
4m
G
R(A)
0 (ε,p)∂ε∂pℓG
R(A)
0 (ε,p). (5
.20)
Thus, we obtain the quantum contribution to the Hall conductivity as
σIIij = Bℓ
e3~2
2πi
∫
dε
∫
dp
(2π~)d
(∂piH0(p))(−2iImG
R
Ej ,Bℓ
(ε,p)f+(ε))
= −Bℓ
e3~2
2π
∫
dε
∫
dp
(2π~)d
1
2m
(∂2piH0(p))ImG
R
0 (ε,p)∂εf+(ε)
= Bℓǫijℓ
e3~2
2π
1
2m2
∫
dp
(2π~)d
ImGR0 (µ,p). (5.21)
This term is negiligible in the usual metal compared with the classical contribution
given by Eq. (5.18). The non-local self-energy produces a small correction to ths
expression, which is of higher order in 1/τ . Therefore, it is negligible in the weak
scattering limit.
From the above results, we reproduce the conventional expression for the Hall
coefficient
R = ρyx/B
z =
1
n∗e
m
m∗
=
1
neb
. (5.22)
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The above calculation gives an expansion of the Hall conductivity/resistivity
in ωcτtr ≪ 1 with the cyclotron frequency ωc = eB/m and a weak magnetic field
B. We also note that the above results can be easily extended to the case of a
finite temperature T by exploiting the Sommerfeld expansion and expanding the
self-energies and the vertex corrections in T to obtain the coefficients to the T 2
terms in the conductivity tensor and the Hall coefficient.
§6. Discussion and conclusions
We have developed a new theoretical framework to study the electromagnetic re-
sponse of the charged system in terms of the Keldysh formalism. The Moyal product
and its expansion are the key concepts in this approach, and the gauge invariance is
implemented from the beginning of the calculation. Here we discuss the relationship
of the present approach to others, which are equivalent, in principle, within their
domains of validity, but differ with regard to procedures of their calculations.
The most well-established formalism is the Kubo formula for the linear response,
where the retarded response functions are obtained from the Matsubara Green’s
function via the analytic continuation, which can be calculated using the diagram
method. In this formalism, it is necessary to take the diagrams for the self-energy and
vertex correction consistently in order to satisfy the Ward-Takahashi identity. This
is rather straightforward for the conductivity, but it requires an ingenious treatment
for the Hall conductivity.7) In the latter case, to guarantee the gauge invariance, the
factor q2δab−qaqb where qa is the wavenumber of the vector potential of the external
magnetic field must be extracted and a careful treatment of the self-energy and ver-
tex corrections is required, as mentioned above. In our formalism, by contrast, the
equation of motion is gauge-invariant from the beginning, because of the replace-
ment of the argument, p → π = p − qA, and the fact that the vertex correction is
represented by G< and Σ<, while the self-energy by ΣR,A. It is noted here that both
Σ< and ΣR,A satisfy a single equation represented in the Keldysh space. Another
advantage of the present approach is that no analytic continuation is needed. This
is particularly useful when one analyzes non-linear responses, which is beyond the
scope of the Kubo formalism.
Another standard treatment of the non-equilibrium state is given by the Boltz-
mann transport theory. This is closely related to the Keldysh formalism in spirit,
and G< is the quantum analogue of the distribution function f(k, r) appearing in the
semi-classical Boltzmann equation. Actually, the quantum Boltzmann equation is de-
rived from the Keldysh formalism, and by assuming G<0 (π) = 2πiδ(π
0−ε(pi))f∓(π
0)
with ε(pi) being the energy dispersion of the particle, it reduces to the semi-classical
Boltzmann equation. This formalism is akin to the present one, but the change of the
self-energy ΣˆR,A and the Green’s function GˆR,A due to the external electromagnetic
field is often ignored in the linear response regime. This semi-classical assumption
is valid for single-band models, but not for multi-band systems, since in the latter
case, the quantum contribution is missing in this assumption. Our formalism can
also treat this multi-band case systematically.
Lastly, it is interesting to note the relation of the present formalism to the Str˘eda
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formula25) for the linear response. Str˘eda decomposed the electric conductivity ten-
sor σij into σ
I
ij + σ
II
ij , where the classical contribution σ
I
ij comes from fermions at
the Fermi surface while the quantum contribution σIIij from all the occupied states.
Without the magnetic field, Eq. (3.14) with Eqs. (3.6), (3.16), and (3.17) coincides
with the Str˘eda formula25) in the absence of Σˆ. Even under a magnetic field, a similar
decomposition of Eq. (4.4) facilitates the calculation of the conductivity, as explicitly
shown in §5.2. This decomposition is particularly useful when one investigates the
intrinsic and extrinsic contributions to the Hall conductivity, an interpretation of
which has been controversial for anomalous Hall effect for many decades but clari-
fied in a unified way.23) Our present formalism provides a method to calculate σIij
and σIIij diagrammatically even in the presence of the particle-particle interaction.
Therefore, the present approach can be regarded as a further development of the
Str˘eda formula.
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Appendix A
Moyal Product
We start from the Wigner mixed representation of Υˆ and Ξˆ in terms of (X; p):
Υˆ (X; p) =
∫
dx eipµx
µ/~Υˆ
(
X + x
2
,
X − x
2
)
, (A.1a)
Ξˆ(X; p) =
∫
dx eipµx
µ/~Υˆ
(
X + x
2
,
X − x
2
)
. (A.1b)
Then, the Fourier transform of the convolution given by Eq. (2.10) reads
(Υˆ ∗ Ξˆ)(X; p) =
∫
dx e−ipµx
µ/~
∫
dx3Υˆ
(
X + x
2
,
X
2
+ x3
)
Ξˆ
(
X
2
+ x3,
X − x
2
)
=
∫
dx
∫
dx3
∫
dp′
(2π~)d+1
eip
′
µ(
xµ
2
−xµ3 )/~
∫
dp′′
(2π~)d+1
e−ip
′′
µ(x
µ
3+
xµ
2
)/~
×Υˆ
(
X +
x
4
+
x3
2
; p + p′
)
Ξˆ
(
X −
x
4
+
x3
2
; p− p′′
)
=
∫
dX ′
∫
dX ′′
∫
dp′
(2π~)d+1
∫
dp′′
(2π~)d+1
ei(p
′
µX
′′µ+p′′µX
′µ)/~
×Υˆ
(
X +
X ′
2
; p+ p′
)
Ξˆ
(
X −
X ′′
2
; p − p′′
)
=
∫
dX ′
∫
dX ′′
∫
dp′
(2π~)d+1
∫
dp′′
(2π~)d+1
ei(p
′
µX
′′µ+p′′µX
′µ)/~
×Υˆ (X; p)e
X′
µ
2
←−
∂ Xµ+p
′
µ
←−
∂ pµ−
X′′
µ
2
−→
∂ Xµ−p
′′
µ
−→
∂ pµ Ξˆ(X; p)
=
∫
dX ′
∫
dX ′′
∫
dp′
(2π~)d+1
∫
dp′′
(2π~)d+1
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×Υˆ (X; p)ei(p
′
µ/~+
i
2
−→
∂ Xµ )(X
′′µ−i~
←−
∂ pµ)+i(p
′′
µ/~−
i
2
←−
∂ Xµ)(X
′µ+i~
−→
∂ pµ)
×e
i~
2
(
←−
∂ Xµ
−→
∂ pµ−
←−
∂ pµ
−→
∂ Xµ )Ξˆ(X; p)
= Υˆ (X; p)e
i~
2
(
←−
∂ Xµ
−→
∂ pµ−
←−
∂ pµ
−→
∂ Xµ)Ξˆ(X; p). (A.2)
Appendix B
Basic Properties of the Retarded, Advanced, and Lesser Components of
Product of the Matrix-Form Functions in the Keldysh Space
Given the matrix-form functions in the Keldysh space,
Υˆ i(p) =
(
ΥˆRi (p) 2Υˆ
<
i (p)
0 ΥˆAi (p)
)
(B.1)
with i = 1, · · · , n, their product
Υˆ (p) = Υˆ 1(p)Υˆ 2(p) · · · Υˆ n(p) (B.2)
satisfies the following relations:
ΥˆR(p) = ΥˆR1 (p)Υˆ
R
2 (p) · · · Υˆ
R
n (p), (B.3)
ΥˆA(p) = ΥˆA1 (p)Υˆ
A
2 (p) · · · Υˆ
A
n (p). (B.4)
Furthermore, when each Υˆ i satisfies the equilibirum condition
Υˆ<i (p) =
(
ΥˆAi (p)− Υˆ
R
i (p)
)
f∓(ε), (B.5)
then the lesser component of the product is reduced to
Υˆ<(p) = Υˆ<1 Υˆ
A
2 · · · Υˆ
A
n
+ΥˆR1 Υˆ
<
2 Υˆ
A
3 · · · Υˆ
A
n
+ΥˆR1 Υˆ
R
2 Υˆ
<
3 Υˆ
A
4 · · · Υˆ
A
n
+ · · ·
+ΥˆR1 · · · Υˆ
R
n−2Υˆ
<
n−1Υˆ
A
n
+ΥˆR1 · · · Υˆ
R
n−1Υˆ
<
n
=
(
ΥˆA(p)− ΥˆR(p)
)
f∓(ε) (B.6)
for n ≥ 2.
Appendix C
Derivation of Eq. (5.17)
We start from Eq. (5.2), which has been reduced from Eq. (4.7) in the single-
component scalar problem. Then, substituting Eqs. (5.6) and (5.5) into Eq. (5.2)
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leads to
G<Ei,Bj ,I(ε,p) =
1
ImΣR0 (ε,p)
[
ImGR0 (ε,p)Σ
<
Ei,Bj ,I
(ε,p)
+ i
ǫℓℓ′j
2
{
(∂pℓ
τtr
τ
∂piH0(p))(∂pℓ′ReG
R
0 (ε,p))
+ (∂pℓ(H0(p) + ReΣ
R
0 (ε,p)))(∂pℓ′
τtr
τ
GR0 (ε,p)G
A
0 (ε,p)∂piH0(p))
}
− i
ǫℓℓ′j
2
{
(∂pℓ∂pi(H0(p) + ReΣ
R
0 (ε,p)))(∂pℓ′ReG
R
0 (ε,p))
+ (∂pℓ(H0(p) + ReΣ
R
0 (ε,p)))(∂pℓ′∂piReG
R
0 (ε,p))
− ∂pi
(
(∂pℓImΣ
R
0 (µ,p))(∂pℓ′ ImG
R
0 (µ,p))
)}]
=
1
ImΣR0 (ε,p)
[
ImGR0 (ε,p)Σ
<
Ei,Bj ,I
(ε,p)
+i
ǫℓℓ′j
2
{
(∂pℓ
τtr
τ
∂piH0(p))(∂pℓ′ReG
R
0 (ε,p))
− (∂pℓ
τtr
τ
∂piH0(p))G
R
0 (ε,p)G
A
0 (ε,p)(∂πℓ′ (H0(p) + ReΣ
R
0 (ε,p)))
)
− i
τtr
τ
(ImΣR0 (ε,p))(∂piH0(p))(∂pℓG
R
0 (ε,p))(∂pℓ′G
A
0 (ε,p))
− ∂piRe
(
(∂pℓ(H0(p) +Σ
R
0 (µ,p)))(∂pℓ′G
R
0 (µ,p))
)}]
. (C.1)
The last line of the above equation identically vanishes due to the anti-symmetric
tensor ǫℓℓ′j. Using ǫℓℓ′j(∂pℓg1(p))(∂pℓ′ g2(p)) = 0, Eq. (C
.1) can then be rewritten as
Eq. (5.15) in the present model H0(p) = p
2/2m.
Multiplying both sides of Eq. (5.15) by |up−p′ |
2
~/τtr and performing a momen-
tum integration, we obtain∫
dp′
(2π~)d
|up−p′ |
2
[
~
τtr
G<Ei,Bj ,I(ε,p
′) + i
ǫijℓ
m
(∂p′ℓReG
R
0 (ε,p
′))
]
=
∫
dp′
(2π~)d
|up−p′ |
2 ImG
R
0 (ε,p
′)
ImΣR0 (ε,p
′)
×
[
~
τtr
Σ<Ei,Bj ,I(ε,p
′) + i
ǫijℓ
m
(∂p′ℓ(H0(p
′) + ReΣR0 (ε,p
′)))
]
.
(C.2)
Using Eqs. (5.4a) and (5.4c), we reproduce Eq. (5.16).
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