Common coupling (sharing global variables across modules) is a metric for software quality, and has been used in studies of maintainability. But when the global variables in question are large data structures, one must decide whether to consider such data structures as complete units, or whether to consider each of their fields individually. We explore this issue by analyzing a case study based on the Linux system. We find that for this case the granularity does not have a decisive effect on the results. In particular, our results for coupling based on individual fields are similar in spirit to the results reported previously (by others) based on using complete data structures. In both cases, the coupling * School of Computer Science and Engineering, the Hebrew University of Jerusalem, Israel † On sabbatical leave at Vanderbilt University 1 indicates that the system kernel is vulnerable to modifications in peripheral modules of the system.
Introduction
The goal of software engineering is to produce high-quality maintainable software.
But there is little agreement regarding how quality and maintainability should be measured, and whether they can be measured directly. Over the years, various indirect measures have therefore been proposed. The degree of common coupling is one of them: Significant common coupling is considered bad, so low levels of common coupling are taken to indicate high quality and maintainability [17] . Such metrics are especially useful for the comparison of contending software development practices, such as open-source vs. closed source.
Common coupling refers to the use of global variables. But what constitutes "a variable"? Programming languages allow the use of various constructs for organizing data: scalars, arrays, structures, and in some cases even more abstract types such as lists and hash tables. If a structure contains several scalars and two arrays, should the whole structure be considered as a single entity, or should its fields and subfields be considered independently?
The question of granularity is important because it affects the outcome of the evaluation. Previous work has employed a coarse granularity, where large and complex structures are considered a single entity in terms of coupling [18, 24] . We argue that a fine-grain approach may be more meaningful, especially if the fields are indeed functionally independent. In particular, it may be that considering a large structure as a single entity leads to "false common coupling," where some fields of the structure are used in one place and other fields in another place, but no fields are really shared among different modules.
To check whether this is indeed the case we have developed a procedure for analyzing fine-grain common coupling in a software product. To demonstrate how this procedure is applied in practice, we have re-evaluated common coupling in the Linux system, and specifically, the coupling between the kernel and other non-kernel modules. This work can be considered as an elaboration of the study by Yu et al. [24] , in considerably greater detail, and integrating operating system considerations along with software engineering ones.
The rest of this paper is structured in three main parts. Section 2 provides background on common coupling and reviews the categorization introduced by Yu et al. [24] . Section 3 explains the intricacies of analyzing common coupling when the global variables in question are complex data structures composed of many fields. Sections 4 and 5 then apply these concepts to the Linux kernel case study -the same case study as used by Yu et al. Section 6 presents our conclusions, both regarding the analysis of common coupling in general and regarding the specific case of the Linux kernel.
Common Coupling

Metrics for Open-Source Software
Successful software projects are those that meet their specifications within predefined budget and time constraints. This metric is applicable to traditional closed-source software development, and has been measured for many thousands of projects. In fact, such measurements are the basis for the claim that the software industry is in a crisis; studies routinely show that the majority of projects fail to fully meet their targets [10, 9, 7] .
Regrettably, this straightforward metric cannot be applied to open-source software projects: They typically have no detailed specifications, no budget, and no deadlines.
Therefore, indirect metrics have to be found. Given the availability of the source code, it is natural to consider metrics that are based on the code itself, that is, metrics for code quality. These have the additional appeal of being quantitative, objective, and amenable to mechanized evaluation.
One such metric is the degree of common coupling found in the code. Coupling between software modules measures the degree to which they are dependent on each other. "Common coupling" refers to the use of global (shared) variables, harking back to the COMMON keyword from FORTRAN. One of the basic tenets of software engineering is that modules should have little coupling, because this fosters easier maintenance and reuse [17, 11] ; contrariwise, strong coupling makes modules harder to understand and increases the propensity for errors [2, 16] . In particular, it is widely agreed that common coupling should be avoided.
Categorization of Common Coupling
Software is often built in layers. In many cases, there is a small, basic core of functionality, and on top of it a large loosely-knit set of tools. Examples are Emacs and Matlab: both have a stable, slowly evolving core, and many additional functions or packages, often created by users, that evolve quickly using the open-source paradigm [15] . In operating systems, the core is the kernel, and other modules include support for new functionality such as innovative file systems or new device drivers. We term such software a kernel-based system.
The kernel is by definition the heart of the system. Everything depends on the kernel functioning properly. From a maintenance viewpoint, this means that it is highly desirable that the kernel be as independent as possible from other software modules. With this in mind, Yu et al. [24] have defined five categories of common coupling, based on the roles that the global variables play.
Every occurrence of a variable in the code can be classified as either a definition or a use. A definition of a variable is the assignment of a new value to this variable.
A use is the utilization of the current value of a variable. Yu et al. [24] applied this classification to occurrences of global variables in the code, and then categorized the global variables as follows:
Category 1: Global variables that are defined in kernel modules but not used in any kernel module. These can be interpreted as "kernel outputs"; in object-oriented terminology, they serve as "get" methods (accessors) for some internal kernel attribute. As such, their use is reasonable.
Category 2: Global variables that are defined in a single kernel module, and used in other kernel (and non-kernel) modules. Such a global variable can be interpreted as a "get"within the kernel in addition to being a "get"used by external modules.
Again, this is reasonable.
Category 3: Global variables that are defined in several different kernel modules.
This causes the different kernel modules to be dependent on each other, and is therefore an undesirable usage mode. kernel modules. Although this creates a dependency of the kernel on non-kernel code, it may be necessary as an input mode; in other words, this is similar to a "set" method (mutator) of a kernel attribute. It therefore may be unavoidable.
Category 5: Global variables that are defined in both kernel and non-kernel modules, and used in kernel modules. This is an extreme form of coupling between kernel and non-kernel code, and is highly undesirable.
Yu et al. also introduced a graphical notation to describe the categories of common coupling. Fig. 1 shows an example. The name of the global variable in question is noted at the top left. Modules are represented by rectangles. An arrow points from each module that contains a definition to each module that contains a use (regardless of whether these specific definitions can actually affect these specific uses). If two modules are connected by a two-headed arrow, then there are definitions and uses in both modules. A dashed or dotted line defines the kernel boundary: Modules that appear within it are kernel modules, and those that are on the outside are non-kernel modules.
Common Coupling Applied to Structures
The Two Dimensions of Global Variables
The above discussion of common coupling implicitly assumes that global variables are independent entities. But in practice, computer programs are rife with complex data structures that include many different parts. In addition, they may have many distinct instances of each such data type. As a result, we find that global variables may be viewed in a two-dimensional space.
The first dimension is that of the data structure. When the global variables we are considering are compound structures, we are faced with an interaction between two types of coupling: coupling between modules that access the same global variable (this is the common coupling discussed above), and coupling among fields that are part of the same structure (this is a syntactic property of the variables). Interestingly, this interaction can affect the results of the analysis.
Yu et al. [24] considered each structure as a single entity, thus allowing the syntactic coupling among fields to come into play. We claim that it may be more meaningful to decompose structures into their constituent fields, and treat each one independently. This reflects the fact that in many cases the fields are indeed independent, and different fields are used by different parts of the program. Treating the structure as a unit then leads to what we may call "false common coupling," as the different modules do not in fact access the same global variables -rather, they access different global variables that happen to be syntactically related.
The second dimension is that of instantiation. A computer program typically creates many instances of each compound data type that it defines. We claim that it is proper to identify global variables that are distinct instances of the same structure (or rather, instances of the same fields within the same structure) with each other.
The reason is that code is typically organized according to the data on which it operates. Accordingly, it is typical to find that accesses to a certain field are done only from a small number of functions.
The important point is that these same functions are called to handle all the different instances of the structure that may be instantiated at runtime. In particular, they may be called to handle the same instance. From a code maintenance point of view, this means that the functions may operate on the same data, and are therefore coupled to each other.
In short, we propose that instead of using the intuitive approach of regarding each instance of a structure as an independent global variable, one should decompose structures into their fields, and collapse the fields from different instances into a single entity (Fig. 2) . The following two subsections elaborate on these concepts.
Decomposing Structures into Fields
Consider the following C declaration of a compound data structure: But the result is that if we use coarse-grain analysis the different statements are coupled, whereas they remain decoupled when fine-grain analysis is performed.
The reason that this is important is that treating the whole structure as a single unit may create an impression of a high degree of coupling that is not really there.
An example of how this may happen is given in Fig. 3 at the whole structure as a single entity (right of Fig. 3 ), we find that this pattern of accesses leads us to categorize s as a category-5 global variable.
The same considerations imply that structures should be decomposed even if they are nested at several levels. For example, consider a structure that includes another structure as one of its fields. We can then encounter statements such as
s.f1.sf4 = 5;
If subfields sf2 and sf4 are functionally independent in the structure s.f1, they should be treated as independent global variables. The same applies if a structure includes a pointer to another structure, and we find statements of the form
Here, subfield sf6 of field s.f2 should be treated as an independent global variable. In the sequel, when we talk of individual fields of a structure, we will typically mean all nested subfields as well.
Collapsing Runtime Instances of the Same Structure
Structures rarely appear only once in a program. It is much more common to have many instances of the same structure, organized as an array or linked to each other. This is analogous to the instantiation of multiple instances of an object in an objectoriented program.
Even in a non-object-oriented language like C, the code that handles such structures is typically generic. It can (and often does) handle any of the instances that are created at runtime. It is extremely uncommon to have distinct pieces of code handling distinct instances of the same data type. This motivates the notion that the different instances should be collapsed and treated as one for the purpose of analyzing common coupling. and uses the data in it. This C notation assumes that head points to the head of the list, that the list is terminated by a pointer with value NULL, and that ptr is a pointer to type struct type 2:
for (ptr = head; ptr! = NULL; ptr = ptr->next)
The question is which global variables are being added to sum. At runtime, many instances of type struct type 2 may be created and linked to each other. But the code does not really discriminate among them; in effect, it treats the whole linked list as a single data structure, and plucks out a specific field from all the different instances.
Another piece of code could do a similar computation using the field ptr->f2; this would be unrelated to the first computation, because it is using a separate field, even though it is traversing the same linked list.
Similar considerations apply to array global variables. The reason is that array cells are typically accessed in a dynamic manner, using other variables as an index.
Accordingly, when performing fine-grain definition-use analysis, it would be wrong to treat array cells as independent. Instead, the cells should be collapsed and the whole array should be treated as a single global entity. This still holds even if each cell of the array is itself a structure.
Handling Pointers
When structures appear in arrays or linked lists, they are typically accessed via pointers (as shown above). Thus if pointer ptr points to an instance of struct type 2, we might see a statement of the form
The question is how to interpret this in terms of definitions and uses. The problem is that this simple statement involves no fewer than three variables: the pointer ptr, the structure s to which it points, and the field f1 within that structure.
When using coarse-grain analysis of complete structures, this assignment is an assignment to the structure s. However, if the pointer ptr is itself a global variable, it may be more convenient to use it as a representative of all the instances of struct type 2 to which it might point. With this interpretation, we would say that the above statement is an assignment to ptr. In effect, this was the approach employed by Yu et al. in their analysis [24] .
When using fine-grain analysis of fields, the picture is different. The above statement actually translates into two distinct accesses: First, there is a use of the (dereferenced) pointer ptr. Second, there is a definition of the integer field ptr->f1.
A somewhat subtle situation arises when a field is itself a pointer to the same type of data structure, as in the linked list example shown above. When such a field exists, we might find statements of the form
Based on our previous considerations of collapsing instances of accesses to the same field, this should be interpreted as a definition of field ptr->f1, despite the extra level of indirection.
Classifying Operations as Definitions and Uses
When performing fine-grain definition-use analysis, it is too simplistic to categorize occurrences of global variables as only simple definitions or simple uses. Some of the additional categories are language-dependent; some are specific to the software product being analyzed. For the sake of brevity and concreteness, however, we restrict ourselves here to C-based categories that we found in Linux (all the examples are actual code from the Linux 2.4.20 kernel).
Here is a list of the categories:
Simple definition: This is a simple assignment, such as to field processor in current->processor = 0;
Simple use: Similarly, this is a straightforward utilization of the current value of a variable. Two examples are the following statements using the field current>pid:
A special case is sizeof, which is actually an operator even though it looks like a function call. It is therefore also classified as a simple use. For example:
Combined definition and use: This is using the shorthand available in C, as in current->link count++; current->flags |= PF SIGNALED;
For the purpose of categorizing common coupling, such statements need to be counted twice, both as a definition and as a use. But when counting the number of occurrences of a global variable, they are counted only once.
Atomic operation: Linux supports an atomic combination of definition and use, as in atomic inc(&current->files->count);
In addition, lock and unlock operations are actually atomic operations that both use and potentially modify their parameter, as in read lock(&current->fs->lock);
Such atomic operations were therefore also counted twice, as above.
Passing by value: This is equivalent to a use, because only the variable's value is passed to the function.
A special case occurs if the field in question is itself a pointer. In this case, passing the pointer by value is equivalent to passing the pointed-to structure by reference. From a maintenance viewpoint, the possibility of defining elements of the structure therefore dictates that this be classified as passing by reference and not passing by value.
Passing by reference: In this case, a variable may be modified by the called function, so this is potentially both a definition and a use.
A special case occurs when global variable current is passed as a parameter to a function. This seems strange, as current is global anyway. The answer is that current doubles as an identifier for the currently running process, and as such is sometimes passed to functions that accept a process descriptor as an argument, for example send sig(SIGKILL, current, 0); Such cases are counted as a passing by value despite the fact that current is also a pointer to the whole task struct structure.
Pointer dereference: Each time a pointer is dereferenced its value is actually used.
Therefore statements such as current->fs->altrootmnt = mnt;
actually represent two uses (of current itself and of the field fs) and a definition (of the subfield altrootmnt).
Execution: This is using the facility to define a variable that points to a function, and then calling that function. For example:
current->exec domain->handler(segment, regp);
We interpret this as using the value of the variable.
Common Coupling and the Linux Case Study
A case study in which common coupling has been investigated is the Linux kernel.
Linux is a popular object of study due to its prominence and the availability of its source code for all versions since 1994 [4, 22, 18, 1, 14, 24] . Regarding common coupling, it was shown that whereas the size of the Linux code base grows linearly with version number, the degree of common coupling grows exponentially [18] . This agrees with an independent study of the architecture of Linux, which concludes that it has many more dependencies than it should [4] , and a study showing that open-source software is not necessarily more modular than closed source [14] .
A subsequent and more detailed study showed that not only is there significant common coupling, but that much of it is of the especially insidious category 5, causing vulnerability of the kernel to modifications in non-kernel modules [24] . This is especially troubling in the context of an operating system, because it prevents the use of hardware support for protection. Practically all processors on the market have at least two protection levels: user and kernel. This allows the operating system to protect its data structures from being manipulated by user code. But many have more than two levels. For example, the popular Intel Pentium processors have four levels: a user mode, and three protected modes with increasing levels of protection [8] . This is intended to be used to support layering within the operating system. For example, the kernel can use the most protected mode, and thus be shielded against faults that might be introduced by device drivers that run with a lower level of protection. But when global variables are used, all parts of the operating system must run at the same protection level, and the kernel data is left vulnerable. And indeed, Linux uses only a single protection mode for all operating system code.
An analysis of version 2.4.20 of the Linux operating system by Yu et al. [24] has found 99 global variables, of which 4 are of the undesirable category 3, and no less than 20 are from the even worse category 5. In particular, the variable current stood out as especially problematic; it was defined and used by 12 kernel modules, used by an additional 6 kernel modules, and also defined and/or used by an astounding 1071 non-kernel modules. These figures made a dominant contribution to the finding that 62 to 63 percent of all occurrences of global variables in Linux are category 5. Figure 4 depicts the definitions and uses of current according to Yu et al. [24] .
module name (n, m) denotes that the module in question contains n definitions and m uses of global variable current. The dashed lines separate the 12 kernel modules with both definitions and uses of current from the 6 kernel modules with just uses.
The methodology used to derive these results was as follows. First, all lines in the Linux source code in which current occurs were extracted. These were classified as definitions if current appeared to the left of an assignment, and uses otherwise, that [24] .
is, coarse-grain definition-use analysis was performed. Then definitions and uses of current in all the modules (identified as source files) were counted. The 26 files in the kernel subdirectory were identified as being the kernel, and all the rest as non-kernel.
A Closer Look at current
In our case study we take a closer look at current. In particular, we incorporate operating systems knowledge into the analysis, and make the following observation:
current is not a simple global variable. In fact, it has two independent roles. First, it serves to identify the current process. Second, it is a pointer to a structure containing many fields, used to describe this process.
In Linux, as in other variants of Unix, data about each process are maintained in a process descriptor. In Linux, this is a structure called task struct. In some versions of Unix, the kernel contains a hardcoded table of such structures. However, this limits the number of processes that can be created. In Linux, task structures are allocated dynamically together with the kernel stacks [3] . Each process has a unique area in memory, 8 KB in size, that contains its task structure and its kernel stack. The address of this memory block is used by the kernel to identify this process, in place of the conventionally used process identifier, or pid (but a pid is still maintained for use in the programming API, e.g., the fork and signal system calls).
Because the kernel most often deals with the currently running process, the address of the memory block describing this process is made available using current. For efficiency reasons this is not a normal variable in memory, but rather a macro that returns the contents of a specific register [3] . As a further optimization, Linux does not waste a general-purpose register for this; instead, it masks the low-order 13 bits of the stack pointer. This works because, when kernel code is running, the stack pointer points into the kernel stack of the current process, which resides in the same 8 KB memory block as the process descriptor. Thus current (the pointer) is actually never explicitly defined! Instead, it is implicitly defined when the stack pointer is defined as part of a context switch (in the switch to macro) [3] . So, from the viewpoint of fine-grained definition-use analysis, current itself is not category 5, but rather category 2; it is defined in one place, and used extensively both in the kernel and in other modules.
Lines of source code in which current appears to the left of an assignment are not definitions of current. Rather, they are definitions of fields of the process descriptor to which current points. The original study by Yu et al. implicitly considered the whole process descriptor as a single entity, so a definition of any field was considered to be a definition of the process descriptor. But an alternative approach is to consider the fields individually, as we do in this paper. This is motivated by the fact that the process descriptor is actually a somewhat disorganized assembly of different pieces of data, used for different purposes. In principle, it may be that each of these fields is actually well behaved, and belongs to categories 1, 2, or 4 (as explained in Section 3.2).
This would imply that common coupling in the Linux system is not as problematic as implied by the results of Yu et al. [24] .
The Fields of task struct
The process descriptor structure in Linux is rather complex. Some of its fields are scalars. Others are structures, pointers to structures, or arrays. The question is when and if to fragment the structure into its constituent scalars.
We followed the approach outlined in Section 3.2. We treated independent scalar fields as distinct global variables. An example is current->pid, the process identifier used in the programming API (but not internally in the Linux kernel).
Furthermore, it seemed reasonable to treat all scalar fields as distinct global variables, even where there seemed to be some relationships between them. For example, there are several different fields that express nuances of user identification for the purpose of granting permissions: current->uid, current->euid, current->suid, current>fsuid, and similarly for groups. In principle these could have been grouped into a "uid" structure instead of cluttering task struct, but they were not. This leads to the notion that fields that actually are structures should also be decomposed, and their fields should also be regarded as distinct global variables. Moreover, this should also apply to fields in structures that are pointed to by fields of current, rather than being part of the task struct structure directly. This can go on for several levels.
The only case where pointers to structures were not followed and fragmented was when they point to other instances of task struct (see Section 3.4). There are quite a few such pointers, used for two functions: keeping track of the family relations among processes (pointers to the parent, first child, and sibling processes), and maintaining lists of processes (such as the runqueue or processes waiting for an event). Subfields accessed via such pointers were identified with the fields of current itself.
Arrays, as distinct from structures, were not decomposed, but were treated as a single global entity. The reason is that array cells are typically accessed in a dynamic manner, using other variables as an index. Accordingly, when performing fine-grain definition-use analysis, it would be wrong to treat array cells as independent. Instead, whenever a field is an array, the whole array should be collapsed and treated as a single global entity. This still holds if even each cell of the array is itself a structure.
Miscategorization Caused by Aliasing
Another issue that has surfaced is aliasing, which may be considered as a variant of clandestine common coupling [19] . As before, let ptr be a pointer to a variable of type struct type. Assume further that ptr itself is a global variable (like current). The statement newptr = ptr;
creates an alias for ptr. Either one of them can now be used to access the fields of the structure to which ptr is pointing.
In particular, when the alias is used to define and use fields or subfields of variables of type struct type, it becomes harder to detect instances of common coupling. These fields and subfields are global variables, but can now be accessed using different names!
In the original analysis of Linux by Yu et al., aliases of global variables were ignored. Consequently, none the accesses made using aliases were considered, so there are potentially many more definitions and uses that were not identified [12] . This is problematic because such missing information can lead to misclassification of global variables.
A specific example we found in Linux is current->state, which we originally categorized as a category-1 field, because it is not used in the kernel. But in reality it is used: the scheduler creates an alias of current called prev in anticipation of switching to a new process, and then uses the value of prev->state. Therefore field state should actually be category 5, as it is indeed categorized after taking aliases into account.
Aliasing also partially accounts for the large number of fields that have only a single occurrence in the whole system, or seem to never be defined. They actually have more occurrences, but those are achieved using aliases rather than using current.
For example, the field current->did exec appears only once in the whole system, where it is defined, but seems never to be used. But in fact it is used in the form p->did exec, after p is aliased to current.
Focusing on the use of current in Linux, we find that there is an additional special case related to aliasing. When a new process is created, its task struct is initialized as part of the fork system call. At this time current is still pointing to the parent process. Thus, many fields of the new process seem never to be defined, because these definitions happen before current is made to point at this instance of a process descriptor. Likewise, some definitions and uses are performed by routines that loop over all processes, regardless of which process is the current one. We did not count such accesses, because our analysis was specifically based on those source-code statements that involve current itself. Therefore our results may be conservative, because additional occurrences may propel various fields to higher (and worse) categories.
A detailed description of the effect of aliasing is being written in a separate paper.
The results reported here include all occurrences of current, including those using direct aliases. However, they do not include possible accesses to fields that were passed by reference to other functions, thereby effectively creating additional indirect aliases.
Results of Our Linux Re-Categorization Case Study
To assess the impact of the considerations described in the previous sections, we performed a complete re-categorization of common coupling as related to current in Linux.
Technicalities
The version used was Linux 2.4.20, as in the study by Yu et al. [24] , so that our fine-grain results could be compared to those of the earlier coarse-grained study.
The analysis started with all source code lines that include the identifier current.
These include both .c and .h files. Note that .h files are considered as independent modules. Therefore, macros defined in .h files count as definitions and uses in that file, and not in the .c file that includes the .h file.
The kernel modules were identified as the 26 .c files in the kernel directory, again as done in the study by Yu et al. Files in the arch/ * /kernel directories were not considered to be part of the kernel. The reason for this decision is that, from a maintenance point of view, we define the kernel as the heart of the system that is crucial for any installation. Accordingly, architecture-specific aspects of the kernel are excluded. Alternative definitions of the kernel are discussed in Section 5.3.
Each occurrence of the fields of current fields was classified manually into one of the definition-use classes of Section 3.5. This was then checked by another person and any differences were reconciled. These classifications were then automatically analyzed by Perl scripts to categorize the fields into the five categories of Section 2.2.
We did not consider the occurrences of global variables in assembler code, but rather set them aside until we have done the necessary research into the nature of common coupling between a second-generation language (assembler) and a thirdgeneration language (C). The only consequence of our not analyzing the assembler code is that we may have slightly undercounted the number of occurrences of common coupling (current appears in assembly instructions only 31 times).
Results
In the remainder of this paper, the term "fields" also includes all subfields of current, as explained in Section 3.2. Categorizing the subfields of current according to the procedure outlined above leads to the results shown in Table 1 . The first obvious result is that a refinement of the original categorization is needed. As indicated in the Category 0: Global variables that are neither defined nor used in the kernel.
because this seems to be the case for many subfields of current. In addition to the 249 fields in Table 1 , there were no fewer than 89 fields that were used but never defined anywhere. Of these, 17 were used in the kernel, and the rest were not. These fields probably received values during initialization or by some other code that did not involve current directly or through an alias. A prime example is current->pid, which is used 22 times in the kernel and 765 times in non-kernel modules; it is initialized as part of initializing a new task struct in the fork system call.
Using the extended categorization, we see that over 60 percent of the fields are in category 0, that is, not accessed by the kernel. This high percentage may mean that we are still missing additional definitions or uses that are not implemented using current or its aliases. It may also mean that our definition of "kernel" is lackingan issue that we address again below. On the other hand, the vast majority (110 of 154, or 71 percent) of these fields are actually subfields of the thread struct structure that is embedded in task struct. This structure is used to encapsulate architecturespecific state of the processor, and therefore is typically used by architecture-specific code, and not by kernel code. It is therefore reasonable to disregard these fields when discussing the coupling of the kernel to non-kernel modules. global variables (of which current was one).
In an effort to understand the significance of the above results, we note that some of the fields are locks or counters that are used atomically. These fields are explicitly designed to be accessed and modified by multiple modules, and their usage reflects this. Could it be that they are the source of the many category 5 fields? Upon inspection, it was found that only 15 fields are of this type, and only 8 of them were category 5, so the above results are not largely influenced by them. Table 2 shows the breakdown of occurrences of fields of current of different categories in kernel and non-kernel modules. Here, occurrences that are both a definition and a use are counted only once. The results are that accesses to category-5 fields dominate the use of current's fields in both the kernel and non-kernel code. In the kernel, the second most common type of access is to a category-2 field. In non-kernel code, the second most common is category 0. Note that there are about 3 times as many different category-0 fields as category-5 fields, but together they occur just over a third as many times as category-5 fields.
What Is the Kernel?
The above results are based on the definition used by Yu et al. [24] , where the kernel is defined to be the kernel subdirectory of the Linux distribution. But code from other subdirectories is often also considered part of the Linux "core kernel." So we need a definition that specifically identifies the core kernel, that is, those parts of the kernel that are the most fundamental and used in all installations. We have come up with three possible alternatives for such a definition.
The first alternative is to use the distribution makefiles to find those modules that are always compiled, in all kernel configurations. This led to a set of 52 files (in addition to the 26 in kernel), which are listed in the appendix. Some judgment has been applied in setting up this list, for example, modules related to networking were excluded as a system could in principle be stand-alone. On the other hand many file system modules have been included, because the file system serves as the main abstraction for naming and access to all hardware devices, and not only as the implementation of the file abstraction.
Another alternative is architecture-based, and includes all the files compiled for the simplest possible Intel-based i386 platform. To find this list of files, we simply created such a kernel build, and extracted the list of files that were used. The selected configuration was typical of a modern desktop, including Ethernet and USB. The list ended up containing 342 source files, and an additional 494 header files. The source files are also listed in the appendix.
The third alternative is much simpler, and is based on exclusion rather than inclusion. It considers all the code to be the kernel except for two obvious subdirectories:
Yu arch, which contains architecture-specific code, and drivers, which contains device drivers.
The results of classifying the fields of current using these three alternatives are shown in Table 3 , and compared with the original definition used by Yu et al. [24] .
One obvious result is that as we include more files in our definition of the kernel, fewer fields are classified as belonging to category 0. These fields migrate to the other categories, mainly to categories 1, 2, and 3. However, the overall picture does not change very much, and the largest non-category-0 category by far is always category 5. The fraction of non-category-0 fields that are classified in the "bad" categories of 3 and 5 is also relatively stable, and stays in the range of 52-59 percent.
When looking at the fraction of occurrences of each category (Table 4) , we again see a similar picture for all four definitions of the kernel. Between 63 and 80 percent of the occurrences are of category-5 fields. When using alternatives that define a larger kernel, the main growth occurs in occurrences of category-3 fields. In the extreme case, namely, defining the kernel as all subdirectories except the arch and drivers subdirectories, the fraction of occurrences of category-3 fields is an order of magnitude larger than for Yu et al.'s original definition of the kernel, and twice as large as the fraction of occurrences of category-2 fields. This indicates that a large part of the problem is indeed coupling between modules in these two subdirectories and the other subdirectories.
Threats to the Validity of the Linux Case Study
A major threat to the validity of the results of the Linux case study reported above is that they are based on a lexical analysis of the code, rooted at uses of current. This does not allow for a full and precise identification of all data flows from one module to another. In particular, we do not follow the passing of current and its fields by value, or accesses using pre-processor macros. Moreover, we completely miss those fields and subfields of task struct that are simply not accessed via current at all, and ignore those that are used but not defined. A semantic analysis using a compiler front-end is needed to correct these ommisions. We are considering performing such an analysis, and comparing the results, to assess the severity of this methodological issue. Such an analysis could identify new fields in all the different categories, leading to changes in the observed distribution of fields in the different categories. However, regarding the fields that we have already analyzed, such analysis can only increase the coupling between modules. Therefore, our results may be somewhat conservative, and the actual degree of coupling may be even higher, possibly even leading to a re-categorization of certain fields into worse categories.
Another threat to the validity of these results is that they obviously depend on the definition of what constitutes the Linux kernel. We compared four definitions, two based on the subdirectory structure and two based on the kernel makefiles. All four led to qualitatively similar results. But it might be that some refactoring can significantly reduce the coupling among any of these definitions of the kernel and other modules [22] .
A third potential threat to the validity of the results of the Linux case study is that they pertain to only the Linux system. It may be that such a complex system, written in a non-object-oriented language, simply requires such patterns of global variables to be used. It may be that the resulting code is hard to maintain, but that by itself does not necessarily imply a low quality.
To achieve an absolute scale, comparison with other similar software systems is had a much more disciplined development history, and its source code is available. The results of the study show that BSD has an order of magnitude less common coupling than Linux: 900-1600 occurrences of global variables vs. about 15,000 [23] . Although striking, it should be remembered that the functionality of the different systems is not identical: Linux contains support for many more platforms and hardware devices, and therefore has many more device drivers, which may inflate the coupling numbers.
Discussion of the Case Study
The result of our re-categorization of global variables with regard to current in Linux is to uphold the concern raised by Yu et al. regarding the large number of category-5 global variables in Linux. We have shown that, even when global data structures are reduced to their constituent fields, there are many individual fields that are category 5, and, moreover, they receive a disproportionally large fraction of the accesses. As such, they lead to vulnerabilities of the kernel and dependences on non-kernel code.
In particular, we found a strong coupling with the arch and drivers subdirectories, indicating that
1. The kernel is exposed to manipulation by peripheral code such as device drivers; and 2. There is a lack of a well-defined interface between the generic part of the system and the architecture-specific parts.
Examples that this coupling is a real problem include the following: The field current->counter is the main mechanism by which the scheduler assigns priority and keeps track of CPU usage by a process. It should therefore be defined by only the scheduler and the timer. In actuality, it is also defined by two other kernel modules, by a host of architecture-specific kernel extensions (to reduce priority), and by several device drivers, presumably also to reduce priority. In fact, the scheduler and timer access current->counter only via an alias.
The field current->session is used by the system to keep track of session information and process relationships, so it should also be defined by only the kernel. However, we found that it is also directly set once in file system code, and once in a device driver (and indirectly, via an alias, another few times). In fact, there were 19 fields that are defined only once or twice in non-kernel modules, while being used up to 64 times. Eliminating these definitions would change their classification from category 5 to category 2.
A worrying example is that several uid-related fields are also category 5 (the uid is the user identifier, and is used to control access to private information). They are naturally set in the kernel, but are manipulated also by file-system code. For example, current->fsuid is temporarily set to be 0 (the root user ID) in one place so as to obtain a privileged port. In principle, any new module may set these variables and introduce serious security risks.
These examples show that common coupling is more than a software engineering issue related to maintainability. As stated earlier in this section, common coupling also reflects a real vulnerability of the kernel, the most crucial code at the heart of the system, to manipulation by peripheral code like device drivers, which are known to be fault-prone and are relatively unregulated [5] . This demonstrates the problems that stem from a monolithic design based on direct access to global variables. A much safer design would be to use layers based on hardware protection, where peripheral code can call only functions exported by more protected code. For example, drivers
should not manipulate scheduler data -they should call a function to request a reduction in priority. And there should simply be no interface that allows peripheral code to modify the uid. Such a design is not at all innovative, and has been known since the very first multi-tasking operating systems projects [6, 20] .
6 Summary, Conclusions, and Future Work
Our main result is that we have developed a technique for fine-grain analysis of common coupling in kernel-based software. We have shown by means of a case study that the technique can be used in practice.
The degree of common coupling found among software modules may depend on the granularity of the analysis -whether we are considering the sharing of complete data structures or the sharing of their constituent fields. In fine-grain analysis we focus on the fields. We claim that this can potentially lead to a more accurate characterization of sharing patterns than using complete data structures. We further claim that the way to perform the fine-grained analysis is to collapse runtime instances of global data structures that have the same type.
Previous work on the common coupling in the Linux system used a coarse granularity, and found significant coupling between the kernel and more peripheral software modules. We have repeated this work using our fine-grain technique at the level of individual fields. The main result found is that significant coupling exists at this level as well, thereby augmenting the concern regarding the long-term maintainability of
Linux.
In future work we plan to extend our study in three directions. First, there is much more to learn about coupling in general. The most prominent example is to follow the effect of passing global variables by reference from one module to another. This creates a form of alias that we did not consider in the current study, and might increase the coupling significantly. Likewise, the use of macros to access global variables needs to be taken into account.
Second, we wish to further improve our understanding of coupling in the specific case of the Linux system. One aspect of this is to actually tabulate coupling that arises from passing by reference, as suggested above. Another is to make more detailed comparisons with other systems, such as BSD Unix.
Third, a different line of research is to investigate alternatives to the massive use of global variables, in the interest of making operating systems more robust, and reducing the potential vulnerabilities to peripheral code. This harks back to studies of kernel structure in the Multics system [20] , and can also exploit studies of the architecture and inter-dependences of Linux [4, 22] . It is obviously related to the software engineering study of partitioning (and re-partitioning) systems into modules [13, 21] .
Appendix: Selected Kernel Modules
In addition to defining the kernel according to the subdirectory structure of the code, we considered two other ways to identify the core modules based on the kernel's makefiles. For review purposes, the full lists of files are included here. Once the paper is accepted we intend to make these lists available on the web instead.
One alternative definition of the "kernel" is based on files that are compiled in all kernel configurations. Using this consideration, we suggest that the kernel comprises the following files (this is called the "makefile" version): 
