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BAXTER’S RELATIONS AND SPECTRA OF QUANTUM INTEGRABLE
MODELS
EDWARD FRENKEL AND DAVID HERNANDEZ
To Victor Kac on his birthday
Abstract. Generalized Baxter’s relations on the transfer-matrices (also known as Bax-
ter’s TQ relations) are constructed and proved for an arbitrary untwisted quantum affine
algebra. Moreover, we interpret them as relations in the Grothendieck ring of the cate-
gory O introduced by Jimbo and the second author in [HJ] involving infinite-dimensional
representations constructed in [HJ], which we call here “prefundamental”. We define the
transfer-matrices associated to the prefundamental representations and prove that their
eigenvalues on any finite-dimensional representation are polynomials up to a universal
factor. These polynomials are the analogues of the celebrated Baxter polynomials. Com-
bining these two results, we express the spectra of the transfer-matrices in the general
quantum integrable systems associated to an arbitrary untwisted quantum affine algebra
in terms of our generalized Baxter polynomials. This proves a conjecture of Reshetikhin
and the first author formulated in 1998 [FR1]. We also obtain generalized Bethe Ansatz
equations for all untwisted quantum affine algebras.
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1. Introduction
The partition function Z of a quantum model on an M × N lattice may be written in
terms of the eigenvalues of the row-to-row transfer matrix T :
Z = TrTM =
∑
i
λMi .
Therefore, to find Z, one needs to find the spectrum of T .
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In his seminal 1971 paper [Ba], R. Baxter tackled this question for the so-called eight-
vertex model, in which T acts on the vector space (C2)⊗N . In the special case that the
parameters satisfy the “ice condition” (then it is called the six-vertex model) the spectrum
of the model was previously found by E. Lieb [L1, L2, L3] (see also [Sut]) using an explicit
construction of eigenvectors now referred to as Bethe Ansatz. Analyzing this result, Baxter
observed that the eigenvalues of T on these eigenvectors always have the form
(1.1) A(z)
Q(zq2)
Q(z)
+D(z)
Q(zq−2)
Q(z)
,
where Q(z) is a polynomial, z, q are parameters of the model, and the functions A(z),D(z)
are the same for all eigenvalues. Furthermore, Baxter realized that the condition that the
seeming poles of the above expression, occurring at the roots of Q(z), cancel each other
is equivalent to the Bethe Ansatz equations guaranteeing that the vectors constructed by
the Bethe Ansatz are indeed eigenvectors. Thus, apart from the factors A(z) and D(z)
which are universal, the spectrum of T is essentially determined by the polynomials Q(z)
satisfying this condition (provided that the Bethe Ansatz gives us all eigenvectors).1
The polynomial Q(z) is now called Baxter’s polynomial, and relation (1.1) is called Bax-
ter’s relation (or Baxter’s TQ relation). It looks rather mysterious. Why should such a
relation hold?
To gain insights into this question, we present a modern interpretation of Baxter’s re-
sult in a broader context of quantum groups. Consider the quantum affine algebra Uq(g)
associated to an untwisted affine Kac–Moody algebra. The completed tensor square of
this algebra contains the universal R-matrix R satisfying the Yang–Baxter relation and
other properties. Given a finite-dimensional representation V of Uq(g), we construct the
transfer-matrix
tV (z) = TrV (πV (z) ⊗ id)(R),
where V (z) is a twist of V by a “spectral parameter” z. It turns out that
[tV (z), tV ′(z
′)] = 0
for all V, V ′ and z, z′. Therefore these transfer-matrices give rise to a family of commuting
operators on any finite-dimensional representation W of Uq(g).
In the special case that g = ŝl2, V a simple two-dimensional representation of Uq(ŝl2),
and W the tensor product of N two-dimensional representations, the operator tV (z) acting
on W becomes Baxter’s transfer-matrix. This makes it clear that an analogue of Baxter’s
problem may be formulated for an arbitrary quantum affine algebra Uq(g). Namely, it is the
problem of describing the eigenvalues of the transfer-matrices tV (z) on finite-dimensional
representations W of Uq(g). It is known that these eigenvalues appear as the spectra of
quantum integrable systems generalizing the six-vertex model (more precisely, generalizing
the XXZ model, whose spectrum is the same as that of the six-vertex model). Hence a
solution of this problem has immediate applications in statistical mechanics.
In [FR1], N. Reshetikhin and the first author found a novel and general way to describe
the eigenvalues of the transfer-matrices for an arbitrary (untwisted) quantum affine algebra,
1In his paper, Baxter went on to generalize this relation to the general eight-vertex model, for which
Bethe Ansatz was not available, but this is beyond the scope of the present paper.
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generalizing Baxter’s formula. The idea was to use the q-characters of finite-dimensional
representations of quantum affine algebras introduced in [FR1] (note that a similar notion
for representations of the Yangians was introduced earlier by H. Knight). The q-character
is a homomorphism of rings
χq : Rep Uq(g)→ Z[Y
±1
i,a ]i∈I,a∈C× ,
where I is the set of vertices of the Dynkin diagram of the finite-dimensional simple Lie
algebra underlying g. For example, if g = ŝl2 and V is a two-dimensional representation,
then there is a ∈ C∗ such that
χq(V ) = Y1,a + Y
−1
1,aq2
.
Roughly speaking, the point is that the above Baxter relation (after renaming the variables
z 7→ aq) may be obtained from this formula if we substitute
Y1,a 7→
Q(aq−1)
Q(aq)
(to simplify matters, we are dropping the factors A(z) and D(z) for now; but they can be
easily taken into account). This gives us a way to generalize Baxter’s formula.
Namely, the following conjecture was proposed in [FR1]: Given a finite-dimensional rep-
resentation V of Uq(g), all of the eigenvalues of tV (a) on any irreducible finite-dimensional
representation W may always be written in the following form: we take the q-character
χq(V ) and substitute in it
Yi,a 7→
Qi,aq−1i
Qi,aqi
, i ∈ I,
where Qi,a is the product of two factors: one of them is the same for all eigenvalues (it
depends only on W ) and the other is a polynomial – these are the analogues of Baxter’s
polynomial. (Here qi = q
di , see Section 2.1; the precise statement is in Theorem 5.11.)
We remark that in various special cases, a similar conjectural description of the eigen-
values of the transfer-matrices was proposed by N. Reshetikhin [R1, R2, R3]; V. Bazhanov
and N. Reshetikhin [BR]; and A. Kuniba and J. Suzuki [KS].
In this paper we prove the general conjecture of [FR1] about the eigenvalues of the
transfer-matrices in a deformed setting (this means that the trace used in the above for-
mula for the transfer-matrix is replaced by the twisted trace that depends on additional
parameters ui, i ∈ I; see Definition 5.1). Among other things, our proof gives a conceptual
explanation of Baxter’s relation, and its generalizations, in terms of representation theory
of quantum affine algebras.
Our proof is based on two results which are of independent interest.
First, we show that the above Qi,a is itself an eigenvalue of a transfer-matrix (a generaliza-
tion of Baxter’s Q-operator) – the one associated to what we call here the ith prefundamental
representation L+i,a. This is an infinite-dimensional representation of the Borel subalgebra
(in the Kac–Moody sense) Uq(b) of Uq(g) that was introduced by M. Jimbo and the second
author in [HJ].
In order to explain what it is, recall the classification of irreducible finite-dimensional
representations of Uq(g) due to Drinfeld [Dr] and Chari–Pressley [CP]. The algebra Uq(g)
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has loop generators x±i,n, i ∈ I, n ∈ Z; hi,n, i ∈ I, n 6= 0; and k
±1
i , i ∈ I. Each irreducible
finite-dimensional representation is generated by a “highest weight vector”, that is, a vector
annihilated by x+i,n, i ∈ I, n ∈ Z, which is an eigenvector of the loops to Cartan generators
hi,n, i ∈ I, n 6= 0 and k
±1
i . Furthermore, the eigenvalue of their generating function
φ±i (z) = k
±1
i exp
(
±(qi − q
−1
i )
∑
n>0
hi,±nz
±n
)
is the expansion in z±1 of the rational function qdegPii Pi(zq
−1
i )/Pi(zqi), where Pi(z) is a
polynomial with constant term 1. These polynomials, called Drinfeld polynomials, record
the “highest ℓ-weight” of the representation.
In [HJ], M. Jimbo and the second author extended the category of finite-dimensional
representations of Uq(g) to a category denoted by O. This is a category of (possibly infinite-
dimensional) representations of Uq(b) which have weight decomposition with respect to the
finite-dimensional Cartan subalgebra generated by k±1i and such that all weight components
are finite-dimensional. It was shown in [HJ] that irreducible representations of this category
are also generated by highest weight vectors (in the above sense), but the corresponding
highest ℓ-weights (the eigenvalues of φ±j (z)) are given by arbitrary rational functions which
are regular and non-zero at the origin (but may have a zero or a pole at infinity).
The ith prefundamental representation L+i,a is then by definition the representation for
which the eigenvalue of φ±j (z) on the highest weight vector is equal to 1 if j 6= i and to
1− za if j = i.
As far as we know, such representations were first constructed in the case of g = ŝl2 by
V. Bazhanov, S. Lukyanov, and A. Zamolodchikov [BLZ1, BLZ2]. Their construction was
subsequently generalized to g = ŝl3 in [BHK], and to g = ŝln+1 with i = 1 in [Ko]. For
general g, the prefundamental representations were constructed in [HJ].
A marvelous insight of [BLZ1, BLZ2] was the identification of the transfer-matrix of
this representation in the case of g = ŝl2 with the Baxter operator. From the point of
view discussed above, this enables one to interpret Baxter’s TQ relation as a relation in
the Grothendieck ring of the category O. Here we generalize this result to all untwisted
quantum affine algebras.
Namely, we establish the following relation in the Grothendieck ring of O, generaliz-
ing the Baxter relation: for any finite-dimensional representation V of Uq(g), take its q-
character and replace each Yi,a by the ratio of the classes of prefundamental representations
[L+
i,aq−1i
]/[L+i,aqi ] times the class of the one-dimensional representation [ωi] of Uq(b) on which
the finite-dimensional Cartan subalgebra acts according to the ith fundamental weight.
Then this expression is equal to the class of V in the Grothendieck ring of O (viewed as a
representation of Uq(b) obtained by restriction from Uq(g)). This is our first main result.
For example, if g = ŝl2 and V is the two-dimensional representation, then we have
(1.2) [V ] = [ω1]
[L+
1,aq−1
]
[L+1,aq]
+ [−ω1]
[L+
1,aq3
]
[L+1,aq]
,
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or equivalently,
[V ][L+1,aq] = [ω1][L
+
1,aq−1
] + [−ω1][L
+
1,aq3
],
which follows from the fact that V⊗L+1,aq is an extension of two representations: [ω1]⊗L
+
1,aq−1
and [−ω1]⊗ L
+
1,aq3
(see [JMS, Section 2]).
Our second main result is that the (twisted) transfer-matrix associated to L+i,a is well-
defined (despite the fact that L+i,a is infinite-dimensional), and further, all of its eigenvalues
on any irreducible finite-dimensional representation W of Uq(g) are polynomials up to one
and the same factor that depends only on W (more precisely, we prove this for the prefun-
damental representations in the category dual to O). Denoting these eigenvalues by Qi,a,
and combining our two results, we obtain the proof of the conjecture of Reshetikhin and
the first author.
For example, if g = ŝl2 and V is the two-dimensional representation, then (1.2) implies
the Baxter equation (1.1) for the eigenvalues of the transfer-matrix of V (after renaming
the variables a 7→ zq−1).
As explained in [FR1, Section 6.3] and in Section 5.6 below, the formula for the eigen-
values of the transfer-matrices in terms of the polynomials Qi,a leads to a natural system
of equations on the roots of these polynomials. These equations ensure the cancellation of
the apparent poles in the eigenvalues of the transfer-matrices due to the appearance of the
polynomials Qi,a in the denominator. These are the generalized Bethe Ansatz equations,
which are suitably modified equations (6.6) of [FR1] (they are modified because we use
the twisted trace in the definition of the transfer-matrices, which depends on additional
parameters). We conjecture that the solutions of these generalized Bethe Ansatz equations
are in one-to-one correspondence with the eigenvalues of the (twisted) transfer-matrices.
If g = ŝl2 and V is the two-dimensional representation, these equations are precisely
the Bethe Ansatz equations of the six-vertex model. This observation was used by N.
Reshetikhin as a guiding principle for writing conjectural Bethe Ansatz equations and the
eigenvalues of the transfer-matrices for some g [R1, R2, R3] – a procedure he dubbed
“analytic Bethe Ansatz” (see also [BR, KS]). The results of [FR1] and the present paper
give us a conceptual explanation of this procedure.
We close this Introduction with the following three remarks.
(1) Our results show that the prefundamental representations have an important role
to play in representation theory of quantum affine algebra. They are infinite-dimensional,
but in many ways they have a simpler structure and behavior than finite-dimensional rep-
resentations. And they can be used effectively to prove results about finite-dimensional
representations that were previously out of reach, such as the conjecture on the spectra of
transfer-matrices that we prove in this paper. As another application, we use our results on
the polynomiality of the transfer matrix of L+i,a to show that a certain generating function
of the Drinfeld’s Cartan elements hi,n is, up to a universal factor, a polynomial on any
finite-dimensional irreducible representation of Uq(g).
(2) As we learned from Nikita Nekrasov and Andrei Okounkov, Baxter’s polynomials
Qi,a should have a geometric interpretation. Finite-dimensional representations of Uq(g)
may be realized in equivariant K-theory of quiver varieties as shown by H. Nakajima [N1],
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and similarly, finite-dimensional representations of the Yangian are realized in equivariant
cohomology of these varieties [V] (see also [MO]). In the Yangian case, the Baxter poly-
nomial is expected to be equal to the operator of (quantum) multiplication by the Chern
polynomial of a certain tautological vector bundle on the quiver variety (see [NS], p. 15),
and there is a similar conjecture in the case of Uq(g). It would be interesting to connect
our results with the geometry of quiver varieties. In particular, it is an interesting question
to find a geometric realization of the prefundamental representations analogous to that of
finite-dimensional representations of Uq(g).
We remark that the category of finite-dimensional representations of Uq(g) is equivalent
to that of the Yangian Yh((g) (where q = e
πih and h is not a rational number), as shown
by S. Gautam and V. Toledano Laredo [GTL].
(3) After this paper was finished, we learned from N. Nekrasov about his joint work with
V. Pestun and S. Shatashvili (subsequently published as [NPS]), in which the q-characters
are used to describe quantum geometry of the Ω-deformations of 5D supersymmetric quiver
gauge theories (and similarly for 4D theories, with quantum affine algebras replaced by
Yangians). Note however that in [NPS] the analytic properties of the functions Qi,a and
tV (a) are quite different from ours. Thus, it seems that the q-characters represent a rather
general algebraic structure that can be used (by imposing various analytic conditions on
Qi,a and tV (a)) to describe not only the models of statistical mechanics discussed in the
present paper, but also other models of quantum physics.
As explained in [FR1], the q-character map is a q-deformation of the Miura transforma-
tion. And so the q-characters play a role similar to that of the Miura transformation in the
Gaudin model and its generalizations: describing the spectra of the Hamiltonians of the
model [FFR, F]. Moreover, the Miura transformation and the q-character map arise natu-
rally from the center of a completed enveloping algebra of an affine Kac–Moody algebra, as
explained in [FFR, F] (resp., quantum affine algebra, as explained in [FR1]) at the critical
level. Thus, it is this center that is the fundamental algebraic object governing a large class
of quantum integrable models.
The paper is organized as follows. In Section 2 we recall the definitions and the main
properties of quantum affine (or loop) algebras and the corresponding Borel subalgebras.
In Section 3 we recall important results about their representations; in particular, finite-
dimensional representation as well as those from the category O (such as the prefundamental
representations), introduced in [HJ]. In Section 4 we prove a uniform explicit q-character
formula for positive prefundamental representations (Theorem 4.1). We prove that it implies
our first main result: the realization of generalized Baxter’s relations in the Grothendieck
ring of O (Theorem 4.8). We also prove that an arbitrary tensor product of positive pre-
fundamental representations is simple (Theorem 4.11). In Section 5 we state our second
main result: polynomiality of the twisted transfer-matrices associated to prefundamental
representations (Theorem 5.9). Our main application is the proof of a deformed version
of the conjecture of Reshetikhin and the first author (Theorem 5.11). We use this result
to write down the system of Bethe Ansatz equations explicitly in Section 5.6. We also de-
rive the polynomiality of Drinfeld’s Cartan elements on finite-dimensional representations
(Theorem 5.17) and prove commutativity of the twisted transfer-matrices associated to rep-
resentations in the category O (Theorem 5.3). In Section 6, we establish the existence of
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a certain grading on positive prefundamental representations (Theorem 6.1). This result is
used in Section 7 to conclude the proof of Theorem 5.9.
Acknowledgments. We are grateful to Nikita Nekrasov and Andrei Okounkov for
valuable discussions. We also thank Ilaria Damiani for communications on root vectors.
This paper was completed while the first author was visiting Universite´ Paris-Diderot
Paris 7, which he thanks for hospitality. He also acknowledges support of the NSF.
The results of this paper were presented at the conference “Symmetries in Mathematics
and Physics II” in honor of Victor Kac’s 70th birthday at IMPA (Rio de Janeiro) in June
2013. It is a pleasure to dedicate this paper to him.
2. Quantum loop algebra and Borel algebras
2.1. Quantum loop algebra. Let C = (Ci,j)0≤i,j≤n be an indecomposable Cartan matrix
of untwisted affine type. We denote by g the Kac–Moody Lie algebra associated with C. Set
I = {1, . . . , n}, and denote by g˙ the finite-dimensional simple Lie algebra associated with
the Cartan matrix (Ci,j)i,j∈I . Let {αi}i∈I , {α
∨
i }i∈I , {ωi}i∈I , {ω
∨
i }i∈I , h˙ be the simple roots,
the simple coroots, the fundamental weights, the fundamental coweights and the Cartan
subalgebra of g˙, respectively. We set Q = ⊕i∈IZαi, Q
+ = ⊕i∈IZ≥0αi, P = ⊕i∈IZωi. Let
D = diag(d0 . . . , dn) be the unique diagonal matrix such that B = DC is symmetric and
di’s are relatively prime positive integers. We denote by ( , ) : Q × Q → Z the invariant
symmetric bilinear form such that (αi, αi) = 2di. We use the numbering of the Dynkin
diagram as in [Ka]. Let a0, · · · , an stand for the Kac label ([Ka], pp.55-56). We have a0 = 1
and we set α0 = −(a1α1 + a2α2 + · · ·+ anαn).
Throughout this paper, we fix a non-zero complex number q which is not a root of unity.
We set qi = q
di . We also set h ∈ C such that q = eh, so that qr is well-defined for any
r ∈ Q. We will use the standard symbols for q-integers
[m]z =
zm − z−m
z − z−1
, [m]z! =
m∏
j=1
[j]z ,
[
s
r
]
z
=
[s]z!
[r]z![s − r]z!
.
We will use the quantum Cartan matrix C(q) = (Ci,j(q))i,j∈I defined by Ci,j(q) = [Ci,j ]q
if i 6= j in I and Ci,i(q) = [2]qi for i ∈ I. The symmetrized quantum Cartan matrix
B(q) = (Bi,j(q))i,j∈I is defined by Bi,j(q) = [di]qCi,j(q) for i, j ∈ I. We denote by B˜(q)
(resp. C˜(q)) the inverse of B(q) (resp. C(q)).
The quantum loop algebra Uq(g) is the C-algebra defined by generators ei, fi, k
±1
i
(0 ≤ i ≤ n) and the following relations for 0 ≤ i, j ≤ n.
kikj = kjki, k
a0
0 k
a1
1 · · · k
an
n = 1, kiejk
−1
i = q
Ci,j
i ej , kifjk
−1
i = q
−Ci,j
i fj,
[ei, fj ] = δi,j
ki − k
−1
i
qi − q
−1
i
,
1−Ci.j∑
r=0
(−1)re
(1−Ci,j−r)
i eje
(r)
i = 0 (i 6= j),
1−Ci.j∑
r=0
(−1)rf
(1−Ci,j−r)
i fjf
(r)
i = 0 (i 6= j) .
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Here we have set x
(r)
i = x
r
i /[r]qi ! (xi = ei, fi). The algebra Uq(g) has a Hopf algebra
structure given by
∆(ei) = ei ⊗ 1 + ki ⊗ ei, ∆(fi) = fi ⊗ k
−1
i + 1⊗ fi, ∆(ki) = ki ⊗ ki ,
S(ei) = −k
−1
i ei, S(fi) = −fiki, S(ki) = k
−1
i ,
where i = 0, · · · , n.
The algebra Uq(g) can also be presented in terms of the Drinfeld generators [Dr, Be]
x±i,r (i ∈ I, r ∈ Z), φ
±
i,±m (i ∈ I,m ≥ 0), k
±1
i (i ∈ I).
Example 2.1. In the case g˙ = sl2, we have e1 = x
+
1,0, e0 = k
−1
1 x
−
1,1, f1 = x
−
1,0 and
f0 = x
+
1,−1k1.
We shall use the generating series (i ∈ I):
φ±i (z) =
∑
m≥0
φ±i,±mz
±m = k±1i exp
(
±(qi − q
−1
i )
∑
m>0
hi,±mz
±m
)
.
We also set φ±i,±m = 0 for m < 0, i ∈ I.
Remark 2.2. In [FR1], the notation hi,m is used for [di]qhi,m.
The algebra Uq(g) has a Z-grading defined by deg(ei) = deg(fi) = deg(k
±1
i ) = 0 for i ∈ I
and deg(e0) = − deg(f0) = 1. It satisfies deg(x
±
i,m) = deg(φ
±
i,m) = m for i ∈ I, m ∈ Z. For
a ∈ C∗, there is a corresponding automorphism τa : Uq(g) → Uq(g) such an element g of
degree m ∈ Z satisfies τa(g) = a
mg.
The algebra Uq(g) has a Q-grading defined by deg(x
±
i,m) = ±αi, deg(φ
±
i,m) = 0 for i ∈ I
and m ∈ Z.
By Chari’s result [C1, Proposition 1.6], there is an involutive automorphism ωˆ : Uq(g)→
Uq(g) defined by (i ∈ I, m, r ∈ Z, r 6= 0)
ωˆ(x±i,m) = −x
∓
i,−m, ωˆ(φ
±
i,±m) = φ
∓
i,∓m, ωˆ(hi,r) = −hi,−r.
Besides, it satisfies (see the proof of [C1, Proposition 1.6]):
(2.3) ωˆ(e0) ∈ C
∗f0 and ωˆ(ei) = −fi for i ∈ I).
Let Uq(g)
± (resp. Uq(g)
0) be the subalgebra of Uq(g) generated by the x
±
i,r where i ∈
I, r ∈ Z (resp. by the φ±i,±r where i ∈ I, r ≥ 0). We have a triangular decomposition [Be]
(2.4) Uq(g) ≃ Uq(g)
− ⊗ Uq(g)
0 ⊗ Uq(g)
+.
2.2. Borel algebra.
Definition 2.3. The Borel algebra Uq(b) is the subalgebra of Uq(g) generated by ei and k
±1
i
with 0 ≤ i ≤ n.
This is a Hopf subalgebra of Uq(g). The algebra Uq(b) contains the Drinfeld generators
x+i,m, x
−
i,r, k
±1
i , φ
+
i,r where i ∈ I, m ≥ 0 and r > 0.
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Let Uq(b)
± = Uq(g)
± ∩ Uq(b) and Uq(b)
0 = Uq(g)
0 ∩ Uq(b). Then we have
Uq(b)
+ = 〈x+i,m〉i∈I,m≥0, Uq(b)
0 = 〈φ+i,r, k
±1
i 〉i∈I,r>0.
It follows from [Be] that we have a triangular decomposition
(2.5) Uq(b) ≃ Uq(b)
− ⊗ Uq(b)
0 ⊗ Uq(b)
+.
Denote t ⊂ Uq(b) the subalgebra generated by {k
±1
i }i∈I .
3. Representations of Borel algebras
In this section we review results on representations of the Borel algebra Uq(b), in partic-
ular on the category O defined in [HJ] and on finite-dimensional representations of Uq(g).
3.1. Highest ℓ-weight modules. Set t∗ =
(
C×
)I
, and endow it with a group structure by
pointwise multiplication. We define a group morphism : P −→ t∗ by setting ωi(j) = q
δi,j
i .
We shall use the standard partial ordering on t∗:
ω ≤ ω′ if ωω′−1 is a product of {α−1i }i∈I .(3.6)
For a Uq(b)-module V and ω ∈ t
∗, we set
Vω = {v ∈ V | ki v = ω(i)v (∀i ∈ I)} ,(3.7)
and call it the weight space of weight ω. For any i ∈ I, r ∈ Z we have φ±i,r(Vω) ⊂ Vω and
x±i,r(Vω) ⊂ Vωα±1i
. We say that V is t-diagonalizable if V =
⊕
ω∈t∗
Vω.
Definition 3.1. A series Ψ = (Ψi,m)i∈I,m≥0 of complex numbers such that Ψi,0 6= 0 for all
i ∈ I is called an ℓ-weight.
We denote by t∗ℓ the set of ℓ-weights. Identifying (Ψi,m)m≥0 with its generating series we
shall write
Ψ = (Ψi(z))i∈I , Ψi(z) =
∑
m≥0
Ψi,mz
m.
Since each Ψi(z) is an invertible formal power series, t
∗
ℓ has a natural group structure.
We have a surjective morphism of groups ̟ : t∗ℓ → t
∗ given by ̟(Ψ)(i) = Ψi,0. For a
Uq(b)-module V and Ψ ∈ t
∗
ℓ , the linear subspace
VΨ = {v ∈ V | ∃p ≥ 0,∀i ∈ I,∀m ≥ 0, (φ
+
i,m −Ψi,m)
pv = 0}(3.8)
is called the ℓ-weight space of V of ℓ-weight Ψ.
Definition 3.2. A Uq(b)-module V is said to be of highest ℓ-weight Ψ ∈ t
∗
ℓ if there is v ∈ V
such that V = Uq(b)v and the following hold:
ei v = 0 (i ∈ I) , φ
+
i,mv = Ψi,mv (i ∈ I, m ≥ 0) .
The ℓ-weight Ψ ∈ t∗ℓ is uniquely determined by V . It is called the highest ℓ-weight of V .
The vector v is said to be a highest ℓ-weight vector of V .
Proposition 3.3. [HJ] For any Ψ ∈ t∗ℓ , there exists a simple highest ℓ-weight module L(Ψ)
of highest ℓ-weight Ψ. This module is unique up to isomorphism.
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The submodule of L(Ψ)⊗L(Ψ′) generated by the tensor product of the highest ℓ-weight
vectors is of highest ℓ-weight ΨΨ′. In particular, L(ΨΨ′) is a subquotient of L(Ψ)⊗L(Ψ′).
Definition 3.4. [HJ] For i ∈ I and a ∈ C×, let
L±i,a = L(Ψi,a) where (Ψi,a)j(z) =
{
(1− za)±1 (j = i) ,
1 (j 6= i) .
(3.9)
We call L+i,a (resp. L
−
i,a) a positive (resp. negative) prefundamental representation in the
category O.
Example 3.5. In the case g˙ = sl2, L
+
1,a carries a basis L
+
1,a = ⊕j≥0Cvj with the explicit
action (r, j ≥ 0, p > 0, v−1 = 0):
x+1,rvj = δr,0vj−1 , x
−
1,pvj =
−aq−jδp,1[j + 1]q
q − q−1
vj+1 , φ
+
1 (z)vj = q
−2j(1− za)vj .
Definition 3.6. [HJ] For ω ∈ t∗, let
[ω] = L(Ψω) where (Ψω)i(z) = ω(i) (i ∈ I).
Note that the representation [ω] is 1-dimensional with a trivial action of e0, · · · , en. It is
class a zero prefundamental representation. For λ ∈ P , we will simply use the notation [λ]
for the representation [λ].
For a ∈ C×, the subalgebra Uq(b) is stable under τa. Denote its restriction to Uq(b) by
the same letter. Then the pullbacks of the Uq(b)-modules L
±
i,b by τa is L
±
i,ab.
3.2. Category O. For λ ∈ t∗, we set D(λ) = {ω ∈ t∗ | ω ≤ λ}.
Definition 3.7. [HJ] A Uq(b)-module V is said to be in category O if:
i) V is t-diagonalizable,
ii) for all ω ∈ t∗ we have dim(Vω) <∞,
iii) there exist a finite number of elements λ1, · · · , λs ∈ t
∗ such that the weights of V are
in
⋃
j=1,··· ,s
D(λj).
The category O is a monoidal category.
Let r be the subgroup of t∗ℓ consisting of Ψ such that Ψi(z) is rational for any i ∈ I.
Theorem 3.8. [HJ] LetΨ ∈ t∗ℓ . The simple module L(Ψ) is in category O if and only ifΨ ∈
r. Then it is a subquotient of a tensor product of (positive, negative, zero) prefundamental
representations. Moreover, for V in category O, VΨ 6= 0 implies Ψ ∈ r.
Let Eℓ ⊂ Z
r be the ring of maps c : r → Z satisfying c(Ψ) = 0 for all Ψ such that ̟(Ψ)
is outside a finite union of sets of the form D(µ) and such that for each ω ∈ t∗, there are
finitely many Ψ such that ̟(Ψ) = ω and c(Ψ) 6= 0. Similarly, let E ⊂ Zt
∗
be the ring of
maps c : t∗ → Z satisfying c(ω) = 0 for all ω outside a finite union of sets of the form D(µ).
The map ̟ is naturally extended to a surjective ring morphism ̟ : Eℓ → E.
For Ψ ∈ r (resp. ω ∈ t∗), we define [Ψ] = δΨ,. ∈ Eℓ (resp. [ω] = δω,. ∈ E).
BAXTER’S RELATIONS AND SPECTRA OF QUANTUM INTEGRABLE MODELS 11
Let V be a Uq(b)-module in category O. We define [FR1, HJ] the q-character of V
χq(V ) =
∑
Ψ∈r
dim(VΨ)[Ψ] ∈ Eℓ .(3.10)
Example 3.9. For ω ∈ t∗, the q-character of the 1-dimensional representation [ω] is just
its ℓ-highest weight χq([ω]) = [ω]. That is why the use of the same notation [ω] will not lead
to confusion.
Similarly we define the ordinary character of V to be an element of E
χ(V ) = ̟(χq(V )) =
∑
ω∈t∗
dim(Vω)[ω] .(3.11)
For V in category O which has a unique ℓ-weight Ψ whose weight is maximal, we also
consider its normalized q-character χ˜q(V ) and normalized character χ˜(V ) by
χ˜q(V ) = [Ψ
−1] · χq(V ) , χ˜(V ) = ̟(χ˜q(V )) .
Let Rep(Uq(b)) be the Grothendieck ring of the category O.
Proposition 3.10. The q-character morphism
χq : Rep(Uq(b))→ Eℓ, [V ] 7→ χq(V ),
is an injective ring morphism.
3.3. Finite-dimensional representations. Let C be the category of (type 1) finite-dimen-
sional representations of Uq(g).
For i ∈ I, let Pi(z) ∈ C[z] be a polynomial with constant term 1. Set
Ψ = (Ψi(z))i∈I , Ψi(z) = q
deg(Pi)
i
Pi(zq
−1
i )
Pi(zqi)
.
Then L(Ψ) is finite-dimensional. Moreover the action of Uq(b) can be uniquely extended
to an action of the full quantum affine algebra Uq(g), and any simple object in the category
C is of this form.
Remark 3.11. Let L(Ψ′) be any finite-dimensional module in the category O. We claim
that there is Ψ as above and ω ∈ t∗ such that L(Ψ′) ≃ L(Ψ) ⊗ [ω]. Since [ω] is just a
one-dimensional representation, this means that, up to a slight twisting of the action of the
Cartan elements, L(Ψ′) is a representation of Uq(g). This statement is known in the case
g˙ = sl2 [BT]. To prove it in general, it suffices to prove that Ψ
′ = ΨΨω. This is clear by
sl2-reduction as, for each i ∈ I, the subalgebra of Uq(b) generated by the k
±1
i , x
+
i,m, x
−
i,m+1,
φ+i,m, m ≥ 0 is isomorphic to the Borel algebra of Uqi(ŝl2).
Following [FR1], consider the ring of Laurent polynomials Y = Z[Y ±1i,a ]i∈I,a∈C∗ in the
indeterminates {Yi,a}i∈I,a∈C∗ . Let M be the group of monomials of Y. For example, for
i ∈ I, a ∈ C∗, define Ai,a ∈M to be
Yi,aq−1i
Yi,aqi
( ∏
{j∈I|Cj,i=−1}
Yj,a
∏
{j∈I|Cj,i=−2}
Yj,aq−1Yj,aq
∏
{j∈I|Cj,i=−3}
Yj,aq−2Yj,aYj,aq2
)−1
.
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For a monomial m =
∏
i∈I,a∈C∗ Y
ui,a
i,a , we consider its ‘evaluation on φ
+(z)’. By definition
it is an element m(φ(z)) ∈ r given by
m
(
φ(z)) =
∏
i∈I,a∈C∗
(Yi,a(φ(z)))
ui,a where
(
Yi,a
(
φ(z)
))
j
=
qi
1− aq−1i z
1− aqiz
(j = i),
1 (j 6= i).
This defines an injective group morphism M→ r. We identify a monomial m ∈M with its
image in r. Note that ̟(Yi,a) = ωi.
It is proved in [FR1] that a finite-dimensional Uq(g)-module V satisfies V =
⊕
m∈M Vm(φ(z)).
In particular, χq(V ) can be viewed as an element of Y.
A monomial M ∈ M is said to be dominant if M ∈ Z[Yi,a]i∈I,a∈C∗ . For L(Ψ) a finite-
dimensional simple Uq(g)-module, Ψ = M
(
φ(z)
)
holds for some dominant monomial M ∈
M. This representation will be denoted by L(M).
For example, for i ∈ I, a ∈ C∗ and k ≥ 0, we have the Kirillov-Reshetikhin (KR) module
W
(i)
k,a = L(Yi,aYi,aq2i · · ·Yi,aq2(k−1)i
) .(3.12)
The representations W
(i)
1,a = L(Yi,a) are called fundamental representations.
Example 3.12. In the case g˙ = sl2, we have (k ≥ 0, a ∈ C
∗) [FR1]:
χq(W
(1)
k,aq1−2k
) = Yaq−1Yaq−3 · · · Yaq−2k+1(1 +A
−1
1,a +A
−1
1,aA
−1
1,aq−2
+ · · ·+A−11,a · · ·A
−1
1,aq−2(k−1)
) ,
and W
(1)
k,aq1−2k
carries a basis (w0, · · · , wk) with the explicit action (r ∈ Z, 0 ≤ j ≤ k,
w−1 = wk+1 = 0):
x+1,rwj = a
rq2r(−j+1)wj−1 , x
−
1,rwj = a
rq−2rj[j + 1]q[k − j]qwj+1 ,
φ±1 (z)wj = q
k−2j (1− q
−2kza)(1 − q2za)
(1− q−2j+2za)(1 − q−2jza)
wj .
For m a dominant monomial, we will denote L˜(m) = L(m(̟(m))−1).
3.4. The dual category O∗. For V a t-diagonalizable Uq(b)-module, we define a structure
of Uq(b)-module on its graded dual V
∗ = ⊕β∈t∗V
∗
β by
(xu)(v) = u
(
S−1(x)v
)
(u ∈ V ∗, v ∈ V, x ∈ Uq(b)).
Definition 3.13. Let O∗ be the category of t-diagonalizable Uq(b)-modules V such that V
∗
is in category O.
A Uq(b)-module V is said to be of lowest ℓ-weight Ψ ∈ t
∗
ℓ if there is v ∈ V such that
V = Uq(b)v and the following hold:
Uq(b)
−v = Cv , φ+i,mv = Ψi,mv (i ∈ I, m ≥ 0) .
For Ψ ∈ t∗ℓ , we have the simple Uq(b)-module L
′(Ψ) of lowest ℓ-weight Ψ. We have the
notion of characters and q-characters for category O∗ as in Section 3.2.
Proposition 3.14. [HJ] For Ψ ∈ t∗ℓ we have (L
′(Ψ))∗ ≃ L(Ψ−1).
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We will consider the prefundamental representations R±i,a in O
∗ defined by (R±i,a)
∗ ≃ L∓i,a.
Example 3.15. In the case g˙ = sl2, R
+
1,a carries a basis R
+
1,a = ⊕j≥0Cv
∗
j with the explicit
action (r, j ≥ 0, p > 0, v∗−1 = 0):
x+1,rv
∗
j = δr,0q
2jv∗j+1 , x
−
1,pv
∗
j =
−aq1−jδp,1[j]q
q − q−1
v∗j−1 , φ
+
1 (z)v
∗
j = q
2j(1− za)v∗j .
3.5. The opposite Borel and the category O. It will be also convenient to use the
opposite Borel Uq(b
−) = ωˆ(Uq(b)). By (2.3), Uq(b
−) is the subalgebra of Uq(g) generated
by fi and k
±1
i with 0 ≤ i ≤ n. Hence it is a Hopf subalgebra of Uq(g). Let further
Uq(b
−)± = Uq(g)
± ∩ Uq(b
−) and Uq(b
−)0 = Uq(g)
0 ∩ Uq(b). Then we have
(3.13) Uq(b
−)− = 〈x−i,−m〉i∈I,m≥0, Uq(b
−)0 = 〈φ−i,−r, k
±1
i 〉i∈I,r>0.
We have a triangular decomposition
(3.14) Uq(b
−) ≃ Uq(b
−)− ⊗ Uq(b
−)0 ⊗ Uq(b
−)+.
By mimicking the definition of the category O, we can define the category O of Uq(b
−)-
modules. For V a Uq(b)-module, we have a structure of Uq(b
−)-module on V denoted by
V ωˆ and defined by twisting the action by the automorphism ωˆ. In particular, we get the
simple objects L(Ψ) = (L′(Ψ))ωˆ of the category O. Hence, we have a parametrization of
simple objects, as well as q-character theory, in the category O as for the category O. In
particular we have the prefundamental representations L
±
i,a = (R
±
i,a−1
)ωˆ in the category O.
Example 3.16. In the case g˙ = sl2, L
+
1,a carries a basis L
+
1,a = ⊕j≥0Cv
∗
j with the explicit
action (r, j ≥ 0, p > 0, v∗−1 = 0):
x−1,−rv
∗
j = −δr,0q
2jv∗j+1 , x
+
1,−pv
∗
j =
a−1q1−jδp,1[j]q
q − q−1
v∗j−1 , φ
−
1 (z)v
∗
j = q
2j(1− (za)−1)v∗j .
4. Baxter’s relations in category O
In this section we prove a uniform explicit q-character formula for positive prefundamental
representations (Theorem 4.1): it is equal to the product of the highest ℓ-weight and the
ordinary character (which does not depend on the spectral parameter). We prove that this
implies for each finite-dimensional representation V of Uq(g) the existence of a relation in
the Grothendieck ring of O obtained from the q-character of V (Theorem 4.8). This is
our first main result, which is a generalization of Baxter’s TQ relations discussed in the
Introduction. We also prove that an arbitrary tensor product of positive prefundamental
representations in simple (Theorem 4.11).
4.1. q-characters of positive prefundamental representations.
Theorem 4.1. Let i ∈ I. Then we have for any a ∈ C∗,
χq(L
+
i,a) = Ψi,a × χ(L
+
i,a) and χq(R
+
i,a) = Ψi,a × χ(R
+
i,a).
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Remark 4.2. (i) The characters χ(L+i,a) = χ(L
−
i,a), are explicitly known and are equal to
each other [HJ, Theorem 6.4]. Since (R+i,a)
∗ ≃ L−i,a, the character χ(R
+
i,a) is also explicitly
known. Besides, the formula is uniform. Hence, as the highest ℓ-weight Ψi,a is known, the
statement of Theorem 4.1 is an explicit uniform q-character formula.
(ii) Theorem 4.1 implies that the normalized q-characters χ˜q(L
+
i,a) = χ(L
+
i,a), χ˜q(R
+
i,a) =
χ(R+i,a) do not depend on the spectral parameter a.
(iii) When the multiplicity Ni of αi in the maximal root of g˙ is equal to 1, this result was
established in [HJ]. It relies on an asymptotic construction of the representation L+i,a which
is only valid if Ni = 1. Our proof is different and works for all cases.
Example 4.3. In the case g˙ = sl2, we have
χq(L
+
1,a) = [(1− za)]
∑
r≥0
[−2rω1]
 , χq(R+1,a) = [(1− za)]
∑
r≥0
[2rω1]
 .
Remark 4.4. Although positive and negative prefundamental representations have the same
character, their q-characters are very different. For instance, in the case g˙ = sl2, we have
χq(L
−
1,a) = [(1− za)
−1]
∑
r≥0
(A1,aA1,aq−2 · · ·A1,aq−2(r−1))
−1
 ,
χq(R
−
1,a) = [(1 − za)
−1]
∑
r≥0
(A1,aA1,aq2 · · ·A1,aq2(r−1))
 .
The reader may also look at the geometric q-character formulas for negative prefundamental
representations established in [HL] (see [HL, Remark 4.19] for details).
4.2. Proof of Theorem 4.1. We will use the following technical result.
Lemma 4.5. Let i ∈ I, a ∈ C∗, 0 ≤ K ≤ k. Let m be a monomial occurring in
χ˜q(W
(i)
k,aq1−2ki
) such that the multiplicity of −αi in ̟(m) is lower than K. Then m is a
monomial of χ˜q(W
(i)
K,aq1−2Ki
).
Proof. Let us prove the result by induction on k − K ≥ 0. It it is trivial if k = K. Now,
suppose in general that k > K. We have [H2, Lemma 5.8]
(4.15) χ˜q(W
(i)
k,aq1−2ki
) ∈ χ˜q(W
(i)
k−1,aq3−2ki
) + (Ai,aAi,aq−2i
· · ·Ai,aq2−2ki
)−1Z[A−1j,b ]j∈I,b∈C∗.
Hence m is a monomial of χ˜q(W
(i)
k−1,aq3−2ki
). We can conclude with the induction hypothesis.

Now we complete the proof of the Theorem.
Proof. Let us explain the proof for the L+i,a. The same proof gives the analogous result for
the L
+
i,a. By using ωˆ this implies the result for the R
+
i,a. For k ≥ 0, L
+
i,aq−2ki
is a subquotient
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of
L+i,a ⊗ L˜(Yi,aq−1i
Yi,aq−3i
· · ·Yi,aq−2k+1i
).
Suppose that an ℓ-weight Ψ = (Ψi(z))i∈I occurring in χ˜q(L
+
i,a) has a pole or a zero b ∈ C
∗.
Since (Ψ)q−2ki
= (Ψi(zq
−2k
i ))i∈I occurs in χ˜q(L
+
i,aq−2ki
), it can be factorized into
(Ψ)q−2ki
= Ψ′kmk
where Ψ′k (resp. mk) occurs in χ˜q(L
+
i,a) (resp. in χ˜q(Wk,aq1−2k
i
)). Let K be the multiplicity
of −αi in ̟(Ψ) ∈ −Q
+. By Lemma 4.5, the monomial mk occurs in χ˜q(WK,aq1−2K
i
). We
have proved that (Ψ)q−2ki
occurs in
χ˜q(L
+
i,a)χ˜q(L˜(Yi,aq−1i
Yi,aq−3i
· · ·Yi,aq1−2Ki
)).
In this product, there is only a finite number of terms of weight ̟(Ψ). But for each k ≥ K,
one of this term has a pole or a zero bq−2ki . Contradiction. So
χ˜q(L
+
i,a) = χ(L
+
i,a) = χ(L
+
i,1).

4.3. Baxter’s relations. Now we have the following.
Corollary 4.6. For i ∈ I and a ∈ C∗, we have
[ωi]
χq(L
+
i,aq−1i
)
χq(L
+
i,aqi
)
= [ωi]
χq(R
+
i,aq−1i
)
χq(R
+
i,aqi
)
= Yi,a.
Proof. First, by definition of Yi,a, we have the relation for highest ℓ-weights:
[ωi]
Ψi,aq−1i
Ψi,aqi
= Yi,a.
Now the character of prefundamental representations do not depend on the spectral param-
eter:
χ(L+
i,aq−1i
) = χ(L+i,aqi) and χ(R
+
i,aq−1i
) = χ(R+i,aqi).
Hence Theorem 4.1 implies the result. 
Remark 4.7. The formulas we obtain in Corollary 4.6 can also be seen as a change of
variables (analogous to those used in [HL, Section 5.2.2]).
We can now prove generalized Baxter’s relations in the category O (and O∗).
Theorem 4.8. Let V be a finite-dimensional representation of Uq(g). Replace in χq(V )
each variable Yi,a by [ωi]
[L+
i,aq
−1
i
]
[L+i,aqi
]
and χq(V ) by [V ]. Then, multiplying by denominators, we
get a relation in the Grothendieck ring of O.
Similarly, replacing Yi,a by [ωi]
[R+
i,aq
−1
i
]
[R+i,aqi
]
, we get a relation in the Grothendieck ring of O∗.
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Proof. Since the q-character morphism is injective, the result follows from Corollary 4.6. We
have also used the q-character formula χq([ωi]) = [ωi] for the 1-dimensional representation
[ωi], as explained in Example 3.9. 
Example 4.9. (i) Our result generalizes the following known example in the case g˙ = sl2.
We have for a ∈ C∗ a relation in the Grothendieck ring of O:
[L(Y1,a)][L
+
1,aq] = [L
+
1,aq−1
][ω1] + [L
+
1,aq3
][−ω1].
Similarly, we have in the Grothendieck ring of the category O∗:
[L(Y1,a)][R
+
1,aq ] = [R
+
1,aq−1
][ω1] + [R
+
1,aq3
][−ω1].
(ii) For g˙ = sl3(C), we have
χq(L(Y1,1)) = Y1,1 + Y
−1
1,q2
Y2,q + Y
−1
2,q3
.
Hence we have the following Baxter relation in the Grothendieck ring of O:
[L(Y1,1)][L
+
1,q][L
+
2,q2
] = [L+
1,q−1
][L+
2,q2
][ω1] + [L
+
1,q3
][L+2,1][ω2 − ω1] + [L
+
1,q][L
+
2,q4
][−ω1].
(iii) Let us give another example for g˙ of type B2. The q-character of the 4-dimensional
fundamental representation L(Y2,1) is
χq(L(Y2,1)) = Y2,1 + Y
−1
2,q2
Y1,q + Y
−1
1,q5
Y2,q4 + Y
−1
2,q6
.
Hence we have the following Baxter relation in the Grothendieck ring of O:
[L(Y2,1)][L
+
2,q][L
+
1,q3
][L+
2,q5
] = [L+
2,q−1
][L+
1,q3
][L+
2,q5
][ω2] + [L
+
2,q3
][L+
1,q−1
][L+
2,q5
][ω1 − ω2]
+[L+
2,q3
][L+
1,q7
][L+2,q][ω2 − ω1] + [L
+
2,q7
][L+2,q][L
+
1,q3
][−ω2].
Remark 4.10. (i) By taking the duals, Baxter’s relations in Theorem 4.8 may also be
written in terms of negative prefundamental representations. For example, in the case
g˙ = sl2, for a ∈ C
∗ we get in the Grothendieck ring of O:
[L(Y1,aq2)][L
−
1,aq ] = [L
−
1,aq−1
][−ω1] + [L
−
1,aq3
][ω1],
and in the Grothendieck ring of the category O∗:
[L(Y1,aq−2)][R
−
1,aq] = [R
−
1,aq−1
][−ω1] + [R
−
1,aq3
][ω1].
(ii) For quantum affine algebras of classical types, some conjectural relations in the
Grothendieck ring of the category O have been proposed in [Sun]. It is not clear to us
whether there is a connection between them and the generalized Baxter relations that we
establish in this paper.
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4.4. Baxter’s relations as tensor product decomposition. In this subsection we give
an additional interpretation of Baxter’s relations of Theorem 4.8. This is only included for
completeness of the paper as the results of this subsection will not be used in the other
sections.
Let us first prove the following additional application of Theorem 4.1.
Theorem 4.11. An arbitrary tensor product of positive (resp. negative) prefundamental
representations in the category O is simple. The same holds in the category O∗.
Proof. First let us prove the result for a tensor product T of negative prefundamental
representations in the category O. It can be written in form
T =
⊗
a∈(C∗/qZ)
⊗
i∈I,r∈Z
(L−i,aqr)
⊗ni,aqr
where we have chosen a representative a ∈ C∗ for each class in C∗/qZ so that for any i ∈ I,
r ≤ di, we have ni,aqr = 0. The ordering in the tensor product is not relevant for this proof
as the Grothendieck ring of the category O is commutative. Let Ψ be the highest ℓ-weight
of T . We prove that L(Ψ) is isomorphic to T . First L(Ψ) is a subquotient of T . So it
suffices to prove that the dimensions of weight spaces of L(Ψ) are greater than those of T .
For R ≤ 0, consider the simple module LR = L˜(MR) where the monomial MR is defined
by
MR =
∏
a∈(C∗/qZ)
∏
i∈I,r>0
 ∏
{r′∈r+2diZ|r≥r′>R}
Y
n
i,aqr+di
i,aqr′
 .
Then LR is isomorphic to a tensor product of (normalized) Kirillov-Reshetikhin modules
LR ≃
⊗
a∈(C∗/qZ)
⊗
i∈I,r∈Z
L˜
 ∏
{r′∈r+2diZ|r≥r′>R}
Yi,aqr′
⊗ni,aqr .
Indeed it suffices to prove the irreducibility of the tensor product when we replace spectral
parameters by their inverse (see [H4, Proposition 4.13]). Then the result becomes clear as
the q-character of the tensor product has a unique dominant monomial (see for example
[H2, Proposition 5.3]).
Now, by [HJ, Theorem 6.1], the character of T is the limit (as a formal power series in
the negative simple roots) of the character of LR when R → −∞. So it suffices to prove
that the dimension of weight spaces of LR are lower than those of L(Ψ).
Consider the tensor product
T ′ = L(Ψ)⊗
 ⊗
a∈(C∗/qZ)
⊗
i∈I,r∈Z
(L+
i,aqRa,i,r
)⊗ni,aqr

where Ra,i,r is the lowest integer r
′ such that r′ ∈ r + 2diZ and r
′ > R − di. Since T
′ and
LR have the same highest ℓ-weight, LR is a subquotient of T
′.
Recall that the ℓ-weights of LR are the product of the highest ℓ-weight MR(̟(MR))
−1
multiplied by a product of A−1j,b , j ∈ i, b ∈ C
∗ [FM, Theorem 4.1]. Hence, by Theorem 4.1,
18 EDWARD FRENKEL AND DAVID HERNANDEZ
an ℓ-weight of T ′ is an ℓ-weight of LR only if it of the form
Ψ′(MR(̟(MR))
−1Ψ−1)
where Ψ′ is an ℓ-weight of L(Ψ) and (MR(̟(MR))
−1Ψ−1) is the highest ℓ-weight of the
remaining tensor product of positive prefundamental representations. We get the result.
The same proof gives the result for negative prefundamental representations in the cat-
egory O∗. By duality, we get the result for prefundamental representations in the category
O as well as in the category O∗. 
The tensor product of a simple representation in O (resp. in O∗) by a 1-dimensional
representation [ω], ω ∈ t∗, is clearly simple. So, multiplying Baxter’s relation of Theorem
4.8 by the denominators and using Theorem 4.11, we get the following.
Corollary 4.12. Baxter’s relation of Theorem 4.8 may be interpreted as the decomposition,
in the Grothendieck ring of O (resp. of O∗), of the class of the tensor product of two simple
representations into a sum of classes of simple representations.
5. Transfer-matrices and polynomiality
In this section we state our second main result: polynomiality of the twisted transfer-
matrices (and of their eigenvalues) associated to the prefundamental representations (The-
orem 5.9). Our main application is the proof of a version of the conjecture of Reshetikhin
and the first author (Theorem 5.11). We use this result to write down the system of Bethe
Ansatz equations explicitly in Section 5.6. We also derive the polynomiality of Drinfeld’s
Cartan elements on finite-dimensional representations (Theorem 5.17) and prove commu-
tativity of the twisted transfer-matrices associated to representations in the category O
(Theorem 5.3).
5.1. Universal R-matrix, L-operators and transfer-matrices. The universalR-matrix
R of Uq(g) belongs to the tensor product Uq(g)⊗ˆUq(g) (completed for the Z-grading of
Uq(g)). The Cartan subalgebra of Uq(g) is also slightly completed: elements e
hω, ω ∈ P⊗ZC,
are added so that ki = e
hαi for i ∈ I, as in [CP] (see also [Da1]). We will use analogous
completions of Borel subalgebras. The completed algebras still act on the representations
we consider.
The universal R-matrix satisfies the Yang-Baxter equation
(5.16) R12R13R23 = R23R13R12.
In fact, it is known that R belongs to Uq(b)⊗ˆUq(b
−). Hence for V a Uq(b)-module, we may
define the L-operator associated to V
LV (z) = (πV (z) ⊗ Id)(R) ∈ End(V )[[z]]⊗ˆUq(b
−),
where πV (z) : Uq(b)→ End(V )[[z]] is the representation morphism of V with the Z-grading
of Uq(b).
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Let V in the category O∗ whose weights are in P ⊂ t∗. For g ∈ Uq(b) (or in End(V )),
the twisted trace of g on V is
TrV,u(g) =
∑
λ∈t∗
TrVλ(πV (g))
(∏
i∈I
uλii
)
∈ C[[u±1i ]]i∈I ,
where λi ∈ Z is defined by λ(i) = q
λi
i .
Definition 5.1. The twisted transfer-matrix associated to V is
tV (z, u) = (TrV,u ⊗ Id)(LV (z)) ∈ Uq(b
−)[[z, u±1i ]]i∈I .
More precisely we have
tV (z, u) ∈ Uq(b
−)[u±1i ]i∈I [[z, vi]]i∈I
where for i ∈ I
vi =
∏
j∈I
u
Cj,i
j
corresponds to a simple root. Hence the product of twisted transfer-matrices is well-defined.
Note that for V = R+i,a, we have tV (z, u) ∈ Uq(b
−)[[z, vi]]i∈I .
Example 5.2. Let i ∈ I. By using Section (7.1), we get
tL(αi) = vik
−1
i and tL(ωi)(z, u) = uik˜
−1
i
where the k˜i =
∏
j∈I k
(C−1)j,i
j are characterized by the relations
ki =
∏
j∈I
k˜
Cj,i
j .
For V in C, tV (z, u) is a finite sum and the variables ui can be specialized to any non
zero complex values. For example, consider the specialization
ui = q
2
∑
j∈I(C
−1)j,i
i = q
2
∑
j∈I(DC
−1)i,j .
This means vi = q
2
i as DC
−1 is symmetric (and u = q if g˙ = sl2). Then we recover the
standard non-twisted transfer-matrix
tV (z) = (TrV ⊗ Id)(((
∏
1≤i≤n
k˜2i )⊗ 1)LV (z)) ∈ Uq(b
−)[[z]].
5.2. Commutativity of twisted transfer-matrices. It can be proved as in [FR1, Lemma
2] that for V, V ′ in the category O∗ whose weights are in P ⊂ t∗, and for W an extension of
V and V ′ in the category O∗, we have
(5.17) tW (z, u) = tV (z, u) + tV ′(z, u) and tV⊗V ′(z, u) = tV (z, u)tV ′(z, u).
Let us prove the following stronger result.
Theorem 5.3. For V, V ′ in the category O∗ whose weights are in P ⊂ t∗, we have
tV (z, u)tV ′(w, u) = tV ′(w, u)tV (z, u).
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Remark 5.4. (i) The result is well-known when V, V ′ are finite-dimensional in the category
C (see [FR1, Lemma 2]). But in general the action of Uq(b) on V, V
′ can not be extended
to an action of Uq(g) and we can not evaluate πV (z) ⊗ πV ′(w) on the universal R-matrix R.
That is why we can not use directly the standard proof for the general representations in O∗
we consider.
(ii) The same proof as below gives the result for representations in the category O.
Proof. From (5.17), tV (z) depends only of the class of V in the Grothendieck ring of O
∗.
But by [HJ, Remark 3.13], this ring is commutative. Hence
tV (z, u)tV ′(z, u) = tV ′(z, u)tV (z, u).
Now let a ∈ C∗ and Va be the Uq(b)-module obtained from V by twisting by τa. Then Va
is in the category O∗ and
(5.18) tVa(z, u) = tV (za, u).
Hence for any a ∈ C∗ we have
tV (za, u)tV ′(z, u) = tV ′(z, u)tV (za, u).
This implies the result. 
For V in category O∗ with weights in P , we will denote
tV (z, u) =
∑
m≥0
tV [m](u)z
m.
5.3. Deformation of Uq(b
−)0. Let t(v) be the C[[vi]]i∈I -subalgebra of Uq(b
−)[[vi]]i∈I gen-
erated by the tR+i,a
[m](u) (i ∈ I, a ∈ C∗, m ≥ 0) and the tL(ω)[m](u) (ω ∈ Q
+).
Proposition 5.5. t(v) is a commutative subalgebra of Uq(b
−)[[vi]]i∈I which is a deformation
of Uq(b
−)0.
More precisely, let i ∈ I. Then the limit at vj → 0 (j ∈ I) of tR+i,a
(z, u) is Ti(za) where
Ti(z) = exp
(∑
m>0
zm
h˜i,−m
[di]q[m]qi
)
and
h˜i,−m =
∑
j∈I
[dj ]qC˜j,i(q
m)hj,−m.
The commutativity is a direct consequence of Theorem 5.3. The rest of the Proposition
will be proved in Section 7.2.
Example 5.6. In the case g˙ = sl2, we have T1(z) = exp
(∑
m>0 z
m h1,−m
[m]q(qm+q−m)
)
.
The next lemma follows from [FM, Lemma 3.1].
Lemma 5.7. Ti(z) commutes with the x
±
j,r for j 6= i and r ∈ Z.
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Let W be a tensor product of simple objects in C. It has a highest weight vector w of
highest ℓ-weight m =
∏
j∈I,b∈C∗ Y
uj,b
j,b . Then w is an eigenvector of Ti(z). Let us denote by
fi(z) the corresponding eigenvalue. A straightforward computation gives
(5.19) fi(z) =
∏
j∈I,b∈C∗
exp
(
uj,b(m)
∑
r>0
(zb−1)r
C˜i,j(q
r)
r
)
.
By [FM, Theorem 4.1], the other ℓ-weights of W are of the form
M = mA−1i1,a1A
−1
i2,a2
· · ·A−1iN ,aN
where i1, · · · , iN ∈ I and a1, · · · , aN ∈ C
∗.
Proposition 5.8. The eigenvalue of Ti(z) on the ℓ-weight space WM is equal to
fi(z)×
∏
1≤k≤N,ik=i
(1 − za−1k ).
Proof. Let us replace in Ti(z) each h˜j,−m by the associated eigenvalue encoded by the
monomial A−1k,b (k ∈ I, b ∈ C
∗). We get
exp
− ∑
j∈I,m>0
zm
B˜i,j(q
m)[dj ]q
[m]q
Cj,k(q
m)
(qmj − q
−m
j )
m(qj − q
−1
j )
b−m

= exp
− ∑
j∈I,m>0
(zb−1)m
B˜i,j(q
m)Bj,k(q
m)
m
 = exp(−∑
m>0
(zb−1)mδi,k
m
)
= (1− zb−1)δi,k .
Hence the result. 
5.4. Baxter polynomiality. Let W be a tensor product of simple objects in the category
C of finite-dimensional representations of Uq(g). It has a highest weight vector w of weight
ω. For i ∈ I, let fi(z) ∈ C[[z]] be the eigenvalue of Ti(z) on w as given in (5.19). Let λ be
a weight of W and hti(ω − λ) be the multiplicity of αi in ω − λ; that is
ω − λ =
∑
i∈I
hti(ω − λ) · αi.
One of the main results of this paper is the following Baxter polynomiality.
Theorem 5.9. Let i ∈ I, a ∈ C∗ and V = R+i,a. Then the operator
(fi(az))
−1tV (z, u) ∈ ((End((W )λ))[[vj ]]j∈I)[z]
is a polynomial in z of degree hti(ω − λ).
This Theorem 5.9 will be proved in Section 6 and Section 7. By Theorem 5.3 and
Proposition 5.5, it implies immediately the following:
Corollary 5.10. Let i ∈ I, a ∈ C∗ and V = R+i,a. Then the eigenvalues of tV (z, u) on
(W )λ are of the form
fi(za)Qi(za, u),
where Qi(z, u) is a polynomial in z of degree hti(ω − λ).
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We now give some applications of these results.
5.5. Proof of the conjecture of Reshetikhin and the first author. Our main ap-
plication is the proof of a version of the conjecture of Reshetikhin and the first author
from [FR1] about the spectra of transfer-matrices. It is a consequence of Theorem 5.9 and
Corollary 4.6. Let us use the notation of the previous section.
Theorem 5.11. Let W be as above and V a finite-dimensional representation of Uq(g).
Then every eigenvalue of tV (z, u) on (W )λ may be expressed as χq(V ) in which we replace
each variable Yi,a by
(5.20) q
hti(ω−λ)
i aiui
fi(azq
−1
i )Qi(azq
−1
i , u)
fi(azqi)Qi(azqi, u)
,
where the series fi(z) ∈ C[[z]] given by formula (5.19) and the numbers
(5.21) ai =
∏
j∈I
q
−(C−1)j,iω(α
∨
i )
j , i ∈ I,
depend only on W (and not on the eigenvalue), whereas Qi(z, u) is a polynomial in z of
degree hti(ω − λ) that depends on the eigenvalue.
The polynomials Qi(z, u) are the analogues of the Baxter polynomials (see the Introduc-
tion for more details).
For ω = λ, Theorem 5.11 follows from the definition of χq(V ), as explained in [FR1,
Section 6.1]. In this case, Qi(z, u) = 1 for all i ∈ I.
Proof. By Theorem 5.3, it suffices to replace in Baxter’s formula of Corollary 4.6 the classes
of representations R+i,a, L(ωi) by the eigenvalues of their respective twisted transfer-matrices.
For R+i,a, we use the formula in Corollary 5.10. For L(ωi), by Example 5.2, we have to
compute the eigenvalue of uik˜
−1
i . Let ai be the eigenvalue of k˜
−1
i on w. We get the formula
aiuiq
hti(ω−λ)
i because for j ∈ I, r ∈ Z we have k˜ix
−
j,r = q
−δi,j
i x
−
j,rk˜i. 
Remark 5.12. (i) Suppose that V is irreducible and let mV be its highest weight dominant
monomial. By [FM, Theorem 4.1], any monomial in χq(V ) has the form
MV = mV
N∏
k=1
A−1ik,ak .
Let us write outMV as the product of the Yi,a, and then replace each Yi,a by the corresponding
factor aiuifi(zaq
−1
i )/fi(zaqi) appearing in Theorem 5.11. We obtain a scalar function,
which we denote by FMV . A straightforward computation using formula (5.19) yields that
the ratio between FMV and FmV is given by the following rational function in z:
FMV
FmV
=
N∏
k=1
v−1ik q
−deg(Pik )
ik
Pik(z
−1a−1k qik)
Pik(z
−1a−1k q
−1
ik
)
,
where the Pj , i ∈ I, are the Drinfeld polynomials of the highest weight vector w of W .
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Therefore, it follows from Theorem 5.11 that all eigenvalues of tV (z, u) on W are rational
functions in z up to one and the same overall scalar factor, namely FmV =
∏
i,j∈I,a∈C∗
(vjq−ω(α∨i )j )(C−1)j,i exp
 ∑
r>0,b∈C∗
uj,b(m)(zab
−1)r(q−ri − q
r
i )C˜i,j(q
r)
r
ui,a(mV )
where ui,a(mV ) (resp. ui,a(m)) is the power of Yi,a in mV (resp. in the highest monomial
m of W ).
This is in agreement with the fact that up to a scalar function the operator πW (tV (z)) is
rational in z (see [FR2] and [EFK, Proposition 9.5.3]). Our result gives a description of
the eigenvalues of the u-deformation of this operator.
This is also in agreement with the calculations in [FR1, Section 6].
(ii) It follows from the definition that each zm-coefficient of Qi(z, u) is a root of a poly-
nomial whose coefficients are in the ring of formal Taylor power series in the vj, j ∈ I
(hence it belongs to the algebraic closure of the field of fractions of this ring). We expect
these series to be expansions of rational functions near the point vj = 0, j ∈ I. It would be
interesting to prove that this is indeed the case and to describe the poles of these rational
functions.
Example 5.13. (i) For g˙ = sl2(C) and V = L(Y1,q−1), we get as in (1.1)
D(z)
Q1(zq
−2, u)
Q1(z, u)
+A(z)
Q1(zq
2, u)
Q1(z, u)
,
with A(z) = (D(zq2))−1 = a−11 u
−1
1 q
−ht1(ω−λ) f1(zq
2)
f1(z)
.
Dividing by D(z) = FY1,q−1 (z) we get a rational fraction in z (see Remark 5.12 (i)):
Q1(zq
−2, u)
Q1(z, u)
+ v−11 q
− deg(P )−2ht1(ω−λ) P (z
−1q)
P (z−1q−1)
Q1(zq
2, u)
Q1(z, u)
,
where P is the Drinfeld polynomial corresponding to the highest monomial m of W .
(ii) In general there are more than 2 terms. For g˙ = sl3(C) and V = L(Y1,q−1), we get
D1(z)
Q1(zq
−2, u)
Q1(z, u)
+ (D1(zq
2))−1D2(z)
Q1(zq
2, u)Q2(zq
−1, u)
Q1(z, u)Q2(zq, u)
+ (D2(zq
2))−1
Q2(zq
3, u)
Q2(zq, u)
,
with D1(z) = a1u1q
ht1(ω−λ) f1(zq
−2)
f1(z)
, and D2(z) = a2u2q
ht2(ω−λ) f2(zq
−1)
f2(zq)
.
Dividing by D1(z) = FY1,q−1 (z) we get a rational fraction in z (see Remark 5.12 (i)):
Q1(zq
−2, u)
Q1(z, u)
+ v−11 q
−deg(P1)+(ht2−2ht1)(ω−λ) P1(z
−1q)
P1(z−1q−1)
Q1(zq
2, u)Q2(zq
−1, u)
Q1(z, u)Q2(zq, u)
+v−11 v
−1
2 q
−deg(P1P2)−(ht1+ht2)(ω−λ) P1(z
−1q)P2(z
−1)
P1(z−1q−1)P2(z−1q−2)
Q2(zq
3, u)
Q2(zq, u)
,
where P1, P2 are the Drinfeld polynomials corresponding to the highest monomial m of W .
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5.6. Bethe Ansatz equations. We now derive the generalized Bethe Ansatz equations
from Theorem 5.11 following [FR1, Section 6.3].
According to Theorem 5.11, each eigenvalue of tV (z, u) on a finite-dimensional repre-
sentation W is a sum of terms, each having the product of the functions of the form
fi(azqi)Qi(azqi, u) in the denominator.
Suppose that W = ⊗Nj=1L(Ψj), where
(5.22) Ψj = (Ψj,i(z))i∈I , Ψj,i(z) = q
deg(Pi)
i
Pj,i(zq
−1
i )
Pj,i(zqi)
,
where Pj,i(z) are polynomials (see Section 3.3). The zeros of fi(azqi) differ from the roots
of Pj,i(z) by powers of q, and therefore the corresponding poles in the eigenvalues of tV (z, u)
on W are to be expected. But the roots of Qi(azqi, u) give rise to extraneous poles, which
we do not expect to have in the eigenvalues of tV (z, u). Therefore they should cancel each
other, and this must happen uniformly for all V .
We expect that, at least for generic values of q, the only possible way for this to happen
is for the poles in the monomials of the form M and MA−1i,aqi in the q-character of V to
cancel out.
We also expect that each root of Qi(z, u) has multiplicity one. Then each cancellation
of this type gives rise to an equation, which says that the sum of the residues of the terms
in the eigenvalues corresponding to M and MA−1i,aqi at the poles coming from the roots of
Qi(zaqi, u) is equal to 0.
To write down these equations explicitly, let us set
Qi(z, u) =
mi∏
k=1
(w
(i)
k − z), mi = hti(ω − λ).
Recall that Qi(z, u) is a polynomial in z whose coefficients are in the algebraic closure of the
field of fractions of the ring of formal Taylor power series in the vi, i ∈ I. Hence each root
w
(i)
k belongs to the same field. Further, since the Qi(z, u) enter the eigenvalues through the
ratios (5.20), we do not lose any generality by normalizing Qi(z, u) this way.
An explicit calculation along the lines of those in [FR1, Section 6] gives us the following
system of equations on the w
(i)
k :
(5.23) vi
N∏
j=1
q
deg Pj,i
i
Pj,i(q
−1
i /w
(i)
k )
Pj,i(qi/w
(i)
k )
=
∏
s 6=k
q2i
w
(i)
k − w
(i)
s q
−2
i
w
(i)
k − w
(i)
s q2i
∏
l 6=i
ml∏
s=1
qCli
w
(i)
k − w
(l)
s q−Cli
w
(i)
k − w
(l)
s qCli
.
These are the generalized Bethe Ansatz equations corresponding to a given collection of
polynomials Pj,i, j = 1, . . . , N ; i ∈ I.
These equations come from “local” pole cancellations, in the sense that they occur be-
tween monomials of the form M andMA−1i,aqi . Therefore the equations are the same for any
choice of the representation V .
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If g = ŝl2 and W = ⊗
N
j=1W
(1)
Rj ,bjq
−Rj+1
(we use the notation of Example 3.12), then these
equations become
(5.24) v
N∏
j=1
qRj
wk − bjq
−Rj
wk − bjqRj
=
∏
s 6=k
q2
wk − wsq
−2
wk − wsq2
, k = 1, . . . , ht(ω − λ).
Formulas (5.23) and (5.24) specialize to formulas (6.6) and (6.5) of [FR1], respectively, if
we set vi = q
2
i (the factor −q
−N on the RHS of formula (6.5) in [FR1] should be replaced
by q2m−4, and similarly for formula (6.6) in [FR1]).
Example 5.14. For N = R1 = 1 = k and b1 = q
−1, we recover the well-known relations
vq
w1 − q
−2
w1 − 1
= 1 and w1 =
1− vq−1
1− vq
.
We expect that for generic q and generic polynomials Pj,i, it is possible prove along the
lines of the above argument that any eigenvalue of the transfer-matrices tV (z, u) on (W )λ
gives rise to a solution of the Bethe Ansatz equations (5.24). Furthermore, we expect that
the converse is true as well. Thus, we arrive at the following conjecture, which is a version
of the “completeness of Bethe Ansatz” (at the level of eigenvalues).
Conjecture 5.15. For generic q and generic polynomials Pj,i, there is a one-to-one cor-
respondence between the eigenvalues of the transfer-matrices tV (z, u) on (W )λ, where W =
⊗Nj=1L(Ψj), with Ψj given by formula (5.22) and the solutions of the Bethe Ansatz equations
(5.23) with w
(i)
k , k = 1, . . . , hti(ω − λ); i ∈ I.
5.7. Example. We suppose that g˙ = sl2, V = R
+
1,1, and W = W
(1)
N,q1−2N
is a KR-module
(we use the notation of Example 3.12). There is an explicit formula for the R-matrix (see
Section 7.1 below). We have (πW (x
−
0 ))
N+1 = (πW (kx
+
−1))
N+1 = 0. So the image LV (z) of
LV (z) in (End(V )⊗ End(W ))[[z]] is a product
LV (z) = L
+
V (z)(IdV ⊗ πW (T (z)))L
−
V (z)L
∞
L+V (z) =
∑
0≤r≤N
((q−1 − q)πV (x
+
1,0)⊗ πW (x
−
1,0))
r
q
r(r−1)
2 [r]q!
,
L−V (z) =
∑
0≤r≤N
((q − q−1)zπV (k
−1
1 x
−
1,1)⊗ πW (x
+
1,−1)k1)
r
q
r(r−1)
2 [r]q!
L∞V = (πV ⊗ πW )(R
∞) does not depend on z.
By taking the twisted trace, the image of the twisted transfer-matrix in (End(W ))[[u, z]] is∑
0≤r≤N
(−(q − q−1)2z)r
qr(r−1)([r]q!)2
(TrV,u ⊗ πW )((x
+
1,0 ⊗ x
−
1,0)
r(1⊗ T1(z))(k
−1
1 x
−
1,1 ⊗ x
+
1,−1k1)
rL∞V )
=
∑
0≤r≤N
((q − q−1)z)r
[r]q!
πW ((x
−
1,0)
rT1(z)(x
+
1,−1k1)
r)
∑
m≥r
u2m
[
m
r
]
q
q
r(3−r)
2
−rmπW (k
−m
1 ).
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Let 0 ≤ j ≤ N . Note that h1,−m.w0 =
qNm[Nm]q
m w0 for m > 0. Then (x
+
1,−1k1)
rkm1 .wj =
qr(N−2)−m(N−2j)wj−r is an eigenvector of T1(z) with eigenvalue f1(z)Pj−r(z) where
f1(z) = exp
(∑
m>0
zm
qNm[Nm]q
m[m]q(qm + q−m)
)
does not depend of r, j and
Pj−r(z) = (1− z)(1 − zq
2) · · · (1− zq2(j−r−1))
is a polynomial in z of degree j − r (this can be computed by hand or with Proposi-
tion 5.8). Since (x−1,0)
rwj−r =
[j]q![N−j+r]q!
[j−r]q![N−j]q!
wj, this implies that wj is an eigenvector of
(f1(z))
−1tV (z, u) with eigenvalue Q1(z, u) equal to
∑
0≤r≤N
(q − q−1)r[N − j + r]q!
[
j
r
]
q
zr(1− z) · · · (1− zq2(j−r−1))
qr(
r+1
2
−N)[N − j]q!
∑
m≥r
u2m
[
m
r
]
q
q−m(r+N−2j)
which is a polynomial in z. It is clear that the degree is at most j. By taking the limit
u = 0, only the term with m = r = 0 contributes and we see that the degree is exactly j.
Note that in addition each zm-coefficient of Q1(z, u) is rational in v = u
2.
Example 5.16. For N = j = 1, we get the well-known Baxter polynomial
Q1(z, u) =
(1− z)(1− u2q−1) + zu2(q − q−1)
(1− u2q)(1− u2q−1)
.
It has degree 1 and its root is w1 =
1−u2q−1
1−u2q
which specializes at (1+q+q2)−1 for u2 = v = q2.
This is the same as in Example 5.14 above. It means w1 is not a pole of
q
Q1(zq
−2, u)
Q1(z, u)
+ q−2u−2
1− z−1
1− z−1q−2
Q1(zq
2, u)
Q1(z, u)
.
5.8. Polynomiality of Drinfeld’s Cartan elements. Let us now give the second appli-
cation of our main results.
By Proposition 5.5, Corollary 5.10 implies:
Theorem 5.17. Let i ∈ I and fi(z) ∈ C[[z]] the eigenvalue of Ti(z) on a highest weight
vector of W . Then on (W )λ the operator
(fi(z))
−1Ti(z) ∈ (End((W )λ))[z]
is a polynomial in z of degree hti(ω − λ).
Note that this is compatible with Proposition 5.8 which gives the polynomiality, up to
fi(z), for the eigenvalues (the result here is much stronger as we get the polynomiality also
for the off-diagonal elements).
As an illustration, let us check this result by hand in the most elementary not trivial
case. Suppose that g˙ = sl2. Let
V = L(Y1,1)⊗ L(Y1,1).
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An highest weight vector of V is an eigenvector of T1(z). Let g(z) be the eigenvalue. We
study the action on the 2-dimensional space V0. g(z)
−1T1(z) has a unique eigenvalue on V0
which is (1 − zq−1). Let us study the representation as in [H4, Examples 2.2, 3.3]. From
the relation [x+1,−1, x
−
1,0] = −φ
−
1,−1/(q − q
−1), we get h1,−1 = q
2f0f1 − f1f0. Let w
+ be a
highest weight vector of L(Y1,1). Then (w
+, w− = f1w
+) is a basis of L(Y1,1). We use
analogous notation (v+, v− = f1v
+) for a second copy of L(Y1,1). Then (w
−⊗ v+, q−2w−⊗
v+ + w+ ⊗ w−) is a basis of V0. In this basis, for m > 0 the action of h1,−m is the matrix(
[m]q
m (1− q
−2m) am
0
[m]q
m (1− q
−2m)
)
where am ∈ C
∗ and a1 = q − q
−4. For r ≥ 0, the
vector x−1,−r.(w
+ ⊗ v+) in this basis has the form
(
λr
µr
)
where λr, µr ∈ C and λ0 = 0,
µ0 = 1. We have the relation [h1,−m, x
−
1,−r] = −
[2m]q
m x
−
1,−m−r for m > 0, r ≥ 0. Since
h1,−m.(w
+ ⊗ v+) =
2[m]q
m (w
+ ⊗ v+), it implies{
−
[m]q
m (1 + q
−2m)λr + amµr = −
[2m]q
m λm+r,
[m]q(1 + q
−2m)µr = [2m]qµm+r.
The second equation with m = 1 implies µr = q
−r for r ≥ 0. Then the first equation with
m = 1 reads −qrλr +
q2−q−3
q+q−1
= −q1+rλ1+r which implies λr = q
−rr q
−3−q2
q+q−1
for r ≥ 0. Now
the first equation with r = 0 gives am = −[2m]qq
−mq−3−q2
q+q−1
. Hence the image of g(z)−1T1(z)
in the basis is
(1− zq−1)exp

∑
m>0
zm
(
0 −[2m]qq
−mq−3−q2
q+q−1
0 0
)
[m]q(qm + q−m)

= (1− zq−1)
(
1 −
∑
m>0 z
m [2m]qq
m
[m]q(qm+q−m)
q−3−q2
q+q−1
0 1
)
=
(
1− zq−1 z q−q
−4
q+q−1
0 1− zq−1
)
.
It is a polynomial of degree 1 in z.
5.9. Plan of the proof of Theorem 5.9. We first establish (Theorem 6.1) a grading of
positive prefundamental representations R+i,a which has good compatibility properties with
the action of Z-graded elements in Uq(b). Section 6 is entirely devoted to this grading and
the proof of its existence. We believe that the study of this grading will be interesting
independently of the applications it finds in this paper.
Then in Section 7.1 we recall the factorization of the universal R-matrix. We give the
proof of Proposition 5.5 in Section 7.2. Then we explain why it suffices to consider the
case that W is a tensor product of fundamental representations with ℓ-weight spaces of
dimension 1 (or of dimension at most 2 for g˙ of type E8). This is crucial to control the
action of the Cartan factor of the universal R-matrix. By using the grading of Theorem 6.1,
we can also control the action of the positive and negative parts, as we explain in Section
7.
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6. A grading of positive prefundamental representations
To prove Theorem 5.9, we first establish the existence of a certain grading on positive
prefundamental representations with nice properties with respect to the action of Drinfeld
generators (Theorem 6.1). We believe this grading is also of independent interest.
6.1. The grading. Let us fix i ∈ I, a ∈ C∗. The main result of this section is the following.
Theorem 6.1. There exists a grading by finite-dimensional vector spaces
R+i,a =
⊕
m∈Z
(R+i,a)m
such that
(1) for m ≥ 0 and x ∈ Uq(b)
− of degree r > 0, we have
x((R+i,a)m) ⊂ (R
+
i,a)m−r.
(2) for j ∈ I, r,m ≥ 0 we have
φ+j,r(R
+
i,a)m ⊂ (R
+
i,a)m−r if j 6= i,
(φ+i,r + aφ
+
i,r−1 + · · ·+ a
rφ+i,0)(R
+
i,a)m ⊂ (R
+
i,a)m−r,
(3) For j ∈ I and r ≥ 0 we have
x+j,r((R
+
i,a)m) ⊂ (R
+
i,a)m−r + (R
+
i,a)m−r+δi,j .
This result will be proved in this section.
Remark 6.2. The condition (2) for r = 0 implies that the grading is compatible with weight
decomposition:
(R+i,a)λ =
⊕
m∈Z
(R+i,a)λ ∩ (R
+
i,a)m for λ ∈ t
∗.
It also implies that for j ∈ I, r > 0 we have
(hj,r − λj,r)(R
+
i,a)m ⊂ (R
+
i,a)m−r where λj,r =
δi,ja
r
r(qi − q
−1
i )
.
Up to a shift, we can assume that an ℓ-lowest weight vector of R+i,a has degree 0 and that
(R+i,a)m = 0 for m < 0.
6.2. Root vectors. Let us remind results from [Be, Da1] where the root vectors Eα ∈
Uq(b), Fα ∈ Uq(b
−) are constructed for
α ∈ ΦRe+ = Φ
+
0 ⊔ {β +mδ|m > 0, β ∈ Φ0}.
Here Φ0 (resp. Φ
+
0 ) is the set of roots (resp. positive roots) of g˙ and δ is the standard
imaginary root of g. For example, we have for i ∈ I, m ≥ 0 and r > 0:
Emδ+αi = x
+
i,m, Erδ−αi = −k
−1
i x
−
i,r, Fmδ+αi = x
−
i,−m, Frδ−αi = −x
+
i,−rki.
We will consider the subalgebras
Uq(b
−)+,0 = t⊗ Uq(b
−)+ ⊂ Uq(b
−)≥0 = Uq(b
−)0 ⊗ Uq(b
−)+,
Uq(b)
−,0 = Uq(b)
− ⊗ t ⊂ Uq(b)
≤0 = Uq(b)
− ⊗ Uq(b)
0.
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The Z-grading of Uq(g) induces Z-gradings on Uq(b
−)+,0 and Uq(b)
−,0.
The subalgebra of Uq(b) (resp. Uq(b
−)) generated by the E−α+rδ (resp. F−α+rδ) for
α ∈ Φ+0 , r > 0 and by t is Uq(b)
−,0 (resp. Uq(b
−)+,0). Note that we have
deg(E−α+rδ) = − deg(F−α+rδ) = r.
6.3. Examples for the grading. The examples in this section are given as an illustration
and are not used for the main results of the paper.
First, for g˙ = sl2, we can check directly that we can choose
(R+1,a)m = C.v
∗
m, m ≥ 0.
Indeed,
(1) for m ≥ 0, we have x−1,1((R
+
1,a)m) = (R
+
1,a)m−1 and x
−
1,r((R
+
1,a)m) = {0} if r > 1.
(2) For r ≥ 0, (φ+1,r + aφ
+
1,r−1 + · · ·+ a
rφ+1,0) = a
r−1(δr 6=0φ
+
1,1 + aφ
+
1,0) = δr,0k1 on R
+
1,a.
(3) We have x+1,0((R1,a)m) = (R1,a)m+1 and x
+
1,r((R1,a)m) = {0} for r > 0.
This can be generalized to the case Ni = 1. In this special case, there is a simple proof
thanks to the following result.
Theorem 6.3. [HJ] Suppose Ni = 1. Let j ∈ I, r > 0, α ∈ Φ
+
0 .
(1) φ+j,δi,j+r acts by 0 and k
−1
i φ
+
i,1 is a scalar operator on R
+
i,a.
(2) x+j,r acts by 0 on R
+
i,a.
(3) If α(α∨i ) = 0, then E−α+rδ acts by 0 on R
+
i,a.
(4) If α(α∨i ) = 1, then E−α+(r+1)δ acts by 0 on R
+
i,a.
Remark 6.4. Precisely, the statement is proved in [HJ, Section 7.2] for L+i,a by giving an
asymptotic construction of L+i,a. The same construction works for L
+
i,a. By using ωˆ, this
gives also an asymptotic construction of R+i,a. Hence the result.
Corollary 6.5. If Ni = 1, there is p ∈ Z such that for any m ∈ Z,
(R+i,a)m =
⊕
{α∈Q+|α(α∨i )=m+p}
(R+i,a)α.
Proof. Let p be the degree of a lowest weight vector. Let w ∈ (R+i,a)α be a non zero
weight vector. Then by Section 6.2 there is a non zero lowest weight vector of the form
E−αi1+r1δ · · ·E−αiN+rN δw. Hence m = r1 + · · · + rN + p and α = αi1 + · · · + αiN . But
by Theorem 6.3, r1 = · · · = rN = 1 and αi1(α
∨
i ) = · · · = αiN (α
∨
i ) = 1. So m = N + p =
α(α∨i ) + p. 
In general, the statements of Theorem 6.3 and Corollary 6.5 do not hold (see the following
example). The reason is that the asymptotic construction in [HJ] do not work in these cases.
That is why we give a completely different proof in the next subsections.
Example 6.6. Let us consider the B2-case with i = 1 the node satisfying N1 = 2. Let v be
a lowest weight vector of V = R+1,1. By [HJ, Theorem 6.4], we have dim(V2α1+α2) = 3. If
the statement of theorem 6.3 held for V , we would have
V2α1+α2 = C(x
+
1,0)
2x+2,0.v ⊕ Cx
+
1,0x
+
2,0x
+
1,0.v ⊕ Cx
+
2,0(x
+
1,0)
2.v.
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But (x+1,0)
2x+2,0.v = 0, contradiction. The statement of Corollary 6.5 does not hold neither.
Consider a grading such that v has degree 0. The weight spaces of weight 0, α1, 2α1, α1+α2
are of dimension 1, generated respectively by v, x+1,0.v, (x
+
1,0)
2.v, (x+2,0x
+
1,0).v, and have
respective degree 0, 1, 2, 1. V2α1+α2 is generated by v1 = (x
+
1,0x
+
2,0x
+
1,0).v, v2 = x
+
2,0(x
+
1,0)
2.v
and v3 = x
+
2,1(x
+
1,0)
2.v = −x+1,1x
+
2,0x
+
1,0.v. By construction, v3 has degree 1 and v2 has degree
2. Since x−1,1(v1+Cv2+Cv3) ⊂ (V )1, there are λ, µ ∈ C such that v1+λv2+µv3 has degree
2. Hence V2α1+α2 ∩ (V )1 has dimension 1 and V2α1+α2 ∩ (V )2 has dimension 2.
6.4. Coproduct and root vectors. Let α ∈ Φ+0 and r > 0. Set kα =
∏
1≤i≤n k
α(ω∨i )
i We
have [Da1, Theorem 4, (3)]:
(6.25) ∆(F−α+rδ) ∈ F−α+rδ ⊗ kα +
∑
β∈Φ+0 ,p>0
Uq(b
−)⊗ (Uq(b
−)F−β+pδ).
This gives the factor kα in the decomposition of F−α+rδ in Uq(b
−)+ ⊗ t:
(6.26) F−α+rδ ∈ Uq(b
−)+kα and E−α+rδ ∈ Uq(b)
−k−1α .
This last point also follows from [Da2, Proposition 9.3]. Now let i ∈ I and r > 0. The
Q-grading of Uq(g) induces a Q-grading of Uq(b
−). Let Uq(b
−)+ (resp. Uq(b
−)−) be the
subalgebra of Uq(b
−) of elements of positive (resp. negative) Q-degree. Then we have
(6.27) ∆(hi,−r) ∈ hi,−r ⊗ 1 + 1⊗ hi,−r + (Uq(b
−))− ⊗ (Uq(b
−))+.
6.5. Drinfeld relations. Let us give examples of relations between Drinfeld generators
that we will use:
(6.28) [x+j,−m, x
−
i,0] = δi,j
δm,0ki − φ
−
i,−m
qi − q
−1
i
for m ∈ Z, i, j ∈ I,
and for m ≥ 0, p ∈ Z, i, j ∈ I:
(6.29) φ−i,−mx
+
j,p = −
∑
0≤l≤m−1
q
−lCi,j
i x
+
j,p−l−1φ
−
i,−m+l+1 +
∑
0≤l≤m
q
−(l+1)Ci,j
i x
+
j,p−lφ
−
i,−m+l.
We will also use the following technical result.
Lemma 6.7. Let i ∈ I, α ∈ Φ+0 , r > 0. Then we have a decomposition in Uq(b
−)
x−i,0F−α+rδ = q
(α,αi)F−α+rδx
−
i,0 +
∑
−r≤p≤0
ap(φ
−
i,p + φ
−
i,p+1 + · · ·+ φ
−
i,0)kα + akikα
where a ∈ Uq(b
−)>0 has Z-degree −r and ap ∈ Uq(b
−)>0 is a sum of elements of Z-degree
−r − p or −r − p+ 1.
Proof. We will compute the decomposition of F−α+rδx
−
i,0 in (3.14) by using the full quantum
loop algebra Uq(g) and the decomposition (2.4). Indeed, by (6.26), F−α+rδ is a product x
+kα
where x+ has degree −r and is an algebraic combination of the x+j,−m (j ∈ I, 0 ≤ m ≤ r).
We first have F−α+rδx
−
i,0 = q
−λx+x−i,0kα where
λ =
∑
j∈I
α(ω∨j )djCj,i =
∑
j∈I
α(ω∨j )(αi, αj) = (α,αi).
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The relations (6.28) imply
[x+, x−i,0] ∈ AkiA+
∑
−r≤m≤0
Aφ−i,mA.
where A = C[x+j,p]j∈I,0≤p≤r. Then the relations (6.29) imply
[x+, x−i,0] ∈ Aki +
∑
−r≤m≤0
Aφ−i,m.
Hence
(6.30) F−α+rδx
−
i,0 = q
−λx−i,0F−α+rδ −
∑
−r≤m≤0
q−λbmφ
−
i,mkα − q
−λakikα,
where bm ∈ A has Z-degree −r−m and a ∈ A has Z-degree r. Note that A is not contained
in Uq(b
−). But we have A ⊂ Uq(g)
+. So (6.30) is the decomposition of F−α+rδx
−
i,0 in (2.4).
But F−α+rδx
−
i,0 ∈ Uq(b
−) and the decomposition in (3.14) is unique. Hence, for degree
reason, we have a ∈ Uq(b
−)+ and bm ∈ Uq(b
−)+ for m ≤ 0. Now (6.30) can be rewritten as
in the Lemma, with
ap = bp − bp−1 for −r ≤ p ≤ 0
where we set b−r−1 = 0. 
Example 6.8. For example, in the case g˙ = sl2, we have for r > 0, Frδ−α1 = −x
+
1,−rk1
and
x−1,0Frδ−α1 = q
2Frδ−α1x
−
1,0 + φ
−
1,−rk1.
6.6. Tensor product of ℓ-weight vectors. By using (6.27), we prove exactly as in [H4,
Proposition 3.2] the following.
Proposition 6.9. [H4] Let V1, V2 in category O and consider an l-weight vector
w =
(∑
α
wα ⊗ vα
)
+
∑
β
w′β ⊗ v
′
β
 ∈ V1 ⊗ V2
satisfying the following conditions.
(i) The vα (resp. v
′
β) are ℓ-weight (resp. weight) vectors of ℓ-weight Ψα (resp. weight
ωβ).
(ii) For any β, there is an α satisfying ωβ > ̟(Ψα).
(iii) For any α, we have
∑
{α′|ωα′=ωα}
wα′ ⊗ vα′ 6= 0.
Then the ℓ-weight of w is the product of one Ψα by an l-weight of V1.
6.7. Proof of Theorem 6.1. We can assume a = 1. By using the twisting by ωˆ, we
can work with L
+
i,1. It will be important for our proof as we will use that Uq(b
−)− as,
in opposition to Uq(b)
−, is generated by a family of Drinfeld generators (see (3.13)). We
do not need such a property for Uq(b
−)+ as we have the coproduct formulas (6.25). The
conditions to be proved become for m ≥ 0, j ∈ I, r ≤ 0:
(1) for x ∈ Uq(b
−)+ of degree r < 0, x((L
+
i,1)m) ⊂ (L
+
i,1)m+r.
(2) φ−j,r(L
+
i,1)m ⊂ (L
+
i,1)m+r if j 6= i and (φ
−
i,r + φ
−
i,r+1 + · · ·+ φ
−
i,0)(L
+
i,1)m ⊂ (L
+
i,1)m+r.
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(3) x−j,r((L
+
i,1)m) ⊂ (L
+
i,1)m+r + (L
+
i,1)m+r+δi,j .
Let v (resp. v′) be an ℓ-highest weight vector of L
+
i,1 (resp. of L˜(Yi,q−1i
)). Let
V = Uq(b
−).(v ⊗ v′) ⊂ L
+
i,1 ⊗ L˜(Yi,q−1i
)
Then we have a surjective morphism of Uq(b
−)-modules
φ : V → L
+
i,q2i
.
Let V ′ = L
+
i,1 ⊗ v
′. From (6.25), (6.27), V ′ is a Uq(b
−)≥0-module and
χq(V
′) = χq(L
+
i,q2i
).
Let us prove that V ′ ⊂ V . Consider an ℓ-weight vector w of V whose ℓ-weight is an ℓ-weight
of L
+
i,q2i
. If w is not in V ′, in a decomposition of w as in Proposition 6.9, we would have
some terms wα ⊗ vα with vα ℓ-weight vector of L˜(Yi,q−1i
) which is not in C.v′. But by [FM,
Lemma 6.1, Remark 6.2] (and its proof), we have
χ˜q(L˜(Yi,q−1i
)) ∈ 1 +A−1i,1Z[A
−1
j,b ]j∈I,b∈C∗.
Hence the ℓ-weight Ψα of vα would be in ([ωi]
−1Yi,q−1i
)A−1i,1Z[A
−1
j,b ]j∈I,b∈C∗ . Contradiction
as by Theorem 4.1, A−1i,1 is not a factor of the ℓ-weights occurring in χ˜q(L
+
i,q2i
). Moreover,
L
+
i,1 and L
+
i,q−2i
have the same character, so it implies that V ′ ⊂ V .
Now we may consider the restriction of φ to V ′. From our discussion, it is an isomorphism
of Uq(b
−)≥0-module. It induces a linear isomorphism
φ˜ : L
+
i,1 → L
+
i,q2i
.
Let τ : L
+
i,q2i
→ L
+
i,1 be the unique linear isomorphism such that τ(g.x) = q
−2m
i g.τ(x) for
any x ∈ L
+
i,q2i
, g ∈ Uq(b
−) of Z-degree m and such that Φ(v) = v where
Φ = τ ◦ φ˜ : L
+
i,1 → L
+
i,1.
We have for j ∈ I, r > 0 and α ∈ φ+0
φ˜F−α+rδ = F−α+rδφ˜ , φ˜φ
−
j (z) = φ
−
j (z)
(
1− z−1
1− z−1q2i
)δi,j
φ˜.
Hence Φ is a linear automorphism of L
+
i,1 which commutes with the kj and
ΦF−α+rδ = q
2r
i F−α+rδΦ , Φφ
−
j (z)(1 − z
−1)−δi,j = φ−j (q
−2
i z)(1 − (zq
−2
i )
−1)−δi,jΦ.
For i = j, the last equation can be rewritten as (r ≥ 0):
Φ(φ−i,−r + φ
−
i,−r+1 + · · · + φ
−
i,0) = q
2r
i (φ
−
i,−r + φ
−
i,−r+1 + · · ·+ φ
−
i,0)Φ.
The weight spaces of L
+
i,1 are stable by Φ. Let us prove by induction on the height of α that
Φ−α is diagonalizable on (L
+
i,1)−α with eigenvalues of the form q
−2m
i , with m ≥ 0 integer.
For α = 0 it is clear by construction. In general, there is a finite family (α1, r1), · · · , (αR, rR)
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with the αj ∈ Φ
+
0 , rj > 0 such that the intersection of the Ker(F−αj+rjδ)∩ (L
+
i,1)−α is zero.
By the induction hypothesis, there is M ≥ 0 such that the polynomial
P (X) =
∏
0≤m≤M
(X − q−2mi )
satisfies P (Φ) = 0 on
⊕
1≤j≤R(L
+
i,1)−α+αj . Let r =Maxj(rj) and consider the polynomial
Q(X) =
∏
0≤m≤M+r
(X − q−2mi ).
For 1 ≤ j ≤ R we have
Q(Φq
−2rj
i )F−αj+rjδ = F−αj+rjδQ(Φ).
But P (X) divides Q(Xq
−2rj
i ) and so Q(Φq
−2rj
i ) = 0 on
⊕
1≤j≤R(L
+
i,1)−α+αj . Hence the
operator F−αj+rjδQ(Φ) is zero on (L
+
i,1)−α. Since this is true for any j, we get Q(Φ) = 0 on
(L
+
i,1)−α and the result.
For m > 0, we can define (L
+
i,1)m as the eigenspace of Φ of eigenvalue q
−2m
i .
Let us prove (3). For r < 0 and j ∈ I, [hj,r−λj,r, x
−
j,0] = [hj,r, x
−
j,0] is a non zero multiple
of x−j,r. Hence, it suffices to prove the result for x
−
j,0. If j 6= i, we have x
−
j,0.v
′ = 0 and
so x−j,0Φ = Φx
−
j,0. Hence the result. Now suppose that j = i. Consider a weight vector
w ∈ (L
+
i,1)m. We prove the result by induction on the height of the weight of w. For m = 0
is follows from the case g˙ = sl2. In general, by Section 6.2, there is F−α+rδ (α ∈ Φ
+
0 , r > 0)
such that F−α+rδx
−
i,0.w 6= 0. By the induction hypothesis
x−i,0F−α+rδ.w ∈ (L
+
i,1)m−r + (L
+
i,1)m−r+1.
Let λ, ap, a, k as in Lemma 6.7. By the result above, we have for p ≤ 0
ap(φ
−
i,p + φ
−
i,p+1 + · · ·+ φ
−
i,0)kw ⊂ ap(L
+
i,1)m+p ⊂ (L
+
i,1)m−r + (L
+
i,1)m−r+1
as ap ∈ Uq(b
−)>0 is a sum of elements of Z-degree −r − p or −r − p+ 1. So
F−α+rδx
−
i,0.w ∈ (L
+
i,1)m−r + (L
+
i,1)m−r+1
and x−i,0.w ∈ (L
+
i,1)m + (L
+
i,1)m+1.
To conclude, let us prove that the (Li,1
+
)m are finite-dimensional. First let us prove by
induction on m ≥ 0 that
(L
+
i,1)m =
⊕
{α|α(α∨i )≤mNi}
(L
+
i,1)m ∩ (L
+
i,1)−α.
This is clear if m = 0. For m > 0, let w ∈ (L
+
i,1)m of weight −α. Then there is F−β+rδ
such that F−β+rδw 6= 0. We have F−α+rδw ∈ (L
+
i,1)m−r ∩ (L
+
i,1)−α+β . Hence, by induction
hypothesis, (−β + α)(α∨i ) ≤ (m− r)Ni. But we have 0 ≤ β(α
∨
i ) ≤ Ni. So
α(α∨i ) ≤ Ni + (m− r)Ni ≤ mNi
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as r > 0. If m is fixed, by using the following Lemma 6.10 there is a finite number of weights
α of L
+
i,1 such that α(α
∨
i ) ≤ mNi. Hence the result.
Lemma 6.10. Let i ∈ I, a ∈ C∗ and M ≥ 0. There is a finite number of weights α of L
+
i,a
such that α(α∨i ) ≤M .
Proof. By construction, the character of L
+
i,a is the character of L
−
i,a and it does not depend
on a. It is proved in [HJ, Theorem 6.1] that χ(L−i,1) is the limit of χ˜(W
(i)
k,1) when k → +∞.
By (4.15), a weight α satisfying α(α∨i ) ≤M is a weight of L
+
i,a only if it is a weight of W
(i)
M,1.
Hence the result. 
Remark 6.11. In the proof, if instead of L
+
i,q−2i
we had used L
+
i,q−2ki
with k ≥ 2, we would
get the same grading.
7. End of the proof of Theorem 5.9
In this section we finish the proof of Theorem 5.9. We first recall the factorization of
the universal R-matrix and show that it implies Proposition 5.5. Then we establish the
main reduction for the proof of Theorem 5.9 in Section 7.3: it suffices to consider certain
distinguished tensor products of fundamental representations.
7.1. Factorization of the universal R-matrix. The universal R-matrix has a factoriza-
tion [Da1]
R = R+R0R−R∞,
where R± ∈ Uq(b)
±⊗ˆUq(b
−)∓,
R0 = exp
− ∑
m>0,i,j∈I
(qi − q
−1
i )(qj − q
−1
j )mB˜i,j(q
m)
(q − q−1)[m]q
hi,m ⊗ hj,−m
 ,
and R∞ = q−t∞ where t∞ ∈ h˙ ⊗ h˙ is the canonical element (for the standard invariant
symmetric bilinear form as in [Da1]), that is, if we denote formally q = eh, then R∞ = e−ht∞ .
For a variable x, the q-exponential in x is a formal power series expqp(x) =
∑
r≥0
xr
[r]′
qp
!
where p ∈ Z and [r]′v! =
∏
1≤s≤r
v2s−1
v2−1
= v
r(r−1)
2 [r]v! for r ≥ 0.
R+ (resp. R−) is a product of q-exponentials of a multiple of Eα+mδ⊗Fα+mδ with m ≥ 0,
α ∈ Φ+0 (resp. with m > 0, α ∈ Φ
−
0 ).
Example 7.1. In the case g˙ = sl2, we have
R+ =
∏
m≥0
expq
(
(q−1 − q)x+1,m ⊗ x
−
1,−m
)
, R− =
∏
m>0
expq
(
(q − q−1)k−11 x
−
1,m ⊗ x
+
1,−mk1
)
,
R0 = exp
(
−(q − q−1)
∑
m>0
m
[m]q(qm + q−m)
h1,m ⊗ h1,−m
)
.
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7.2. Proof of Proposition 5.5. Let i ∈ I. Since each Fα+mδ (m > 0, α ∈ Φ
−
0 ) acts by
0 on the lowest weight vector of R+i,1, only R
0 and R∞ contribute to the specialization of
tR+i,1
(z, u). Let us replace in R0 each hl,m (m > 0, l ∈ I) by −z
m δi,l
m(qi−q
−1
i )
, that is we take
the trace on R+i,1. We get
exp
 ∑
j∈I,m>0
zm
B˜i,j(q
m)[dj ]q
[m]q
hj,−m
 = exp(∑
m>0
zm
h˜i,−m
[di]q[m]qi
)
= Ti(z)
as [dj ]q[m]qj = [m]q[dj ]qm and B˜i,j(q
m) = C˜j,i(q
m)/[di]qm for any m ∈ Z, j ∈ I.
We have proved Proposition 5.5.
7.3. Reduction. It suffices to prove theorem 5.9 for W in C simple or standard (that is a
tensor product of fundamental representations). A representation in C is said to be thin if
its ℓ-weight spaces are of dimension 1.
Remark 7.2. Let i ∈ I and a ∈ C∗. If Ni = 1, then L(Yi,a) is simple as a Uq(g˙)-module, as
shown by V. Chari [C2] (see also [HJ, Remark 7.7]). In particular, if this Uq(g˙) fundamental
representation is minuscule, then L(Yi,a) is thin.
Proposition 7.3. Suppose that g˙ is not of type E8. Any simple object in C occurs as a
simple constituent of a tensor product of thin fundamental representations.
Example 7.4. If g˙ = sl2, any simple object is C is isomorphic to a tensor product of thin
KR-modules, as shown by V. Chari and A. Pressley [CP].
Proof. This is clear for g˙ of type A, B, C or G2 as all fundamental representations are thin
[H1].
Type Dn (n ≥ 4): for a ∈ C
∗ and i ∈ {1, n− 1, n}, the representation L(Yi,a) is thin (for
example by Remark 7.2). We have to prove the result for L(Yi,a), 2 ≤ i ≤ n− 2. It can be
obtained by induction on i by using the following relation for 1 ≤ i ≤ n− 3:
[L(Y1,a)⊗ L(Yi,aqi+1)] = [L(Y1,aYi,aqi+1)] + [L(Yi+1,aqi)].
This relation can be easily established following the proof of T -systems relations in [H2].
By [FM], it suffices to prove that dominant monomials have the same multiplicities when
the q-character morphism is applied on both sides of the identity. Besides, the q-character
of a fundamental representation has a unique dominant monomial (that is it is affine-
minuscule) and its q-character is given by the algorithm of Mukhin and the first author
[FM]. Then it is not difficult to see that the left side of the identity has 2 dominant
monomials: the highest monomial Y1,aYi,aqi+1 and Y1,aYi,aqi+1A
−1
1,aqA
−1
2,aq2
· · ·A−1
i,qi
= Yi+1,aqi .
Then the identity result follows as L(Yi+1,aqi) is affine-minuscule and as it can be proved as
in [H2, H3] that L(Y1,aYi,aqi+1) is affine-minuscule.
Type F4: for a ∈ C
∗ and i = 1, 4, the representation L(Yi,a) is thin [H1]. We have to
prove the result for L(Y2,a), L(Y3,a). As above, it follows from the relations for a ∈ C
∗:
[L(Y1,a)⊗ L(Y1,aq4)] = [L(Y1,aY1,aq4)] + [L(Y2,aq2)],
[L(Y4,a)⊗ L(Y4,aq2)] = [L(Y4,aY4,aq2)] + [L(Y3,aq)].
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Type E6: for a ∈ C
∗ and i = 1, 5, the representation L(Yi,a) is thin (for example by
Remark 7.2). By using the same arguments as above, this implies the result for i 6= 6. Then
we have
[L(Y1,a)⊗ L(Y5,aq6)] = [L(Y1,aY5,aq6)] + [L(Y6,aq3)].
Type E7: for a ∈ C
∗, the representation L(Y6,a) is thin (for example by Remark 7.2). As
above, we get the result for i = 6, 5, 4, 3. Now the monomial
Y1,aq5Y
−1
6,aq10
= Y6,aA
−1
6,aqA
−1
5,aq2
A−1
4,aq3
A−1
3,aq4
A−1
7,aq5
A−1
2,aq5
A−1
3,aq6
A−1
4,aq7
A−1
5,aq8
A−1
6,aq9
occurs in χq(L(Y6,a)). In particular, we get as above
[L(Y6,a)⊗ L(Y6,aq10)] = [L(Y6,aY6,aq10)] + [L(Y1,aq5)].
So we have the result for i = 1, 2. We conclude as
[L(Y6,a)⊗ L(Y1,aq7)] = [L(Y6,aY1,aq7)] + [L(Y7,aq4)].

Remark 7.5. The statement is not satisfied for g˙ of type E8. Indeed the fundamental
representation L(Yi,a) is not thin for any i in this case. For i = 1, it is known by [HN,
Section 6.1.2]. The Lie algebra for the sub Dynkin diagram I \ {7} is of type D7. The q-
character of fundamental representations are known for g˙ of type D. In particular we have
the result for 2 ≤ i ≤ 5. In the same way we conclude for i = 6 by considering I \ {1, 2, 3}.
The Lie algebra for the sub Dynkin diagram I \ {1} is of type E7 and by using [HN, Section
6.1.2], we get the result for i = 7. The Lie algebra for the sub Dynkin diagram I \ {1, 2} is
of type E6 and by using [HN, Section 6.1.2], we get the result for i = 8.
Proposition 7.6. Suppose that g˙ is of type E8. Any simple object in C occurs as a simple
constituent of a tensor product of fundamental representations L(Yi,a) with i = 1.
Proof. As above, we have the result for 1 ≤ i ≤ 5. Now the monomial
Y7,aq6Y
−1
1,aq12
= Y1,aA
−1
1,aqA
−1
2,aq2
A−1
3,aq3
A−1
4,aq4
A−1
5,aq5
A−1
8,aq6
A−1
6,aq6
A−1
5,aq7
A−1
4,aq8
A−1
3,aq9
A−1
2,aq10
A−1
1,aq11
occurs in χq(L(Y1,a)). In particular, we get as above
[L(Y1,a)⊗ L(Y1,aq12)] = [L(Y1,aY1,aq12)] + [L(Y7,aq6)].
So we have the result for i = 7, 6. We conclude as
[L(Y1,a)⊗ L(Y7,aq8)] = [L(Y1,aY7,aq8)] + [Y8,aq5 ].

Consequently, if g˙ is not type E8 (resp. is of type E8) it suffices to prove Theorem 5.9 for
W tensor product of thin fundamental representations (resp. of fundamental representations
L(Y1,a)).
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7.4. Proof of Theorem 5.9. By (5.18), we can assume that a = 1. We use the grading
of V = R+i,1 established in Theorem 6.1. For j ∈ I and r > 0 let us consider hj,r =
hj,r −
δi,j
r(qi−q
−1
i )
. Note that by Remark 6.2, πV (hj,r) is nilpotent. We have
R0 = exp
−(qi − q−1i )(qj − q−1j )
(q − q−1)
∑
m>0,i,j∈I
mB˜i,j(q
m)
[m]q
hi,m ⊗ hj,−m
Ti(1).
This implies a factorization
LV (z) = L
+
V (z)L
0
V (z)(IdV ⊗ Ti(z))L
−
V (z)L
∞
V ,
where L±V (z) = (πV (z)⊗ Id)(R
±), L∞V = q
−(πV ⊗Id)(t∞) and
L0V (z) = exp
−(qi − q−1i )(qj − q−1j )
(q − q−1)
∑
m>0,i,j∈I
zm
mB˜i,j(q
m)
[m]q
πV (hi,m)⊗ hj,−m
 .
LetW be a simple object in C. The image of tV (z, u) in (End(W ))[[z, u
±1
j ]]j∈I is a (possibly
infinite) linear combination of terms of the following form (we do not include L∞V which
does not depend on z): the product of two factors, the first one being
(7.31) zRTrV,u(Eβ1+s1δ · · ·Eβr′+sr′δhi1,r1 · · · hip,rpEq1δ−γ1 · · ·Eqrδ−γr )
and the second one being
(7.32) πW (Fβ1+s1δ · · ·Fβr′+sr′δhi1,−r1 · · · hip,−rpTi(z)Fq1δ−γ1 · · ·Fqrδ−γr ),
where β1, · · · , βr′ ∈ Φ
+
0 , γ1, · · · , γr ∈ Φ
+
0 , i1, · · · , ip ∈ I, s1, · · · , sr′ ≥ 0, r1, · · · , rp > 0,
q1, · · · , qr > 0 and
R = (s1 + · · · + sr′) + (r1 + · · ·+ rp) + (q1 + · · ·+ qr).
Moreover, so that (7.31) is non zero, we must have for weight reason
β1 + · · ·+ βr′ = γ1 + · · ·+ γr
and by the conditions in Theorem 6.1
R ≤ (β1(α
∨
i ) + · · · + βr′(α
∨
i )).
Hence we have
R ≤ (γ1(α
∨
i ) + · · ·+ γr(α
∨
i )).
So that (7.32) is non zero on (W )λ, we must have for weight reason
(γ1(α
∨
i ) + · · · + γr(α
∨
i )) ≤ hti(ω − λ).
This implies R ≤ hti(ω − λ). Hence, there is a finite number of choices for the s1, · · · , sr′ ,
r1, · · · , rp, q1, · · · , qr. So the total sum is a finite linear combination of those terms.
Now suppose that W is simple and thin. By Proposition 5.8, the eigenvalues of Ti(z)
on Wλ are of the form f(z)Q(z) where f(z) does not depend on λ and Q is a polynomial
of degree hti(ω − λ). The restriction of (f(z))
−1Ti(z) on Wλ is a polynomial of degree
hti(ω − λ). Hence each factor (7.32) is the product of f(z) by a polynomial of degree
hti(ω − λ)− r. Hence (f(z))
−1tV (z, u) is a polynomial in z of degree at most hti(ω − λ).
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Now consider a tensor product W = W1 ⊗ · · · ⊗WN of thin simple representations Wi.
By using inductively the formula (Id⊗∆)(R) = R1,2R1,3 we have for N ≥ 2
(7.33) (Id⊗∆)N (R) = R1,2R1,3R1,4 · · ·R1,N+2.
Hence we can use the same proof as above where the term inside πV in the factor (7.31) is
replaced by a product of N such terms and the factor (7.32) is replaced by a product of N
such terms with πWj (1 ≤ j ≤ N) instead of πW .
Let us conclude the proof of Theorem 5.9 when g˙ is not of type E8. It suffices to prove
that the degree of the polynomial in z is not only less than or equal to hti(ω−λ), but equal
to it. First note that Theorem 5.9 implies Theorem 5.17, so the degree of the polynomial
in Theorem 5.17 is less than or equal to the degree in Theorem 5.9. But the eigenvalues of
(fi(z))
−1Ti(z) are exactly of degrees hti(ω − λ) by Proposition 5.8. Hence the result. For
the same reason, the degree is exactly hti(ω − λ) in Corollary 5.10.
To conclude, let us prove the result when g˙ is of type E8. We have seen it suffices to
consider the case of a tensor product of fundamental representations W = L(Y1,a). This
representation has been studied for example in [HN, Section 6.1.2]2. It has a unique ℓ-weight
space W ′ whose dimension is not 1: it corresponds to the monomial m = Y5,aq14Y
−1
5,aq16
and
it is of dimension 2. To use the same argument as above, we just have to prove the action
of (f(z))−1Ti(z) on W
′ is a polynomial of degree hti(ω − λ) (with the same notation as
above).
The q-character of W can be computed by using the algorithm of Mukhin and the first
author [FM]. In particular the monomials in mZ[A±15,b ]b∈C∗ which occur in χq(W ) are nec-
essarily m, mA5,aq15 , mA
−1
5,aq15
with respective multiplicities 1, 2, 1. Besides, by setting
Yj,b = 1 for j 6= 5 in mA5,aq15 +2m+mA
−1
5,aq15
we get Y 25,aq14 +2Y5,aq14Y
−1
5,aq16
+Y −2
5,aq16
which
is the q-character of a simple Uq(sˆl2)-module of dimension 4. Let U be the subalgebra of
Uq(g) generated by the x
±
5,m, k
±1
5 , h˜5,r (m ∈ Z, r ∈ Z \ {0}). Then U is isomorphic to
Uq(sˆl2). From the discussion above, W
′ generates a simple U -module of dimension 4 which
is the sum of 3 ℓ-weight spaces of W . Let w be an highest weight vector of this module.
Then C.w is a ℓ-weight space of W of dimension 1 and (f(z))−1Ti(z) is a polynomial on
C.w. But we have also W ′ =
∑
m∈Z C.x
−
5,m.w. By Lemma 5.7, for i 6= 5, Ti(z) commutes
with the x−5,m. So, we have the result on W
′. Suppose that i = 5. Then T5(z) ∈ U [[z]]. The
result follows from Theorem 5.17 that we have already established in the case g˙ = sl2 (in
fact, this is exactly the example explained in Section 5.8).
Remark 7.7. In the case Ni = 1, for example for any i for g˙ of type A, the proof in Section
7.4 is simplified thanks to Section 6.3. Indeed, by Theorem 6.3, we have πV (Eα+mδ) = 0
for (m ≥ 1 and α ∈ Φ+0 ) or (m > −α(α
∨
i ) and α ∈ Φ
−
0 ). Moreover we have a scalar action
πV (hj,m) =
−δi,jIdV
m(qi−q
−1
i )
for m > 0 and j ∈ I. This implies L0V (z) = 1. Consider a tensor
product W = W1 ⊗ · · · ⊗WN of thin simple representations. By using formula (7.33), we
2The representation W has dimension 249. As a Uq(g˙)-module, it has two simple constituents, one of
them is the trivial representation of dimension 1.
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can use the same arguments as above by considering only terms of the form
zr1+···+rNTrV,u((Eβ(1)1
· · ·E
β
(1)
r′
1
E
δ−γ
(1)
1
· · ·E
δ−γ
(1)
r1
) · · · (E
β
(N)
1
· · ·E
β
(N)
r′
N
E
δ−γ
(N)
1
· · ·E
δ−γ
(N)
rN
))
πW1(Fβ(1)1
· · ·F
β
(1)
r′
1
Ti(z)Fδ−γ(1)1
· · ·F
δ−γ
(1)
r1
)⊗· · ·⊗πWN (Fβ(N)1
· · ·F
β
(N)
r′
N
Ti(z)Fδ−γ(N)1
· · ·F
δ−γ
(N)
rN
)
where r1 ≤ R1, · · · , rN ≤ RN , γ
(1)
1 (α
∨
i ) = · · · = γ
(N)
rN (α
∨
i ) = 1 and R1, · · · , RN are fixed.
Example 7.8. Let us now consider the example in Section 5.7 from the angle of the proof
above (strictly speaking, the example here is essentially equivalent to Section 5.7). In the
case g˙ = sl2 with V = R
+
1,1, we have πV (x
+
1,m) = 0 for m ≥ 1 and πV (x
−
1,m) = 0 for m ≥ 2.
Moreover πV (h1,m) =
−IdV a
m
m(q−q−1) for m > 0. Hence
LV (z) = L
+
V (z)(IdV ⊗ T (az))L
−
V (z)(πV ⊗ Id)(R
∞),
L+V (z) = expq
(
(q−1 − q)πV (x
+
1,0)⊗ x
−
1,0
)
, L−V (z) = expq
(
(q − q−1)zπV (k
−1
1 x
−
1,1)⊗ x
+
1,−1k1
)
.
Hence
tV (z, u) =
∑
r≥0
((q − q−1)z)r
[r]q!
∑
m≥r
u2m
[
m
r
]
q
q
r(3−r)
2
−rm(x−1,0)
rT1(z)(x
+
1,−1k1)
rk−m1 .
When we specialize x+1,−1 on a simple finite-dimensional representation W , it becomes nilpo-
tent and the sum is finite. Then we recover the formulas as in Section 5.7.
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