An alternative to the accelerated failure time model is to regress the median of the failure time on the covariates. In the recent years, censored median regression models have been shown to be useful for analyzing a variety of censored survival data with the robustness property. Based on missing information principle, a semiparametric inference procedure for regression parameter has been developed when censoring variable depends on continuous covariate. In order to improve the low coverage accuracy of such procedure, we apply an empirical likelihood ratio method (EL) to the model and derive the limiting distributions of the estimated and adjusted empirical likelihood ratios for the vector of regression parameter. Two kinds of EL confidence regions for the unknown vector of regression parameters are obtained accordingly. We conduct an extensive simulation study to compare the performance of the proposed methods with that normal approximation based method. The simulation results suggest that the EL methods outperform the normal approximation based method in terms of coverage probability. Finally, we make some discussions about our methods.
Introduction
It is well known that Cox's regression model is popular in the analysis of survival data. An alternative to the Cox [5] proportional hazards model is the accelerate failure time (AFT) model. The AFT model is attractive due to its easy and simple interpretation. Some related early work includes Buckley and James [2] , Koul et al. [16] , Lai and Ying [17] , Ritov [32] , Tsiatis [38] , Wei et al. [42] , among others.
Bassett and Koenker [1] and Koenker and Bassett [15] introduced the least absolute deviations (LAD) method for the robust estimation of median regression models with uncensored data. In recent years, the median regression models have shown many useful applications in economics, biology, ecology, finance and statistics, etc. In biomedical research, median life length provides accurate and meaningful information on the survival when the distribution is heavily skewed. Once the regression parameters of the model are estimated, it is straightforward to obtain the information about median life length. Thus, the median regression model offers an attractive alternative to both the Cox regression model and AFT model with the robustness property.
We consider the problem of fitting a median regression model from right censored data. Let T i (i = 1, . . . , n) be the response of interest. Let Z i = (Z 0i , Z 1i , . . . , Z pi ) , where Z 0i = 1 be the corresponding p + 1 dimensional covariate vector. The censoring variable C i is assumed to be conditionally independent of T i given the covariate Z i for 1 i n. We observe (X i , i ), where X i = min(T i , C i ) and i = I (X i = T i ).
Suppose
where is a (p + 1) × 1 vector of unknown regression parameter. The joint distribution of the observation error i and the covariate Z i is unknown, but the conditional median of i is zero. Ying et al. [44] investigated censored median regression model in which the censoring is independent of the covariate, or that Z takes only discrete values. More recently, Qin and Tsao [30] proposed an alternative semiparametric procedure based on the estimating equation proposed by Ying et al. [44] . The theoretical result holds only when censoring is independent of the covariate, or when the covariate is discrete. It is known that the independence of C i from Z i is rare in clinical trials. Thus, the independence assumption where the censoring variable is independent of the covariate is restrictive in the applications. Hence, the proposed method is not applicable when censoring depends on continuous covariate and it limits the application of the proposed method in practice.
Recently, McKeague et al. [21] applied missing information principle (MIP) to the median regression model (1.1) and proposed a new estimating equation. The MIP originated from Orchard and Woodbury [25] (cf. [18] ). The idea of MIP is to replace a full-data estimating equation by its estimated conditional expectation given the observed data. It gives a general way to construct estimating equation in incomplete data problem. Moreover, the simulation study by McKeague et al. [21] demonstrates that the new estimator has improved moderate-sample performance of the estimator of Ying et al. [44] . Applying Dabrowska's [6] kernel conditional Kaplan-Meier estimator for the conditional survival function to estimate F (t, z) for a one-dimensional continuous covariate, Subramanian [36] proposed an estimating equation with MIP. Subramanian [36] removes the independence assumption of censoring variable from covariates in Ying et al. [44] , and allows censoring variable to depend on a one-dimensional covariate which is more suitable in clinical trials. In addition, he derived the large sample properties of the MIP estimator. The simulation study shows that the estimator of Ying et al. [44] performs significantly worse than the MIP estimator. However, Subramanian [36] had some overcoverage problems, sometimes severely for small sample and heavy censoring.
Empirical likelihood (EL) method is a powerful nonparametric method for constructing confidence regions of parameters. It is well known that it holds some unique and desirable properties, such as range respecting, transformation-preserving, asymmetric confidence interval, Bartlett correctability, and better coverage probability for small sample, see for example DiCiccio et al. [7] , DiCiccio and Romano [8, 9] , Hall [13] . The EL approach does not require to estimate the limiting variance matrix. Moreover, the confidence region is adapted to the data set and not necessarily symmetric. Thus, it reflects the nature of the underlying data and hence give a more representative way to make inferences about the parameter of interest.
The use of empirical likelihood in survival analysis goes back to Thomas and Grunkemeier [37] who derived pointwise confidence intervals for survival function with right censored data. In the seminar papers, Owen [26, 27] introduced novel empirical likelihood confidence regions for the mean of a random vector based on i.i.d. complete data. Since then, the empirical likelihood has been widely applied to do statistical inferences in various statistical settings due to its excellent properties and well-recognized advantage compared to other methods such as normal-approximation and bootstrap methods. Recent work of empirical likelihood includes construction of simultaneous confidence band for right-censored data under a variety of setting [14, 11, 19, [22] [23] [24] , linear model [28, 3, 4] , linear model for missing data [40, 41] , partial linear regression model [39, 33] , regression analysis of long-term survival rate [45] , the semiparametric additive risk model [46] , missing response problem and the application in observational studies [30] , nonlinear errors-in-covariables models with validation data [35] , weighted empirical likelihood [12] , among others.
In order to overcome the limitation of existing methods, we adopt EL approach. We consider censored median regression model (1.1) with continuous covariate, make full use of the estimating equation of Subramanian [36] , and propose two kinds of empirical likelihood-based confidence regions for unknown vector of regression parameter. The profiled EL is used to obtain the estimator of regression parameter. The MIP and EL estimators are identical (cf. Section 2.2). The EL and MIP approaches differ from which the confidence regions are derived. Thus, our objective is to build proper confidence region for the unknown regression parameter and compare their confidence regions other than for the purpose of efficiency estimates. We propose an estimated EL confidence region, which is based on the weighted chi-square distribution. The corresponding constrained maximization of empirical likelihood can be done reliably by Newton-Raphson method. Moreover, in order to avoid the simulation for critical value of weighted chi-square distribution, we also develop an adjusted empirical likelihood confidence region for the vector of regression parameter. The simulation results demonstrate the proposed EL methods are more accurate than existing method in terms of coverage probability.
The rest of the paper is organized as follows. The proposed estimated EL and adjusted EL confidence regions and main asymptotic results are presented in Section 2. In Section 3, we conduct extensive simulation study to compare the performance of EL based methods with that of normal approximation based method. In Section 4, we make some discussions about the proposed method. Proofs are put in the Appendix.
Main results

Preliminaries
We consider the median regression model (1.1). For uncensored data, the LAD estimator of is obtained by minimizing n i=1 |T i − Z i |, or by solving the LAD estimating equation 
where
,
is an appropriate estimator of F (t, z) which is defined using the product integral byF
whereˆ (t, z) is the kernel conditional Nelson-Aalen estimator of the conditional cumulative hazard function of T given Z = z, denoted by (t, z), and is given bŷ
is a kernel estimator of the conditional survival function of X given Z = z, namely H (t, z) = P (X > t|Z = z), K is an appropriate kernel function, and a n is a bandwidth sequence. The MIP estimating equation takes
and defineˆ to be a minimizer of the Euclidean norm of U( ). Under mild conditions the estimating equation (4.1) has a unique solutionˆ . Throughout the paper, we only concern about the case where the censoring variable is dependent on a one-dimensional continuous covariate W. We assume the censoring variable C i is assumed to be conditionally independent of T i given the covariate Z i for 1 i n. Let D be a bounded convex region. Suppose that the true value 0 of is in its interior. In order to derive the asymptotic normality ofˆ , we need the following conditions (cf. [36] ). Assume the following conditions hold:
(ii) is bounded and continuous, and of bounded variation and (iii) satisfies
L for some positive constant L, where · is the Euclidean norm, (ii) has a bounded density g which is bounded away from 0, and
and the first and second derivatives are bounded, continuous, and bounded away from 0. 4. For ∈ D, there exists a constant t 1 , such that P (X t 1 |Z) > 0 and Z t 1 with probability 1. Moreover, (i) the functions H 1 (x, z) and H (x, z) are bounded away from 0 over the range
(ii) the first, second and third partial derivatives of H 1 (x, z) with respect to z and with respect to x are, respectively, continuous and uniformly bounded in
, and (iii) the same conditions are satisfied by the first and second partial derivatives of H (x, z) with respect to z or x. 5. The matrix A is positive definite, where
Remark. The above regularity conditions are commonly used in survival analysis, see Subramanian [36] for discussion. These conditions are essential for the consistency and asymptotic normality of the estimatorˆ . Condition 3 is somewhat strong and the bounded assumption in Condition 3 is standard for continuous covariate used in survival analysis. Condition 4 is not difficult to check. These assumptions are satisfied by the most common distributions in survival analysis. Condition 5 guarantees that the estimators are well defined asymptotically.
Under conditions 1-5, it is shown in Subramanian [36] ,
Assume that
.
From Lemma A.1, is consistently estimated byˆ . Thus, an asymptotic 100(1 − )% confidence region for based on the above normal approximation is given by
where 2 p+1 ( ) is the upper -quantile of the chi-squared distribution with degrees of freedom p + 1.
EL confidence region
Now consider empirical likelihood approach. For 1 i n, we define
It is easy to check that EW i = 0 by the definition of W i . Then, the empirical likelihood is given by
However, the W i 's depend on F (t, z) which is unknown, we replace them by the W ni 's. Therefore, using the notation L n , an estimated empirical likelihood at the true value 0 is given by
Let p = (p 1 , . . . , p n ) be a probability vector, i.e., n i=1 p i = 1 and p i 0 for 1 i n. Note that n i=1 p i attains its maximum at p i = 1/n. Thus, the empirical likelihood ratio at the true value 0 is defined by
We profile the estimated empirical likelihood ratio and obtain the profile estimator of , i.e., P = argmax R( ). We note that n i=1 np i attains its maximum 1 at p i = 1/n, and thenˆ P satisfies estimating equation (2.6). Thusˆ P =ˆ .
By using Lagrange multipliers, we know that R( 0 ) is maximized when
The value of may be found by Newton-Raphson algorithm. Thus, from the above equalities we havel
where satisfies Eq. (2.8). Let
Now we state our main result and explain how it can be used to construct confidence region for . p+1 distribution, where the weights can be consistently estimated. Because the W ni 's are dependent, −2 log R( 0 ) is no longer a sum of standard independent random variables. The similar phenomenon has occurred in various contexts such as right censoring and missing data settings (cf. [40, 20, 45] ).
From Lemma A.1(i), 1 is consistently estimated bŷ
Hence, the r i 's can be estimated by ther i 's which are the eigenvalues ofˆ
1ˆ . An asymptotic 100(1 − )% estimated empirical likelihood (EEL) confidence region for is given by Wang and Rao [40, 41] and Li and Wang [20] , among others proposed the adjusted empirical likelihood method. Now, we define an adjusted empirical likelihood ratio, by modifying ( 0 ) inl ad ( 0 ), whose asymptotic distribution is exactly a 2 p+1 . Note that
We define an adjusted empirical likelihood ratio bŷ
Theorem 2.2. Under the above conditions, the EL statisticl
Based on Theorem 2.2, an asymptotic 100(1 − )% adjusted empirical likelihood (AEL) confidence region for is given by
where 2 p+1 ( ) is as before.
Simulation study
In this section, we compare the performance of the proposed empirical likelihood (EEL and AEL) confidence regions with the normal approximation (NA) based confidence region. Our goal is to compare coverage probabilities. We consider the following simulation models:
In each simulation example, we use Z = (1, W ) , with W taking Uniform(0, 1). The true value of the intercept is 0, and the true value of the slope is 1, i.e., 0 = (0, 1) . A grid search over the rectangle (−2, 2) × (−1, 3) is used to find the solution of the estimating equation (4.1). The kernel function K(u) on [−1, 1] is chosen to be a biweight kernel
The sequence of bandwidths is chosen to be a n = n −1/2+0.15 which satisfies condition 1. We consider model M 1 : T |Z ∼ Exponential(log(2)/w). It is a median regression model (the conditional median of T given Z is 0 z), and also a Cox proportional hazard model with covariate log w, regression parameter −1, and baseline hazard log 2. The conditional hazard function of C given Z is c (t|w) = C 0 w, where C 0 is used to control the censoring rate.
We consider model M 2 : T |Z ∼ N(w, 0.5), which departs from the Cox proportional hazard model. A Cox proportional hazard model is used for the censoring time: c (t|w) = C 0 w, i.e., a Cox regression model with covariate log w, regression parameter 1, and baseline hazard 0.25, where C 0 is used to calibrate the censoring rate.
We consider model M 3 : The error distribution is taken to be normal with mean 0, and constant variance 1, i.e., T |Z ∼ N(w, 1). The censoring is C|Z ∼ log Uniform(0, C 0 w), where C 0 is chosen to give the censoring rate. We take 0.90, 0.95 as the nominal confidence level 1 − , respectively. We use 10%, 20%, and 30% censoring rates (CR), respectively, for Tables 1-3, which represent light censoring, middle censoring, and heavy censoring, respectively. The sample size n is chosen to be 30, 70, 120, and 200, respectively, which represent small sample, moderate sample, large sample and very large sample, respectively. The simulated coverage probabilities of the normal approximation based method and the empirical likelihood methods are estimated from 10,000 simulated data sets. The simulation results for the three models are reported in Tables 1-3 , respectively. The models are also specified in the titles of the tables. From these tables, we make the following observations: 1. At each nominal level, the coverage accuracies for empirical likelihood and normal approximation methods in the three models tend to decrease as censoring rates increase, and tend to increase when sample size increases. 2. The coverage probabilities for the normal approximation method and estimated empirical likelihood method are consistently larger than the nominal level. While the coverage probability for adjusted empirical likelihood undercovers the nominal level for small sample size. However, NA method performs poorly in all cases. 3. The empirical likelihood outperforms the normal approximation method in these models. In particular, under very large sample (n = 200), the adjusted empirical likelihood confidence region has more accurate coverage probabilities than the normal approximation based and estimated empirical likelihood confidence region. 4. The coverage probability of NA confidence region is more conservative than that of EEL confidence region. The normal approximation based confidence regions overcover the true regression parameter and the coverage probabilities are far above the nominal levels.
From Tables 1-3 , we find that the normal approximation based method does not always work well. One reason is that the NA based confidence region needs to estimate (cf. (2.7) ). The variance estimates are not very stable and may contain values outside their ranges. Another possible reason is that we may not use an optimal bandwidth to obtain the coverage probability. However, the EL method is relatively robust and not sensitive to the choice of bandwidth.
In summary, our simulation study indicates that the proposed EL methods give very competitive coverage probabilities and suggests that the EL based confidence regions outperform the NA based confidence region.
Discussion
To choose an optimal bandwidth for the estimator, a number of methods have been proposed in the kernel density estimation, see the discussion in Silverman [34] . However, the bandwidth selection for obtaining the accurate coverage probability has not been studied by researchers. A worthwhile direction for future research would be to investigate bandwidth selection in censored median regression model.
We have investigated the continuous covariate case based on MIP in the article. When the censoring variable depends on the covariate vector Z and Z takes only discrete values, the EL approach also works. In the discrete case, denote the possible values of Z by z k , k = 1, . . . , K, and assume each occurs with positive probability. Let n k denote the number of The MIP estimating equation takes
and defineˆ to be a minimizer of the Euclidean norm of U( ). Under mild conditions the estimating Eq. (4.1) has a unique solutionˆ . Following the same argument as before we can define estimated empirical likelihood ratio and adjusted empirical likelihood ratio, derive the limiting distributions of the two empirical likelihood ratios for the regression parameter. The estimated EL and adjusted EL confidence regions for the vector of regression parameter can be obtained. We also compare the proposed methods with that normal approximation based method through extensive simulation study and the results are omitted here to save the space. The simulation results suggest that our proposed methods outperform the normal approximation based method in terms of coverage probability which is the same as that for a one-dimensional continuous covariate case.
In this article, we consider the median regression model when censoring variable depends on a one-dimensional continuous covariate and EL works well in this case. However, the drawback of our method is the curse of dimensionality problem when the dimension of covariate is higher. Because it is difficult to estimate F nonparametrically in high dimensions-the higher the dimension the more spread apart are the data points, and the larger the data set required for a sensible analysis. One way to avoid this problem is to make an independence assumption in Ying et al. [44] . However, these independence assumptions limit the application of the proposed method in clinical trials. Thus, a more flexible approach is to fit Cox regression model or semiparametric additive risk model. It may provide a relatively good approximation for the unknown conditional distribution in the estimating equation. In addition, Yang [43] proposed alternative estimators. They are based on some weighted empirical survival and hazard functions. In the future, we will explore this challenging issue using EL.
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Appendix A. Proofs of Theorems
We need the following lemma in order to prove Theorem 2.1.
Lemma A.1. Under the conditions of Theorem 2.1, we have
In order to prove (i), we only need to showˆ 1n = 1n + o P (1) . For any a ∈ R p+1 , the following decomposition holds:
The conditions 1-4 imply that the kernel conditional Kaplan-Meier estimatorF (t, z) is strongly uniformly consistent (cf. [6] ). It follows from conditions 1-4 that
Similarly, we can show that I 1 = o P (1) . Thus by (A.1), (A.2), we prove Lemma A.1(i). In order to prove Lemma A.1(ii), we only need to show thatˆ 1 =ˆ 1n + o P (1) . Let
We have
By (2.6), we have the following equality as (A.7) in Ying et al. [44] 
It follows by combining conditions 1-4 and (2.6)
Then for any a ∈ R p+1 , by Z L and (A.3) we have 
