ABSTRACT Although Twitter has become an important source of information, the number of accessible tweets is too large for users to easily find their desired information. To overcome this difficulty, a method for tweet clustering is proposed in this paper. Inspired by the reports that network representation is useful for multimedia content analysis including clustering, a network-based approach is employed. Specifically, a consensus clustering method for tweet networks that represent relationships among the tweets' semantics and sentiment are newly derived. The proposed method integrates multiple clustering results obtained by applying successful clustering methods to the tweet networks. By integrating complementary clustering results obtained based on semantic and sentiment features, the accurate clustering of tweets becomes feasible. The contribution of this work can be found in the utilization of the features, which differs from existing network-based consensus clustering methods that target only the network structure. Experimental results for a real-world Twitter dataset, which includes 65 553 tweets of 25 datasets, verify the effectiveness of the proposed method.
I. INTRODUCTION
With the development of social media, new forms of communication and information acquisition have been established [1] . Twitter 1 is one of the most popular social media networks [2] , [3] and has become an important source of information [4] . Through short text messages called tweets, people can deliver and receive information such as amusing anecdotes and news about natural disasters or political events [4] . However, the number of accessible tweets is too large for users to easily find their desired information. To overcome this difficulty, it is useful to create an overview of many tweets by grouping tweets with similar topics. Because of the nature of social media, tweets with unforeseen topics may appear [4] , [5] . Therefore, clustering, i.e., an unsupervised method of grouping data, is especially suitable.
The associate editor coordinating the review of this article and approving it for publication was Senthil Kumar. 1 https://twitter.com/ Methods have been proposed for tweet clustering using semantic features extracted from the message body [6] - [9] , user information [10] , hashtags [11] - [13] and combination of them [14] , [15] . Through tweet clustering, applications such as news summarization [6] , sentiment prediction [7] , [9] , gender detection [10] , the analysis of hashtag popularity [11] , topic discovery [12] , [15] , keyword grouping [8] , and event detection [13] , [14] are realized.
Because social media, including Twitter, are a valuable source of public sentiment [16] , [17] , sentiment will influence the topics of multimedia content. It has recently been reported that sentiment improves the performance of multimedia applications such as personalized tweet recommendations [18] and Web video grouping [19] . However, because existing tweet clustering methods persist in using only semantic features extracted from tweets, clustering performance may be limited.
To overcome this limitation, we propose a novel method for tweet clustering in this paper. By deriving a consensus clustering method for networks that represent relationships VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ among the semantics and sentiment of tweets, the accurate clustering of tweets with similar topics becomes feasible. Concretely, we extract sentiment features that represent the positivity/negativity of tweets using a well-known sentiment extractor VADER (Valence Aware Dictionary for sEntiment Reasoning) [20] as well as semantic features obtained by TF-IDF (Term Frequency-Inverse Document Frequency) [21] . Furthermore, inspired by the reports that network representation is useful for multimedia content analysis including clustering [22] , we employ a network-based approach in this paper. We construct two kinds of networks called semantic networks and sentiment networks. Semantic networks are unsigned networks that represent the similarities among the semantic features. Sentiment networks are signed networks that reflect not only semantic similarities but also positive and negative relations between topics. Here, we newly derive a consensus clustering scheme that integrates multiple clustering results obtained by applying successful methods called the Louvain method [23] and signed Louvain method [19] to the semantic and sentiment networks. By integrating complementary clustering results obtained by considering semantic and sentiment features, it is possible to cluster more accurately than methods that use only semantic features. The novelty of this paper is to derive the networkbased consensus clustering scheme using sentiment features as well as semantic features. The rest of this paper is organized as follows. In Section II, related research is described to clarify the novelty and contribution of this work. A method for the consensus clustering of tweet networks via semantic and sentiment similarity estimation is explained in Section III. In Section IV, experimental results for a real-world Twitter dataset, which includes 65, 553 tweets from 25 datasets, are shown to verify the effectiveness of the proposed method. Concluding remarks are given in Section V.
II. RELATED WORK
Previous studies for tweet clustering and consensus clustering are described to clarify the novelty and contribution of this work.
A. EXISTING METHODS FOR TWEET CLUSTERING
Flat clustering methods of tweets using semantic features extracted from textual data have been proposed. Purwitasari et al. [6] proposed a k-medoids [24] -based clustering method using term frequency-based features for news summarization. Soni and Mathai [7] proposed clustering via a k-means method [25] using term frequency-based features for sentiment prediction. For flat clustering, methods using DBSCAN (Density-Based Spatial Clustering of Applications with Noise) [26] , which can effectively handle noisy data, were also proposed [9] , [13] , [15] . Babu and Pattani [9] proposed a DBSCAN-based clustering method using tweet texts for sentiment analysis. Baralis et al. [15] proposed a clustering method using DBSCAN with BoW (Bag-of-Words) representations of tweets for discovering groups of similar messages posted on a given event. Boom et al. [13] presented DBSCAN-based clustering using hashtag co-occurrences for event detection.
In addition to these hard clustering-based methods, soft clustering methods that assign attribution degrees of tweets to each cluster have been presented. Vicente et al. [10] proposed a clustering method based on c-means [27] that employs user names for gender detection. Zadeh et al. [11] proposed fuzzy clustering for analyzing temporal trends and patterns of hashtag popularity.
Furthermore, methods have been proposed that aim to perform accurate clustering by extracting clusters in a hierarchical way. Ifrim et al. [14] proposed a hierarchical clustering method [28] using multiple data such as tweet texts, hashtags and URLs for event detection. Vicient and Moreno [12] proposed a hierarchical clustering method using the similarities between hashtags on the basis of an ontology for topic discovery. Miyamoto et al. [8] proposed a method based on the combinational use of c-means and hierarchical clustering techniques using sequences of words for keyword clustering.
There are a few studies that use sentiment features for improving the clustering accuracy of tweets, i.e., the main texts. By newly introducing sentiment features as well as semantic features extracted from textual data, we enable the accurate clustering of tweets.
B. EXISTING METHODS FOR CONSENSUS CLUSTERING
Consensus clustering or ensemble clustering is a technique that improves the quality of clustering results by combining different clustering results [29] . Recently, many techniques have been studied [30] - [41] . Because this paper proposes a novel method for network-based consensus clustering, we here focus on network-based techniques [42] - [49] .
Previous studies [42] - [44] have proposed methods for generating stable network clustering results from a set of partitions obtained by stochastic methods (e.g. [23] , [50] - [54] ). Tandon et al. [45] proposed a fast consensus clustering method for networks, which includes a sampling scheme in its computation. Burgess et al. [46] proposed a consensus clustering method using link prediction. They construct multiple networks via link prediction and obtain multiple clustering results corresponding to each network; then, these results are aggregated. Jeub et al. [47] proposed a method for hierarchical consensus network clustering to identify the hierarchical structure of a network based on an ensemble of input partitions. These methods [42] - [47] repeatedly apply the same clustering method to the target network and avoid instability due to factors such as random seeds and initial conditions to obtain stable results.
In contrast to the above, methods have been proposed that integrate partitions obtained via multiple clustering algorithms that are different from each other [48] , [49] . Aldecoa and Marín [48] proposed a method to compute distances between nodes on the basis of three different clustering algorithms and obtain the final results based on the distances. Asur et al. [49] proposed a consensus clustering method for networks by integrating results obtained by the combination of two similarity metrics and three clustering algorithms.
Although the above previous work focuses only on the network structure, i.e., topology, our proposed method newly focuses on the content features as well. The novelty of this work is the development of a consensus network clustering method to integrate complementary results obtained by considering both the network structure and content features in tweet clustering. Figure 1 shows an overview of the proposed method. We first construct the tweet networks, i.e., the semantic and sentiment networks (Section III-A). Multiple clustering results are then generated using the obtained networks (Section III-B). Integrating the multiple clustering results, we successfully obtain the final clustering result (Section III-C).
III. CONSENSUS CLUSTERING OF TWEET NETWORKS VIA SEMANTIC AND SENTIMENT SIMILARITY ESTIMATION

A. CONSTRUCTION OF THE TWEET NETWORKS
In this paper, tweets are denoted by f i (i = 1, 2, · · · , N , where N is the number of tweets). We extract textual features t i from f i that represent the semantics of each tweet and construct semantic networks G k α = (V k α , E k α ) (k is a parameter explained below). In addition, we extract the sentiment polarity c i from f i , which represents the positivity/negativity of each tweet and construct sentiment networks
. The details are shown below.
1) CONSTRUCTION OF THE SEMANTIC NETWORKS
For tweet clustering with similar topics, it is necessary to extract textual features that represent the semantics of tweets.
In the experiment shown later, we adopt a well-known textual feature, TF-IDF [21] . 2 The obtained textual feature for a tweet f i is denoted by t i . Then, motivated by the report that k-NN (k-Nearest Neighbors) networks are usually better at adapting to dataset properties [22] , we construct k-NN networks using t i . In the experiment shown later, we adopt the cosine similarity as a metric for constructing the networks. The obtained k-NN networks represent relationships between tweet semantics and are defined as semantic net-
where k is the number of neighbors used to construct the networks).
2) CONSTRUCTION OF THE SENTIMENT NETWORKS
The study [17] shows that multimedia contents are tools used by social media users to convey their sentiment, emotions and opinions; conversely, the sentiment has an influence on the topics of multimedia contents. Because the performance of tweet clustering will be improved by the sentiment features, we adopt them. In the experiment shown later, by applying a well-known sentiment analysis method, VADER [20] , to a tweet f i , we obtain a valence score c(i) (−1 ≤ c(i) ≤ 1). Note that VADER is suitable for our task because it can handle abbreviations, emoticons, acronyms, and Internet slang words. Thus, we can understand the degree of positivity/ negativity of the topics of each tweet. Then, we modify the obtained semantic networks
. Concretely, we modify the sign of an edge between f i and f j in G k α to negative if c(i) · c(j) < 0 and define sentiment networks G k β . Thus, we can understand the relationships among tweets from the viewpoint of the similarity of sentiment as well as semantics.
B. GENERATION OF MULTIPLE CLUSTERING RESULTS
Using the semantic and sentiment networks, we generate multiple clustering results. First, we generate clustering results focusing on the semantics of tweets. There have been reports that the Louvain method [23] works well for multimedia content clustering [56] - [58] . As in these reports, we apply the Louvain method [23] 
. The Louvain method is based on a quality measure of clustering results called modularity [59] . Modularity Q is defined as
Here,
w ij , 2 We lemmatize each word and remove stop words using the Natural Language Toolkit [55] . where w ij is 1 if an edge between f i and f j in G k α exists and 0 otherwise, and δ ij is 1 if f i and f j belong to the same cluster and 0 otherwise. By recursively maximizing Q, we can successfully obtain clusters containing semantically similar tweets. The details of the algorithm are shown in the original Louvain method paper [23] . The clustering results are denoted by P k α (i), which is a function that indicates a cluster to which f i belongs.
Second, we generate clustering results focusing on sentiment features of tweets as well as semantic features. The previous work [19] provides an alternative version of the Louvain method, which is called the signed Louvain method in this paper. In the same manner as the original Louvain method, the signed Louvain method recursively maximizes the following modularity-based measure Q s :
where
Here, ω ij is 1 (−1) if a positive (negative) edge between f i and f j in G k β exists and 0 otherwise. In addition, η (0 < η < 1) is a parameter for adjusting the balance of positive and negative edges. In the experiment shown later, we set η as ω + /(ω + +ω − ), which is a weight presented in [60] in which modularity for a signed network was first proposed. Through recursive maximization of Q s , clusters with respect to sentiment features that can reflect tweet topics can be obtained. The details of the algorithm are shown in [19] . In the same manner as P k α (i) defined above, we denote the clustering results by P k β (i). Each P k α (i) and P k β (i) is not necessarily a perfect clustering result because semantic and sentiment features may yield different clustering tendencies. In the next section, we provide a scheme for yielding robust results by integrating P k α (i) and P k β (i).
C. CONSENSUS CLUSTERING
We derive a method for consensus clustering of results obtained by focusing on semantic and sentiment features. As explained in Section II-B, the contribution of this work is the development of this method to integrate complementary results that take into account of both the network structure and content features, unlike previous methods that target only the network structure. First, we define a matrix S = (s ij ) (i = 1, 2, · · · , N , j = 1, 2, · · · , N ), which represents the degree to which tweets f i and f j are likely to belong to the same cluster. Concretely, the elements are defined as
where N is a normalizing parameter equal to γ ∈{α,β} k 1. Furthermore, we construct a new network G c = (V c , E c ), where V c is a set of tweets f i (i = 1, 2, · · · , N ) and E c is a set of edges. The edge between f i and f j is built if s ij is larger than a threshold Th. Thus, G c is a network that connects tweets likely to belong to the same cluster. Here, we extract the connected components of G c . Because the connected components are sets of tweets with a high possibility of belonging to the same cluster, we define them as the final clustering results. Each P k α (i) and P k β (i) is not necessarily a perfect clustering result as mentioned above; however, the proposed consensus clustering enables more robust results to be yielded by integrating the complementary results obtained by considering the semantic and sentiment features. 
IV. EXPERIMENTAL RESULTS
Experimental results for real-world Twitter data are shown to verify the effectiveness of the proposed method.
A. SETTINGS
We constructed datasets by selecting queries for crawling tweets by focusing on events in 2018 that can be found in Google Trends. 3 The constructed 25 datasets are shown in Table 1 . We determined the dataset names according to the genres shown in Google Trends. Queries for crawling tweets in each dataset were defined on the basis of the top 10 search keywords for each genre shown in Google Trends. Crawling procedures for constructing each dataset are shown below. • Because we target English tweets in this experiment, we removed non-English tweets.
• Moreover, because personal communication is not relevant to the task of tweet clustering with similar topics, we removed reply tweets.
• If many search results were returned for each query, we obtained only 300 tweets. We set the ground truth labels for each tweet as the queries used for crawling them, in reference to [57] . Note that we exclude terms in queries from the calculation of textual features described in Section III-A for fair evaluation. 
B. EVALUATION
We used the normalized mutual information (NMI) [41] for evaluating the clustering results. NMI is a metric that evaluates both the clustering accuracy and comprehensiveness, which is defined as follows:
Here, T andT are random variables corresponding to ground truth clusters and clusters generated by the methods, respectively. Moreover, H (·) and I (·) denote the entropy and mutual information, respectively. The maximum value of NMI is one, and a large NMI means that the clustering results are good.
In this experiment, we assigned cluster labels by the most frequent labels in each cluster. Because this study presents a novel network-based consensus clustering method, it was compared with network-based methods. We denote the proposed method by (P) and compare (P) with the following reference methods:
(R1): Semantic consensus clustering method This is a method that performs consensus clustering by focusing on only α in Eq. (2). Thus, this method is a minor version of the proposed method using only semantic networks G k α .
(R2): Sentiment consensus clustering method
This is a method that performs consensus clustering by focusing on only β in Eq. (2). Therefore, this method is a minor version of our method using only sentiment networks G k β .
(R3): Louvain method [23]
This is a well-known successful network clustering method. It is reported that this method can cluster Web content well [56] - [58] . 
(R4): Signed Louvain method [19]
This is a recently published network clustering method that also clusters Web content well. Parameter η in Eq. (1) was set in the same manner as that of the proposed method. (R5): k-means clustering method [25] This is a widely used clustering method that is also used for Twitter data clustering (e.g., in [7] ). Note that this method is not a network clustering method; however, we use this method as a baseline in this experiment. In this experiment, for (P), (R1), (R2), (R3), and (R4), we set k (the parameter for constructing tweet networks described in Section III-B) to 3, 6, 9, and 12. For (R5), we set the numbers of cluster centers to 5, 10, 15, and 20. Table 2 shows the NMI for each method. For (P), (R1), and (R2), we varied Th (the threshold for constructing network G s explained in Section III-C) from 0 to 1 by a constant interval 0.05 and adopted the highest NMI. In addition, the NMI for (R3) and (R4) are the highest when we set k to 3, 6, 9, and 12. Furthermore, we show the highest NMI for (R5) by setting the numbers of cluster centers to 5, 10, 15, and 20. This table shows that the proposed method achieves the most successful results. The evaluation values of (R3) and (R5) are higher than those of (R4). This implies that semantic features have higher discriminative power for this task, although the sentiment features are also related to the ground truth labels. The evaluation values of (R1) and (R2) are higher than those of (R3) and (R4), respectively. This shows the effectiveness of a consensus clustering approach that suitably integrates multiple results. Figures 2, 3 and 4 show the NMI obtained by (P), (R1), and (R2) when changing Th from 0 to 1 by a constant interval of 0.05. From these figures, we can see that (P) performs better than (R1) and (R2) robustly for multiple parameter settings. This shows that the collaborative use of semantic and sentiment features is beneficial, even though sentiment features may have lower discriminant power than semantic features in this task. As a result, we can confirm the effectiveness of the contribution of this work, i.e., integrating complementary clustering results obtained using both semantic and sentiment features.
V. CONCLUSION
In this paper, we proposed a novel method for tweet clustering. Inspired by the reports that network representation is useful for multimedia content analysis including clustering, we employed a network-based approach. Specifically, we newly derived a consensus clustering method for semantic networks and sentiment networks that represent relationships between the semantics and sentiment, respectively, of tweets. The proposed method integrates multiple clustering results obtained by applying successful clustering methods, i.e., the Louvain method and signed Louvain method, to the semantic and sentiment networks. By integrating the obtained multiple clustering results, we enabled more accurate clustering of tweets. Experimental results for real-world Twitter data show that the proposed network-based consensus clustering method enables accurate clustering by integrating the different tendencies of clustering results obtained using the semantic and sentiment features.
Future work includes the development of new semantic and sentiment features that are more suitable for a clustering task. The improvement of neural network-based schemes such as [61] , [62] will be useful. We are also interested in developing a new consensus clustering method that can integrate network-based clustering results and those obtained by other types of clustering schemes such as a model-based or a density-based schemes.
