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ABSTRACT 
Linear  optimal control techniques a r e  used as a synthesis  tool to con- 
ceptually design control  sys t ems  for  a l a rge ,  highly flexible launch vehicle. 
Quadrat ic  per formance  indices a r e  specified, some of which include a dr i f t  
min imum model, that  yield a real izable  opt imal  control  law providing ade-  
quate damping of two s t r u c t u r a l  modes as wel l  as sa t i s fac tory  closed-loop 
speed of response.  These  designs a r e  shown to be relat ively insensit ive to  
bending mode shapes and slopes.  A theory of opt imal  control  is developed 
f o r  s y s t e m s  possess ing  p a r a m e t e r s  whose values are  known only on a sample  
space  and a n  optimal compensation network is designed for  a launch vehicle 
with a n  uncertain first bending mode slope. 
oped for  a design procedure  that l imits the feedback gains f r o m  one o r  m o r e  
state var iab les .  
fo r  systems having one o r  m o r e  feedback gains a r b i t r a r i l y  s e t  to prese lec ted  
values.  
In addition, a theory is devel-  
An exper iment  is descr ibed tha t  obtains optimal solutions 
FRECEDiNG PAGE BLANK NOT FILMED. 
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SECTION 1 
INTRODUCTION AND SUMMARY 
The design of control s y s t e m s  for launch vehicles  mus t  account for  
the effects of s t ruc tura l  f lexibil i ty and slosh. These  effects p re sen t  m o r e  
and m o r e  significant complications a s  launch vehicles  i nc rease  in  s ize  and 
s lenderness .  
no longer sufficient, and active control of s t ruc tu ra l  modes  i s  becoming a 
necessi ty .  
signer.  
The approach of removing flexibility effects by f i l ter ing i s  
Thus, a broader  demand i s  placed on the control  sys t em de-  
The use of l inear  optimal control theory to m e e t  th i s  demand i s  the 
subject of this repor t .  
i t  o f fe rs  a systematic  approach to complex p rob lems  of automatic control 
sys tem design. 
used a s  a prac t ica l  and effective tool for the design of control s y s t e m s  for  
flexible launch vehicles.  
The theory has  been developed to  the point where  
The a i m  of the study was to show that th i s  theory can be 
Linear  optimal control theory  provides  a synthesis  p rocedure  f o r  
l inear  s y s t e m s  which de te rmines  in  any par t icu lar  c a s e  a unique closed- 
loop cha rac t e r i s t i c  polynomial. A unique l inear  combination of the s ta te  
var iab les  i s  fed back to the control inputs of the plant in accordance  with 
this determination. The theory recognizes  the desirabi l i ty  of keeping e r r o r s  
in sys t em outputs small ,  while a t  the s a m e  t ime using amplitudes of control 
motions that  a r e  no l a r g e r  than necessary .  This  dual objective i s  expres sed  
in t e r m s  of minimizing a per formance  index, which includes weighted m e a s -  
u r e s  of the output motions and the control input motions. 
be explained in  t e r m s  of the problem of re turning a sys tem to equilibrium 
f r o m  a dis turbance state that i s  represented by a set  of initial conditions. 
The following quadrat ic  per formance  index i s  used 
The approach can 
m 
In th i s  express ion ,  
s ta te  f r o m  the equilibrium state;  u is  a vector  represent ing the control 
input quant i t ies ;  and Q and R a r e  weighting m a t r i c e s  determining the r e l a -  
tive impor tance  attached to minimizing the var ia t ions of y and u r e spec -  
tively. The var iab les  u and u a r e  related as  follows, The l inear  constant 
y i s  a vector  represent ing the deviation of the sys tem 
coefficient equations of-motion of the vehicle 
+ = F % + + ~  
y = M %  
where  % is a vector  defining the state of the 
t r i ce s .  The output quantit ies of interest  a r e  
The p rob lem i s  to find Uo , the t ime his tory 
f o r m a n c e  index. Then the theory shows that 
a r e  put in  the fo rm 
sys tem,  and F and G a r e  m a -  
de te rmined  by the equation 
of U which min imizes  the p e r -  
i t  i s  possible to generate  Ud 
f r o m  l inea r  combinations of the s ta te  var iab les  X -. 
possible  to find a feedback ma t r ix  ld such that optimal per formance  will be 
obtained i f  we use the control law 
This means  that it i s  
uo = -,&a. 
1 
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A family of optimal solutions can  be found, depending on the choices  
It 
of the weighting m a t r i c e s  Q and e .  A m a j o r  advantage of t h i s  approach  is  
that  the theory guarantees  that all m e m b e r s  of th i s  family will be stable. 
i s  found also that  the optimal sys tem configurations general ly  have smooth,  
well-behaved responses .  
t ions i s  a subject of discussion in the body of this r e p o r t .  
The m a t t e r  of choosing among the optimal solu- 
The unique p rob lems  assoc ia ted  with the control of a l a r g e ,  flexible 
launch vehicle make the optimal control approach a t t rac t ive .  
of the launch vehicle control sys tem design techniques have used f i l ter ing of 
one kind o r  another ,  such a s  notch f i l t e r s ,  to attenuate the bending mode sig- 
na ls  in the feedback control loop. This p rocedure  has  the effect of gain- o r  
phase-  stabilizing the poles assoc ia ted  with the bending modes .  
poles a r e  not destabil ized, the damping r a t io s  of the bending mode a r e  f r e -  
quently not much improved over  their  open-loop values.  
tu rbances  can sti l l  excite the lightly damped modes of the s t ruc ture .  
To date ,  mos t  
Although the 
Wind o r  gust  d i s -  
A s  launch vehicles  become l a r g e r  and m o r e  s lender ,  the pr incipal  
bending mode frequencies  become lower ,  approaching the des i r ed  closed-  
loop natural  frequency of the poles  originally associated with the rigid-body 
motions. Under these c i r cums tances ,  i t  i s  no longer prac t ica l  to f i l t e r  o r  
attenuate the bending modes.  Instead, i t  becomes  n e c e s s a r y  to exe r t  posi-  
tive control over the bending motions of the vehicle.  
Optimal control techniques yield a posit ive,  d i r e c t  design p rocedure  
for  controlling the bending motions of a l a r g e ,  flexible launch vehicle,  while 
a t  the same  t ime accomplishing the task  of controlling the overal l  rigid-body 
motions of the vehicle. A s  noted above, a l inear  optimal control sys tem i s  
guaranteed stable despite the complexi t ies  introduced by the s t ruc tu ra l  
modes.  More than the a s s u r a n c e  of stability i s  gained by the use of l inear  
optimal control techniques. Inherent  in the quadrat ic  na ture  of the p e r f o r -  
mance  index is  the tendency to penalize l a r g e  motions of the e r r o r  and the 
control ,  yet place l i t t le penalty on sma l l  e r r o r s  o r  deviations.  In h i s  book, 
S. S. L. Chang (Reference 4) d e m o n s t r a t e s  that  for  the s a m e  speed of r e -  
sponse,  an  optimal design r e q u i r e s  lower ampli tudes of control  motion than 
does  a conventionally de signed sys tem.  
In addition to these advantages,  the demands  of the quadrat ic  pe r fo r -  
mance  index requi re  that closed-loop poles  of the sys t em approximate  a 
Butterworth f i l t e r  distribution. 
designs provide substantial  i n c r e a s e s  in the damping r a t io s  of the bending 
modes.  
motions in  such a way that the net  r e sponse  of the vehicle  tends to be smooth 
and well-behaved to e i ther  a command input o r  other  excitations.  
The significance of th i s  i s  that  the opt imal  
The elast ic  motions of the vehicle a r e  blended with the rigid-body 
The application of l inear  optimal design techniques can  be divided 
into two Darts: 
I 
1) The selection of the quadrat ic  p e r f o r m a n c e  index. 
I t  can be shown that the selection of the pe r fo rmance  
index can be in te rpre ted  a s  a select ion of the closed-  
loop poles of the sys t em in a logical ,  sa t i s fac tory  manner .  
2 
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2) Determinat ion of the feedback control law that will 
yield the de s i r ed  closed-loop pole configuration. 
The optimal design theory approaches  a dynamic control problem 
in a r e v e r s e  sense f rom that of conventional design procedures .  
t imal  approach,  the closed-loop poles a r e  selected f i r s t  and the control 
configuration is  then determined.  
closed-loop control  configuration i s  f i r  st  selected,  and then the closed-loop 
poles  that r e su l t  f r o m  th is  selection a r e  obtained. 
In the op- 
In a conventional de sign procedure ,  the 
Summarv  
The work  presented  in  th i s  repor t  was  motivated by the knowledge that  
use of a quadrat ic  pe r fo rmance  i n d e x  can satisfy many of the control sys tem 
c r i t e r i a  important  to the elast ic  launch vehicle problem. In addition, it was  
fel t  that  the ana lys i s  tools  developed in Reference  2 would enable a designer  
to  systematical ly  specify a per formance  index that would yield a sat isfactory 
control sys t em de sign. 
This  r epor t  desc r ibes  two efficient techniques for  optimal launch 
vehicle control sys tem analysis .  But, as  might be expected, the problems 
assoc ia ted  with the design a r e  p r imar i ly  ones of synthesis ,  not analysis.  
The control law m u s t  be expres sed  in t e r m s  of measu rab le  quantit ies,  with 
feedback gain magnitudes that do not exceed l imi t s  set  by previous experience 
in launch vehicle control sys tem designs. The problem i s  fur ther  complicat-  
ed by the fact  that  the elast ic  proper t ies  of l a r g e  launch vehicles  a r e  not 
known to a high degree  of accuracy ,  requiring a design that  is insensit ive 
to p a r a m e t e r  var ia t ions of the elast ic  cha rac t e r i s t i c s  of the vehicle. 
T h e  work descr ibed  in this  repor t  systematical ly  invest igates  the prob-  
l e m  a r e a s  of e las t ic  launch vehicle control sys t em synthesis  outlined above. 
The following section briefly outlines l inear  optimal control theory in o r d e r  
to acquaint the r eade r  with the techniques that a r e  subsequently used in l a t e r  
sect ions of the report .  More  complete descr ipt ions of the theory a r e  given 
in  Refe rences  2 ,  3 ,  and 4. 
The third section desc r ibes  a method for selecting quadrat ic  per for -  
mance  indices  in a way that will yield sat isfactory closed-loop dynamics.  
The a i m  i s  to provide a suitably f a s t  closed-loop sys tem response and a t  
the s a m e  t ime inc rease  the damping rat io  of the bending modes.  
law is synthesized in t e r m s  of measu rab le  quantit ies.  
The control 
In the fourth section, a dr i f t  minimum model  i s  used in conjunction with 
opt imal  control techniques to specify a control sys tem that approximates  the 
dr i f t  min imum c r i t e r ion  in an e r r o r  squared sense and within the allowable 
cont ro l  motions of a single control variable.  
p r o c e d u r e s  a r e  demonst ra ted  and the optimal control  is  computed for s eve ra l  
s e t s  of s ta te  var iables .  A brief investigation w a s  made  of the sensit ivity of 
the opt imal  sys tem to var ia t ions of the bending mode slopes and shapes and 
p r e l i m i n a r y  r e su l t s  indicated that the optimal sys t em was  r emarkab ly  insen- 
si t ive t o  changes in these pa rame te r s .  The s ta te  vector  was  approximated 
Direc t  control law synthesis 
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in a l e a s t  squared sense  by th ree  m e a s u r e m e n t s  of the sys t em dynamics.  
Finally,  i t  i s  shown that higher o r d e r  s t ruc tura l  modes  which a r e  not 
accounted for  in the optimal control design may  be destabil ized. 
severa l  pract ical  approaches  to the solution of th i s  problem.  
The re  a r e  
These r e su l t s  led to a renewed in te res t  in  a study of sensit ivity and 
p a r a m e t e r  var ia t ions ,  considered in Section 5 of th i s  repor t .  This  section 
desc r ibes  the theory and prac t ice  of optimal design of s y s t e m s  subject to 
p a r a m e t e r s  whose values  a r e  known only a s  random va r i ab le s  descr ibed  on 
a sample  space. 
frequency domain and severa l  examples  a r e  used to expose the basic analyti-  
cal  difficulties which a r e  evolved. 
the design of a compensating network requi red  f o r  a flexible booster when the 
value for  the slope of the f i r s t  bending mode i s  uncertain.  
A method of optimal compensat ion i s  developed in the 
The resul tant  theory i s  then applied to 
Section 6 desc r ibes  a study in which an  at tempt  was  made to develop 
a design procedure  that l imi t s  the feedback gains  of one o r  m o r e  s ta te  v a r i -  
ab les  yet still  sa t i s f ies  a quadrat ic  pe r fo rmance  index cr i te r ion .  A theory 
is  developed for  this difficult problem and the r e s u l t s  show that a d i r ec t  
application of the theory r equ i r e s  the solution of a complex set  of nonlinear 
a lgebraic  equations. 
solutions experimentally for  s y s t e m s  having one o r  m o r e  feedback gains  
a r b i t r a r i l y  se t  to preselected values.  The approach  was  to s t a r t  with an  
optimal solution obtained without gain cons t ra in ts .  Then those gains  that 
w e r e  beyond allowable l imi t s  w e r e  gradually reduced,  while systematical ly  
adjusting the other gains  to keep the p e r f o r m a n c e  index a s  low a s  possible .  
The c a s e s  t r ied indicated that th i s  p rocedure  i s  workable and that sa t i s fac tory  
closed-loop sys tem designs m a y  be obtained with th i s  approach. 
An analog computer  p rogram was  run to obtain optimal 
The r epor t  ends with a section on conclusions and recommendat ions .  
The l inear  optimal control theory i s  shown to be applicable to the design 
of launch vehicle control systems.  P rac t i ca l  p rob lems  of sys tem design 
w e r e  considered in the study, such a s  choice of s enso r s  and the i r  locat ions,  
sensit ivity to p a r a m e t e r  uncertainty,  and l imitat ions on usable gains.  In 
the situations studied, these p rob lems  w e r e  found to be ent i re ly  manageable .  
It was  fel t  that designs of optimal control  s y s t e m s  w e r e  obtained which m e t  
pract ical  requi rements  and which could be mechanized.  
proach w a s  developed for  dealing with uncertaint ies  in the values  of sys t em 
pa rame te r s .  A method w a s  a l so  found for  imposing cons t ra in ts  on some  of 
the feedback gains and finding optimal va lues  f o r  the sys tem gains  within these  
constraints .  
A systematic  ap -  
In summary ,  the study reported h e r e  h a s  shown that l inear  optimal 
control techniques can be used a s  effective tools  in the design of control  
s y s t e m s  for flexible launch vehicles.  
4 
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SECTION 2 
A BRIEF OUTLINE O F  
LINEAR OPTIMAL CONTROL THEORY 
The opt imal  control problem can be briefly stated a s  follows: s t a r t -  
ing with some  initial condition of the plant, the problem is to find a t ime 
h is tory  of control motion that f o r c e s  the plant to dynamically respond in a 
manner  that  min imizes  an  integral  function of the control vector  and the s ta te  
vector.  If the plant i s  l inear  and the integral  contains quadrat ic  s ca l a r  func- 
t ions of the s ta te  var iab les  and control var iab les ,  the control motion can be 
generated as  a l inear  combination of the s ta te  var iab les ,  and the r e su l t  i s  a 
l inear  feedback control law. 
to any init ial  condition of t h e  plant. If the plant i s  descr ibable  by a set  of 
constant-coefficient l inear  differential  equations of motion and the integral  
i s  taken to  infinity, the optimal feedback control law i s  composed of a set  
of constant feedback gains  f rom the state var iab les  of the plant. 
This closed-loop sys tem then responds optimally 
F o r  this  p rob lem,  the differential  equations of motion a r e  a s sumed  
to have constant coefficients and so can be wri t ten as a m a t r i x  set  of f i r s t -  
o r d e r  equations of the f o r m  
where  % = 
L L =  
Y =  
F =  
c =  
the var iab les  of the differential  equations of motion 
the control vector 
the output; a t r ans fo rmed  se t  on the s ta te  whose 
motions are  to be minimized  
an  n x n m a t r i x  of constants  descr ibing the coupling 
among state var iab les  in the equations of motion 
an n x p m a t r i x  of constants  descr ibing the effect 
of control inputs on the equations of motion. 
A control motion uo is to be found that min imizes  the quadrat ic  
pe r fo rmance  index 
@ 
n 
where  C? = a n  r x r positive definite symmet r i c  m a t r i x  whose e lements  
weight the contributions of each output in the integral  
%' = a p x p positive definite s y m m e t r i c m a t r i x  whose elements  
weight the contributions of each control motion in  the 
integral .  
T h e r e  a r e  severa l  ways to obtain the optimal control motion y that 
5 
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4 
min imizes  the pe r fo rmance  index. In the t ime domain,  the calculus  of v a r i -  
a t ions may  be used to obtain a solution ( s e e  Refe rences  11 and 2). 
approach  is taken, the Eu le r -Lagrange  par t ia l  differential  equations of m o -  
tion m u s t  be satisfied. 
If th i s  
- -  
where  i s  the Lagrangian 
2 = f (y 'Qy + u ' R u ) t % t ( _ { + F ~ + 6 ' u )  
and iL 
costate .  
i s  a n  undetermined vector  called the adjoint s ta te  vector  o r  the 
The Euler -Lagrange  equations,  together with the original equa- 
t ions of motion a r e  
G-FW-GU = O (a)  
Qu, tG' I  = 0 (b) 
t(fQh'y + +Ft% = 0 (c )  
F r o m  Equation 2-4b the optimal control law is  u, = - R - ' C ' R .  
(2-4) 
If the substitution % =  p % ,  % = P k  i s  made ,  Equations 2-4 can be 
reduced to the single quadrat ic  Riccati  equation in P which was  descr ibed  
by Kalman (Reference 3) and o thers .  
0 = P F  + F 'P-  PG R-'G'P t H 'Q d (2-5)  
The feedback gains a r e  de te rmined  f r o m  the posit ive definite symmet r i c  
solution of the Riccati  equation. 
Now consider  the Laplace t r a n s f o r m  of Equations 2 -4: 
L L 
The determinant  of Equation 2 - 6 ,  when se t  to z e r o ,  yields an  expres -  
sion for  the closed-loop roots  of the opt imal  sys tem with s ta te  var iable  % and 
"adjoint" system with adjoint var iab le  Z . 
equation can be de te rmined  f r o m  the root  square  locus  express ion  
The roo t s  of this  cha rac t e r i s t i c  
6 
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which can be derived f r o m  the determinant  of Equation 2 -6  (References  2 
and 5) ,  o r  f rom a frequency domain formulation of the problem ( R e f e r -  
ences  2,  9). 
the outputs of the sys tem to the inputs and G‘[-Js-F’]-k’is the t ranspose  of 
the t r ans fe r  function m a t r i x  with s replaced by - s .  
U [Is - F ] - ’ G  i s  a mat r ix  of t r ans fe r  functions yyuj (s) reIatin,p 
The l inear-  optimal control  problem can  a l so  be solved en t i re ly  in  
Equation 2 - 2 1 
the frequency domain. 
index, 
P a r s e v a l ’ s  theorem i s  applied to the pe r fo rmance  
where  
It  i s  des i r ed  to take a variation to find the control  that min imizes  
2-8. To do this ,  substitute for  9 and yr in Equation 2-8 and le t  
u = u, f %u, 
It  will be found that the requi rement  for minimization (References  
2 and 9 )  is  that 
or  
where  9 (s) mus t  be analytic in the left-half plane. : 
m a t r i x  equation of the Wiener-Hopf type that mus t  be satisfied to obtain the 
opt imal  control vector .  
Equation 2 - 9  i s  a 
The solution to Equation 2 - 9  i s  given by 
where  
u 6 = -Y-’[yz-’J]+ ( 2  -10) 
and %-’ [wg 0 
sion into the sum 
io)] has  been decomposed by a par t ia l  f ract ion expan- 
( 2  -11) 
::’Appendix B desc r ibes  th i s  requirement  when the open-loop plant i s  non- 
min imum phase. 
7 
IH-2089-F-I 
It can be seen that 
( 2  -12) 
yields the same expression for  the root square  locus  as  Equation 2-7.  
A complete  method of ana lys i s  and synthesis  i s  therefore  obtained. 
The selection of a pe r fo rmance  index that  yields a sa t i s fac tory  closed-loop 
response  i s  possible through the use of the root square locus expression.  
The feedback control law can  be obtained by solving the Riccati  equation 
o r  by satisfying the m a t r i x  Wiener-Hopf equation. 
sc r ibe  the solution through the use of the Riccat i  equation, while R e f e r e n c e s  
2 and 9 descr ibe  the proper  technique for  solving l inear  optimal control  
p rob lems  using the m a t r i x  Wiener-Hopf equation. 
Re fe rences  2 and 5 de-  
When the plant h a s  only one control input, the synthesis problem can  
be solved in a d i r ec t ,  s t ra ightforward manner .  
the set  of f i r s t -o rde r  l inear  equations of motion 
The plant i s  descr ibed  by 
and the optimal feedback control law i s  of the f o r m  
uo = - g w  
The equations of motion of the optimal regulator  a r e  given by 
2 = ( F -  G k l ) ~  
whose closed-loop cha rac t e r i s t i c  polynomial i s  
(2-13) 
(2-14) 
( 2  -15) 
The closed-loop charac te r i s t ic  polynomial can be recons t ruc ted  fo r  any 
values of weighting in the pe r fo rmance  index f r o m  the root square locus  
plot. 
root square locus plot to the sca la r  express ion  of Equation 2-15 yields a 
l inear  algebraic set  of equations in the k i  feedback gains.  
a lgebraic  equations can  be simply solved by machine  in  a s t ra ightforward 
manner .  
synthesis using the method descr ibed  above a r e  given in the next two sec -  
tions. 
e rous  examples  designed to acquaint the engineer  with the requi red  ma themat i c s .  
Equating powers  of s of the cha rac t e r i s t i c  polynomial obtained f r o m  the 
This set  of l i nea r  
Examples  of optimal ana lys i s  using the root  square locus plot and 
In addition to the examples  in this r epor t ,  Reference  2 contains num- 
8 
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SECTION 3 
SELECTION O F  THE PERFORMANCE INDEX 
Introduction 
The selection of the p a r a m e t e r s  of the pe r fo rmance  index i s  not 
automatic.  
index will have a n  optimal response  that tends towards  the r e sponse  of a 
Butterworth f i l ter  as  these va r i ab le s  a r e  weighted m o r e  and m o r e  heavily 
with r e spec t  to the control. The implications of th i s  s ta tement  a r e  signifi- 
cant. I t  means ,  for  instance,  that  i f  the per formance  index contained only 
a bending mode var iab le ,  s a y  q,  , then v ,  would tend to respond a s  a 
second-order  system with a damping ratio of approximately < = 0 .  7. The 
r e sponses  of the other  var iab les ,  however,  a r e  a lmos t  cer ta in  to be unaccept- 
able. The approach, then, will be to include a m e a s u r e  of both a rigid-body 
var iab le  and bending mode va r i ab le s  in the pe r fo rmance  index. This approach  
will p e r m i t  a rapid and stable response of the rigid-body contribution to the 
dynamics  and acceptable damping of the bending mode contribution to the 
c lo sed - 1 oop r e  spon s e. 
The var iab le  o r  var iab les  that a r e  included in  the pe r fo rmance  
One Bending Mode 
Although i t  i s  c l ea r  that a m e a s u r e  of both the rigid-body mode and 
the body bending modes  will be included in the per formance  index desc r ip -  
tion, the mix  of the two var iab les  should be investigated. 
angle and f i r s t  bending mode variable m a y  be included in  the pe r fo rmance  
index in  the following ways: m 
Thus the attitude 
o r  00 
The ana lys i s  of the f i r s t  per formance  index, Equation 3-1, i s  a r e l a -  
t ively s imple m a t t e r ,  involving only a single root square  locus plot with 
the p a r a m e t e r  Q /  f . A pre l iminary  ana lys i s  of a conventional root  locus 
plot of the function 
@IR t?, 76. - (5 )  t - (s) = 0 
P C  Pc (3-3) 
will  yield the z e r o s  of the function that will appear  in the root square  locus 
plot. 
separa t ion  between the poles  and ze ros  of the function of Equation 3-3. 
will guarantee  that adequate damping of the bending mode will be achievable 
f o r  some  value of the per formance  index p a r a m e t e r  q/f 
In general ,  the roots  of Equation 3-3 a r e  chosen to obtain an adequate 
This 
The ana lys i s  of the per formance  index of Equation 3-2 involves two 
root  squa re  locus plots instead of one conventional root locus plot and one 
root  squa re  locus.  A s  before ,  the f i r s t  locus s e r v e s  to define the z e r o s  
9 
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for  the second root square locus plot. 
for  the pe r fo rmance  index of Equation 3-2 is given by 
The root square locus express ion  
- 
Yl 7, - ( 5 )  - (-s) 
9 2  Pe Pc 
@e (& 
Pc Pc 
(3-4) 1 +  -
91 - (s) -(-SI 
where  the t e r m  in bracke ts  
9 2  
91 
t + -  (3-5) 
defines the z e r o s ,  o r  te rmina l  points for  the locus of the closed-loop poles 
of the optimal system. 
the locus of the z e r o s  of Equation 3-5 will general ly  have a higher damping 
ra t io  fo r  any value of the p a r a m e t e r  q 2  19, 
Equation 3-3 fo r  any value of the p a r a m e t e r  k. 
Because of the quadratic na ture  of Equation 3-5,  
than will the z e r o s  defined by 
To i l lus t ra te  this p r o c e s s  of the selection of the te rmina l  points of 
the root square locus p r o c e s s ,  i t  was  decided to use the pe r fo rmance  index 
of Equation 3-1 for  the ana lys i s  of an  optimal sys tem that contains only one 
bending mode and the pe r fo rmance  index of Equation 3-2 for  the two ben.ding 
mode analysis  and synthesis  problem of this  section of the repor t .  
Single Bending Mode Analysis 
The elast ic  booster equations of motion including a single bending 
o r ,  in mat r ix  fo rm - 
0 
0 
-. 0405 
0 
0 
0 
1.0 0 
0 .0733 
t.0 -.0107 
0 0 
0 5.453 
0 0 
0 0 
0 0 
0 0 
0 f ,  0 
-5.37 -.0232 
0 0 
0 
-.45 
-.0211 
0 
15.8 3 
-1z9 
t 
. -  
0 
0 
0 
0 
0 
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The design will involve the analysis of the per formance  index 
co 
I t  has  been shown in Section 2 t h a t  the closed-loop roots  of the optimal 
s y s t e m  and adjoint a r e  given b y  the root squa re  locus express ion  
- -  where,  for  th i s  example 
yj A pre l iminary  r o o t  locus plot of - ( S )  + % - ( 5 )  Pc P C  
= 0 was  per formed to 
s e l e c t  a suitable value for  k. Since this locus defines the ze ros  of the root  
squa re  locus plot, the select ion of k was made  on the b a s i s  that the roots  of the 
closed-loop opt imal  sys t em would b e  such to yield a sufficiently rap id  booster  
response  and increase  the damping r a t io  of the bending mode. 
k = 30 produced the des i r ed  r e s u l t .  
s t ruct ion is s t ra ightforward and relat ively s imple.  
A value of 
This locus is not shown because i t s  con- 
Substituting the t ransfer  functions f r o m  Appendix A, 
Substituting P( s )  and P( - s )  into the root square  locus express ion  (Equat ion-  
3-9)  yields 
11 
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One half of the solutions to Equation 3-11 are  plotted in F igu re  3 .  1. 
The s tab le ,  optimal solutions a re  shown and the unstable, adjoint s y s t e m  s o -  
lutions a re  omitted for  simplicity and c la r i ty .  The p a r a m e t e r  of the locus is 
q / r ,  the r a t io  of the weighting of the state var iab les  and the control  var iab les  
in  the performance index. The locus then shows the closed-loop poles of the 
opt imal  sys t em as  a function of the r a t i o  of the weighting of the two p a r t s  of 
the per formance  index. Fo r  purposes  of i l lustrat ion,  a value of q / r  = 0.01 
was  chosen a s  a candidate for  a weighting of the per formance  index f a c t o r s  
yielding sat isfactory closed-loop opt imal  sys t em dynamic c h a r a c t e r i s t i c s .  
F r o m  the root  square  locus plot, a value of q / r  = 0.01 yields the 
closed-loop charac te r  is t i c  polynomial 
n (s) = (s + 1 Z 9)( s + ,O// 7) [ s ' + 26 8 f )  ( 1.13) s + (1.13) '3 [s '+ 2 ( fz) (2,42) s+ (2.e~) '1 ( 3 - 1 2 ) 
Equation 3-12 shows that the damping r a t i o  of the f i r s t  bending mode has  
been increased  f r o m  a n  open-loop value of 5 = . 005  to < = . 12 in the c losed-  
loop design. 
contains a predominant pair  of poles at (3, = 1. 13 r a d / s e c ,  r = 0.81. 
titude response  of the vehicle will  therefore  be smooth,  with l i t t le  overshoot.  
At the s a m e  time, the rigid-body contribution to  the response  
The at- 
tion 
can  
ca t i  
F o r  
The optimal control  law that yields the closed-loop c h a r a c t e r i s t i c  equa-  
3-11 and sa t i s f ies  the per formance  index 
M 
(3-13)  
be obtained by 
equation, 2-5, 
this  problem, 
solving the Wiener-Hopf equation, 2-9 ,  o r  the m a t r i x  R ic -  
the feedback control  law i s  found to  be 
or by a d i r e c t  method that is descr ibed  in the next section. 
The magnitudes of the feedback gains  are  genera l ly  within the guidelines 
outlined by the Marsha l l  Space Flight Center  of NASA, and can  be mechanized 
in t e r m s  of measurable  quantit ies.  
tained in  the optimal control  law of Equation 3-14 do not genera l ly  r e p r e s e n t  
measu rab le  quantities. 
t r o l  law i n  t e r m s  of the outputs of s e n s o r s  located on the vehicle.  Because 
th i s  par t icular  problem, which includes only one bending mode, has  been p r e -  
sented f o r  i l lustrat ive purposes  only, the feedback cont ro l  law mechanization 
a spec t s  a r e  not presented.  
which includes a descr ipt ion of the vehicle containing two bending modes ,  does 
consider  control law synthesis  problems in  detai l .  
However,  it is c l e a r  that  the quantit ies con- 
It would be m o r e  realistic to e x p r e s s  the feedback con- 
The r ema inde r  of Section 3 and all of Section 4, 
Selection of Pe r fo rmance  Index for  Two Bending Modes 
The addition of a second bending mode to  the descr ip t ion  of the launch 
vehicle adds complexity to the problem because  now a m e a s u r e  of the second 
1 2  
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mode dynamics m u s t  be included in  the per formance  index. 
motion for this problem a r e  ( s e e  Appendix A) 
The equat ions of 
0 0 
.0733 
-.0107 
0 
5 45 
0 0  
0 2.36 
0 0  
0 0 0 0 
0 0 0 0 
0 0 0 0 - .OZt l  
G 1 0 0 0 
5.37 -.0563 0 0 f5.83 
0 0 0 1 0 
0 o -31.8 -.0564 22.77 
0 0 0 0 - 1 7 1 9  
A performance  index is chosen of t he  f o r m  
00 
requir ing the se lec t ion  of t h r e e  weighting p a r a m e t e r s  of the  per formance  
index. 
locus express ion  
The  ana lys i s  of th i s  problem can  be c a r r i e d  out using the root  s q u a r e  
(3-17) 
where  for  this problem 
2-f = - I 
Q =  r u =  o o t o o o o  
0 0 0 0  1 O O J  (3-18)  
The  express ion  H [I s - F I- '  C is a column matrix of t r a n s f e r  func- 
tions of those  var iab les  appear ing  in  the per formance  index. 
Pc 
(3-15)  
(3-16) 
(3-19)  
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Substituting into Equation 3- 17, 
o r  
Equation 3-21 can be w r i t t e n  
Equation 3-21 shows that the closed-loop poles of the optimal 
and its adjoint a r e  a function of t h r e e  p a r a m e t e r s  q,/r, q 2 / y ,  and 
C t , h  and 9 3 h -  
Equation 3-22 shows that t h r e e  separa te  root  squa re  loc i  a r e  involved in  the 
ana lys i s  of the closed-loop sys t em and the  select ion of the values of q,& 
Defining )2, Yf * %, %* - ( 5 )  - ( - 5 )  = IC 
P c  Pc 'zr DD 
(3-23) 
then the f i rs t  of the t h r e e  root  squa re  loci can  be wri t ten 
(3-24) 
Substi tuting the numer ica l  values fo r  the booster  t r a n s f e r  functions, Equa- 
t ion 3-24 becomes 
O = l +  
( 9.18) 
( le!  7) 
(3-25) 
15 
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One half of t he  root  squa re  locus of Equation 3-25 is plotted i n  F i g u r e  
The  locus i n  i tself  is difficult t o  i n t e r p r e t  precisely,  
3.2. The  s table ,  optimal sys t em p a r t  of the locus i s  shown, and  the unstable,  
adjoint p a r t  is omitted.  
but a few genera l  comments  can  be made. This  locus and the  one to  follow 
will  define the z e r o s ,  o r  t e rmina l  locations f o r  the closed-loop poles of the 
opt imal  sys tem.  Therefore ,  i n  genera l  it can  be  said that t h e  aim of the 
locus of F igure  3.2 will  be  t o  se l ec t  roots tha t  have a n  adequate damping 
r a t io .  
have adequate damping r a t i o s  i n  the closed-loop design. The  locus does indi-  
ca t e  that  i f  good first  mode damping is t o  be  achieved, S3 /S, should not have 
too small a value, while too la rge  a value for  q S / q z  will  r e s u l t  in an  insuff i -  
cient second mode damping ra t io .  
. 2  I 9 3  /qZ 5 2 will likely s e r v e  the purpose of obtaining good damping r a t i o s  
for  both the f i r s t  and second modes.  
T h i s  will  guarantee that both the f irst  and second bending modes  will  
A select ion of q 3 / q ,  in the range  
The value q 3  / e ,  = 0.5  was  chosen as a logical value, yielding a max-  
imum damping r a t i o  fo r  the roots  of F igure  3.2. 
chosen, the second root  square  locus express ion  to be formulated is 
With a value for  q 3  / q2 
(Roots f r o m  Figure  3.2 with = . 05)  - (3-26)  
b 4 
9, o = j +  - 
9, J% 
Substituting the appropriate  dynamic quantit ies f r o m  the t r a n s f e r  func-  
tions and f rom t h e  f i r s t  roo t  square  locus expression,  the second root  square  
locus express ion  becomes 
0 = !+ 9.52 
Qz 
(3-27)  
As  in F igure  3. 2, one half of the root  square  locus express ion  of Equa-  
tion 3-27 is plotted in Figure 3. 3. This locus defines the end points o r  ze ros  
of the r o o t  square locus for  the closed-loop poles of the opt imal  sys tem.  
inspection of the plot shows that a value of q2 / 4 /  = 4 allows for  good damping 
of both the f i r s t  and second bending modes.  
An 
The third root  square  locus expres s ion  can  then be formulated as 
r Di5 (3-28) 
where  - D 
and 
is the open-loop c h a r a c t e r i s t i c  polynomial of the e las t ic  vehicle 
D i s  the open-loop charac te r i s t ic  polynomial with s replaced by - s .  
Substituting the p rope r  express ions  f r o m  the second root  squa re  locus 
plot and f rom the t r a n s f e r  functions yields 
16 
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The roo t  squa re  locus plot of the poles  of the opt imum system is shown 
in  F igure  3.4. As  in  the previous plots, only the stable,  optimal half of the 
locus is shown and the adjoint sys t em is  omitted.  
objective of the design procedure  has  been achieved. The open-loop poles of 
the booster  originating f r o m  the rigid-body dynamics become stable,  wel l  
damped and inc rease  in  na tura l  frequency as the p a r a m e t e r  of the locus q,/V 
is increased .  
with the bending modes inc rease  significantly. The net r e s u l t  i s  a logical de-  
s ign procedure  that yields a des i rab le  and sa t i s fac tory  pa t te rn  of closed-loop 
poles.  
The locus shows that  the 
In addition, the damping r a t io s  of the poles originally assoc ia ted  
Optimal  Control Law 
It  is a relat ively s imple ma t t e r ,  once the root  square  locus plot has  
been obtained, to calculate the opt imal  control  law that will yield the closed-  
loop polynomial selected f r o m  the roo t  locus plot. 
equations of motion are wr i t ten  
The or iginal  open-loop 
= F z + G u  
and it is  des i red  to find the optimal feedback control  law 
uo = - E a  
so  that  the closed-loop optimal s y s t e m  becomes  
The closed-loop cha rac t e r i s t i c  equation i s  given by 
1 1 5 -  F t G t d /  = 0 ( 3 - 3 0 )  
Equating the de te rminant  of Equation 3-30 to the closed-loop polynomial ob- 
tained f r o m  the root  squa re  locus plot yields a s e t  of l inear  a lgebraic  equa- 
t ions f r o m  which the feedback gains can be easi ly  computed. 
As  an  example,  a value of q , / r  = 50  was chosen to yield a closed-  
loop system whose speed of response  would be sat isfactory.  
squa re  locus plot of the poles of the closed-loop optimal sys t em (F igure  3.4) ,  
the closed-loop polynomial i s  given by 
F r o m  the root  
19 
IH - 2 08 9 - F - 1 
0 I I V Y  9N I dWVa 
m ,- 0 
E 
.rl 
0 - 
a 
0 
Q 
4 
I 
m 
a, 
rn 
0 
d u 
a, 
0 5 
w 
0 
- 
Tr 
m 
a, 
k 
9 
W 
E 
t- 
M 
.rl c.r Y 0 
E 
W 
I- 
+ 
20  
IH - 2 08 9 - F - 1 
-I, 0 
S 
- i o  
0 
0 
0 
0 
17.9 SZ 
0 
-,0733 
s + ,0107 
0 
-5.453 
0 
- 2 . 3 6  
17*9F, 
0 
0 
0 
- 1.0 
s t ,0232 
0 
0 
17.9 gs 
0 
0 
0 
0 
0 
5 
3f. 8 
17.9 ?t, 
0 0 
0 .e5 
0 * 02/1 
0 0 
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mt, s+1z9+ n 9 g 8  
(3-32) 
Equating powers  of s of Equations 3-31 and 3-32 and solving for  K yields 
( 3  -33) Id = [- 9.104, - 5.993, 4.46 7, .1020, .03163, ,035/3, .02264, . /860] 
and the opt imum control law becomes  
The control  law of Equation 3-34 is not real izable  because the var iables  
of Equat ion 3-34 are not d i r ec t ly  measurable. 
surable  quant i t ies  and e x p r e s s  the control law in t e r m s  of these quantit ies.  
F o r  purposes  of i l lustrat ion,  the following s e t  of state var iab les  was  chosen 
It is necessa ry  to define m e a -  
(3-35) 
r ep resen t  the quantit ies measu red  by a 
3-9 i w h e r e  @ti , , and a 
posit ion gyro,  a r a t e  gyro and a n  acce lerometer  a t  station 
vehicle  body. Choosing the body stations %, = 41.5 m e t e r s ,  % z  = 86. 0 
meters, and  Z3 = 122.5 m e t e r s ,  the t ransformation 
f o r  th i s  example  
on the launch 
A % becomes,  I r =  
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- 
l o  0 0 
0 10 0 
0 0 2.105 
0 10 0 
0 0 %441 
0 1.0 0 
0 0 23.37 
0 0  0 
- .028 
0 
19037 
0 
2.453 
0 
- 14.32 
0 
0 
-, 02'8 
- ,00905 
,0250 
.01624 
.12 30 
-. 0473 
0 
-SO085 
0 
16.786 
0 
- 35 38 
0 
-8.526 
0 
0 
-.0085 
.03t3 
,060 
-.05866 
-. 143 
-. 01861 
0 
- 
0 
0 
- 78881 
0 
3.55G 
0 
14,287 
t o  
- 
(3-36) 
and the control law becomes  
= - L A - ?  f P -  0 -& 
sensors 1 ocated sensors located sensors located 
a t  stat ion 41.5m at stat ion 86.0m at stat ion 122.5m 
The control  law of Equation 3-37 r e p r e s e n t s  a solution to  the two 
bending mode problem. By locating t h r e e  ins t rument  packages at three  d i f -  
f e r e n t  locations along the body of the launch vehicle,  e v e r y  s t a t e  var iable  of 
the sys t em is measurable .  The feedback gains are  low enough that the con- 
t r o l  law may be mechanized without difficulty, resul t ing in a design that m a y  
be p rac t i ca l  fo r  a launch vehicle whose significant e l a s t i c  p rope r t i e s  can  be 
descr ibed  by two bending modes.  
The t rans ien t  r e sponses  of the opt imal  sys tem,  defined by the control  
law of e i ther  Equation 3-34 o r  3-37, are  shown in F igu res  3 .5  through 3.7.  
The charac te r i s t ic  polynomial of the closed-loop s y s t e m  is given by Equation 
3-31, which indicates that  the f irst  mode damping has  been inc reased  f r o m  
7 = . 0 0 5  open loop to approximately 7 = . 17 fo r  the closed-loop design, 
while the second mode damping r a t i o  h a s  been inc reased  by a f ac to r  of 10, 
f r o m  = .005  to approximately = . 0 5 .  The t r a n s i e n t  r e sponses  to a unit 
s tep command input c lear ly  show the i n c r e a s e s  in  the f i rs t  and second mode 
damping ra t ios .  In addition, the rigid-body contribution to the closed-loop 
response ,  dominated by a pair  of poles located at o',, = 1.28  r a d / s e c  and 
t r o l  motions of F igure  3. 7 show tha t  the g imbal  deflections are  reasonable  
and wel l  within the frequency capabili ty of the ac tua tor .  
r = 0.76, contribute to the smoothness  of the vehic le ' s  r e sponse .  The con- 
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SECTION 4 
MODEL ORIENTED DESIGN STUDY 
Int r odu c ti o n 
This  sect ion d e s c r i b e s  the u s e  of a model i n  the l i nea r  opt imal  con- 
t r o l  design procedure .  
the motions of a n  idea l  launch vehicle.  Optimal cont ro l  is then used  t o  s e -  
lec t  a feedback control  s y s t e m  configuration that  min imizes  the differences 
between the  motions of the launch vehicle and the model  i n  a n  in t eg ra l  e r r o r  
squared  s e n s e  and cont ro l  squared  sense .  
manner  guarantees  a s tab le  solution a n d  a l s o  yields a n  e r r o r  r e sponse  that 
is smooth and well behaved ,  r e s i i l t i n g  i n  control  motions tha t  do not r equ i r e  
violent deflections if  the  model  is smooth.  A well behaved model  i s  des i r ab le  
fo r  the  launch vehicle,  so  i t  is expectzd that  the cont ro l  motion will  be 
smooth f o r  t h i s  application. 
The model  defines a s e t  of equations that  desc r ibe  I 
I 
1 
I Minimizing the  motions i n  this  
The following theore t ica l  development and examples  show that the use 
of a model  i s  a logical design aid, resul t ing in a m o r e  d i r e c t  and s imple ana l -  
ys i s  procedure  than the procedure  presented  in Section 3. The opt imal  a spec t  
of the design tends to sat isfy some  of the design objectives,  such as s tabi l i ty  
and smoothness  of response ,  while the model  a spec t  s a t i s f i e s  other  r e q u i r e -  
men t s  such  as dr i f t  min imum cha rac t e r i s t i c s  and speed of r e sponse  of the 
closed - loop s ys tem.  
A model  of a des i rab ly  responding s y s t e m  is formula ted  a s  (Ref.  3 )  
2 - L Y  
(4-1) 
w h e r e  L 
ab le s  in  the  equations of motion of the model .  
defines the m a t r i x  of constants descr ibing the  coupling among v a r i -  
A cont ro l  motion u0 i s  t o  be found that min imizes  the quadrat ic  
pe r f  o r  ma nc e index 
where  
= a n  r x r  posit ive definite symmet r i c  m a t r i x  whose e lements  
weight the  contribution of each e r r o r  i n  the  pe r fo rmance  index. 
2 = a pxp posit ive definite symmet r i c  m a t r i x  whose e lements  weight 
the  contr ibut ion of each control  motion i n  the  in tegra l .  
T h e  e r r o r  portion of the per formance  index, the ( 9 - L y )  t e r m ,  i s  a 
vec tor  tha t  vanishes  when the closed-loop opt imal  s y s t e m  behaves exactly 
l ike the mode l .  In genera l ,  the  feedback cannot exactly match the booster  
t o  the  mode l  f o r  s e v e r a l  r easons .  I n  general ,  the  L and F m a t r i c e s  a r e  
of d i f fe ren t  dimension,  and a l imited number of cont ro l le rs  is avai lable  for  
feedback  p u r p o s e s .  
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Although it w i l l  be imposs ib le  t o  exactly match  the boos te r  and the  
model ,  the  e r r o r  can  be made  as small as p rac t i ca l  by weighting the e r r o r  
port ion of the pe r fo rmance  index heavily with r e s p e c t  t o  the cont ro l .  
be shown that approximating the model  r e sponse  through the  u s e  of a qua-  
d ra t i c  pe r fo rmance  index r e s u l t s  i n  not only a n  optimal,  but a n  acceptab le  
feedback control s y s t e m  design.  
It wi l l  
The problem of minimizing Equation 4-2 subject  to  the  different ia l  
cons t ra in t  of the equations of motion is a g a i n  a s t ra ight forward  problem i n  
the calculus  of var ia t ions .  The Lagrangian of this  p rob lem can  be defined 
a s :  
where  i s  a n  n x 1 vector called the adjoint s t a t e  vector  o r  the  cos ta te .  
The minimizat ion of the quadrat ic  pe r fo rmance  index r e q u i r e s  tha t  
the Euler  - Lagrange equations be sa t i s f ied  
ax 
(4-4)  
Using the Lagrangian of Equation 4-3,  the Eu le r -Lagrange  equations 
a r e  
LF~~I,-VQ~~+NQL~; - g ' ~ ~ h / +  ML'QLH~IL = O  
RU,, + et% = o  
(a 1 
(b ) 
(4-5)  
The opt imal  cont ro l  l a w  f r o m  Equation 4-5b i s  uo = -E- 'G '% and 
the opt imal  closed-loop s y s t e m  becomes 
4 - F9 + GR-'G';L = 0 (4 -6 )  
The exact solution fo r  Z a s  a function of % h a s  been obtained 
the feedback control  l aw  can  be m o r e  quickly and eas i ly  obtained by 
by Kalman (Ref.  3) and Ty le r  (Ref 6 ) .  F o r  the c a s e  of the s ingle  cont ro l  
input 
developing a root  squa re  locus express ion ,  which, when plotted,  s p e c t r a l  
f ac to r s  the poles of the closed-loop opt imal  and adjoint s y s t e m s .  
loop cha rac t e r i s t i c  polynomial of the opt imal  s y s t e m  c a n  then be recon-  
s t ruc ted  f rom the root s q u a r e  locus plot, and the  feedback gains  a r e  then 
easi ly  obtained. 
The c losed-  
The root s q u a r e  locus expres s ion  is developed below. 
In Laplace t r a n s f o r m  f o r m ,  Equations 4-5a and 4-6 become 
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The de terminant  of the left hand s ide  of Equation 4-7,  when s e t  to  z e r o ,  de -  
f ines  the cha rac t e r i s t i c  equation of the  opt imal  s y s t e m  and i t s  adjoint. It c a n  
be shown (Ref. 2 )  that  th i s  de te rminant  m a y  be wr i t ten  
if  [IS- F ]  and[-Ts-F'] a r e  squa re ,  non-singular m a t r i c e s .  
nants I I s - F I  and 1 - 1 s -  F ' I  a r e  the cha rac t e r i s t i c  polynomials of the open- 
loop s y s t e m  and its adjoint, which vanish only at the i r  root  locat ions.  
closed-loop roots  of the opt imal  sys t em and adjoint a r e  therefore  obtained 
f r o m  the express ion  
But the de t e rmi -  
The  
The  t e r m  / f [ I s - F ] - ' C  i s  a m a t r i x  of t r ans fe r  functions 
the outputs of the  s y s t e m  t o  the inputs and G ' [ - I s - F ' ]  -' ,4' 
pose of t he  t r a n s f e r  function m a t r i x  with s rep laced  by - s .  The locus of 
roots  obtained f r o m  Equation 4-9  defines a root  s q u a r e  locus express ion  
(Ref .  2 and 5 ) .  
c h a r a c t e r i s t i c  polynomial of the optimal s y s t e m  a s  a function of the weight- 
ing p a r a m e t e r s  of the per formance  index of Equation 4-2. 
s q u a r e  locus i s  a p x p express ion ,  while the or iginal  de te rminant  of Equa-  
t ion 4-8 is of dimension 2n x 2n, a considerable  simplification has  been made 
f o r  pu rposes  of ana lys i s .  
cont ro l le r  ( the gimballed rocke t  engines),  the roo t  square  locus r educes  to a 
s c a l a r  express ion .  
( s )  re lat ing 
is the t r a n s -  
Using this  expres s ion  one can  investigate the closed-loop 
Because the root  
In par t icu lar ,  because the booster  has  a s-ingle 
Bas ic  Limitat ions of Modeling 
The  u s e  of a "mathemat ica l  model" t o  define a control  s y s t e m  c r i -  
t e r i o n  h a s  l imitat ions and c lear ly  cannot be used  without some  conception 
of the  implicat ions of i t s  u s e .  In general ,  it is mathematical ly  and physi-  
cally imposs ib le  t o  exactly ma tch  a sys t em t o  a model .  
t h e r e  a r e  two r easons  fo r  th i s :  
General ly  speaking, 
1 .  The mathemat ica l  model  i s  usually of a n  o r d e r  or dimension that 
differs  f r o m  that of the actual  s y s t e m  and often differs  f r o m  the 
mathemat ica l  descr ip t ion  of the ac tua l  sys t em.  
2 .  In genera l ,  the  number of cont ro l le rs  does not equal the number 
of deg rees  of f r eedom of motion of the sys t em.  
that  the number of cont ro l le rs  m u s t  equal the  number of deg rees  
of f r eedom the  plant posses ses  t o  have  complete  control  of the 
dynamics of the plant.  
It i s  basic  
T o  i l l u s t r a t e  the  two pr inciples  s ta ted  above, consider  the following 
s i m p l e  examples  : 
1 .  
f i r s t - o r d e r  s e t  of equations 
A s s u m e  a second-order ,  single control ler  plant is descr ibable  by the 
4 = F x  + Gu 
2 7  
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o r  
(4-10) 
Assume that it is des i rab le  t o  u s e  feedback cont ro l  of the f o r m  
u = - / d a  (4-11)  
in  a n  at tempt  to match  the plant to a model  descr ibed  by the m a t r i x  
L =  
1 
Substituting Equation 4-  11 into 4- 10 yields,  in the closed loop, 
(4-12) 
i. e . ,  
L =  F =  
- - 
0 I 
k = [ F - G K ] w  
It is c l ea r ,  by a n  examination of 4-13 that  only one row of L, e i ther  
[ J Z f  4 2 1  O r  c -4, - 4 2  ] can be matched by the  two feedback gains  kl 
and k2. 
The best  that  one can  do i s  to  specify L and F a s  companion m a t r i c e s ,  
Then feedback cont ro l  can  be used  t o  ma tch  the na tura l  f requency 
and damping r a t io  of the plant and the mode l .  
porated into the design philosophy of the f lexible  launch vehicle .  
Th i s  approach  has  been inco r -  
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2. A s s u m e  that the plant is descr ibable  by the th i rd -o rde r  s e t  of equations 
and the des i r ed  "model" is descr ibed  by the s a m e  2 x 2 matrix 
It can  then be deduced, using the pr inciples  f r o m  example 1 that  i t  
is poss ib le  t o  match  only one row of a n y  2 x 2 submatr ix  of F to  L. If F and 
L a r e  specified as companion m a t r i c e s ,  then the two poles of the model  may  
be exactly obtained and the th i rd  pole "a rb i t r a r i l y f f  se lec ted .  
The approach to  flexible launch vehicle control  sys t em design in-  
co rpora t e s  both of the pr inciples  descr ibed above with one additional, and 
perhaps  important ,  fac tor .  Re fe r r ing  to example 2,  one m a y  a s k  the follow- 
ing: 
Instead of exactly matching two of the model  poles and "arb i t ra r i ly"  
select ing the third pole ,  what distribution of the t h r e e  (closed-loop) 
s y s t e m  poles approximates  the  two model  poles in  a minimum 
quadrat ic  " e r r o r "  squared  and "control" squared  s e n s e ?  
_. 
The  r eason  for  specifying the  closed-loop poles in  this s e n s e  is logi- 
ca l .  
i f  the  th i rd  pole were  too lTlargell .  the  control motions would be rapid and 
high feedback gains would probably be  required.  
too "small'l. it would contribute significantly to  the closed-loop s y s t e m  r e -  
sponse .  
p r o m i s e  design. 
It e l iminates  the a r b i t r a r i n e s s  of the select ion of the third pole.  F o r  
If the third pole w e r e  chosen 
There fo re ,  the quadrat ic  type of design used  i n  this r epor t  is a com-  
If, i n  the flexible launch vehicle design, the exact  dr i f t  min imumprop-  
e r t y  m u s t  be obtained, it would be a simple ma t t e r  to  precalculate  the feed-  
back cont ro l  requi red  t o  yield a pole a t  the origin,  then se lec t  the remaining 
poles  i n  a minimum quadratic I 1 e r r o r f 1  squared plus "control" squared sense .  
The  penalty incur red  is that g r e a t e r  o r  s h a r p e r  control  motions would be 
r equ i r ed  than fo r  the c a s e  when all the plant poles w e r e  chosen to  satisfy 
the  quadra t ic  per formance  index cr i te r ion .  
m o r e  l ikely 
P e r h a p s  the penalty is significant; 
the differences would be negligible. 
Ela s t ic  B o o st e r Application 
Because  the booster  has  a single control  e lement ,  feedback control  
can  a l t e r  only the cha rac t e r i s t i c  polynomial of the vehicle and not the z e r o s  
29  
IH - 2 0 8 9 - F - 1 
of the  t r a n s f e r  functions (unless  other  dynamic e lements  a r e  de l ibera te ly  added 
t o  the  sys t em) .  The re fo re ,  the opt imal  cont ro l  problem may be formula ted  
t o  e x p r e s s  the e r r o r  i n  t e r m s  of a difference between the cha rac t e r i s t i c  poly- 
nomial  of the e las t ic  booster  and the cha rac t e r i s t i c  polynomial of the model .  
To  do th i s ,  a s s u m e  that  the F m a t r i x  assoc ia ted  with the booster  is of dimen- 
s ion n x n and L i s  dimension 4 x I, Define H of dimension 4 x n 
* _ I  0 0 . . . .  . O b l z p 4  0 e .  - .  0 L '  
where h,, = h Z 2  = . * = k e a  = f 
The m a t r i c e s  F, L. and G a r e  wr i t ten  
where  
1 0 .  . .q 
(4-14) 
The Q m a t r i x  is defined a s  Q = ql , where  I is a n  L x .& identity 
m a t r i x  and R = T , a s c a l a r .  
When the quantit ies F, G ,  H, L, Q. and R a r e  subst i tuted into the  
root  squa re  locus express ion  of Equation 4-9 one obtains 
(4-17) 
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The numera tor  of Equation 4-17 contains the cha rac t e r i s t i c  polynomial 
of the model  and adjoint while the denominator of Equation 4-17 contains  the  
cha rac t e r i s t i c  polynomial of the  booster and its adjoint.  The  locus of roots  
of Equation 4-17 will  t he re fo re  originate 
poles  and t e rmina te  a t  the model  s ingular i t ies .  The p a r a m e t e r  of the locus 
is proport ional  t o  q / r ,  the  r a t io  of the weighting of the e r r o r  t o  the  cont ro l  
i n  the pe r fo rmance  index. The  net  resu l t  of the u s e  of Equation 4-17 is that  
the pe r fo rmance  index has  been formulated t o  minimize  the difference be-  
tween the cha rac t e r i s t i c  polynomial of the booster  and the model  i n  the  in te -  
g r a l  e r r o r  and control  squared  s e n s e .  
at the launch vehicle open-loop 
Equations of Motion of the Elas t ic  Booster 
The equations of motiur i  are taken f rv i r i  NASA ' 'Model Vehicle No. 2" 
(Appendix A )  which is  representa t ive  of the post-Saturn vehicles unde r  con- 
s idera t ion  by NASA. Assuming complete vehicle s y m m e t r y ,  the equations 
of motion i n  the x -  4 plane at t = 78 sec  a f t e r  launch (max q )  a r e  given below 
with c e r t a i n  s implif icat ions.  Two normal  bending modes  a r e  included and 
the engine ac tua tor  is a s s u m e d  t o  be descr ibed  by a f i r s t - o r d e r  different ia l  
e qua ti on 
pitching equation 
- ~ e + 0 . 0 4 0 5 ~ e + ~ t 0 . 0 t 0 6 7 r u ; + 0 . Z I ~ ~  = O  heaving equation 
& - 0.0733a: + G,45p= 0 
p'tZ9p- /7,9pc = o  ac tua tor  dynamics (4-18)  
where  @e = rigid-body att i tude angle 
= angle of a t tack  
= control  deflection angle 
= f i r s t  n o r m a l  bending mode var iab le  
= second n o r m a l  bending mode var iab le  
V, 
& 
The F and G m a t r i c e s  a r e  writ ten in the f i r s t - o r d e r  f o r m  of Equation 
4-15 
4 = F w + G u  y = A r .  
and the output m a t r i x  A is defined to be  a n  8 x 8 m a t r i x  of constants  
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A =  
~ 
Then 
n- 2 ain 5 +ai,-, 5 + . . . a,, q; - 
bi ,  
77- f 
is the t r a n s f e r  function - u. s + 6, s bn-, S '-'+ . - .  
I 
re lat ing the yi ' 
In  t e r m s  of the numbers  of Equation 4-18, the f i r s t - o r d e r  equations become: 
var iab le  of the equations of motion to  the control  input.  
0 1 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 
0 0 0 1 0 0 0 0 
0 0 0 0 1 0 0 0 
0 0 0 0 0 1 U 0 
0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 1 
-9.074 225.5 -20,7/ -3010 -193.7 -665.5 -38.7f -1799 
t 
- 
0 
0 
0 
0 
0 
G 
0 
f 
- .  
4 
(4-20)  
3 2  
A %  
- 19.4 - /376 - 12.6 -299.4 
0 -19.4 -1376 -12.6 
55,.71 -1375 -6Oeb2 -2998  
83.32 -2057 29.74 8946 
0 83,32 -2057 29.74 
10.63 -262.5' 19.42 2140 
0 10.63 -202.5 19.42 
9.079 - 2 2 4  33.23 3008 
- 0.755 
- 2 9 9 . 4  
- 14.33 
f6.95 
894.6 
12.9 
2 140 
26.46 
- 8.055 
- 0.755 
- 8,085 
283.4 
16.95 
407.6 
f 2 .9  
6 6 4 .  I 
0 
- 8.055 
-. 317 
0 
2831 
0 
402 6 
1,616 
0 
0 
0 
0 
0 
0 
0 
17.9 
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(4-21) 
Model 
T h e  model  t o  be used  with th i s  example will  be defined by the th i rd -  
o r d e r  s y s t e m  
0 0 1 
0 - 1  -1.4 
- - 
( 4 - 2 2 )  
T h e  model  incorpora tes  the concept of the d r i f t  min imum requ i r e -  
ment ,  the condition that leads  to  the cancellation of t he  sum of all f o r c e  com- 
ponents,  such  as  gust inputs, perpendicular t o  the nominal flight plane.  
Th i s  cancellation of f o r c e s  is equivalent t o  requir ing a f r e e  integrator  in the 
c 10s ed -loop char  a c t  e ris ti c polynomial. The  r ef o r  e the model  charac te r i s t ic  
equation contains a root  a t  t he  or igin of the s plane 
I I 5 - L I  = s ( s * + f . e s t  1). 
Analysis  of the Optimal Sys tem 
Substituting the charac te r i s t ic  polynomials of the open-loop booster 
and the  mode l  along with the i r  adjoints in  Equation 4-13, the root squa re  
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locus express ion ,  t he  r e su l t  is  
The  locus of roo t s  of the opt imal  s y s t e m  is plotted i n  F i g u r e  4.1. The  
adjoint,  o r  right-half plane p a r t  of the locus is omitted f o r  c l a r i t y .  The  lo-  
cus  shows that the  open-loop roots  of the  boos te r  originally a s soc ia t ed  with 
the rigid-body poles  tend toward the  model  s ingular i t ies ,  shown i n  the  locus 
as  z e r o s .  
tend to  become dis t r ibuted in  a Butterworth f i l t e r  pa t t e rn  as the  p a r a m e t e r  
of the locus,  q / r ,  becomes l a r g e .  For any value of the  weighting of the  
e r r o r  portion of the  in tegra l  t o  the control,  the  a c c u r a c y  of the  approxima-  
t ion to  the  model i n  t e r m s  of the closed-loop root  locat ions can be de t e rmined .  
The remaining poles ,  originally a s soc ia t ed  with the  bending modes ,  
Optimal Control Law 
The opt imal  cont ro l  law is of the form pc = -Id% where  K is a 1 x 8 
m a t r i x  of feedback gains from the s ta te  va r i ab le s  of Equation 4-20 to  the 
cont ro l  inputs. The closed-loop c h a r a c t e r i s t i c  polynomial i s  
The closed-loop cha rac t e r i s t i c  polynomial can  a l s o  be  obtained d i r e c t -  
l y  f r o m  the root  s q u a r e  locus  plot of F i g u r e  4 . 1  f o r  any  value of q / r .  For  
instance,  assuming that  q / r  = 100 will  yield a n  opt imal  s y s t e m  that  r e s u l t s  
i n  a n  acceptable  approximation to  the model ,  the  closed-loop c h a r a c t e r i s t i c  
polynomial i s  
Equating coefficients of the powers  of s in  Equations 4-24 and 4-25 yields 
the feedback cont ro l  law 
Or ,  in t e r m s  of the  var iab les  of Equation 4-21, the cont ro l  law 
3 4  
L 
~~ ~ 
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becomes  
pO z - iCp = -/dA’‘y 
= 1.932 #Q t 5 36 dg + .a936 - .z396 -. 16 2 i, -. 456 - .04a jz - . Z S I ~  (4-27)  
With the exception of ,d the  var iab les  of Equation 4-27 a r e  s t i l l  not i n  
t e r m s  of direct ly  measu rab le  quant i t ies ,  i. e . ,  i n  quant i t ies  tha t  d i rec t ly  
r e p r e s e n t  outputs of s e n s o r s  located on the body of the vehicle .  A s e t  of 
measu rab le  quantit ies can  be chosen, such a s  the vector  
, r e p r e s e n t  outputs of a posit ion gyro,  
on the  
where  @%, , & I p ,  , and ~ 3 %  I 
a r a t e  gyro  and a no rma l  a c c e l e r o m e t e r  located at s ta t ion  
vehicle body and 
’V, 
no, = QI,, - 4,, 
no, = - @g3 
= o x ,  -& 
A &  = dr,( - 4L3 
A t ransformat ion  3 = By can be formula ted  that  defines the m e a s -  
u rab le  quantit ies of Equation 4-28 i n  t e r m s  of the va r i ab le s  of Equation 
4-27. With this  t ransformat ion ,  the feedback cont ro l  law becomes  
If one chooses the vehicle body s ta t ions 
’Xf = 41. 5 m e t e r s  
Y z  = 86 m e t e r s  
u3 = 122. 5 m e t e r s  
the feedback control  law becomes  
,&” = /.933@%, t 5336 4+, + f f .444a + 7..98&, +0 .208~ l$~ - /9.04A@z +.0329& ( 4 - 3 0 )  % + 3.0Sp 
The different ia l  gyro  rea l iza t ion  of the  feedback  cont ro l  law for  th i s  
pa r t i cu la r  ca se  r e su l t s  i n  high feedback gains  f r o m  s e v e r a l  of the m e a s u r e d  
quant i t ies .  resul t ing in a feedback cont ro l  law that  m a y  be difficult t o  mech-  
an ize .  It would be m o r e  r ea l i s t i c  to  se l ec t  another  s e t  of m e a s u r a b l e  quan- 
t i t i es  such a s  the s e t  
(4- 31) 
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If this  set is  chosen, the cont ro l  law becomes 
- v I, v 
(4-32)  '- sensors located  a t  sensors located  a t  sensors l o c a t e d  a t  
s t a t i o n  r, = 111.5111 s t a t i o n  %z = 86.0111 s t a t i o n  v3 = 122.5m 
where  the units of p / @  and /3 /(7j  a r e  r a d / r a d  and r a d /  ( r a d / s e c )  and the 
units of /3 / a 2  are  r a d /  ( m e t e r / s e c 2 ) .  
volves feedback gains m o r e  eas i ly  mechanized than those of Equation 4-30, 
but e i ther  cont ro l  law will,  of cour se ,  r e su l t  in the s a m e  closed-loop c h a r -  
a c t e r i s t i c  polynomial a n d  closed-loop t rans ien t  r e sponse .  It i s  c l ea r  that  
the rea l iza t ion  of the opt imal  s y s t e m  is not unique, and many engineer ing 
f a c t o r s  en te r  into the choice of sensed  quantit ies and senso r  locations.  
The control  law of Equation 4-32 in-  
Equivalent Compensation Network 
The opt imal  feedback control  law may  be synthesized as a f i l t e r  o r  
compensat ion network in  the feedback path which shapes  the s ignal  of the 
output of one o r  a l inear  combination of s enso r s .  T h e r e  a r e ,  however, def- 
inite r e s t r i c t i o n s  and qualifications that m u s t  be placed upon such a synthesis  
procedure .  
synthesized through a filter network, will not respond exact ly  alike to init ial  
conditions of the s ta te .  Therefore ,  one m u s t  be content, when using a feed-  
back filter synthesis  procedure ,  with a synthesis  of the closed-loop poles of 
the op t ima l  s y s t e m  r a t h e r  than a complete time h is tory  equivalence.  
The two sys t ems ,  one synthesized by feedback gains  and the other  
A f i l t e r  m u s t  s a t i s f y  ce r t a in  cha rac t e r i s t i c s  of real izabi l i ty  that s imply 
do not have to be considered when gains a r e  fed back f r o m  a s e t  of s ta te  v a r -  
iables .  So the f i l t e r  p rob lem is m o r e  difficult than the s t ra ight forward  feed-  
back  ga in  procedure  of synthesis .  
uncomplicated.  Because the s y s t e m  has been a s s u m e d  t o  be completely l in- 
e a r ,  the state var iab les  a r e  r e l a t ed  to each  other through t r ans fe r  functions 
and the re fo re  one s ta te  var iab le  can  be recons t ruc ted  f r o m  a measu remen t  
of a second state through a f i l t e r  network (with the exception, of cour se ,  of 
the  ini t ia l  t rans ien ts  of the f i l t e r  i tself ) .  There  a r e  l imitat ions to this  kind 
of recons t ruc t ion .  
fe r  function of the m e a s u r e d  s ta te  var iable  m u s t  be minimum phase.  Other -  
wise ,  the  filter will  have right-half plane poles,  c rea t ing  a n  unstable config- 
ura t ion  for  even the s l ightest  var ia t ion of the launch vehicle or  compensat ion 
network p a r a m e t e r s .  The second limitation to the recons t ruc t ion  procedure  
is  that  the t r ans fe r  function of the measu red  s ta te  should have a numera tor  
polynomial  of o r d e r  n - 1, where  n i s  the number of f i r s t - o r d e r  equations of 
motion tha t  descr ibe  the s y s t e m ' s  dynamic motions.  
qua ran tee  that  the compensat ion network will  contain a numera tor  polynomial 
tha t  is not  of higher o r d e r  than the denominator polynomial and the f i l t e r  wil l  
be rea l izable .  
The technique of specifying a f i l t e r  i s  
The m o s t  important  l imitat ion is that  the open-loop t r a n s -  
This r equ i r emen t  will  
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a; 
Each  of the t r ans fe r  functions /3c (s) of the open-loop launch vehicle 
c a n  be  expres sed  as the r a t io  of two polynomials in  s of the f o r m  
where  
%(S) = the numera tor  polynomial of the t r ans fe r  function fo r  
the ith s ta te  var iable ,  and 
D ( 5 )  = the open-loop cha rac t e r i s t i c  polynomial of the launch 
vehicle.  
The t r ans fe r  function of the 
f e r  function of the 9; qi 
s ta te  var iab le  i s  s imply  r e l a t ed  to the t r a n s -  
s ta te  var iab le  through the expres s ion  
(4-33)  
Using this  re la t ionship among the s t a t e s ,  a feedback cont ro l  law 
p, 
9, ,
= k~ can  be  recons t ruc ted  f r o m  a m e a s u r e m e n t  of a single state, s a y  
in the following manner  
(4-34)  
The t ransfer  function of the r equ i r ed  compensat ion network i s  then 
given by 
1 n 
Suppose i t  i s  des i r ab le  to r e c o n s t r u c t  the cont ro l  law in the manner  
descr ibed  above f r o m  a m e a s u r e m e n t  of not m o r e  than th ree  of the s ta te  
var iab les  of Equation 4-32. Consider  the n u m e r a t o r s  of the t r a n s f e r  
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functions of t hese  s t a t e s  which a re  given below: 
d (5) = / Z 9 s 7 +  j6 f6s6+ 6 6 4 . f ~ ~ + 2 6 . 6 6 ~ ~ + 3 0 0 8 ~ " +  33.23sZ-224s + 9.074 P 
We wish t o  choose as our  measu red  quantity a s t a t e  or  combination 
of s t a t e s  whose t r a n s f e r  function contains a min imum phase  numera to r  
polynomial of not m o r e  than seventh o r d e r .  
t ion 4 -36 qualify i n  themselves ,  but a combination of these  polynomials w i l l  
sa t isfy the  measurabi l i ty  r equ i r emen t s .  Seve ra l  combinations w i l l  yield the 
d e s i r e d  c h a r a c t e r i s t i c s ,  s o  as  an example we can  choose the sensed  quantity 
t o  be A = p - ( a", + ) . 
is  given by 
None of the polynomials of Equa-  
The numera tor  of the t r a n s f e r  function 
(4-37)  
Substi tuting f o r  /\//3 (s), Algj(%,) (s) and N,j (s) f r o m  Equations 4-36 ('Lsd 
N4(s)  = 17.9s'+ 2?.02s6+685 s5t 5 9 8 ~ ~ t C 3 5 9 0 ~ ~ + / 3 6 2 ~ ~ + 1 1 1 3 ~  +30.9 (4-38) 
NA (s) is of seventh o r d e r  and a Routh's c r i t e r i a  check of N, (s) = 0 shows 
all the roo t s  t o  have negative r e a l  p a r t s .  
Using th i s  sensed  quantity, t he re  a r e  s t i l l  s e v e r a l  w a y s  the feedback 
cont ro l  law m a y  be synthesized.  
m a y  be t h e  only quantity f ed  back to  the gimbal  ac tua tor  input, as shown in  
F i g u r e  4.2. 
F o r  instance the quantity ,4 = f l -  ('d%, + a,,) 
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P - LAUNCH 
VEH I CLE 
ACTU AT0 R - 
COMPENSATION 
NETWORK 
Figure 4.2 One Realization of the Control Law 
o r ,  as a second example,  the attitude and attitude r a t e  p a r t s  of the control  
law may be independently fed back, as  in F igure  4. 3 below: 
f l  LAUNCH 
e V E H I C L E  A CTU A T 0  R 
COMPENSATION 
NETWORK 
Figure 4.3 A Second Real izat ion of the Control  Law 
Using the r e s u l t s  of Equation 4-34, the t r a n s f e r  function of the com-  
pensation network of Figure 4. 2, which r e a l i z e s  the cont ro l  law of Equation 
4-32 is given by Equation 4-39: 
40 
, 
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-5.30~'- 104.8 ~~-469.2~5:J168.8~~-4880.3 S3- 7188.5s'- 3327~- 15.02 
(4-39)  - 
f 'Z 9 s '+ Zf.02 s 6+ 685. s5+ 598 .s + 3590s + f362 s 't //13S + 30.9 
The t r ans fe r  function of the compensation network for  the rea l iza t ion  
shown in F igu re  4.3, on the o ther  hand, is given b y  
I 
(4-40) - 530 s I-. 587s 6- 424.4 S '- 46.2 S'- 3705.7s '+ 9r8# S '- 667: 4 s + 2218 
I Z  9 5  7+ 21.02 S' + L85sS+ 5p8s 4, 3 5 9 0 ~ ~ 4  1362 s '+ f f / 3 ~  t30 .9  
- 
Although the  f i l t e r  t r a n s f e r  functions desc r ibed  in  Equations 4-39 and 
4-40 a re  of seventh o r d e r ,  t h e y  m a y  be r ea l i zed  without g rea t  difficulty. 
it is objectionable t o  have a seventh-order  numera tor  polynomial,  then  it 
m a y  b e  poss ib le  t o  synthes ize  Equation 4,30 instead of Equation 4 -32  using 
the same sensed  quantity A = p- ( O w ,  t @%, ) but feeding back the ac tua tor  
def lect ion p a r t  of the  cont ro l  law 3. 0 6 p  sepa ra t e ly  (i. e . ,  not recons t ruc t ing  
its effects  by the compensation network).  The  resu l t ing  compensation net-  
work  t r a n s f e r  function would be  the rat io  of a sixth- t o  a seventh-order  
polynomial .  
If 
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I 
k 
So again it is found that the synthesis  of the cont ro l  law is not unique, 
and a s e a r c h  should be made  of the cont ro l  configuration that p r e s e n t s  the  
fewes t  problems f r o m  a mechanization point of view. 
The compensation network t r a n s f e r  functions of Equations 4-29 and 
4-30 w e r e  synthesized f r o m  express ions  of the exac t  op t imal  cont ro l  law of 
Equation 4-32. 
vehicle,  t h e r e  a r e  s e v e r a l  s t eps  that would be  taken  in  the  no rma l  event of 
s y s t e m  design that  a r e  not shown in  the preceding ana lys i s .  First, approx-  
imat ions  to  the  cont ro l  law of Equation 4-32 would b e  made. P e r h a p s  s o m e  
of the  feedback gains  c a n  be el iminated en t i re ly ,  a p rocedure  that would a l t e r  
the s t r i c t  opt imal  c h a r a c t e r  of the design, but may still yield a sa t i s f ac to ry  
and acceptable  vehicle r e sponse .  The  second p rocedure  would be to  s implify 
the compensation network i tself  t o  yield a s i m p l e r  design,  still re ta ining 
a n  acceptable  closed-loop vehicle response .  
s implif icat ions can  be  made  before  the r e sponse  becomes unacceptable ( such  
a s  unstable  bending m o d e s ) .  The re fo re ,  the  opt imal  cont ro l  law can  be  u s e d  
a s  a guide which defines a supe r io r  sys t em.  The  aim is t o  r ea l i ze  a cont ro l  
law as c lose  t o  the  optimum as p rac t i ca l  cons idera t ions  will  a l low.  
If a compensation w e r e  to  be  synthesized for  a n  ac tua l  
It i s  f e l t  that  a fair number of 
Multi p 1 e -F e e d ba c k ,  Mu It i pl  e - C o m p  e n s a t  i o n S y nth e s i s 
Although it may  b e  poss ib le  to  synthes ize  the  cont ro l  e i ther  as  f eed -  
back gains  o r  as  a s ingle  compensation network,  nei ther  of the  two synthes is  
techniques a r e  en t i re ly  sa t i s fac tory .  
path f o r  each s t a t e  var iab le  used  t o  d e s c r i b e  the dynamic c h a r a c t e r i s t i c s  of 
the launch vehicle.  
t o  be controlled,  the number of s e n s o r s  r e q u i r e d  t o  r e a l i z e  the synthes is  is 
prohibit ive.  In addition, t h e r e  would be  no way t o  compensate  f o r  the  dy-  
namics  of the s e n s o r s  t hemse lves ,  which m a y  p r e s e n t  a problem i f  one i s  
t ry ing  t o  control bending modes  whose na tura l  f r equenc ie s  a r e  in  the neighbor 
hood of the na tura l  f requencies  of the  s e n s o r s  t h e m s e l v e s .  Approximations 
to  the control law, obtained by ignoring feedback pa ths  o r  by using l e a s t  
s q u a r e s  approximations,  m a y  still r e q u i r e  too many feedback paths  o r  may 
r e s u l t  i n  closed-loop dynamics that  a r e  a l t e r e d  far beyond allowable t o l e r -  
ances .  
The  f i rs t  technique r e q u i r e s  a feedback  
It is c l ea r  that  when many e las t ic  modes  of motion a r e  
The second technique, which r e q u i r e s  that a compensat ion network be 
synthesized to  shape the s igna l  output of a s ing le  s e n s o r ,  is a n  equally unsa t i s -  
fac tory  approach t o  opt imal  cont ro l  s y s t e m  syn thes i s .  
network is  synthesized i n  the feedforward path with uni ty  feedback, the com-  
pensat ion network must contain z e r o s  tha t  c a n c e l  the  uns tab le  open-loop poles  
of the  launch vehicle.  
s ical ly  impossible ,  the technique is wor th  not m o r e  than  e p h e m e r a l  cons ider  - 
at ion.  
ab le ,  s table  r e s u l t  without a t  l e a s t  a n  i n c r e a s e  i n  t h e  o r d e r  of the s y s t e m .  
A compensation network i n  the  feedback path shaping the  output of only one 
s e n s o r  has  difficulties a l m o s t  as  insurmountable  as the feedforward  compensa-  
t ion scheme .  
non-minimum phase,  the exac t  compensat ion network must contain right-half  
plane poles  to  cance l  the  right-half  plane z e r o s  of the  t r a n s f e r  function of the  
If the compensation 
Because po le -ze ro  cance l la t ion  of uns tab le  poles  is phy- 
No sys temat ic  approximations to  t h e  opt imal  wil l  produce a mechaniz-  
If the t r a n s f e r  function a s s o c i a t e d  with the m e a s u r e d  output is 
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sensed  quantity.  The re fo re ,  i n  o r d e r  to r e a l i z e  th i s  type of compensat ion,  
one m u s t  e i ther  choose a sensed  quantity whose t r a n s f e r  function is mini -  
mum phase  o r  one mus t  approximate  the f i l t e r ,  e i ther  by deleting the unstable  
port ion of the network o r  by approximating the unstable  p a r t  with s tab le  com-  
ponents,  a procedure  that  may produce s o m e  difficult ies,  In any case ,  the  
o r d e r  of the  f i l t e r  before  approximations a r e  made  is equal  t o  the number of 
s t a t e  var iab les  used  t o  desc r ibe  the launch vehicle dynamics.  
e las t ic  and s losh  modes of motion a r e  to be s tabi l ized,  the  o r d e r  of the  r e -  
quired f i l t e r  can  be very  high.  
depends upon the rel iabi l i ty  of sensing a s ingle  dynamic quantity, which may 
not be  d e s i r a b l e .  
If a dozen 
Final ly ,  the  s tabi l i ty  of the launch vehicle 
A review of the  difficult ies assoc ia ted  with the  synthes is  p rocedures  
outlined above c a n  lead one t o  the requi rements  f o r  a des i r ab le  synthes is  
p r o  c edu r e : 
1. 
2. 
3 .  
4. 
5. 
6 .  
7 .  
8 .  
The synthesis  procedure  should involve m o r e  than one senso r  
but  fewer  s e n s o r s  than the number of s t a t e s  of the sys t em.  
The compensation networks should be in the feedback paths 
to avoid the pole-zero  cancellation problems assoc ia ted  with 
fee  df o rwar  d c ompe n s at ion. 
Each  compensation network should be of o r d e r  lower than 
n-1, where n = the o r d e r  of the plant. 
The synthesis  procedure  should be methodical,  with sys t ema t i c  
select ion of the poles and ze ros  of the compensat ion networks.  
The synthes is  procedure  should contain the abil i ty to compen-  
sa t e  for s enso r  dynamics.  
The synthesis  procedure  should be amenable  to ra t ional ,  
sys t ema t i c  methods of simplification. 
to pred ic t  beforehand the consequences of a pa r t i cu la r  s tep  
in  the simplification process .  
It should be possible  
The o r d e r  of the cha rac t e r i s t i c  polynomial of the closed-loop 
s y s t e m  should theoret ical ly  equal  the o r d e r  of the open-loop 
sys t em,  even af te r  approximations and s implif icat ions a r e  made 
to  the compensat ion networks.  
The compensation networks should be chosen, if possible ,  such 
that  the vehicle would not be unstable with the fai lure  of any one 
feedback path. 
T h e  r equ i r emen t s  dictate  that  the synthes is  procedure  should be a 
c o m p r o m i s e  between the feedback g a i n  procedure ,  which avoids the pole- 
z e r o  cancel la t ion problem,  and the  single s e n s o r  synthes is  technique, which 
e l imina tes  the  need f o r  a n  excess  number of feedback paths .  Schematical ly ,  
the block d i a g r a m  of F igure  4 .4  indicates the requi rements :  
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ELASTl C LAUNCH VEH I CLE I I 
l-1 COMPENSATION NETWORK # I  L 
1 I 
Figure  4.  4 Block Diagram of Des i r ab le  Control  Law 
where the s u m  of the poles of the th ree  compensat ion networks equals  n - 
where  n i s  the o r d e r  of the sys t em.  
3 ,  
The r equ i r emen t  that  a sys t ema t i c  method be devised fo r  the s e l e c -  
t ion of the f i l t e r  poles and the d e s i r e  not t o  i n c r e a s e  the o r d e r  of the c losed-  
loop sys t em demands that  the poles  of the compensat ion networks be chosen 
f r o m  among the z e r o s  of the Y;/a, (s )  t r a n s f e r  funct ions.  
The dynamical  descr ip t ion  of the e las t ic  launch vehicle m u s t  be such  
that  t h r e e  of the s t a t e s  a r e  Y,, Y,, Y 3 .  The remain ing  s t a t e s  m u s t  be 
chosen such that each s t a t e  is r e l a t ed  to  L/, , y e ,  o r  ,q3 by compensat ion net-  
work component p a r t s .  
control  l a w  a s  
In other  words ,  we wish t o  be ab le  t o  d e s c r i b e  the 
n 
u = -2 ti y;
i =  I 
(4-41) 
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where  I 
y, e, 
- ( 5 )  - - 
Yz " d2 
5 +PI Yz S t  P 2  
dt - ( 5 )  = ~ 
f 
Y2 -(s) = - 
YZ 
and  
The  cont ro l  law can  then be specified i n  the  f o r m :  
etc. 
et c. 
e tc .  
u 6 n-1 
z u l  n - 1  
L L Y L  n-1 
I f  c u  
or 
u(s) = - b, + - $2  C f  + ~ *3 cz + ... + Of ] y, ( 5 )  
P s 1  tzf s tgz s+ as 
S + T ;  I Y3 (s) (4-43) + ... t *9+4+4 e, sfl.q.5 e, t t S +  9, S f  a", - [ kptg+3 
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The cont ro l  law of Equation 4-43 specif ies  t h ree  compensat ion networks 
shaping the outputs of the th ree  sensed  quantit ies y, , yz , and q3. 
o r d e r  of the f i l t e r s  i s  p < n - 1, q < n - 1, r < n - 1; 
poles  of the f i l t e r s  m a y  be select ively chosen f r o m  the roo t s  of (s+ Ki ), 
( 5  + f i j  ), and ( 5 +  2’; ), which have negative r e a l  p a r t s ,  avoiding the pole-zero  
cancellation problems of s ing le-sensor  synthesis .  
Because  the 
p + q t r = n - 3, the 
The cont ro l  law of Equation 4-43 suggests  a methodical  sequence one 
m a y  u s e  i n  the  p r o c e s s  of simplifying o r  approximating the opt imal  cont ro l  
l a w .  The  contribution of each s t a t e  var iab le  to  the total  compensat ion net-  
work  depends upon the magnitude of the feedback gains a s soc ia t ed  with the 
pa r t i cu la r  s ta te .  For instance,  i f  i n  the Compensation network 
(4-44)  
st a2 
the feedback gain k is found t o  add negligibly t o  the closed-loop dynamics,  
it may be possible f o ignore  the gain, yielding the approximate  network 
resul t ing i n  a s imple r ,  lower  o r d e r  compensat ion network. 
Requi red  Dvnamical Descr ipt ion of the Launch Vehicle 
In order  t o  synthesize the  s y s t e m  with t h r e e  m e a s u r e d  quant i t ies  and 
t h r e e  compensation networks,  it is probably necessa ry ,  and cer ta in ly  exped- 
ient, t o  desc r ibe  the s y s t e m  i n  the following fo rm:  
- 
0 
0 
0 
- do - 
t 0 
0 1 
d ,  -d2 
- 
. - .  0 0 (4-46)  
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I 
Y 
0 I 4 a,' . . . an-3 4 - 2  
0 I I  f I  aof ' a," . . . a p-1 a 77-2 $3 
(4-47) - f + j  Q 
The  e lements  of the F matrix are obtained f r o m  the open-loop cha r -  
a c t e r i s t i c  polynomial ~ ( s )  = ~ ~ + d , - , s ~ - ~ + d , , - ~  sa-'+ , , , c d ,  . The e lements  of 
the A m a t r i x  a r e  obtained as follows: The first  row of A is obtained f r o m  
the numera to r  of the YI/P& (5) t r ans fe r  function an-, s"-'ca,,, s"- '+ ,. , a, . 
The second r o w  of A is obtained f r o m  
n- f n- 2 
a p e ,  s +a,,, s t . . . +a0 - I n-2 I n-3 - a n-z 5 + a,,-3 s +.  . . +- a,' (4-48a) 
.5+ 05, 
Simi lar ly ,  the th i rd  row i s  obtained f rom 
an-1  5 + a n - 2  ..* +a,  n-2 77-3 I /  (4-4813) 5 n-2+ n- I = a,,,s ~ a ~ l ; l - ~ s  +...+a, 
5+@2 
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and all other rows  of A a r e  obtained in  a similar manner .  
Simple Example 
Consider the plant r ep resen ted  by the block d i a g r a m  
It 
paths and 
such that  
is  d e s i r e d  t o  synthesize the  s y s t e m  as shown, with two feedback 
with a rea l izable  compensat ion network i n  the qz feedback  path, 
the closed-loop cha rac t e r i s t i c  polynomial is 
A(s) = s3 + Z s 2 +  3 s  + 4 .  
F r o m  the t r ans fe r  functions 
9, s z +  s - 2  
-(s) = 
LL s 3 +  5 2  + s + Z  
Yz s z  + 7 s  +12 
- ( s )  = 
u s3 + S Z +  st 2 
the s ta te  space descr ipt ion of the plant is obtained 
< = F X  + C u  
y = A %  
f 
0 
-1 
1 
f 
7 
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where  the f i r s t  row of A is  obtained f rom numera to r  of the  Yt/u (s) t r a n s f e r  
function s2  t s - 2 and the second row is obtaified f r o m  
s z + s - 2  
= 5 - /  
S C Z  
while the th i rd  row is obtained f r o m  the numera to r  of the  q+& ( 5 )  t r a n s f e r  
function s 2  t 7 s  t 12. 
Solving for  u = -Kx, we follow the procedure  of Equation 4-24 
Since 
u = - c z  2 1 1  - I  1 0 
-I  
gf'/y, ( 5 )  = I /  5 2 , the  control  m a y  be synthesized a s  
which yields  the  des i r ed  closed-loop cha rac t e r i s t i c  polynomial 
A ( s )  = s 3  t 2s2 t 3s t 4. 
Although the example i s  quite s imple,  it does i l l u s t r a t e  the pr inc i -  
p les  involved. 
s t a t e s ,  ye t  g r e a t e r  than one. A compensation network has  been sys t ema t i -  
cal ly  spec i f ied  fo r  the  non-minimum phase var iab le  y 
network is  rea l izable ,  containing no right-half plane poles .  In addition, i t  
would be re la t ive ly  easy  to  invest igate  the consequences of omitting a feed-  
back gain,  but a simplification of th i s  type would not i n c r e a s e  the o r d e r  of 
The  number of feedback paths  i s  l e s s  than the number of 
yet the compensat ion 1' 
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the closed-loop sys t em.  
The multiple-feedback, multiple -network synthesis  procedure  was  not 
t r i e d  in  the e l a s t i c  launch vehicle problem,  but i t  is c l e a r  that  the techniques 
i l lus t ra ted  a r e  d i rec t ly  applicable.  
Response  of the Optimal  Sys tem 
The closed-loop r e sponse  of the vehicle,  using the feedback cont ro l  
laws of Equation 4-32 o r  Equation 4-30, is shown in F igu res  4. 5, 4 .6  and 
4. 7. 
locations indicated in  Equation 4-32. The input command was  a step,  a 
s e v e r e  excitation to such a sys t em,  but calculated to exci te  the bending m o -  
t ion and enhance the r e s idues  of the poles  or iginal ly  assoc ia ted  with the 
bending modes.  
s ta t ion zj = 122.5 m e t e r s .  The second mode osci l la t ions are  c l ea r ly  shown 
at all t h ree  locations.  
a bending mode),  the m e a s u r e d  damping r a t i o  of this  mode c lose ly  ma tches  
the predicted 
the att i tude r e sponse  of the vehicle at the c. g . ,  X = 41.5 m e t e r s .  The r e -  
sponse i s  smooth, showing v e r y  l i t t le contribution f r o m  e i ther  bending mode,  
but this  is to be  expected because the mode s lopes  are  small at this  location. 
F igu re  4 . 7  shows the control  motions r equ i r ed  to achieve the r e s p o n s e s  
shown in the previous two f igures .  Except  for  the ini t ia l  abrupt  r e sponse ,  
the cont ro l  motion i s  reasonable ,  and shows, in genera l ,  that  the system 
could probably have been speeded up somewhat  before  encounter ing a n  un- 
acceptable  control  motion. 
Figure 4.5 shows the no rma l  acce lera t ion  r e sponse  a t  the th ree  s e n s o r  
The effect  of the f i r s t  bending mode shows c l ea r ly  only at 
These  osci l la t ions a re  reasonably  wel l  damped ( fo r  
= . 12 f r o m  the roo t  squa re  locus plot. F igu re  4.6 shows 
Parameter Variations 
The bending c h a r a c t e r i s t i c s  of a l a rge  flexible launch vehicle a r e  
known only to a fa i r  degree  of accuracy .  
and s lopes  a r e  subject to uncertaint ies  depending upon the mode number  and 
the vehicle body station. It i s  necessa ry ,  therefore ,  to calculate  the e f f e c t s  
of var ia t ions of the e l a s t i c  p rope r t i e s  of the vehicle on the closed-loop opti-  
m a l  sys tem.  
f ied and their effect  on the sys t em,  defined b y  the cont ro l  law of Equation 
4-30, was  calculated. The t r ans fo rma t ion  B re la t ing  the vector  7 to the 
vec tor  y 
The n o r m a l  bending mode shapes  
A s e r i e s  of var ia t ions  in these  e l a s t i c  p rope r t i e s  was  spec i -  
is  defined by the equation shown at  the top of page 53. 
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Figure  4. 5 Normal  Accelerat ion Response a t  
T h r e e  Body Stations 
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Figure  4 . 6  Attitude Response of Optimal  Sys tem 
at Booster Center of Gravi ty  
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Figure  4. 7 Time His to ry  of Opt imal  Cont ro l  Motion 
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where  
y. = normalized mode deflection of the  j t h  mode at the  ith body ' b,) 
Yi(%,)= normalized mode s lope of the  jth mode at the ith body s ta t ion 
A t  body s ta t ions %, = 41. 5 i n . ,  I C z  = 86. 0 in. and x 3  = 122. 5 i n . ,  the  
s ta t ion 
nominal bending mode and s lope values and the i r  se lec ted  var ia t ions f r o m  
the nominal  a r e  given in  Table  4. 1 below: 
TABLE 4 .1  
NOMINAL MODE CHARACTERISTICS AND 
EXPECTED RANGE O F  VARIATIONS 
Nominal Value 
- 0 . 3 9 0  
to. 028 
-0 .555  
to. 0085 
-0 .025 
-0.060 
- 0 . 1 2 3  
to. 143 
Expected Range of Variat ion 
*1570 
*15% 
*I 570 
*15% 
*2570 
*3570 
*2570 
*25% 
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A brief p r o g r a m  was conducted to investigate the var ia t ions  of the 
closed-loop poles  of the sys t em with the control  law fixed as defined by Equa-  
tion 4-30. The r e s u l t s  for  a few of the pa rame te r  var ia t ions a r e  tabulated in  
Table 4. 2 below: 
TABLE 4.2 
VARIATIONS O F  THE CLOSED-LOOP POLES 
NOM I MAL A L L  MODE A L L  MODE 
PARAMETERS PARAMETERS Y’ 
INCREASED DECREASED ‘ 2  ( X  3) Y’ 
4. I )  4. I)  
( S E E  TABLE ONLY %%J * ( Y , )  
INCREASED ( S E E  TABLE INCREASED 
s -.00770 -.a833 - -00790 -.a3750 -.008P 
s = -17.901 - 17.901 -17.901 -17.901 -17.901 
- . 6 1 8 f  j .496 s = -.612 f j.547 -.614 f j .478 -.615 f j .526 -.611 f j.565 
s = -1.200 f 12.304 - I .  187 f 12.319 - 1 .  197 f j2.309 -1.200 f j2.299 - 1 .  I93 -+ j2.316 
s = -.743 f j 6 .  155 -.744 f j6.154 -.744 f j6.  I55 - .7W f j 6 .  156 -.744 It j6 .  1515 
A casual  examination of Table 4. 2 will  disclose that the opt imal  s y s t e m  
is not par t icu lar ly  sensi t ive to var ia t ions of the bending mode p a r a m e t e r s  of 
the launch vehicle, even though the var ia t ions of the closed-loop r o o t s  tabulated 
in Table 4.2 r e p r e s e n t  the widest  change of closed-loop dynamics d iscovered  
using the selected mode c h a r a c t e r i s t i c s  of Table 4. 1. 
selected a t  random, and therefore  an  absolute conclusion concerning insens i -  
tivity cannot be made. 
de sign. 
The var ia t ions w e r e  
However, all evidence points to a v e r y  insensit ive 
Control Law Approximation 
A l eas t  squa res  f i t  of the control  law of Equation 4-30 using only t h r e e  
of the eight s ta te  var iab les  was  calculated to de te rmine  i f  a d i r e c t  approxi-  
mat ion to the exac t  control  law could r e s u l t  in a n  acceptable  e l a s t i c  booster  
control  sys tem design. 
The requi rement  is that the outputs of t h r e e  s e n s o r s  located at station 
yf = 41.5 m e t e r s  a r e  to be used to approximate  the vector  
and therefore  the optimal cont ro l  law of Equation 4-30. 
defining the outputs of these three  s e n s o r s  are:  
The relat ionships  
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4, 
(4-49) 
w h e r e  B cons is t s  of the first t h r e e  rows of t h e  s q u a r e  m a t r i x  B defined by 
Equation 4-33.  1 
The  l e a s t  squ r e s  f i t  is  calculated by computing the general ized in-  
1 1 
$ v e r s e  of B called B (Ref.  7).  The  general ized i n v e r s e  is obtained by 
solving f o r  the m a t r i c e s  N and hl such that 
B,rgl h.1 = Ni3, B,' = B,' 
then  
q'=Ni?,M 
The approximated feedback cont ro l  law then becomes  
(4-50) 
(4-51) 
For th i s  pa r t i cu la r  problem, the l e a s t  s q u a r e s  f i t  to the cont ro l  law 
of Equation 4-30 is 
(4-52)  
The  feedback cont ro l  law of Equation 4-52 can  be easi ly  mechanized.  
The  closed-loop cha rac t e r i s t i c  polynomial obtained by using the approximate  
opt imal  cont ro l  law of Equation 4-33 is: 
A (s) = ( 5  + , ozzs)(s +. 377) [ s + .4ZS k j  1,561 [ s + 6.9 3 2 j 4.681 [ s + ,763 5 j 56d 
Compar ing  this  cha rac t e r i s t i c  polynomial with the cha rac t e r i s t i c  
polynomial  of Equation 4-21 shows that the  approximation has  p re se rved  sta- 
bil i ty but the  d r i f t  min imum proper ty  of the  design has  been compromised .  
It a p p e a r s ,  however ,  that  the  technique shows p r o m i s e  fo r  obtaining accept -  
a b l e  con t ro l  s y s t e m  design approximations of the optimal sys tem,  although 
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t h e r e  is no r e a s o n  t o  b e l i e v e  that  all approximations of the  type given above 
wil l  r e su l t  i n  s table  closed-loop configurations.  
Pe rhaps  the bes t  way t o  incorpora te  the idea of the  genera l ized  i n -  
v e r s e  into the control  p rob lem is t o  u s e  the genera l ized  i n v e r s e  theory  to  
ad jus t  the  z e r o s  of the compensat ion networks of Equation 4-45 a f t e r  the 
k. having negligible effect on the  closed loop dynamics have been deleted f r o m  
tfie cont ro l  law. 
Addition of t he  Thi rd  Mode 
A th i rd  bending mode w a s  added to  the definit ion of the launch vehicle 
The  purpose  of this  addition was  to  obtain the  e f fec t  on equations of motion. 
the th i rd  mode of a cont ro l  s y s t e m  designed to  i n c r e a s e  the  damping r a t io s  
of only the  f i r s t  two modes .  
a r e  given in  Appendix A .  
r a d / s e c  and a damping r a t io  y = . 005. 
the  closed-loop poles  originating f r o m  the  th i rd  mode  w e r e  unstable ,  having 
a closed-loop na tura l  f requency of 0, = 7.885 and a damping r a t io  of 
Th i s  mode  could, of cour se ,  be included i n  the  s y s t e m  des ign  and s tab i l ized  
with a corresponding i n c r e a s e  i n  the complexity of the cont ro l  law. 
The  equations,  which include the  th i rd  mode,  
Using the cont ro l  law of Equation 4-28, 
The  th i rd  mode  h a s  a na tura l  f requency of c3 = 9.18 
= - .  206.  
It should be s ta ted that  the s e n s o r  posit ions se lec ted  fo r  the cont ro l  
law of Equation 4-32 w e r e  chosen without r e g a r d  t o  the th i rd  bending mode  
c h a r a c t e r i s t i c s  at the pa r t i cu la r  s e n s o r  locat ions.  
ducing the  effect of the cont ro l  law on higher modes  i s  to judiciously loca te  
the  s e n s o r s  t o  minimize  the mode pickup. 
cons t ra in t  to  the problem that  would have  as a n  object ive a des ign  that  would 
d e c r e a s e  the sensi t ivi ty  of the th i rd  mode .  
f i l t e r  t o  desensi t ize  the th i rd  mode. 
A n  obvious way of r e -  
A l e s s  obvious way i s  t o  add  a 
Th i s  design would r e s u l t  i n  a 
A few genera l i t i es  can  be m a d e  on the u s e  of a mode l  t o  spec i fy  a 
des i r ab le  response .  The  technique s e e m s  to  be the  s t ra ight forward ,  s i m -  
plified w a y  to design a closed-loop s y s t e m ,  opt imal  o r  o therwise .  
opt imal  a spec t  of the p rob lem is secondary  if the  only r equ i r emen t  is t o  
match  the poles of the closed-loop s y s t e m  to  the  poles  of a model .  
mal a s p e c t  of the  se lec t ion  of approximat ions  to  the  mode l  should be p r e -  
s e r v e d  f o r  at l ea s t  t h r e e  r easons  which a r e  implied,  but not proven,  i n  th i s  
sect ion.  F i r s t ,  the  opt imal  formula t ion  of the p rob lem cons ide r s  cont ro l  
motion deflections.  If the  cont ro l  motion ampl i tudes  a r e  too l a r g e  ( f o r  a 
specif ic  input) i t  i s  n e c e s s a r y  only t o  weight the  con t ro l  por t ion  of the p e r -  
fo rmance  index m o r e  heavily,  resu l t ing  i n  lower ampl i tude  cont ro l  mot ions .  
No o ther  design technique, pa r t i cu la r ly  f o r  complex s y s t e m s ,  can  spec i f i -  
cally consider  the cont ro l  motions as  p a r t  of the p rob lem object ives .  
second advantage of opt imal  cont ro l  is a l s o  pecul ia r  t o  the  technique. 
h a s  been observed that t he  closed-loop poles  rapidly approach  the  Bu t t e r -  
worth configuration, i. e . ,  the  a sympto te s  of the  locus .  In genera l ,  the  
root  s q u a r e  locus plot a p p e a r s  to  approach  its asymptot ic  values  f a s t e r  than 
f o r  a n  ordinary root locus plot. 
asymptot ic  values, the poles become re l a t ive ly  in sens i t i ve  to  changes of the 
coefficients of the or ig ina l  equations of motion.  
The 
The  opti- 
A 
It 
Once the  closed-loop poles  approach  the  
S ince  a l a r g e  number of 
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I examples  have shown that the root square  locus approaches  its asymptotes  
a t  a lower inc remen t  i n  f requency than an equivalent root locus,  i t  can be 
a conventionally designed sys tem.  Fina l ly ,  the root  squa re  locus expression 
enables the designer  to  systematical ly  select  a l l  of the poles of the sys tem,  
par t icu lar ly  when the model  and the plant a r e  of different o r d e r .  
' 
I 
I 
safely s ta ted that a l inear  optimal sys t em is equivalently less sensi t ive than 
5 7  
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SECTION 5 
THE APPLICATION O F  LINEAR OPTIMAL CONTROL 
TO SYSTEMS CONTAINING UNCERTAIN PARAMETERS 
In t  r odu c t io n 
Most of the synthesis  techniques avai lable  t o  the  desig'ner depend 
upon the  assumption that  the plant p a r a m e t e r s  a r e  wel l  known. 
t ion is not valid when one cons iders  the design of a cont ro l le r  fo r  a flexible 
boos te r .  Variat ions i n  the plant p a r a m e t e r s  a r e ,  of cour se ,  expected t o  
occur  over the fl ight envelope of the boos te r ,  but quite a s i d e  f r o m  this  e f fec t ,  
t h e r e  is the problem that  even a t  a specif ic  flight condition (where  one c a n  
usual ly  a s s u m e  the plant p a r a m e t e r s  a r e  constant)  the values  of the var ious  
coefficients,  par t icu lar ly  the flexible mode  shapes and s lopes ,  a r e  not known 
exact ly .  
This  a s s u m p -  
The bulk of the  theory  which t r e a t s  th i s  c a s e  has ,  i n  the pas t ,  cons i -  
d e r e d  the si tuation i n  which the s t a t i s t i ca l  var ia t ions  of the plant p a r a m e t e r s  
take  place over  a per iod of t ime.  The  s i tuat ion which is of m o r e  i n t e r e s t  i s  
the c a s e  where the  plant p a r a m e t e r s  a r e  re la t ively constant  over  t i m e  but 
can  be considered as  random var iab les  desc r ibed  on a sample  space .  Some 
recen t  r e s e a r c h  i n  this  a r e a  h a s  approached the  p rob lem by incorporat ing 
s o m e  m e a s u r e  of the  randomness  o r  var iab i l i ty  into the per formance  index 
p r i o r  t o  the minimizat ion and specification of a n  opt imal  cont ro l  law.  
way a n  express ion  fo r  the opt imal  control  i s  developed which re f lec ts  t h e  
fac t  that  some of the plant p a r a m e t e r s  may not be at t he i r  nominal value.  
In th i s  
One approach  t o  this  problem can  be formula ted  by asking f o r  the 
compensating networks which minimize  the  E ( 2  V I .  That  is, 
If the equations of motion which d e s c r i b e  the s y s t e m  a r e  manipulated 
into the vector f o r m  
$ = FZ + G u  
where  F and  G have en t r i e s  which a r e  random va r i ab le s  with the joint  density 
p ( F ,  G ) ,  th is  problem can  be s ta ted as  
z p  J?(F,C) [f(g'6'~ t u ' h h ) d t  dFdG 
&mrk 0 1 
In this sect ion,  i t  i s  not our intent t o  f o r m u l a t e  the problem i n  the mos t  
genera l  manner  possible  (that is ,  consider  the  mul t i -cont ro l le r  and mul t i -  
output si tuation) s ince  it is des i r ab le  that we gradual ly  work  our  w a y  into the  
problem and develop a "feel" for  the ma themat i c s  involved. It w i l l  suf f ice  to  
:::In th i s  repor t  express ions  such  a s  ":" E [ Z V /  w i l l  r e a d  as "The cont ro l  
u which minimizes  the expected value of 2v. 
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say  that all the tools requi red  to extend the single-input, single-output c a s e  
t o  the mult i -control ler  c a s e  a r e  a l ready  available within the  p re sen t  frame- 
work  of the calculus of var ia t ions.  
the background philosophy, solving t h r e e  s imple  i l lus t ra t ive  problems,  and 
applying what has  been developed t o  the task  of investigating the  c h a r a c t e r -  
i s t i c s  of t he  optimum compensating network requi red  f o r  a flexible booster  
(only the f i rs t  bending mode will  b e  considered).  
Thus we will  be  content with outlining 
The  equations which define the conditions of optimality will  be  de-  
r ived using frequency domain methods.  
difficult points which a r i s e  with nonminimum phase s y s t e m s  s ince the t r a n s -  
f e r  functions which desc r ibe  the booster  have both poles  and z e r o s  i n  the 
right-half plane. 
Appendix B cons iders  s o m e  of the 
P r e l iminar  v Comments  
To  begin, a s s u m e  the  feedback control s y s t e m  shown i n  F igu re  5. 1 .  
F igu re  5. 1 Forward  Loop Compensation 
The  compensating network, Wc, i s  t o  be designed i n  such a fashion that the 
exp r e s s ion 
0 
is minimized.  In F igu re  5 .1 ,  u r ep resen t s  the control  (o r  input) to  the 
fixed e lements  of the s y s t e m  W ( s ) .  
i n  t he  f o r m  
The above s ta tement  may be expressed  
Although it may  be possible,  it i s  believed that the analytical  difficulties 
involved in  minimizing Equation 5-1 by solving d i r ec t ly  f o r  the optimum 
compensat ing network a r e  insurmountable.  
ence  8 )  have attempted t o  s idestep the difficulties involved by reformulating 
In the pas t ,  some w r i t e r s  (Refer - 
59 
IH-2089-F- I 
the  problem in  a n  open-loop manner ,  and then solving f o r  a n  open-loop com-  
pensating network.  
F i g u r e  5 . 2 .  
That  i s ,  they formula ted  the  problem as depicted in  
F i g u r e  5. 2 Open-Loop Configuration 
This ,  of course ,  is completely unsa t i s fac tory  when W ( s )  contains  nonminimum 
phase components. 
In the event that  W ( s )  is completely known, the ana ly t ica l  difficult ies 
involved in  finding the optimum compensating network m a y  be  avoided by 
solving fo r  the optimum value of s o m e  o ther  s y s t e m  var iab le  such  as the 
optimum control  o r  the opt imal  e r r o r .  
t r ac t ab le  and p resen t  no insurmountable  ana ly t ica l  road-blocks.  
the opt imal  e r ro r  o r  the  opt imal  cont ro l  has been found, it is a s imple  m a t t e r  
of a lgeb ra  to  s o l v e f o r  the opt imal  compensating network. A s  a n  a l t e r n a t e  
procedure ,  one might e lec t  to  so lve  f o r  both the opt imal  e r r o r  and opt imal  
cont ro l  and then define 
These  problems t u r n  out t o  b e  qui te  
Once e i the r  
A l l  of these  p rocedures  obviously yield the  same expres s ion  fo r  W 
is completely de te rminis t ic .  
when W 
C 
When W ( s )  contains unce r t a in  coeff ic ients ,  desc r ibed  only by p roba -  
bility density functions,  it s e e m s  r easonab le  t o  find the  compensating network 
which minimizes  the  expected value of the  pe r fo rmance  index. However,  
one cannot solve for  just  the  opt imal  cont ro l  which min imizes  the  E { 2 V ] and 
then a lgebra ica l ly  manipulate the blocks to  find W 
any given sys t em) .  
s ince  W is unknown (for 
C Never the less ,  it can  still make  s e n s e  to  define 
( 5 - 3 )  
That is ,  define the compensating network to  b e  the  r a t i o  of the  cont ro l  which 
minimizes  the expected value of the p e r f o r m a n c e  index to  the e r r o r  which 
minimizes  the expected value of the p e r f o r m a n c e  index. Defining the 
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compensat ion i n  th i s  manner  i s  a subjective decis ion which is  cer ta in ly  open 
t o  discussion.  
of the  choice should r e s t  with the r e s u l t s  achieved -- namely, does it des ign  
I 'acceptable" sys  t ems .  
However,  one f e e l s  that  the f i n a l  decis ion as t o  the "goodness" 
It is, of cour se ,  difficult enough to decide when a s y s t e m  is accep t -  
ab le  even when all the p a r a m e t e r s  a r e  known p rec i se ly  -- thus we expect 
that  our  difficulty i n  deciding th i s  question mus t  i n c r e a s e  a s  our knowledge 
of the s y s t e m  becomes l e s s  p rec i se .  However, the s imple  i l lus t ra t ive  exam-  
ples  which follow do s e e m  t o  indicate that t h e r e  is m e r i t  in  the idea of finding 
the compensat ing network which minimizes  the expected value of the pe r fo r -  
mance  index. 
mance  wi l l  be l e s s  sens i t ive  to  p a r a m e t e r  var ia t ions nor does i t  guarantee  
that any pa r t i cu la r  s y s t e i i i  xh ich  u s e s  t h e  ave rage  compensat ion p resc r ibed  
by the ana lys i s  will  be s table .  (Of course ,  one would hope that this  might  be 
a by-product  of the design procedure .  ) It would thus s e e m  worthwhile t o  
expend additional effor t  to  de te rmine  the relat ionships ,  i f  any ,  which ex is t  
between p a r a m e t e r  sensit ivity,  stabil i ty and the minimum of the expected 
value of t he  pe r fo rmance  index. 
Notice tha t  th i s  does not necessa r i ly  imply  tha t  the p e r f o r -  
W e  wi l l  take Equation 5 -3  a s  the definition of the compensating net-  
work  t o  be employed for  the s y s t e m  depicted i n  F i g u r e  5. 1 .  
feedback configuration i s  des i r ed ,  s ay  that of F igu re  5. 3, W 
as 
If a different 
might be defined 
C 
where  
F igu re  5 . 3  Feedback Compensation 
It is still necessa ry ,  i n  any a l te rna te  compensating scheme,  to  solve 
f o r  at least two opt imal  var iab les  of the sys t em.  
In the de te rminis t ic  ca se ,  one m a y  show that  the following Wiener-  
Hopf equat ions define the opt imal  conditions (References  2 and 9):  
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(5-5)  
r 1 
where  W = W ( s ) ,  
f o r m s  which are ze ro  for  t 2 0. 
sys tem,  i t  suffices to s a y  that  2, (s) , 
half plane. 
which, when sat isf ied,  insure  a minimum value for  the per formance  index. 
It m a y  occur ,  for  example,  tha t  T~ fs)  = constant. In this c a s e  the sufficient 
condition breaks  down and one m u s t  r e s o r t  to  a m o r e  genera l  condition which 
is both necessa ry  and sufficient ( r e f e r  t o  Appendix B) .  
leads to  the following express ions  (again r e f e r  t o  Appendix B )  
= W ( - s )  and a , ,  q2 , and T3 have inverse  Laplace t r a n s -  
In the event  that  W (  s )  is a minimum phase 
( 5 1 ,  and 9, ( 5 )  a r e  analytic in the left- 
Statements  such as y, (t) = 0 for  t 2 0 are  sufficient conditions 
In the nondeterministic c a s e ,  p rec ise ly  the s a m e  s o r t  of ana lys i s  
where E/ 1 r ep resen t?  the operation of taking the expected value of the quantity 
in  bracke ts .  Again x -  [T,  (SI] , e tc .  a r e  r equ i r ed  to  be z e r o  f o r  t 2 0. 
In the multi-control c a s e ,  i f  the equations which r e p r e s e n t  the s y s t e m  
a r e  given in the f i r s t - o r d e r  f o r m  
with 00 
< s F % t G u  y = HY 
2 v  = J ( y '0ycu 'Ru)d t  
0 
and where F and G have e n t r i e s  which a re  r andom var iab les  with the joint 
density p ( F ,  G ) ,  the analogous procedure  i s  s imply  to  find the opt imal  control 
which minimizes  the expected value of the pe r fo rmance  index as  wel l  as the 
express ions  for  the optimal state var iab les  which minimize  the expected 
value of the performance m e a s u r e .  Thus,  the s u m  of the convolutions of 
unknown network impulse r e sponses  with the opt imal  s ta te  var iab les ,  which 
a re  s e t  equal to  the optimal control,  will  s e r v e  to define the r equ i r ed  feed-  
back. The tools for this type of an ana lys i s  a re  a l r eady  available within the 
62 
IH-2089-F-1 
f r amework  of the c l a s s i c a l  calculus  of var ia t ions.  
I l lustrat ive Example No.  1 
Experience indicates  that the s imple  f i r s t - o r d e r  s y s t e m  shown i n  
F i g u r e  5 . 4  is  adequate  t o  demons t r a t e  the impor t an t  features of the theo ry .  
F i g u r e  5 . 4  F i r s t - O r d e r  System 
It is a s sumed  that the  exact  value of a i s  unknown, being desc r ibed  
only by the uni form probabili ty densi ty  function shown i n  F i g u r e  5. 5 and 
tha t  R ( S )  i s  a s t ep  input.  
t 2 3 a- I 
F i g u r e  5 . 5  Uniform Probabi l i ty  Density 
In o r d e r  t o  spec i fy  Wc,  w e  solve f o r  both the  opt imal  e r r o r  and the -
optimal con t ro l ,  
d e t e r m i n e  the  e r r o r  which minimizes  the expected value of the per formance  
index is  
The  Wiener-Hopf equation which m u s t  b e  solved i n  o r d e r  t o  
6 3  
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Since 1 - -  - - s z  +az, 
W @  
= - s 2 &  €{a2] .  
The Wiener-Hopf equation becomes ,  a f t e r  lett ing f ( s )  = I/s , 
o r  
* Let co 8 + CI 
eo = 
S [ S + 6 )  
where  C and C a r e  unknown coeff ic ients  and subs t i tu te  into Equation 5-7: 
0 1 
(5 -8 )  (- 5 t h ) ( C ,  s + e,)- (- s z  c 7/3) = 3 ( s )  
S 
00 
In o r d e r  for  
hand s ide  of Equation 5-8  be z e r o  fo r  s = 0 and s = a . 
where  the case  for  which 9 (5) = cons tan t  i s  d i scussed .  ) 
y((t)e,(k) dt = 0 i t  i s  sufficient that  the numera tor  on the le f t -  
(Re fe r  to Appendix B 
At s = 0: Z C ,  = 7/3 
C, = 7/3a: 
A s  s t 00 - eoz mus t  equal  - s2 .  
Therefore ,  
c, I .  
.b 
’ I .  In finding the opt imal  e r r o r ,  a d i r e c t  method desc r ibed  in  Refe rence  9 i s  
being used. 
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7 
3a 
The f inal  r e s u l t  is 
s +  - 
eo = 
S ( S  + &) 
Notice tha t  t h i s  r e s u l t  gives a(s)=(p!- f i E  1 
half plane.  Hence the  e given i s  the optimal one. 0 
, which is analytic i n  the  lef t -  
It is impor tan t  t o  note tha t  one may employ a root  s q u a r e  locus ana l -  
y s i s  (Reference  2 )  on Equation 5-7  t o  find the  opt imal  closed-loop roo t s .  
would be done f o r  a m o r e  complicated example,  but it is not at all n e c e s s a r y  
Th i s  
fo r  t h i s  s imple  c a s e  s ince  
We proceed  now t o  find the optimal zontrol  by solving the Wiener-  
Hopf equation 
(5 -10) 
Th i s  will  t u r n  out to  be a m o r e  difficult t a s k  i n  which one is confronted with 
the t a s k  of analyzing Laplace t r a n s f o r m s  which a r e  t ranscendenta l  functions 
of s. 
The  first t a s k  is t o  evaluate the 
Thus 
Using the  s e r i e s  
(5 -11) 
(5-12) 
val id  f o r  x > 0, one obtains 
Checking the s e r i e s ,  i t  is found that the first two t e r m s  af ford  a n  excel lent  
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approximation to  the log function and one may use 
Notice that  the is the  geometr ic  mean  of the densi ty  function. 
The next task  is to evaluate E 
. 
Using Equation 5-12 gives 
(5 -14) 
o r  
The Wiener-Hopf equation f o r  the  opt imal  control  i s  now 
The root squa re  locus f o r  this  sys t em,  plotted as I s I vs relat ive 
damping in  F i g u r e  5 .  6 shows that  for  va lues  of 1 / r  of approximately one, 
the equation 
(S  t 1 .  385)2 t (. 283)2  = 0 
defines two of the opt imal  roots  of the s y s t e m .  
Solving fo r  the opt imal  Control, us ing  the  equation (Reference 9 )  
f 
Uo = -  [+] 
Y + 
6 6  
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one finds, when 1/ r = 68/ 3, for  example, 
Thus 
s +  $5 I 6 8  - -  
3 when 7 - 
- 
eo - s ( s + a )  since 
I35 
L S  
DEG 
I80 
(5-18) 
225 
10 
IS1 
I .o  
F i g u r e  5 . 6  Roo t  Square Locus f o r  Example 1 
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If p(a)  had  the form given i n  F i g u r e  5.7,  
I J7/3 a -  
F i g u r e  5. 7 Delta Function Density 
the  opt imal  compensating network would have been 
(4 .53)  (s + J7? 
, _. . 
\ d - L l \  ( 5 + 7/t5 ) 
It i s  apparent  tha t  t h e r e  w i l l  be no e s sen t i a l  difference between the 
Tha t  is ,  the  
closed-loop s y s t e m  which u s e s  the  compensation network given by Equation 
5-18 and the system us ing  the  compensation of Equation 5-19. 
p a r a m e t e r  uncertainty was  not enough to c a u s e  any d r a s t i c  change in  the  
compensating network. 
I l lustrat ive ExamDle No. 2 
I C  i o \  
It i s  f a i r ly  obvious, f r o m  the  f irst  example,  that  the o r d e r  of the 
compensating network wil l  i n c r e a s e  as the  informat ion  concerning the s y s t e m  
becomes m o r e  "distributed".  Th i s  is not a s u r p r i s i n g  r e s u l t  and we expect  
it t o  hold t rue  for all r ea l i s t i c  dens i ty  funct ions.  
opt imal  compensating network for the  dens i ty  function of F i g u r e  5 . 8  and the  
open-loop s y s t e m  of the  prev ious  example wil l  b e  found. 
To  i l l u s t r a t e  th i s ,  the  
I 1 
I a -  I ;c 
F i g u r e  5. 8 Density Funct ion f o r  Example  2 
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The  var ious  ave rages  a r e :  
The  express ion  f o r  the  opt imal  control,  when f? = l / s ,  becomes:  
7 7 
L If r = 2/15: 
( s ' d  4.25s + 4)  (5'- 4,255 + 4 )  
(S+f ) (S+Z) ( -St  N - S t Z )  = 3, 
The opt imal  control  is 
225(5 f r)(s+ 2 )  
s(s +3.333)(5+%2) 
uo = 
The Wiener-Hopf equation f o r  the opt imal  e r r o r  is: 
L e t  
Then  
Let s = o  
[ -s+  3 . 3 ) ( 5 + 3 . 3 ) e 0  - - ' (- 5 2 c- ;) =T2 
S 
a s t b  
e, = 
s (5 + 3.3) 
17 
5 3 b  = 7 
(5-22)  
(5-23) 
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2 Everything is wel l  behaved at s = t 00 i f  - as t 5' = 0.  
Therefore  a = 1 
5t 1.03 and e = 
s (st 3.3) 0 
(5-24) 
If p (a )  had been as given in  F i g u r e  5. 9, 
Figure  5. 9 Al te rna te  Density for  Example 2 
the optimal compensating network would be 
which i s  very s i m i l a r  t o  that  of Equation 5-24. 
(5-25) 
The impor tance  of this s imple  example  should not be overlooked. It 
indicates that if one can  feel justif ied i n  approximating a given densi ty  function 
by a weighted s e t  of del ta  functions,  no additional analyt ical  diff icul t ies  will  
be experienced i n  solving f o r  the  opt imal  compensat ing network than would 
occur  i n  the completely de te rminis t ic  c a s e .  Moreover ,  it is seen  that  the 
o r d e r  of the opt imal  cont ro l  express ion  i n c r e a s e s  by one f o r  each  additional 
delta function which i s  added to  the approximation of the  t r u e  density function. 
70 
IH - 2 08 9 - F - 1 
In addition, all the  opt imal  theory tools such  a s  the root  squa re  locus and 
Bode plots  (Reference  2 ) ,  can be brought t o  bea r  on the  problem,  giving the 
engineer a c l e a r e r  insight as t o  the  effect  of any pa r t i cu la r  unce r t a in  coef- 
f ic ient  on the s y s t e m ' s  per formance .  
I l lus t ra t ive  Example  No. 3 
One intuitively fee ls  that  the m o r e  r e a l i s t i c  density functions fo r  de-  
scr ibing unce r t a in  p a r a m e t e r s  i n  r e a l  physical  s y s t e m s  should monotonically 
d e c r e a s e  f r o m  s o m e  peak value and go to  z e r o  fo r  two finite values of the  
a rgument .  That  is, they should have a f o r m  such  as  that shown i n  F i g u r e  
5.10 where  the peak value occur s  a t  a = a and the densi ty  function is  identi-  
a2  and a f a A prolbable density function which s a t i s -  cal ly  z e r o  for  a t 
f i e s  t hese  r equ i r emen t s  and, i n  addition, does not introduce excess ive  ana ly-  
t i ca l  difficult ies into the problem i s  the "Beta" densi ty  function. This  func- 
t ion is desc r ibed  by Equation 5-26. 
0' 
F i g u r e  5.10 A Nonuniform Density 
(5-26)  
The  sca l e  fac tor  A is obtained by integrating the density and sett ing the r e -  
su l t  equal to  one. That  is ,  
= /. 
Thus 
In addition, the  peak of the density function occur s  fo r  
ba, + e a ,  a =  
I c + b  
( 5 - 2 7 )  
(5-28)  
F o r  i l lus t ra t ive  purposes ,  l e t  b = c = 1 ,  a = 1 and a = 2. The 
0 
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density function bec om e s 
?(a) = 6(-az+ 3a-2) (5-29)  
Using the s y s t e m  of the previous problem the var ious expectation 
operations yield ( aga in  le t  R ( s )  = l / s ) :  
The  s e r i e s  given in  Equation 5-12 yields the following approximation 
f o r  Equation 5-30: I f 1  
€ {  - s 2 + a 2  I J - w , q  
where  
With this information one m a y  follow the ana lys i s  p rocedures  used  in  
the previous examples  to  show that 
2.3 S+- cx 
e, = 
S (S+ a1 
resu l t s  f rom the solution of the Wiener-Hopf equation 
The equation f o r  the opt imal  control  is now 
(5-32) 
(5-33) 
The root square  locus for  
f I+T;W,U, -0 
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[sz+ 2(.9994)(I.Jal)s+(I.5Ul)'][~'+ Z / . ~ ~ Z J ( Z . O ~ ~ ) S + ( Z , ~ ~ ~ ) ' ]  
0, = 2.088 
I 
defines four  of the roots  of the opt imal  control .  
as 
Rewri t ing Equation 5-33 
nLi yr N2 
Q>,4 % -  s Ez = T9 
f o r  which the solution is 
(5-34)  
one finds 
k! ( 5 + / T ) 3 ( 5 + J . / z ) 3  - 
UO - 
s [; 1 ;q ( s t a 4 3 ) ( s t 5 )  (5-35) 
when, for  example,  1 / r  = 20 
and  
> I  10.6 ( s + @ ? ) ~  (s + m) ( 5  + 4.72) 
0, = L S O j  w, = 
(S + ,431 (s + ,488) (5.5) 
I s ince  
5 + 0.488 
eo - s ( s +  4.72) 
when l / r  = 20. 
(5-36)  
T h u s  the Beta density function fo rces  the u s e  of a f i l t e r  which i s  I 
I 
higher  than  that found f o r  the uniform probability densi ty  function (compare  
Equat ion 5 -36 with Equation 5 -18). 
7 3  
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Figure  5.  11 Root Square  Locus fo r  Example  3 
Booster  With One Bending Mode 
The theore t ica l  development i n  t h i s  sec t ion  h a s  been r e s t r i c t e d  t o  the 
s ingle  control var iable  c a s e .  
keep the theory as s imple  a s  poss ib le  i n  the  hope of coming to  some  c l e a r -  
cut conclusion a s  to whether  o r  not "acceptable"  con t ro l  s y s t e m s  could be 
designed using the approach.  We have s e e n ,  i n  the previoiis examples ,  that  
the theory  yields reasonable  r e s u l t s  which approach  the u s u a l  ones a s  the  
density functions become s h a r p e r  and s h a r p e r .  Conversely,  a s  the densi ty  
functions become b roade r ,  the d is t r ibu ted  na tu re  of the  information f o r c e s  
one to  hedge on the  design by putting in  a h igher  o r d e r  compensat ing network 
The basic  idea  behind th i s  approach  was t o  
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The  s ingle  control  var iab le  theory is, however,  of m o r e  than j u s t  
academic  in t e re s t .  
i s  that  of controll ing the bending modes  i n  a flexible boos te r  w h e r e  the only 
control  avai lable  comes  f r o m  the  gimbaled engines.  
f e r  functions obtained f r o m  Appendix A wi l l  be used .  
appropr i a t e  point below. 
One specif ic  problem t o  which i t  can  be applied d i rec t ly  
In th i s  example,  t r a n s -  
These  a r e  l i s ted  at a n  
The  pe r fo rmance  index will  be 
M 
( 5 - 3 7 )  
0 
and wil l  pe r t a in  to  the block d i a g r a m  of F i g u r e  5.12. 
F i g u r e  5.12 Booster  Block Diagram 
In F i g u r e  5.12, @e / & is the t r ans fe r  function which r e l a t e s  the 
rigid-body pitch angle  ( ) t o  the gimbal deflection ( pc ). 
It is  t o  be a s sumed  that  a posit ion gyro is located at x m e t e r s  a n d  
that the  pitch angle sensed  by this  gyro  is given by the equation - n 
th  
F o r  the purpose  of this  study, it will  be a s sumed  that 
L - 1  
w h e r e .  yr is the s lope of the ith bending modes and q; is the i normal  
bending mode.  
0% = - y' '2r (5-38) 
It is  not ou r  intent,  i n  using Equation 5-38,  to  lightly d i s m i s s  the important  
effects  of the higher  o r d e r  modes .  
t o  examine  the na ture  of the solutions and fo r  this  r e a s o n  we r e s t r i c t  our-  
s e lves  t o  only the  first bending mode.  
However, our  p r i m a r y  purpose  h e r e  is  
A t  any r a t e ,  
75 
IH - 2 089 - F - 1 
The  Wiener-Hopf equations which must be  solved a r e :  
and 
(5-39) 
(5-40) 
where  ped = optimal  control  
oz0 = optimal  output 
The compensating network is then 
- PC, wc = 
QJ., I It w i l l  be a s sumed  that  everything is  known except the  value of , 
which is descr ibed  only by a probabili ty densi ty  function. This  i s  ac tua l ly  
very  c lose  to  the t ru th  f o r  a numer ica l  ana lys i s  of the equations of motion 
f r o m  which the  @/Pc and 7, /@e 
that  7' 
function. 
(x = 122. 5 m e t e r s ) ,  the  data  l is ted i n  Table  4-1 indicates  tha t  
t r a n s f e r  functions w e r e  der ived indicates  
i s  the one fac tor  which dominates  the uncer ta in ty  i n  the W t r a n s f e r  
A t  the  m o s t  fo rward  possible  in s t rumen t  location on the boos te r  
I 
= - . 1 2 3  f 25% 
It i s  now assumed that a l l  the  values  within this  r ange  a r e  equally probable  
and descr ibed  by the uni form probabili ty densi ty  function of F i g u r e  5.13.  
(Note: the density i n  F i g u r e  5.13 is actual ly  based on y,'= - . 123 f 35%). 
F igu re  5.13 Probabi l i ty  Densi ty  Funct ion f o r  y' 
The numbers  of i n t e re s t  a r e  
X z  = -.OB 
o(., = - - 1 6 6  
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and - - 1 = j?,63 1 
. 0 86 %- Qsl 
Other  numbers  of i n t e r e s t  a r e :  
E / y f )  = - .123 
The geometr ic  m e a n  of the  density function is 4- = .11524 
Thus,  the [ E  [ Y, I ]  
A s  a first  task ,  we e lec t  t o  solve f o r  the opt imal  control ,  
is, to  5'70 accu racy ,  equal t o  E { (  Y, ' ) ' ]  . 
The f l c o  . 
Wiener-Hopf equation i s  
[ r + Q E [ W i ] ] & , - f S E [ f i j  = f $  
(5 -41) 
f4 
Pc 3 Pc D 
- -  '1, and -  N, - -  - -  Let of2 
F o r  convenience,  t hese  t r a n s f e r  functions a r e  l i s ted  h e r e  ( r e f e r  t o  Appendix 
A )  
Since 
I 
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J 
D i j  1 
The approximation i s  m a d e  that 
o r  
where  
Also,  
(5-43)  
(5 -44)  
(5-45)  
(5-46)  
:. E ( a )  = m, (5-47)  
The express ion  for  the  opt imal  cont ro l  h a s  now become,  a f t e r  division by r 
(5-48)  
Using the  tabulated t r a n s f e r  functions,  the expres s ion  f o r  W1 i s :  
Pr ior  experience with the  bending mode  p rob lem indicates  that  a de-  
s i r a b l e  si tuation has  been achieved.  
t r a n s f e r  function have been i n c r e a s e d  in  the i r  na tu ra l  f requency  f r o m  the 3. 3 
r a d / s e c  of the t r a n s f e r  funct ion t o  3 . 1  r a d / s e c .  P rev ious  exper ience  
with th i s  problem indicates  tha t  it wi l l  now be poss ib le  to  in t roduce  cons ide r -  
ab le  damping ( re la t ive ly  speaking)  into the  f i r s t  bending mode.  
Note tha t  the complex z e r o s  of the W 
The root  squa re  locus  fo r  th i s  s i tuat ion i s  shown i n  F i g u r e  5.14:::. 
+Again we have used  a log 
f r o m  the ESIAC. 
V S  damping plot similar t o  those  obtained 
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Equation 5-48 is now rewr i t ten  i n  the f o r m  
(5-50)  
If q / r  = 100, f r o m  the  root  locus plot (F igu re  5.14),  
The damping fac tor  of the  first bending mode  h a s  been inc reased  f r o m  .005  
t o  approximately 0.12. 
the  remaining t h r e e  roots  const i tute  a n  approximation t o  a "dr i f t  minimum" 
configuration. 
Ignoring the secondary  effects of the root  at s = -360, 
(The  dr i f t  min imum model  ideal ly  h a s  a pole at s = 0 .  ) 
Substituting Equation 5-51 into Equation 5-50, and of cour se ,  c o r r e c t l y  
taking into account the sca l e  fac tor  when R ( s )  = 1/ s, one finds 
when q / r  = 100. 
(5-52)  
The above express ion  is the  c o r r e c t  one for  the opt imal  control ,  even 
though the W1 t r a n s f e r  function has  r ight  half plane poles .  
dix B f o r  a m o r e  thorough d iscuss ion  of th i s  point. 
R e f e r  t o  Appen- 
Before proceeding to  the p rob lem of finding the opt imal  output (@,,., ) 
it is pointed out that  the r e su l t  achieved (within the  l imitat ions of the approx-  
imat ions  made)  is p rec i se ly  the s a m e  as would be obtained had the value of 
Y1' been exactly known and equal  t o  - . 123.  Th i s  is  due t o  the fac t  that  the  
density function was s t i l l  s h a r p  enough, and the effect  of Y1' w a s  not c r i t i c a l  
enough, fo r  the uncertainty t o  en ter  the ana lys i s  i n  any sens i t ive  m a n n e r .  
The next problem i s  to  find the op t ima l  value of @,,,,, which min i -  
m i z e s  the expected value of the pe r fo rmance  index. The  Wiener-Hopf equa- 
(5-53)  
D 1 
8 0  
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y- m, 9, 
5'- - % 
r / ,  
(5-54)  
(5 -55)  
Again u s e  the s e r i e s  
(5-56)  
S ince  
12 
we w i l l  i gnore  the higher  o r d e r  t e r m s  in the  s e r i e s  expansion of Equat isn 
5-57. T h e r e  is  a s m a l l  e lement  of danger i n  doing this  s ince  fl, NL - N,Nz  
h a s  a constant  t e r m  which is identically z e r o  and the re fo re  the d iscarded  
t e r m s  i n  the  s e r i e s  contain f r e e  powers of s .  
mat ion  should be checked a s  a function of f requency.  
ind ica tes  tha t  the denominator  wi l l ,  a s  a function of frequency, continwe to  
dominate .  
F o r  th i s  r eason  the approxi-  
However,  experience 
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where  (aj+u2)/2 is the mean  value of Y = - . 123. 1 
If the denominator of Equation 5-58 w e r e  expandsd, one would s e e  
that  the effect  on the  coefficients of the t e r m  . 0133 1\/2 N2 
and we may safely s e t  
is general ly  sma l l  
(5-59)  
F o r  example,  th i s  approximation causes  a 1. 570 e r r o r  i n  the constant  t e r m  
of the denominator of Equation 5-58 . 
Using th is  approximation, one obtains 
o r  
A t  this  point, the  problem will  be te rmina ted ,  s ince  the Wiener-Hopf equa- 
t ion has  become 
and the compensating network w i l l  be the  s a m e  as would occur  w e r e  we dea l -  
i ng  with a completely de te rminis t ic  s y s t e m  in  which Yl l  = - .  123. 
we may a s  wel l  find the compensating network using the conventional opt imal  
theory.  
That  is, 
T o  s u m m a r i z e  the r e su l t s  of th i s  sect ion,  the expected value of the 
perf  o r  manc e index 
(5-60)  
has  been minimized by finding both the opt imal  cont ro l  and the opt imal  output. 
The s lope of the f i r s t  bending mode was cons idered  t o  be the only unkrlown 
coefficient i n  the equations of motion. 
introduce a damping of approximately 1270 into the  1st bending mode and the 
requi red  compensation will be essent ia l ly  the s a m e  a s  tha t  u sed  when a 
completely de te rminis t ic  s y s t e m  with Y equal  t o  the  mean  value of the 
a s sumed  uniform probabili ty density function. The  densi ty ,  which was a s  - 
sumed to  have a sp read  of *3570, was not broad  enough t o  f o r c e  the u s e  of 
a higher  o rde r  f i l t e r  than would normal ly  be used .  
T h e  r e s u l t s  indicate  that one may 
1 
The r e a d e r  should note that  while the  example  cons idered  a s ix th-  
o r d e r  sys tem,  only one unce r t a in  coeff ic ient  w a s  involved. However,  i t  i s  
not too difficult t o  visual ize  that  the  ma themat i c s  would r e m a i n  essent ia l ly  
the s a m e  had additional unce r t a in  coef f ic ien ts  been  included -- namely i t  
w i l l  continue to  u s e  the tab le  of i n t eg ra l s  cf the  r a t iona l  and i r r a t i o n a l  
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a lgebra ic  functions to  solve the problem. 
Summary  
In th i s  sect ion,  s imple  i l lus t ra t ive  examples  have  been used  t o  obtain 
a 'Ifeelll f o r  the types of problems which wi l l  be encountered when one appl ies  
l i nea r  opt imal  cont ro l  to  sys t ems  containing uncer ta in  p a r a m e t e r s .  Towards  
this end, only a single-input and single-output feedback cont ro l  s y s t e m  was 
cons idered .  
The  approach  taken  was  t o  a s s u m e  that  the  logical  thing t o  do in  the 
f a c e  of p a r a m e t e r  uncertainty was to  minimize  the expected value of the p e r -  
f o r m a n c e  index. 
t o  find only tlie uptitllal c oiitrol *hich accompl ishes  this  minimizat ion s ince  
one would be forcing a n  open-loop control  law on a s y s t e m  which was or iginal-  
l y  postulated t o  be a closed-loop one, It was  reasoned  tha t  the bes t  approach  
t o  the  p rob lem was t o  find the compensating network which minimized  the 
expected value of the pe r fo rmance  index. However,  i n  the  f ace  of the analy- 
t i ca l  difficult ies encountered i n  attempting t o  solve d i rec t ly  f o r  this  network, 
the subject ive decis ion w a s  made  t o  solve for  the opt imal  va r i ab le s  a t  the in- 
put and output of the compensating f i l t e r  and then define the  compensat ion to 
be the r a t i o  of the two. The  indications a r e  that this  p rocedure  leads  to  a 
theory  which behaves i n  a reasonable  manner  as the information concerning 
the  s y s t e m  becomes  m o r e  d is t r ibu ted .  Specifically, the des ign  procedure  
f o r c e s  one t o  hedge, by increas ing  the  o rde r  of the compensating network, 
as the  densi ty  functions become broader .  
F u r t h e r m o r e ,  the viewpoint w a s  taken that it made  no s e n s e  
T h e  bas ic  new fea tu res  which a r e  added t o  the l i nea r  opt imal  theory 
i n  the  f a c e  of p a r a m e t e r  uncertainty a r e  the necess i ty  for  the u s e  of the 
t ab le s  of i n t eg ra l s  for  the ra t iona l  and i r r a t iona l  a lgebra ic  functions and the 
p rob lem of approximating i r r a t iona l  functions of s with ra t iona l  ones i n  
o r d e r  tha t  the root  squa re  locus may  continue to  be of u s e  and that the com-  
pensating networks wi l l  be ra t iona l  functions of s .  
which cons idered  the  weighted delta function density shows c l ea r ly  that this  
type of dens i ty  function in t roduces  no additional analyt ical  difficult ies into the 
problem.  That  is, the Wiener-Hopf equations which a r e  involved wi l l ,  i n  
genera l ,  be  of a higher  o r d e r  than those i n  the  de te rminis t ic  c a s e  but no 
t r anscenden ta l  function of s w i l l  be involved. Thus,  i f  the  engineer f ee l s  
just i f ied i n  approximating the given density functions by a weighted s e t  of 
de l ta  funct ions,  the vas t  body of knowledge concerning the  solution of Wiener-  
Hopf equations can  be eas i ly  modified to solve the unce r t a in  p a r a m e t e r  prob-  
l e m .  
However, the example 
A specif ic  application of the theory was given i n  t he  example which 
cons ide red  the  des ign  of t he  compensating network r equ i r ed  for  a flexible 
boos t e r .  
the  first bending mode,  did not en ter  into the  design i n  a c r i t i ca l  fashion. 
Thus  t h e  r e su l t an t  design would be the  s a m e  a s  had one init ially fixed the 
value of s lope  of the f irst  bending mode at the mean  value of the  probabili ty 
dens i ty  function. 
It was shown tha t  the uncer ta in  p a r a m e t e r ,  which was  the s lope of 
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Only uni form,  
considered.  
probabili ty densi ty  functions.  
and "weighted delta functions" dens i t ies  w e r e  
It s e e m s  impor tan t  t o  continue these  s tudies  f o r  other  types of 
It would a l s o  be worthwhile to  obtain equivalent r e s u l t s  for  the mul t i -  
cont ro l le r  problem. A s  noted in  the ma in  text, a good approach  t o  th i s  prob-  
l e m  would be t o  find the networks which should be in te rposed  between the 
opt imal  controls  and the opt imal  s t a t e  va r i ab le s .  Some p re l imina ry  work  
along these  l ines ,  not repor ted  h e r e ,  indicate  that  reasonable  r e s u l t s  wil l  
be obtained. 
s h a r p e r ,  the "feedback" networks reduce  to  the gains that  one normal ly  a s -  
soc ia tes  with the feedback cont ro l  law u, = -g%. 
F o r  example,  as the densi ty  functions become s h a r p e r  and 
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SECTION 6 
THE CONSTRAINED GAIN PROBLEM 
Int r odu c t i on 
A problem of impor tance  t o  optimal booster  cont ro l  sys t em design 
is  the so-cal led constrained gain problem. 
weighting and s ta te -var iab le  excurs ion  weighting, acceptab le  closed-loop 
s y s t e m  re sponse  m a y  be obtained. 
the  opt imal  feedback gains a r e  uniquely specif ied.  T h e s e  gains  may not be 
changed individually without 10s s of implementation of the opt imal  solution. 
Briefly,  f o r  set t ings of cont ro l  
Once the weighting m a t r i c e s  a r e  se lec ted ,  
Often, some of t h e  f eedback  gains specified by the opt imal  solution 
a r e  too l a r g e  fo r  p rac t i ca l  application, i n  which c a s e ,  the  solution mus t  be 
d i sca rded  and a different  s e t  of weighting m a t r i c e s  chosen. The new weight- 
ing m a t r i c e s  wil l  cause  all feedback gains to  change, even though only one o r  
pe rhaps  two w e r e  too l a r g e  in  the original design, and the new select ion m a y  
still not s a t i s f y  the cons t ra in ts  on the  gain magnitudes.  
A m o r e  des i r ab le  approach  t o  the cons t ra ined  ga in  problem may be  
t o  d i rec t ly  cons t r a in  those  gains that  a r e  cons idered  too l a r g e  (in the opt imal  
solut ion)  and then to  de t e rmine  the new opt imal  solution with these  con- 
s t r a i n t s  imposed.  Although l a r g e  amplitude cons t ra in ts  on the feedback 
gains  might  solve the  problem,  it is unlikely, i n  that  c a s e ,  that  a n y  design 
a id  such  a s  the  root  s q u a r e  locus could be evolved. 
might  have t o  r e s o r t  to  a dynamic programming solution with i t s  inherent  
difficult ies.  Rather  than work  f r o m  the ha rd -cons t r a in t  approach,  a soft-  
cons t r a in t  approach  w a s  undertaken on this  p ro jec t .  In th i s  ca se ,  the gains 
a r e  cons t ra ined  by a quadrat ic  measu re ,  o r  they a r e  specified a p r i o r i  with 
the  help of the u s u a l  opt imal  regula tor  solution. 
the  ana ly t ica l  approach as  far as possible  before  r e so r t ing  t o  numer ica l  o r  
heu r i s t i c  approaches ,  
Moreover ,  the des igner  
The objective is to  c a r r y  
In the study conducted on this  project ,  a number of analyt ical  approaches  
w e r e  worked out i n  detail .  However,  even the  mos t  promis ing  of these  i s  too 
difficult t o  u s e  i n  a p rac t i ca l  application, and the re fo re  a n  experimental  o r  
heu r i s t i c  approach  was a l s o  t r i ed .  
and  the  exper imenta l  approaches  a r e  descr ibed i n  th i s  section. 
The ma jo r  r e s u l t s  of both the theore t ica l  
Theore t i ca l  Development 
Approach 1 
T h e  f i rs t  approach  w i l l  allow a n  ana ly t ica l  solution of the problem, 
which is diff icul t  t o  u se ,  and the feedback g a i n s  a r e  apparent ly  not constant.  
It is d e s c r i b e d  br ief ly  below. 
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Consider a s y s t e m  of the f o r m  
; = F - q L + & L ,  y = H %  u =-L+ 
where  the dimensions of the  m a t r i c e s  a r e  
Y ( n x i )  G ( n x p )  h l ( r x n )  
F (nx n) LL (px 1) (9 4 
Let  
- 1 
w h e r e  each par t i t ion  quantity has  the  dimensions 
G, (n X I )  , u9 ( 1  )I 1 )  and ( 1  a n) 9 
Then 
a nd 
The  per formance  index to  be minimized  i s  
m 
where  
long a s  these  m a t r i c e s  a r e  all posi t ive def ini te ,  the cont ro l  u is implici t ly  
constrained.  
may be inc reased  by increas ing  the cor responding  values  of the diagonal 
e lement  of the  S m a t r i x .  
s, , s, ,.,. SF a r e  posi t ive definite diagonal  ( n x n ) m a t r i c e s .  A s  
In addition a cons t ra in t  on any individual feedback gain in  
1 
The pe r fo rmance  index of Equation 6 - 2  m a y  be ex t remized  subject  
t o  the constraints  of Equation 6-1 by m e a n s  of the  ca lcu lus  of var ia t ions .  
Euler -Lagrange  equations f o r  the e x t r e m a l s  a r e  
The  
I (6-3) ,4'Q t/a + ("- G, - G, k2 - . . . - cF Lf)' 2, + i = 0 I - S 9 K q + x G b  i l = O  ; ? = r , z ,  . . . , p  
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t 
: where  1 is a n  ( n  x 1 ) vector  Lagrange mul t ip l ie r .  Rea r rangemen t  yields 
T h e s e  equations,  together  with the equations of 6-1 can  be solved f o r  2, and 
of the state var iab le  X 
ly t ime-va r i ab le .  Moreover ,  the  equations of 6-4 a r e  nonlinear,  making a 
gene ra l  solution difficult o r  imposs ib le .  
% and then for  each gq . However,  the feedback gains  a r e  functions 
s o  that  apparently these  gains  wil l  be significant-  
Th i s  approach  t o  the constrained gain problem h a s  been desc r ibed  
because  i t  exhibits the difficulty of the problem. A m a j o r  conclusion that 
can  be drawn is  that the c l a s s  of admiss ib le  feedback gains  m u s t  be l imited 
to  those  tha t  a r e  constant  ( in solution t imes ) .  If t he  c l a s s  is not so l imited,  
the feedback gains w i l l  vary  significantly -- a situation tha t  may be undes i r -  
ab le  f o r  boos te r  design. 
cons t ra in t  p rob lem leads  t o  the  solution of nonlinear equations,  whether  they 
be a lgeb ra i c  o r  different ia l .  
the  p rob lem in  its s imples t  f o r m  s o  that complexity is  minimized.  
It may a l s o  be concluded tha t  the feedback gain 
Therefore ,  every  effort  m u s t  be made  t o  c a s t  
Approach 2 
The  second approach  to  the gain cons t ra in t  p roblem incorpora tes  i n  
the p rob lem s ta tement  the  specification that the feedback gains a r e  t o  be 
constant .  In this  approach,  it i s  a s sumed  that  the usua l  opt imal  regulator  
p rob lem h a s  been solved, and tha t  some (but not all) of the  feedback gains 
a r e  too l a r g e  i n  magnitude. The  feedback gains that  a r e  too l a r g e  a r e  then 
reduced t o  values  that  a r e  at the l imi t  of the  magnitude cons t ra in ts ,  and a r e  
thus specif ied a t  the outset  of the constrained gain opt imal  regulator  solution. 
The  p r o b l e m  i s  t o  de t e rmine  the remaining gains ( those tha t  did not violate 
the  magnitude cons t ra in ts  i n  the u s u a l  opt imal  solution) s o  a s  t o  minimize  
the  or ig ina l  pe r fo rmance  m e a s u r e .  
Again cons ider  a s y s t e m  of the  f o r m  given i n  Equation 6-1, but a s s u m e  
tha t  the d imens ions  of the m a t r i c e s  a r e  
The  pe r fo rmance  m e a s u r e  t o  be minimized is 
w h e r e  /d i s  cons idered  to be a vector of constants .  Some of the  elements  
of IY wi l l  be specified a p r i o r i  by vir tue of the magnitude cons t ra in ts .  The 
8 7  
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r ema inde r  of the e lements  m u s t  then be de te rmined  i n  such a way as  t o  min i -  
m i z e  the per formance  m e a s u r e  of Equation 6-5. 
The minimizat ion p r o c e s s  is c a r r i e d  out by express ing  the  p e r f o r m a n c e  
index i n  t e r m s  of Id 
par t i a l  der ivat ive of the  m e a s u r e  with r e s p e c t  t o  each  e lement  of E 
t o  be determined.  The Laplace t r a n s f o r m  of is 
and then sett ing equal  t o  z e r o  the  expres s ion  f o r  the  
tha t  is  
[ ~ ( b ) ]  t X (5, L) = [Is- f +  GK']-'po (6-6)  
where  %, i s  the  i n i t i a l  condition vec tor .  If u s e  is m a d e  of a n  extended 
f o r m  of P a r s e v a l ' s  t heo rem,  the  pe r fo rmance  m e a s u r e  m a y  be wr i t ten  a s  
1 rM x ' (- s , /d) B (K)  X (5, Id) d S (6-7)  2 v = -  2 Tj  -j@ 
To obtain the  ex t rema1 values  of V fo r  any given ga in ,  the p a r t i a l  d e r -  
ivative with r e spec t  to  that gain i s  taken and s e t  equal to  ze ro :  
where  gL is  one element  of the vector  k! 
Equation 6-8 may be evaluated by making u s e  of the equation 
w h e r e  Lo i s  equal t o  k l  , but i s  t r e a t e d  a s  a constant  while the  pa r t i a l  
der iva t ive  i s  being taken. 
differentiate i n v e r s e  m a t r i c e s  with r e s p e c t  t o  $; . The operat ion may be 
p e r f o r m e d  by using the formula  
In the der iva t ive  operat ion,  i t  is  n e c e s s a r y  to  
(6-10) 
Af te r  a grea t  dea l  of mathemat ica l  manipulation, it is found that the condition 
on for minimizat ion of the pe r fo rmance  m e a s u r e  is 
.io0 
f 
2 Tj -j 8 ( 5 ,  ic)x'(- 5, /d) [ B ( g ) M - ' j S ,  IC)& - k"P] ds = 0 (6-11) 
- j W  
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th 
where  8; is a n  YI vector  with ze ros  f o r  all e lements  except fo r  the i 
e lement ,  which is 1.  
The opt imal  condition yields  a sca l a r  equation i n  the frequency domain. 
Equation 6-11 can  be r ewr i t t en  i n  the fo rm 
. I  (P 
where  
I M(S,g,)l is the de te rminant  of M(S,/C) 
If the closed-loop control  s y s t e m  i s  t o  be s tab le ,  then all of the roots  of 
IN.r(S, kL)/ = 0 i n  S m u s t  be in  the s a m e  half plane.  
oflM(-S,e)I = 0 m u s t  be in  the opposite half plane.  Moreover ,  i f  the  left-hand 
s ide  of Equation 6-12 is  to be equal t o  ze ro ,  the total  integrand mus t  be 
analyt ic  i n  one o r  the other  of the two half planes.  Th i s  condition can  be me t  
if, and only i f ,  the  bracketed factor  i n  the integrand of Equation 6-12 contains 
a fac tor  I r\{ (- 5 ,  o r  two f ac to r s  I M (S, !L) I . There fo re ,  the  condition 
f o r  the opt imal  value of the gain %i is  
S imi la r ly ,  all of the roots  
(6-13) 
under  the condition that 
One equation such  a s  Equation 6-13 can be  obtained f o r  each feedback gain 
that is t o  be optimally adjusted.  
f ied a p r i o r i ,  the  number of conditions obtained is  equal to  the  number of 
op t imal  gains  to  be de te rmined .  
Since the  remaining gains a r e  t o  be spec i -  
Unfortunately, the equations obtained a r e  difficult to  solve,  except 
f o r  ve ry  e l emen ta ry  problems.  
t i ca l  solut ion a s  given h e r e i n  may yield additional simplification. 
fac tor iza t ion ,  f o r  example,  i f  p roper ly  applied might yield a s i m p l e r  ex- 
p r e s s i o n  fo r  the opt imal  gains.  
It is  possible that fu r the r  study of the analy-  
Spec t ra l  
Approach  3 
t ions and previously developed tables  for opt imal  feedback gain solution. 
I s ,  in s o z e  w a y s ,  a scalar equivalent of Approach 2, but i s  l e s s  general .  
The th i rd  theore t ica l  approach m a k e s  use of s c a l a r  different ia l  equa-  
It 
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Consider a s ingle  cont ro l le r  s y s t e m  descr ibed  by the different ia l  
e qua ti on 
(6-14) 
The control  var iab le  u i s  t o  be a weighted sum of the s t a t e  va r i ab le s ;  that  is, 
Some of the $' ' s  will  be specified a p r i o r i  because  they have  exceeded the 
magnitude cons t ra in ts  when the usua l  opt imal  regula tor  solution was obtained. 
The remaining gains a r e  t o  be chosen so  as to  be optimal.  
Choose the pe r fo rmance  m e a s u r e :  
go 
0 
where  the  9; ' s  and ri 's a r e  non-negative constants .  
If u s e  i s  made  of P a r s e v a l ' s  theorem,  the pe r fo rmance  m e a s u r e  may  be 
wr i t ten  a s  
1 0 0  
(6-17) 
where  %(s) is  the Laplace t r a n s f o r m  of % ( f ) o r  % . 
The pe r fo rmance  m e a s u r e  may be wr i t t en  in  the f o r m  
(6-18) 
where  -JQd n 
The per formance  m e a s u r e  is now i n  a f o r m  that  may  be evaluated using the 
tables  of Appendix D in Refe rence  8.  
zation of the numera tor  a n d  t h e r e f o r e  a r e  wel l  sui ted t o  th i s  problem.  
T h e s e  tab les  do not r e q u i r e  the f a c t o r i -  
Once the pe r fo rmance  m e a s u r e  h a s  been evaluated, i t  may  be m i n i -  
mized by par t ia l  differentiation with r e s p e c t  to  each  f r e e  gain ki a n d  each 
r e su l t  s e t  equal t o  ze ro ;  that  i s ,  
3G 
(6-19) - 0 ;  0 ~ i k n - l  a t; 
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Once again, one equation can  be obtained f o r  each feedback gain tha t  is  to  
be optimally adjusted.  
the  number of conditions obtained i s  equal t o  the  number  of opt imal  gains to  
be de te rmined .  
Since the remaining gains  a r e  t o  be specified a p r i o r i ,  
A l l  t h r e e  of the previous theore t ica l  approaches  a r e  very  difficult to  
u s e  i n  p rac t i ce  when the o r d e r  of the sys t em is g r e a t e r  than t h r e e  o r  four .  
T h e  booster  design problem, when bending modes  a r e  considered,  is of 
considerably higher  o r d e r  than third o r  fourth.  Theore t i ca l  approaches ,  such 
as those  developed h e r e i n  cannot be cons idered  as adequate  for solving the  
booster  cons t ra ined  gain problem because they a r e  too complex. 
Exper imenta l  Solutions and Applications 
To obtain a p rac t i ca l  solution of the booster  constrained gain problem,  
i t  is apparent  that  one mus t  r e s o r t  to  heur i s t ic  p rogramming  methods.  In 
th i s  ca se ,  one p e r f o r m s  a sys temat ic  s ea rch  for  the  minimum value of the  
pe r fo rmance  m e a s u r e .  E i ther  a digital  o r  a n  analog computer  may  be used .  
An exper imenta l  study w a s  per formed on th i s  pro jec t  to  de t e rmine  
the usefulness  of a given heur i s t ic  method. 
s ider ing  ac tua tor  and one bending mode w e r e  p rogrammed  on a n  analog 
compute r .  
of the pe r fo rmance  m e a s u r e  for  r e t u r n  f r o m  a n  in i t ia l  condition w e r e  a l s o  
p rogrammed .  
below: 
The  dynamics of a booster  con- 
The opt imal  regula tor  feedback cont ro l  s y s t e m  and the computation 
The  equations of motion and pe r fo rmance  index used  a r e  given 
0 f 0 0 0 0 
0 0 .0733 0 0 -.45 
-.0405 f -.0107 0 0 - . O Z t l  
0 0 0 a 1 0 
0 0 5.453 -5.37 4.0232 15.83 
0 0 0 0 0 - 17.9 - - 
00 
+ 
- -  
0 
0 
0 
0 
0 
17.9 
- -  
PC 
(6 -20)  
(6-21) 
In o r d e r  tha t  minimizat ion of the per formance  m e a s u r e  might be accom-  
pl ished,  t he  computer  was  switched t o  the repet i t ive operat ion mode. 
the  feedback  gains w e r e  adjusted unt i l  the f i n a l  value of the pe r fo rmance  
m e a s u r e  was  minimized.  
t h e r e  was  no vis ible  fu r the r  reduction in  the  pe r fo rmance  m e a s u r e .  
Then 
Each p a r a m e t e r  was  adjusted in  sequence unt i l  
Init ially the computer  w a s  p rogrammed  for the  usua l  opt imal  r egu-  
l a t o r  configurat ion.  
analog computer  values  for  the feedback gains  to  be very  c lose  to those  com-  
puted by the  Rica t t i  equation solution. 
A check of this  condition on the computer  showed the 
After  the opt imal  regulator  problem 
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w a s  programmed,  one o r  m o r e  of the feedback gains w e r e  a r b i t r a r i l y  reduced 
i n  value and the remain ing  gains w e r e  readjusted s o  as  t o  minimize  the p e r -  
formance  m e a s u r e .  In this way, optimal solutions with constrained gains 
w e r e  obtained. The  de ta i l s  of t he  var ious experiments  a r e  descr ibed  below. 
In the  f irst  experiment ,  the feedback gain f r o m  the s t a t e  var iab le  I 8, was constrained at var ious values.  In the unconstrained condition, t he  
value of feedback gain f r o m  0% is -3. 74. 
tained f o r  *z = -3.  74, -3. 00, -2 .  50, -2. 00, -1.  00, and - 0 .  50.  Table  6 . 1  
lists the optimal feedback gains f o r  the var ious values of constraint  on ‘k, . 
It is  seen  that t h e r e  is little effect  on the other  feedback gains when *z is  
constrained. 
the constraint  on %, . This  locus is plotted in  F i g u r e  6.1 fo r  each value 
of %z . 
mal closed-loop system is t o  reduce  the damping of the resonant  pole p a i r  
associated with the rigid-body dynamics.  T h e r e  is little change i n  na tura l  
frequency of this pole p a i r .  Additionally,  the damping of the bending mode 
poles is decreased  somewhat as  Sz  becomes  heavily constrained.  The  re -  
su l t s  of this experiment  show that analog computer  solutions fo r  the opt imal  
gains under cons t ra in ts  produce accu ra t e  r e s u l t s .  
of the locus of closed-loop poles f r o m  the  smooth c u r v e s  of F igu re  6.1.  
Accordingly, solutions w e r e  ob- 
I 
1 
1 
I 
i However, t he  locus of closed-loop poles is  heavily affected by 
The  locus shows tha t  the m a j o r  effect of the constraint  on the  opti- 
T h e r e  is l i t t le  deviation 
The second experiment  involved cons t ra in ts  on two feedback gains. 
First t h e  feedback f r o m  the actuator  stat? var iab le  
thus ‘E, = 0.  Then the  feedback f r o m  , t ha t  is, 3, , was  aga in  con- 
s t ra ined  a t  various values.  Table  6 . 2  contains the opt imal  values of the r e -  
maining feedback gains: g, , Z3 , E,+,  and gs . It can  be seen  that the 
feedback gains a r e  affected to  a slightly g r e a t e r  extent when %‘ = 0 than 
when it is optimally chosen. 
great ly  changed as a function of t he  constraint  on gZ , a s  is  seen  i n  F i g u r e  
6 . 2 .  
of the rigid-body dynamics a r e  reduced. 
of %z 
In addition, the damping of the bending mode  poles  is dec reased  fo r  low values 
of d, . The locus,  again,  fits smooth cu rves  accura te ly .  
p w a s  s e t  t o  z e r o ,  
Once again,  the locus of closed-loop poles is  
Both the damping and the na tura l  f requency of the resonant  pole pa i r  
It i s  c l e a r  that  the lower values 
produce a n  opt imal  solution that has low damping of th i s  pole p a i r .  
TABLE 6 .1  
OPTIMAL FEEDBACK GAINS WITH CONSTRAINT IMPOSED ON 
gz % g4 $5 
. 131  -3 .74  - .  370 . 0653 . 0216 
R U N  NO. Sf 
1 :; -1.  98 
-1 .  96 - 3 . 0 0  - .  370 . 0684 .0242 .094  
-1 .84  - 2 . 5 0  - .  368 .0712 .0239 . 083 
- 1 . 9 3  - 2 . 0 0  - .  364 ,0656 . 0270 . 104 
-2 .02  -1 .00  - .  369 .0663 . 0191 . 124 
-1 .  98 -0.  50 - .  364 .0684 .0147 . 129 
:::No constraint  on $2 i n  Run 1. 
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F igure  6. 1 Optimal  Closed-Loop Pole  Locus 
a s  a Function of the Constraint  on %-2 
I j  
0 
- l j  
-2j 
-3j  
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Figure 6 ,  2 Optimal  Closed-Loop Pole  LOCUS 
as  a Function of the Cons t ra in t  on & ($6 = 0) 
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TABLE 6 .2  
OPTIMAL FEEDBACK GAINS WITH CONSTRAINT IMPOSED ON gZ , 
AND g6 S E T  TO ZERO 
% g3 $6 $9- S' - - 2 -. 376 .0658 .0203 0 7 :: 
8 -2 .33  -3 .00  -.  369 .0696 . 0208 0 
9 -2 .20  -2 .50  -.  369 . 0708 .0230 0 
10  - 2 . 1 0  - 2 . 0 0  -. 367 .0754 . 0249 0 
11 -1 .99  -1 .00  -. 361 .0755 . 0224 0 
RUN NO.  f3 
:::No cons t ra in t  on gz i n  Run 7. 
The  th i rd  experiment  w a s  similar t o  the first, except that  g3 was 
cons t ra ined  ins tead  of g2 . It w a s  noted i n  obtaining the previous solutions 
that the value of t he  pe r fo rmance  m e a s u r e  was  ve ry  sensi t ive t o  the setting 
of $3 , which is the feedback f r o m  the s ta te  variable,  Q: . There fo re ,  one 
would expect  l a r g e  changes i n  the gains and i n  the closed-loop locus when 
$3 is constrained.  T h e s e  l a r g e  changes do, indeed, occur  as  Table  6 . 3  
and F i g u r e  6 . 3  show. A l l  f ive remaining gains undergo l a r g e  changes as  
a s soc ia t ed  with the r ig id  body h a s  a greatly reduced na tura l  f requency,  al- 
though t h e  damping is not changed significantly. Moreover  for  the bending 
mode  poles ,  the damping is reduced slightly. and the na tura l  frequency is  in-  
c r e a s e d  s l ight ly .  
l a r g e r  cons t ra in ts  on , but this would have requi red  complete  rescal ing 
of the p rob lem on the  analog computer .  
is  constrained.  The  value of & changes s ign.  The  resonant  pole pa i r  
It would have been des i rab le  t o  obtain m o r e  solutions f o r  
T A B L E  6 . 3  
OPTIMAL FEEDBACK GAINS W I T H  CONSTRAINT IMPOSED ON g3 - 
RUN NO. *, $2 g3 & $5- & 
-1 .  98 -3 .74  -. 370 .0653 . 0216 . 131 
12 - 0 . 4 9  -1 .66  -.  300 .0643 . 0158 .112  
1 3  -0 .37  -1 .19  -. 200 .0160 .0115 - .017  
1 :: 
:::No c o n s t r a i n t  on i n  Run 1.  
Conclusions 
T h e  s tudies  of the constrained gain problem that have  been per formed 
on th i s  p ro jec t  have  m a d e  c e r t a i n  aspec ts  of the problem c l e a r .  First it can  
b e  s e e n  f r o m  the  complexities of the mathematical  approaches  that analytical  
solutions a r e  of l i t t le  value at this t ime. 
s imples t  f o r m ,  a s e t  of nonlinear,  simultaneous a lgebra ic  equations mus t  be 
solved. 
a lgeb ra i c  equations,  the analytical  solutions a r e  too difficult t o  allow straight-  
fo rward  solution. It is possible  tha t  cer ta in  specific solutions could be worked 
If t he  problem is expressed  i n  its 
Since t h e r e  a r e  no gene ra l  methods f o r  solution of these  nonlinear 
95 
IH - 2 089 - F- 1 
F igure  6 . 3  Optimal  Closed-Loop Pole LOCUS 
as a Funct ion of the Cons t r a in t  on $3 
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out by substi tution and tedious computation, but t hese  methods a r e  not r e c o m -  
mended fo r  high o r d e r  systems. 
In o r d e r  that heur i s t ic  programming methods might  be evaluated in  
r e g a r d  to  application to  the constrained gain problem, a sample  booster  prob-  
l e m  was p rogrammed  on the analog computer .  
minimized without difficulty when various gains  w e r e  constrained.  
u sua l  opt imal  regulator  solution was  used as a s ta r t ing  point, and one o r  
m o r e  of the gains w e r e  gradually reduced s o  as to  approach a des i r ed  con- 
s t ra in t ,  a minimum could be found. N o  problems w e r e  encountered tha t  
could not be  t r aced  to  the computer  itself or its scal ings.  
I The per formance  index was 
When the  
It i s  c l ea r  that  i n  some  c a s e s  no constrained gain solution exists. 
F o r  example,  if LIic ~pe i i - loop  s y s t e m  i s  iinstable, it may  be possible  t o  con- 
s t r a i n  one o r  m o r e  of the feedback gains (in magnitude) i n  such a way that 
t h e r e  is no s tab le  closed-loop solution. Phys ica l  reasoning will  general ly  
make  the des igner  a w a r e  of such situations,  and of course ,  they mus t  be 
avoided i n  any heur i s t i c  programming method. 
The  exper imenta l  study h a s  demon s t r a t ed  the feasibil i ty of developing 
a digital  computer  p r o g r a m  which automatically p e r f o r m s  a sys temat ic  
s e a r c h  f o r  optimal constrained gain solutions.  A s t ra tegy  could be developed 
f o r  adjusting each p a r a m e t e r  unt i l  the per formance  m e a s u r e  is minimized.  
If the p r o g r a m  uses ini t ia l  gain set t ings taken  f r o m  the u s u a l  optimal regula- 
t o r  p rob lem and then gradually shif ts  the constrained gains, a n  optimal solu- 
t ion can  be obtained fo r  m o s t  p rac t i ca l  c a s e s .  
i n  such  a way as  t o  accept  matrix equations of motion and a r b i t r a r y  quadrat ic  
p e r f o r m a n c e  m e a s u r e s  similar t o  those used  in  the usua l  regulator  problem. 
It is recommended that such a p r o g r a m  be developed, s ince it m a y  solve 
m o s t  cons t ra ined  gain problems effectively and easi ly .  
The  p r o g r a m  could be developed 
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SECTION 7 
CONCLUSIONS AND RECOMMENDATIONS 
C onc lu s i o  n s 
1.  
i n  a sys temat ic  and effective w a y  t o  conceptually design sa t i s fac tory  cont ro l  
s y s t e m s  for l a rge ,  f lexible launch vehic les .  
L inear  opt imal  cont ro l  and a s soc ia t ed  m a t r i x  techniques can  be u s e d  
2 .  
sui table  quadratic pe r fo rmance  ind ices .  
The u s e  of models  i n  the design p rocedure  s impl i f ies  the se lec t ion  of 
3 .  
be obtained i n  a d i r ec t ,  s t ra ight forward  manner ,  not requi r ing  the  solution 
of a ma t r ix  Ricca t i  o r  Wiener-Hopf equation. 
The opt imal  feedback cont ro l  law for  the flexible launch vehicle can  
4. 
on the  body of the vehicle. 
is a n  important  design considerat ion,  f o r  the feedback cont ro l  law may not 
be rea l izable  in  all c a s e s .  
The cont ro l  law can  be expres sed  i n  t e r m s  of quant i t ies  s ensed  
The se lec t ion  of the  s e n s o r s  and the i r  locat ions 
5 .  
of the  bending mode shapes and s lopes .  
The optimally controlled s y s t e m  a p p e a r s  t o  be insens i t ive  t o  var ia t ions  
6.  Optimal compensat ion networks can  be specif ied f o r  s y s t e m s  with 
p a r a m e t e r s  whose values a r e  known only as  random var iab les  descr ibed  on 
a sample  space.  
7. 
manner .  However, i t  a p p e a r s  tha t  solutions can  be exper imenta l ly  obtained 
quickly and eas i ly  using a n  analog o r  digi ta l  computer .  
The "constrained gain" problem is difficult  to  solve i n  a n  ana ly t ica l  
Recommendations 
1 .  
be effectively used a s  a design tool t o  conceptually specify sa t i s f ac to ry  f eed -  
back control  s y s t e m s  fo r  flexible launch vehic les .  The  techniques a r e  r e l a -  
t ively new, however,  and all the unique a s p e c t s  of the methods  have not yet 
been investigated.  In e s sence ,  the weal th  of expe r i ence  and background in -  
format ion  collected for  conventional des ign  methods  over  the  p a s t  t h r e e  
decades  i s  not d i rec t ly  avai lable  t o  the opt imal  con t ro l  s y s t e m  des igner .  A 
m o r e  measu red  and de l ibera te  pace  is  t h e r e f o r e  r equ i r ed  when using opt imal  
des ign  methods.  However,  because  of the  p r o m i s e  and  p r o g r e s s  that  t h e s e  
techniques have shown, opt imal  cont ro l  s tud ies  f o r  appl icat ion t o  the f lexible  
launch vehicle c ontrol problem should be continued. 
2 .  Optimal control  law synthes is  p rob lems  should be  invest igated in  m o r e  
de ta i l .  Other cont ro l  law approximat ion  techniques should be s tudied with 
the objective of defining the extent t o  which approximat ions  can be m a d e  
without causing a n  unstable  configuration. 
It has  been demonst ra ted  tha t  l i nea r  op t imal  cont ro l  techniques can  
0 8 
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3 .  The r e su l t s  concerning pa rame te r  var ia t ions a r e  promising.  A 
m o r e  thorough investigation should be conducted to extend the theory of opti-  
mal design of s y s t e m s  subject  to pa rame te r  var ia t ions.  
4. 
mination that  the opt imal  s y s t e m  is relat ively insensit ive to var ia t ions of 
the bending mode shapes  and s lopes.  
m o r e  f i r m  theoret ical  bas i s  for  the elast ic  launch vehicle. 
One of the important  r e su l t s  of this study i s  the exper imenta l  d e t e r -  
These resu l t s  should be placed on a 
5.  
Relationships among the p a r a m e t e r s  i n  the pe r fo rmance  index and the magni-  
tudes of the feedback gains should be established. 
among the closed-loop dynamics of a n  optimal system with one o r  m o r e  feed-  
back gains fixcd and wi th  a prese lec ted  per formance  index should be establ ished.  
A digital  computer  p r o g r a m  m a y  be the solution t o  this  par t icu lar  problem. 
A n  investigation of the constrained gain problem should be continued. 
Relationships that exist 
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A P P E N D I X  A 
EQUATIONS O F  MOTION AND TRANSFER FUNCTIONS 
The equations of motion used  throughout th i s  r epor t  w e r e  ex t rac ted  
f r o m  a Marsha l l  Space F l ight  Center  m e m o  labeled "Model Vehicle No.  2 
For Advanced Control  Studies".  
the body of this r e p o r t  a r e  included in  this appendix.  The s implif icat ions 
tha t  w e r e  m a d e  a r e  descr ibed  and the per t inent  t r a n s f e r  functions a r e  in-  
cluded in  th i s  appendix. 
The port ions of the m e m o  that  a r e  used  in  
The rigid-body coordinate  sys tem and the f i r s t  e las t ic  model  geo- 
m e t r y  a r e  shown i n  F ign res  A .  1 and A .  2, which a r e  reproduced f r o m  R e f e r -  
ence 1 .  Us ing  the nomenclature  of thesc  two f igu res ,  the equations of motion 
a r e  
P i t ch  Acce lera t ion  Equation 
Fl ight  P a t h  Curvature  Equation 
Bending Equation 
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L O C A L  V E R T 1  C A L  
Figure  A. 1 Rigid-Body Coordinate Sys tem 
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F i g u r e  A. 2 First Bending Mode Geomet ry  
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The engine-actuator dynamics sat isfy the different ia l  equation 
... 
t 23.7p + 2259) 4 31,130 f l  = 31, /30fc  
I n  addition to  the eqiiations of motion given above, the following 
subsidiary equations,  which define t.he quantit ies m e a s u r e d  by an at t i tude 
gyro,  a r a t e  gyro  and acce le romete r  a r e  used .  
Attitude Gvro 
The en t i r e  ana lys i s  i n  the  r epor t  i s  pe r fo rmed  a t  a fixed operat ing 
The  point chosen was t 1 80  point during the boos te rs '  launch t r a j ec to ry .  
seconds along the nominal t r a j ec to ry .  
seconds of the maximum dynamic p r e s s u r e  condition. 
Th i s  operat ing point i s  within two 
A number of s implif icat ions and approximations w e r e  made  to  e l im-  
inate  the minor  t e r m s  i n  the equations of motion, when these  minor  t e r m s  
add l i t t le in the frequency range  of i n t e re s t .  The  s implif icat ions a r e :  
1 .  
o r d e r  equation 
The ac tua tor  and engine dynamics w e r e  approximated by the f i r s t -  
The constant //T = 1 7 .  9 r ep resen t s  a f i r s t - o r d e r  approximation to the f r e -  
quency response  a n d  phase  c h a r a c t e r i s t i c s  of the th i rd -o rde r  engine dynam- 
ica l  equation. 
2 .  
iner t ia  of the vehicle ,  t he re fo re  
3 .  
pared  to pitch acce lera t ion  due to  cont ro l  f o r c e s ,  i .  e . ,  
The ine r t i a  of the gimbaled engines i s  s m a l l  compared  to  the total  
= 0. 
4 [ '"1 
The pitching acce lera t ion  due to  engine reac t ion  f o r c e  is  small com-  
4 F - x  SE - -  Q ' J c g  F - > (  s, 
I Y  I Y  m I Y  
- 0 .  , t he re fo re  > >  4 -- 
I 
4. The incrementa l  pitching acce le ra t ion  and n o r m a l  acce le ra t ion  
104  
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caused by vehicle  flexibil i ty a r e  negligible. The re fo re ,  
Fy, FLes y' F 6' 
= o  (%PI - (w - (%fd e 
mV T iY -Y 
Using the data  given in  the Model Vehicle No.  2 m e m o  and using the 
a s sumpt ions  given above, t he  equations of motion of the  launch vehicle  at 
t = 80 seconds  w e r e  found to  be  
6-.0733~ +.45@=0 
-c&+ .0405$t +.0to67a +-.oz/06P = O  flight path cu rva tu re  
p + 1 7 , 9 / 3  = 17.9pc 
- 5 . 4 5 3 ~  t ;i, + .02317& + 5,3747, - 1 5 S j / 3  = O  
-2.36& + ;iz + .os64 )1; 
-11.80~ + ii; + . U S ~ B ~ ,  + 8 4 . 2 5 ~ ~  - 26.25,8= 0 
pit c hi ng a c c e 1 era ti o n equation 
actuator  dynamics 
1st bending mode 
2nd bending mode  
3rd bending mode 
3i.er2 - 2 2 . 7 7 ~  = o 
Most of the conceptual design work repor ted  upon in  the  body of th i s  
r e p o r t  included two bending modes  in  the equations of motion. 
c o u r s e  of the  design work, c e r t a i n  t r ans fe r  functions w e r e  requi red .  
t r a n s f e r  functions,  which include only two bending modes ,  a r e  given below: 
During the 
T h e s e  
- ,  
P C  
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APPENDIX B 
THE W I E N E R  -HOPF EQUATIONS 
% -* w - t 
This appendix d i scusses  the derivations which a r e  per t inent  t o  the 
theory  contained i n  Section 5 of the r e p o r t .  
derivation of the W i e n e r  -Hopf equation, which specif ies  the opt imal  control  
w i l l  be given f o r  the c a s e  where  the plant is p rec i se ly  known. 
tion, the effect of having a plant with non-minimum phase  components wi l l  
be emphasized and then a n  example will  be given t o  demonst ra te  the var ious 
a spec t s  of the problem. After th i s ,  the  Wiener-Hopf equation which defines 
the optimal control  that  min imizes  the expected value of the per formance  
index wi l l  b e  der ived.  
F i r s t ,  a brief review of the 
In the  der iva-  
It s e e m s  necessa ry  to  c a r r y  out the proofs  for  only the opt imal  con- 
t ro l .  Those r e a d e r s  who are  in te res ted  in  deriving, for  example,  the ex -  
p re s s ion  which defines the optimal e r r o r  m a y  mimic  the procedure  used 
fo r  finding the control.  
opt imal  e r r o r  theory to a g rea t e r  extent than it does,  fo r  example,  the opti- 
mal control theory,  is the point of whether or  not the sufficient condition for 
a minimum is sa t i s f ied  when 3 ( s )  is a constant. This point is cons idered  at 
an  appropriate  point in the development. 
The ODtimal Control in the Determinis t ic  Case  
The one difficult p roblem which s e e m s  to  a f f ec t  the 
F igu re  B. 1 Closed-Loop System 
In F igure  B,  1 ,  W r ep resen t s  the fixed e lements  of the sys t em.  
The per formance  index 
00 
2~ =/(ez+ruzpt 
0 
i n  which r is the positive weighting on the control ,  i s  t o  be minimized by 
solving for  the optimal control.  
Equation B-1 can  be  rewr i t ten  i n  the  equivalent f requency domain 
j m  fo rm 
2~ = 4 2 Fj J ~ ~ R - w ~ ) j ~ - ~ u j + m +  (B-2)  
- j m  
since 
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i 
I 
I 
I 
In Equation B-2, W = W ( s ) ,  and w = W ( - S ) ,  e tc .  
One now takes a var ia t ion on Equation B-2  by letting 
1L = Y o  f %u, (B-4 )  
where  U, is the opt imal  control  and U, is physically real izable ,  but o ther -  
wise a r b i t r a r y .  
would probably be m o r e  evident that  the minimuzation procedure  a l so  r e q u i r e s  
that  U, ( t = o )  - U, [ r - m )  = 0. ) 
(If this derivation w e r e  c a r r i e d  out in the t ime domain, it 
- The r e su l t  is 
ZV = Ja t %(Jb + Je) + 1'4 ( B - 5 )  
where  
ioa 
J, is the opt imum value of the performance index, Jd > 0 and J, = J, s ince 
J b  ( - s )  = J, ( s ) .  
f o r  Uo to give the lowest  value of J i s ,  for a r b i t r a r y  U, , J, = 0 (see, f o r  
example,  Reference  4). 
F r o m  this it follows that a necessa ry  and suffizient condition 
Thus one m u s t  consider  the equation 
.io0 
in  which all the poles of 5, 
c a r e  m u s t  be exe rc i sed  because one is tempted to s a y  that a sufficient condition 
f o r  Equation B-6 being identically z e r o  is that all of the poles of the express ion  
a r e  in  the right-half plane. It is at this point that  
(t'+ WL7)Uo-  ER? 
m u s t  a l s o  be inside the right-half plane when the path of integration is com- 
pleted to  the lef t .  This  sufficient condition is usua l ly  expressed  as 
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( V c  Wii i )uo - ViR = 9 ' s )  (B-7)  
where  ~ C S )  is analytic in the left-half plane and, moreover ,  it a s s u m e s  tha t  
the integrand of Equation B-6 has  a sufficient excess  of poles  over  z e r o s  such 
tha t  the integrand is forced to z e r o  along the left-half plane contour. Equa-  
tion B-7  i s  a sca l a r  Wiener-Hopf equation fo r  which one will  obtain the c o r r e c t  
answer  by requir ing that 9 ( s )  have right-half plane poles only when W( S )  is 
minimum phase. 
sufficient condition is 
In the event that  W (  s )  is nonminimum phase the c o r r e c t  
f o r  then 
Do 
(B-9)  
is identically zero.  
poles  in  the right-half plane, W ( s )  has  a n  impulse r e sponse  which goes to  60 
as t -c 00 while the impulse response  assoc ia ted  with W ( - s )  goes to 
t 4  - 0 0 .  
manner  that identifies all right-half plane poles with t ime functions which 
ex i s t  only for t < 0. 
stable sys t em for t 2 0 and one m u s t  be carefu l  to assoc ia te  poles  with the 
c o r r e c t  type of t ime function. 
Equation B-7 in the f o r m  
The bas ic  difficulty is due to  the fact that, when there  a r e  
as 
The danger ex i s t s  tha t  one will  a t tempt  to  solve the problem in  a 
Clear ly  a right-half plane pole can a l s o  r e p r e s e n t  a n  un- 
Taking these  precaut ions,  one m a y  now rewr i t e  
(B-10)  
N 
B 
where  
w = -  * 
D rep resen t s  the open-loop poles of the system and will  contain r ight-half  
plane poles when the open-loop system is unstable. 
function associated with D is identically z e r o  f o r  t < 0 while the t ime function 
assoc ia ted  with b is z e r o  f o r  t 2 0. 
of a right-half plane component and a left-half plane component, that  is, 
Never the less ,  the t ime 
[ ~ D D  t NG is  now wr i t ten  as the product 
[rDo+NZ] = j r o ~ + N i S ) + ( v D I I t ~ ~ ) - = n x  
where,  f o r  example,  A gives r i s e  to  a s table  t ime  function which e x i s t s  f o r  
t 2 0. That is, we in s i s t  that  the poles  be in the left-hand plane. 
- 
Now define 
I 
' I  
I 
I 
I 
I 
I 
I 
I 
[$%/a 
is associated with a "posit ive t ime" function and the second term is associated 
with a "negative t ime" function. 
has  been decomposed into a s u m  i n  which the f i rs t  t e r m  on the r igh t  
Moreover ,  because  of the definition of 9 
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[h2 /Aj t  will  be a stable positive t ime function. 
one a s s u m e s  that 
achieved using a pa r t i a l  f ract ion expansion. 
One can now s e t  
In making this s ta tement ,  
This decomposition can be has  left-half plane poles. 
(B-11)  
and ver i fy  that this is t ru ly  the opt imal  control by substituting back into Equa-  
tion B - 10 to  obtain 
(B-12)  
This  is a function for  which 
Equation B-11 is c o r r e c t  even when W ( s )  has  poles and z e r o s  in  the 
right-half  plane and is a l s o  c o r r e c t  when W ( s )  has  a t ime delay if one in t e r -  
p r e t s  it properly.  That  is, 
N -57- N N - = -  W(s) = - e = 
D DeS' D, (B-13) 
(We wil l  avoid the t r a p  of talking about the  "prediction" problem which is 
somet imes  incor rec t ly  s ta ted a s  
s ince  
T o  i l l u s t r a t e  the preceding discussion, consider  a s imple  example f o r  which 
(B-14) 
Let N = ( - S +  1 )  and D= s(-5+Z)eST and u s e  Equation B-11: 
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where  
I 
* I  
I 
I 
I 
I 
The only "left--half plane pole" of concern in  the pa r t i a l  fra.ction expansion is 
due to the s t ep  input. Therefore  
(B-15)  
If one w e r e  to  u s e  the "analytic i n  the left-half plane" requi rement  
blindly, the r e su l t  
S + 2  
u, = 
( s Z + a s + b )  
would be obtained. This  does not s a t i s fy  the Wiener-Hopf condition. 
Substituting Equation B-15 into the  Wiener -Hopf equation 
[Y+ lrjii7]uo- nw = 2  
gives 
(B-16)  
S C  f 
s J v ' ( s 2 - a s  c b )  
- ( sZ -  a 5 + 6)  
?is? = 
(5  + 1 )  e-sT 
- Thus x-' [ q ( s ) ] = O  f o r  t a 0 
D and gives r i s e  to a - t i m e  function which e x i s t s  only for  negative time. 
because ( s  + I )  e-sT is, by definition, a i ac to r  of 
In a n y  situation where  t h e r e  is s o m e  doubt as to what to do ( f o r  ex -  
ample,  does one assoc ia te  e - sT  with N o r  e+sT  
to check the possible a l t e rna t ives  and s e e  whether o r  not Equation B - 9  has  
been satisfied. 
with D ? )  the only r e c o u r s e  is 
It may occur that 3 (s) t u r n s  out to  be a constant  ( K )  which is, of 
course ,  analytic in the en t i r e  s plane. 
at l e a s t  in i ts  m o r e  genera l  interpretat ion,  b r e a k s  down, because 
In th i s  event,  the suf f ic ien t  condition, 
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It is thus n e c e s s a r y  to evoke the additional r equ i r emen t  that  u ' b o )  u%=a) 
= = 0. 
The r e s u l t s  for  the single var iable  c a s e  are  eas i ly  extended to the 
mult i -control  case (see, for  example,  Reference  2 )  when nonminimum phase 
components a r e  involved. 
The Optimal  Control  in  the Rancloiii Variable Case  
In the r andom var iab le  case we again start with the per formance  index 
2 v =  J(eZ+ v u w t  (B-17)  
go 
0 
which is a l s o  equal  to, by P a r s e v a l ' s  theorem,  
Therefor  e 
- j m  
Since E ( 2 V 3  r e a l l y  m e a n s  that  one mus t  multiply 2 V  by the mult i -dimensional  
probabi l i ty  densi ty  function assoc ia ted  with all of the unknown s y s t e m  p a r a m -  
e t e r s ,  and integrate  over  the proper  domain, the conditions under which one 
can  interchange the o r d e r  of integration and the expectation operat ion reduce 
down to the suff ic ient  conditions one cons iders  for  inverting o r d e r s  of inte-  
gra t ion  in i t e r a t ed  integrals .  For example,  the formula  
is valid if both s ides  ex i s t  and at  l ea s t  one converges absolutely. 
l e a s t  one of the in tegra ls  
That  is, a t  
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is finite. 
Thus if  we wish 
f 
t o  wr i te  
J@J I 
4 
both s ides  must ex is t  and ei ther  
s - i / " ( = E +  r u B l d s d P ( A J  
2 Jlj R -jbo 
o r  
where  P ( A )  r ep resen t s  the mult i -dimensional  cumulative probabili ty function 
for  the unknown p a r a m e t e r s  (descr ibed  by the vector A),  m u s t  ex i s t  ( i .  e . ,  
be l e s s  than infinity). 
The w r i t e r s  know of only one p r a c t i c a l  ca se  for  which th i s  condition 
is not sat isf ied.  
m u s t  r e su l t ,  then Equation B-17 is infinite ( e .  g. , a r a m p  input into a type one 
sys t em) .  However, even in  th i s  ca se  it can  be  shown tha t  the integrand of the 
performance index has  a minimum steady state value. 
at some length in  Section 6 of Reference  2. 
If the input to a s y s t e m  is such that a finite following - e r r o r  
This  point is  d i scussed  
We now assume  that the sufficient conditions have been sa t i s f i ed  and 
wr i te  
.i 00 
(B-18)  
Assuming that 6' is de te rminis t ic  and that the cont ro l  which minimizes  
the expected value of the per formance  index is to  be found, one obtains 
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Again, l e t  
op t imal  condition 
u = Uo f xu, , substi tute and c l e a r  through to obtain the 
It is e a s y  to s e e  tha t  interchanging the expectation and integrat ion op- 
e ra t ion  wi l l  give the s a m e  a n s w e r s  as were  obtained in  the de t e rmin i s t i c  ca se  
with W% replaced  by E W w  1 ,  e tc .  Thus the opt imal  e r r o r  condition becomes  
and the opt imal  output condition becomes 
(B-20) 
(B-21) 
Notice that  the basic  philosophy emphasized in  th i s  ve ry  s t ra ight -  
f o r w a r d  and s imple  der ivat ion is tha t  W is fixed for  any given s y s t e m  but 
not p rec i se ly  known. We then subjectively decided to take  the usua l  p e r -  
f o r m a n c e  index and find its expected value. 
t h i s  i dea  would lead to  t r i v i a l  r e s u l t s  f o r  the c a s e  where  the sys t em w a s  
de t e rmin i s t i c  but t he  input was a random var iab le  for  then 
It i s  only f a i r  to  point out that  
would give the r e s u l t  tha t  U, E 0 when R h a s  a z e r o  mean.  In th i s  s i tua-  
t ion,  a different  philosophy i s  adopted which u s e s  the per formance  index 
J1 = e 2 + r u 2  
and a s k s  that  one find the minimum of a t i m e  average .  That  i s ,  - 
-T  
When this  problem is explored, one finds that  the reasonable  physi-  
c a l  ent i ty  t o  minimize  is the s y s t e m  impulse r e sponse  [ F o  1 . The va r i -  
ous manipulat ions a r e  then c a r r i e d  through completely i n  the  t i m e  domain 
and yield the  t i m e  Wiener-Hopf equation ( s e e ,  for example,  Reference  1 ) .  
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a 
n 
where  
0 
$ o r  2, 2 0 
&.e = autocorrelat ion function of the input 
@P,o, = autocorrelat ion function of the input to the fixed 
Fo(Zz) = the sys t em impulse response  which min imizes  
e lements  of the s y s t e m  
the E { J ] .  
Transforming into the frequency domain one obtains the frequency do- 
m a i n  Wiener -Hopf equation 
where  
x-l [a-rs] = o for  t L o 
= the power s p e c t r a l  densi ty  of the input s ignal  
( B - 2 4 )  
6 ( S )  = the optimal t r a n s f e r  function. 
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