Advanced materials with improved properties have the potential to fuel future technological advancements. However, identification and discovery of these optimal materials for a specific application is a non-trivial task, because of the vastness of the chemical search space with enormous compositional and configurational degrees of freedom. Materials informatics provides an efficient approach toward rational design of new materials, via learning from known data to make decisions on new and previously unexplored compounds in an accelerated manner. Here, we demonstrate the power and utility of such statistical learning (or machine learning, henceforth referred to as ML) via building a support vector machine (SVM) based classifier that uses elemental features (or descriptors) to predict the formability of a given ABX 3 halide composition (where A and B represent monovalent and divalent cations, respectively, and X is F, Cl, Br, or I anion) in the perovskite crystal structure. The classification model is built by learning from a dataset of 185 experimentally known ABX 3 compounds. After exploring a wide range of features, we identify ionic radii, tolerance factor, and octahedral factor to be the most important factors for the classification, suggesting that steric and geometric packing effects govern the stability of these halides. The trained and validated models then predict, with a high degree of confidence, several novel ABX 3 compositions with perovskite crystal structure.
INTRODUCTION
The materials community is currently witnessing a fundamental change in the way novel materials are designed and discovered. A steady increase in computational power, accompanied by developments in quantum theory and algorithmic breakthroughs that allow for efficient yet accurate quantum mechanical computations, opens the door to computing properties of a wide range of materials that once seemed prohibitively expensive. As a result, high-throughput explorations of the vast chemical space are increasingly being pursued and have significantly aided our intuition and knowledge-base of material properties (Ceder et al., 2011; Jain et al., 2011; Yu and Zunger, 2012; Curtarolo et al., 2013; Pilania et al., 2013 Pilania et al., , 2016 Sharma et al., 2014; Balachandran et al., 2016; Kim et al., 2016; Mannodi-Kanakkithodi et al., 2016) . Massive open source databases of materials properties (including electronic structure, thermodynamic, and structural properties) are now available on the web (Curtarolo et al., 2012; Computational Materials Repository, 2015; Materials Project -A Materials Genome Approach, 2015) . Big-data materials infrastructure (Service, 2012) is increasingly being built with the intent of knowledge extraction and rule-mining to identify candidate materials for next-generation materials breakthroughs.
To illustrate the efficacy and utility of the informatics route to materials discovery, we here take-up a specific example of predicting the formability of perovskite halides -a class of technologically relevant materials (Mitchell, 2002) possessing a number of interesting properties, including high resistivity and breakdown field, electron-acceptor behavior, a large optical transmission domain, photoluminescence, ionic conductivity over a wide temperature range, antiferromagnetism, ferroelectricity, and piezoelectricity (Muller and Roy, 1974; Sarukura et al., 2007; Zhang et al., 2008; Pilania and Lookman, 2014; Pilania and Uberuaga, 2015) .
A typical cubic crystal structure adopted by ABX 3 perovskite halides [with three-dimensional arrangement of corner-sharing octahedral BX 6 units (Muller and Roy, 1974) ] is depicted in Figure 1A , where A and B cations are 12-and 6-fold coordinated, and have +1, +2 nominal charge states, respectively, while X ∈ {F, Cl, Br, I} represents a halide. However, non-perovskite structures with edge sharing octahedral arrangement are also common in compounds with ABX 3 stoichiometry (for instance, CsNiF 3 and CsCoCl 3 compounds) (Muller and Roy, 1974) . The central focus of this paper is a basic task: from available data on formability of ABX 3 solids (i.e., known compounds with perovskite or non-perovskite labels), can we construct a ML model and predict with a high degree of accuracy whether a proposed solid with given choices of A, B, and X should be a perovskite or a non-perovskite?
Given the technological importance of perovskites, formability of both oxides (Li et al., 2004; Zhang et al., 2007; Feng et al., 2008; Kumar et al., 2008) and halides falling in this class has been previously studied. These studies performed a classification into perovskite or non-perovskite in the traditional way by using a structure map. A structure map is defined as a two-dimensional plot of the values of two features of the known solids and with lines drawn using ad hoc principles (including by hand) that separate the data points into the different classes of crystal structures (Mooser and Pearson, 1959) . The tolerance and octahedral factors are the two most widely used structure governing features in these plots (Li et al., 2004 Zhang et al., 2007; Feng et al., 2008; Kumar et al., 2008) . Our work is a departure from these earlier publications: we consider a large number of potential features that are known to govern the crystal structures of inorganic solids (beyond tolerance and octahedral factors), utilize state-of-the-art ML methods to rationally establish the decision boundaries (based on available data and cross-validation methods) that separate perovskites from non-perovskites and accurately quantify prediction accuracies. By exploring a vast number of different feature combinations, we identify new classifiers, previously unknown, that complement (or could even potentially substitute) the two popular geometric factors used in the past.
While drawing that the standard structure map is not possible with more than two features, ML provides an alternative, more rigorous, and automated method of classification. Unlike the traditional approach adopted for structure maps, where decision boundaries are drawn by hand, in the ML approach model parameters govern the position of decision boundaries and optimal parameters are selected by evaluating the model performance (or prediction accuracy) on unseen data (Pilania et al., 2015a,b) .
For ML, we used the support vector classification (SVC) method, which is commonly used in binary classification problems (Vapnik, 1995 (Vapnik, , 1998 Flach, 2012 ). An additional advantage of using this method is that besides returning a classification model, it also provides probabilistic estimates of confidence in those predictions that can be very useful in forecasting new candidates, which are yet to be synthesized. In fact, after performing training and testing steps on the available 185 compounds, we employ the best performing model to predict formability of 455 ABX 3 chemistries falling within the same chemical space spanned by the training data. The top 20 new ABX 3 compounds with high prediction probability of forming perovskite-type crystal structure are, thus, identified. In what follows, we describe the details of our study.
DATASET, FEATURES, AND CHEMICAL SPACE
This section describes the details of features and perovskite halide formability dataset that were used to train and test the prediction performance of the ML models developed here. Besides the tolerance and octahedral factor feature pairs, we also considered the A, B, and X ionic radii (denoted as r (Zhang et al., 2007) , and the ratio of the sum of the s and p orbital radii of the A and B atoms relative to that of the X atom (i.e., r (Rabe et al., 1992) . Finally, differences in the Martynov-Batsanov electronegativity scales of A-X and B-X atoms pairs (i.e., ∆χ 
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B−X were included as features instead of just the differences in the Martynov-Batsanov electronegativity scales of A-X and B-X atoms pairs. Rabe et al. (1992) have shown that the pseudopotential core radii sum and Martynov-Batsanov electronegativity are widely transferable across crystal classes and capture important trends essential to describe the electronic charge distribution, crystal geometry, and bond lengths. We explore the relevance of these features for classifying perovskite and nonperovskite halides.
Bond valence radii that we have used in this work refers particularly to the bond valence parameter R 0 in the equation, (Brown, 1978) , where R ij is the length and S ij is the valence of the bond between atoms i and j; R 0 and b are the empirically determined bond valence parameters, whose values are compiled in crystallographic databases. Note that R 0 has the unit of bond distances and has unique values for a given cation and anion pair.
The s and p orbital radii refers to the Zunger's pseudopotential core radii sum (Zunger and Cohen, 1979) , which, in sharp contrast to the empirical R 0 parameter, is derived directly from quantummechanical calculations. They refer to the core distance of the wave function at which the pseudopotential crosses zero for a given angular momentum of an orbital. Here, we considered s and p-orbitals for our classification. In Table 1 , we list all features that were considered in this study.
We started with the ABX 3 perovskite halide formability dataset used by Li et al. (2008) consisting of 186 labeled compounds. From this dataset, five compounds (viz., KSmCl 3 , CsGeCl 3 , LiCoBr 3 , KCoBr 3 , and KCoI 3 ) were omitted since the bond valence features were not available for these compounds. Furthermore, we augmented the dataset with four tin fluorides, namely NaSnF 3 , KSnF 3 , RbSnF 3 , and CsSnF 3 , for which formability labels became available only recently (Tran and Halasyamani, 2014) . Thus, the final dataset contained 185 ABX 3 compounds with known labels and 11 features.
The chemical space covered by the compounds in the training dataset is depicted in Figure 1B . The 185 ABX 3 perovskite halides contain eight different A-site cations (viz. Ag, Cs, Cu, K, Li, Na, Rb, and Tl) and twenty B-site cations (viz. Ba, Be, Ca, Cd, Co, Cr, Cu, Eu, Fe, Hg, Mg, Mn, Ni, Pb, Sn, Sr, Ti, V, Zn, and Zr). Cu appears on either A-or B-sites. The X-site has four different possible choices of F, Cl, Br, and I.
Owing to the inherent interpolative nature of ML approaches, we confined our exploration to the above restricted chemical space of perovskite halides throughout this study. Within this space, a total of 640 unique compounds exist, out of which 185 (<30%) are known from previous experiments. The remaining 455 are not explored in the literature and our objective is learned from 185 known compounds via ML and infer or predict the formability of the remaining 455 compositions for rationally guiding the experimental synthesis efforts.
MACHINE LEARNING MODEL
For the binary classification problem at hand, each instance of our data is described by an Ω-dimensional feature vector ⃗ x = ( f 1 , f 2 , f 3 , . . ., f Ω ) and a label y. The label has a value of +1, say for perovskites, and −1, for non-perovskites. A support vector machine aims to find a function that for any given ⃗ x has a value of ±1. Ideally, it is desired to generate a decision boundary in the space of features that maximizes the distance (also known as margin) of the closest instance from either class from it. Instances are defined as points in the hyperspace of features that lie on one side or the other of this hypersurface.
Often a clear separation of the data via a finite margin is not possible. In such cases, a soft margin support vector machine is constructed instead. This classifier allows misclassification of instances; in other words, points in the margin are allowed. If we represent our input data by the set of labeled instances {(⃗ x i , y i )}, then a soft margin support vector classifier determines the hypersurface in the space of features by solving
subjected to the following constraints:
Here, the parameter C controls the number of misclassifications. In the minimization, the competition is between the size of the margin and the degree of misclassification acceptable. The support vectors are identified as those points for which 0 < α i < C.
The term K(⃗ x i ,⃗ x j ) is known as the kernel, for which there are several choices, for example, linear kernels, polynomial kernels, or Gaussian kernels (also known as radial basis functions or RBFs) (Pedregosa et al., 2011) . If the kernel is linear, the decision boundary is always a hyperplane. With two features, the linear kernel support vector machine draws a straight line through the data and, hence, is analogous to drawing a structure map. This was another reason that we choose support vector machine over other classification methods as a linear kernel with just two features mimics what has been done in the past.
In this work, however, after testing a number of kernels for their classification accuracies, we chose to go forward with a Gaussian kernel, defined as:
To use a support vector machine as a classifier, we first need to select a kernel and set its parameters. For the RBF kernel, the number of parameters that need to be set are two, namely C and γ. To aid in selecting these parameters, we used gridsearch cross-validation (Pedregosa et al., 2011 ) that generates a two-dimensional grid. For each grid point, we used five-fold crossvalidation on a 0.8/0.2 training/testing split of the dataset. Our metric of success is the accuracy, that is, the number of instances in the test set predicted correctly divided by the total number of instances in the test set. For this metric, the grid for C often had a number of points with nearly identical values. In many cases, repeating the analysis with a different random number sequence produced variations nearly comparable. For γ, the best results were obtained when the parameter was varied inversely with number of features; i.e., when γ ∝ 1/Ω. Instead of choosing the parameter values at the grid point with the best value of the metric for a given kernel, we simply choose C = 1 and γ = 1/Ω to define the model. With these parameters, we tested all possible combination of the features going up to four features. These results are discussed in the next section.
RESULTS AND DISCUSSION
Using the SVC model, we tested all possible models built by taking two ( 11 C 2 = 55 models with Ω = 2), three ( 11 C 3 = 165 models with Ω = 3), and four features at a time ( 11 C 4 = 330 models with Ω = 4). Performances of these models were ranked by evaluating their prediction accuracy (i.e., fraction of the correctly predicted formability labels) on a 20% independent test set that was not used for model training. Performance of the top-5 models for each of the cases with Ω = 2, 3, and 4 is summarized in Table 2 and Figure 2 . We also tested each model for its stability by evaluating prediction variability over 500 different randomly selected test sets. The SDs on test set prediction accuracies for the top performing models are provided in Table 2 .
The top performing model with Ω = 2 is the classical toleranceand octahedral-factor pair (t f , o f ). While t f appears in all five top-performing models with Ω = 2, performance of the t f , o f pair was found to be remarkably better than the other models. This pair leads to classification accuracies of 92.5% on the training set and 91.5% on the test set. It was also interesting to compare the classification performance of this feature pair when individual features were used with and without normalization. For normalization, we scaled each of the features to have a zero mean and unit variance. Figure 3 compares the results of the structure map. We find that the model with normalized features not only results in superior prediction performance but also leads Models were ranked by their prediction accuracy defined as fraction of the correctly predicted formability labels on a 20% test set that was not used for model training. To obtain reliable statistics of our model performance, we performed 500 such trials of randomly choosing 80% for training and 20% for testing. At the end of each trial, we have an estimate for the accuracy of the model performance on each test set. Error bars represent the SD (σ) of those 500 accuracy estimates. The best performing model is identified with a ⋆.
to a more physically meaningful finite formability region for perovskites. In light of this result, we used normalized features for all SVC models in our study.
The models with Ω = 3 and Ω = 4 provide only slight improvements in the prediction accuracies. For example, our best performing model with Ω = 4 (i.e., with features r i A , r i B , t f , and o f ) led to improvements to both the training set and test set prediction accuracies by about 1%. We were able to classify training and test sets formabilities with 93.8 and 92.1% accuracies, respectively. Ninety-five percent confidence intervals (i.e., ±1.96 σ) on these predictions were within 4.3 and 16.5%, respectively. Going beyond Ω = 4 did not improve the prediction accuracies and, therefore, we used our best performing model with the four features for subsequent analysis and to make formability predictions on the Before moving on to new predictions, we also analyzed compounds that were misclassified. The results are presented in Figure 4 . While all four features were used in the classification model, here we plot the results in t f and o f feature space for visualization purposes. It can be seen that most of the misclassifications occur at the boundary of the perovskite and nonperovskite regions. Furthermore, model-predicted probabilities of formation for most of these compounds were close to 50% for both the classes. For instance, the predicted probabilities of RbEuCl 3 and RbSrCl 3 for being a perovskite were 58 and 52%, respectively. Given that many non-perovskite oxides can be synthesized in a long-lived metastable perovskite phase through non-equilibrium high pressure synthesis routes, it will not be unreasonable to contemplate that such possibilities may also exist for these borderline halide ABX 3 chemistries as well. Finally, a compound that comes forth as clear exception is CsMnF 3 , which was labeled as non-perovskite but predicted to be a perovskite with a 96% probability. Not surprisingly, we found that that the hexagonal antiferromagnetic structure of CsMnF 3 can be easily transformed to cubic perovskite at high pressures (Kafalas and Longo, 1972) . Therefore, such misclassifications should be looked at, not so much as learning model failures, but rather as indicators of possibilities for alternative synthesis routes (such as high temperature, pressure, or epitaxial strain) toward perovskite crystal structures .
Having demonstrated classification using known data, we now use the ML model to predict formability (i.e., perovskite vs. non-perovskite) of the unlabeled ABX 3 chemistries. While, in principle, we were able to classify all of the 455 chemical compositions, going forward, we focus our attention on the top-40 ABX 3 chemistries, all of which were classified as a perovskite with a probability ≥85%. These systems are listed in Table 3 along with the predicted probability of formation in a perovskite structure. A complete list of predictions on the entire dataset of 455 compounds can be found in Supplementary Material. It is interesting to note that some of these compounds [such as TlCaF 3 and TlHgF 3 have also been predicted to be stable in the perovskite crystal structure by a recent independent study (Körbel et al., 2016) ]. Finally, we note that our ML-based formability prediction model has only considered structural factors and other easily accessible attributes for the ABX 3 systems. This is a reasonable first screening step that allows us to efficiently down-select a small fraction of the overall unlabeled dataset (i.e., 40 out of a total of 455 possibilities, viz., <10%). However, to make reliable predictions relative thermodynamic stability of the identified ABX 3 chemistries has to be rigorously tested against all potential chemical combinations that may combine to form the composition of interest. More specifically, this requires computation of relative stability with respect to a set of most stable known materials (including elemental, binaries, and ternaries chemistries) at that chemical composition for each of the top-40 ABX 3 chemistries identified here. Furthermore, one has to confirm the absence of any soft mode instabilities over the entire Brillouin zone in order TABLE 3 | Model predicted novel ABX 3 chemistries with a probability of ≥85% to form a perovskite structure.
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Probability System Probability System Probability System Probability System Probability to establish the dynamical stabilities of these systems. Such efforts are currently underway.
CONCLUSION
Perovskite halides (hybrid and inorganic) have garnered significant interest because of their outstanding photovoltaic properties. One of the outstanding challenges that concern experimental efforts in this direction is in successfully synthesizing phase pure perovskite compounds. We attempted to address this by employing a ML approach, which allows us to rapidly screen and identify candidate ABX 3 perovskite compounds for experimental evaluation. From our analysis, we identified a combination of features that best represent the description of a hardsphere model (ionic radii, tolerance factor, and octahedral factors) in classifying perovskites from non-perovskites. The key insight is that, in halides, interactions that govern geometric packing and steric effects are important for classification, in spite of the fact that there were transition metal cations in our training set. However, we anticipate that additional electronic effects, such as crystal-field stabilization energy, might emerge as critical features to accurately describe different octahedral tilt patterns within a perovskite sub-class, which we do not discuss here. Furthermore, the ability to rationally establish decision boundaries and assign uncertainties with predictions and misclassifications makes this approach highly attractive for predictive materials design. We demonstrated this by identifying 40 new ABX 3 compounds that show potential for forming stable perovskite structure-type and, to the best of our knowledge, have not been reported previously. A detailed study targeted to assess thermodynamic and dynamical stabilities of these compounds is currently underway.
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