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In this paper, we present a novel approach to the generation of
virtual scenarios of multivariate financial data of arbitrary length
and composition of assets. With this approach, decades of realistic
time-synchronized data can be simulated for a large number of as-
sets, producing diverse scenarios to test and improve quantitative
investment strategies. Our approach is based on the analysis and
synthesis of the time-dependent individual and joint characteristics
of real financial time series, using stochastic sequences of market
trends to draw multivariate returns from time-dependent proba-
bility functions preserving both distributional properties of asset
returns and time-dependent correlation among time series. More-
over, new time-synchronized assets can be arbitrarily generated
through a PCA-based procedure to obtain any number of assets in
the final virtual scenario. For the validation of such simulated data,
they are testedwith an extensive set of measurements showing a
significant degree of agreement with the reference performance of
real financial series, better than that obtainedwith other classical
and state-of-the-art approaches.
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1 | INTRODUCTION
Quantitative analysis and algorithm-based investment nowadays have a relevant presence in stockmarkets, where a
high percentage of trade orders are currently driven by computational finance. Those systems exploit the inefficiencies
or inaccuracies of the market through the analysis of previous data and real-time predictions over running markets,
detecting and taking advantage of time-and-asset localized opportunities ormanaging risk in uncertain scenarios by
dynamically adapting portfolio weights.
Obviously, there is just one single historical record of financial data for a givenmarket. This record is the unique
data resource available to develop, optimize and test those algorithmic investment strategies. Once an investment
strategy has been developed and tested, we know its performance on some specific period of the historical record, but
there is noway to know how the algorithmic strategywould perform in an unseen scenario, different fromwhat has
happened in real markets before. It would then be desirable to have a procedure that generates new hypothetical but
plausible realizations of financial time series, in order to test the robustness and performance of current quantitative
investment strategies, or to develop and optimize new ones. Moreover, this should be done not only for isolated assets,
as they are not independent of each other (specially if they belong to the samemarket), but for sets of assets following a
multivariate approach. The aim of this work is to develop a technique that allows to simulate virtual scenarios of given
financial markets involving hundreds or thousands of assets for time periods of arbitrary length that could be used for
the aforementioned purposes.
In order to test anymethod that attempts to simulate the behavior of real assets, some properties of real financial
time series are needed to be defined first, and then checked on the artificial ones. While there is no unique and
clear definition of how a real financial time series should be, we can observe a set of “... constraints that a stochastic
process has to verify in order to reproduce the statistical properties of returns accurately...” (Cont (2001)): returns
distributions showheavy tails, high-volatility events tend to cluster in time, and pricemovements do not show significant
autocorrelation, among others. Thus, we firstly introduce in Section 2 the set of metrics used that attempt to capture
the properties of financial time series andmarkets. The objective of thosemetrics is not to validate any “model”, but to
validate the artificial series produced according to those sanity-check “constraints”, whatever its generation process.
The results of thesemeasurements will be reported for our benchmark dataset, consisting of a 16-year period of daily
stock returns, in order to compare with the simulated scenarios obtainedwith different methods.
Many models that attempt to describe the evolution of asset prices or returns have been proposed, from the
most simple geometric BrownianMotion (GBM) and other variants of stochastic differential equations (SDEs), to the
Autoregressive Conditional Heteroskedasticity (ARCH) family (Bollerslev (1986)) or the stochastic volatility models
(Asai et al. (2006)) that take into account the time-varying volatility. However, none of thesemodels has been designed
for generating virtual scenarios for high-dimensional multivariate financial datasets, failing either to reproduce some
specific features of financial time series or being computationally infeasible. In Section 3wewill give a brief overview of
some of themodels that can be used for simulating asset returns that can be found in publicly available toolboxes, and
some of their weaknesses will be highlighted based on the set of analysis previously described in Section 2.
For the generation of simulated data that comply with the specified requirements, we propose a synthesis-by-
analysis approach, described in Section 4, that allows to produce never-seen-before virtual scenarios of a givenmarket
as long as desired (Figure 1(a)). This method is based on segmenting the given dataset in different time periods defined
by themarket trends, fromwhich time-dependent statistics of themultivariate return distributions are learned. Then,
stochastic sequences as long as desired of alternating trends are synthesized by drawing multivariate returns from
probability density functions with such time-dependent parameters. In this way, both distributional properties of asset
returns and time-dependent correlation among time series are properly reproduced to a great extent.
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(a) (b)
F IGURE 1 Challenges addressed in this work (R denotes amatrix of T return values from S assets): (a) obtaining a
long-term virtual scenarioR’ (S × T’) from a given datasetR (S × T), and (b) obtaining a larger datasetR’ (S’ × T) from a
given datasetR (S × T).
Furthermore, for any investment strategy to be robust, it is desirable that it be tested on unseen assets different
from those already observed but presenting a behavior coherent with the market they belong to. In Section 5, a
technique for generating new artificial assets that comply with this constraint (figure 1(b)) is proposed, allowing to
test investment strategies on amuch diverse virtual scenario that can involve thousands of assets, including or not the
original ones (being in this latter case completely unseen for the investment strategy). To our knowledge, this issue has
not been addressed in any previously published study.
In Section 6, both proposed techniques are combined in order to generate high-dimensional long-term virtual
scenarios of multivariate financial data involving several decades of daily asset returns from thousands of stocks,
whose properties will be checkedwith our set of metrics. Finally, Section 7will summarize the conclusions andmain
contributions of this work.
2 | ASSESSMENT OF SIMULATED FINANCIAL TIME SERIES
Several quantitative properties of financial time series have been described in the literature, being known as ‘stylized’ or
‘empirical’ facts (Cont (2001, 2007), Chakraborti et al. (2007)). Most of them are focused on univariate time series and
attempt to describe the distributional properties of asset returns and their dependence properties (Davis andMikosch
(1999)), while some others try to account for the characteristics of the path defined by price movements. However,
when dealing with several assets belonging to the same or different markets, multivariate analysis play a crucial role due
to the cross-asset dependencies (Plerou et al. (1999)). Furthermore, the dependence structure between different assets
may bemore complex than what can be captured by average correlation coefficients, so additional ways to measure this
dependency will be introduced below. All those properties, and themetrics used to quantify them, will be defined in this
Section. But first, wewill describe the financial dataset used to illustrate those properties and to check the ability of
different simulationmethods to reproduce their properties.
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2.1 | Dataset description
In this work, wewill deal with stocks. Particularly, we will analyze and use the daily prices/returns between 01/01/2000
and 04/29/2016 of a set of 330 stocks that have been part of the S&P500 index at some timewithin this given period.
This dataset is illustrated in Figure 2(a), showing the time series of both prices (upper panel) and returns (lower panel).
For a better visualization, stock prices have been forced to start at a price value p(t = 0) = 1. This kind of time series
representation will be used throughout this paper to illustrate both real and simulated financial time series.
(a) 330-stock dataset. (b) Equally-weightedmarket index.
F IGURE 2 Time series of our 330-asset dataset (a), comprising stocks that have been part of the S&P500 index at
some time between 01/01/2000 and 04/29/2016, and its equally-weightedmarket index (b). For both subfigures, price
(upper panel) and return (lower panel) series are shown.
On the other hand, an entire dataset belonging to the same asset class can be represented by a market index,
an aggregated value produced by combining its constituting stocks or investment vehicles. In this way, the average
behavior of the asset class can be easily tracked over time. Also, the resulting time series account for the correlation
between different assets, and thus it reflects how these correlations vary over time. In this work, an equally-weighted
index is used to represent the overall behavior of a set of stocks within a given time period. Figure 2(b) shows the
equally-weightedmarket index for our particular dataset.
2.2 | Empirical properties of financial time series
2.2.1 | Distributional properties
Most of themetrics used in order to quantify empirical properties of financial time series describe asset returns as a
random variable. In this work, wewill consider simple returns, R t . Among the different statistics that can be obtained
from return time series, the most used are those related to the shape of their distribution. The distribution of asset
returns tends to be non-Gaussian, shape-piked and presenting heavy tails, as it has been observed in variousmarket
data. This behavior is usually quantified bymeasuring the kurtosis of the distribution of R t , which reflects a deviation
from the normal distribution. The heavy-tailed distribution of asset returns is revealed by kurtosis values larger than 3,
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which is the kurtosis value for a univariate normal distribution.
Figure 3(a) shows the return series for a particular stock within our dataset (Adobe Systems Inc.), while Figure 3(b)
shows its distribution. As it can be seen, the distribution is more shape-piked and fat-tailed than the normal one, leading
to large kurtosis values. This is a general trend in our dataset, as Figure 4(a) shows, where the distribution of kurtosis
values from all 330 stocks is plotted.
(a) Return time series. (b) Distribution of returns.
F IGURE 3 Example of return time series (a) and its distribution (b) for the Adobe Systems Inc. stock. The Gaussian
distribution is also plotted for comparison purposes. This particular time series has a kurtosis value of 12.84 and a
skewness value of 0.04.
Also, the distribution of asset returns usually shows a significant degree of asymmetry, which can be quantified by
its skewness value. Positive values of skewness reflects more probable values at the right tail of the distribution, while
negative values indicates a longer or fatter left tail. For a univariate normal distribution, the skewness value is 0.
Whether the skewness of asset returns is positive or negative seems to depend on the type of financial series being
analyzed (Albuquerque (2012)): while negative skewness values have been reported formarket indexes, presenting
larger drawdowns than upward movements, individual stocks seem to show greater variance, tending to positive
skewness values. This has been also observed in our dataset: the skewness value for our equally-weightedmarket index
in Figure 2(b) is -0.0421, while the distribution of skewness values from all 330 stocks, shown in Figure 4(b), is slightly
shifted to positive values (but also presents negative ones).
Distributional properties of asset returns are usually estimated over the whole financial time series, as it has been
done above, obtaining a single value of the metric (kurtosis or skewness) per asset. However, these properties may
change over time depending on the volatility conditions in different periods, so rollingmetrics will also be used in this
work in order to account for the time-varying dynamics of the shape of the distribution of asset returns.
2.2.2 | Dependence properties
Another well-known fact is that asset returns do not present significant linear autocorrelation, except for very short
intra-day time-scales. This fact has beenwidely documented and has been cited as a support of the ‘efficient market
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(a) Kurtosis. (b) Skewness.
F IGURE 4 Box-plots of kurtosis (a) and skewness (b) values in our S&P500 330-stock dataset.
hypothesis’ due to its unpredictability. Although autocorrelation of asset returns is insignificant, it has been observed
that some non-linear functions of returns, such as absolute or squared returns, do present significant autocorrelation,
usually related to thewell-known phenomenon of volatility clustering. This property can be summarized by saying that
“large price variations aremore likely to be followed by large price variations”.
Figure 5 shows the autocorrelation functions (ACF) of returns and absolute returns for the Adobe Systems Inc.
stock. As it can be seen, autocorrelation of asset returns rapidly decays to zero (Figure 5(a)), while squared returns are
positively autocorrelated even for large time-lag values (Figure 5(b)). In order to showhow rapidly decay autocorrelation
values for the whole dataset, the absolute values of the ACF are averaged for every stock (using the 20 first lags for
returns and the 100 first lags for absolute returns), and the distribution of the resulting values plotted (see Figure 6). As
shown, the previous observation for a particular stock holds true for the whole dataset.
2.2.3 | Pathwise properties
Some other properties of univariate financial time series are based on the characteristics of the price time series.
For example, the irregularity of the trajectory followed by price movements of a financial asset is related to its risky
character. This can be quantified by the number of trends observed over a given time period. However, defining when
a trend appears or changes is not straightforward and different definitions can be applied, existing several methods
for change-point detection in time series (Lavielle and Teyssière (2006), Lovrić et al. (2014)). Among other aspects,
a noise level or threshold must be defined in order to decide when a given price movement should be considered a
trend change or just “noise” within the same trend. In this paper, a trend is defined as the price movement between
two consecutive directional change (DC) points as defined in Bakhach et al. (2016). However, in this work the goal is
not either to summarize the price series nor to predict DC points, but to segment ex-post a given data record for the
following purposes:
• split the historical dataset in the analysis stage of our presented approach, described in Section 4.1.
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(a) ACF of returns. (b) ACF of absolute returns.
F IGURE 5 Sample autocorrelation function (ACF) of returns (a) and absolute returns (b) for the Adobe Systems Inc.
stock. Confidence bounds (±0.0312) are also shown.
(a) Returns. (b) Absolute returns.
F IGURE 6 Average of the absolute values of the sample autocorrelation function (ACF) of returns (a) and absolute
returns (b) for every stock within our dataset. For returns, the 20 first lags are taken into account, while 100 lags are
averaged for absolute returns.
• compare the number of trends, and themetrics derived from them, observed in both real and simulated datasets.
Figure 7(a) shows an example of the detected trends over a 1500-days period for the Adobe Systems Inc. stock. As
it can be seen, a large number of trends can be observed within high volatility periods (between day 2000 and day 2500)
while calm periods (between day 3000 and day 3500) present amuch lower number of trends.
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(a) Price series and detected trends. (b) Distribution of trend ratios.
F IGURE 7 Detected trends over a 1500-day period of the Adobe Systems Inc. stock (a) and box-plot of the
corresponding trend ratios (b).
Trend ratios can also be used to characterize the behavior of a financial asset. Given a trend, its trend ratio is defined
as the return over the period in which the trend is held divided by the noise level used in order to define the trend
itself. Very large trend-ratio values will indicate infrequent behavior presenting an unusual return within the given
time-period. The distribution of the trend-ratio values for a given time series can then be plotted, revealing high-yield
trends as outliers if boxplot-type representations are used. Figure 7(b) show this kind of representation for the Adobe
Systems Inc. stock. As it can be seen, some outliers appear due to the high-yield trends in the calm period (between day
3000 and day 3500) shown in Figure 7(a).
2.2.4 | Cross-asset relationships
While it is necessary that individual artificial assets possess univariate characteristics similar to the real ones, this is not
sufficient, as investment strategies usually deal with a large number of assets. It is also necessary then that the whole
artificial dataset behaves synchronously as a real one, presenting similar cross-asset relationships as those observed in
assets from real markets. Themost straightforwardway to quantify these cross-asset relationships is to compute the
correlation coefficient between each pair of assets. An easy way to visualize and compare correlations among different
assets and datasets is to obtain the correlationmatrix for the dataset (which is symmetric) and graphically represent
those coefficients in what it is usually called a correlation map. Such kind of representation can be seen in Figure 8 for
our S&P500 330-stock dataset.
Although a givenmarket may present correlations between assets that hold on average (for example, companies
that belong to the same industry), these correlations usually change dynamically over time. For example, it has been
reported that correlations largely increase during high volatility periods, resulting in markets that move as a whole
during crisis. This can be seen in Figure 9, where correlationmaps of our S&P500 330-stock dataset have been plotted
for two different time periods: a low volatility period (Figure 9(b)) between days 1000 and 1500 (see time series in
Figure 2), and a high volatility period between days 2000 and 2500. As it can be seen, while both correlation maps
show similar patterns regarding relative cross-correlation between assets, correlations aremuch higher during the high
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F IGURE 8 Correlationmap between our S&P500 330-stocks dataset.
volatility period.
(a) Low volatility period. (b) High volatility period.
F IGURE 9 Correlationmap between our S&P500 330-stocks dataset two different periods: a low volatility period
(a) between days 1000 and 1500 (see time series in Figure 2) and a high volatility period (b) between days 2000 and
2500.
In order to quantify this dynamic behavior of cross-asset relationships, the equally-weightedmarket index of the
given set of assets will be used to define the followingmetrics, as this time series depends on the relationship between
different assets:
• Number of trends. Wewill require that market indexes of artificial assets present a similar behavior to that of the
real ones in terms of number of trends over a certain period. If artificial time series would be uncorrelated, their
aggregation will result in a smoothed path presentingmuch lower number of trends.
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• Directional similarity. This quantity measures the percentage of assets within a given time period whose prices move
in the same direction (either upward or downward) than the equally-weightedmarket index, reflecting thus the
temporal correlation among different financial series. A one-day stepped fifty-day sliding-window is used to obtain
themoving average price of themarket index, and for each window the percentage of assets whose prices move in
the same direction are computed. Figure 10(a) shows the value of this metric obtained for each of the different
windows, while Figure 10(b) represent their distribution bymeans of a boxplot. As shown, it is usual that a high
percentage of the assets from a givenmarket become correlated at several time periods, being this the expected
behavior for artificial assets.
(a) Temporal evolution. (b) Boxplot distribution.
F IGURE 10 Temporal evolution (a) and box-plot (b) of directional similarity values for our equally-weighted
330-stockmarket.
3 | EVALUATION OF STOCHASTIC MODELS AS SIMULATION METHODS
3.1 | Classical stochastic models
Oncewe have defined some properties of financial time series, we can proceed to test some approaches for simulating
virtual scenarios and their ability to reproduce such properties when generating artificial assets. When looking for
publicly available methods to simulate price or return values, themost widely used is the Geometric BrownianMotion
(GBM), as it is the core of the well-known Black-Scholes model (Black and Scholes (1973); Merton (1973)). This method
describes the evolution of the price of a stock as a stochastic differential equation (SDE) based on aWiener process (or
Brownianmotion), the percentage drift and the percentage volatility, which are taken to be constant and equal to the
historical average return and standard deviation, respectively.
However, it has been shown that this model fails to capture some of the well-known stylized facts, specially
those related to the dynamic behavior of markets such as the volatility clustering, but also the excess kurtosis of the
unconditional distribution of returns as being based on Gaussian innovations with constant parameters. In order to
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illustrate this, we have simulated a path for the Adobe Systems Inc. stock by using the MATLAB Financial Toolbox
(TheMathWorks (2016)) implementing the GBM. Figure 11(a) shows the return time series of the simulated path. As it
can be seen in Figure 11(b), GBM clearly fails to reproduce the excess kurtosis of stock returns, as all the return time
series is drawn from the sameGaussian distribution with fixed parameters. For the same reason, themodel also fails to
reproduce the volatility clustering feature, which arise from observing sets of samples with time-varying variance. This
can be seen by simple visual inspection of Figure 11(a), but also reflected when evaluating the autocorrelation function
of absolute returns (see Figure 12(b)) where a lack of autocorrelation is observed even for small values of the time-lag.
Similar results are obtainedwhen using other variants based on SDEs.
(a) Return time series. (b) Distribution of returns.
F IGURE 11 Simulated return time series (a) and its distribution (b) for a simulated path through GBM. This
particular time series has a kurtosis value of 2.98 and a skewness value of -0.03.
3.2 | Volatility models
In order to overcome these issues, volatilitymodelswere proposed attempting to describe the evolution of asset returns
or prices by modelling volatility as a time-varying process. Among them, twomain families of volatility models have
become the dominant approaches: ARCH (Autoregressive Conditional Heteroskedascity) (Bollerslev et al. (1992))
models and stochastic volatility (SV) models. In the former one, the variance is a deterministic value that depends on the
p previous values of the time series. Then, analytic expression for the likelihood function of the parameters to be fitted
can be derived. Conversely, in stochastic volatility models, volatility is a latent stochastic process, requiring complex
techniques (e.g. Markov chainMonte Carlo methods) to compute the likelihood function of the parameters.
While both types of models can be used to simulate asset returns or prices, few publicly available implementations
can be found that directly provide the simulated paths, as volatility models are mainly used to forecast volatility or
to estimate the Value at Risk (VaR) based on those simulations (similarly to how the Black-Scholes model estimate
the price of an option based on the simulated paths from aGBM).Most of them are based on the Generalized ARCH
(GARCH)model, in which the variance also depends on the q previous values of the variance itself. In the next example,
we have used theMATLAB Financial Toolbox to generate a simulated path for a GARCHmodel with parameters p = 1
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(a) ACF of returns. (b) ACF of absolute returns.
F IGURE 12 Example of sample autocorrelation function (ACF) for returns (a) and absolute returns (b) for a
simulated path through GBM. Twenty first lags are shown.
(a) Return time series. (b) Distribution of returns.
F IGURE 13 Simulated return time series (a) and its distribution (b) for a simulated path through GARCH(1,1). This
particular time series has a kurtosis value of 4.44 and a skewness value of -0.06.
and q = 1 (GARCH(1,1)) fitted to the Adobe Systems Inc. stock. As it can be seen in Figure 13(a), the simple visual
inspection of the return series reveals that the volatility clustering is reproduced in the simulated path, and this is
confirmed by the autocorrelation in absolute returns shown in Figure 14(b), while returns are still uncorrelated (Figure
14(a)). Also, as shown in Figure 13(b), themodel reproduces some of the excess kurtosis of the return distribution due
to this time-varying volatility.
However, muchmore differences arise, between simulated and real time series, when analysing rolling kurtosis and
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(a) ACF of returns. (b) ACF of absolute returns.
F IGURE 14 Example of sample autocorrelation function (ACF) for returns (a) and absolute returns (b) for a
simulated path through GARCH(1,1). Twenty first lags are shown.
(a) Distribution of kurtosis values. (b) Distribution of skewness values.
F IGURE 15 Rolling kurtosis (a) and skewness (b) for a simulated path through GARCH(1,1). The temporal analysis
is performed through a 180-day sliding-windowwith 175-day overlapping between consecutive windows.
skewness, as shown in Figure 15: while for the real time series a wide range of values is observed for both kurtosis and
skewness, for the simulated return series most of the values from different time periods lay close to those of a Gaussian
distribution (kurtosis = 3 and skewness = 0). This suggests either that the variance in the GARCH(1,1) model vary at a
slower rate than in real stocks, or that a different distribution of return innovations is needed.
If Student’s t innovations are used instead of theGaussian ones in theGARCH(1,1)model, the excess kurtosis can be
better reproduced, as shown in Figure 16(b). For the time-dependent analysis, however, the variance of rolling kurtosis
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(a) Return time series. (b) Distribution of returns.
F IGURE 16 Simulated return time series (a) and its distribution (b) for a simulated path through GARCH(1,1) with
Student’s t innovations. This particular time series has a kurtosis value of 9.21 and a skewness value of -0.06.
(a) Distribution of kurtosis values. (b) Distribution of skewness values.
F IGURE 17 Rolling of kurtosis (a) and skewness (b) for a simulated path through GARCH(1,1) with Student’s t
innovations. The temporal analysis is performed through a 180-day sliding-windowwith 175-day overlapping between
consecutive windows.
values is still low (see Figure 17(a)), while rolling skewness values vary in a more similar range than that of the real
stock (Figure 17(b)). Moreover, as only statistical properties are taken into account by GARCH-typemodels, very rare
situations (compared to real financial time series) can appear in simulated time series regarding the pathwise properties.
For example, Figure 18(a) shows a simulated path with a very high number of trends, some of them presenting very
large trend-ratio values, as shown in Figure 18(b).
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(a) Detected trends over the price series (upper panel) and return se-
ries (lower panel).
(b) Boxplot of trend ratios.
F IGURE 18 Detected trends over a simulated path through GARCH(1,1) with Student’s t innovations (a) and the
distribution of the corresponding trend ratios (b).
3.3 | Multivariate volatility models
Besides the aforementioned issues, multivariate extensions of volatility models (Bauwens et al. (2006); Asai et al.
(2006)) present practical difficulties when attempting to fit model parameters to high-dimensional data. Some variants
have been developed in order to overcome this issue, but the high computational cost of practical implementations
makes them infeasible for large datasets. For example, BEKK (Engle and Kroner (1995)) is a multivariate extension
of GARCH inwhich the dynamic covariancematrix follows an Autoregressive andMoving Average (ARMA) process
(Box andM. (2006)), with autoregression on p previous variance values and moving average on q previous squared
time-series values, being then a generative model that can produce a variety of clustering behavior. However, it is a
highly parameterizedmodel, so restricted versions are used in practice in order tomitigate overfitting problems and
reduce the computational cost.
In the following example, the BEKKmodel implemented in theMFE Toolbox (Sheppard (2013)) has been usedwith
parameters p = 1 and q = 1 to simulate asset returns frommultivariate data. Due to the high computational cost of the
parameter estimation, the number of modeled assets has been limited to amaximum of 10, randomly selected from
our S&P500 330-stock dataset. Themost illustrative example of the curse of dimensionality for such kind of models is
shown in Figure 19, in which three different virtual scenarios have been simulatedwith different number of stocks: 2
(Figure 19(a)), 5 (Figure 19(b)) and 10 stocks (Figure 19(c)). The stock for which the sample autocorrelation of absolute
returns is plotted in Figure 19 is shared among the three virtual scenarios. As the number of assets in the model is
incremented, the volatility clustering is worse reproduced, as reflected by a lower autocorrelation of absolute returns.
4 | GENERATION OF VIRTUAL SCENARIOS FOR MULTIVARIATE DATA
As shown in previous Sections, there are many constraints that artificial financial series must comply with, and not all of
them are properly reproduced by themost commonly used stochastic models. Moreover, there is a lack of available
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(a) ACF of a stock in a 2-asset model. (b) ACF of a stock in a 5-asset model.
(c) ACF of a stock in a 10-asset model.
F IGURE 19 Sample autocorrelation of absolute returns for a specific stock when the simulated scenario involves 2
(a), 5 (b) and 10 stocks (c).
procedures to efficiently generate virtual scenarios for high-dimensional multivariate data, as in the usual approaches
the fitting process fails to converge even for tens of assets.
In this Section we describe an efficient and effective method for generating new artificial asset returns from
multivariate data within a givenmarket that allows to reproduce, in a stochastic but somewhat constrainedway, the
behavior of asset returns observed on real data. As this approach does not attempt to provide an explanation of the
returns generation process, latent variables and other parameters affecting the whole generation process can be
avoided (and the constraints they require), simplifying then the parameters fitting process.
Our proposed approach can be divided into twomain stages. In the analysis stage (section 4.1), the historical record
of the development dataset is first segmented into different time periods defined bymarket trends. Then, multivariate
data within each trend is analyzed in order to capture both dynamic and statistical properties of asset return series in
that period. In the synthesis stage (section 4.2), a random sequence of trends, up to the desired length for the virtual
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scenario, is first hypothesized. Then, for each trend, learned parameters are recovered andmultivariate random asset
returns are generated for that trend. Finally, multivariate asset returns from different trends are appended and the
virtual scenario for the simulated assets obtained.
4.1 | Analysis stage
As it has been previously shown, simulated returnsmust satisfy not only statistical constraints, but also the path defined
by the pricemovementsmust show similar trends, avoiding large trend-ratios. However, as being part of a wholemarket,
trends can not be independently modeled for each individual asset, but they must represent an overall behavior. In
our approach, an equally-weighted index is used to represent trend changes in the stockmarket, reflecting the overall
behavior of the market within this time period. Based on this market index, the historical record of the multivariate
dataset is segmented into different, non-overlapping time periods defined by the detected trends, and the sign of the
trend (upward, downward) is recorded. Figure 20 shows the trends detected over the market index for the dataset
described in Section 2.1.
(a) Detected trends on a historical record. (b) Detail of an upward trend.
F IGURE 20 Detected trends on an equally-weighted index of a stockmarket (a) and detail of an upward trend (b).
Once the historical record has been divided into different trends, time series within a time period corresponding
to a trend are analyzed through a short-time sliding window of length L in order to compute the parameters to be
reproduced in the synthesis stage. These parameters define the shape of the distribution fromwhich return values,
within a sliding window, will be drawn. In this work, a time-dependent multivariate Gaussian distribution is used, whose
parameters are assumed to change every L generated samples. That is, for a set of L multivariate asset returns rt within
a windoww , {r}Lw = {rt−L/2, rt−L/2+1, ..., rt−1, rt , rt+1, ..., rt+L/2 }, it is assumed that R |w ∼ N(µw , Σw ), where themean
vectorµw and the covariancematrix Σw are different for every sliding windoww . It has to be noted that the aim of this
Gaussian assumption is not tomodel the real underlying generation process of asset returns, but to provide an easy way
to account for the average pricemovements of an asset with respect to other assets within the trend, and to capture the
dynamic behavior within the trend of variances and correlations. For each given trend, the sequence of parameters
obtained from theW sliding windowswithin the trend, {(µ1, Σ1)}, {(µ2, Σ2)}, ..., {(µW , ΣW )}, are stored.
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While this approach resembles a regime-switching model (Gray (1996)) in which each type of trend (upward
or downward) could be associated with a different regime, note that there are two important differences with our
approach: first, the parameters of the generating processes within a trend/regime are also time-varying due to the use
of a sliding windowmuch shorter than the trend length; and second, there is no need to estimate transition probabilities
between regimes as they are directly observed (in the form of trends) instead of being latent variables.
4.2 | Synthesis stage
In the synthesis stage, a stochastic sequence of trends is first hypothesized up to the length of the desired simulation,
with the only constraint of alternating upward and downward trends. This constraint ensures that the time series do
not diverge from the average behavior in the historical record, and that no artificially large trends appear in simulated
data, as trends of the same sign cannot be concatenated.
Then, for a trend to be simulated, the sequence ofW parameters, {(µ1, Σ1), (µ2, Σ2), ..., (µW , ΣW )}, within the
trend is recovered and L samples drawn from each of the correspondingW multivariate Gaussian distributions. This
ensures that volatility clustering is reproduced, as happens with the dynamic behavior of correlations between assets,
while new artificial return values are generated.
Although the simulated returns are drawn fromGaussian distributions, heavy-tails arise even in the short-term
return distribution as it becomes amixture ofmultivariate Gaussianswhose parameters (µw , Σw ) are different for every
sliding windoww , changing every L generated samples. That is, for a given trend, the distribution of simulated asset
returns is given by R ∼ ∑Ww=1 N(µw , Σw ). Once the return values have been simulated for each trend to be generated,
those returns paths are concatenated in order to obtain the final virtual scenario given by the hypothesized trend
sequence.
In order to highlight the advantage of the proposed approach over the previously analyzed methods in Section
3, we will show some of the properties of the simulated assets in the following Figures. First, the return time series
of a particular simulation for the asset in Figure 3 is shown in Figure 21(a) and its corresponding histogram in Figure
21(b), presenting a leptokurtic distribution similar to that of the real stock (see Figure 3(b)). Moreover, when analysing
distributional properties over time, it can be seen (Figure 22) that rolling kurtosis and skewness values aremuch closer
to the real ones even compared with simulations obtained with GARCHmodels with Student’s t innovations (see Figure
15).
Regarding the dependence properties, Figure 23 shows the ACF of both returns and absolute returns. It is specially
remarkable the fact that, although the analyzed asset has been jointly generated with the rest of the 330-stock dataset,
absolute returns of the simulated asset present significant autocorrelation for large time-lags (although slightly lower
than the real one), while this could not be reproducedwith themultivariate GARCHmodel in Section 3 (see Figure 19).
Regarding the pathwise properties, Figure 24(a) show the detected trends on the simulated asset, where none
artificial trends appear (as those observed in someGARCH simulations, see Figure 18(a)). Then, trend-ratios distribution
shown in Figure 24(b) is more similar to that of the real one (see Figure 7(b)), and do not present outliers as those seen
in Figure 18(b).
Finally, regarding cross-asset relationships, as the returns in virtual scenarios are drawn frommultivariate distribu-
tions, cross-correlations between assets are properly reproduced due to the use of the covariancematrices estimated
in the analysis step, as it can be seen in the average correlationmap shown in Figure 25(a). For the same reason, these
cross-correlations change over time, as covariancematrices are updated throughout each trend. This effect is observed
in the temporal evolution of directional similarity over time, as shown in Figure 25(b).
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(a) Return time series. (b) Return distribution.
F IGURE 21 Example of simulated return time series (a) and its distribution (b) for the Adobe Systems Inc. stock.
The Gaussian distribution is also plotted for comparison purposes. This particular time series has a kurtosis value of
13.28 and a skewness value of 0.05.
(a) Distribution of kurtosis values. (b) Distribution of skewness values.
F IGURE 22 Rolling kurtosis (a) and skewness (b) for a simulated path of the Adobe Systems Inc. stock. The
temporal analysis is performed through a 180-day sliding-windowwith 175-day overlapping between consecutive
windows.
5 | GENERATION OF NEW ARTIFICIAL ASSETS
Additionally to generating arbitrary long virtual scenarios for a given set of real assets, it would be desirable to test
the investment strategies on amuch diverse dataset presenting new additional assets with unseen characteristics, but
coherent in timewith the existing ones (as shown in Figure 1(b)). In this way, investment strategies could be fitted to
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(a) ACF of returns. (b) ACF of absolute returns.
F IGURE 23 Sample autocorrelation function (ACF) of returns (a) and absolute returns (b) of a simulated path for
the Adobe Systems Inc. stock. Confidence bounds (±0.0312) are also shown.
(a) Detected trends on over the price series (upper panel) and return
series (lower panel).
(b) Distribution of trend ratios.
F IGURE 24 Detected trends over the price series (a) and the distribution of the corresponding trend ratios (b) for a
simulated path of the Adobe Systems Inc. stock.
an averagemarket behavior, but not to specific assets, being thenmore general-purpose strategies. Also, it allows to
develop a strategy on a given dataset, but test it in an unseen, different one. In this Section, a method is proposed to
synthesize new assets, from a given dataset, bymeans of a PCA (Bishop (2006)) projection-recovery process.
Principal ComponentAnalysis (PCA) is a technique that allows to represent a set of possibly correlated observations
as a linear combination of uncorrelated variables by applying an orthogonal transformation. Some of those uncorrelated
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(a) Correlationmap for the simulated dataset. (b) Directional similarity of the simulated dataset.
F IGURE 25 Correlationmap (a) and directional similarity (b) for the simulated dataset.
variables, the principal components, account for most of the variability present in the original data, while the remaining
ones can be seen as a source of additive noise for the original variables. Thus, PCA is mainly used as a dimension
reduction technique by keeping only the k principal components and discarding the remaining ones. However, in this
work PCAwill be usedwith the opposite purpose.
When applying PCA to financial time series (Laloux et al. (2000)), the first component can be seen as the average
behavior of the different time series, in a similar way as amarket index does. On the other hand, further components will
account for additional variability around this average behavior that explain the differences among the different assets.
Each combination of the components, given by the eigenvectors, produces a different asset in the original variable
space. Thus, if new artificial eigenvectors are generated based on the original ones, these new combinations of the
components will produce new assets different from those in the original dataset, but presenting similar properties as
being generated from the same components.
For a given datasetR of S asset returns fromT trading days (S ×T ), a PCA transformationmatrixW can be obtained
and these assets projected throughY =WR (Figure 26(a)), beingY the projected asset returns or components. If no
dimension reduction is applied,W is a S × S transformationmatrix of eigenvectorsws that maps the original vectors of
asset returns rt into their components yt . For this work, the number of dimensions is not reduced as our goal is to retain
the highest degree of variability in order to produce themore diverse virtual scenarios as possible.
In order to generate new artificial assets, additional eigenvectors w′s can be obtained by some procedure and
stacked to form an artificial transformationmatrixW′. Then, the componentsY are projected back to the original space
by applying the inverse transformationW′Y = R′ (Figure 26(b)), beingR′ a new artificially generated set of assets. The
procedure used to generate those additional eigenvectors is to draw them from amultivariate normal distribution with
parameters µ = E [ws ] and ˚ = Cov (wi ,wj ). In this way, the average behavior of the artificial assets is close to that of
the original dataset and individual artificial assets presents a degree of variability similar to that observed in the original
dataset.
Figure 27 shows an example of the PCA projection-recovery process for a 10-asset subset from our 330-stock
dataset, from which a new artificial 10-stock dataset is generated through the described PCA projection-recovery
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(a) Direct projection with original transformationmatrix. (b) Inverse projection with artificial transformationmatrix.
F IGURE 26 Direct (a) and inverse (b) PCA projections in order to obtain new artificial assets.
process. As shown, while individual price movements differ from those observed in the real subset (Figure 27(a)),
artificial asset returns (Figure 27(b)) present a very similar average volatility pattern that follows the average behavior
of themarket. This is also revealed when plotting the equally-weightedmarket index of both real and artificial datasets,
as shown in Figures 27(c) and 27(d), respectively.
This average behavior is also reproduced even for large artificial datasets. For example, Figure 28 shows an artificial
dataset (Figure 28(a)), generated through the described PCA projection-recovery process, of the same size of the
original one (330-stock), along with somemetrics (Figures 28(b), 28(c) and 28(d)) that reflect a very similar average
behavior.
6 | ANALYSIS OF LONG-TERM HIGH-DIMENSIONAL VIRTUAL SCENARIOS
Finally, by combining both previously described techniques, namely the generation of virtual scenarios (section 4)
and the generation of new artificial assets (section 5), we are able to generate virtual scenarios for large datasets of
multivariate data as long and wide as desired. In this way, we can provide large amounts of data to the investment
strategies for testing purposes, checking their behavior on unseen scenarios. In this Section, we will look at some
generated long-term high-dimensional virtual scenarios and check their properties.
6.1 | Experimental framework
The generation of long-term high-dimensional virtual scenarios is based on the real dataset described in Section 2.1,
composed of the daily prices/returns from 330 stocks that have been part of the S&P500 index at some time between
01/01/2000 and 04/29/2016. From this period, trading days in which returns are zero for every asset have been
removed, as it is assumed that themarket is closed, resulting in 4108-day time series. Table 1 shows the size of datasets
at different stages of our proposed approach. First, by following the procedure described in Section 4.1, trends are
detected on the equally-weighted market index of the real dataset, and the time-varying parameters of a Gaussian
multivariate distribution estimated for each of those trends (second column in Table 1). Then, the procedure described
in Section 4.2 is applied to simulate a 50-year virtual scenario for the original set of 330 stocks, resulting in a dataset
composed of 12500 trading days from 330 stocks, as shown in the third column of Table 1. Finally, the number of assets
is increased up to 1500 by using the PCA projection-recovery process described in 5 (fourth column in Table 1).
In order to show the properties of the generated datasets on a variety of scenarios, three different simulations
have been generated following the process described above. As both the sequence of trends and the multivariate
JAVIER FRANCO-PEDROSO ET AL. 23
(a) Real assets. (b) Artificial assets.
(c) Equally-weightedmarket index of real assets. (d) Equally-weightedmarket index of artificial assets.
F IGURE 27 Subset of 10 real (a) and artificial (b) assets, and their correspondingmarket indexes (c and d,
respectively).
TABLE 1 Size of datasets at different stages of the proposed approach.
Stage Step 0 (analysis) Step 1 (synthesis) Step 2 (PCA)
Size (#days/#assets) 4108/330a 12500/330b 12500/1500b
aReal dataset.
bVirtual scenario.
returns drawnwithin eachwindow are randomly generated, different datasets will show different historical market
indexes. These overall behaviors will be comparedwith a 50-year history of the S&P 500 index between 12/31/1963
and 06/12/2015. On the other hand, it is expected that the different virtual scenarios will show empirical properties
similar to those measured on the real dataset from which they have been generated, so we will compare with this
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(a) Artificial dataset. (b) Average correlationmap.
(c) Market indexes and detected trends. (d) Distribution of trend ratios.
F IGURE 28 Artificial 330-stock dataset (a), its average correlationmap (b), detected trends of the
equally-weightedmarket index of both real and artificial 330-stock datasets (c), and trend ratios distributions of
individual time series for both real and artificial 330-stock datasets (d).
dataset the results of our set of metrics.
6.2 | Results
Figure 29 shows themarket indexes of three 50-year virtual scenarios of amarket involving 1500 assets generated from
our 330-stock original dataset, alongwith a 50-year history of the S&P500 index between 12/31/1963 and 06/12/2015.
As shown, generated scenarios are highly variable in terms of the aggregated effect reflected in themarket index, while
presenting an upward pattern similar to that of a real market index. The number of detected trends on themarket index
for the virtual scenarios is of the order of hundreds, slightly higher to that of our real market index depending on the
particular simulation. It should be noted, however, that the real S&P 500 index is the aggregation of different stocks, not
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equally weighted, that may change over time (consist of different sets of assets at different time periods), while the
market index of our virtual scenarios consist of the same set of equally-weighted assets along its whole history. Also,
the number of assets in virtual scenarios is much higher.
(a) S&P 500 (95 trends). (b) Virtual scenario 1 (127 trends).
(c) Virtual scenario 2 (182 trends). (d) Virtual scenario 3 (210 trends).
F IGURE 29 Price series for a 50-year history of the S&P 500 index between 12/31/1963 and 06/12/2015 (a) and
for themarket indexes of three different 50-year 1500-stock virtual scenarios (b, c and d).
In Figure 30we analyze some distributional properties of our three virtual scenarios and compare themwith those
of our 16-year 330-stock original dataset. Figures 30(a) and 30(b) show the distribution of kurtosis and skewness values,
respectively, when computed for eachwhole time series, while Figures 30(c) and 30(d) show the same distributional
properties but analyzed in a time-varying fashion (rolling values). As shown, distributional properties of virtual scenarios
present a range of values similar to that of our original dataset, but a little more concentrated in smaller values for both
metrics. While kurtosis and skewness distributions showmore variance between simulations when computed for the
whole time series, less differences arise when computed as time-varying features.
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(a) Kurtosis. (b) Skewness.
(c) Rolling kurtosis. (d) Rolling skewness.
F IGURE 30 Distributions of kurtosis (a, c) and skewness (b, d) values for our 16-year 330-stock dataset and for
three 50-year 1500-stock virtual scenarios. Metrics are computed for the whole time series (a, b) and in a time-varying
fashion (c, d).
Regarding dependence properties, Figure 31 shows the comparison of autocorrelation values for both returns
and absolute returns, as computed in Section 2.2.2. As it can be seen in Figure 31(a), while simulated returns show the
desired absence of autocorrelation, the average of the absolute values of the ACF is significantly lower in the virtual
scenarios compared to our original dataset. This can be due to the fact that our returns generation process do not follow
an autoregressive approach, and so the ACF at any lag is closer to zero than that of real time series for the first lags.
On the other hand, autocorrelation of absolute returns for the virtual scenarios aremuch closer to that of our original
dataset (Figure 31(b)), although a bit lower.
In order to summarize the pathwise properties of our artificially generated datasets, Figure 32(a) shows the
distributions of trend ratios for the three virtual scenarios along with that of the original dataset. As shown, the
distributions of simulated data are quite similar to those of the real data but some outliers with high trend ratios may
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(a) Returns. (b) Absolute returns.
F IGURE 31 Distribution of the average of absolute values of the ACF of returns (a) and absolute returns (b).
(a) Distributions of trend ratios. (b) Distributions of directional similarity.
F IGURE 32 Distributions of trend ratios (a) and directional similarity (b) for the real dataset and the three
generated virtual scenarios.
appear. However, as any number of additional assets can be generated through the PCA projection-recovery process,
these outliers can be easily avoided by detecting them and discarding the assets in which they appear, generating new
ones. Finally, as can be seen in Figure 32(b), similar distributions of directional similarity values are obtained for both
real and artificial data, showing the fact that assets in virtual scenarios alternate between high and low correlations
along time as real assets do.
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7 | CONCLUSIONS AND FUTURE WORK
In this workwe have presented an approach to simulate virtual scenarios ofmultivariate financial data as long as desired.
This approach generates artificial asset returns that behavemuch like the real ones do, as measured by our sanity-check
constraints. Virtual scenarios can be simulated, at a low computational cost, involving decades of trading days for
hundreds of assets within a givenmarket, and even new artificial assets for that market can be created.
First, in order to define the constraints that artificial asset returns/pricesmust complywith, the best-known stylized
facts have been described and some other properties that account for the cross-asset relationship within a specific
market have been introduced. Then, some of themost common approaches found in publicly available toolboxes have
been tested in order to check how the simulated asset returns/prices reproduce the observed properties. Among the
distributional properties of asset returns, the excess kurtosis is one of themost difficult features to reproduce, specially
when it is analyzed as a time-varying feature, even if heavy-tailed generative distributions are used. Neither excess
kurtosis or volatility clustering are properly reproduced by stochasticmodels based on theGeometric BrownianMotion,
and volatility models (such as the GARCH family) with Student’s t innovations are required to obtain asset returns
that better satisfy these constraints. However, when distributional properties of return time series are analyzed as a
time-varying feature, more differences arise with real assets. Moreover, none of the available multivariate approaches
found as ready-to-use software packages allow to generate virtual scenarios for high-dimensional datasets as the one
proposed in this work, involving hundreds or even thousands of assets, because as the number of assets increases, they
fail to reproduce volatility clustering and the parameter fitting process fails to converge even for tens of assets.
On the other hand, our proposed approach allows to generate financial datasets as large as desired while still
reproducing volatility clustering and cross-assets relationships (and their changes over time) to a great extent, leading
to sets of assets that behave as belonging to the samemarket. While pathwise artifacts may appear in the generating
process, they can be easily detected and the assets in which they appear replaced by error-free new ones thanks to the
PCA projection-recovery process.
As it has been shown, a wide variety of scenarios can be generated by simply randomly alternate upward and
downward trends, but also handcrafted scenarios could be generated if a trend sequence is specified. Although the
behavior of each generated trend in the proposed approach is somewhat constrained as being synthesized from the
same sequence of multivariate parameters estimated in the analysis stage, more variability could be introduced by
slightly changing some of these parameters. For instance, average returns or covariancesmay be shifted, or even the
length of the trend altered by sampling a number of returns per window in the synthesis stage different to that used in
the analysis one. However, further work is required to ensure that the analyzed properties are kept when applying such
changes.
Regarding distributional properties, kurtosis and skewness values for the simulated assets behavemuch similar to
the real ones than those generated by other analyzed techniques, specially when considered as time-varying features,
as the parameters of the sampled distribution change for every short-timewindow. Finally, while simulated return time
series show the desired absence of autocorrelation, some differences appear compared to the real ones as our returns
generation process does not follow an autoregressive approach. Although the generated virtual scenarios are still useful
for volatility- or trend-driven algorithms, this fact may have some effect on strategies based on autorregressive models,
so further researchmust be done in this direction.
JAVIER FRANCO-PEDROSO ET AL. 29
REFERENCES
Albuquerque, R. (2012) Skewness in stock returns: Reconciling the evidence on firm versus aggregate returns. The Review of
Financial Studies, 25, 1630–1673. URL: +http://dx.doi.org/10.1093/rfs/hhr144.
Asai, M., McAleer, M. and Yu, J. (2006) Multivariate stochastic volatility: A review. Econometric Reviews, 25, 145–175. URL:
https://EconPapers.repec.org/RePEc:taf:emetrv:v:25:y:2006:i:2-3:p:145-175.
Bakhach, A., Tsang, E. P. K. and Jalalian, H. (2016) Forecasting directional changes in the fx markets. In 2016 IEEE Symposium
Series on Computational Intelligence (SSCI), 1–8.
Bauwens, L., Laurent, S. and Rombouts, J. V. K. (2006) Multivariate garch models: a survey. Journal of Applied Econometrics,
21, 79–109. URL: http://onlinelibrary.wiley.com/store/10.1002/jae.842/asset/842_ftp.pdf?v=1&t=jckj4ctc&s=
5ec0cbff25ee0437068b87a9518724a3ae53d0c8.
Bishop, C. M. (2006) Pattern Recognition and Machine Learning. Springer. URL: http://research.microsoft.com/en-us/um/
people/cmbishop/prml/.
Black, F. and Scholes, M. (1973) The pricing of options and corporate liabilities. Journal of Political Economy, 81, 637–54. URL:
https://EconPapers.repec.org/RePEc:ucp:jpolec:v:81:y:1973:i:3:p:637-54.
Bollerslev, T. (1986) Generalized autoregressive conditional heteroskedasticity. Journal of Econometrics, 31, 307–327.
Bollerslev, T., Chou, R. Y. and Kroner, K. F. (1992) Arch modeling in finance: A review of the theory and empirical evidence.
Journal of Econometrics, 52, 5 – 59. URL: http://www.sciencedirect.com/science/article/pii/030440769290064X.
Box, G. E. P. andM., J. G. (2006) Time Series Analysis. JohnWiley & Sons, Inc.
Chakraborti, A., Patriarca, M. and Santhanam, M. S. (2007) Financial time-series analysis: A brief overview. Papers, arXiv.org.
URL: https://EconPapers.repec.org/RePEc:arx:papers:0704.1738.
Cont, R. (2001) Empirical properties of asset returns: stylized facts and statistical issues. Quantitative Finance, 1, 223–236.
— (2007)Volatility Clustering in Financial Markets: Empirical Facts and Agent-BasedModels, 289–309. Springer Berlin Heidelberg.
URL: https://doi.org/10.1007/978-3-540-34625-8_10.
Davis, R. A. andMikosch, T. (1999) The sample autocorrelations of financial time series models.
Engle, R. and Kroner, K. F. (1995) Multivariate simultaneous generalized arch. Econometric Theory, 11, 122–150. URL: https:
//EconPapers.repec.org/RePEc:cup:etheor:v:11:y:1995:i:01:p:122-150_00.
Gray, S. F. (1996) Modeling the conditional distribution of interest rates as a regime-switching process. Journal of Financial
Economics, 42, 27 – 62. URL: http://www.sciencedirect.com/science/article/pii/0304405X96008756.
Laloux, L., Cizeau, P., Potters, M. and P., B. J. (2000) Random matrix theory and financial correlations. International Journal of
Theoretical and Applied Finance, 3, 391–397.
Lavielle, M. and Teyssière, G. (2006) Detection of multiple change-points in multivariate time series. Lithuanian Mathematical
Journal, 46, 287–306. URL: https://doi.org/10.1007/s10986-006-0028-9.
Lovrić,M.,Milanović,M. andStamenković,M. (2014)Algoritmicmethods for segmentationof time series: Anoverview. Journal
of Contemporary Economic and Business Issues, 1, 31–53. URL: http://hdl.handle.net/10419/147468.
Merton, R. (1973) Theory of rational option pricing. The Bell Journal of Economics andManagement Science, 141–183.
Plerou, V., Gopikrishnan, P., Rosenow, B., Nunes Amaral, L. A. and Stanley, H. E. (1999) Universal and nonuniversal properties
of cross correlations in financial time series. Phys. Rev. Lett., 83, 1471–1474. URL: https://link.aps.org/doi/10.1103/
PhysRevLett.83.1471.
30 JAVIER FRANCO-PEDROSO ET AL.
Sheppard, K. (2013) The oxfordmfe toolbox. URL: https://www.kevinsheppard.com/MFE_Toolbox.
TheMathWorks, I. (2016)Matlab financial toolbox. URL: https://www.mathworks.com/products/finance/.
