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Abstract
The Dark Energy Survey (DES) is an ongoing cosmological survey intended to study the
properties of the accelerated expansion of the Universe. In this dissertation, I present work
of mine that has advanced the progress of DES.
First is an introduction, which explores the physics of the cosmos, as well as how DES
intends to probe it. Attention is given to developing the theoretical framework cosmologists
use to describe the Universe, and to explaining observational evidence which has furnished
our current conception of the cosmos. Emphasis is placed on the dark sector – dark matter
and dark energy – the content of the Universe not explained by the Standard Model of
particle physics. As its name suggests, the Dark Energy Survey has been specially designed
to measure the properties of dark energy. DES will use a combination of galaxy cluster,
weak gravitational lensing, angular clustering, and supernovae measurements to derive its
state of the art constraints, each of which is discussed in the text. The work described in
this dissertation includes science measurements directly related to the first three of these
probes.
The dissertation presents my contributions to the readout and control system of the Dark
Energy Camera (DECam); the name of this software is SISPI. SISPI uses client-server and
publish-subscribe communication patterns to coordinate and command actions among the
many hardware components of DECam – the survey instrument for DES, a 570 megapixel
CCD camera, mounted at prime focus of the Blanco 4-m Telescope. The SISPI work I
discuss includes coding applications for DECam’s filter changer mechanism and hexapod,
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as well as developing the Scripts Editor, a GUI application for DECam users to edit and
export observing sequence SISPI can load and execute.
Next, the dissertation describes the processing of early DES data, which I contributed.
This furnished the data products used in the first-completed DES science analysis, and con-
tributed to improving the collaboration-wide treatment of the data. The science measure-
ments themselves are also detailed. We verified DES’s capabilities for performing weak
lensing analyses by measuring the masses of four galaxy clusters, finding consistency with
previous measurements, and utilized DECam’s wide field-of-view for a photometric study
of filament-like structures in the fields.
Finally, my recent work with Balrog is presented. Balrog is a simulation toolkit for
embedding fake objects into real survey images in order to correct for systematic biases.
We have used Balrog to extend DES galaxy clustering measurements down to fainter limits
than previously possible, finding results consistent with higher-resolution space-based data.
The methodology used in this analysis generalizes beyond galaxy clustering alone, and
promises to be useful in future imaging survey measurements.
iii
But if there is no solace in the fruits of our research, there is at least some consolation
in the research itself. Men and women are not content to comfort themselves with tales
of gods and giants, or to confine their thoughts to the daily affairs of life; they also build
telescopes and satellites and accelerators, and sit at their desks for endless hours working
out the meaning of the data they gather. The effort to understand the universe is one of the
very few things that lifts human life a little above the level of farce, and gives it some of the
grace of tragedy.
– Steven Weinberg [1977]
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Chapter 1:
Why Do We Need DES?
This is what science is all about; getting thrown a curveball by Nature and
plunging in to find out what’s going on.
– Andy Albrecht
The Universe is expanding; we have known this for many years. We measure the spectra
of distant galaxies to be redshifted, and not blueshifted, because the galaxies are moving
away from us as the Universe expands. Measuring the redshift as a function of distance has
proven to be a powerful probe of cosmology.
Figure 1.1 is Hubble’s [1929] original plot showing that more distant galaxies are re-
ceding faster than nearer ones. He used the observations to derive the famous linear relation
between velocity and distance, known as Hubble’s Law:
v = H0r. (1.1)
The proportionality constant, H0, is known as the Hubble constant. Interpreting the reces-
sion velocity as a non-relativistic Doppler shift leads to a linear relation between redshift
1
Figure 1.1: Hubble’s [1929] plot showing recession velocity (redshift) as a function of
distance. (The y-axis is mislabeled and should read km/second.)
and distance:
r =
H0
c
z (1.2)
z =
λo − λe
λe
, (1.3)
where Equation 1.3 is the familiar definition of redshift from introductory physics, mea-
suring a change in wavelength, λ. λo is the observed wavelength and λe is the emitted
wavelength.
Fast-forward 85 years, and we are still measuring distance as a function of redshift.
Equation 1.2 only holds for z  1. At larger distances and redshifts, there are correction
terms, which encode information about the contents of the Universe and the dynamics of
its expansion. Stated differently, the Hubble parameter can be written as a function of
redshift, and measuring the distance-redshift relation probes the physics of the Universe.
Figure 1.2 shows a more modern-day Hubble diagram [Riess, 2000], plotting a collec-
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Figure 1.2: Measuring cosmology with supernovae. The figure is from [Riess, 2000],
with data from Perlmutter et al. [1999]; Riess et al. [1998]. This is a distance-redshift
measurement (further explained in Chapter 1.3.4), which is sensitive to the energy density
makeup of the Universe.
3
tion of type Ia supernovae from the High-z Supernova Search Team [Riess et al., 1998] and
the Supernova Cosmology Project [Perlmutter et al., 1999]. In the top panel, the x-axis is
redshift and y-axis is a distance measure to the objects; the supernovee are used as standard
candles of known intrinsic brighntess, ergo their observed brightnesses are a proxy for how
distant they are. The different lines are predictions (not fits to the data) from universes
with different makeups, and the bottom panel shows the deviation of the data from the dot-
ted model. The dotted and dashed models are matter-dominated universes, the dashed one
containing more mass, while in the solid model matter comprises only 30% of the energy
budget today, with the rest in form of the cosmological constant posited by Einstein [1916].
The data prefer the solid model.
This was a momentous discovery; Saul Perlmutter, Brian Schmidt, and Adam Reiss
were awarded the Nobel Prize in Physics in 2011 for the work. The universe preferred
by the data is one whose expansion is accelerating, requiring us to reconsider the physics
of the cosmos. In the absence of a cosmological constant, general relativity predicts that
if the Universe is filled with matter and radiation alone, the only two previously known
constituents Universe, its expansion must decelerate, because gravity is always attractive.
Einstein added the cosmological constant to his equations to allow for a static Universe of
fixed size, and when this was proven not to be true, he retracted the cosmological constant,
calling it the “greatest blunder” of his career. However, the cosmological constant is equiv-
alent to a component of energy in the Universe with negative pressure, capable of driving
an accelerated expansion, and is now of central interest in modern cosmology.
Two possibilities, each of which invokes new fundamental physics, have been offered
to explain the discovery of the accelerated expansion of the Universe: (1) the Universe
today is dominated by a new form of energy, called dark energy, having negative pressure,
which drives the cosmic acceleration, and which may or may not be time-dependent; or,
(2) general relativity breaks down on cosmological scales, and it is only an approximation
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to the complete theory of gravity. The term “dark energy” is often used somewhat loosely,
implicitly incorporating both the possibilities. The cosmological constant is necessarily
incorrect in (2). In (1), it represents a time-independent, constant density dark energy model
– one out of many possible models – and arguing whether the solution is real “stuff”, i.e.
dark energy, or just a constant in the laws of general relativity, is mere semantics in the
context of this document.
The previous paragraphs set the stage for the cosmic acceleration problem; however,
there is more to explain. Chapter 1 is an introduction which will take a look at several
concepts necessary to understand the context of this dissertation. Chapter 1.1 establishes
the simplest possible description of the Universe, while also introducing the framework in
which we describe cosmological theory. Chapters 1.2 and 1.3 then turn to observational
probes in modern cosmology. Chapter 1.2 focuses on an ongoing project of my research:
the Dark Energy Survey. Chapters 2-5 continue with the work presented in the dissertation,
with the contents of these chapters outlined in Chapter 1.4.
1.1 A Zeroth Order Description of the Universe
The cosmological principle asserts that there are no special locations; the properties of
the Universe appear the same to all observers. Such a model posits a Universe which
is statistically homogeneous and isotropic on cosmological scales, where variations are
seeded by random fluctuations. Observationally, the cosmological principle appears to be
valid; we meausure remarkable uniformity in our Universe. Figure 1.3 is a map of the
sky in microwaves [Planck Collaboration et al., 2015a], measuring the cosmic microwave
background, relic radiation from when the Universe was much younger, which is just now
reaching us today. The origin and importance of the cosmic microwave background will be
explained in Chapter 1.3.2; the focus here is its uniformity over the sky. It is very nearly
5
Figure 1.3: Map of the temperature anisotropies of the cosmic microwave background
(CMB) [Planck Collaboration et al., 2015a].
a perfect black body with temperature 2.725 K. Only when one plots fluctuations at the 1
part in 10,000 - 100,000 level do variations become visible.
In this section, we will build a model for the Universe, assuming homogeneity and
isotropy. Much of the content is devoted to introducing the formalism used throughout cos-
mology. Chapter 1.1.1 constructs the metric for a homogeneous and isotropic expanding
universe, and Chapter 1.1.2 addresses different distance measures in cosmology. In Chap-
ter 1.1.3 general relativity enters, relating the metric to the energy and momentum content
of the Universe. Chapter 1.1.4 uses the general relativistic expressions to derive equations
of motion for evolution of the modeled universe. Chapter 1.1.5 discusses the constituents
of our Universe, including how they evolve as the Universe expands. Finally, Chapter 1.1.6
wraps up the chapter’s theory, with segue to experiment.
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1.1.1 Enter the Metric
Our theories for the Universe make use of the metric, which converts coordinate differences
to space-time distances, also known as proper time intervals:
ds2 = gµνdxµdxν, (1.4)
where gµν is the metric, and xµ is a coordinate vector. Operationally, gµν amounts to a
tensor, and in our context it will always be diagonal. Einstein summation notation has
been adopted, meaning sums are carried out over repeated indices. Following convention,
the usage of Greek indices implies four-dimensional quantities: the zeroth component is
the time coordinate and the remaining three are spatial coordinates. Roman indices are
three-dimensional, spanning only the spatial coordinates.
One will notice Equation 1.4 has both upper and lower indices on quantities, and there
is a distinction between the two. Single upper indices are (column) vectors and single
lower indices are 1-forms (row vectors). A vector and a 1-form can be contracted to form
an invariant, a scalar. Contraction refers to multiplication with the metric, which converts
upper indices to lower ones. For instance, in particle physics a particle’s four-momentum
Pµ determines the mass:
−m2 = PµPµ = gµνPµPµ = −E2 + p2, (1.5)
where gµν is the Minkowski metric of special relativity, here expressed in Cartesian coordi-
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nates:
gµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

. (1.6)
The speed of light has been set to unity and that convention is adopted moving forward.
Fixing c = 1 means that velocities are dimensionless, measuring them as fractions of c.
Because the Universe is expanding, we will need to modify the Minkowski metric
in Equation 1.6 to study cosmology. Let us do so in a way which is homogeneous and
isotropic. We define a coordinate system where the observer is at rest with respect to expan-
sion observed, and measure times on a clock fixed to the observer. Accordingly, g00 remains
set to −1 in our coordinate system. This coordinate frame eliminates any synchronization
problems and allows observers in different frames to measure the same cosmological time,
because the homogeneous density of the Universe can be used to set the time.
Space itself is stretching as the Universe expands, so the spatial entries of the metric
become functions of time. This function is called the scale factor, usually labeled as a(t).
The scale factor is a dimensionless quantity which grows as the Universe expands. It is
closely related to redshift, because wavelength stretches as the Universe expands:
λ0
λe
=
a0
ae
≡ 1
a(t)
= 1 + z, (1.7)
where subscripts of e are at time of emission, and subscripts of 0 are the current time, when
we observe the emission. For convenience we define a0 ≡ 1, and typically we drop the e
subscript on t, understanding it is the emission time (in the observer’s frame). We observe
redshift, but the theory will be developed using the scale factor, and Equation 1.7 allows us
to convert back and forth between the two.
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It is useful to define a spatial coordinate system known as comoving coordinates. By
construction, grid points in the comoving coordinate system remain fixed with time, mean-
ing comoving distances between the grid points never change. It is convenient to adopt
spherical comoving coordinates; isotropy then implies that we can collect both dθ and dφ
into the single solid angle: dΩ2 = dθ2 + sin2(θ) dφ. Accordingly, the space-time interval
has the form:
ds2 = −dt2 + a2(t)
[
dr2 + S 2κ(r) dΩ
2
]
. (1.8)
The expression defines the Friedmann-Roberston-Walker (FRW) metric, the metric of a
homogeneous and isotropic expanding universe. Written explicitly in comoving spherical
coordinates (t, r, θ, φ), the FRW metric reads:
gµν =

−1 0 0 0
0 a(t) 0 0
0 0 a(t) S κ(r) 0
0 0 0 a(t) S κ(r) sin(θ)

, (1.9)
S κ(r) is determined by the spatial curvature of the Universe. In special relativity, space
is flat (Euclidean), with no curvature, and S κ(r) = r. Under these assumptions, the quantity
in the brackets of Equation 1.8 reduces to familiar spherical coordinate distances. However,
positively and negatively curved spaces also exist. We encode curvature into two variables:
κ and R0. R0 is the radius of curvature, and κ is the curvature constant, which we define
as κ = 0 for flat spaces, κ = +1 for positively curved spaces, and κ = −1 for negatively
curved spaces. On two-dimensional surfaces, a plane has κ = 0, a sphere has κ = +1, and
a saddle has κ = −1. In principle, the Universe could have any spatial curvature, though
observations suggest that it is spatially flat, within small uncertainty (as we will see in
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Chapter 1.3.2). Nevertheless, we can write the general expression for S κ(r) :
S κ(r) =

r : κ = 0
R0 sin(r/R0) : κ = +1
R0 sinh(r/R0) : κ = −1
. (1.10)
1.1.2 Going the Distance
There is a subtlety to quantifying the distance to faraway objects. The Universe is con-
stantly expanding, and it takes light time to propagate from the source to us. As a result,
observing distant objects is a way to “look back in time”, when the Universe was younger
and smaller. We use this as a tool to study the evolution of the Universe, but it also means
we need to be careful what we mean by distance in cosmology.
A related problem we need to address is how do we meaningfully measure distance in
cosmology, both in principle and in practice. We cannot just extend a tape measure from
Earth to objects billions of light years away. There are three distance measures that will be
considered here: comoving distance, luminosity distance, and angular diameter distance.
Comoving distance is the easiest to work with when developing the theory, which factors
out the expansion of the Universe. Luminosity distance is based on the idea of standard
candles. If there existed a class of sources of known intrinsic luminosity (power radiated),
we could measure the distances to them by the flux we actually measure here at Earth.
Angular diameter distance uses standard rulers instead of standard candles. If we know
something’s physical size, we can measure the distance to it based on the angle it subtends
on the sky. Luminosity distance and angular diameter distance are mathematically related
to comoving distance.
Comoving distance is equivalent to the r we have been writing in our comoving expres-
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sions above. The quantity is naturally defined as an equation of differentials:
dr =
dt
a(t)
(1.11)
=⇒ r =
∫ r
0
dr =
∫ t0
te
dt
a(t)
. (1.12)
(Recall, we set c = 1.) Sometimes r is called the proper distance between us and the object.
It quantifies the length we would measure if we could extend a tape measure from here to
there, freezing the scale factor to the current value.
To understand luminosity distance dL, imagine an object which radiates isotropically,
and measuring flux some distance from the object. At the distance to the observer, the
object’s luminosity is spread out over a sphere whose radius is the distance between the
observer and the source. In an expanding Universe, the relation between observed flux F,
and the object’s intrinsic luminosity L, is:
F =
L a2
4pi S 2κ(r)
≡ L
4pid2L
(1.13)
=⇒ dL ≡ S κ(r)a = S κ(r) (1 + z) . (1.14)
L has dimensions of energy/time. One factor of a in numerator Equation 1.13 arises because
the energy of the photons redshifts (decreases) as the Universe expands. The second factor
of a is from the increase in time between subsequent peaks as the wavelength of the light
redshifts (lengthens). 4piS 2κ(r) is the area of the sphere over which the flux is distributed at
the moment of observation, allowing for generic curvature. This reduces to the usual 4pir2
in a flat universe, meaning in a flat Universe: dL = r (1 + z).
Now focusing on angular diameter distance dA, it is helpful to recall what an angle
measured in radians means physically: the length of the subtended arc divided by the radius.
We define dA in terms of an object of fixed comoving length l, (or alternatively of physical
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length lphys = al), and measurement of the angle δθ, which l subtends. Assuming δθ  1,
(which is a valid approximation for distant sources we observe on the sky), we can write:
δθ =
l
S κ(r)
=
a l
a S κ(r)
≡ lphys
dA
(1.15)
=⇒ dA = a S κ(r) = S κ(r)1 + z . (1.16)
Curvature changing subtended angles is accounted for by S κ(r) . As was the case for lu-
minosity distance, in flat universes there is a simple relation between angular diameter
distance and comoving distance: dA = r/(1 + z).
To conclude this distance discussion, let us consider typical scales and units. We in-
troduce the parsec (pc) as the base unit of distance in cosmology: 1 pc ≈ 3 light years.
Kiloparsecs (kpc) are galaxy-scale distance lengths, hundreds of megaparsecs (Mpc) probe
the large-scale structure of the Universe, and the entire observable universe is ∼ 10 Gpc.
Angular separations on the sky are measured in several units. Degrees are divided into ar-
cminutes (abbreviated with the ′ symbol) and arcseconds (abbreviated with the ′′ symbol):
1° = 60′ = 3600′′. Sometimes longitudes on the sphere are divided into hours, minutes,
and seconds: 360° = 24 hours, 1 hour = 60 minutes, 1 minute = 60 seconds.
1.1.3 Space and Stuff Are Coupled
The theory of general relativity couples the metric to the contents of the Universe; energy
and momentum curve space time. The Einstein equations quantify the relation, defining a
symmetric quantity Gµν, known as the Einstein tensor:
Gµν ≡ Rµν − gµνR = 8piGTµν − Λgµν. (1.17)
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Solving the Einstein equations is how we will derive the dynamics of our model universe
at hand. Since Gµν is a symmetric 4 × 4 tensor, in principle there are ten coupled equa-
tions to solve, but homogeneity and isotropy will reduce the number to two. Remarkably,
Equation 1.17 is all the general relativity we will need throughout this chapter. However,
explaining the terms requires some attention, which will be the subject of the next sev-
eral paragraphs. gµν is the metric, here the FRW metric of Equation 1.9. G is the usual
gravitational constant.
The middle of Equation 1.17 is determined by the metric and derivatives of it. R, known
as the Ricci scalar, is the contraction of Rµν, known as the Ricci tensor:
R = gµνRµν (1.18)
Rµν = ∂αΓαµν − ∂νΓαµα + ΓαβαΓβµν − ΓαβνΓβµα (1.19)
Γµαβ =
gµν
2
(
∂βgαν + ∂αgβν − ∂νgαβ
)
. (1.20)
Partials follow usual Einstein notation as partial derivative over the coordinates: ∂α =
∂
∂xα
. Equation 1.19 is written in terms of Γµαβ, known as the Christoffel symbol: The
Christoffel symbol is sometimes dubbed the “Christ-awful” symbol, because it is tedious
to calculate. However, conceptually it is straightforward, nothing more than a combination
of derivatives.
Though it may have seemingly “come from nowhere” in the treatment above, the
Christoffel symbol is not an unmotivated quantity. In ordinary non-relativistic Newtonian
mechanics, particles travel in straight lines unless acted upon by forces. Metric formalism
generalizes the concept; a “straight line” becomes a geodesic, the trajectory a particle fol-
lows in a given space-time. The “Newtonian geodesic” amounts to Newton’s second law:
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d2xi
dt2
= 0 (assuming no net force). The generalized geodesic equation reads:
d2xµ
dλ2
= −Γµαβdx
α
dλ
dxβ
dλ
. (1.21)
λ is sometimes called an affine parameter; it is never explicitly defined and never occurs in
any observables. It is an implicit independent variable that monotonically increases along
a trajectory, much like time in three-space. However, our metric now couples space and
time, so time in not an independent variable. Equation 1.21 is where the Christoffel symbol
naturally enters. It encodes information about transformation to a new coordinate system
under a given metric; that is all. For instance, in the example given by Dodelson [2003],
the Christoffel symbol emerges when transforming from Cartesian to polar coordinates.
Returning to the Einstein equations, Λ is a positive constant, the so-called cosmological
constant referenced in the introduction. Whether or not the cosmological constant model is
correct is a topic of ongoing research. Regardless, including such a term in Equation 1.17
throughout the discussion to come will be illustrative of how the cosmological constant
relates to dark energy.
Finishing the terms in Equation 1.17, Tµν is the energy-momentum tensor, also known
as the stress-energy tensor or the stress-energy-momentum tensor. It is a quantity widely
used in fluid mechanics, which describes how momentum and energy are flowing in a fluid.
Here, the fluid is our universe. Like Gµν, Tµν is a symmetric 4 × 4 tensor. T00 is the energy
density, T0i = Ti0 is the momentum density vector, Tii is the vector of pressures along the
coordinate directions, and the remaining i , j off-diagonal entries (Ti j) are shear stresses.
The piecemeal description above of how to construct Tµν perhaps does not suggest that
it would be a naturally occurring quantity, but all the terms are in fact very similar. Dimen-
sionally, each element of the tensor can be thought of as a momentum flux, that is, the ith
component of momentum, flowing across a unit area in the kth normal direction. (Recall,
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we set c = 1, so velocities are dimensionless.) For the spatial diagonal entries (i = j), this
is equivalent to a pressure, when the velocity direction and normal to the area element are
parallel. The off-diagonal elements amount to shear stresses, cross sectional analogues of
pressures. Connecting the 0-components, time and space become interwoven in relativity.
The energy components can be thought of like “flow along the time dimension” analogous
to flow along a spatial direction in the momentum case.
For the case at hand, we model the Universe as a perfect fluid, which is both isotropic
and homogeneous. A perfect fluid is dissipationless, meaning the expansion of the Universe
is taken to be adiabatic; no energy is lost during expansion. Isotropy forces all off-diagonal
components of the stress-energy tensor to vanish. Furthermore, homogeneity implies that
both the energy density ε, and pressure p, are independent of the spatial coordinates. In
Cartesian coordinates, all three Ti j are identical, but adopting spherical coordinates, this is
no longer the case, since the sizes of area elements vary; the spatial components need to be
multiplied by the metric. Thus, in spherical coordinates, the perfect fluid obeys:
Tµν =

−ε(t) 0 0 0
0 p(t) 0 0
0 0 p(t) a(t) S κ(r) 0
0 0 0 p(t) a(t) S κ(r) sin(θ)

. (1.22)
Though ε and p are position independent, they do depend on time, changing as a(t) in-
creases.
1.1.4 Density Is Destiny
We now have all the terms needed to evaluate Equation 1.17 for the FRW universe, which
derives the equations of motion for the universe. Computing Rµν and R from the Christof-
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fel symbol and its derivatives is straightforward, but slightly tiresome, something like a
cosmology “Jackson problem”. Fortunately, many of the terms vanish. Since the tensors
have four nonzero components, nominally there are four equations to solve. However, only
two of them are unique; all the spatial-spatial expressions reduce to the same equation.
Reducing the time-time equation leads directly to the Friedmann equation, and subtracting
the spatial-spatial equation from the Friedmann equation yields the acceleration equation.
After a fair amount of algebra (see e.g. Dodelson [2003]), one finds:
H(t)2 ≡
( a˙
a
)2
=
8piG
3
[ε(t) + εΛ ] − κ
R20 a(t)
2 ≡ Friedmann equation, (1.23)
a¨
a
= −4piG
3
[
(ε(t) + εΛ) + 3 (p(t) − εΛ)] ≡ acceleration equation, (1.24)
εΛ ≡ Λ8piG . (1.25)
Overdots represent time derivatives. Written in this form, the acceleration equation il-
lustrates why a negative pressure term (p − εΛ), is needed to accelerate the Universe’s
expansion. Because a, ε, and εΛ are positive, only when 3 (p − εΛ) < − (ε + εΛ) < 0 is
a¨ > 0.
Combining Equation 1.23 with the distance measures in Chapter 1.1.2 implies that the
energy density makeup of the Universe determines distance as a function of redshift, which
is known as the Hubble diagram. For example, using Equation 1.23 and Equation 1.7 to
make a couple variable changes, we can write comoving distance as:
dt =
da
aH
(1.26)
−da
a2
= dz (1.27)
=⇒ r =
∫ te
to
dt
a
=
∫ 1
a
da
Ha2
=
∫ z
0
dz
H(z)
. (1.28)
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It is also enlightening to time differentiate the Friedman equation, and then plug in
Equations 1.23 and 1.24 to derive the fluid equation:
8piG
3
ε˙ =
( a˙
a
) [
2
a¨
a
− 2
( a˙
a
)2
− 2 κ
R20 a
2
]
(1.29)
=⇒ ε˙ = −3
( a˙
a
)
(ε + p) ≡ fluid equation. (1.30)
We will make use of the fluid equation below.
To determine the evolution of the FRW universe at hand, we want to solve for the three
functions of time in our system of differential equations: a(t), ε(t), and p(t). The next step
we take is to the relate pressure and energy density using equations of state. An equation
of state has the form:
p = w ε, (1.31)
where w is known as the equation of state parameter. We make an inventory of what com-
poses the Universe, and write the energy density and pressure as sums over the components:
ε =
∑
w
εw (1.32)
p =
∑
w
w εw. (1.33)
In this framework, we can absorb the effects of the cosmological constant into a component
of the Universe with w = −1. This is the simplest possible parameterization for dark
energy. More generally, our energy density/pressure sums allow us to accommodate dark
energy models beyond the cosmological constant, with equation of state parameter wΛ ,
−1. Henceforth, we will ignore the explicitly written εΛ terms in the equations, factoring
them into the energy density sums over w, and including a corresponding counterpart in the
pressure sums. This component will be referred to as a dark energy term, regardless if it
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originates from the cosmological constant, some other modified general relativistic variant
of the cosmological constant, or any generic form of energy with negative pressure.
As long as there is no coupling between different components, each w must indepen-
dently satisfy the fluid equation, which upon plugging in Equation 1.31 becomes:
dεw
εw
= −3 (1 + w) da
a
. (1.34)
Assuming w is time-independent, i.e. independent of scale factor, Equation 1.34 has a
simple solution:
εw(a) = εw,0 a−3(1+w), (1.35)
which can be plugged into the energy density sum in Equation 1.32 as we continue.
It is useful to recast the Friedmann equation using a dimensionless density parameter,
Ω, which is a fraction of the critical density of the Universe, εc:
εc(t) ≡ 38piG H(t)
2 (1.36)
Ω ≡ ε
εc
=
∑
w εw
εc
(1.37)
=⇒ 1 −Ω(t) = − κ
R20 a(t)
2 H(t)2
(1.38)
For a given value of the Hubble parameter, the total energy content of the Universe deter-
mines the curvature. A universe where Ω < 1 is necessarily negatively curved (κ = −1),
a universe where Ω > 1 is necessarily positively curved (κ = +1), and a universe where
ε = 1 is flat (κ = 0). When we evaluate Equation 1.38 at the present age of the Universe t0,
for which we have defined a(t0) ≡ 1, we find:
κ
R20
= H20 (Ω0 − 1) . (1.39)
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Like Equation 1.7, all subscripts of zero represent quantities evaluated at the present time.
H0 is the current value of the Hubble parameter, known as the Hubble constant. We can
substitute Equation 1.39 into the Friedmann equation, rearrange, then integrate the result:
dt H0 = da
(1 −Ω0) + ∑
w
Ωw,0 a−(1+3w)
−1/2 (1.40)
=⇒
∫ t
0
H0 dt = H0 t =
∫ a
0
da
(1 −Ω0) + ∑
w
Ωw,0 a−(1+3w)
−1/2 ≡ E(a) . (1.41)
The rightmost term emphasizes that it is a function of a, and not explicitly of t; hence we
have recovered an integral relation between scale factor and time. The integral does not
have an analytic solution, but the solution to Equation 1.41 can be computed numerically
given values for
{
Ωw,0,H0
}
. Thus, the relative energy densities of the various constituents
of the Universe, along with the Hubble constant, determine how the Universe grows as a
function of time. In fact, H0 merely sclaes the time in Equation 1.41 by an overall constant.
To quote Ryden [2003]: density is destiny.
1.1.5 Taking Cosmic Inventory
Thus far, there has been little discussion of what components are summed over in
∑
w.
What makes up the Universe for cosmologists? In astronomy, we are collecting light,
so the Universe obviously contains photons, which we refer to radiation in this context.
There are also nuclei and atoms, primarily hydrogen, which will be referred to as ordinary
matter or baryons. (Other forms of ordinary matter make up a much smaller fraction of
the mass budget and are ignored.) There is also overwhelming evidence for dark matter,
non-Standard Model matter, which only interacts gravitationally with ordinary matter, and
hence is dark because it does not couple electromagnetically via photons. Finally, there is
the component from dark energy, as discussed earlier in this chapter.
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In terms of the Universe’s energy budget today, only a small fraction of it is composed
of what we are familiar with from the Standard Model. Less than five percent is comprised
of ordinary matter, and radiation occupies mere thousandths of a percent. The remaining
ninety-five percent belongs to the so-called dark sector: dark matter and dark energy. Dark
energy makes up roughly seventy percent of the current energy density, with dark mat-
ter filling in the remaining twenty-five percent. Better understanding the dark sector is a
dominant focus of modern cosmology, and the following section will examine several ob-
servational probes that we use to explore the dark universe. As we will see shortly, cosmic
microwave bacground observations (Chapter 1.3.2) reveal the Universe’s spatial geometry
to be flat within small uncertainties, which is the reason the energy budget quoted in this
section sums to one hundred percent.
The different constituents of the Universe have different equations of state, and thus
Equation 1.35 implies their energy densities scale differently with scale factor. This has
a simple physical interpretation; space expands, so energy density dilutes as the Universe
expands. The possible exception is dark energy. When w = −1, the energy density remains
constant throughout expansion, and for w < −1, the energy density would increase with
time.
Dark matter is effectively collisionless, because it does not interact electromagnetically.
Thus, its pressure vanishes, i.e. wdm = 0. Plugging into Equation 1.35, we find εdm ∝ a−3.
The dark matter’s mass-energy remains fixed, but the volume containing it increases ∝ a3.
Baryons are not quite pressureless, but because they are non-relativistic the pressure is
small. Using the equipartition theorem and the perfect gas law, (see e.g. Ryden [2003]),
one finds wb ≈
〈
v2
〉
/3  1. Because εb ∼ εdm/5 and wb  1, in the FRW universe, we
typically do not worry about a separate εb component, and use only one matter term εm,
with wm = 0, which sums both dark matter and baryons.
Photons exert radiation pressure, with pr = εr/3. One can easily derive this relation,
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writing the momentum transfer for photons bouncing back and forth in a back in box,
averaging over all incident velocities angles, not only normal incidence. With wr = 1/3,
we find εr ∝ a−4. Not only does the volume element grow, but the wavelength also dilates
as the scale factor grows, and for photons energy is ∝ λ−1.
Different ε(a) scalings mean that different constituents of the Universe dominated the
energy budget at different times. At early times, the Universe was very small, and radia-
tion was the dominant component. As the Universe expands, radiation dilutes faster than
matter, so eventually matter came to dominate, with the crossover time of radiation-matter
equality when the Universe was approximately 5 × 104 yr in age. Dark energy dilutes even
slower than matter, (if it dilutes at all), and fairly recently (on cosmic time scales), dark
energy has become dominant, with matter-lambda equality occurring when the Universe
was approximately 10 Gyr old. The current age of the Universe is about 14 Gyr.
1.1.6 Wrap-Up
All the theory we have developed to this point has been a “zeroth order” approximation of
the real Universe, hence the title of Chapter 1.1. On scales smaller than billions of light
years, there are obvious inhomogeneities and anisotropies; for instance, the galaxies in
the Universe tend to cluster together. As an example, Figure 1.4 shows a nearby region
of the Universe. Each point is a different galaxy observed by the 2dF (Two-degree Field)
Survey [Colless et al., 2001]. There are clearly deviations from homogeneity/isotropy at
these scales. To understand how these structures form in the Universe, one must add small
perturbations about the homogeneity and isotropy posited by the cosmological principle.
Mathematically, this means adding additional small terms to the stress-energy tensor in
Equation 1.22 and to the metric in Equation 1.9, and solving for the dynamics of how
these perturbations grow with time. This is an important exercise in cosmology theory, but
an even longer problem than the one we have already spent considerable time exploring.
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Figure 1.4: Each point is a galaxy in the nearby Universe, measured by Colless et al. [2001].
There is a filamentary-like pattern of structure, known as the cosmic web. (Image credit:
2dF, http://www.roe.ac.uk/~jap/2df/.)
Because my work has been almost exclusively experimental, we now turn to observation
instead, (finally).
1.2 Enter: the Dark Energy Survey
Observational cosmology is a wide-ranging discipline, with many different kinds of re-
search. We will explore several of these, both past and present, in Chapter 1.3. However,
let us first focus our attention on a single project – the Dark Energy Survey. The work I
present in this dissertation has been within the Dark Energy Survey collaboration.
The Dark Energy Survey (DES) [Dark Energy Survey Collaboration, 2005] is a wide-
field imaging survey from the Victor M. Blanco 4-Meter Telescope in Chile. The survey
footprint is made up of two components: (1) a wide survey, often called the main survey,
covering 5,000 deg2 and overlapping with the footprint observed by the South Pole Tele-
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scope (SPT) [Carlstrom et al., 2011], and (2) a supernova discovery survey of ∼ 30 deg2,
with many repeat observations separated by about a week in time. With 525 nights of ob-
serving time over five years, the wide survey will deliver measurements of hundreds of
millions of galaxies with photometric redshift estimates out to z > 1, and the supernova
survey will deliver light curves for thousands of type Ia supernovae to z ∼1. The main sur-
vey’s observing strategy is designed to optimize the flux calibration, repeating observations
of areas up to ten times over the course of the five-year program.
The DES collaboration built the Dark Energy Camera (DECam) [Flaugher et al., 2015]
in order to accomplish the survey. DECam is a 570 megapixel CCD camera, with an ap-
proximately 3 deg2 field-of-view, mounted at prime focus of the Blanco Telescope. The
camera is described in much greater detail in Chapter 2. Photometric redshift estimation in
DES is enabled by imaging in five optical to near infrared filters (400-1100 nm) on board
DECam. The Blanco and DECam deliver adequate image quality to meet DES require-
ments, with median seeing ∼ 0.9′′.
DES’s primary science goal is to tighten constraints on the dark energy equation of
state wΛ; we will quantify this statement in Chapter 1.3.7. Summarizing DES’s science
program, it includes four primary probes of dark energy: the galaxy cluster mass func-
tion, weak gravitational lensing, galaxy clustering, and supernova distances. These will be
explained among the many measurements discussed in Chapter 1.3. The probes are com-
plementary to each other, and combining them increases DES’s constraining power. With
my collaborators, I have made measurements directly related to three of the four major
probes: weak lensing, galaxy clusters, and angular clustering; these will be described in
Chapters 4 and 5.
Common between all the cosmological probes, DES’s increased sensitivity is largely
derived from the vast survey volume. Not only does it cover a large area (5,000 deg2), but it
reaches to more distant redshift than previous wide-field imaging surveys of its kind. DES
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gains much of its constraining power by enabling tomography, that is, making measure-
ments at multiple redshifts, and analyzing evolution across the redshift range.
This is merely a brief introduction to DES. Much more will be said about the project
throughout the rest of the document. Let us conclude this section with a discussion of
photometric redshift estimation – a common need among many of DES’s science analyses,
particularly the tomographic ones.
1.2.1 Photometric Redshifts
Redshifts are most directly and most accurately measured by collecting the spectrum of an
astronomical object. One can then look for known features in the spectrum, such as absorp-
tion or emission lines. As the object is redshifted, the features shift upward in wavelength
by a factor (1 + z), and measuring the factor which returns the observed wavelengths to the
rest-frame ones amounts to measuring the object’s redshift.
However, obtaining spectra is expensive observationally. Effectively, the photons must
be split up over many wavelength bins in order to gain spectral resolution, and very long
integration times are needed to measure the spectra of faint objects. Hence, spectroscopic
surveys are limited to brighter sources when targeting many galaxies. Imaging surveys
are able to reach fainter brightnesses, at the expense of not having a spectrum of any of the
objects. As the name imaging suggest, these surveys take pictures of the sky, in one or more
filter passbands. These filters transmit a limited range of the electromagnetic spectrum to
the detector and absorb the rest.
Imaging surveys, such as DES, are able to estimate redshifts using flux measurements
through the multiple filter bands. These estimates are known as photometric redshifts
(photo-z’s), as opposed to spectroscopic redshifts (spec-z’s). Figure 1.5 shows a demon-
stration of how photo-z estimation works. One compares the measurements in the different
bands, checking for consistency with a reference spectrum. Figure 1.5’s reference spec-
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Figure 1.5: Estimating redshift with photometric measurements . One effectively uses the
ratio of fluxes in different passbands to approximate the spectrum, and attempt to pick out
a feature in the spectrum from which a redshift can be deduced. One can either adopt
a set of template reference spectra to search over, or train a neural network for the red-
shift estimation, using a training set of galaxies with both photometric and spectroscopic
measurements. (Image credit: Dark Energy Survey, https://www.darkenergysurvey.
org/terms/redshift.shtml.)
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trum includes the 4000 Å break, a characteristic feature in many elliptical galaxies’ spectra,
where the spectrum blueward of 4000 Å in the galaxy’s rest frame is largely suppressed due
to metal absorption. Superimposed on the spectra in Figure 1.5 is a filter set; integrating the
spectra through the filter windows is what the imaging survey measures. The green spec-
trum’s flux measurements in the g-band is much reduced compared to the i and z-bands,
assigning the break to be within the r-band near 6000 Å, implying z ≈ 0.5. Not all galax-
ies show a 4000 Å break, but one can check for better agreement against other templates,
choosing the best fit template, or even assigning a probability distribution for z, based on
how well each template fits. There are many different kinds of objects in the Universe, and
building a representative set is a challenge.
An alternative method for photo-z estimation is to train a neural network over the multi-
ple filter band measurements. One obtains a training set which includes spec-z’s in addition
to the imaging data, then applies the trained neural network to the survey data for photo-z
estimation. Neural networks eliminate the need for a complete set of reference templates,
but introduce other possible sorts of errors, such as over training. Also, the training set
should span the same range as the full sample, and it is difficult to get training spec-z’s
for the faintest galaxies. Either method can suffer confusion problems, when two different
underlying spectra look quite similar through the filter curves, when redshifted to two very
different redshifts. Misestimation of this kind, produces catastrophic outliers, a significant
concern in imaging surveys.
1.3 Seeing the Dark
Thus far, we have developed our cosmological theory to include a dark sector, and intro-
duced one experiment designed to probe it – the Dark Energy Survey – but we have not
examined why cosmologists are convinced of its existence. There is now overwhelming
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evidence for dark matter and dark energy, and this section is dedicated to observational
probes which explore the dark sector. The discussion will introduce several measurements
that are at the forefront of modern cosmological research, which have and will continue to
shape cosmology for years to come, including the four dark energy probes of DES men-
tioned above. The section provides context for much of the work described later in the
dissertation. (See e.g. Frieman, Turner & Huterer [2008] for further background.)
Though many different cosmological probes exist, it is useful to exemplify two broad
measurement types: cosmic geometry and growth of structure. Distance measurements
are an example of a geometric probe; general relativity tells us that the energy content of
the Universe affects the metric (cf. Equation 1.17), which determines distances. Indeed,
Equation 1.28 tells us that the distance-redshift relation is sensitive to the energy density
of the Universe; for instance, more dark energy increases distances. We will encounter
experiments which attempt to measure either the luminosity or angular diameter distance
as a function of redshift. The Universe’s energy budget also determines how easily structure
forms in the Universe, ergo some cosmological probes attempt to quantify the abundance
of structure. Dark energy drives matter further apart, which suppresses the formation of
gravitationally bound systems. More (dark) matter has the opposite effecting, increasing
the frequency of structure. A few of the measurements we will consider rely on both
geometry and growth of structure.
To date, observations are consistent with the theory known as ΛCDM. ΛCDM posits
a universe composed of radiation, ordinary matter (baryons), cold (non-relativistic) dark
matter (CDM), and dark energy in the form of Einstein’s cosmological constant (Λ). In the
previous section, we asserted that dark energy and (dark) matter are the dominant compo-
nents of the energy density today: ΩΛ∼ 0.7, Ωm∼ 0.3 (Ωdm∼ 0.25); This section provides
observational evidence for these values. Previously, subscript 0’s were used on energy den-
sities (Ω) for clarity. The convention throughout most of the literature is to drop these 0’s,
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and that convention is adopted beginning here.
We refer to quantities such as Ωm, Ωb, etc. as cosmological parameters. They are
fundamental quantities describing a property of our universe, in this case how much energy
it contains in different forms (though, there are other cosmological parameters which will
not be discussed in this document). Many cosmological parameters are well measured; one
which is not is wΛ, the equation of state parameter for dark energy. We will return to this
in Chapter 1.3.7. Henceforth, the Λ subscript will be dropped, understanding the w relates
to dark energy.
Chapter 1.3.1 begins with evidence for dark matter observed in galaxy rotation curves.
As the section continues, it is divided according to broad categories of observation type,
not specifically whether the probe targets dark matter or dark energy; some are sensitive
to both and include multiple types of measurements. Chapter 1.3.2 considers the cos-
mic microwave background, and a related probe, known as baryon acoustic oscillations, is
discussed in Chapter 1.3.3. Chapter 1.3.4 returns to the topic of supernovae cosmology,
introduced at the beginning of the document. Chapter 1.3.5 turns to weak gravitational
lensing, and Chapter 1.3.6 is devoted to galaxy cluster measurements. As the four DES
dark energy probes are encountered, DES-specific paragraphs provide additional context to
frame the advances offered by DES, as well as the systematic errors to overcome. Chap-
ter 1.3.7 wraps up the section, focusing on the current status of cosmological parameter
uncertainties and the improvements DES will make to the dark energy constraints.
1.3.1 Galaxy Rotation Curves
Some of the earliest evidence for dark matter was inferred from basic gravitational kine-
matics. Figure 1.6 [van den Bergh, 2000] (with data from Rubin & Ford [1970] and Roberts
& Whitehurst [1975]) analyzes stars from M31, a nearby disk galaxy also known as An-
dromeda. The points plot V , the orbital speed around the galactic center, as a function of
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Figure 1.6: Galaxy stellar rotation curve in Andromeda (M31) [van den Bergh, 2000].
(Data has been taken from Roberts & Whitehurst [1975]; Rubin & Ford [1970].) The
plateau suggests dark matter’s existence.
R, the distance from the center of rotation. Typical disk galaxies like M31 have surface
brightness distributions, i.e. light distributions, approximately ∝ exp (−R/R0), where R0 is
several kpc. If the mass distribution traced a similar profile, essentially all the mass would
be enclosed within a few R0, and for stars at larger radii, one would expect V ∝
√
1/R,
where the relation results from assigning the stars’ acceleration to the gravitational force
from the mass enclosed. Assuming circular orbits and a spherical mass distribution1 gives:
a =
V2
R
=
GM(R)
R2
(1.42)
=⇒ V =
√
GM(R)
R
. (1.43)
M(R) is the mass enclosed within R – essentially the galaxy’s total mass for the R values
plotted in Figure 1.6, if one assumes that the extent of the light exactly traces the extent
of the mass. However, Equation 1.43 is not what is observed in Figure 1.6; the rotational
speeds plateau, suggesting there must be an additional source of mass that we cannot see
1 These assumptions are not strictly true, but the corrections using more realistic ones are small.
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providing the rotation support. The galaxy lives in a dark matter halo, which extends far
beyond the observed luminosity distribution.
1.3.2 Cosmic Microwave Background
Hydrogen composes the majority of the baryonic content of the Universe. When the Uni-
verse was smaller, younger, and hotter, hydrogen was ionized, and the electrons and pho-
tons were coupled via Thompson scattering. Eventually (z ∼1100) the Universe expanded
and cooled enough that the photons and electrons decoupled, and the photons free-streamed
away. These are the photons of the cosmic microwave background (CMB).
As first introduced in Chapter 1.1, the CMB is very nearly a perfect black body with
temperature 2.725 K, having fluctuations on µK scales. The small anisotropies have been
measured to exquisite precision by the Wilkinson Microwave Anisotropy Probe (WMAP)
[Bennett et al., 2013] and most recently by the Planck satellite [Planck Collaboration et al.,
2015a]; Figure 1.3 (in Chapter 1.1) shows a map of the Planck measurements.
Figure 1.7 is the power spectrum of Planck’s anisotropy measurements [Planck Collab-
oration et al., 2015a]. One computes the correlation function of the temperature fluctua-
tions:
C(θ = |ϑ − ϑ′|) =
〈
δT
T
(ϑ)
δT
T
(ϑ′)
〉
, (1.44)
where the brackets denote averaging over the map. (See Chapter 5.1.1 for a more detailed
treatment of correlation functions.) Figure 1.7 decomposes the signal into a basis of spher-
ical harmonics:
C(θ) =
1
4pi
∑
l
(2l + 1)ClPl(cos θ) (1.45)
DTTl = l(l + 1)
Cl
2pi
, (1.46)
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Figure 1.7: Power spectrum of the CMB temperature fluctuations [Planck Collaboration
et al., 2015a]. The red line is the best-fit ΛCDM curve.
where Pl are the Legendre polynomials.
A detailed explanation of the power spectrum is beyond the scope of this work, but a
few comments are in order. (See e.g. Hu’s CMB tutorial for a pedagogical overview of the
subject.2) Random fluctuations in the early Universe seed small overdensities in the photon-
baryon fluid. Eventually dark matter becomes the dominant component of the Universe,
and small overdensities in the dark matter distribution act as gravitational potential wells
which locally compress the fluid. However, the pressure of the photons counteracts the
effect, leading to acoustic oscillations in the fluid. The peaks in the temperature power
spectrum occur at modes in which compression (odd peaks) / rarefaction (even peaks) is
maximal when the CMB photons decouple from the fluid. The first peak has the highest
amplitude, and subsequent peaks are damped compared to the first. Roughly speaking, the
2 http://background.uchicago.edu/
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first peak occurs on a length scale equal to the sound horizon in the early Universe.
Different cosmologies change the locations/heights of the peaks in the power spectrum.
For instance, introducing spatial curvature to the Universe changes distances, and translates
the peaks along the x-axis. A higher baryon density adds mass to the oscillating system,
which is analogous to a spring loaded with a mass falling in a gravitational field; adding
more baryons effectively increases the load. The spring system falls further under increased
load, but rebounds to the same height in either case. Similarly, increasing the baryon con-
tent of the early Universe fluid causes it to fall further into the potential well (compression)
but rebound to the same relaxed state (rarefaction), increasing the height of the odd peaks
relative to the even peaks. The amount of dark matter in the Universe is related to the depth
of the potential wells, and changing this scales all the peaks.
Because the CMB is so well measured, fitting the data to cosmological models leads to
tight parameter constraints; the red line in Figure 1.7 is a ΛCDM fit, and the bottom panel
shows residuals from the fit. The CMB measures the Universe’s curvature to be very nearly
flat: 1 − Ω = −0.004 ± 0.015 [Planck Collaboration et al., 2015b]. The results find Ωm =
0.3121 ± 0.0091, with a baryon density about 6 times lower, and ΩΛ = 0.6879 ± 0.0087.
Though the CMB is so sensitive to many parameters, since it is basically a snapshot of the
Universe at z ∼ 1100, it has little say about the equation of state of dark energy, because
dark energy was not a significant component of the Universe’s energy density then. (The
tight ΩΛ constraints come from the combination of near flatness with the other density
constraints.)
1.3.3 Baryon Acoustic Oscillations
In the previous section, we described acoustic oscillations in photon-baryon fluid of the
early Universe, whose frequency is set by the sound speed. The first peak in the CMB
occurs at a scale set by the sound horizon, measured to be: s ∼150 Mpc (comoving). Once
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Figure 1.8: Acoustic oscillations in the photon-baryon fluid of the early Universe imprint
a preferred physical separation for galaxies. This is an artist’s illustration of the effect.
(Image Credit: Zosia Rostomian, http://apod.nasa.gov/apod/ap140120.html.)
the photons decouple, the loss of photon pressure causes the sound speed to plummet, and
the sound wave remains imprinted in the baryon distribution on this same (comoving) scale
as the Universe grows. This can be used as a standard ruler to measure distance, and then
cosmological parameters from the distance-redshift relation.
One observes an overdensity in galaxies separated by the distance s. We call this the
baryon acoustic oscillation (BAO) peak. Figure 1.8 shows an exaggerated illustration. The
BAO peak occurs at a measured angular scale which varies with redshift, and one uses its
physical size s, to infer the angular diameter distance to that redshift, which is sensitive to
cosmological parameters (see Equation 1.28 and Equation 1.16).
Figure 1.9 shows a galaxy clustering measurement – the galaxy-galaxy correlation
function (cf. Chapter 5.1.1) – measured for z = 0.57, in the Baryon Acoustic Oscillation
Spectroscopic Survey (BOSS) [Anderson et al., 2014]. The signal has been decomposed
into Legendre moments, where the l = 0 moment is plotted. (Here, h = 0.7.) The posi-
tion of the BAO peak is well-constrained, and Figure 1.10 show cosmological constraints
making use of the BAO measurements. The colored contours are 1 and 2σ confidence in-
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Figure 1.9: Correlation function of galaxy positions, measured by Anderson et al. [2014].
The model is the best-fit cosmology, consistent with ΛCDM.
Figure 1.10: The blue contours are the 68% and 95% confidence intervals measured by
Anderson et al. [2014]; the black lines are analogous measurements, using a previous subset
of the data [Anderson et al., 2012]. All constraints have been combined with ones from the
CMB [Hinshaw et al., 2013].
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tervals from Anderson et al. [2014], and the black lines are the results using an older BOSS
dataset [Anderson et al., 2012]. Two-dimensional plots of these kind are common through-
out cosmological analyses; the constraints on one cosmological parameter inferred from a
measurement are often degenerate with another parameter, meaning the uncertainties in the
two quantities are correlated.
The contours/lines in Figure 1.10 have been made by combining the BOSS results with
WMAP results [Hinshaw et al., 2013]. BAO alone is not very powerful for making con-
straints; one needs the CMB measurements to fix the size of s. However, combining probes
can be very powerful, particularly when they have different parameter degeneracies. The
CMB-combined BAO results in Figure 1.10 are consistent with ΛCDM. They favor a spa-
tially flat universe (ΩK = 1 − Ω), with low matter content compared to critical density;
i.e. the dominant component is dark energy, whose measurements are consistent with the
cosmological constant (w = −1).
1.3.3.1 DES
The results above from BOSS are spectroscopic clustering measurements. DES intends
to measure the BAO peak, but without spec-z’s, the precision of the BAO measurements
will not equal those of BOSS. With photo-z errors, the radial component to the BAO
peak smears out somewhat. However, DES can provide BAO measurements at additional
(higher) redshifts, as imaging surveys have larger samples out to fainter limits than spec-
troscopic surveys.
Beyond just fitting the BAO feature, DES also plans to measure the galaxy-galaxy clus-
tering signal over a larger range of angular separations, and compare it to predictions from
cosmological simulations. The method relies mainly on the shape of the signal, and thus
is largely robust against multiplicative errors that enter because the simulations more accu-
rately determine how dark matter clusters than how galaxies cluster. The fact that galaxies
35
cluster differently than dark matter is known as galaxy bias (cf. Chapter 5.1.3).
As mentioned above, photo-z errors are one of the systematic errors to overcome in
imaging galaxy clustering measurements. Another is scale-dependent galaxy bias. On
large scales, (where we are able to simulate the mostly linear physics), we expect the dif-
ference between dark matter clustering (which we can accurately determine in N-body sim-
ulations) and galaxy clustering to be a constant multiplicative factor across a wide-range of
angular separations; however, any deviations from this expectation could bias dark energy
constraints. Finally photometric zeropoint drift is of concern; this refers to a change in de-
tector flux response over time, which increases the variability in detection probability over
the survey footprint. This would add additional noise to the clustering constraints.
1.3.4 Supernovae
Early in the document, Figure 1.2 introduced cosmic acceleration as determined by type Ia
supernovae (SNe Ia) [Riess, 2000]. We are now in a position to better understand the probe.
SNe Ia are approximately standard candles (cf. Chapter 1.1.2); their observed brightness
is used to infer the luminosity distance to them. In Figure 1.2, M is a measure of absolute
brightness and m is a measure of apparent brightness:
M ≡ −2.5 log10(L/Lx) (1.47)
m ≡ −2.5 log10( f / fx) (1.48)
=⇒ m − M = 5 log10
(
dL
1 Mpc
)
+ 25. (1.49)
dL is the luminosity distance, as introduced in Chapter 1.1.2. Lx and fx are just known con-
stants: Lx ≡ 78.7L, and fx is the flux of a source of this luminosity, as would be measured
at a distance of 10 parsecs. (These are somewhat arbitrary choices, but the convention
nonetheless for historical reasons.) Being standard candles means L is the same for all
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the supernovae. (In reality, it is not entirely the same between different supernovae, but
the difference is correlated with peak brightness, so the supernovae can be calibrated to be
approximately standard candles.)
Having measured the luminosity distance to the supernova, one then measures an (ide-
ally spectroscopic) redshift, and compares the luminosity distance-redshift relation against
predictions using different cosmologies (see Equation 1.28 and Equation 1.14). Results
have been consistent with ΛCDM, and inconsistent with dark energy-free models.
1.3.4.1 DES
Compared to surveys that have come before it, (e.g. the Supernova Legacy Survey [Sullivan
et al., 2011]; ESSENCE [Miknaitis et al., 2007]), DES has a significantly wider field,
and will be able to collect more type Ia supernovae over a wider redshift range (0.1 .
z . 1). Because the work presented in this dissertation does not include any supernovae
measurements, let us merely mention that relevant systematic effects include reddening
due to dust extinction, and possible redshift evolution in the peak brightness-luminosity
relation, without delving into further supernovae details. There is also a need for follow-up
spectroscopy, in order to secure as accurate of redshifts as possible.
1.3.5 Weak Gravitational Lensing
General relativity predicts that light is deflected in a gravitational field. Accordingly, im-
ages of distant background galaxies are distorted by the foreground matter between the
observer and the source. Importantly, gravitational lensing is sensitive to any mass, be
it dark matter or ordinary matter. (A more detailed introduction to gravitational lensing
theory will be given in Chapter 4.1.)
Figure 1.11 shows an example of a cosmological lensing simulation [Becker, 2013].
The color scale encodes the projected mass distribution of the Universe, where the red ar-
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Figure 1.11: Gravitational lensing simulation [Becker, 2013]. The shapes of background
galaxies (whose major axis directions are shown by the lines) coherently align themselves
tangential to overdensities of the large-scale structure of the Universe (shown in red).
(Image Credit: Matt Becker, https://kicp.uchicago.edu/events/kicp_phd-2013.
html.)
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Figure 1.12: Cosmological parameter constraints from the weak lensing analysis of Kil-
binger et al. [2013]. Results are combined with those of other experiments.
eas are overdense and the blue areas are underdense (compared to the average density).
Distant galaxies are considered elliptical, and the directions of the line segments indicate
the observed directions that the major axes of the ellipses point. There is a coherent align-
ment tangentially around the overdensities and radially along the underdensities; this is
known as a shear signal.
The statistics of the shear signal are sensitive to cosmological parameters. In fact,
gravitational lensing is among the most potentially powerful tests of cosmology available,
because as we will see in Chapter 4.1, it is sensitive both geometry (distances) and the
growth of structure (the distribution of mass in the Universe). Cosmic shear measures
either the correlation function or power spectrum of galaxy shears.
The blue contours in Figure 1.12 show cosmic shear cosmology results from Kilbinger
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et al. [2013] for the dark energy and matter densities. The results favor Ωde∼ 0.7, Ωm∼ 0.3.
(The label Ωde instead of ΩΛ emphasizes that one is not enforcing the cosmological con-
stant in the fits.) The constraints have been combined with WMAP CMB measurements
[Komatsu et al., 2011], BOSS BAO measurements [Anderson et al., 2012], and Riess et al.
[2009] supernovae results. Again, we see the increased power gained by combining differ-
ent probes.
Galaxy-galaxy lensing chooses other galaxies as the foreground sample which distorts
the distant background sources. Galaxy-galaxy lensing supports the idea that galaxies live
in a dark matter halo, as first introduced in Chapter 1.3.1. Figure 1.13 shows galaxy-galaxy
lensing signals (∆Σ is defined in Chapter 4.1.2) from the COSMOS survey [Leauthaud
et al., 2012], where each panel chooses a different range of stellar masses for the lens
population (inferred from modeling the COSMOS photometry to build the stellar mass
functions). The black points are the lensing measurements, and the dotted red lines show
the contribution from baryons (stars) alone. The other broken lines are components of the
dark matter fit, and the solid blue line is the total fit to the signal. (These models are derived
from a halo occupation distribution, which is discussed in Chapter 5.1.4.) Only at small
separation, i.e. near the center of the lens, are baryons a significant portion of the signal;
the luminous content of the lenses does not extend out to Mpc scales, where a significant
lensing signal is still observed. The total integrated dark matter mass is much larger than
the baryonic mass.
1.3.5.1 DES
DES weak lensing will measure shear-shear correlation signals, galaxy-shear correlation
signals, and combinations of the two. (By galaxy, we mean galaxy number density.) The
collection of these measurements is DES’s most statistically powerful dark energy probe.
The current state of the art weak lensing cosmological constraints have been made by the
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Figure 1.13: Galaxy-galaxy lensing signals measured by Leauthaud et al. [2012]. The lines
are components which model the signal, with the baryonic component in red. Baryons only
contribute significantly near the center of the lenses, implying that galaxies are embedded in
larger dark matter halos. The green line models dark matter inside the main halo, the yellow
line is from satellite halos, and the gray line is contributed by the large-scale structure of
the Universe. The blue line sums all the other lines.
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Canada-France-Hawaii Telescope Lensing Survey [Heymans et al., 2012], e.g. Heymans
et al. [2013]’s tomography measurements. DES’s footprint covers over 30 times the area as
their dataset, and at full five-year depth, the DES data will have similar redshift coverage.
In order to achieve its full statistical power, weak lensing has several potential sources
of systematic error to overcome, some of which will be addressed further in Chapters 3
and 4 in the context of an early DES analysis, which I coauthored. One is understanding
the errors in photo-z measurements; redshift errors mix foreground and background pop-
ulations. Catastrophic errors are the primary concern. Shear measurement become biased
at low signal-to-noise, meaning the measured distortions are not as large as the true signal.
Calibrating this bias (using simulations) is important to remove systematic errors. Further-
more, precision lensing measurements require accurate measurements of the point spread
function (PSF) – the detector’s response to a point source. Though objects such as stars
should otherwise be detected as point sources, the telescope and camera optics, as well
as the atmosphere itself cause distortions. If not properly removed, the PSF effects can be
confused for a shear signal. Because the size of the DECam PSF is a factor of several larger
than the intrinsic angular size of most galaxies, sufficient PSF modeling can be a challenge.
1.3.6 Galaxy Clusters
Galaxy clusters are also suggestive of dark matter’s existence. Galaxy clusters are the
largest gravitationally bound structures in the Universe, composed of many galaxies orbit-
ing around a cluster core, with an intracluster medium (ICM) of diffuse hot gas (∼ 107−108
K) filling the space between the galaxies, composed primarily of hydrogen plasma. The
hot gas, as opposed to the galaxies, contains the majority of the cluster’s baryons. One can
make rotational speed plots, similar to the one in Figure 1.6, but measuring the orbits of
galaxies instead of stars. Again, the measured curves do not match what one would expect
from the luminous distribution alone. Zwicky [1933] first published the discrepancy over
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80 years ago, and hence is now credited with the discovery of dark matter.
Furthermore, one finds cluster examples where the hot gas is offset from the galaxies.
Figure 1.14 shows images of 1E 0657-56 [Clowe et al., 2006], known as the Bullet Clus-
ter, because the system consists of two colliding clusters; the smaller system toward the
right of the images is the “bullet” which has undergone collision and is now moving away.
Figure 1.14(i)’s color scale shows optical wavelength light, where the galaxies are visible,
and Figure 1.14(ii)’s color shows X-ray emission. In both panels, the green contours trace
the mass distribution inferred from gravitational lensing. (The lensing analysis of Clowe
et al. [2006] is very similar to our cluster lensing work described in several sections of
Chapter 4.) As mentioned above, gravitational lensing is sensitive to any mass, ordinary or
dark.
One immediately recognizes that the mass contours in Figure 1.14 are indicative of the
galaxy distribution, but not of the X-ray contours. During the collision, electromagnetic
interactions dissipate energy from the gas, slowing it down and causing it to settle near the
point of collision. However, dark matter has no electromagnetic interactions and passes
through the collision without the dissipation. The galaxies live in dark matter halos, and
are dragged along with the dark matter. Hence, the galaxies and dark matter are observed
to be offset from the gas.
Galaxy clusters are also dark energy laboratories. Since they are the largest collapsed
structures in the Universe, they are presumed to be a fair sample for the cosmic baryon to
total matter fraction: fgas = Ωb/Ωm. Over cosmic time, material from a large volume of
the Universe accumulated into the clusters, and thus the ratio of baryons to total (mostly
dark) matter is assumed to representative of the cosmic ratio and to be constant between
clusters. Distance measures enter the estimators for fgas, which referring to Equation 1.28,
have sensitivity to dark energy; fgas measurements will only appear to be constant if “the
correct cosmology is used”.
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(i) Optical. (ii) X-ray.
Figure 1.14: Observations of the Bullet Cluster [Clowe et al., 2006]. In both panels, the
green contours show the mass as measured by weak lensing. The mass contours do not
align with the X-ray ones, which trace the bulk of the baryonic content. This suggest there
must be dark matter contributing additional mass.
A complete description of how one deduces fgas is beyond the scope of this chapter.
Basically, models are adopted which predict the gas’ emissivity, a quantity proportional to
the square of the gas density, from which the baryon mass can be calculated. The models
are fit to X-ray temperature and surface brightness (flux per unit angular area) measure-
ments for the clusters. To infer the total mass, one chooses a model for the gravitational
potential, and by assuming hydrostatic equilibrium, asserts that the gas pressure balances
the gravitational potential. Using the ideal gas law, along with these assumptions, one can
relate the gas profile and the temperature to the total mass.
fgas measurements [Allen et al., 2008] from the Chandra X-ray Observatory [Weisskopf
et al., 2002] suggest that the best-fit cosmology includes a large dark energy contribution to
the Universe’s energy budget today (ΩΛ = 0.735 ± 0.023), with a baryonic-to-total matter
ratio of about 1/6. The plots in Figure 1.15 are results from Allen et al. [2008]: the left panel
adopting ΛCDM cosmology, and the right panel adopting a matter-only universe (Ωm = 1,
ΩΛ = 0). (h = H0/100, with h = 70 in the left panel and h = 50 in the right panel.
r2500 denotes the radius in which fgas is determined, that is, the radius in which the average
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Figure 1.15: The apparent variation of fgas measurements in Allen et al. [2008]. The left
panel adopts a ΛCDM universe, while the right panel sets ΩΛ = 0, Ωm = 1. The ΛCDM
model flattens the curve, as would be expected for the correct model. The best fit ΛCDM
values are Ωm = 0.28 ± 0.06, ΩΛ = 0.735 ± 0.023
.
density enclosed is 2500 times that of the critical density of the Universe.) ΛCDM flattens
the curve, as we expect the correct answer should, while the other set of parameters does
not.
The cluster mass function dn/dM, the number density of clusters, in bins of mass, is also
sensitive to cosmology. The theoretical foundation for the measurement dates back to the
work of Press & Schechter [1974], who used spherical overdensities within an otherwise
isotropically expanding universe to predict how much mass would collapse into halos not
expanding with the Hubble flow. Today, N-body simulations make accurate predictions for
the mass function of cluster-mass halos [e.g. Warren et al., 2006].
Figure 1.16 shows cluster mass function measurements from Wen, Han & Liu [2010],
compared with measurements from Rines, Diaferio & Natarajan [2007], and Reiprich &
Böhringer [2002]. Cluster masses are estimated using a mass-richness scaling relation.
One cannot measure a mass directly for every cluster, so one relies on a correlation (typi-
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Figure 1.16: Galaxy cluster mass function measurements presented in Wen, Han & Liu
[2010], alongside similar measurements from Reiprich & Böhringer [2002]; Rines, Diafe-
rio & Natarajan [2007]. The dotted line shows the expected relation using cosmological
parameters inferred from CMB measurements [Komatsu et al., 2009].
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cally linear) between mass and an observable quantity – here richness (R in Figure 1.16),
the number of member galaxies identified to the cluster. (See Figure 4.10 for an example
plot of a mass-richness scaling relation.) The scaling relation is calibrated using a set of
clusters which do have mass measurements (using e.g. weak lensing or X-ray techniques),
typically relatively massive clusters, then applied to the clusters for which masses cannot
be measured otherwise.
Like other measurements discussed in this section, the cluster mass function results
prefer a cosmology with Ωm∼ 0.3. As we will see in Chapter 1.2, the cluster mass function
is sensitive to dark energy, but to date, surveys have not probed clusters over a large enough
redshift range to make competitive constraints.
1.3.6.1 DES
Above, we introduced the mass function as dn/dM. If one has the redshift baseline and the
cluster statistics to do so, it is also interesting to select mass ranges, and plot cluster number
counts in those mass ranges as a function of redshift, dN/dz. DES intends to do just this.
Figure 1.17 shows predictions for dN/dz for clusters with M > 2 × 1014M for a DES-like
survey of 4,000 deg2 survey, for three values of w [Mohr, 2005]. We see that dN/dz is quite
sensitive to w, particularly at z & 1. As w becomes more negative, dark energy becomes
dominant earlier, inhibiting halo collapse and decreasing the cluster mass function. The
lower panel of Figure 1.17 shows the difference between the curves in the upper panel,
relative to the statistical errors. If systematic errors can be controlled, the differences are
significant.
The primary source of systematic error to overcome for cluster mass function cosmol-
ogy is calibration of the observable-mass scaling relation. As discussed above, one cannot
directly measure the total mass for the galaxy clusters and has to rely on scaling relations.
Even if the relations are on average correct, they contain intrinsic scatter, which degrades
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Figure 1.17: Forecast for cluster mass function cosmology for a DES-like survey of
4,000 deg2 [Mohr, 2005]. The bottom panel shows the deviation between the different
dark energy models, relative to the statistical errors.
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the constraints. Ultimately, the ideal mass calibrator, which should have the least scatter,
is weak lensing, because it is the only estimator which makes no assumption about the dy-
namic state of the cluster (e.g. hydrostatic equilibrium is assumed for X-ray techniques).
Work of my collaborators and I presented in Chapter 4 has demonstrated DES to deliver
imaging data of sufficient quality to derive mass-richness scaling relations calibrated with
weak lensing.
DES’s footprint overlaps with SPT’s. SPT detects many galaxy clusters [Bleem et al.,
2015], using the Sunyaev–Zel’dovich effect – inverse Compton scattering of CMB photons
by the hot gas of galaxy clusters, which increases the CMB photons’ energy. The effect
is independent of redshift, and therefore the SPT survey is unable to estimate redshifts for
the clusters it detects. Because DES is able to accurately measure cluster redshifts (see e.g.
Chapter 4.5.2), there is considerable synergy between the two in building a large sample
for cluster mass function tomography studies.
1.3.7 Current Status
Thus far, our observations of the Universe have been consistent with ΛCDM. All measure-
ments considered, we now have ∼ percent-level uncertainty (or better) constraints on many
of the cosmological parameters (marginalizing over the other parameters) – for instance:
Ωm, ΩΛ, ΩK , H0. However, the dark energy equation of state remains less-well constrained.
If we assume w is a constant, it has been measured to be consistent with w = −1 (i.e. the
ΛCDM value) with ∼10% uncertainty. The left panel of Figure 1.18 shows 1σ confidence
intervals in the w-Ωm plane from the recent cosmic acceleration review of Weinberg et al.
[2013], where the authors have combined CMB [Komatsu et al., 2011], BAO [Anderson
et al., 2012], and supernovae constraints [Amanullah et al., 2010].
However, w need not be constant with redshift, and the right panel of Figure 1.18 allows
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Figure 1.18: The plots are from Weinberg et al. [2013], with CMB measurements from Ko-
matsu et al. [2011], BAO measurements from Anderson et al. [2012], and supernovae mea-
surements from Amanullah et al. [2010]. The left panel assumes w is a constant, whereas
the right panel allows for redshift evolution according to: w(a) = wp + wa (ap − a), where
ap is set to zp = 0.5 = a−1p − 1.
for redshift dependence. Typically, cosmologist adopt a two-parameter model:
w(a) = wp + wa (ap − a), (1.50)
where wp and wa are both constants, i.e. wa is the (constant) derivative with respect to
the scale factor. Different authors choose different redshifts to set the pivot, ap. ap = 1
is a common choice, but Weinberg et al. [2013] choose zp = 0.5 = a−1p − 1 because it is
better constrained by the data. As we see in Figure 1.18, the uncertainties in the wa-wp
plane are large. The primary science goal of the Dark Energy Survey is to decrease these
uncertainties.
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1.3.7.1 DES and w
As mentioned previously, DES’s primary science goal is to tighten constraints on the dark
energy equation of state w. Figure 1.19 shows a forecast of DES parameter constraints in
the wa-w0 plane [internal DES document, DocDB-289]. w is parameterized according to
Equation 1.50, setting ap = 1:
w(a) = w0 + wa (1 − a). (1.51)
In Figure 1.19 we see the complementarity of the four probes; combining them is what
gives DES much of its constraining power. In terms of a constant equation of state (i.e.
assuming wa = 0), DES will deliver a ∼ percent-level marginalized constraint. In the wa-
w0 plane, it will deliver a decrease in the allowed area by a factor of 3-5 over previous
constraints.
Immediately, some questions come to mind: Will w maintain consistency with the cos-
mological constant? Does w requires any time-dependence? Does general relativity need
to be modified? DES is designed to put these questions to the test.
1.4 Outline
We have now reached the conclusion of this first introductory chapter. The remainder of this
document has been organized into five chapters to describe my work throughout graduate
school. Since this is a fairly long document, the chapters have been written to read more
or less independently of each other, intentionally building in a small amount of redundancy
here and there where necessary.
Chapter 2 discusses gathering observations for DES and beyond. It begins by contextu-
alizing DECam and work I contributed to the camera’s infrastructure. Both hardware and
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Figure 1.19: Forecast of DES 1σ dark energy constraints [internal DES document, DocDB-
289]. LSS is short for large-scale structure, i.e. galaxy clustering, SNe stands for super-
novae, and WL means weak lensing.
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software are discussed in the chapter, where a particular emphasis is placed on the systems
I worked on directly. The chapter concludes by introducing some DES datasets which are
used throughout the rest of the dissertation.
Chapter 3 chapter focuses on data processing: reduction and calibrations applied to
DECam images, which transform the raw pixel values into data products ready for science
analysis. This is a topic which is often glossed over in astronomy publications, and which
those who only use the final catalogs sometimes view as a black box. Chapter 3 is written
in terms of processing the data used in Chapter 4, because I spent much time on that per-
sonally. However, the methodology is much more generally applicable throughout CCD
astronomy. The work helped to improve future DES data processing.
Chapter 4 is where the work described in the previous two chapters pays off, and science
measurements are made. The weak lensing and galaxy cluster analysis of Melchior et al.
[2015] is presented. As the paper’s second author, I was heavily involved with the work. It
was the first-completed end-to-end DES science analysis and therefore important validation
for DES. The chapter opens with additional introductory weak lensing and galaxy cluster
material, to help better contextualize what is presented in Melchior et al. [2015].
Chapter 5 describes a new technique I am pioneering, which allows scientists to get
the most possible out of statistically rich datasets. The chapter focuses on novel galaxy
clustering measurements made in Suchyta et al. [2015], and offers further comments about
fundamentals of clustering in order to more fully understand the work.
Chapter 6 concludes the dissertation. It quickly summarizes my work and its impor-
tance, while making allusion to follow-up work planned for the future. As all the data
have not yet been taken, DES’s final measurement are of course still to come. My past and
ongoing work is motivated to advance DES toward achieving its science goals and beyond.
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Chapter 2:
Imaging the Universe with DECam
Theories crumble, but good observations never fade.
– Harlow Shapley
The Dark Energy Camera (DECam) [Diehl & Dark Energy Survey Collaboration, 2012;
Flaugher et al., 2015, 2012] is a 570 megapixel CCD camera, mounted at prime focus of the
Victor M. Blanco 4-Meter Telescope in Chile. As its name suggests, DECam was specially
designed to explore dark energy science, built as the survey instrument for the Dark Energy
Survey (DES). (Refer to Chapter 1.2 and references therein for further information about
DES). The survey requires observing millions of galaxies, out to distant photometric red-
shifts, with excellent image quality. DECam was engineered to fulfill these requirements,
having a large field-of-view, multiple filter bands, and an adjustable optical corrector. It is
a sophisticated instrument, coordinated by an equally sophisticated software system.
DECam’s data acquisition and control system is named the Survey Image System Pro-
cess Integration (SISPI) [Eiting et al., 2010; Flaugher et al., 2015; Honscheid et al., 2010,
2012, 2014]. The system’s front end provides the user interface for DECam observers to
input and carry out observing sequences. The system’s back end is responsible for co-
ordinating the actions of DECam’s hardware components, issuing the necessary sequence
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of commands to setup and take DECam exposures. Upon completing an exposure, SISPI
builds the detector’s readout into an image; the image is then delivered from the mountain-
top to off-site hosting servers for the data.
DECam has been collecting data for over three years now. Between November 2012
and February 2013, the camera underwent on-sky testing and validation during a period
known as DES Science Verification (SV), demonstrating that the instrument was capable
of meeting the requirements to deliver DES’s science program. SV data are public, and
DES has made extensive use of the data. My work with SV data occupies Chapters 3, 4,
and 5
This chapter is dedicated to collecting data with DECam, emphasizing SISPI and the
contributions I have made to the system’s development, and introducing Science Verifica-
tion data used extensively in my graduate work. Chapter 2.1 begins by briefly explaining
CCDs. Chapter 2.2 offers an overview of DECam’s hardware, and Chapter 2.3 discusses
SISPI’s operation and infrastructure. Chapter 2.4 focuses on two of DECam’s hardware
components whose SISPI applications I developed: the filter changer mechanism and hexa-
pod. Chapter 2.5 describes a graphical user interface (GUI) the I created as an extension
to SISPI, which is used by DECam observers to create and edit observing sequences in a
syntax SISPI is able to load and execute. Chapter 2.6 concludes the chapter, discussing
Science Verification and data taken during it.
2.1 CCD Cameras
DECam is a CCD camera. CCDs are now widely used throughout the astronomical com-
munity, because of their relative affordability and their sensitivity to optical wavelength
light. The inventors of the CCD were awarded the 2009 Nobel Prize in Physics for their
work. Since I have not worked on CCD hardware itself, we will not delve into the fine
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Figure 2.1: CCD readout. Voltage changes are used to move the charge bundles from row-
to-row, and then they are read out one-by-one through an output amplifier. (Image credit:
http://www.siliconimaging.com/cmos_fundamentals.htm.)
details of the DECam CCDs [see e.g. Derylo, Diehl & Estrada, 2006; Flaugher et al., 2015;
Holland et al., 2003]. Nevertheless, it is helpful to have a basic understanding.
CCD stands for charge coupled device. CCDs make use of the photoelectric effect
[Einstein, 1905] in silicon – the effect by which incident light liberates electrons in a ma-
terial. Atoms in silicon are arranged in discrete energy bands, called the valence band and
conduction band, with a band gap of ∼ 1 eV between the two. Conduction band electrons
are free to move about the silicon lattice (hence the name conduction). In CCDs, incident
photons excite electrons into the conduction band, and one counts either these electrons or
the positively charged holes left behind in order to measure a signal.
CCDs are made up of many pixels. The silicon in each pixel consists of two layers:
an n-type layer consisting of excess electrons and a p-type layer consisting of an excess of
holes. (This structure is also known as a diode junction.) This creates an internal electric
field in the pixel, which traps conduction band electrons/holes. During an exposure, the
liberated charges in the pixel collect in the potential well of this structure.
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The final step is to readout the charges. The CCDs includes gates on each pixel, which
when biased can be used to apply voltages. One manipulates the gate voltages in order
to move the charge bundles across the detector. Figure 2.1 shows an illustration of the
charge readout process. The last row is the serial register, across which the charges move
one-by-one to an amplifier which converts charge to voltage.
2.2 DECam Instrumentation
Figure 2.2 shows DECam; Figure 2.2(i) is a real image of the camera [Flaugher et al.,
2015], and Figures 2.2(ii) and 2.2(iii) are schematics from side [Flaugher et al., 2012]
and overhead [Soares-Santos et al., 2012] views respectively. The two schematics share a
similar coloring scheme, and Figure 2.2(iii) labels a number of the hardware components
with letters. In the text to follow, the images are referenced as visual aids for framing
DECam’s functionality.
Element (b) of Figure 2.2(iii), colored primarily in aqua, is the DECam imaging vessel
[Cease et al., 2008; Derylo et al., 2010], which encloses the focal plane. The focal plane
operates at a temperature of -100 °C; cooling it reduces thermal noise in the CCDs. Vaccum
is needed to maintain these operating temperatures, hence the imaging vessel is built as a
vacuum Dewar. The cooling system consists of a heat exchanger, a one-inch stainless steel
tube circulating liquid nitrogen as a refrigerant, which makes a single loop around the
imaging vessel.
The focal plane itself is pictured in Figure 2.3(i). It is made up of 74 fully-depleted red-
sensitive CCDs [Derylo, Diehl & Estrada, 2006; Holland et al., 2003], totaling 570 megapix-
els over the array. Sixty-two of the chips, dubbed science CCDs, have 4k × 2k pixels and
collect the imaging used for science analyses. The other twelve are 2k × 2k chips used for
focus and guiding, which are explained further in Chapters 2.3 and 2.4.2 respectively. The
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(i) DECam mounted on the
Blanco Telescope [Flaugher
et al., 2015]. The picture has
been rotated such that the floor
of the observatory is toward the
top right.
(ii) Schematic side view of DECam [Flaugher et al., 2012],
with the same orientation as (i). The color scheme mimics
(iii).
(iii) Schematic overhead view of DECam [Soares-Santos et al., 2012]. The labeled elements are
as follows: (a) readout electronics, (b) imager, (c) filter changer mechanism, (d) hexapod, (e)
optics barrel. Labels C1-C5 are the five lenses of the optical corrector.
Figure 2.2: DECam.
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(i) Photograph of the focal plane, showing all
74 CCDs across the array [Flaugher et al.,
2015].
(ii) Schematic of the science CCDs and their
on-sky orientation [Kunder, 2012]. CCDs
sharing the same color read out in the same
electronics.
Figure 2.3: DECam’s focal plane.
red components of Figure 2.2, labeled (a), are crates housing DECam’s readout electronics
[Cardiel-Sas et al., 2008; Castilla et al., 2010; Shaw et al., 2010, 2012]. Each CCD uses
two amplifiers which operate simultaneously, with each amplifier operating over half the
pixels. Identically colored chips in Figure 2.3(ii) are read out through the same modules.
Figure 2.3(ii) shows the sky orientation of DECam’s science CCDs, using the moon
as a reference object to set the size scale. The camera has a large field-of-view, 2.2° in
diameter, with a five lens optical corrector [Antonik et al., 2009; Doel et al., 2008; Kent
et al., 2006], whose five lenses are labeled C1, C2, C3, C4, and C5 in Figure 2.2(iii).
The optical corrector is supported by the optics barrel, colored blue and labeled (e). The
camera has five degrees of freedom which can be adjusted by the hexapod to optimize
image quality: its tip/tilt angles, two-dimensional lateral positioning, and focus, relative
to the telescope’s primary mirror. The white cylinders in Figure 2.2’s schematics belong
to the hexapod, labeled (d) in the lower panel; these cylinders are adjustable “legs” which
tweak the optics. The hexapod is fixed to the thick ring, part of the telescope’s prime focus
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cage, which is colored blue. The cage is attached to the telescope by the long fin structures,
also colored blue. The telescope’s primary mirror would be toward the top right of either
of the figures in the top row, out of the picture.
DECam includes multiple filters, which limit the wavelengths of light observed during
an exposure to different ranges. Element (c) of Figure 2.2 is the filter changer mechanism
[Tarlé et al., 2010], used to load or unload the different filters. The filters themselves are
colored green in Figure 2.2(ii). Below the filters, to the left in the figure, is the shutter. The
shutter protects the imager from light when not observing; it only opens immediately prior
to taking an exposure, and closes immediately after. Hence, the time the shutter is open
defines the exposure time.
2.3 SISPI
SISPI is the software that is responsible for controlling the components of DECam de-
scribed in the previous section, in a way to enable and automate observation. (In fact, the
entire SISPI system can be run remotely; however, it is policy to require on-site observers.)
SISPI is a sophisticated system, with numerous levels of possible discussion. Here, the sec-
tion is split into two conceptual units, one explaining SISPI’s operation during an observing
sequence, and the other considering SISPI’s software infrastructure.
2.3.1 Operation
Figure 2.4 is a schematic overview of DECam’s readout and control system, which frames
SISPI’s operation [Honscheid et al., 2010] . Observing sequences begin with the observer
populating SISPI’s exposure queue. Exposure parameters, such as exposure time and point-
ing coordinates, can be entered manually into the observer console GUI or loaded from a
script, as described further in Chapter 2.5. DES observers make use of ObsTac [Neilsen
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Figure 2.4: Schematic diagram of DECam’s control system and readout flow [Honscheid
et al., 2010]. Image data flow downward along the left side of the figure. The five inner
blocks are managed by SISPI, and the three peripheral blocks are external components
which interface with SISPI.
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& Annis, 2013], a tool for automatically populating the exposure queue, which selects the
next best survey exposure based on survey history and current observing conditions.
The center of Figure 2.4 is the Observation Control System (OCS). The OCS receives
an observer’s exposure request and queries the state of the instrument. The status of hard-
ware components is monitored by SISPI’s Instrument Control System (ICS). If the ICS
returns no errors, commands are issued which prepare the instrument for observation. The
Telescope Control System slews the telescope to the exposure’s pointing coordinates, the
hexapod is aligned, and the filter changer mechanism loads the requested filter cartridge.
Final preparations are made to ready the CCDs and electronics for a new exposure, then the
shutter is opened. When an exposure finishes, the shutter is closed, and the electronics are
triggered to read out the CCDs; digitization occurs in 17 seconds. Following readout, the
data flow from the focal plane to the Image Acquisition and Image Building (IB) systems.
The IB assembles the image which is saved to disk, then passes it along to the National
Optical Astronomy Observatory (NOAO) data transfer system for further dissemination.
(NOAO is the entity which operates the Blanco Telescope.) The entire overhead time be-
tween two consecutive DECam images is as little as 25 seconds, with longer times for large
telescope slews.
Figure 2.4 includes a block for the image stabilization system, indicating DECam’s
guiding functionality. During an exposure, the earth rotates, meaning the relative position
of an object on the sky changes with time, smearing the object into an elongated trail if
the exposure time is long enough. Adjusting the telescope to compensate for the earth’s
rotation is known as telescope tracking. DECam’s four guide CCDs operate independently
from the science CCDs and can be read out during an exposure. A guiding algorithm
measures stellar positions on these chips and sends tracking corrections to the telescope
to keep the stellar positions on the chips fixed, stabilizing to accuracies of a few tenths of
an arcsecond. Readout on these chips occurs in Region of Interest mode, meaning only a
62
(i) Example star observed on DECam with
guiding disabled.
(ii) The same star with guiding enabled.
Figure 2.5: Guiding [Honscheid, 2011a]. DECam includes functionality to quickly read
out stellar images on four CCDs, and compute corrections to the telescope’s pointing to
keep these images centered in the frame.
small area (50× 50 pixels by default) around the star is read out. This reduces readout time
to milliseconds, enabling frequent guiding updates to be made. DES exposures times are
long enough that guiding corrections are necessary for adequate image quality; Figure 2.5
shows an example [Honscheid, 2011a].
2.3.2 Software Infrastructure
Figure 2.6 is a schematic representation of SISPI’s software infrastructure [Honscheid et al.,
2010]. At the top of the figure is the Application Layer. SISPI is implemented with a
multi-process architecture, running numerous applications, known as roles. Each role is
an independent functional unit, with a well-defined, specific scope. For example, one role
issues commands to DECam’s shutter and monitors its status. Another defines the GUI
server DECam user’s interact with when observing. The OCS, IB, and ICS in Figure 2.6
were all introduced ealier in this chapter; each exists as a SISPI role.
The dashed line in Figure 2.6 divides the Application Layer from the Infrastructure
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Figure 2.6: SISPI’s infrastructure layers [Honscheid et al., 2010]. The top row shows exam-
ples of SISPI roles, independent applications which interact to control DECam. The region
below lays out how SISPI is organized internally, highlighting important components of
the software’s makeup.
Layer. The Infrastructure Layer is what SISPI is built atop. Roles are coded within a com-
mon SISPI framework, named the Application Framework. The Application Framework
is a set of Python classes, defining objects which allow roles to communicate and share
information, and implementing methods for detailed logging and alarm raising. Except for
pieces of instrument control software, some database infrastructure, and few computation-
intensive applications, SISPI is written entirely in Python.
For best performance, SISPI’s numerous roles are distributed across several computers,
requiring the system to handle network communication. SISPI’s solution to the problem
is based on the Python Remote Objects1 (PYRO) software package. PYRO allows objects
distributed across processors to interact like normal Python objects, even if they are running
on different nodes. Through PYRO’s name server, a SISPI process can locate and commu-
nicate with another SISPI process without troubling with the network configurations or
1 https://pypi.python.org/pypi/Pyro4
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hardware architecture of the remote system.
SISPI’s design uses client-server and publish-subscribe communication patterns. Com-
mands are sent from one role to another by the Python Messaging Layer (PML), which
wraps PYRO’s functionality. Commands are used to either request information or to ini-
tiate an action. SISPI roles are coded as servers which listen for commands issued from
other roles acting as clients. SISPI includes a framework called the Shared Variable Engine
(SVE), also built upon PYRO, for distributing telemetry information. Telemetry refers to
data collected from instrument or the observatory, apart from the images themselves, such
as temperatures, wind speeds, or any system alarms or errors. Roles are able to publish
any telemetry variables they collect, and by subscribing to those variables, other roles have
access to the latest updates to the variables. Telemetry is also saved to SISPI’s database,
based on PostgreSQL,2 and is available for query off-site.
The final component of the Infrastructure Layer to explain in Figure 2.6 is the Architect.
The Architect is responsible for launching SISPI instances. With numerous processes run-
ning across several computers, this is a non-trivial operation. The Architect automatically
configures startup in a way which handles the system’s sophisticated interdependencies.
2.4 Hardware and SISPI: a Closer Look
Figure 2.7 demonstrates how SISPI interfaces with the DECam hardware, choosing the
filter changer mechanism (FCM) as an example [Honscheid et al., 2014]. Each DECam
component has a standardized controller attached to it, the Rabbit box in Figure 2.7. The
controller has an Ethernet connection, which understands the Telnet protocol communica-
tion through TCP/IP sockets. A SISPI role, here FCM.py, is then able to connect to the
hardware component, and issue commands to it using a syntax the component’s firmware
2 http://www.postgresql.org/
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Figure 2.7: Interface between SISPI and DECam hardware [Honscheid et al., 2014]. Here,
the filter changer mechanism (FCM) has been chosen as an example. Each hardware ele-
ment has a controller with an Ethernet input through which a SISPI role sends commands
and requests status updates. The SISPI role shares relevant information with the rest of the
system.
understands. FCM.py listens for PML commands from SISPI requesting to change filters,
and passes the commands along to the hardware controller when it receives them. The
controller then talks to the hardware and initiates a filter change. FCM.py also issues com-
mands to get the status of the filter changer, and publishes it to shared variables. Other
SISPI roles function analogously for DECam hardware components other than the FCM,
such as the shutter and hexapod.
I developed SISPI’s FCM and hexapod software. DECam’s filter changer and hexapod
are considered in further detail below.
2.4.1 Filter Changer Mechanism
Figure 2.8(i) shows a schematic rendering of DECam’s filter changer mechanism [Flaugher
et al., 2015], which is based on the Pan-STARRS filter changer mechanism [Ryan et al.,
2006]. Aside the illustration is Figure 2.8(ii), a real picture of DECam’s g-band filter,
providing a size context. The filters are sizable devices, 62 cm in diameter and nearly
10 kg in mass. DECam’s FCM is able to quickly switch these filters between exposures, as
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(i) DECam’s filter changer mechanism [Flaugher et al., 2015].
The basic design is to slide the filters in and out of the circu-
lar aperture using compressed air cylinders. Each filter cartridge
carries two filters.
(ii) DECam’s g-band filter
[Kunder & CTIO DECam
Commissioning Team,
2012]. The filters are large
devices.
Figure 2.8: Filters and filter changer mechanism.
to not waste observing time.
The filter substrates are made of plano-plano fused silica, 13 mm in thickness, with
interference coatings deposited by magnetron sputtering. The physics behind how the filters
operate is thin-film interference. Multiple film layers, with different heights and indexes of
refraction, cause destructive interference outside a filter’s passband. The DECam passbands
∼ 100 nm in width, ranging in the optical and near infrared wavelengths, whose filter
transmission curves are plotted in Figure 2.9 [Flaugher et al., 2015].
The FCM has four stacked cassettes, each housing two filter cartridges. Seven of the
eight available slots contain imaging filters, hence the seven curves in Figure 2.9, five of
which are used by DES, grizY . The final cartridge slot is occupied by a “block” filter, coated
with black absorbing paint. The block filter is inserted during the day, when DECam is not
observing, offering another layer of protection beyond the shutter.
Figure 2.8(i) shows guide rails where the filter cartridges slide to move the filters in
and out of place. The cartridges are pushed in or pulled out of place by the air cylinder
67
Figure 2.9: Filter transmission curves for the seven filters available on DECam [Flaugher
et al., 2015].
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pneumatics, with air compressed to ∼100 PSI, from a supply off the camera. Each cylin-
der includes limit switches encoding the status of the cylinder, whether it is extended or
retracted, i.e. inserted or not. The shutter mechanism is just below the FCM, and covers
the central aperture of Figure 2.8(i) when closed.
The FCM requires a minimum supply pressure and maximum humidity in order to be
operational. In addition to issuing movement commands when necessary, SISPI’s FCM
role repeatedly polls the status of these variables from the FCM controller. If either goes
out of range, errors are logged and the system is locked, preventing observation until the
error is cleared. The SISPI code is also responsible for translating the human-known filter
band names (e.g.r or i), into which filter cassettes need to be moved. Each movement
command issued by the FCM controller returns 42 numbers, encoding indications of filter
movement at six different moments during the movement process. SISPI’s FCM role parses
these outputs, and makes the system aware of any problems.
2.4.2 Hexapod
Figure 2.10 shows two pictures of DECam’s hexapod, the right panel [Flaugher et al., 2015]
at a closer zoom than the left [Honscheid, 2011b]. The six “legs” are the actuators which
move, and the two rings are flanges. Joints flexible in both cross-sectional dimensions
connect the actuators and flanges, allowing the hexapod six degrees of freedom in motion,
relative the telescope’s primary mirror: lateral displacements (x and y), focus (z), and tip,
tilt, and spin angles. DECam does not use the spin degree of freedom, hence the five
degrees of freedom referenced in Chapter 2.2. The bottom flange in Figure 2.10 is the fixed
flange, which is bolted to the prime focus cage at the thick ring in Figure 2.2(ii). The top
flange is the mobile flange, which tweaks the camera as the actuators move. DECam’s
imager vessel is bolted to the optics barrel; the CCD/barrel system moves as a single unit
as the hexapod is adjusted.
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(i) Image of the hexapod and those
who built it [Honscheid, 2011b].
DECam is a large load, and the hexa-
pod must be strong enough to sup-
port it.
(ii) Closer view of the hexapod [Flaugher et al., 2015].
The cylinders are the adjustable actuators, which are
connected to two ring-like flanges by flexible joints,
which allow six degrees of freedom in motion for
tweaking the camera’s optical corrector.
Figure 2.10: Hexapod
Figure 2.10(i) draws attention to the hexapod’s large size; it is built to support a 3,500 kg
load. Still, it is a precision instrument, whose actuators have ∼ micron level accuracy
over ranges of more than 10 millimeters. Movement speed is fast enough not to increase
overhead time between exposures. The actuator design is based on a roller screw concept,
driven by a brushless motor through a worm wheel. The worm wheel is effective, because
it is not reversible, ensuring the actuator will remain positioned even when switched off.
The particular worm wheel design is essentially backlash free.
The hexapod is a sophisticated instrument, with many status variables SISPI’s hexapod
role is responsible for monitoring. For example, each actuator has 27 bits encoding various
information: some are hardware limit switches, others indicate the motor’s state. There are
also global status variables, for example the values of the x, y, z, tip, tilt, and spin variables.
The hexapod’s controller expects all commands to be passed as a C-struct, and the hexapod
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Figure 2.11: Example donut images used by DECam’s active optics system [Flaugher
et al., 2015]. The center of the image is DECam’s focal plane, highlighting eight chips
around the perimeter, from which the donut images were taken. These chips are ±1500 µm
above/below the rest of the focal plane, causing the stars pictured to look aberrated. The
inner eight donuts are raw data, while the outer eight are fitted models, which can be trans-
formed into a set of tweaks to give the hexapod to undo any misalignment or defocus
measured by the model.
Python code converts the OCS’s requests into the correct format. There is a sequence of
commands which must be executed in the proper order to initialize the hexapod’s motors
for movement. SISPI’s hexapod role does this automatically at startup.
Though hexapod errors are rare, the SISPI application does extensive logging, reporting
any errors if they arise and publishing relevant shared variables. Once during observations,
the hexapod reported that a hardware limit had been exceeded. SISPI’s numerous error
message were instrumental in diagnosing that a problem had occurred. Fortunately, it was
the case that no hardware limit had actually been exceeded; the logic on board the hexapod
had erroneously inferred that to be the case. Nevertheless, it is an example of why detailed
logging in SISPI is crucial.
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The hexapod is a key component of DECam’s active optics system (AOS). DECam’s
CCD array includes two pairs of four 2k × 2k CCDs, 1500 µm above or below the rest of
the focal plane. Analysis of out-of-focus stars, known as donuts, on these eight chips are
used to derive corrections to the hexapod between subsequent DES exposures. Figure 2.11
shows example donut images, alongside the DECam focal plane, where the eight focus
chips have been highlighted [Flaugher et al., 2015]. (The letter-number combinations are
a naming scheme for the chips across the focal plane.) The inner donut images (closer
to the focal plane schematic) are raw data, and the outermost ones (next to the orange
text labels) are models of the dounts. The donuts are modeled in terms of pupil-plane
Zernike polynomials, corresponding to the primary aberrations of the system formed by the
Blanco Telescope and DECam optics [Roodman, 2010, 2012]. These can be transformed
into defocus and misalignment measurements, and accordingly, tweaks to be made to the
hexapod’s x, y, z, tip, and tilt. The focus CCDs are smaller than the science CCDs, and
can be analyzed before digitization of the science image is complete; the AOS generates
corrections for the next exposure based on the current exposure. These corrections are
received by SISPI’s hexapod code and it sends along the commands to tweak the hexapod.
It should be noted that the hexapod’s settings for an exposure actually come from two
sources. The previous paragraph described the AOS contribution. The AOS contribution is
a correction to be applied in addition to a fixed look-up table (LUT). This is necessary be-
cause the hexapod’s nominal settings depend on the telescope’s pointing. SISPI’s hexapod
role queries the LUT based on the next exposures coordinates, then applies the tweaks to
the LUT’s corrections that were received from the AOS. The AOS contributions are signif-
icant toward improving image quality. Figure 2.12 shows typical measured defocus values
[Flaugher et al., 2015]. The black histogram is over exposures where the AOS was turned
on, and red histogram is over exposures which used the LUT alone. The black one shows a
substantial improvement in reduced width. DES’s requirement is a median seeing of 0.9′′,
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Figure 2.12: Measured defocus over several DECam exposures, with look-up table hexapod
adjustments alone (red), or with look-up table plus donut active optics corrections (black)
[Flaugher et al., 2015].
and with the AOS system, this requirement is currently being met.
2.5 Scripts Editor
Though DECam was designed by the DES Collaboration to meet its science goals, it is not
exclusively used by DES observers. DES observes 105 nights per year, with the remainder
of DECam’s time awarded to community proposals. Observing runs for community ob-
servers can be as short as a single night. Though SISPI is a sophisticated system, it must be
simple enough to operate that observers using DECam for a night or two are able to collect
their data without undue hassle.
Chapter 2.3.1 introduced observing with DECam. The system features an online GUI
to manually enter exposures, if desired. However, most users would prefer to write observ-
ing scripts prior to observing, and just load their scripts at the start of the night. This saves
time on the mountaintop, and prevents typo errors at the observer’s GUI console. DECam
supports the script loading option, with the input files saved in JavaScript Object Notation3
3 http://json.org/
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(JSON) format, an ASCII format which amounts to a list of keyword value pairs, much
like a Python dictionary. However, there are numerous potential fields to be specified for
each exposure: exposure time, filter band, pointing coordinates, format for those coordi-
nates (absolute or relative to the current pointing, as well as if the coordinates are given in
right ascension/declination, altitude/elevation, or hour angle/declination systems), etc. To
write the JSON files directly, users would need to know the keywords SISPI expects for
each field. To automate the process, SISPI has an extension called the Scripts Editor, a
standalone GUI application for observers to create, edit, and save observing scripts.
The Scripts Editor is coded entirely in Python, making use of Python’s JSON mod-
ule and the Tkinter4 package, an object-oriented layer on top of Tcl/Tk. It is installed at
CTIO, and can be installed on any UNIX based PC. The software includes extensive docu-
mentation of its functionality,5 a must-have feature because it is used by numerous parties
throughout an observing season.
Figure 2.13 is a screenshot of the Scripts Editor, which highlights many of its available
features. The left panel includes several fields to enter information for an exposure. If a
field is left blank, it will effectively assume SISPI’s default for that parameter. Near the
bottom of the GUI is a row of buttons, to command actions such as adding the current
exposure to the list of exposures to perform. The list of added exposures displays in the
right panel, showing a string representation of each exposure. These exposures can be
moved up and down in the list or deleted from the list using the buttons to the left of each
entry. Clicking an entry repopulates the left panel’s parameter fields with those of the
selected exposure to allow further editing. Clicking the Save button saves the exposure list
in the JSON format SISPI can accept as a loadable script. These lists can be reopened by
the Scripts Editor for later editing. (Actually, any SISPI JSON file can be opened by the
4 https://wiki.python.org/moin/TkInter
5 The Scripts Editor documentation is hosted at https://cdcvs.fnal.gov/redmine/projects/sispi/
wiki/ScriptsEditor
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Figure 2.13: Screenshot of the Scripts Editor GUI, the tool used by community DECam
observers to create their exposure sequences. Users enter an exposure’s specifications into
the Exposure Parameters panel on the left and add it to the list on the right, where they
can be edited, removed, and rearranged in order. Installed into the Scripts Editor are pop
up help windows explaining what a field means. Files written by the Scripts Editor are
loadable by SISPI as exposures to be performed during the night’s observations.
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(i) Dither settings. Dithers will add multiple
exposures at once, offsetting subsequent ex-
posures along some offset pattern.
(ii) Advanced exposure settings. Because
these are less frequently adjusted, this panel
is hidden by default.
Figure 2.14: Additional panels in the Scripts Editor.
Scripts Editor, regardless if it was made by the Scripts Editor or not.)
The Scripts Editor includes additional convenience features to improve its usability. As
pictured in Figure 2.13, hovering the cursor over a field’s name in the left panel pops up a
help window describing meaning of the field. A dither sequence type is available from the
Scripts Editor’s seqType pull down menu, which pops up the dithering menu shown in Fig-
ure 2.14(i). Dithering is slightly offsetting the pointing, to make sure different parts of the
sky fall on different pixels in different exposures, which prevents features from systemati-
cally landing on bad pixels. The Scripts Editor provides a few common purpose dithering
patterns, which will automatically add multiple exposures. To keep appearance compact,
the Scripts Editor’s entry fields in the main window are limited to the most commonly used
ones. The Advanced check box can be toggled to pop up another window of fields, shown
in Figure 2.14(ii). In this window the Add Additional button allows users to define their
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own fields, which will write to the image’s header of metadata when SISPI saves an image.
2.6 Science Verification
DES Science Verification (SV) occurred from November 2012 to February 2013. The
official top-level requirements needed to complete SV were to “verify that all systems are
functioning at a level that will produce survey-quality data, i.e. pixel data that will not have
to be discarded in the final survey analyses,” and to “demonstrate operational readiness at a
level sufficient to complete the year 1 survey program” [internal DES Science Verification
Report, DocDB-6985]. I was part of the DES team who contributed to the SV efforts,
including observing during SV.
During SV, numerous engineering tasks were performed in order to improve the quality
of the data delivered from DECam. For example, exposures were taken with the entire fo-
cal plane intentionally out of focus to help determine the settings for the hexapod look-up
table. Some SV exposures showed reduced image quality, due to poor guiding/tracking,
diagnosed to be caused by mechanical problems in the telescope systems, rather than DE-
Cam itself; telescope maintenance fixed the problem. SISPI improvements were also made,
such as vastly reducing the overhead time to restart the system.
Through the course of SV, a significant amount of science-quality data were collected
and subsequently used in science analyses, totaling about 25 published or in prep. papers
to date. The entire SV dataset covers ∼ 330 deg2, with the observed areas plotted in Fig-
ure 2.15, colored by their i-band depths. My graduate work has featured two of the SV data
samples.
The first sample consists of an area of ∼ 200 deg2 observed with ObsTac, abbreviated
as SPT-E in Figure 2.15, which overlaps with the South Pole Telescope (SPT) [Carlstrom
et al., 2011] footprint. The region was imaged to a depth approaching that of the full
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survey in some areas, and the full catalog of detected sources consists of ∼ 40 million
unique objects. Chapter 5 analyses this data sample, developing a technique to measure
galaxy clustering in a regime which is otherwise difficult to measure, by prototyping a new
method for removing systematic biases in challenging analyses.
The second sample used in this dissertation consists of four galaxy cluster fields, com-
prising the dataset under examination in Chapters 3 and 4. Three of these fields were spe-
cially targetted because they were known to contain clusters, and one of them was observed
with ObsTac in the SPT-E area. The work is published in Melchior et al. [2015]; briefly, we
undertook a shear and photometric analysis of the clusters and their environment. It was
the first-completed DES science measurement, and important within the SV context of this
section, the work validated DECam’s ability to measure weak lensing. Furthermore, it set
a precedent for future DES work.
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Figure 2.15: SV i-band coverage map. Labels beginning with “SN” are supernova fields.
SPT-W and SPT-E overlap with coverage from the South Pole Telescope (SPT) [Carlstrom
et al., 2011], and COSMOS overlaps with the Cosmic Evolution Survey (COSMOS) [Scov-
ille et al., 2007]. El Gordo, Bullet Cluster, and RXJ2248 label targeted galaxy cluster
observations.
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Chapter 3:
Furnishing Science-Quality Data
The SDSS has been very challenging technically, scientifically, and manage-
rially. In all categories the software stands out: The hardest technical aspect
of building the SDSS was probably the software, although building the mosaic
camera wasn’t easy; some of the software was a major scientific challenge;
and the software was undoubtedly the hardest part of the project to manage.
– Robert Lupton [2001]
DES collects an enormous dataset, imaging the sky thousands of times. However, be-
fore precision measurements can be made with the data, it must first be calibrated and
detrended of a number of systematics which would otherwise degrade the measurements.
Chapter 2.6 introduced a dataset of four galaxies clusters observed during DES Science
Verification (SV), and Chapter 4 describes measurements we made using this sample to
study galaxy clusters and their environments [Melchior et al., 2015]. The current chapter
explains the data processing steps which enabled the measurements. Within the scope of
this chapter, the details of the analysis are mostly superfluous. Let it suffice to say that we
made both photometric and weak lensing measurements. Weak lensing studies are particu-
lar demanding in terms of controlling systematics; hence, we treated our images carefully.
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(i) Raw single-epoch DECam image. Sev-
eral features are noted throughout the de-
trending text: the overscan (black region
on the left), the glowing edge (bright area
right of the overscan region), crosstalk
(“knot-like” structure toward the bottom
left, to the right of the glowing edge), and
cosmic rays (thin, bright “blotches”, one
near the top of the image and another near
the bottom).
(ii) Coadd image of the same area as (i),
following all our reductions and calibra-
tions.
Figure 3.1: DECam r-band images of the central region of the galaxy cluster RXC J2248.7-
4431.
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For comparison, Figure 3.1 shows the central region of the RXJ cluster we analyzed (cf.
Table 4.1), imaged in r-band. The left panel is raw output from the detector, and the right
panel is a final image we used for measurement. I was heavily involved with the processing
effort for the cluster images, and accordingly, the next several sections of this chapter focus
on data processing in terms of this data sample. Though the context is framed in terms of
a single dataset, many of the algorithms described throughout the chapter are essential to
DES data processing in general, and even more broadly throughout all of CCD astronomy.
The term single-epoch refers to data from a single exposure, whereas multi-epoch in-
cludes information from multiple exposures. Figure 3.1(i) is a single-epoch image, and
Figure 3.1(ii) is a multi-epoch image, known as a coadd (cf. Chapter 3.4).
Our treatment of the data began with single-epoch images delivered from the DES Data
Management (DESDM) pipeline [Desai et al., 2012; Mohr et al., 2012]. The processing
applied by the DESDM pipeline is overviewed in Chapter 3.1, and a few quality assurance
checks we imposed on the images are discussed in Chapter 3.2. When we undertook our
analysis, much of DESDM’s multi-epoch functionality was not yet in full production. I
was responsible for additional multi-epoch processing of the data, including improvements
to the astrometry (mapping pixel distances to angular distances), as well as coaddition
of the images (combining images to reduce the noise baseline). These are discussed in
Chapters 3.3 and 3.4, respectively. Chapter 3.5 considers source detection and Chapter 3.6
briefly mentions modeling the point spread function (the response of the detector to a point
source), while transitioning to the next chapter.
Our analysis concluded with the first-completed science measurement using DES data,
and throughout the work in this chapter, we encountered a number of systematic effects
which needed to be addressed in order to achieve as robust as possible results in our final
science analysis. We provided feedback to the DESDM team, and some of our techniques
have since been integrated into the main processing pipeline, helping to improve the quality
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Figure 3.2: Zoomed in, rotated, and rescaled version of the overscan region in Figure 3.1(i).
The overscan is averaged line-by-line (here, column-by-column), then subtracted from the
imaging data.
of the data products for the collaboration as a whole.
3.1 DESDM Processing
NOAO’s data transfer system (cf. Chapter 2.3) delivers raw DES images to DESDM.
DESDM’s primary responsibility is to process these images, and output science-ready data
products, available for the DES collaboration’s use. DESDM has built an expansive re-
duction and calibration pipeline for this purpose. Here, several of the pipeline’s steps are
briefly outlined, focusing on those most relevant in the context of our SV cluster analysis.
In particular, the focus is single-epoch features, because as mentioned above, we applied
our own multi-epoch corrections. DESDM’s multi-epoch functionality has since become
fully operational and in fact, has borrowed some of the algorithms we adopted.
DECam images include overscan regions, additional columns of data on either side of
the imaging pixels. An example can be seen in Figure 3.1(i); the black columns along the
left-hand side are the overscan region. The only reason they appear black is because of the
color scaling. Figure 3.2 zooms in on the overscan region alone, rescaling the color, and ro-
tating the image. The overscan region is not made of physical CCD pixels, only additional
read out cycles. The overscan data are generated when the camera’s readout electronics
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continue operation, even though all the pixels in that row of the CCD have already read
out. The overscan characterizes typical noise levels, without any actual exposure, which
are sourced by readout alone. DESDM’s first reduction is to subtract the overscan data
from the physical pixel data. The overscan region is averaged row-by-row, each row is
subtracted from the science rows, and then the overscan region is trimmed from the image.
After overscan subtraction, the next step in the pipeline is a crosstalk correction. Crosstalk
is noise from the camera’s electronics, when signals measured in one pixel couple to the
other pixels reading out simultaneously. An example of crosstalk can be seen in the “knot-
like” feature of Figure 3.1(i), near the bottom left corner of the imaging region. Figure 3.3
zooms in on the region including the crosstalk, and shows the star on the other side of the
chip sourcing the crosstalk. In this case, the crosstalk is between the two amplifiers of the
same CCD, but inter-CCD crosstalk also occurs. Using many exposures, DESDM has built
a model for DECam crosstalk, and applies a correction to undo the effect. DECam crosstalk
is mostly linearly in flux, becoming nonlinear only as flux counts approach saturation.
Next, a master bias frame is subtracted. A bias frame is like a science exposure; the
full detector reads out, but the exposure time is zero. DESDM averages numerous bi-
ases frames, over several nights, to build a master bias frame which is subtracted from
the science images. Bias subtraction is very similar to overscan subtraction, but the bias
is measured in actual CCD pixels, which can include thermal noise in the CCDs. After
overscan subtracting the bias frames, bias levels are typically only a few counts, so this is
a small correction.
Following bias subtraction, an amplifier nonlinearity correction is applied. DECam’s
amplifiers have a mostly linear response, but a few of them exhibit nonlinear behavior as a
function of input flux, even at appreciable count levels, but well below saturation. The effect
has been quantified in sequences of engineering tests, exposing the CCDs to different light
levels in each image. With these tests, DES has built a flux-dependent look-up table, which
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Figure 3.3: Example of crosstalk in DECam. The left side of the figure zooms in to a
limited area of Figure 3.1(i), and the right side of the figure shows the pixels on other end
of the same CCD. The pixels between have been removed so the image fits on the page.
The bright star on the right induces the “mirror-image” crosstalk feature seen on the left.
is queried to find the right correction. The flux level in each science frame is determined
from the brightness of the sky background in the image.
DECam includes a calibration system with the capabilities of illuminating the focal
plane with an approximately uniform field of light [Marshall et al., 2013; Rheault et al.,
2010, 2012]. The system consists of high-power light emitting diodes (LEDs) for each
of the DES filter bands, whose spectrum is nearly flat across the wavelength range of the
filter. When in use, the LEDs projects onto a screen, which reflects the light to the focal
plane. The LEDs are positioned in four locations, such that they nearly uniformly illumi-
nate the screen, and the intensity of the reflection from the screen is approximately uniform
across DECam’s focal plane. Each afternoon, prior to a night’s observations, images are
taken in each filter band with the flat-field calibration system turned on; these images are
known as dome flats. Pixel-to-pixel variations in the dome flat flux values measure slight
variations in pixel sensitivity to incident light. DESDM averages dome flats in each filter
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Figure 3.4: Example of a master r-band dome flat applied during reduction, for a single
CCD. The dome flat measures variations in pixel sensitivity, and the response is divided
out from the science images. The six “blotches” are an artifact of the CCD packaging
procedure and are masked from DES analyses.
band over several nights to build master dome flat frames, then divides a science image
by the appropriate band’s master dome flat. The flat frames’ total flux is normalized prior
to averaging, meaning variations in overall intensity between repetitions is not a problem.
Figure 3.4 shows an example master dome flat for a single CCD, where the orientation has
been rotated 90° relative to Figures 3.1 and 3.3.
DESDM’s pipeline also implements masking functionality. Masking a pixel means
marking it to indicate that it should not be used in measurements. The images in this
section have included features which are masked by the code: for example, the bright pixels
just to the right of the overscan region in Figure 3.1. This feature is known as a glowing
edge. Glowing edges are caused by a change in the electric field structure near the edges
of the chip compared to the rest of the area [Plazas, Bernstein & Sheldon, 2014]. A second
example of masked features are the six “blotches” in Figure 3.4, known as tape bumps. The
DECam CCD assembly procedure included a step of gluing the CCD to a readout card, and
a small gap needed to be maintained between the parts, which was accomplished with small
pieces of tape. The tape slightly alters the electric field properties, causing the blotches in
Figure 3.4. The tape bumps are not entirely time-stable; they change after thermal cycles
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of the detector, and hence DES has decided to mask them.
In astronomy, photometry refers to measuring the fluxes of astronomical objects. DESDM
computes a photometric calibration which transforms measured detector counts into phys-
ical units [Tucker et al., 2007]. The relative photometric calibration can be used to mean-
ingfully compare the relative brightnesses of different DES objects, and the absolute pho-
tometric calibration allows for comparison with objects in other surveys.
An important component to accurate relative photometry is DESDM’s application of
a star flat. A star flat measures the patterns of stray light scattered across the focal plane.
The telescope dome is not perfect, so some fraction of the photons observed are not the
light focused by optics, but light scattered from elsewhere. This means a constant sky
background is not seen as a constant background across the camera. DES computes star
flat corrections in 512×512 pixel regions of the CCDs, calibrating each region to minimize
the residuals between flux measurements of stars with observations in multiple regions.
Using many nights of data, DESDM has solved for the star flats, and the pipeline divides
each science image by the appropriate star flat. Figure 3.5 plots a DECam star flat pattern;
the range of variation is ∼5%.
The absolute photometry is measured in terms of a photometric zeropoint, which con-
verts a DES flux measurement to a standard quantity that can be compared with measure-
ments from other instruments. Flux values F, are measured as magnitudes m, where:
m − mz = −2.5 log10 F. (3.1)
mz is the zeropoint. Different CCDs have different zeropoints, and the zeropoint is variable
between observations with different filters. The zeropoint should also account for airmass,
typically denoted X. Airmass measures the angle of observation, relative to zenith (the
87
Figure 3.5: Example r-band star flat. The star flat measures scattered light throughout the
dome. The variation patterns are divided out from the science images.
direction pointing normal to the surface of the earth at the telescope):
X = sec(90° − z) . (3.2)
Larger airmass means the light observed traveled a greater length through the atmosphere,
and therefore the loss due to atmospheric extinction is larger. A zeropoint corrects these
differences, calibrating observations to equivalent flux units, regardless of details about
how they were observed.
To compute zeropoints, DES observes standards fields at the beginning and conclusion
of each night’s observing. The fields contain stars with Sloan Digital Sky Survey (SDSS)
[York et al., 2000] photometric measurements. Matching the DES objects and SDSS ob-
jects creates a set of local standards for each night’s observations. First, each CCD for each
filter band is fit for a nightly zeropoint and atmospheric extinction k, as a linear function of
airmass:
mz = −2.5 log10 FDES − mS DS S − kX. (3.3)
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mz and k are the fit parameters, where the fit is done over all overlapping DES and SDSS
measurements for the CCD and filter combination. Then, each CCD in all science expo-
sures is refit for a variable zeropoint, minimizing the difference in magnitude measurements
of objects common to different exposures (including any overlap with the local standards
fields). The method yields an RMS accuracy of ∼ 1%.
3.2 Quality Assurance
Because much of the data was taken early during Science Verification (SV), we visually
inspected each of the single-epoch frames. Early SV data were subject to occasional guid-
ing failures (cf. Figure 2.5), and images with obviously elongated stars were rejected. In
addition, we excluded a few frames which exhibited excessive scattered light across the
focal plane. We also inspected the calibration frames, noticing some r-band dome flats
which had saturated counts, and hence needed to be excluded from the stack used to build
the averaged flat frame. Subsequently, DESDM reprocessed the r-band calibrations and
science images.
3.3 Astrometry
An astrometric solution describes how pixel distances in an image map into angular sep-
arations on the sky. Nominally, DECam has a constant pixel scale of 0.27 arcsec/pixel,
meaning each pixel collects light from an equal angular area on the sky. In reality, the
constant pixel scale is only an approximation; different pixels have different effective sizes.
Astrometric solutions can drift with time (e.g. because of temperature fluctuations across
the focal plane), so it is common to derive an astrometric solution for each exposure. Stars
in the exposures are matched to an external stellar reference catalog of angular coordi-
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nates on the sky. These coordinates measure the angular distances between different pixels
across the detector, mapping the astrometric distortions. Some model is chosen to describe
the distortions, allowing interpolation of the solution to the areas between detected stars. A
separate solution is derived for each CCD.
For the SV images we analyzed, the astrometric solutions available from DESDM were
suboptimal. The solutions used only single-epoch constraints, independently matching
each exposure’s stars to the UCAC4 stellar catalog [Zacharias et al., 2012], without any
consideration of other exposures. However, the SV data include multiple observations of
the same areas of the sky. A more robust astrometric solution can be derived by simulta-
neously matching all the exposures. DES uses a software package called scamp [Bertin,
2006] to solve for its astrometry, which supports the multi-epoch option. We reprocessed
the DESDM astrometry, enabling the multi-epoch configuration.
We made the efforts to refine the astrometry for two reasons. First, poor relative as-
trometry can compromise a lensing measurement. Relative astrometry defines the angular
dimensions of each pixel with respect to each other, whereas absolute astrometry assigns
the pixels to a coordinate on the sky. Although absolute astrometry is more or less irrel-
evant in lensing studies like our’s, the relative astrometry is not, because lensing directly
distorts real, physical quantities. The relative astrometry maps from distortions measured
in the detector coordinates to distortions measured in the physical ones. Getting this wrong
introduces errors into the lensing measurements. The second reason for reprocessing the
astrometry was because we coadded our images, which is described further in Chapter 3.4.
To meaningfully combine the data, it is necessary to resample all the images to a common
frame, which requires the astrometric solution. Astrometric errors will lead to incorrect
distortions in the combined image.
The algorithm scamp uses to compute its astrometric solution (ξ) is a χ2 minimization
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with:
χ2 =
∑
s
∑
a
∑
b>a
ws,a,b ‖ξa(xs,a) − ξb(xs,b)‖2, (3.4)
where each s is a different star, and a and b run over a star’s fields of repeat observation.
One of these fields is the reference catalog, and the rest are from the data at hand. For each
cluster, we included all the exposures containing the cluster, in all available filter bands.
Each CCD in an exposure constitutes a separate field for scamp’s solution. Equation 3.4’s
ws,a,b is a non-zero weighting function calculated from the uncertainties in the stellar cen-
troid measurements:
ws,a,b =
1
σ2s,a + σ
2
s,b
, (3.5)
with the centroids calculated in (x,y) CCD pixel coordinates, where x and y vary between
1-2048 and 1-4096 respectively. (Recall from Chapter 2.2, DECam’s CCDs are 2k × 4k.)
During the matching step, scamp fits the pixel scale for a gnomic projection which best
matches the data to the reference catalog, defining a fiducial astrometric solution ξ0. The
full ξ in Equation 3.4 uses ξ0, but allows distortions to the pixel grid:
ξ(x) = ξ0
x + d∑
p=0
cp‖x‖p
 , (3.6)
where x is the two-component (x, y) pixel position. The sum over p builds a polynomial
representation for the pixel grid distortion. We used scamp’s default of third degree for d.
(More generally, scamp can include additional factors to the astrometric solution, such as
airmass, which would modify Equation 3.6. However, we did not use this functionality.)
The coefficients, cp, are the numbers to solve for to build the full astrometric solution.
After the astrometric reprocessing, the residuals in positions between overlapping expo-
sures within a filter band are ∼ 20 milliarcsec, roughly a factor of three improvement over
the single-epoch solutions. Systematic shifts between different filter bands are ∼ 5 milliarc-
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sec. The approach we adopted has since been integrated into the usual DESDM processing.
3.4 Coaddition
As mentioned above, we coadded our images, using software called SWarp [Bertin et al.,
2002], the same package DESDM production now uses to build its coadds. Coaddition
combines multiple images together into a single image, calculating the average, median,
or some other statistic of overlapping pixels in the image stack. The reason coaddition is
useful is because it reduces the relative level of background noise in the output image, cf.
Figures 3.1(i) and 3.1(ii). This means objects can be detected to a fainter limit in coadd
images than in single-epoch images.
Before coadding images, the pixels should have physically equivalent fluxes. The
single-epoch images we downloaded from DESDM had not been scaled by their calculated
zeropoints. We queried the DESDM database to find each image’s photometric calibration,
and fed the calibrations to scamp, to be applied as a multiplicative factor to the flux data
before coadding.
Additionally, before combining image pixels, they must first be resampled to a common
grid. The idea is to add together areas that image the same portion of the sky. However,
these areas can be lie anywhere across the camera in different exposures. One reprojects the
astrometric solution of each image into a common coordinate system, such that overlapping
pixels in any of the images are equivalent. We chose to resample using gnomic projection,
SWarp’s default, with a pixel scale of 0.27 arcsec/pixel, the fiducial DECam pixel scale.
Doing this requires interpolating the images’ flux values to the new coordinates. scamp
includes several interpolation kernels, and we used a Lanczos resampling kernel with a
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half-width of three pixels:
k(x) =

2∏
d=1
sinc(pixd) sinc
(
pi
3
xd
)
: −3 < xd ≤ 3
0 : Otherwise
(3.7)
FR(x) = k(x − xi) · F0(xi) (3.8)
Because the images are two-dimensional, d runs from one to two. The new image (FR) is a
convolution of the interpolation kernel (k) with the original image (F0) amounting to a dot
product. After resampling the images, summing the image stack is then trivial.
To coadd the images, we used a clipped mean algorithm implemented in SWarp [Gruen,
Seitz & Bernstein, 2014]. An output pixel is computed as the mean flux of the pixel’s stack,
where outliers are removed from the stack, discarding any pixel i, whose flux, F i, satisfies:
|F i − µ| > nσi + A|µ|. (3.9)
µ is the median flux of the pixel stack, and σi is uncertainty in a pixel’s flux. n and A are
adjustable parameters, which we set as n = 4, A = 0.3. With A = 0, Equation 3.9 reduces
to simple sigma-clipping. A is intended to soften the clipping in cases when images with
different PSFs are being coadded. (The PSF is explained in Chapter 3.6.)
Figure 3.1(i) shows two bright, but very thin objects. These come from cosmic rays
(muons) incident on the CCDs, rather than photons. At the time of our analysis, DESDM’s
cosmic ray removal code was in an immature state, and less robust than it currently is.
The clipping algorithm we implemented helped to reject cosmic rays from the image stack,
because it is very unlikely to get multiple cosmic ray hits in the same resampled pixels
from different exposures. Beyond cosmic rays, the clipping also mitigates the effects of
other artifacts occurring in only a single image of the stack, such as satellite or airplane
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trails across the image.
First we coadded images sharing a common filter band, then we also made a multi-band
riz coadd. Though we did not use it for any lensing shape measurements, the multi-band
image is useful as a detection image, and detecting objects to a fainter flux limit than if
using any of the single-band images alone. Chapter 3.5 describes our use of it in this way.
3.5 Object Detection
We used SExtractor [Bertin & Arnouts, 1996] as the source detection and measurement
software. SExtractor takes input image(s), and outputs a catalog of detected sources,
containing columns of measured quantities, such as fluxes and sizes. SExtractor is a
sophisticated program, with numerous settings and modes of operation. Here, its basic
functionality will be explained, and features most relevant in the context at hand will be
discussed.
The first step in the detection process is background subtraction. SExtractor estimates
the background across the image in cells of an adjustable size, which we set to 256 × 256
pixels. Let us refer to these cells as super-pixels. The flux values in each super-pixel are
iteratively clipped at 3σ around the median, until σ changes by less than 20%; the average
over the remaining values is used as the background estimate. If convergence is never
achieved, the background is estimated as:
2.5 ×median − 1.5 ×mean. (3.10)
The estimates computed in each super-piexl build a background map, which is median
filtered, with a default filter size of 3×3 super-pixels. The final background is then a bicubic
spline interpolation of the median filtered map. This background image is subtracted from
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the input image before detecting sources.
After background subtraction, a filtering step is applied, which enhances detectability.
In the case of white noise, the optimal filter is one matched to the expected shape of the
sources. However, because galaxies have different shapes, it is not possible to know the
optimal filter prior to detection. In practice, a simple filter is usually used, typically one
which would be optimal for point sources. We used the SExtractor filter file available
from DESDM, a 3 × 3 mask, with full width half maximum of two pixels. In SExtractor
filtering is used for detection only; object measurements are done on the unfiltered image.
After background subtracting and filtering, SExtractor searches for connected groups
of pixels above a threshold to mark as detected objects. To fix our detection criteria, we
set the threshold to 1.5σ, where sigma is the standard deviation of the background, and
required a minimum area of six contiguous pixels above the threshold.
We configured SExtractor to run in dual-image mode, which uses different images for
detection and measurement, measuring from the same pixels in the measurement image
that were assigned to an object in the detection image. The detection image was given
as the multi-band riz coadd, and the single-band coadds were given as the measurement
images. This strategy has has since been adopted by DESDM as well; it is advantageous
because the riz detection image furnishes detections to fainter limits. The output of these
SExtractor runs is a catalog for each single-band coadd, containing identical objects in
each catalog.
SExtractor’s output catalog includes a host of measurements for the detected objects.
Ones commonly of interest include:
• First and second moments, both windowed and unwindowed versions, where the
windowed version applies a radial weighting function ∝ e−r2 .
• Shape parameters, such as elliptical major/minor axis size and orientation angle.
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• Photometric measurements, including isophotal, fixed aperture, and total flux/magnitude
measures.
• Size measurements, such as half light radius, full width at half maximum, and Kron
radius [Kron, 1980].
• Flags encoding complications encountered during the measurement process, such as
saturated pixels or blending with another object.
Measurements we made use of in our analysis will be described further as needed. The
majority of objects are small and faint: with half light radius ∼ 3 pixels and signal-to-noise
ratio < 10.
3.6 PSF Modeling
The point spread function (PSF) is the response of an instrument to a point source. Many
factors contribute to the PSF: the turbulence of the atmosphere, the telescope/camera optics,
etc. I was also directly involved with modeling the PSF of the SV data. Understanding
this is highly entangled with the lensing aspects of the analysis, so most of the details are
reserved for the following chapter.
Here, let us focus on a single aspect of the DECam PSF which we first encountered –
that it is flux-dependent; brighter objects appear slightly wider. The hypothesized cause
for the effect is simple to understand: CCDs collect charges, and as more charges are accu-
mulated, they begin repelling each other [Antilogus et al., 2014]. A flux-dependent PSF is
challenging for weak lensing, biasing measurements at percent-levels in DECam data, and
the effect will need to be addressed in DES’s lensing analyses to come. Certainly, current
PSF measurement software assumes flux-independence. If uncorrected, one would have
to build a different model for different brightness objects, and having an adequate sample
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size to do this becomes problematic. The ideal solution is to make a pixel-level correction
for the effect, and since our work, the DES collaboration has begun doing so [Gruen et al.,
2015]. Testing is currently in progress and appears adequate for DES’s requirements.
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Chapter 4:
Pathfinding DES Science
...the groundbreaking is done by a few people, and most of the stuff is just
routine or mediocre.
– Abraham Maslow
In Chapter 3, we considered data processing work for a DES Science Verification (SV)
analysis. This chapter turns to the science analysis made using the data. It was a pathfinder
study, the first-completed DES science analysis, whose primary outcome was twofold.
1. First, we validated the data quality delivered by DECam for the purpose of galaxy
cluster and lensing studies. We focused our attention on four fields imaged during
the SV period in the grizY filters with integration times characteristic of the full DES
survey, in order to study the relevant elements of photometry and image quality.
2. Second, we utilized the large field of view of DECam to map the environments of
these clusters over 90′, probing cluster-centric distances between 10 and 15 Mpc at
the respective cluster redshifts.
As the inaugural DES science measurement, the analysis was seminal in validating DE-
Cam and DES. It was the first end-to-end demonstration of the fidelity of the data, including
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adequacy for weak lensing, which has the most demanding requirements of DES’s probes.
Our analysis set a precedent for future work with DES data [e.g. Gruen et al., 2015; Vikram
et al., 2015], and has been cited in work outside of DES as well [e.g. Kuijken et al., 2015;
Umetsu et al., 2015].
In Chapter 1, we introduced two major topics of the SV paper, weak lensing and galaxy
clusters. Chapter 4.1 and Chapter 4.2 discuss the topics further, providing context for the
work in the Melchior et al. [2015] paper presented in this chapter. A large portion of the
paper has been included in the dissertation, occupying several sections in this chapter.
4.1 Gravitational Lensing
Before delving into the theory of gravitational lensing (Chapter 4.1.1), or measurement
approaches (Chapter 4.1.2), let us begin with an illustration. Figure 4.1 offers a simple dia-
gram of the problem at hand. In the top panel, foreground matter has imparted a distortion
on the background galaxies, such that their shapes coherently align tangentially to the mass
distribution.
Recovering the lensing signal is difficult for several reasons. First and foremost, we
do not a priori know the exact unlensed galaxy shapes; we only observe the objects af-
ter any lensing has occurred. Furthermore, the intrinsic variation in the galaxies’ shapes
is much larger than the lensing signal. Typical lensing distortions are several percent or
smaller, with intrinsic shape scatter of about 20%-30%. This is what Figure 4.1 is meant
to demonstrate. The bottom panel shows what a 1% signal looks like once noise is added.
One must average over many galaxies in order to statistically infer the lensing signal; no
meaningful signal can be made using a single object. Obtaining adequate statistics requires
measurements for faint sources, whose signal-to-noise is low.
However, gravitational lensing measurements offer substantial dividends. For imaging
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Figure 4.1: Illustration of weak gravitational lensing. The top panel shows the noise-free
coherent alignment of galaxies around a foreground lens (red), while the bottom panel in-
dicates the same scenario once the intrinsic variation level of the galaxy shapes is included.
The signal is about ∼30 times smaller than the noise. (Image credit: Eric Huff.)
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surveys such as DES, if systematic errors can be controlled, weak gravitational lensing
is the most sensitive available probe of cosmic acceleration [See e.g. Frieman, Turner &
Huterer, 2008; Weinberg et al., 2013].
4.1.1 Gravitational Lens Theory
In this chapter we focus on galaxy clusters, and here we follow an approximate description
of light rays sufficient for cluster lensing, where the deflecting mass (lens) is localized to
a small region compared to the angular diameter distance between the lens and the source
Dds, and compared to the angular diameter distance between the observer and the lens
Dd. Figure 4.2 is a sketch of a gravitational lensing system from Bartelmann & Schneider
[2001], and their notation is adopted in this section (except that the speed of light has
been set to unity throughout this document). The third distance defined in the figure is the
distance from the observer to the source Ds.
If the gravitational field the light propagates through is weak, i.e. the impact parameter
ξ  2GM (the Schwarzschild radius of the lens), general relativity specifies the deflection
angle:
αˆ =
4GM
ξ
. (4.1)
M is the mass of the lens, and G is the gravitational constant. Working in the weak grav-
ity approximation (αˆ  1), general relativity’s field equations can be linearized, and de-
flections can be written as a vector sum over infinitesimal deflections from point masses:
dm = ρ
(
~r
)
dV . (Chapter 1 used tensor notation, but because this chapter will not use
four-vectors, ordinary vector notation is chosen instead.) We describe the light’s trajectory
through the mass distribution by the vector (ξ1, ξ2, r3), where r3 is along the line-of-sight
direction, and ξ1 and ξ2 are perpendicular to this direction. With small deflection angles,
we are free to make an approximation equivalent to the Born approximation in quantum
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Figure 4.2: Gravitational lensing schematic [Bartelmann & Schneider, 2001]. The various
quantities pictured are explained throughout the text.
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mechanics, where the trajectory is a straight line before and after deflection, i.e. with a
“kink” instead of a curved path. Summing Equation 4.1 gives:
αˆ(~ξ) = 4G
∑
dm
(
ξ′i , ξ
′
2, r
′
3
) ~ξ − ~ξ′
|~ξ − ~ξ′|2 (4.2)
= 4G
∫
d2ξ′
∫
dr′3 ρ
(
ξ′i , ξ
′
2, r
′
3
) ~ξ − ~ξ′
|~ξ − ~ξ′|2
(4.3)
≡ 4G
∫
d2ξ′ Σ
(
ξ′
) ~ξ − ~ξ′
|~ξ − ~ξ′|2 , (4.4)
where Σ has been defined as the surface mass density:
Σ(ξ) ≡
∫
dr3 ρ(ξ1, ξ2, r3) , (4.5)
the mass density projected onto a plane perpendicular to the incoming light ray.
Next we will relate the source’s observed angular position (~θ) to its true, unlensed an-
gular position (~β), in terms of η, the position in the source plane. (See Figure 4.2.) Using
the definition of angular diameter distance (introduced in Chapter 1.1.2), we can write:
~η =
Ds
Dd
~ξ − Dds ~ˆα (4.6)
~β ≡ ~η
Ds
(4.7)
~θ ≡ ~ξ
Dd
(4.8)
~α(θ) ≡ Dds
Ds
~ˆα(Ddθ) (4.9)
=⇒ ~β = ~θ − Dds
Ds
~ˆα = ~θ − ~α(~θ). (4.10)
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~α is referred to as the scaled deflection angle. We define two more quantities:
κ(~θ) =
Σ(Dd~θ)
Σcr
(4.11)
Σcr ≡ 14piG
Ds
DdDds
. (4.12)
Σcr is called the critical surface mass density, and κ is called the convergence. In the weak
lensing regime, κ  1. Collecting equations throughout this section, the scaled deflection
angle can now be written as:
~α(~θ) =
1
pi
∫
d2θ′ κ(~θ′)
~θ − ~θ′
|~θ − ~θ′|2
, (4.13)
which is expressible as the gradient of the lensing potential Ψ:
~α(~θ) =∇Ψ (4.14)
Ψ(~θ) =
1
pi
∫
d2θ′κ(~θ′) ln|~θ − ~θ′| (4.15)
Thus far, we have defined the overall angular position shift induced by gravitational
lensing. Now we turn to two more lensing effects: magnification – changes in size and
brightness – and shear – a change in shape. Changes in shape occur because the light’s
deflection occurs differentially; different areas of the source experience different lensing.
Gravitational lensing conserves surface brightness, I(~θ) – intensity per unit angular
area. Using (s) to denote the source plane in Figure 4.2:
I(~θ) = I(s)[~β(~θ)]. (4.16)
The left hand side of the equation is the observed distribution. When the source is much
smaller than the angular scale over which the lens properties change (as is the case for
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cluster lensing), we can make a linear approximation for the mapping:
I(~θ) = I(s)[~β0 +A(~θ0) · (~θ − ~θ0)], (4.17)
where A is known as the distortion matrix (the Jacobian):
A(~θ) =
∂~β
∂~θ
=
δi j − ∂2Ψ(~θ)
∂θi∂θ j
 =
1 − κ − γ1 −γ2−γ2 1 − κ + γ1
 (4.18)
γ ≡ γ1 + iγ2 = |γ|e2iϕ (4.19)
γ1 =
1
2
(Ψ,11 − Ψ,22) (4.20)
γ2 = Ψ,12 (4.21)
µ =
1
detA
=
1
(1 − κ)2 − |γ|2 . (4.22)
We have adopted notation where commas represent partial derivatives over the coordinates
following the comma. γ is known as the (complex) shear, and µ is the magnification.
The equations tell us that under gravitational lensing, a circular source becomes an ellipse,
whose semi-major and semi-minor axis lengths are the inverse of the eigenvalues of A,
(1−κ±|γ|2). The ratio of the new-to-old solid angles subtended by the source is µ. Because
surface brightness is conserved, µ also measures the multiplicative change in flux due to
lensing.
4.1.2 Measuring Gravitational Lensing
Traditionally, lensing measurements have focused on shear rather magnification, because
the intrinsic scatter in size and brightness is larger than the scatter in ellipticity, . Hence,
most lensing analyses rely on shape measurements. Galaxy shapes can be measured in
different ways. One approach measures the second moments of the light profile, choosing
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an appropriate weighting function. Another approach is to fit models to the light profiles;
this is the approach we used in our SV analysis.
 is a vector quantity; it specifies not only the major-to-minor axis ratio, but the direc-
tion the major axis points. To measure shears, one makes the assumption <  >= 0 in the
absence of shear. In other words, without gravitational lensing, one expects no coherent
alignment. Averaging over many shape measurements, any non-zero signal is interpreted
as a shear. Because the intrinsic shape scatter is at least an order of magnitude larger than
the shear signal (if not two), one needs ample statistics to effectively quell the shape scatter.
In principle, only in the limit of fully knowing the unlensed distribution (which is impos-
sible a priori), is one able to fully interpret the signal’s significance compared to the noise
level. One either approximates the distribution or marginalizes over it.
In the context of cluster lensing, one often assumes spherical symmetry of the lens, in
which case it is useful to express the shear in a basis where one direction is tangential (t)
about the cluster center, and the other, known as the cross (×) component, is rotated 45◦
from the tangential direction. Then:
∆Σ ≡ Σcr γt = Σcr [ 〈κ(< θ)〉 − κ(θ) ] , (4.23)
where θ measures the angular distance from the center of the lens [Kaiser, 1995]. The
cross-component serves as a null-test: γ× = 0; a spherically symmetric lens should not
generate this component, and a non-zero measurement indicates systematics errors in the
measurement. Another convenient feature of ∆Σ is it allows direct comparison between
measurements at different redshift; the shear itself depends on the geometry of the observer-
lens-source system.
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4.2 Galaxy Clusters
As introduced in Chapter 1.3.6, galaxy clusters are the largest gravitationally bound sys-
tems in the Universe. They are a good sample for testing lensing measurements, because
their large masses furnish relatively large (compared to other measurements) shear signals.
Recalling Figure 1.4, we see a filamentary like pattern of matter in the Universe, known as
the cosmic web. Galaxy clusters form at the intersections of the cosmic web.
Galaxy clusters contain a population known as red sequence galaxies. Figure 4.3
shows the Coma Cluster as an example. The red sequence exhibits a tight scatter in color-
magnitude space. Why such a relation should exist in the first place is a question of ongoing
research. A mechaism is needed to halt star-formation in these galaxies for much of cosmic
time; some work suggests that heating from active galatic nulcei heating is at least partially
responsible [e.g. Croton et al., 2006]. In our SV analysis, we used the red sequence to iden-
tify galaxies in and nearby the clusters, and mapped out the spatial distributions of these
galaxies, showing indications of filamentary structure.
4.3 Enter: Paper I
The next several sections present our work in Melchior et al. [2015]. A few introduc-
tory paragraphs contextualizing DES have been omitted, because DES has been discussed
throughout this dissertation. In addition, discussion of the data processing in the paper has
been condensed, in favor the detailed explanation given in the previous chapter. Other-
wise, the work presented in Melchior et al. [2015] is reproduced in full, as it appears in
Monthly Notices of the Royal Astronomical Society (MNRAS), volume 449, pages 2219-
2238. Minimal editorial adjustments have been made for consistency within this disserta-
tion. A few repetitions of material first-introduced elsewhere in the dissertation have been
maintained, in order to preserve readability which is more or less independent from other
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Figure 4.3: Galaxy cluster red sequence. The right panel zooms in toward the center of
the left panel. Galaxy clusters contain a population with a tight relation between color and
magnitude, with measurements shown in the bottom panel. (Image credit: Gillian Wilson,
http://www.faculty.ucr.edu/~gillianw/SpARCS/method.html.)
chapters (apart from the data processing). I was thoroughly involved with Chapters 4.4,
4.5.4, 4.6.1, 4.6.3, and 4.7.1, with contributions made elsewhere as well.
Chapter 4.4 contains the details of the observations used in this study. Chapter 4.5
describes the photometric calibration (Chapter 4.5.1), the redMaPPer technique for identi-
fying red-sequence galaxies (Chapter 4.5.2), the photometric redshift methodology (Chap-
ter 4.5.3), and the background galaxy selection procedure (Chapter 4.5.4). Chapter 4.6
describes the lensing analysis, detailing PSF estimation (Chapter 4.6.1), shape measure-
ments with im3shape (Chapter 4.6.2), and the combination of measurements in three bands
into a single shape catalog (Chapter 4.6.3). We perform additional tests of the recovered
cluster shears in Chapter 4.6.4 and present the NFW-profile fits and lensing mass estimates
in Chapter 4.7.1 and the mass-richness relation in Chapter 4.7.2. We show mass and cluster
galaxy maps in Chapter 4.8 and indications for the presence of filamentary structures in
two of the investigated fields (Chapter 4.8.2). We summarize our findings in Chapter 5.8.
For the entire analysis we adopt a flat ΛCDM cosmological model with Ωm = 0.3 and
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Table 4.1: The cluster sample. Coordinates correspond to the centroids of the Brightest
Cluster Galaxies (BCGs), redshifts are spectroscopically confirmed. The labels are used as
abbreviations throughout this work.
Cluster name Label RA [deg] Dec [deg] z
RXC J2248.7-4431 RXJ 342.18319 −44.53091 0.348
1E 0657-56 Bullet 104.64708 −55.94897 0.296
SCSO J233227-535827 SPTW1 353.11446 −53.97441 0.402
Abell 3261 Abell3261 67.31375 −60.32555 —
H0 = 100 h km/s/Mpc, where h = 0.7.
4.4 Observations and Data Processing
The clusters targeted for this study are both massive and at intermediate redshift so as to
show up prominently in our weak-lensing measurements. In detail, we targeted 1E 0657-
56 [Tucker et al., 1998, known as the Bullet cluster], RXC J2248.7-4431 [Böhringer et al.,
2004], and SCSO J233227-535827 [Menanteau et al., 2010b].1 All of these systems are
well studied, providing us with important information such as spectroscopic redshifts and
mass estimates from lensing or baryonic tracers. General properties of the clusters are
listed in Table 4.1.
The exposures for these clusters were taken over the course of several nights (November
16 – 24 and December 7, 2012). We adhered to the nominal DES exposure times: 90
seconds in g, r, i, z and 50 seconds in Y , and used a 10-exposure dither pattern centered on
the cluster with offsets of around 0.1 deg. Hence, the total depth of these observations is
characteristic of the DES main survey, but differs in the dither pattern.
We extended the data set in two ways. First, we re-observed one cluster, RXC J2248.7-
1 In the course of this program, we also observed ACT-CL J0102-4915 [dubbed El Gordo, Menanteau et al.,
2010a], but the images are rather shallow for a dedicated weak-lensing analysis of this cluster at z = 0.87.
We therefore omit the cluster in this work.
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4431, later in the season (on August 15, 2013) to benefit from improvements to telescope
performance and general image quality. Second, in order to compare our findings from the
targeted cluster fields to typical DES survey performance, we added another cluster, Abell
3261 [Abell, Corwin & Olowin, 1989], to our investigation. It was observed during tests
of survey operations, when DES observations were coordinated by an automated observer
tactician program, ObsTac [Neilsen & Annis, 2013], which selects upcoming exposures
based upon survey history and current conditions.2 Thus, for this cluster the imaging data
experience seeing conditions, sky brightness levels, and the dither pattern typical of the
main survey.
All raw data presented here, including the calibration images, are public and can be
obtained from the NOAO archive.
4.4.1 Observational Conditions
The conditions during the observations were generally stable and mostly photometric. Dur-
ing the November runs, the moon illumination was bright enough to significantly reduce
the depth in g and r, triggering re-observations during dark conditions on December 7. The
seeing in these nights varied between 0.8′′ and 1.0′′ in i, with larger seeing values in r
and particularly g, in agreement with atmospheric turbulence models. The stellar ellipticity
was typically smooth across the field of view,3 and varied only slowly with time during the
same night, indicating that the PSF is dominated by the optics rather than the atmosphere.
If observations spanned multiple nights, non-trivial variations occurred, which render the
PSF modeling more challenging. The observations from November exhibit a predominant
elongation in the right ascension direction due to telescope tracking oscillations. Because
2 One key decision made by ObsTac is to observe in the r, i, z bands only if the seeing in the proposed band is
better than 1.1′′, taking into account the chromatic and airmass dependence.
3 to the degree we could determine from our observations, which comprise the Bullet cluster field that exhibits
a strongly enhanced stellar density due to its low galactic latitude. However, dedicated studies on star
clusters were not performed.
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Figure 4.4: Galaxy number density ngal in bins of SExtractor’s MAG_AUTO magnitude in
the i-band. From top to bottom: detected sources (black); after cleaning the catalog (blue);
galaxies with successful shape measurements (yellow); galaxies considered in the lensed
background sample (red). See Chapter 4.6.3 for details on the selections. The numbers are
unweighted, averaged over all four fields.
of mechanical improvements of the telescope between these first sets of exposures and the
re-observations on December 7 and later during the SV period, the latter ones show smaller
overall ellipticity and can be well described by the typical optical aberrations of a wide-
field imager. An overview of average seeing conditions for all data in question is given in
Table 4.2.
4.4.2 Image Processing and Catalogs
The single-epoch data were reduced by DES Data Management (DESDM) as described in
Chapter 3.1, then we applied the additional processing outlined in Chapters 3.2-3.5. The
magnitude distribution of detected sources can be seen in Figure 4.4.
We define a field mask to restrict the analysis to full-depth areas, excluding the edges
of each pointed field (RXJ, Bullet, and SPTW1). We decided on a square shape with a
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Table 4.2: Average PSF width (seeing) and ellipticity for each filter in each of the four
fields, with re-observations indicated by a running number. Observations marked with †
were completed in the following night; those marked with ‡ were taken under ObsTac
control during survey-mode operations between December 2012 and January 2013. Seeing
is given in terms of the FWHM in arcsec, the ellipticity in terms of shears, not polarizations.
The last column ’Shapes’ denotes whether the coadd image was suitable for a weak-lensing
shape analysis (see Chapter 4.6.1.2 for details on the selection).
Field Band Date Seeing Ellipticity Shapes
Bullet g 2012-12-07 1.06 0.038
Bullet r.1 2012-11-23† 1.04 0.056 X
Bullet r.2 2012-12-07 0.93 0.027 X
Bullet i 2012-11-23† 1.00 0.032 X
Bullet z 2012-11-23† 0.97 0.039 X
Bullet Y 2012-11-23† 1.00 0.047
RXJ g 2012-12-07 1.18 0.031
RXJ r.1 2012-11-24 0.92 0.041 X
RXJ r.2 2012-12-07 1.08 0.019 X
RXJ i.1 2012-11-24 0.86 0.029
RXJ i.2 2013-08-15 0.79 0.023 X
RXJ z.1 2012-11-24 0.90 0.045
RXJ z.2 2013-08-15 0.76 0.027 X
RXJ Y 2012-11-24 0.85 0.042
SPTW1 g.1 2012-11-16† 1.4 0.025
SPTW1 g.2 2012-12-07 1.13 0.037
SPTW1 r 2012-11-17 0.97 0.027 X
SPTW1 i 2012-11-18 0.99 0.036 X
SPTW1 z 2012-11-17 0.90 0.029 X
SPTW1 Y 2012-11-16 1.15 0.029
Abell3261 g ‡ 1.10 0.024
Abell3261 r ‡ 0.95 0.026 X
Abell3261 i ‡ 0.87 0.016 X
Abell3261 z ‡ 1.03 0.024 X
Abell3261 Y ‡ 0.87 0.028
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side-length of 1.5 deg with trimmed corners (shown in the left two panels of Figure 4.6),
the center of which was adjusted so as to maximize the number of total detections.
4.5 Photometry and Galaxy Sample Selection
In this work, the major role of photometry is to separate galaxies by color and to assign
photometric redshifts to them for proper calculation of cosmological distances and lensing
weight factors (Chapter 4.6.3). We will therefore only introduce the general photometric
approach, focusing on aspects most relevant for this study and discussing the accuracy
with which we can perform these photometric tasks, and refer the reader to forthcoming
publications for details.
4.5.1 Photometric Calibration
The DESDM photometric calibration was performed as described in Chapter 3.1. This
method typically gives an RMS accuracy of ∼ 1% and has been validated by comparing
measurements of the stellar locus in color-color space, as described below.
Stellar locus regression (SLR) has proven to be a useful complementary photometric
calibration method to standard star observations, and relies upon the approximate univer-
sality of the intrinsic colors of Milky Way halo stars as a population [e.g., High et al.,
2009]. In the SLR approach, zeropoints for each filter are adjusted until the foreground
stars lie along the expected color-color locus. Since the great majority of stars detected in
our DECam images are located beyond the Galactic dust sheet, the SLR is sensitive to the
combined effects of atmospheric and interstellar extinction.
Our SLR implementation employs the publicly available Big MACS4 code developed
by Kelly et al. [2014]. The reference stellar locus is synthetically generated using the Pick-
4 http://code.google.com/p/big-macs-calibrate/
113
les [1998] stellar spectroscopic library spliced with SDSS spectra [as described in Kelly
et al., 2014] and convolved with the DECam total system transmission functions. Stars in
the cluster fields are selected by requiring SExtractor’s stellarity parameter CLASS_STAR
> 0.95 in both the r and i band, which provides adequate star-galaxy separation for high
signal-to-noise objects. Accordingly, we also require magnitude uncertainties of < 0.05
(< 0.1) in the ri (gz) bands. In order to evaluate the photometric calibration across each
cluster field, stars are binned into HEALPix5 [Górski et al., 2005] pixels with a resolu-
tion of ∼14′ (NSIDE=256).6 We then allow the zeropoints of the DECam griz filters to
float independently in each spatial pixel during the fits and use the J-band magnitudes of
matched 2MASS stars for absolute calibration. The zeropoint shifts fitted via SLR are
typically .0.05 mag, with an associated statistical precision of ∼0.02 mag estimated via
bootstrapping of the stellar sample. The exception is the Bullet cluster field, where the
median g-band zeropoint shift is ∼0.2 mag, consistent with interstellar extinction expected
in this low-Galactic-latitude field from the dust maps produced by Schlegel, Finkbeiner &
Davis [1998].
4.5.2 Cluster Member Selection
Our study uses the methodology from the red-sequence matched filter probabilistic per-
colation (“redMaPPer”) algorithm [Rykoff et al., 2014], based on the optimized richness
estimator λ [Rykoff et al., 2012]. redMaPPer is a photometric cluster finder that identi-
fies galaxy clusters as overdensities of red-sequence galaxies, and has been shown to have
excellent performance in photo-z determination, purity, and completeness for wide-field
photometric surveys [Rozo & Rykoff, 2014]. The algorithm is divided into two stages:
the first is a calibration stage where the red-sequence model is derived directly from the
5 http://healpix.sourceforge.net/
6 The choice of 14′ constitutes a compromise between increasing angular resolution and maintaining a suffi-
cient number of stars in each pixel such that statistical uncertainties are ∼ 0.02 magnitudes.
114
data, and the second is the cluster-finding stage. These two stages are iterated several times
before a final cluster-finding run is performed.
In the calibration phase, redMaPPer empirically calibrates the color distribution (mean
and scatter) of red-sequence galaxies as a function of redshift and magnitude. For the
red-sequence calibration, 356 spectroscopically confirmed BCGs in the 241-deg2 griz DES
SV-A1 galaxy catalog (Rykoff et al., in prep.) were used. The spectroscopic redshifts were
taken from SDSS DR10 [Ahn et al., 2014], SPT clusters [High et al., 2010], and as part of
the OzDES program (Lidman et al., in prep). These galaxies are used as “seeds” to look
for significant overdensities of nearby galaxies with similar color as the seed galaxy (g− r,
r − i, or i − z depending on the redshift, as determined from MAG_DETMODEL7 magnitudes).
The resulting set of cluster galaxies is used to fit a full red-sequence model including zero
point, tilt, and scatter. This scatter is characterized by a full covariance matrix among all
colors (see Rykoff et al. [2014] for details). The red-sequence model is calibrated down
to a luminosity threshold of 0.2 L∗ at the cluster redshift,8 which was determined to be the
optimal depth for cluster richness estimation [Rykoff et al., 2012]. In this way we leverage
the bright spectroscopic sample to obtain a model of the red sequence that extends to faint
magnitudes.
Given the red-sequence model and the corrected magnitudes, the cluster-finding pro-
ceeds as follows. First, we consider all photometric galaxies as candidate cluster centers.
The red-sequence model is used to calculate a photometric redshift for each galaxy, and
evaluate the goodness of fit of our red-sequence template. Galaxies that are not a reason-
able fit to the model at any redshift are immediately discarded. For the remaining galaxies,
we use this initial redshift guess to evaluate the richness λ and the total cluster likelihood.
7 In SExtractor’s dual-image mode, MAG_DETMODEL measures the flux in each filter by adopting a model fit
to the object in the detection image, in our case the riz coadd.
8 L∗ is a characteristic luminosity L at which the number density n(L) cuts off its power-law-like behavior.
See Rykoff et al. [2014] for the full definition.
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When at least 3 red sequence galaxies (brighter than 0.2 L∗ within a scale radius rλ) are
detected, we re-estimate the cluster redshift by performing a simultaneous fit of all the
high-probability cluster members to the red-sequence model. This procedure is iterated
until convergence is achieved between member selection and cluster photometric redshift,
denoted zλ. The resulting list of candidate cluster centers is then rank-ordered according to
likelihood, and membership probabilities are used to mask out member galaxies in the final
percolation step. All richness values are corrected for variations in the local depth of the
DES imaging (Rykoff et al., in prep.), however, the DES imaging is deep enough that this
has a negligible effect at the redshifts of the clusters considered in this analysis. We have
shown that for λ > 20 the cluster purity and completeness are > 95% [Rozo & Rykoff,
2014; Rykoff et al., 2014]. In addition, even for λ > 5 the photo-z performance is very
good, with a scatter σz < 0.015 for SV-A1 data (Rykoff et al., in prep).
4.5.3 Photometric Redshifts
We compute photometric redshifts (photo-z’s) using the artificial neural network method
that was applied to the Sloan Digital Sky Survey Data Release 6 (DR6) sample, as described
in detail by Oyaizu et al. [2008b]. In brief, we use a neural network configuration with
10 input nodes, consisting of 5 grizY MAG_AUTO magnitudes and 5 grizY MAG_DETMODEL
magnitudes, followed by 3 hidden layers with 15 nodes per layer. The neural network was
trained using a set of about 12,000 galaxies with DES main-survey depth photometry and
high-confidence spectroscopic redshifts.
The accompanying photo-z errors are computed using the empirical “nearest neighbor
error” (NNE) technique, described in detail by Oyaizu et al. [2008a]. The NNE method
estimates the photo-z error for each galaxy empirically, based on the photo-z’s and red-
shifts of the galaxy’s 100 nearest neighbors in the spectroscopic validation sample, where
neighbor distance is defined using a simple flat metric in the space consisting of the 10
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Figure 4.5: Top: Number density of galaxies with shape measurements (cf. Chapter 4.6.2)
in several photo-z slices for each of the cluster fields. The solid lines are exponential fits to
the corrected BG sample density (cf. Equation 4.27 and Figure 4.4). Bottom: redMaPPer-
detected red-sequence galaxies in a narrow range around the cluster redshift (blue), and the
measured success-rate corrections 1/psuc−1 (black), applied to the number densities shown
above as per Equation 4.29.
input magnitudes noted above. Specifically, the NNE photo-z error ∆zphot is defined so that
it corresponds to 68% of the |zphot−zspec| distribution of the nearest neighbors. In DES com-
parison tests by Sánchez et al. [2014], where the method we employ here is called desdm,
it shows a marginal bias 〈∆z〉 = −0.005 ± 0.003, a scatter of σ68 = 0.094 ± 0.002, and a
3-σ outlier rate of 0.018 ± 0.003. All of these metrics indicate that the photo-z accuracy
is easily sufficient for the purpose of this work. For further details, we refer the reader to
Sánchez et al. [2014].
The photo-z’s also serve us to estimate
Σcrit =
c2
4piG
Ds
DlDls
, (4.24)
which will be used below to relate the gravitational shear γ to the surface density contrast
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of the cluster lens
∆Σ = Σcrit γ. (4.25)
In Equation 4.24, (see also Chapter 4.1.2), D denotes angular diameter distance: to a source
at photometric redshift zphot, to the lens at the spectroscopic redshift zl (cf. Table 4.1;
for Abell 3261, we adopt the redMaPPer estimate from Table 4.4), and between lens and
source.
4.5.4 Background Galaxy Selection
We select background galaxies according to their photometric redshifts zphot by requiring
that
zphot > zl + 0.2. (4.26)
This seemingly straightforward selection is very effective at selecting a sample of galaxies
that are behind the cluster, but due to the finite accuracy of the photo-z’s it is not perfect.
Two main limitations need to be addressed and are discussed below.
4.5.4.1 Cluster-Member Contamination
Even though we reject all redMaPPer-detected galaxies in groups close to zl from the back-
ground sample, we find that the number density of nominally background galaxies, for
which we have both a photo-z and a shape estimate (see Chapter 4.6.3 for details), rises
strongly towards the cluster centers (cf. Figure 4.5). The rise is caused by cluster member
galaxies, for which neither redMaPPer nor the photo-z’s are complete or accurate enough
to put them at the cluster redshift. As expected, the chance of such galaxies getting upscat-
tered to a particular redshift drops with increasing separation between zl and zphot.
Like Applegate et al. [2014], we correct for this effect by fitting an exponential model
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to the galactic number density as a function of cluster-centric distance r,
ncorr(r) = n0
[
1 + δnC,Z exp
[
−
(
r
rC,Z
)αC,Z]]
, (4.27)
where δnC,Z, rC,Z, and αC,Z are free parameters and allowed to differ for each cluster C
and each photo-z slice Z.9 The slices are chosen to have a roughly constant and sufficient
number of galaxies to allow a successful fit. The resulting fits are shown as solid lines in
Figure 4.5. If we assume all of these contaminating galaxies to be randomly oriented,10
their effect is to reduce the perceived lensing effect of the background sample proportional
to the contamination fraction. Following Blazek et al. [2012], we can therefore absorb the
correction term into
Σcrit,C,Z = Σcrit
[
1 + δnC,Z exp
[
−
(
r
rC,Z
)αC,Z]]
. (4.28)
Note that Σcrit still depends on the actual (central) value zphot of each source, but the correc-
tion term is necessarily averaged over photo-z slices of ∼ 0.2 width. Because the contam-
ination fraction quickly rises when zphot → zl, we expect that this best-effort correction is
not entirely accurate, specifically for the lowest photo-z slices.
As detailed in Applegate et al. [2014], to obtain a meaningful ncorr, one has to account
for all effects that could change the number density, either related to the cluster or other-
wise. First, masks around bright stars reduce the number of observable galaxies. At large
distances, their impact is averaged out and only affects n0. At smaller distance, we excised
the radial range with prominent stars from the fit. This was necessary in the Bullet cluster
field between 10′ and 15′ and in the RXJ field between 4′ and 7′.
9 If any form of additional weighting is employed (as we will do with Equation 4.38 later on), n0 needs to
refer to the weighted number density.
10 Intrinsic alignments, in particular in combination with photo-z errors, could introduce non-random contri-
butions to the lensing signal, but their strengths have been found to be insignificant for the work presented
here [e.g. Chisari et al., 2014; Sifón et al., 2014].
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Second, the lensing-induced magnification could alter the observable number of galax-
ies, depending on the faint-end slope of the luminosity function. Even for clusters as
massive as this, the magnification effect on the number counts is prominent only at small
cluster-centric distances, which we will exclude from our lensing mass estimates in Chap-
ter 4.7.1, and is thus left uncorrected.
Third, the high density of large galaxies in the core region of clusters prevents us from
detecting background galaxies or measuring their shapes accurately. In other words, the
success fraction of shape measurements declines towards the center, which could hide
a substantial cluster-member contamination for the sample of galaxies we can measure
shapes of. We assess the success probability psuc(r) with the newly developed code Balrog
that allows us to insert artificial galaxies into our coadd images and compare the resulting
catalogs with the input catalogs [Suchyta et al., 2015, cf. Chapter 5]. In particular, we per-
form object detection and shape measurement, including any additional cuts, identically
to the actual data analysis and then infer the rate of galaxies with acceptable shapes as a
function of cluster-centric distance. Since we can only count galaxies after their numbers
ngal have been reduced due to blending with the cluster galaxies, we need to correct for the
effect according to
ncorr(r) =
ngal(r)
psuc(r)
, (4.29)
which brings these numbers, and hence the parameters of the fit in Equation 4.27, back
to values they would have without the presence of cluster-member galaxies. The dimen-
sionless term 1/psuc − 1 is shown for each clusters as black line in the bottom panels of
Figure 4.5, where we contrast it with the number density of redMaPPer-detected galaxies
(blue lines). We take the steeper profile of the psuc boost factor as an indication that the
main difficulty for measuring shapes in the central cluster regions stems from the existence
of very large cluster galaxies, foremost the BCG, not just their increased number density.
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We remark that the approach outlined here is very similar to the treatment in Applegate
et al. [2014], in that the measured number densities are used to estimate the cluster-member
contamination. But where they had to resort to proxies to estimate the success rate of their
shape measurements, we actually measure psuc directly from our images.
4.5.4.2 Photo-z Inaccuracies
The redshift estimate zphot still enters directly into Σcrit, effectively treating zphot as the true
redshift of the source zs. This is wrong in three ways. First, Σcrit is a non-linear function
of zs, therefore even symmetric uncertainties ∆zphot as estimated in Chapter 4.5.3 lead to
biased results for Σcrit and thus for ∆Σ, the net effect of which is an underestimate of Σcrit
that strongly rises with zphot → zl. Second, one can furthermore imagine that occasionally
∆zphot > 0.2, so that galaxies that are actually in front of the cluster make it into our
background sample defined by Equation 4.26. And third, the estimated photo-z’s (or their
errors) could be catastrophically wrong, so that we may misestimate Σcrit with consequences
yet to be determined.
We make use of the spectroscopic reference sample again and compute the true redshift
distribution p(Zs | zphot ∈ Z) of sources in photo-z slices Z and spectroscopic slices Zs of
width 0.1. Adopting a strategy closely related to Blazek et al. [2012], we determine the
correction factor
c−1Z =
∑
Zs p(Zs | zphot ∈ Z) Σ−1crit(Zs)
Σ−1crit(Z)
, (4.30)
whereby we mean Σcrit(Z) = Σ¯crit(zphot ∈ Z), and likewise for the spectroscopic slice Zs.
Applying this correction,
Σcrit,C,Z,Zs = cZ Σcrit,C,Z, (4.31)
we control for the three photo-z errors on ∆Σ mentioned above at the level of ∆zs = 0.1,
which is more fine-grained than our cluster-member contamination correction from Chap-
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ter 4.5.4.1. For the remainder of this work, we will only work with corrected Σcrit values
according to Equation 4.31 without specifying it explicitly. A quantitative assessment of
the amplitude of all corrections introduced in Chapter 4.5.4 is given at the end of Chap-
ter 4.7.1.
4.6 Weak-Lensing Analysis
For this analysis, we adopt a shape-measurement strategy, in which we perform the anal-
ysis on single-filter coadds and combine the results from the r, i, z filters at the ellipticity
level. While neither statistically nor systematically optimal,11 working with coadded im-
ages, commonly done in cluster lensing studies, allows us to perform the shape measure-
ments – of both stars and galaxies – at relatively high significance, the importance of which
will become evident in the next section.
4.6.1 PSF Modeling
Ordinarily, one models the PSF and its spatial variations simply by building a model from
all available stars in the field. Unfortunately, PSF modeling for DECam is somewhat more
complicated because its thick deep-depleted CCDs exhibit a mild flux dependence in the
registration of charges. This is believed to be due to the accumulation of charges in the pix-
els altering the local electric field, effectively creating a repulsive force that scales linearly
with the amount of charge already present [Antilogus et al., 2014].12 The most apparent
11 The potential errors of the image coaddition could be avoided if the shape measurements are done on
single-epoch images [cf. Miller et al., 2013], provided that the PSF can be modeled well with stars of lower
significance. One can also reduce the noise-induced shape measurement biases by performing simultaneous
shape fitting of all available exposures, even across filters. Both of these improvements are pursued for
future lensing analyses in DES but go beyond the scope of this work.
12 We note that, in principle, the cosmic-ray rejection in our image coaddition procedure (cf. Chapter 3.4) can
introduce a similar effect [Heymans et al., 2013, their section 2.2]. However, the change of the stellar width
as a function of stellar flux is consistent with the one observed by Antilogus et al. [2014] on single-epoch
images. We therefore conclude that our clipping procedure does not significantly affect the observed stellar
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Figure 4.6: Stellar and PSF model ellipticities and sizes for the RXC J2248.7-4431 i.2
coadd image. From left to right, the top row shows the ellipticities ? (in terms of shears,
not polarizations, see e.g. Eq. 4.10 in Bartelmann & Schneider [2001]) of the stars from the
clean catalog (cf. Chapter 4.6.1.1); the corresponding ellipticities m of the PSFEx model
derived from the same stars with PSFVAR_DEGREES=12; the residuals between stellar and
model ellipticities; the diagnostic two-point correlation functions ρ1 and ρ2 out to a max-
imum separation of 1 deg. The bottom row is analogous but for stellar and PSF model
sizes, respectively. See Chapter 4.6.1.2 for details on the diagnostic functions and their
tolerances (Equation 4.34 and shaded areas in the right panels). In the left two panels, the
shaded area indicates the field cut to eliminate parts of the coadd images not covered by
all exposures. For reference, a comparison whisker and the size color scales are indicated
in the top-right corner of these panels. The validation measurements are done with the
moment-based shape code deimos [Melchior et al., 2011], i.e. we determine the moments
of both stellar images and pixelized PSFEx models at a fixed size of an adaptively matched
elliptical Gaussian weight function of σw = 2.5 pixels = 0.658′′.
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consequence is a flux dependence of the PSF width, hence the effect being dubbed the
“brighter-fatter relation”. The effect is not quite isotropic, having a preferred alignment
towards the readout direction.
A proper correction of this effect would involve modeling the redistribution of charges
and locally re-assigning image counts between neighboring pixels to recreate the theoretical
“zero-flux” shape of stars and galaxies. Such an approach is currently under development,
but goes beyond the scope of this work. In the following sections, we will adopt a simpler
approach, in which we eliminate the brightest stars when building the PSF model (see
Appendix A for details). As they carry most of the photons, we need to compensate by
pushing the star selection for the PSF model to fainter levels, where identification and
shape measurement of stars can be performed much more reliably on coadded images.
4.6.1.1 Star Selection and PSF Models
The first step of building a PSF model is to select a sample of stars, from which the shape
of the PSF can be reliably inferred. Due to the large size of DECam, we need to be able to
tolerate considerable variations of size and ellipticity of actual stars in this initial selection
to avoid forming an incomplete model of the PSF.
We work with the coadd catalogs from SExtractor and perform a first-pass selection
of stars in the size-magnitude plane (to be precise, in the plane of MAG_AUTO and both
FWHM_IMAGE and FLUX_RADIUS), which yields mostly isolated stars, well suited for PSF
measurements. To avoid saturated or noise-dominated stars, we could restrict the selection
to objects with MAG_AUTO ∈ [15, 21.5], but the flux-dependence of the PSF forces us to
introduce a much more restrictive selection MAG_AUTO ∈ [18, 21.5] to prevent the brightest
stars from rendering the PSF model inappropriate for the bulk of fainter stars and galaxies
(cf. Figure A.1 for an example with the full range of stellar magnitudes).
widths.
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We improve upon this first pass by requiring that stars be on the stellar branch in each of
the filters r, i, z, which makes for a cleaner selection at faint levels and avoids the inclusion
of blended stars whose faint companion is a drop-out galaxy for bluer filters. As a last step,
we build a locally smoothed map of the FLUX_RADIUS measurements of the stars selected
so far and reject 3σ outliers. This localized selection is necessary for the wide-field imager
DECam since stellar sizes increase considerably towards the edges of the field (cf. bottom-
left panel of Figure 4.6) so that mildly blended objects in the inner region could have passed
the first selection with global size-magnitude cuts.
The procedure yields a very clean sample of objects, whose sizes are characteristic
of relatively bright stars in the entire field with no noticeable contamination of neighbor-
ing objects. This selection is then passed on as input catalog to PSFEx [Bertin, 2011],
run with BASIS_TYPE=PIXEL_AUTO, BASIS_NUMBER=20 and varying polynomial degree
PSFVAR_DEGREES ∈ {4, 8, 12, 16}. The pixel-based model is therefore formed by polyno-
mial interpolation of 20 × 20 super-resolution cells, taken from 48 × 48 pixel cutouts.
4.6.1.2 PSF Modeling Tests
Figure 4.6 shows one example of our PSF modeling approach, displaying stellar and model
ellipticities in the top row and corresponding sizes in the bottom row. We can see that both
sizes and ellipticities tend to increase towards the field edges and that there are structures
present at various scales in both measurements. We therefore assess the validity of the
PSFEx models by the distribution of residuals and their cross-correlation functions, shown
in the third and fourth column of Figure 4.6, respectively.
Following Rowe [2010] (although using slightly different notation), we define the resid-
ual autocorrelation and the signal-residual cross-correlation functions of the (complex) el-
125
lipticity measurements,
ρ1(r) ≡ 〈∆∗i ∆ j〉i, j
ρ2(r) ≡ 〈∗i ∆ j + ∆∗i  j〉i, j,
(4.32)
where the average comprises pairs of stars i, j with separations r, and the residuals are
defined as ∆ ≡ ? − m, the difference of stellar and model ellipticities. Conjugation of the
complex ellipticity is notated as ∗.
For the size measurements s,13 we introduce a third diagnostic function similar to the
above,
ρ3(r) ≡
〈(∆(s2)
s2?
)
i
(∆(s2)
s2?
)
j
〉
i, j
(4.33)
based upon the fractional error in s2. These two sets of diagnostic functions check for
the anisotropic and the isotropic validity of the PSF model and hence for the amount of
systematic shear misestimation introduced by insufficient PSF correction.
After defining the diagnostic functions, we need to answer the question: how small
do they need to be? In Appendix B, we work out the details, but the guiding principle is
as follows. The error on the measured (deconvolved) shapes will be related to errors in
the PSF model via a factor T that compares the PSF size to the galaxy size. If we limit
this PSF-induced shape measurement error by the intrinsic shape scatter of the background
sample σ , which provides the fundamental limit to the statistical power of the lensing data,
we can solve for the maximum tolerances of these diagnostics
ρ1(r) +
[
σ2 + 〈∗??〉(r)
]
ρ3(r) <
T 2σ2
ngal pi(R2max − R2min)
, (4.34)
where T = Pγ
( sgal
s?
)2, with Pγ denoting the shear responsivity and sgal the size of the galaxy
13 by which we mean the sum of the flux-normalized second-order moments s2 = 1F (Q11 + Q22), or equiva-
lently the intensity-weighted second moment of the radius 〈r2〉I averaged over image I.
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prior to convolution with the PSF, ngal is the number density of galaxies with shape mea-
surements, for which we adopt ngal = 10 arcmin−2 per filter as typical value (cf. Chap-
ter 4.6.3).14 The limits of the radial bin centered at r are given by Rmax and Rmin. As we
point out in Appendix B, we drop the requirement on ρ2 as it does not exhibit substantial
diagnostic power.
Measuring these diagnostics and comparing them to the maximum tolerance then al-
lows us to determine how large a typical galaxy has to be so that the PSF-induced errors
do not dominate over the shape scatter. In units of im3shape’s FWHM_RATIO (cf. Chap-
ter 4.6.2 for the definition and Equation B.8 for the relation to T ), our best models can use
galaxies with FWHM_RATIO ≥ 1.1. At our typical seeing of . 1′′, this limit corresponds to
sgal ≈ 0.4′′, in line with measurements for the typical sizes of galaxies at our depth based
on deep HST imaging in Miller et al. [2013, cf. their Fig. 1]. We do not consider PSF
models, where that requirement would go beyond FWHM_RATIO = 1.2 (or sgal > 0.65′′), the
size cut, for which the shape measurement code is well tested (see next section). All fields
and filters that qualify under this requirement are listed with a X in Table 4.2.
In terms of complexity, the best-performing PSFEx models have polynomial degree
between 8 and 16, with a majority at 16. In addition and as replacement of the proposed
role of ρ2 in Rowe [2010], we performed a cross-validation study, in which we build a
model using only a subset of the stars and then compute the diagnostic functions from
the remaining stars. Even with the highest polynomial degrees, the models showed no
indication of over-fitting the data and, the with the numbers of stars we provided, produced
stable results in the analyzed areas of each field.
To our knowledge, this is the first time that tolerances for PSF model diagnostics have
been utilized to predict what size galaxies need exceed so that their shapes can be sensibly
14 In Chapter 4.6.3 we will introduce additional lensing weights that effectively reduce ngal by 10-15%, which
means that our PSF diagnostics limits are slightly over-conservative.
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determined. The approach we have adopted here is conservative in three distinct ways.
First, because we require the PSF models to stay within their tolerances at all scales, the
actual PSF errors are smaller than our limits at most scales. Second, by calculating the
tolerance at the limit of the smallest galaxies, the majority of the source sample will be less
affected by PSF errors than predicted. And third, as we show in Chapter 4.6.3, the final
shape catalogs are combined from different filters, so that the variation of PSF properties
between filters enables a partial cancellation of the PSF-induced errors. We therefore con-
sider the resulting shapes not to be dominated by PSF systematics, a claim we are going to
review in Chapter 4.6.4.
4.6.2 Im3shape Measurements
For the weak-lensing shear analysis presented in this document, we use the publicly avail-
able galaxy shape measurement code im3shape15 [Zuntz et al., 2013]. By maximizing the
likelihood, it fits a PSF-convolved two-component bulge-plus-disc galaxy model to mea-
sure the ellipticity of each galaxy. In particular, we model galaxies as a sum of co-elliptical
Sérsic [1963] profiles described by seven free parameters: ellipticity (1, 2), position (x0,
y0), disc half-light radius (rd), bulge and disc peak flux (Ab, Ad). We set the indices of the
Sérsic profiles to 1 for the disc component and 4 for the bulge component. The bulge-disc
size ratio is also kept fixed at 1.0.
To counter the adverse effects of aliasing and avoid upsampling biases we render in-
termediate model images at higher resolution as described in detail in 4.1 of Zuntz et al.
[2013], choosing im3shape’s upsampling parameters conservatively as upsampling=5,
n_pixels_to_upsample=8, and n_central_pixel_upsampling=7 with a postage
stamp of size stamp_size=37 pixels. This is done for both the galaxy model image and
the PSF image sampled from the PSFEx model at the galaxy position estimated with SEx-
15 https://bitbucket.org/joezuntz/im3shape/, revision c8e6728
128
tractor. The convolution of the two is then performed in Fourier space.
There are notable complications in our use of im3shape here compared to the simulation
study presented by Zuntz et al. [2013]:
Neighboring objects. The flux of nearby objects affects shape measurement and leads to
biases if not treated carefully. To this end, we make use of the segmentation map
provided by SExtractor: we give zero weight to all pixels that are assigned to an-
other identified object within the processed image stamp.
Background treatment. Although the single-filter coadd images are globally background-
subtracted by SWarp, we find a non-zero local background for a few postage stamps
where the global background subtraction remained insufficient. Therefore, we per-
form a local background estimation by averaging those pixels within the postage
stamp that have not been assigned to any detection. The resulting value is then sub-
tracted as a constant from all pixels within the analyzed image.
We process each single-filter coadd image independently. For each image we run on
all detected objects (with the exception of very bright and very faint objects). To clean
the final shear catalogs, we first perform a star-galaxy separation based on the im3shape-
estimated FWHM_RATIO between the pixel-PSF-convolved model image and the PSF image.
The FWHM of a pixel-PSF-convolved galaxy model is estimated from its centered, noise-
free model image with its ellipticity set to zero. The FWHM_RATIO is in effect a measure of
the pre-seeing mean radius of the source, and hence we expect cuts based on this quantity to
be free of first-order biases toward alignment with the PSF. All objects with FWHM_RATIO
< 1.1 are considered unreliable for shape measurement, often stars, and are excluded from
further processing. We also remove shape measurement outliers by applying additional cuts
based on im3shape fit results. In particular, we apply cuts for the following parameters: the
best-fit likelihood value, the minimum and maximum model value (per pixel), the minimum
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and maximum residual value (per pixel), the change in the estimated centroid position, and
the disc half-light radius. The cuts are adjusted for each coadd image and are only meant
to reject obvious failures of the shape measurement process.
4.6.2.1 Noise-Bias Calibration
Shape measurements are affected by a prominent bias when the galaxy images become
noisy [e.g. Massey et al., 2007]. This is a consequence of the observable, the galaxy el-
lipticity, being non-linearly related to the flux in each pixel and applies to model-fitting
methods and moment-based measures of the ellipticity alike [Kacprzak et al., 2012; Mel-
chior & Viola, 2012; Refregier et al., 2012].
To calibrate im3shape’s response to noise bias we simulate mock galaxies, using the
GalSim16 [Rowe et al., 2014] framework. In particular, we adopt the methodology of Man-
delbaum et al. [2012] and degrade high-resolution and high-significance images from COS-
MOS to the DECam resolution and magnitude limit (cf. Figure 4.4). We approximate the
coadd PSF by a circular Moffat [1969] profile with seeing values ∈ [0.7′′, 0.8′′, 0.9′′], span-
ning the expected range of our observing conditions. Applying exactly the same cuts as for
shape catalogs from the coadd images, we have verified that both magnitude and size dis-
tributions of the simulated galaxies closely match the observed ones. Adding an artificial
shear γ of order 5%, we can infer the shear response
mn ≡ ∂〈〉
∂γ
(4.35)
as a function of the signal-to-noise ratio SNR and FWHM_RATIO. We believe these two pa-
rameters to largely determine the shear response, and by working with size ratios we render
this calibration mostly insensitive to the observed PSF widths that occasionally exceeded
16 https://github.com/GalSim-developers/GalSim
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the simulated range. The result is shown in Figure 4.7. At high SNR, the shear can be
measured in an unbiased fashion for all galaxy sizes, whereas the noise bias gets progres-
sively worse for lower SNR, scaling roughly as SNR−2, consistent with findings of Bernstein
& Jarvis [2002]. It is counter-intuitive that the smallest galaxies show the least amount of
bias. Also, at very low SNR the larger galaxies show an intriguing upturn. We interpret
both as higher order effects of the noise bias. A decrease in noise bias for smaller galaxies
is plausible, particularly for a mixture of biases with different signs at different orders in
SNR and FWHM_RATIO, with perhaps some fortuitous cancellation for the smallest galaxies
we plot. According to Kacprzak et al. [2012], only even orders of SNR can appear in the
noise-bias relation, therefore we attempt to parameterize the dependence with the following
polynomial model,
mn ≈ c0 + c2SNR−2 + c4SNR−4, (4.36)
whose best-fit parameters are listed in Table 4.3. The applied noise-bias corrections are
taken from these fits in each of the size bins.
We also note that the shear response of Equation 4.35 is assumed to be linear in the
shear. Large shears, as encountered close to the centers of clusters, may introduce a non-
linear response, which would be overseen by our calibration approach. However, for the
analysis in Chapter 4.7 we will exclude these inner regions and restrict ourselves to shear
values, for which im3shape’s performance was tested by our simulations and others [e.g.
Kitching et al., 2012].
4.6.3 Final Catalog Creation
For each cluster field we include the shape catalogs for all filters f that passed the PSF mod-
eling requirements from Chapter 4.6.1.2 (cf. Table 4.2 for the list). Based on SExtractor
measurements, we enforce additional cuts to clean the catalogs from potentially problem-
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Figure 4.7: Noise bias on the multiplicative term mn of the shear response as a function of
im3shape’s SNR for different values of the galaxy FWHM_RATIO. The solid lines are even-
order polynomial fits to the data (cf. Equation 4.36). The bottom panel shows the SNR
distribution of galaxies with shape measurement from any single-filter coadd image, aver-
aged over all fields and riz filters.
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Figure 4.8: Consistency tests for the background-selected shape catalogs, sliced in
im3shape’s
∑
fSNR (1st panel), in photo-z estimate (2nd panel), in FWHM_RATIO (FR for
short, 3rd panel), and from different filters (4th panel). The conversion between shear
estimate and ∆Σ is done with Σcrit(z) calculated for each galaxy individually based on its
photometric redshift according to Equation 4.31. The numbers are stacked over the four
fields, errors correspond to the dispersion of the weighted mean in each bin. For clarity, the
points of different slices have been shifted horizontally by 0.4′.
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Table 4.3: Best-fit parameters of Equation 4.36 to the simulated data from Figure 4.7. The
last column indicates the percentage of all galaxies with shape measurements in any band
to fall into the given bin, averaged over all fields and riz filters. The missing fraction of
about 7% are larger than those listed here but show an identical noise bias, we therefore
adopt the FWHM_RATIO = 1.9 fit to correct them.
FWHM_RATIO c0 c2 c4 Ngal [%]
∈ [1.20, 1.30] 1.010 ± 0.012 −3.9 ± 3.6 −64 ± 129 24.2
∈ [1.30, 1.40] 1.001 ± 0.012 −17.2 ± 3.4 229 ± 127 19.0
∈ [1.40, 1.50] 1.019 ± 0.013 −30.2 ± 3.5 587 ± 130 15.3
∈ [1.50, 1.60] 1.028 ± 0.016 −30.5 ± 4.1 498 ± 150 12.0
∈ [1.60, 1.70] 1.019 ± 0.018 −28.9 ± 4.8 438 ± 174 9.8
∈ [1.70, 1.80] 1.042 ± 0.021 −28.3 ± 5.4 326 ± 193 7.3
∈ [1.80, 1.90] 1.014 ± 0.024 −23.4 ± 6.2 271 ± 214 5.0
atic measurements: FLAGS = 0 and CLASS_STAR < 0.8. We furthermore exclude areas at
the edges of the fields, where the coverage is not homogeneous across filters, giving rise to
the “picture frame” geometry shown in the left panels of Figure 4.6. We also mask out stars
detected in the Tycho-2 catalog [Høg et al., 2000] with magnitude-dependent circular and
hand-crafted bleed trail masks to avoid saturation features and local sky-background vari-
ations that could affect the photometry or the shape measurements. The remaining sample
is shown as “Clean" in Figure 4.4.
On top of the selection inherent to im3shape success, we restrict the shape measure-
ments to SNR > 5 and FWHM_RATIO > 1.2 in concordance with limits on both the PSFEx-
model quality and the shape calibrations in Chapter 4.6.2.1. For each remaining galaxy j,
the shapes are combined from all available filters f ( j) according to their im3shape weight
w3( j, f ),
( j) =
∑
f ( j) mn( j, f )−1 ( j, f ) w3( j, f )∑
f ( j) w3( j, f )
. (4.37)
This filter-combined ellipticity maximizes the number of galaxies with shape measure-
ments and reduces the variance from pixel noise in each ellipticity estimate derived from
more than a single filter. The resulting catalog forms the basis for all subsequent analysis
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and is denoted as the “Shapes" sample in Figure 4.4. The number density ngal of this cat-
alog ranges from 9 to 12 arcmin−2, with the best available seeing in each field being the
dominant factor of that variation. This is consistent with the expectations for the full-depth
DES imaging data [The Dark Energy Survey Collaboration, 2005]. Only the coadd images
of the additional cluster Abell 3261 do not reach the nominal full depth of 10 exposures,
resulting in a reduced ngal = 8 arcmin−2.
Note that the noise-bias correction mn( j, f )−1 in Equation 4.37 depends on SNR( j, f )
and FWHM_RATIO( j, f ) as described in Chapter 4.6.2.1. The weight takes both statistical
and measurement variances into account [e.g. Hoekstra, Franx & Kuijken, 2000, their Eq.
A2],
w3( j, f ) =
σ2
σ2 +
[
0.1 1mn( j, f )
20
SNR( j, f )
]2 , (4.38)
where we have adopted an estimator for the measurement error σ j that scales inversely
with SNR and accounts for variable amounts of noise-bias correction. This estimate may
be on the conservative side, but has performed well in simulations, where a full likelihood
exploration for the parameters was available. For the weight w3( j) of the combined shapes,
we stick to the formula above, but replace SNR( j, f ) with
∑
f ( j) SNR( j, f ).
When we apply the weights to the shape catalog, the effective number density neff ≈
0.87 ngal, while both shape scatter and mean redshift of all galaxies with shape measure-
ments are only mildly (i.e. of order 5%) reduced by the weighting, 〈zphot〉 ≈ 0.7 and
σe ≈ 0.3. We emphasize that because of anticipated changes in the shear-measurement
pipeline for future studies, these numbers are only roughly indicative of the DES perfor-
mance and should therefore be treated with due caution.
Applying the photo-z cut of Equation 4.26 finally yields the shape catalog for the back-
ground sample, labeled as “BG" in Figure 4.4.
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4.6.4 Consistency Tests
While not strictly necessary for the lensing analysis in Chapter 4.7, we choose to express
the measurements in ∆Σ(r) rather than in the actual observable, the shear g = 〈〉. This
physical quantity should be invariant under choice of source populations, at least ideally.
It allows us to slice the background sample in various ways and thereby to test whether
the shear measurements and the various calibrations are accurate. To work with a suffi-
cient number of galaxies, we combine the four clusters by stacking them at their respective
(BCG) centers. The test results are shown in Figure 4.8.
First, we check whether the typical SNR-dependence of weak-lensing measurements
is corrected by our calibrations from Chapter 4.6.2.1. The left panel of Figure 4.8 shows
that there is no strong trend visible when varying im3shape’s SNR parameter, implying that
our calibration was indeed successful. In terms of weak-lensing mass (see methodology in
Chapter 4.7.1), we have less than 10% variations between each subset and the entire stack.
Note that we slice the final catalog, where ellipticity measurements have been combined
according to Equation 4.37, therefore the SNR is given as the sum over the measurements
in each filter. The pivotal value
∑
f SNR = 30 is chosen here because it yields SNR( f ) ≈ 10,
which, according to Figure 4.7, separates galaxies with substantial levels of noise-bias
corrections from those with a much milder correction.
Second, we split the sample according to the reported photo-z of each source. As we
have corrected for the redshift dependence of the measured shear by converting to ∆Σ (see
Chapter 4.5.4 for the details and calibrations we applied to the raw photo-z values), we
should not see any variation induced by the change in distances in Equation 4.24, and
indeed there is none recognizable in the second panel of Figure 4.8. Quantitatively, we find
the upper redshift slice to have a higher mass estimate of about 15%, whereas the lower
is about 10% low in mass compared to the entire stack, neither of which is significant
given the errors in the stacked lensing profiles. Note that this outcome is not trivial as both
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the photo-z corrections and the noise-bias calibrations have to perform well. Due to the
correlation between flux and distance, correcting only one of them is not sufficient to null
this test.
Third, we revisit our claim from Chapter 4.6.1.2 that the PSFEx models allow us to use
galaxies down to FWHM_RATIO = 1.2 or even below. The third panel of Figure 4.8 shows
that this is unfortunately not entirely the case, with a mild size dependence of the reported
∆Σ: the larger (smaller) set of galaxies yields a mass estimate that is about 30% higher
(10% lower) than the entire stack. While at rather low statistical significance – the errors
on the mass estimate of each slice are of order 35% – we suspect that correlated noise and
complex PSF shapes in the coadd images are more harmful to small galaxies than indicated
by the noise-bias simulations from Chapter 4.6.2.1 that used uncorrelated pixel noise and
simplistic PSFs. We want to point out that this tendency is barely recognizable in a stack
of four clusters, so that we do not expect it to limit the individual lensing analyses in the
next sections.
Finally, the last panel of Figure 4.8 shows the lensing signal if we only use the shape
measurements from single filters instead of combining them according to Equation 4.37.
Using single filters constitutes a drop-out technique, where galaxies are more likely mea-
surable in redder filters if they are at higher redshifts. Since the redshift dependence of the
signal seems to be well characterized (second panel), we expect consistent measurements
here, too. However, uncorrected effects related to the CCD (e.g. prominent fringing in
the z-band) or the instrument in general could interfere, but to the limit of this test we can
rule this out: the mass estimates agree to better than 10% across filters. This leads us to
the non-trivial conclusion that DECam images taken in each of the riz filters seem equally
suitable for shape measurements.
Note that this methodology effectively constitutes a sequence of null tests, even though
we inspect the actual signal. We could have subtracted the mean signal to render it a proper
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Figure 4.9: Surface density contrast ∆Σ = Σcritγt profiles (black) for each of the four cluster
fields and 100 random MCMC sample projections onto the data (light gray) after an initial
burn-in phase. The fit range was restricted to 3′ ≤ r ≤ 15′. The B-mode Σcritγ× is shown in
red.
null test, but we choose to leave it in since some of the systematics could scale with, for
example, the lensing strength or the source density, so it may help to actually see the mean
cluster signal to gauge the dependency on cluster-centric distance r. Larger cluster samples
investigated in forthcoming DES analyses will substantially sharpen these consistency tests
and allow us to detect potential shape measurement problems with much higher precision.
4.7 Shear Profiles and Lensing Masses
We now measure the lensing masses by fitting a radial profile to the tangential shear signal,
centered on the BCG coordinates as listed in Table 4.1.
4.7.1 NFW Profile Fits and Lensing Masses
To obtain estimates of cluster masses, we assume the density profile described first by
Navarro, Frenk & White [1996, NFW]. The three-dimensional density ρ(r) of the NFW
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profile at radius r is given as
ρ(r) =
ρ0
(r/rs)(1 + r/rs)2
. (4.39)
The profile can alternatively be expressed in terms of the mass M200c and concentration
c200c = r200c/rs, instead of the central density ρ0 and scale radius rs. Here r200c denotes
the radius of a sphere that comprises an overdensity of 200 times the critical density at the
redshift of the cluster. The projected density and gravitational shear of the NFW profile are
given in Bartelmann [1996] and Wright & Brainerd [2000].
Assuming Gaussian errors on the shape estimates,17 the likelihood of any model can
be calculated from the shear catalog by means of the χ2 statistic. Given model predictions
∆Σˆ(r) for the lens and the measurements of component t( j) of the ellipticity of galaxy j
tangential to the cluster center, the likelihood L can be written as
lnL = −1
2
∑
j
[
∆Σˆ(rk) − Σcrit( j)t( j)]2
Σ2crit( j)
[
σ2j + σ
2

] + const, (4.40)
where we use the corrected Σcrit from Equation 4.31 and insert w3( j)/σ2 from Equation 4.38
as the total variance term in the denominator. Since the reduced shear in the weak-lensing
regime is a small correction to the intrinsic shape, the latter can still employ σ from the
observed (as opposed to an unlensed) distribution of shapes. We evaluate the posterior
distribution of the likelihood L with the MCMC sampler emcee18 [Foreman-Mackey et al.,
2013], adopting a log-normal prior on the concentration following the concentration-mass
relation of Duffy et al. [2008, their ’full’ sample] with scatter of σlog c = 0.18 [Bullock
et al., 2001].
To avoid the regions where the cluster-member contamination correction (cf. Chap-
17 That is an overly simplified assumption because measurement errors will induce Cauchy-like wings even
if the intrinsic shape dispersion were Gaussian [Applegate et al., 2014; Melchior & Viola, 2012].
18 http://dan.iel.fm/emcee/
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ter 4.5.4.1) and possible shape-measurement errors due to crowding may not be well char-
acterized, we exclude the region in the very center and start the fit at r = 3′. This also
renders us robust against miscentering as our choice of the BCG center may not correspond
to the actual gravitational center of the halo. To limit the inclusion of uncorrelated large-
scale structure or clusters, we also restrict the outer limit to r = 15′. The resulting range
3′ ≤ r ≤ 15′ is similar to 750 kpc ≤ r ≤ 3 Mpc employed by Applegate et al. [2014] but
extends somewhat farther out to reduce the shot noise from the rather low ngal of our data.
The NFW profile is not a good fit to lensing measurements at such large distances because
it lacks the two-halo contribution from structures associated with the clusters. However,
the resulting bias is only of order 10% [Oguri & Hamana, 2011, their Fig. 4], which will
certainly be below our measurement accuracy.
In Figure 4.9 we show the individual shear profiles and 100 randomly chosen sample
projections onto the data to demonstrate the range of viable models after an initial burn-in
phase. Parameter confidences are given in terms of the 16th, 50th, and 84th percentiles of
the marginalized mass M200c and concentration c200c distributions. We can see that SPTW1
is well-fit by an NFW model, including the innermost radial bin that was not included in
the fit. Given our uncertainties, the NFW profile constitutes an acceptable model for all
clusters. We also want to point out that the B-mode, denoted as γ× in Figure 4.9, is sta-
tistically consistent with zero for all clusters, although some moderately large fluctuations
occur.
It is typical for pure weak-lensing measurements that the concentration is only poorly
constrained [e.g. Postman et al., 2012], a tendency that we have even exacerbated by ex-
cluding the inner 3′. This highlights the potential importance of a concentration prior, a
situation in which the significant differences in the literature between concentration-mass
relations derived from different simulations or observational studies may appear worrisome.
However, deviations of the assumed relation from the truth only mildly impact the weak-
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Table 4.4: Weak lensing masses M200c in units of 1014M (with a log-normal prior on c200c
based on the Duffy et al. [2008] concentration-mass relation), redMaPPer richness λ and
redshift estimate zλ, and their statistical errors (see Chapter 4.5.2 and Chapter 4.7.1 for
details). The literature mass estimates are derived from weak lensing, galaxy dynamics (D)
or optical richness (R).
Cluster name M200c λ zλ Literature value M200c
RXC J2248.7-4431 17.5+4.3−3.7 203 ± 5 0.346 ± 0.004 22.8+6.6−4.7 [Gruen et al., 2013],
20.3 ± 6.7 [Umetsu et al., 2014],
16.6 ± 1.7 [Merten et al., 2014]
1E 0657-56 13.0+6.5−5.2 277 ± 6 0.304 ± 0.004 17.5 [Clowe et al. 2004]1,
12.4 [Barrena et al., 2002, D]
SCSO J233227- 9.6+3.9−3.3 77 ± 4 0.391 ± 0.008 11.2+3.0−2.7 [Gruen et al., 2014],
535827 4.9 ± 3.3 ± 1.4 [High et al., 2010, R]
Abell 3261 6.4+3.2−2.5 71 ± 3 0.216 ± 0.003 —
1 We converted the measured r200c from Clowe, Gonzalez & Markevitch [2004], which lacks an error estimate,
to M200c using the critical density in our adopted cosmology.
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lensing mass measurement [e.g. Hoekstra et al., 2012, their section 4.3]. Indeed, we find
no significant differences of the marginalized results using the Duffy prior or an entirely
flat prior within 0 < c200c < 8.
Comparing our M200c estimates with previous results listed in Table 4.4, often based on
substantially deeper data, we find good agreement for RXC J2248.7-4431, where the mass
estimate in Gruen et al. [2013] is within our 68% confidence region. Two recent analyses
of the same data – together with magnification [Umetsu et al., 2014] or HST strong- and
weak-lensing constraints [Merten et al., 2014] – yield reduced estimates of M200c, which
are fully consistent with our result.
For the Bullet cluster, our mass estimate is rather poor due to a fairly low ngal, but
we can recover the result of Clowe, Gonzalez & Markevitch [2004] within errors. This
comparison is, however, not as straightforward as it seems. The original ground-based
VLT data in Clowe, Gonzalez & Markevitch [2004] had a field of view of only 7′, hence
the radial range probed there is almost entirely excluded in our fit that starts at 3′. We
therefore acknowledge the similarity of our mass estimates with the literature value, but do
not consider this a powerful result.
The situation is different for SCSO J233227-535827, where the shear profile is more
regular and our mass estimate is better constrained. Our estimate is in excellent agreement
with the weak-lensing analysis from Gruen et al. [2014]. Our central value is about twice
as high as the estimate from High et al. [2010] based on optical richness. Another recent
mass estimate from SZ and X-ray scaling relations by Reichardt et al. [2013] of M500c =
6.50±0.79 h−170 1014M is again fully consistent with our lensing estimate, which we derive
as M500c = 6.4+2.6−2.2 · 1014M by assuming an NFW profile with c200c = 3.4 as measured from
our lensing data.
We conclude this section with a test on the robustness of the mass estimate against
uncertainties in the numerous calibrations we have employed. To assess the impact of
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the calibrations, we repeated the NFW-profile fitting without the calibrations. The cluster-
member contamination correction from Chapter 4.5.4.1 alone increases the mass estimates
by less than 5% as it only affects the galaxies within ≈ 5′, and our fits start at 3′. The
photo-z recalibration from Chapter 4.5.4.2 yields a global boost of the lensing signal by
5-10%. The biggest impact stems from the noise-bias correction (Chapter 4.6.2.1), which
globally increases the inferred shear by ≈20%.19 The sum of all these calibrations amounts
to a considerable 35%, so that uncertainties in the calibrations actually become important.
As we have laid out in the relevant sections, these calibrations are determined quite well
with dedicated measurements, but we will conservatively allow for a 20% systematic error
budget. Compared to the statistical uncertainties that are of order 50% (with RXC J2248.7-
4431 being the only cluster with a 25% statistical error), we conclude that the overall error
is dominated by shape noise from the dispersion of galaxy ellipticities.
4.7.2 Richness-Mass Relation
An obvious additional cross-check for the data in this work is to compare it with the mass-
richness relation for low-redshift clusters. Rykoff et al. [2012] constrained it with maxBCG
[Koester et al., 2007] clusters in the range 0.1 ≤ z ≤ 0.3 with a very similar richness
estimator λ to the one we employ here. Although their redshift range only covers two of
our clusters (the other two are at slightly higher redshift), we expect that deviations would
more likely stem from our large measurement errors on the weak-lensing mass than from
any possible redshift evolution of that relation.
We list the redMaPPer-estimated richness and redshift estimates in Table 4.4 and note
that for the three clusters, for which we have spectroscopic redshifts, redMaPPer provides
excellent redshift estimates, with deviations within 2∆zλ in all cases. We take this as an
19 This amount of noise-bias correction seems high by cosmic shear standards, but we also include much
fainter galaxies with our adopted cuts. Similar levels of noise bias have been reported for various methods,
e.g. by Massey et al. [2007, their section 5.5].
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Figure 4.10: Lensing mass M200c as a function of redMaPPer’s richness λ for the four
investigated clusters. The dashed line shows the expected scaling relation from Rykoff
et al. [2012, see Equation 4.41] with their proposed relative scatter of 33% at fixed richness
(shaded region).
indication that our overall photometric calibration (Chapter 3.1, Chapter 4.5.1) and the
red-sequence (Chapter 4.5.2) calibration were successful. In Figure 4.10 we compare the
richnesses with the weak-lensing masses from Figure 4.9 and the best-fit solution from
Rykoff et al. [2012, their Eq. B5]
ln
(
M200c
1014h−1M
)
= 1.48(1 ± 0.33) + 1.06 ln
(
λ
60
)
(4.41)
and find that our measurements indeed agree with the expectations,20 within the consider-
able scatter both measurements exhibit.
20 We note that Rykoff et al. [2012] made simplifying assumptions that entail e.g. the absence of an error on
the slope in Equation 4.41. We therefore refer to their Appendix B for a discussion of the limitation of the
inferred mass-richness relation.
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4.8 Mass and Cluster Galaxy Distributions
We now move from spherically averaged masses to two-dimensional maps of the weak-
lensing mass and the cluster galaxies. We have seen in Chapter 4.7.1 that the NFW profile
is an acceptable fit to the measurements. In detail, that is not even expected as the NFW
profile only describes the average radial profile of dark matter halos in simulations, inca-
pable of reproducing the complex structures massive clusters often exhibit [e.g. Medezinski
et al., 2013; Merten et al., 2011]. We are particularly interested in the environment of these
clusters, using DECam to follow the filamentary structures from which the clusters accrete
out to distances normally not accessible to dedicated cluster-lensing studies on imagers
with smaller fields of view.
We start the inspection of the cluster fields visually at the central 5 × 5 arcmin2 of
each cluster in the left column of Figure 4.11, where we can see the BCG and other bright
cluster members. In all four clusters, we can see that several of the obvious cluster member
galaxies tend to line up along one axis that coincides with the orientation of the BCG.
This long-known tendency [Carter & Metcalfe, 1980; Sastry, 1968] is still not entirely
understood, but a plausible scenario entails that accretion of satellite halos along filaments
determines the cluster major axis, and the BCG orients itself accordingly [e.g. Hao et al.,
2011, and references therein].
4.8.1 Mass Maps
To perform the mass reconstruction of the galaxy clusters, we move further out to cover
30′, a scale typical of weak-lensing studies of individual galaxy clusters, and employ the
aperture-mass technique from Schneider [1996]. It exploits that a local estimate of the
convergence κ(θ) = Σ(θ)/Σcrit can be obtained by summing up all ellipticity measurements
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Figure 4.11: 1st column: Multi-color image of the inner 5′. 2nd column: Weak-lensing
aperture mass significance map of the inner 30′ (contours, cf. Equation 4.42), overlaid
with galaxies (black dots) in redMaPPer-detected groups with λ ≥ 5 and redshifts of zλ =
zcλ ± 3∆zλ. 3rd column: The same redMaPPer galaxies as in the 2nd column, but for the
entire usable field of view of 90′. All panels are centered on the BCGs, the size of the
previous (smaller) panel is indicated by black boxes in columns 2 and 3. From top to
bottom: RXC J2248.7-4431, 1E 0657-56, SCSO J233227-535827, and Abell 3261.
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t(θ j) inside of a circular aperture,
Map(θ) =
∑
j
Q(|θ − θ j|) t(θ j). (4.42)
Here the tangential component of the ellipticity t is calculated with respect to the center
θ of the aperture, not the center of the cluster as in Equation 4.40. Under the assumption
of uncorrelated Gaussian noise in the ellipticities with variance σ2 , the variance of Map is
given by
σ2Map =
1
2
∑
j
Q2(|θ − θ j|) | |2(θ j). (4.43)
So far we have not specified the weight function Q, and in fact we have considerable free-
dom in doing so, which allows us to demand additional desirable properties of the recon-
structed mass maps. Since the noise contribution stemming from σ is scale-free, the max-
imum Map/σMap is achieved if Q is identical to the signal we try to find, i.e. the tangential
shear of the cluster [Bartelmann & Schneider, 2001; Schneider, 1996]. Thus, we could turn
the measured shear profiles from Figure 4.9 into templates for optimal individual shapes
of Q, which would result in mass maps that are not easily comparable against each other.
We therefore seek a common weight function shape Q(r) with a single characteristic ra-
dius Rap, knowing that we will sacrifice some statistical significance with this decision. We
follow the design choices of Schneider [1996], which we find particularly suitable for this
work for three reasons. First, he approximated the shear profile by an isothermal γt ∝ 1/r
relation, which should allow us to capture the extended environment of these massive, and
in parts even merging, clusters better than the steeper NFW profile. Second, the weight
function excises an inner circle at r < ν1Rap to avoid regions where the relation between
γ and κ becomes nonlinear and shape measurements are rendered difficult due to bright
cluster members. The same concern has led us to exclude the inner regions when fitting
the NFW profile in Chapter 4.7.1. Third, Schneider [1996] also sets the outer edge of the
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weight function at r > Rap to allow the filter to operate on finite, and potentially masked,
fields and to avoid the inclusion of truly uncorrelated structures, again corresponding to
decisions we made earlier. To avoid a sharp cutoff at that outer edge, we let the filter roll
off smoothly, starting at ν2Rap, where ν2 < 1. Considering the scale, over which we can
find a noticeable shear signal in Figure 4.9, we choose Rap = 10′, with an inner exclusion
region of ν1Rap = 1′ and the onset of the roll-off at ν2Rap = 9′. The exact form of the
Q(r) can be seen in Schneider [1996, eq. 34, Figs. 1 and 2]. It is worth pointing out that
in adopting these choices we employ a filter that is substantially different from those that
attempt to maximize purity of blind detections from wide-field weak-lensing data [e.g. Ma-
turi et al., 2005] by suppressing the influence of large-scale structure fluctuations: here we
know where the clusters are and we want to probe the correlated material surrounding the
clusters.
We present the resulting mass maps, i.e. maps of Map/σMap centered on the location
of the BCG, as contours in the middle panels of Figure 4.11. The mass maps of RXJ and
SPTW1 show clearly significant peaks, exceeding 5.5 and 3.5σ in their respective centers.
For the Bullet cluster, the peak significance is not as prominent despite having an expected
mass comparable to RXJ, but due to its highly non-spherical mass distribution, the spherical
filter shape works against the signal, reducing its amplitude. Finally, even the least massive
cluster, Abell 3261, shows up at the level of 3σ in its mass map. The reduced significance
of the latter two is caused also by a low ngal ≈ 6 arcmin−2 after background cuts.
We overlay the mass maps with redMaPPer-detected galaxies in groups with λ ≥ 5,
whose redshift estimates zλ are consistent within ±3∆zλ . 0.03 with the main cluster red-
shift zcλ (see Chapter 4.5.2 for details). The distribution reveals the structure of the red-
sequence galaxies within and around the main cluster halo.
Several aspects of the mass maps are remarkable. First, the mass maps clearly fol-
low the red-sequence cluster-galaxy distributions. This is additional confirmation that the
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Figure 4.12: Galaxies in redMaPPer-detected groups in the field of RXC J2248.7-4431
with λ ≥ 5 and redshifts of zλ within the indicated non-overlapping redshift slices, centered
on the redMaPPer-assigned redshift zcλ = 0.344 of the main cluster.
shape measurements indeed perform well since we expect mass to trace light. Second,
the peaks in the mass maps do not always coincide with the cluster BCGs. For the Bul-
let cluster, the peak is placed roughly between the main cluster and the subcluster. Given
our large smoothing scale, it is not surprising that the two peaks are effectively merged.
Furthermore, even for single-peaked mass distributions, such shifts between the BCG and
the most prominent mass peak are a consequence of sampling the shear field with a finite
number of sources [e.g. Dietrich et al., 2012]. Third, we note that additional peaks exist in
the mass maps, occasionally reaching 2σ, that are not associated with the main cluster or
other known clusters in the fields. To test the robustness of the mass maps we therefore run
bootstrap resamples of the lensed galaxies, which reveal that these peaks are largely spu-
rious and depend on particular configurations of a small number of neighboring galaxies.
In contrast, the peaks associated with the main clusters shift location by up to 2′ but are
otherwise robust under resampling.
4.8.2 Filamentary Features
In the third column of Figure 4.11, we utilize the full DECam image and show the distri-
bution of redMaPPer-detected groups for the entire usable area. We can see that the most
massive clusters in the sample show a rich environment that seems connected to the cen-
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tral region and that reaches out to other clusters in the vicinity. From a hierarchical CDM
structure-formation scenario, we expect such structures, called filaments, to be attached to
and to act as bridges between clusters, especially the very massive ones [e.g. Bond, Kof-
man & Pogosyan, 1996]. Both cosmological simulations and spectroscopic surveys have
revealed filaments with typical lengths of ten to dozens of Mpc [e.g. Alpaslan et al., 2014;
Tempel et al., 2014]. Of particular relevance to this study is that in simulations more than
80% of cluster pairs with distances of around 10 Mpc/h are connected by filaments [Col-
berg, Krughoff & Connolly, 2005]. In the RXJ field, there is another cluster in the same
redshift slice, detected by redMaPPer with λ = 41 ± 2 (red diamond in the top-right panel
of Figure 4.11), at a distance of 40′ to the south-west (12 Mpc in the plane of the sky), and
a string of less massive groups that may constitute a mildly curved connecting filament.
For the Bullet cluster, we can see another cluster at 28′ to the north-west (λ = 78 ± 3) and
other correlated structure over 20 Mpc, assuming the entire galaxy distribution is aligned
in the plane of the sky – a slight underestimation because it is known that at least the inner
region is inclined by 10 − 15◦ [Barrena et al., 2002; Markevitch et al., 2002]. Structures
that large have only been observed around a few other clusters, mostly at higher redshift
than we probe here [e.g. Tanaka et al., 2009; Verdugo et al., 2012].
Without spectroscopic follow-up, we cannot prove that all shown redMaPPer-detected
galaxies are indeed at the redshift of the main cluster or gravitationally interacting with the
main halo. There are, however, additional aspects that support the notion that the shown
structures are indeed real and associated with the clusters. redMaPPer determines the red-
shifts of the main cluster halos with high accuracy (compare Table 4.1 with Table 4.4),
which implies that the overall photometric calibration performs well and that the red-
sequence colors are properly calibrated for the DES photometry. This is consistent with
the results from Rykoff et al. (in prep.) showing that groups with λ ≥ 5 exhibit scatter of
σzλ ≤ 0.015 and negligible bias when compared to existing spectroscopic redshifts of clus-
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ters in the DES SV footprint. We can also split the light cone of the observed fields into thin
redshift slices to test whether the structures are confined to the redshift of the main cluster
halo. The result for the RXJ cluster is shown in Figure 4.12. Note that this test is different
from the right panels in Figure 4.11 in that we do not ask whether the redshift of the group
is consistent with the main cluster’s at 3∆zλ (of each group), which potentially allows for
an arbitrarily wide redshift range if ∆zλ → ∞. Instead, we only consider the central value
zλ of each group and fix the width of the slice at ±0.03, the typical value of 3∆zλ for groups
with λ ≥ 5. This way the influence of chance projections of groups with poorly determined
redshifts can be suppressed. We can indeed see that the filamentary structure does not bleed
into other slices. Also, apart from additional smaller clusters at different redshifts, the other
slices are much less populated and do not show similarly prominent correlated structures.
Tests of the other clusters yield similar results.
4.9 Summary
In the study presented here we observed four galaxy cluster fields with the newly installed
imager DECam and tested all data processing stages necessary for weak-lensing appli-
cations within the Dark Energy Survey. Even with early data observed during the Science
Verification phase, we find the instrument and these pipelines to perform according to antic-
ipated specifications and yield astrometry, photometry, and shape measurements adequate
for the pathfinder analysis presented here, with no show-stoppers that preclude forthcom-
ing science analyses. Most important in this work was to establish how to obtain reliable
shape catalogs from DECam data, and we summarize our findings as follows:
• By jointly fitting for the astrometry of all exposures, we find 20 mas scatter in the
astrometric solution of scamp across the entire focal plane.
• The PSF patterns are spatially fairly smooth across the focal plane and can be well
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modeled with PSFEx, provided that the brightest stars are discarded to limit the im-
pact of the flux dependence of the PSF width. The majority of the coadd images have
PSF model residuals in size and ellipticity that are subdominant compared to shape
scatter up to separations of 1°.
• With suitably chosen cuts, im3shape yields shape measurements with a number den-
sity ngal ≈ 10 arcmin−2 as expected for full-depth data at nominal seeing. The results
are consistent when varying source flux, size, photo-z or the filter of observation.
These technical prerequisites enable us to utilize the large field of view of DECam to esti-
mate weak-lensing masses and to map out the galaxy and mass distribution of the targeted
galaxy clusters. Our scientific results are:
• We find weak-lensing masses for RXC J2248.7-4431, the Bullet cluster 1E 0657-56,
and SCSO J233227-535827 that are in good agreement with previous studies. For
clusters at higher redshift or dedicated high-precision lensing studies of individual
systems, deeper imaging than the nominal DES depth of 10 × 90 seconds is advised.
• For the cluster Abell 3261, we provide the first redshift, richness, and weak-lensing
mass estimates in the literature.
• The mass maps of all four clusters show their most significant peak at or close to the
cluster BCG. Clusters with a visibly noticeable alignment of cluster member galaxies
exhibit the same orientation also in the mass maps.
• Due to well-calibrated photometry, the red-sequence method redMaPPer detects these
four clusters reliably. The redshift estimates of even much smaller clusters with λ > 5
are precise enough (Rykoff et al., in prep.) to form thin slices at the cluster redshift
and to map out the distribution of red-sequence galaxies in the entire cluster envi-
ronment. The most massive systems, 1E 0657-56 and RXC J2248.7-4431, show fila-
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mentary structures over about 1°, equivalent to about 20 Mpc at the cluster redshifts.
If the presence of these structures can be confirmed, this technique can be employed
in the DES main survey and enable efficient searches for large-scale filaments in the
entire DES footprint without the need for full spectroscopic coverage.
The work presented here will form the basis of forthcoming analyses within DES, concern-
ing e.g. the cluster-mass function, the calibration of mass-observable relations from optical
richness, X-ray and SZE, and other more demanding lensing applications.
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Chapter 5:
Digging Deeper with Balrog
The Dwarves tell no tale; but even as mithril was the foundation of their wealth,
so also it was their destruction: they delved too greedily and too deep, and
disturbed that from which they fled, Durin’s Bane.
– J.R.R. Tolkien [1965]
The quote above makes allusion to a monster from The Lord of the Rings called the
Balrog. This chapter is centered around a software package I developed, named Balrog1.
Balrog is a simulation tool for characterizing systematic errors in astronomical imaging
surveys, so that challenging precision measurements can be made. Briefly, the software
embeds simulated objects into the real images, then runs the full measurement pipeline.
The result is an output catalog directly comparable to science catalog of the survey.
Recently, I led an effort to use Balrog in order to make an otherwise-challenging galaxy
clustering measurement [Suchyta et al., 2015]. Galaxy clustering was introduced in Chap-
ter 1, but we will make some further comments about the topic in Chapter 5.1 as well.
Where relevant, galaxy clustering work of mine in contextualized, but the detailed descrip-
tion of the work itself is saved for the several sections to follow, where the Suchyta et al.
1 https://github.com/emhuff/Balrog
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[2015] paper is presented (in full).
The clustering results in Suchyta et al. [2015] are significant enough themselves; they
offer the potential to make clustering measurements to fainter limits than ever-before. How-
ever, as mentioned in the paper, Balrog is not intended for clustering alone. Balrog was
used in the analysis described in Chapter 4, and furthermore, my collaborators and I plan
to use it in other future analyses. This will be discussed further in Chapter 6; here, we will
focus on clustering for several paragraphs to follow.
5.1 Fundamentals of Galaxy Clustering
When Chapter 1.3 first introduced the concept of galaxy clustering and the correlation
function, we did not elaborate on the details. Here, the intent is to further refine our under-
standing of the subject. Chapter 5.1.1 precisely defines what we mean by the term angular
correlation function, and Chapter 5.1.2 considers how it is measured in practice. Chap-
ter 5.1.3 develops the concept of galaxy bias, and Chapter 5.1.4 discusses the astrophysical
relevance of galaxy clustering on both large and small scales.
5.1.1 Defining the Angular Correlation Function
On large scales (> several hundred Mpc), we treat the Universe’s matter distribution as
statistically homogeneous and isotropic (cf. Chapter 1.1). But on smaller scales this is not
an accurate description. What we find observationally (e.g. Figure 1.4) is that galaxies
tend to clump together – they cluster; and though the mean of the deviation from average
density is zero, the variance is not. Galaxy clustering measurements compute this nonzero
second moment. Angular clustering refers to measuring the non-uniformity in terms of
angular distance on the sky, rather than actual physical distances between objects.
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Often, galaxy clustering studies measure the correlation function.2 Correlation func-
tions are common throughout other disciplines of physics as well; here, we will use the
correlation function of galaxy number densities (ng), cast as deviations from average (n¯g).
Basically, this correlation function encodes the excess probability of finding another galaxy,
given the separation from a reference galaxy. We define:
δg ≡ ng − n¯gn¯g (5.1)
=⇒ ng = n¯g (1 + δg) (5.2)
The g subscripts emphasize that we are computing the quantities for galaxies; one con-
structs correlation functions for other quantities in other contexts. The number density
correlation function is the second-moment, and using the equations above we find:
〈
ng(ϑ) n′g(ϑ
′)
〉
= n¯2g
(
1 +
〈
δg(ϑ) δg(ϑ′)
〉 )
. (5.3)
ϑ and ϑ′ are angular positions on the sky. The brackets denote averaging over the full
ensemble. (We will see in Chapter 5.1.2 below how averages like these are computed over
the dataset.) We have used the fact that < δg >= 0, which is true by definition according
to Equation 5.1. The final assumption we make is that
〈
δg(ϑ) δg(ϑ′)
〉
has no preferred
direction, and hence we only need the angular distance between galaxies: θ = |ϑ − ϑ′|.
This is a reasonable choice; averaging over a large ensemble, one does not expect galaxy
separations should prefer some angles over others. We now write Equation 5.3 as:
〈
δg δ
′
g
〉
(θ = |ϑ − ϑ′|) ≡ ξgg(θ) ≡ w(θ) =
〈
n(ϑ) n′(ϑ′)
〉
n¯2g
− 1 (5.4)
2 Technically, the most precise name for what is presented in this section is the angular autocorrelation
function – the auto prefix distinguishes it from cross-correlations, which consider two different samples.
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To be explicitly clear, Equation 5.4’s w(θ) is entirely different than the dark energy equation
of state used throughout the document, but by convention both are called w. (Though,
the angular correlation function almost always appears as w(θ), including the θ argument,
emphasizing that it is uses angular separations.)
5.1.2 Measuring Galaxy Clustering
Large imaging surveys like DES do not have a uniform detection probability across the
survey footprint (for a multitude of reasons including: variable PSF, airmass, extinction,
etc.); see e.g. Figure 5.6 below. This causes variation in number density, and therefore
w(θ), which are sourced by systematic effects of the survey, not by the statistical properties
of the galaxy ensemble itself. If not accounted for, the systematic error can be much larger
than the signal (e.g. Figure 5.16).
This introduces the need to measure the clustering relative to set a random points, which
sample the detection probability for any location in the survey. As the name suggests, the
randoms do not have any intrinsic clustering; they tell us how large of a clustering signal
is measured due to effects of the survey, which would otherwise contaminate the desired
signal if not accounted for. How to generate these randoms is discussed below.
Labeling each detected galaxy as D and each random as R, we measure w(θ) as:
w(θ) =
DD − 2DR + RR
RR
. (5.5)
This is known as the Landy-Szalay estimator [1993]. (Other clustering estimators exist,
but have less ideal noise properties.) R has been normalized by a factor to account for the
fact that the random catalog need not be the same size as the data catalog. Equation 5.5
is computed in bins of separation. For DD, we take pairs of galaxies in the data catalog,
compute the separation of each pair, and count the number in each separation bin. We do
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similarly for the other terms. Strictly speaking this is an O(n2) operation computationally,
which is expensive for large catalogs, but algorithms exist to improve performance [see e.g.
Jarvis, Bernstein & Jain, 2004; Schneider et al., 2002].
In most clustering analyses, the authors have chosen to work with nearly complete
samples, where a brightness cut is made such that any galaxies with non unity detection
probability are excluded from the sample. In doing so, one must mask some of the survey
area, that is, the area where detection probability at the given brightness cut is less than
one. To create the random catalog, all one needs to do is randomly distribute points over the
surface of a sphere (i.e. the observed sky), and apply the same mask to the randoms as was
applied to the data. This is sampling the survey geometry only; it has bypassed modeling
detection probability at the expense of throwing away some (in fact, a large fraction in
most cases) of the sample. My dissertation work, described to follow, uses Balrog to
embed simulated galaxies in the real DES images, allowing one to measure and correct
for the detection probability inhomogeneities, therefore enabling one to work with fainter
samples that comprise a larger fraction of the data.
5.1.3 Galaxy Bias
Using theory or simulations, accurate prediction can be made for the matter-matter correla-
tion function, ξmm, for different cosmologies [e.g. Boylan-Kolchin et al., 2009]. However,
galaxies and the underlying dark matter field do not cluster identically. Galaxies only form
at the largest dark matter overdensities, and as shown by Kaiser [1984], this leads to a bias
between the clustering of the two samples.
Figure 5.1 shows an illustration of the effect. The figure draws two modes in the dark
matter overdensity field, one long in wavelength and the other short in wavelength. (In real-
ity, there is of course a continuum of wavelengths, but two is easier to visualize.) Galaxies
form in dark matter halos, in particular where the matter density is well above the average
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Figure 5.1: Illustration of galaxy bias [Peacock, 2003]. A large wavelength and small
wavelength overdensity mode of dark matter have been drawn. Here, it is assumed galaxies
only form above some threshold (the straight line) in overdensity, indicated with the filled
area. They cluster near each more strongly than the underlying dark matter field.
of the Universe; here we assume a constant threshold for galaxy formation. In Figure 5.1,
galaxies are encoded by shaded black regions. We see galaxies where the small wavelength
mode oscillates high, and pushes the longer wavelength mode above the threshold. The end
result is that the galaxies are more strongly clustered near one another than underlying dark
matter field.
Kaiser [1984] showed that the bias is such that the galaxy-galaxy correlation function
is approximately a constant times the matter-matter correlation function. However, this is
not an exact result, and galaxy bias adds possible complications to cosmological inference.
Though fitting the location of the BAO peak is robust against bias, DES also plans to
use information from the full shape of the correlation function on large scales. As first
mentioned in Chapter 1.3.3.1, the full shape generally assumes constant bias, thus deviation
from this could bias (no pun intended) dark energy constraints derived from such galaxy
clustering measurements. (Though, if the bias is indeed constant, knowing its exact value
is not very important, because it is primarily the shape, not the amplitude which matters
most.)
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Figure 5.2: Angular clustering measurement using SDSS imaging [Carnero et al., 2012].
The blue line is a simple power-law, and the red line adds a model of the BAO peak atop
that power law.
5.1.4 Large Vs. Small Scales
Extracting cosmological information from galaxy clustering requires making precise mea-
surements at large angular scales (∼ degrees). Figure 5.2 shows the BAO peak in SDSS
imaging measurements [Carnero et al., 2012], located at θ ∼ 3.5◦. Large scales are where
we are able to accurately model the cosmological correlation function, because the physics
of the growth of structure is mostly linear on these scales.
In this dissertation, we have emphasized DES’s cosmologically motivated measure-
ments (because that is why the project was funded). Nevertheless, DES is also a useful lab-
oratory to study non-cosmological astrophysics: w(θ) measurements made at small scales
are one such example. This is a way to probe what is known as the halo occupation distri-
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Figure 5.3: Halo occupation distribution measurement from Coupon et al. [2012]. The
model consists of a population of central galaxies (at the center of the main dark matter
halo) and satellite galaxies found subhalos of the main halo.
bution (HOD).
Galaxy formation is complicated, and we do not entirely understand it yet. The HOD
probes the formation of galaxies in their dark matter halo hosts. Specifically, the HOD is
a statistical prescription for the expected number of galaxies < N >, which a dark matter
halo of mass M hosts. The evolution of the relation with redshift encodes information about
how the light-to-mass ratio in halos changes as the Universe ages – how efficiently does the
Universe convert baryons into galaxies? The answer seems to be a rather low efficiency
[e.g. Guo et al., 2010]; the integrated amount of baryonic mass in galaxies does not total to
the cosmic baryon fraction. We would like to understand these processes better.
Figure 5.3 shows measurements from Coupon et al. [2012]; one interprets w(θ) by
fitting it for the parameters of an HOD model. The exact details of the fits are somewhat
complex, and because my work has not yet included doing so, it would be somewhat of a
diversion to spell out the process in detail here. Briefly, one assumes a profile for the main
dark matter halo (such as NFW in Equation 4.39), and that the satellite subhalo distribution
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statistically follows this same profile. The distribution of main halos can be predicted from
theory or N-body simulations. The HOD is specified by a small set of parameters (∼5), and
these parameters predict the < N > curve (e.g. the right panel of Figure 5.3). One can then
find the second moment of the predicted galaxy distribution, given the < N > curve and the
halo profile/distribution assumed. Accordingly, one fits for the ∼5 HOD parameters, which
encode information such as the mass scale where half the halos host a galaxy. Typically the
satellite number is modeled as a power law, fitting for the exponent.
5.2 Enter: Paper II
We now turn to recent work I have led. Though it contains neither large-scale cosmolog-
ical fits nor small-scale HOD modeling, ultimately it is potentially helpful for both. The
methodology we have developed allows one to measure clustering for fainter galaxies, ex-
tending not only the statistical power of any future cosmological measurements, but the
redshift range as well (since more distant galaxies are observed to be fainter). A similar
statement can be made for constraining HOD parameters. Furthermore, small-scale clus-
tering approaches angular separations where proximity effects of one galaxy on another
affect detection probability, and uniform randoms are possibly not appropriate. We will see
that the Balrog sampling techniques appear to be valid down to smaller scales.
The next several sections present the work in Suchyta et al. [2015], as it has been
submitted to Monthly Notices of the Royal Astronomical Society, and is available on arXiv,
with identifier: 1507.08336. Like the Melchior et al. [2015] paper, nearly the full paper
in included, with a small amount of editorializing given what has already been developed
elsewhere in this dissertation. Paragraphs relating to the data processing have been replaced
with references to Chapter 3, and ones relating to Science Verification include references
to Chapter 2.6, because the discussions of these in the dissertation are more thorough than
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those of the original paper. (Like in Chapter 4, a few redundancies of material previously
introduced in the dissertation have been preserved in the paper’s text, in order to facilitate
readability which is more or less independent of other chapters.) I contributed directly
first-hand to the entire analysis discussed in this paper.
5.3 Introduction
Wide-field optical surveys have played a central role in modern astronomy. The Sloan Dig-
ital Sky Survey [SDSS, York et al., 2000] alone has furnished nearly 6,000 publications
across a wide variety of subjects: from star formation, to galaxy evolution, to measuring
cosmological parameters; among a multitude of others. The discovery of cosmic acceler-
ation [Perlmutter et al., 1999; Riess et al., 1998] has motivated several expansive imaging
surveys for the future: for instance, the Large Synoptic Survey Telescope,3 the Wide-Field
Infrared Survey Telescope [Dressler et al., 2012], and Euclid [Laureijs et al., 2012]. The
legacy of these next-generation imaging efforts will almost certainly yield an even richer
harvest than what has come before them.
With larger surveys, astronomical sample sizes will continue to grow, increasing the
statistical power of their measurements; with great power comes great responsibility [see
e.g. Lee, Ditko & Kirby, J., 1962] for control of systematic errors. Taking full advantage
of these data means ensuring that the precision of these measurements is matched by their
accuracy. At present time, however, high-precision measurements are generally made with
samples drawn from only the fraction of the data that is nearly complete – that is the data
having nearly 100% detection efficiency. We argue that the current state of the art in survey
astronomy is in many ways wasteful of information, and lay out a general method for
improvement.
3 http://www.lsst.org/lsst/
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This analysis focuses on measurements of the galaxy angular correlation function for
highly incomplete, flux-limited samples of galaxies, especially near the detection threshold.
We have chosen this approach for two reasons. First, this measurement is an especially
challenging example of systematic error mitigation; we show below that, for our faintest
galaxies, we will have to eliminate systematic biases that are much larger than our signal,
and do so over a wide range of survey conditions. The second reason is that systematic
effects relevant for angular clustering measurements also directly impact probes of cosmic
acceleration [Weinberg et al., 2013], where the requirements on systematic error control
are particularly strict.
5.3.1 The Current State of the Art
Astronomers have been measuring galaxy clustering for several decades, since at least
Zwicky [1937]. The angular two-point correlation function, w(θ), is a common tool used
to characterize the anisotropies in the galaxy ensemble. From the very beginning, efforts
to measure w(θ) have been challenged by the presence of anisotropies in the data arising
from imperfect measurements, or from astrophysical complications unrelated to large-scale
structure.
A complete list of sources of systematic effects is difficult (if not impossible) to com-
pile,4 but some issues are common to all extragalactic measurements, like star-galaxy sep-
aration and photometric calibration. Because the point spread function (PSF) varies across
the survey area, the accuracy with which galaxies can be distinguished from stars will vary,
introducing anisotropies associated with stellar contamination. Accurate, uniform pho-
tometric calibration for a multi-epoch wide-field optical survey is difficult to accomplish
[Schlafly et al., 2012], and given the variations in seeing, airmass, transparency, and other
observing conditions, uniform depth is generally unachievable. A wide variety of schemes
4 This is part of the problem.
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have been used to ameliorate these complicating effects.
For a w(θ) measurement with the Automated Plate Measurement survey – among the
earliest digitized sky surveys – Maddox, Efstathiou & Sutherland [1996] built models of
the selection function, including plate measurement effects (e.g., the variation of the pho-
tographic emulsion’s sensitivity across each plate), observational effects (atmospheric ex-
tinction) and astrophysical effects (Galactic extinction). For each of these, they estimated
the contribution of the systematic effect to the final w(θ) measurement. Stellar contamina-
tion was dealt with by subtracting estimated stellar densities from the map of galaxy counts
in cells, and adjusting the amplitude of the final w(θ) measurement to compensate for the
estimated dilution due to stellar contamination.
Similar measurements of w(θ) were made for validation purposes in the early SDSS data
[Scranton et al., 2002]. The authors here cross-correlated the measured galaxy densities
with a number of known sources of systematic errors in order to determine which regions
of the survey to mask.
Many subsequent SDSS analyses were based on a volume-limited sample of luminous
red galaxies, from which ∼ 120, 000 objects were targeted for SDSS spectroscopy [Eisen-
stein et al., 2001]. Here again (see also Padmanabhan et al. 2007 for the properties of the
parent photometric sample) the strategy was to use cross-correlation techniques to remove
data that would imperil the analysis, leaving an essentially complete sample.
The targets selected for the larger SDSS-III Baryon Oscillation Spectroscopic Survey
(BOSS) measurements [Schlegel, White & Eisenstein, 2009] were substantially fainter,
and the systematic error corrections for these samples necessarily more sophisticated. Ross
et al. [2011] explored several mitigation strategies for SDSS data. A linear model for the
dependence of the galaxy counts as a function of potential sources of systematic errors was
built, allowing for subtraction of the systematic effects from the final galaxy w(θ) measure-
ment. For the most important systematic effects (constrained again by cross-correlation
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with the galaxies), galaxies in the w(θ) estimator were upweighted by the inverse of their
detection probability. The BOSS baryon acoustic oscillation scale measurement in Ross
et al. [2012] made use of this weighting scheme. With the exception of stellar occultation,
these effects were mostly perturbative, and the errors on the angular clustering were large
enough that the stellar occultation corrections only had to be characterized at the ∼ 10%
level.
The imaging systematic error mitigation used by the WiggleZ spectroscopic survey
[Blake et al., 2010] came closest to the spirit of this analysis. Their spectroscopic target
catalog was built by a combination of SDSS and Galaxy Evolution Explorer5 (GALEX)
measurements. The blue emission-line galaxies targeted by WiggleZ were faint enough to
be substantially affected by variations in the SDSS completeness, so the GALEX catalogs
were used to estimate the variation of the target selection probability with various survey
properties. Models were fit to this dependence, and the results were directly incorporated
into the window function used in power spectrum estimation. The resulting corrections had
a ∼ 0.5σ effect on the final power spectrum, and so like SDSS only needed to be accurate
at the ∼10% level.
This list is not exhaustive, but we believe it gives a fair picture of the state of the art.
Generally, for their extragalactic clustering measurements, modern photometric surveys
have relied on selecting a relatively complete sample, and then applying small corrections
late in the analysis. We believe that this approach is a poor fit to the age of precision
cosmology with ‘big data.’ The rest of this work will present our proposed alternative.
5.3.2 Modeling the Dark Energy Survey Selection Function
We propose to measure the selection function of imaging surveys by embedding a realistic
ensemble of fake star and galaxy images in the real survey data. The resulting measure-
5 http://www.galex.caltech.edu/
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ment catalogs comprise a Monte Carlo sampling of the selection function and measurement
biases of the survey, and can naturally account for systematic effects arising from the pho-
tometric pipeline, detector defects, seeing, and other sources of observational systematic
errors. Several of the major systematic errors examined in the above measurements can be
straightforwardly estimated and removed using the embedded catalogs, though astrophysi-
cal effects like dust and photometric calibration must of course be modeled using external
data.
We test this technique using DES Science Verification (SV) imaging, which was de-
scribed in Chapter 2.6. Coadd images in each of the five bands, as well as a detection
image combining the riz filters, were produced from the ∼ 10 single-epoch exposures per
filter.
Our work is complementary to that of Chang et al. [2015], who used generative model-
ing, in combination with outputs from the Blind Cosmology Challenge [Busha et al., 2013]
and the Ultra Fast Image Generator [Bergé et al., 2013], to simulate DES-like data which
were then run through the DES analysis pipeline [Desai et al., 2012; Mohr et al., 2012]. A
fully generative approach does have some advantages over the Monte Carlo sampling of the
images described here. With a generative model, one can explore counterfactual realiza-
tions of the survey. This helps, for instance, in mapping out the interaction between the sur-
vey selection function and the galaxy population (for instance, how the angular clustering
of galaxies interacts with the deblending and sky-subtraction algorithms). By construction,
our embedding strategy considers only the single DES-realization of the survey properties.
However, the generative modeling approach is more sensitive to model mis-specification
errors; it requires models not only for the noise, photometric calibration, star and galaxy
ensemble properties, etc., but also for cosmic rays, bright stellar diffraction spikes, CCD
defects, satellite trails, and other non-physical signatures that are difficult to model accu-
rately. The embedded simulations, by contrast, inherit many of the properties of the image
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that are otherwise difficult to model. To keep the embedded population as realistic as pos-
sible, we draw our simulated stars and galaxies from catalogs made from high-resolution
Hubble Space Telescope imaging.
5.3.3 Angular Clustering in the Dark Energy Survey
Crocce et al. [2015] present a DES benchmark measurement of w(θ), adopting a standard
approach to their clustering analysis by choosing a relatively complete sample (i < 22.5)
and masking potential sources of systematic errors traced by maps of the DES observing
properties measured by Leistedt et al. [2015]. In this analysis, we use our Monte Carlo
simulation framework to correct for the spatially-dependent completeness inhomogeneities,
and then measure clustering signals at magnitudes well below the nominal limiting depth
of i < 22.5 used by Crocce et al. [2015].
The sections are organized as follows. In Chapter 5.4, we present Balrog,6 our soft-
ware pipeline for embedding simulations into astronomical images. In Chapter 5.5, we
describe our empirical procedure for generating a realistic ensemble of simulated sources,
then prototype Balrog by injecting ∼40, 000, 000 simulated objects into 178 deg2 of DES
SV coadd images. We generate a synthetic catalog using the same procedure as is used for
generation of the DES science catalogs. Chapter 5.6 validates that the photometric proper-
ties of the synthetic catalogs are a close match to those of the real DES catalogs for a wide
range of quantities. If these synthetic catalogs really capture the variation in the survey
selection function and measurement biases, it should be possible to use them as randoms to
measure w(θ) accurately even for the faintest galaxies in the survey. We do exactly this in
Chapter 5.7, demonstrating that our clustering measurements for the faintest DES galaxies
(23 < i < 24) show excellent agreement with higher resolution external space-based data,
6 https://github.com/emhuff/Balrog. Balrog is not an acronym. The software was born out of the authors
digging too deeply and too greedily into their data, ergo the name.
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Measurement software
configurations Run measurement software
Simulated objects
truth catalog
Parse simulation
configuration
Object simulation
configuration file
Data: image, weight map,
PSF, zeropoint, gain
Data +
simulations
Run measurement software
Measurement catalog
with simulations
Draw simulated
objects into image
Measurement catalog
without simulations
Figure 5.4: High-level overview of Balrog’s processing. Shape usage follows standard
flowchart notation. White parallelograms are inputs, dark gray parallelograms are outputs,
and light gray rectangles are processes/commands. (The simulation truth catalog is coupled
with the measurement software because by default Balrog runs SExtractor in association
mode, using the simulation positions as the matching list, cf. Chapter 5.4.3.)
which are complete over the selection range. Chapter 5.8 concludes with a discussion of
our results.
5.4 Balrog Implementation
Balrog is a Python-based software package for embedding simulations into astronomical
images; Figure 5.4 shows a diagram of the pipeline’s workflow. Balrog begins with an
observed survey image, then inserts simulated objects with known truth properties into
the image. Source detection and analysis software is run over the image, measuring the
observed properties of the simulated objects. We emphasize that because a real survey
image has been used, Balrog’s output catalog automatically inherits otherwise difficult
to simulate features, such as over-subtraction of the sky background by the measurement
software, proximity effects of nearby objects, unmasked cosmic rays, etc.
The remainder of this section further details how we implement these injection simula-
tions in Balrog. The discussion is organized according to three components of Balrog’s
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functionality, each of which is devoted a section to follow:
1. input survey information, such as reduced images, their PSFs, and flux calibrations
(Chapter 5.4.1);
2. simulation specifications, defining how to generate the simulated object population
(Chapter 5.4.2);
3. measurement software (Chapter 5.4.3).
We have designed Balrog with ease of use and generality in mind, allowing for a wide
range of simulation implementations, and we provide thorough documentation with the
software. Balrog employs software widely used throughout the astronomical community:
internally it calls SExtractor [Bertin & Arnouts, 1996] for source detection and measure-
ment, and the object simulation framework is built on GalSim [Rowe et al., 2014].
5.4.1 Survey Information
The top left of Figure 5.4 lists the survey data required by Balrog. First are the reduced
images and their weight maps – the inverse of the noise variance of the image at background
level. The latter are required for reliable measurements of object properties; Balrog does
not modify the weight maps, but passes them as input arguments to SExtractor. Both the
images and weight maps are expected to conform to the Flexible Image Transport System
(FITS) standard [Greisen & Calabretta, 2002; Hanisch et al., 2001].
All simulated Balrog objects are convolved with a PSF prior to being drawn into the
image. Currently, Balrog requires a PSF model generated by PSFEx [Bertin, 2011] to be
given as the input defining the convolution kernel. These models encode a set of basis
images to represent the spatial-dependence of the PSF, with an adjustable-degree polyno-
mial for interpolation of the basis coefficients across the image. Balrog’s PSF convolution
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calls GalSim’s Convolve method, and the implementation operates in World Coordinates,
where the astrometric solution to use is read from the image’s FITS header. We note that
GalSim’s PSF functionality is not limited to images generated by PSFEx; it accepts a wide
variety of other possibilities as well. We have chosen to implement the PSFEx models in
our initial version of Balrog, because they are used in DES. However, Balrog could be
extended to accept a broader range of PSF model types.
A photometric zeropoint (zp) is required to transform simulated object magnitudes (m)
into image fluxes (F), by applying the usual conversion between the two quantities:
F = 10 (zp − m)/2.5 . (5.6)
Natively, the conversion assumes that all pixels share this same calibration,7 whereby the
images should have standard reductions, such as bias subtraction and flat field division,
applied prior to running Balrog (in order to remove pixel-dependent variations across the
image). By default, Balrog tries to read the zeropoint from the FITS header, but also
accepts command line arguments.
In addition to the noise inherited from the image, Balrog also adds Poisson noise to the
simulated objects’ pixel flux values, where the noise level is set by the image’s effective
electron/ADU gain. This added Poisson noise is only significant when the object flux level
is well above the background variation level. Like the zeropoint, Balrog can read the gain
from the FITS header or accept a command line argument.
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i = 0 i < Nobj obj = 0 j = 0 j < Ncomp
obj.applyShear(g1[i], g2[i])
obj.applyMagnification(µ[i])
obj.Convolve(PSF)
img = obj.draw(WCS)
img.ccdNoise(Gain)
Image += img
i++
Truth catalog
PSF
WCS
Gain
Image
F = power(10, (mz-m[i,j])/2.5)
ob = Sersic(F, n[i,j], re[i,j])
ob.applyShear(b/a[i,j], β[i,j])
obj += ob
j++
Yes
No Yes
Figure 5.5: Balrog’s object simulation schema. This figure is effectively a “zoom in” of
the “Draw simulated objects into image” node of Figure 5.4. The truth catalog is generated
by Balrog based on the user’s configuration setup. White parallelograms are inputs to the
pipeline, dark orange rectangles call GalSim commands, and light orange nodes are Python
code. Diamonds are decision points. There are two loops: index i loops over the number
of simulated objects, Nobj; index j loops over the number of Sérsic components for each
object, Ncomp. The final output is the image in the bottom left of the diagram, after all the
simulated objects have been embedded.
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5.4.2 Simulating Images
The right side of Figure 5.4 depicts image simulation and injection. Balrog simulates
objects as a superposition of arbitrarily many elliptical Sérsic profiles. Users are free to
assign the magnitude, half light radius, Sérsic index, orientation angle and axis ratio of
each Sérsic component. (To be explicitly clear, the Sérsic quantities are pre-convolution
values.) Each object also includes three adjustable quantities that are shared between the
components: a center coordinate, lensing shear, and magnification.
Assigning object properties is accomplished by Python code inside a configuration file
which Balrog parses and executes. We have packaged example configuration files with the
software to demonstrate its usage: for instance, assigning to constants, arrays, or jointly
sampling from a catalog. Users are also able to write any Python function of their own and
use it as a sampling rule, allowing generality and arbitrary complexity to the simulations.
Balrog uses GalSim to perform all the routines necessary to transform a catalog of
truth quantities into images of these simulated objects. GalSim rendering is extensively
validated in Rowe et al. [2014], and demonstrated to be accurate enough for simulation
of weak lensing data in Stage III and IV dark energy surveys, including DES. Beyond
accuracy alone, GalSim is ideal for Balrog because it is highly modular; Balrog’s range
of simulation customizations are built upon this modularity.
Here, we overview the most important simulation steps in Balrog, and refer readers
to the Balrog code repository and GalSim documentation for complete details. Figure 5.5
is a diagram summarizing the process. In the text, our convention is to denote GalSim
methods using typewriter font. First, each Sérsic component is initialized as a circu-
larly symmetric Sersic object, with a given flux, half light radius, and Sérsic index (right
side of Figure 5.5). Next, the components are stretched to their specified axis ratios and
7 With Balrog’s user-defined function API, one can implement non-uniform photometric calibrations across
an image, such as we do in Chapter 5.5.3 with stellar locus regression zeropoint offsets. We refer readers to
the code repository and documentation therein for details.
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rotated to their designated orientation angles using the applyShear method. Once all com-
ponents have been built, they are added together and the given lensing shear and magnifica-
tion are applied to the composite object, calling applyShear and applyMagnification
respectively (left side of Figure 5.5). The Convolve method is called to convolve the object
with the PSF. GalSim’s GSParams argument can be adjusted within the Balrog configu-
ration file, to be passed as an argument to GalSim when determining the target accuracy
of the convolution. GalSim’s draw then creates an image of the simulated object. The
CCDNoise method adds Poisson noise to the object’s image, setting the gain equal to that
of the input image and the read noise to zero. Finally, the noisy object’s image is assigned a
center coordinate within the original input image, and its flux is added to the original image
on a pixel-by-pixel basis.
5.4.3 Measurement Software
The final step in the Balrog pipeline is source detection and measurement. The configu-
ration settings of the measurement software are an important component of this process.
Accordingly, users can pass Balrog any of the configuration files SExtractor accepts as
input and will use them to configure SExtractor runs, automatically making any modifica-
tions to the files necessary for running in the Balrog environment. For convenience, users
can also override SExtractor settings from the Balrog configuration file.
By default, prior to inserting simulated objects, Balrog runs SExtractor in association
mode over the original image. In this mode, we pass SExtractor a list of coordinates
of the objects to be simulated, and real objects whose positions lie within 2 pixels8 of
any of the Balrog positions are extracted into a catalog. This allows users to check for
blending between real and Balrog objects, and if preferred, remove such instances from
8 Two pixels is the SExtractor default, and substantially larger than our typical centroid errors.
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their analyses.
Once the simulated objects are injected into the image, Balrog’s default behavior makes
another SExtractor run in association mode, again extracting only sources whose detected
positions are within 2 pixels of one of the Balrog positions. The resulting catalog is Bal-
rog’s primary output, a table of the simulated objects’ measured properties. By running in
association mode, execution time is saved, skipping measurement of all the sources already
present in the image prior to the simulations. This is most relevant if the user configures
SExtractor to perform measurements that involve fitting a model to the sources, which is
computationally expensive.
We emphasize that Balrog is not doing forced photometry in association mode; we
intend Balrog to be usable for probing detection probability. SExtractor always runs
detection over the full image. Measurement happens later in a separate step. Association
mode matching then decides if a detected object should be measured or not; only detections
with positions near the given association list – here the Balrog simulation positions – are
extracted. Association with the Balrog positions is why the truth catalog enters as input to
the measurement steps in Figure 5.4.
By default, Balrog runs in single-image mode, meaning simulated objects are injected
into a single image, then SExtractor’s detection and measurement are made using that
same image. Balrog can also be configured to run SExtractor in dual-image mode, where
detection and measurement occur in different images (cf. Chapter 3.5). Doing this is
common in surveys; for example, DES builds a multi-band riz coadd for detection, which
increases the depth of detections, and then makes measurements in each of the passbands.
Dual-mode Balrog operates slightly differently than the default single-mode. One uses
a two-call approach in order to self-consistently add the simulated objects to both images.
First one builds a detection image with simulated objects; this is then passed as the detection
image to a subsequent Balrog call which adds the simulated objects to the measurement
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image.
This two-step approach to Balrog’s dual-mode is a code-level choice made by the au-
thors, but a well-motivated one. In the case of a multi-band detection image, adding objects
directly to the detection image is not fundamentally correct. One should add the Balrog
objects to each single-band image individually and then recoadd to build the Balrog de-
tection image; this approach most faithfully reproduces the real data’s processing. For
instance, different bands have different PSFs and this approach convolves each separately,
whereas adding to the detection image directly would apply a single “average” convolution.
Accordingly, we opted to implement dual-mode as described.
5.5 DES + Balrog
Both the validation work in Chapter 5.6 and the clustering measurements presented in
Chapter 5.7 make use of a common sample, consisting of DES data and associated Balrog
simulations. Here, we detail our data products and how they are generated. In Chap-
ter 5.5.1, we explain the input we pass to Balrog to populate the simulation sample. Next,
Chapter 5.5.2 discusses the DES imaging and its processing. Chapter 5.5.3 then specifies
how we configure and run Balrog on this DES data. We describe how we construct our
DES and Balrog catalogs in Chapter 5.5.4, including the cuts we make to the samples.
5.5.1 Input Ensemble
Our strategy for populating simulated object parameters is to sample magnitudes, sizes, and
other Sérsic properties from a catalog whose probability distribution function (PDF) over
the parameter space is reasonably representative of that of the Universe on large scales.
We begin with the COSMOS mock catalog (CMC) compiled by Jouvel et al. [2009], who
used Le Phare [Ilbert et al., 2006] to fit template spectral energy distributions to 30-band
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COSMOS photometry [Ilbert et al., 2009]. The template fits were convolved with the
transmission curves of several instruments, in order to generate synthetic magnitude mea-
surements of the COSMOS galaxies using different cameras. The measurements include
Suprime-Cam’s [Miyazaki et al., 2002] griz filter bands, comparable to DECam’s griz pass
bands, and we adopt the Suprime-Cam magnitudes to sample our simulation population’s
fluxes. At the time of the simulation, the CMC photometry was not available for DECam’s
filters, but this has since changed, and future versions of these synthetic catalogs will use
the DECam filters.
In order to assign realistic morphology to the CMC galaxies, we match them (sim-
ple angular coordinate matching) to the morphology catalog of Mandelbaum et al. [2014],
consisting of single-component elliptical Sérsic fits to deconvolved COSMOS images. The
morphology catalog is not complete, so we perform a nearest-neighbor four-dimensional
reweighting to the matched catalog (using 7 nearest neighbors9), such that the galaxies’ griz
magnitude distributions in the matched catalog reproduce those of the CMC. The reweight-
ing is analogous to reweighting spectroscopic redshift distributions for use in calibrating
photometric redshifts, as presented in e.g. Lima et al. [2008] (and applied to DES data in
Sánchez et al. 2014), and we will use similar methodology again in Chapter 5.7.4. The
catalog of Sérsic fits is for a selection of galaxies only, and we do not reweight the CMC
stars. They are assigned to be point objects with vanishing half light radii. In our Balrog
simulations for this analysis, we did not use the CMC quasars, but we will include them in
subsequent runs.
We make a few quality cuts prior to reweighting the galaxy sample, and for consistency,
apply the same cuts to the stellar sample where relevant. First, we require all three CMC
colors, g− r, r− i, and i− z, to be between -1 and 4. We also reject objects whose half light
9 This number was selected as optimal to best-match the CMC; we note, however, that the results of the
reweighting method are rather insensitive to the number of nearest neighbors.
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radii in the Sérsic catalog are larger than 100′′. Finally, we require i ≤ 25. Beyond this
limit, the morphology catalog is substantially incomplete, and we lack adequate statistics
for the four-dimensional reweighting. After applying these cuts, our (CMC + morphology)
matched catalog contains ∼70, 000 objects, and the final reweighted version of the catalog
given to Balrog totals ∼ 200, 000 objects: ∼ 190, 000 galaxies and ∼ 10, 000 stars. In
Chapter 5.6, we find that this catalog is of adequate size to span the parameter space used
in our analysis, and in future Balrog runs, we will construct the catalog to span an even
larger space.
For the purpose of this work, we populate our Balrog simulations by jointly sampling
brightnesses, half light radii, ellipticities, orientation angles, and Sérsic indexes from our
reweighted CMC + morphology-matched catalog, and simulate objects as single compo-
nent elliptical Sérsic objects with no lensing. The simulated positions are randomly dis-
tributed over the celestial sphere in our footprint, i.e. we are populating randoms which
have no intrinsic clustering. Each object is added at the same location in the g, r, i, and z
DES images, and drawn with the same morphology in each band, inheriting its colors from
the CMC.
5.5.2 DES Imaging
The imaging data we consider were taken during the DES SV period, which was described
in Chapter 2.6. We have run Balrog on 178 deg2 of the SV footprint, in an area north of the
Large Magellanic Cloud (LMC) and within the SPT-E field – the largest contiguous area of
the SV footprint. Figure 5.6 shows a map of the detected DES and Balrog galaxy number
density over our selected area, where we have applied the cuts discussed in Chapter 5.5.4.
The following several paragraphs focus on the processing of the DES imaging from which
these samples are derived.
The single-epoch SV data were reduced by DES Data Management (DESDM), as dis-
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Figure 5.6: Map (declination vs. right ascension) of the density of detected DES (left) and
Balrog galaxies (right) on the SPT-E footprint used in this analysis. While the two maps
are very similar, there is an excess in counts in DES data at declination δ < −58; this is due
to increased stellar contamination caused by the nearby LMC. Our Balrog run has made
no attempt to model anisotropic stellar counts.
cussed in Chapter 3.1. DESDM builds coadds of the single-epoch images with SWarp
[Bertin et al., 2002], in a manner similiar to that described in Chapter 3.4. Each coadd
image, known as a tile, is ∼0.5 deg2 in area. SWarp computes the effective gain noise level
of each tile as well as the combined inverse-variance weight map. PSFEx [Bertin, 2011]
is then run over the coadds to fit the PSF model, using a second-degree polynomial for
interpolation over the tile. Finally, DESDM runs SExtractor in dual-image mode, using a
multi-band riz image for detection, to produce the catalogs of DES objects.
The SV photometric calibration for the coadds was supplemented with stellar-locus
regression (SLR), which uses the near universality of the colors of Milky Way halo stars
as a means to fit for photometric zeropoints [e.g. High et al., 2009]. Our SLR corrections
(Rykoff et al. in prep.) were implemented with a modified version of the big-macs stellar-
locus fitting code [Kelly et al., 2014]. All corrections were made relative to an empirical
reference locus derived from calibrated standard stars observed on a photometric night. We
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recompute coadd zeropoints over the full SV footprint on a HEALPix [Górski et al., 2005]
grid of NSIDE = 256, using bilinear interpolation to correct all objects in the catalog at a
scale of better than ∼14′. We use J band magnitudes from the Two Micron All Sky Survey
(2MASS) stellar catalog [Skrutskie et al., 2006] as an absolute calibration reference, which
yields absolute calibration uniformity of better than 2%, with color uniformity ∼1%. (Note:
the procedure is similar, but not identical to the SLR described in Chapter 4.5.1.)
5.5.3 Running Balrog
The input we give to Balrog is made up of the data products discussed in the previous sec-
tion: the coadded SV images from DESDM, as well as their inverse-variance weight maps,
PSF models, astrometry, photometric zeropoints, and effective gains. We self-consistently
add the same Balrog objects to the g, r, i, and z images, build an riz detection image for
each realization using identical SWarp configuration as DESDM, and then run Balrog over
each band with SExtractor configurations, which again match those of DESDM.
We make use of the SLR offsets introduced in Chapter 5.5.2 in our imaging simula-
tions. We employ Balrog’s user-defined function API to read the SLR zeropoints and
make position-dependent modifications to the simulated fluxes in each image, in addition
the usual single zeropoint used by Balrog. This takes an input truth magnitude and adjusts
it back to the pre-SLR flux scale, i.e. the original calibration for the coadd images.
In each Balrog realization we add only 1, 000 objects to the image (of area ∼0.5 deg2),
in order to keep the Balrog-Balrog blending rate low. We iterate each coadd tile 100 times,
simulating a total of 100,000 objects per DES coadd tile. Combining the results generates
a Balrog output measurement catalog which is approximately the same size as the DES
measurement catalog. The total run time for our Balrog simulations was approximately
30, 000 CPU-hrs, much less than the time needed by DESDM to process the data.
Admittedly, injecting our Balrog objects directly into the coadds instead of self-consistently
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Table 5.1: MODEST_CLASS selection.
Galaxies
(FLAGS_I ≤ 3) AND NOT
( ((CLASS_STAR_I > 0.3) AND (MAG_AUTO_I < 18))
OR ((SPREAD_MODEL_I + 3*SPREADERR_MODEL_I) < 0.003)
OR ((MAG_PSF_I > 30.0) AND (MAG_AUTO_I < 21.0))
)
Stars
(FLAGS_I ≤ 3) AND
( (CLASS_STAR_I > 0.3)
AND (MAG_AUTO_I < 18)
AND (MAG_PSF_I < 30.0)
OR (((SPREAD_MODEL_I + 3*SPREADERR_MODEL_I) < 0.003) AND
((SPREAD_MODEL_I + 3*SPREADERR_MODEL_I) > −0.003)))
)
into each overlapping single-epoch image is less ideal. For example, the coadd PSF is not
as reliable of a model of the data as is simultaneously using the full set of single-epoch
PSFs. However, the single-epoch version of Balrog is roughly ten times more computa-
tionally expensive, and we opt to test the simpler approach first. Using Balrog in other DES
analyses which are more sensitive to the PSF and which directly use single-epoch level in-
formation (such as weak lensing ones) will require running on all the single-epoch images.
In this work, our measurements are focused on galaxy clustering, and we demonstrate that
the coadd approximation is sufficient in this context.
5.5.4 Catalog Selection
To construct the DES sample, we download the SV coadd data from the DESDM database
of SExtractor measurements, returning detections from the same areas where Balrog was
run. We then apply the SLR zeropoint shifts to both the DES and the Balrog catalogs. At
this point, the full Balrog and DES catalogs total ∼16 million detections each.
Next, we apply some quality cuts to both samples. In Chapter 5.7, we undertake galaxy
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clustering measurements, and the quality cuts we make are similar to ones made in the
benchmark DES clustering analysis of Crocce et al. [2015]. We base our cuts on a sub-
set of their selection criteria as means to help achieve a reasonably well-behaved source
population.
First is a simple color selection:10
−1 < MAG_AUTO_G − MAG_AUTO_R < 3
AND − 1 < MAG_AUTO_R − MAG_AUTO_I < 2
AND − 1 < MAG_AUTO_I − MAG_AUTO_Z < 2.
This helps to eliminate objects inside regions which are contaminated in one filter band’s
image, but not the others, such as satellite or airplane trails.
Furthermore, we make a cut based on SExtractor position measurements. Among the
SExtractor detections, there exists a class of objects whose windowed centroid measure-
ments are significantly offset in different filter bands,11 up to over a degree in the worst
cases. This is to be expected for objects with low signal-to-noise ratios, since detection
occurs in riz, while measurement occurs in each band independently, and the centroid
measurement for a dropout in a given band is essentially unconstrained. However, large
positional offsets persist at all signal-to-noise levels, such that about 2% of all objects at
any signal-to-noise have significant offsets. We reject any object with large (> 1′′) offset
between the g- and i-band centroids, which has been detected with > 5σ significance in
g-band.
We also apply the mask used by Crocce et al. [2015]. (Specifically, we use the mask as
it exists prior to introducing redshift dependence.) The details of the mask’s construction
are found in Appendix C; in brief, it is based on five criteria:
10 Crocce et al. [2015] use DETMODEL colors, but we choose to use AUTO colors.
11 We suggest astrometric color as the name for this effect.
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1. coordinate cuts to select SPT-E area north of the LMC,
2. excising regions with the highest density of large positional offset objects discussed
above,
3. removing objects in close proximity to bright stars,
4. selecting regions with 10σ-limiting magnitude of i > 22.5, and
5. requiring detections over a significant fraction of the local area.
The cuts we have mentioned in this section are not strictly necessary for the validation
tests presented in Chapter 5.6 to follow. In fact, Balrog is able to populate objects like
the ones that have been cut into the simulated sample. However, we are most interested
in Balrog’s behavior for objects which will survive into a science analysis. Therefore, we
choose to exclude them from the clustering study presented in Chapter 5.7.
Throughout the remainder of our analysis, we also remove any objects from the Balrog
simulation catalog which have a matched counterpart in the catalog generated by running
SExtractor prior to inserting any simulated objects (cf. Chapter 5.4.3). Doing so removes
approximately 1% of the Balrog catalog. Some of these objects are genuine Balrog ob-
jects, some are DES objects, and others are blends of the two, depending on the relative
brightness of the input Balrog object compared to the DES object found in the image at the
simulation location. This choice does have a small impact (∼1%) on the clustering: includ-
ing the ambiguous matches effectively mixes some real galaxies into the randoms used for
clustering, artificially suppressing the clustering signal; excluding the ambiguous matches
has the opposite effect. We discuss this issue along with other fundamental limitations of
the embedding simulation approach in Chapter 5.7.1.
The final selection mechanism we use is star-galaxy separation. Star-galaxy separation
is accomplished with the MODEST_CLASS classifier, which is explained in e.g. Chang et al.
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[2015], and utilized in additional DES analyses such as Vikram et al. [2015] and Leistedt
et al. [2015].12 The classifier has been tested with DES imaging of COSMOS fields. Ta-
ble 5.1 lists the full MODEST_CLASS selection criteria. It incorporates SExtractor’s default
star-galaxy classifier CLASS_STAR, which is based on a pre-trained neural network, as well
as morphological information about how well the object resembles the PSF; for each ob-
ject, SPREAD_MODEL measures a normalized linear discriminant between the best-fit local
PSF model derived with PSFEx, and a slightly more extended model made from the PSF
convolved with a circular exponential disk [see e.g. Bouy et al., 2013; Desai et al., 2012;
Soumagnac et al., 2015]. SPREADERR_MODEL is the error estimate for the SPREAD_MODEL
measurement.
Including the cut on SPREADERR_MODEL, in addition to SPREAD_MODEL alone, improves
the faint end galaxy completeness. Including the MAG_PSF cut improves the purity at
the bright end. Soumagnac et al. [2015] investigate more sophisticated means of star-
galaxy separation, such as machine learning techniques beyond SExtractor’s pre-trained
CLASS_STAR, and in a subsequent publication (Aleksic´ et al. in prep.), we will present a
neural network approach trained on Balrog data. In Chapter 5.7.5 we demonstrate that
MODEST_CLASS suffices for our current analysis.
After applying all the cuts discussed in this section, the DES and Balrog galaxy cat-
alogs total ∼ 10 million objects each. These are the samples whose number densities we
mapped in Figure 5.6. We use these catalogs as our primary data products in Chapter 5.6
and Chapter 5.7.
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Figure 5.7: Top: Magnitude distributions (PDFs) of DES and Balrog galaxies in four DES
filters. Bottom: Illustration of the difference between DES and Balrog magnitude dis-
tributions is shown in black; errors are estimated from jackknife resampling, as described
in Appendix D. The yellow band shows the sample variance of the DES catalogs, also
jackknife estimated.
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Figure 5.8: Top: An idiosyncratic selection of measured photometric properties. The
logarithmic PDFs for DES and Balrog in each panel have been shifted by an additive
constant. From left to right: reported errors in one of SExtractor’s stellarity measures,
i−band size, z−band size, and i − z color. We expect the filter mismatch described in
Chapter 5.5.1 to drive at least some of the color residuals. Cosmic variance in the COSMOS
field is also present, though we have made no rigorous attempt to estimate its impact here.
Bottom: analogous to Figure 5.7; in black, we show the difference between the DES and
Balrog distributions in the top panel. The yellow band indicates the sample variance of the
DES measurements. All errors are estimated from jackknife resampling. (See Appendix D
for further details.)
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5.6 Balrog Validation
To validate Balrog’s functionality, we analyze the catalogs constructed in Chapter 5.5.4,
testing if the properties of the Balrog objects are representative of the DES data. For our
Balrog runs, we have attempted to build an input catalog which is deeper than our actual
DES data. If this input distribution is indeed an adequately representative sample, and our
DES calibrations (PSF, flux calibration, etc.) are well measured, running the simulations
through Balrog should successfully reproduce measurable properties of the DES catalogs.
The Balrog and DES comparison tests presented in this section are as follows: Chap-
ter 5.6.1 plots one-dimensional distributions of measured SExtractor quantities, Chap-
ter 5.6.2 does similarly for two-dimensional distributions, and Chapter 5.6.3 considers
number density fluctuations. Chapter 5.6.2 and Chapter 5.6.3 include assessments of the
populations’ behavior as a function of observing conditions of the survey. The one- and
two-dimensional distributions offer a general overview of the agreement between Balrog
and DES, and the number density tests validate that the agreement is sufficient to use our
Balrog galaxies as randoms in Chapter 5.7’s clustering measurements.
We also make note of Appendix D, where we explain our jackknifing procedure, used to
estimate errors in this section, as well as in Chapter 5.7. To summarize, we use a k-means
algorithm to separate our data sample into 24 spatial regions of roughly equal cardinality,
then leave one region out in each jackknife realization and calculate the covariance over
the realizations.
5.6.1 One-Dimensional Distributions
We compare the griz magnitude (MAG_AUTO) distributions of galaxies, for both the DES
and the Balrog samples in Figure 5.7. The top row of the figure plots each band’s log10 p,
12 As noted in Appendix E, Crocce et al. [2015] use a new quantity – WAVG_SPREAD_MODEL – for star-galaxy
separation.
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the logarithm of the PDF, and the second row plots the difference in this quantity between
Balrog and DES, i.e. the fractional deviation between the two PDFs. The error bars plotted
are the square root of the diagonal elements of the jackknife covariance matrix, as described
in Appendix D, where we have jackknifed the difference curve, ∆ log10 p. For MAG_AUTO
& 21 – the region of the parameter space occupying the bulk of the galaxies – Balrog
reproduces the DES distribution to better than 5% differences, approaching 1% over some
intervals. The yellow bands in bottom row of Figure 5.7 show the jackknife errors of
the DES PDFs plotted in the top row. In the densest parameter space regions, many of data
points of the differences between Balrog and DES are within the DES variance, particularly
in the i and z-bands. This means that in these regions of magnitude space, Balrog galaxies
are statistically indistinguishable from DES galaxies.
We also make plots analogous to Figure 5.7, using measured quantities other than
single-band magnitudes (Figure 5.8). In each of the top panels, we have shifted log10 p
for both the DES and Balrog curves by an additive constant, so all the panels share a simi-
lar range on the y-axis. We plot distributions in (MAG_AUTO_I - MAG_AUTO_Z) color, i-band
SPREADERR_MODEL, as well as i- and z-band FLUX_RADIUS. FLUX_RADIUS measures the
PSF convolved half light radius. SPREADERR_MODEL is the error in the SPREAD_MODEL
measurement introduced in Chapter 5.5.2. We again find that Balrog reproduces DES to
∼ 5% differences or better in the bulk of the distributions; this result holds across bands
and across different SExtractor quantities. We chose to include SPREADERR_MODEL in
our comparison because it is not obviously straightforward to simulate directly; it is the
error in a measurement unique to SExtractor. Nevertheless, Balrog is able to recover a
distribution similar to DES.
If Balrog were a perfect model of the data, ∆ log10 p would be consistent with zero
everywhere, but in practice, we do not expect to recover this result. Even in the limit of
perfect survey calibrations (PSF, photometric calibration, etc.), one would need a com-
187
Figure 5.9: Stellar magnitude distributions in DES and Balrog, i-band. The Balrog curve
has been normalized by selecting 23 < MAG_AUTO_I < 24 objects, and multiplying by the
detected DES star-to-galaxy number ratio divided by the detected Balrog star-to-galaxy
number ratio (as in Chapter 5.7.5 when estimating DES stellar contamination levels). At
the bright end, the difference is primarily a result of the lack of bright stars (i < 19) in
the CMC catalog (due to saturation in the COSMOS images) used to seed the Balrog
simulations. Furthermore, the stellar density varies substantially across the SV field (see
Figure 5.15), so the COSMOS stellar population is not necessarily representative.
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Figure 5.10: Top left block: These six panels show the sensitivity of the i-band size-
magnitude distributions of DES and Balrog galaxies to survey depth. The color scale
in the upper four panels shows normalized counts. Bottom block: Histograms of of the
depth selection in each column; we split into two samples: the deepest 25% of the area
and the shallowest 25% of the area. Right block: Differences between the left panels.
The bottom panel shows the difference between the above two differences. While these
histograms are noisy, this figure shows that Balrog well captures the effect of depth on the
measured galaxy properties. The systematic differences visible here are mainly due to the
small differences between the DES and CMC catalogs.
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pletely representative input population to recover perfect agreement. We have made the
assumption that single component elliptical Sérsic objects fully describe the galaxy pop-
ulation, but this is not strictly true. Moreover, COSMOS (point) sources begin saturating
for i . 19 [Capak et al., 2007; Leauthaud et al., 2007]. The CMC does not include such
objects, and thus our reweighted catalog is not expected to be entirely complete at bright
magnitudes. Furthermore, COSMOS is a small field (∼2 deg2): with limited statistics and
cosmic variance, it is not necessarily entirely representative of a larger area survey like
DES, especially at brighter and larger size limits; this could be another contributing factor
why Balrog’s brighter and larger galaxies are less representative of DES than its fainter
and smaller ones. Finally, we have also used Subaru filters for our input magnitudes, (be-
cause DECam ones were not available), which will introduce some error when comparing
Balrog and DES distributions.
Figure 5.7 and Figure 5.8 plotted galaxy selections, but our Balrog run also included
stars. Figure 5.9 shows the i-band DES and Balrog stellar distributions. We have nor-
malized the Balrog curve in the top panel in the following way: N in each bin of the
Balrog curve is multiplied by the detected star-to-galaxy number ratio in DES divided by
the detected star-to-galaxy number ratio in Balrog, where we have selected detections from
23 < MAG_AUTO_I < 24. (This is the same way we normalize when estimating the DES
stellar contamination ratio of our faint clustering sample in Chapter 5.7.5.)
There is more variation in the stellar distributions compared to the galaxy distributions,
and this is to be expected. First, we see a large deficit due to the effects of saturation
in the COSMOS imaging at i . 19, as mentioned above. Stars are more compact than
galaxies and thus more heavily affected by saturation. Furthermore, the stellar population
intrinsically fluctuates much more strongly across the sky than the galaxy population, and
the small stellar sample from the COSMOS field need not be entirely representative of
DES as a whole. Indeed, the DES catalog contains more detected stars than the Balrog
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Figure 5.11: Analogous to Figure 5.10, but instead showing the (i-band size-magnitude)
dependence on average seeing in the coadd images. Again, Balrog successfully captures
the dependence of the measured galaxy properties on observing conditions. The systematic
differences visible here are mainly due to the small differences between the DES and CMC
catalogs.
catalog.13For this analysis, we are primarily interested in galaxies and the COSMOS stellar
population suffices; however, in a broader context, we offer it as an example of how one
should be mindful to use Balrog with an input simulation population which is appropriate
for one’s science case.
5.6.2 Two-Dimensional Distributions and Observing Conditions
In addition to validating Balrog’s ability to recover DES’s distributions of measured quan-
tities, we also need to test if Balrog behaves like DES as a function of observing properties
13 ∼35% more, with increased deviation near the LMC.
191
of the survey. Leistedt et al. [2015] have constructed HEALPix maps of several character-
istics of the DES SV observations, including PSF full width at half maximum (FWHM),
10σ limiting magnitude in 2′′ apertures (m2
′′
10σ),
14 airmass, sky brightness, and sky variance
(where the square root of sky variance is called sky σ). Each map computes an average
of a given quantity in the overlapping single-epoch observations for any pixel in the map,
using either an ordinary mean or a weighted mean, where the weights are taken from the
single-epoch inverse variance maps. We use the maps of Leistedt et al. [2015], available at
a resolution of NSIDE = 4096, and compare Balrog’s behavior against DES’s behavior as
a function of the observing conditions.
First, we split our DES and Balrog galaxy samples into two divisions according to
the local 10σ magnitude limit, selecting the top and bottom 25 percentiles. The depth
histograms for these two samples are shown in the bottom row of Figure 5.10, with the
shallower sample in the left column. The first two rows of this leftmost column show nor-
malized Balrog and DES two-dimensional histograms in the i-band size-magnitude plane
for the shallower magnitude limit selection. The top two rows of the middle column show
likewise for the deeper selection. The third row quantifies the fractional difference between
the Balrog and DES rows. Like the one-dimensional examples, in the densest regions of
parameter space Balrog and DES largely agree. Moreover, simultaneous agreement in both
depth samples offers evidence that Balrog traces the distribution’s properties as a function
of magnitude limit. The rightmost column of Figure 5.10 further tests this: the top two rows
in this column plot the Balrog and DES differences of the shallower and deeper distribu-
tions, and the third row plots the fractional difference between the two rows above, i.e. this
panel compares the DES and Balrog magnitude-size derivative with respect to magnitude
limit. Except in regions of sharp change, agreement in well-sampled areas of parameter
14 These measurements are analogous to the MANGLE depths (discussed in Appendix C), without quite as fine
a resolution.
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space is typically ∼ 10% differences, offering additional evidence that Balrog reasonably
tracks the DES changes with observing conditions.
We have made analogous plots to Figure 5.10, splitting on properties other than magni-
tude limit, and find similar results. Figure 5.11 offers another example, dividing the sample
based on PSF FWHM. The figure is largely reminiscent of Figure 5.10.
5.6.3 Number Density and Observing Conditions
To conclude this section, we test Balrog’s ability to recover DES-like number density
fluctuations as a function of the survey properties mapped by Leistedt et al. [2015], i.e. we
investigate if Balrog recovers DES’s window function over the observing conditions. If
this check is successful, it means Balrog galaxies can be used as a set of random points in a
clustering analysis in order to correct for varying detection probability over the footprint. In
Chapter 5.6.1 and Chapter 5.6.2, we demonstrated that Balrog is largely, but not perfectly,
representative of the DES data; assessing whether or not agreement is good enough depends
on one’s science case. Here, we investigate if the agreement is at an adequate level such
that Balrog detection rates are representative of DES detection rates, within the respective
error estimates.
Figure 5.12 plots number density fluctuations in our full DES and Balrog galaxy sam-
ples as a function of i-band survey properties, binning in each survey property over the 2 to
98 percentile range. Alongside these number density plots, we also include the histograms
of the survey observing conditions over the same range. For each number density bin, we
count the number of galaxies in the given pixels, divide by the area covered by those pix-
els, and normalize by the average density over the full sample. We plot both the DES and
Balrog samples, where the points have been slightly offset for visual clarity. The error bars
on each set of points are estimated by 24 jackknife realizations of the curve, as described
in Appendix D. We find that the DES and Balrog results are consistent with each other
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Figure 5.12: Number density fluctuations in the DES and Balrog galaxy samples as a func-
tion of i-band survey properties, binning the survey properties over the 2 to 98 percentile
range. (The DES and Balrog curves have been slightly offset for visual clarity.) For each
number density bin, we count the number of galaxies in the given pixels, divide by the area
covered by those pixels, and normalize by the average density over the full sample. Error
bars are estimated from 24 jackknife resamplings of the curves (cf. Appendix D). Along-
side the number density plots are histograms of the survey observing conditions, again
binned over the 2 to 98 percentile range.
194
within the errors estimates, which demonstrates Balrog’s modeling as adequate to recover
the DES window function over the tested sample. We have repeated this exercise using the
survey properties across other filter bands, finding consistent results.
5.7 Angular Clustering
The final test of the Balrog catalogs described in this document is their use in systematic
error amelioration for an angular clustering measurement. Selecting the Balrog catalog
in the same way as the real catalog produces a sample with a nearly identical window
function as the data’s. The Balrog catalogs have inherited systematic errors in the imaging
and analysis pipelines, but otherwise have no intrinsic clustering themselves. Hence, using
them as randoms in a two-point estimator is a simple and efficient way of removing the
systematic errors while maintaining the real clustering signal. The rest of this section
describes how this is done.
We describe what we believe are the practical and fundamental limitations of embed-
ding simulations for clustering measurements in Chapter 5.7.1. Chapter 5.7.2 discusses
the algorithms we use to make our w(θ) measurements. In Chapter 5.7.3, we select two
magnitude-limited DES samples and perform tests in Chapter 5.7.5 to show that stellar
contamination is unimportant for the measured angular clustering signals. In Chapter 5.7.4,
we select similar populations from the public COSMOS galaxy catalog of Capak et al.
[2007] (∼2 deg2 in area) and match them to our DES samples. Chapter 5.7.6 then demon-
strates that over the measurable range of angular separations, our Balrog-corrected DES
measurements reproduce the much deeper COSMOS measurements, but with substantially
improved accuracy and range, owing to the larger survey volume.
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5.7.1 Caveat Likelihood
Fundamentally, our simulated galaxies are sampling the likelihood function that connects
the measured parameters (αmeas) of stars and galaxies to the underlying true parameters (αt)
of objects in the DES images. In general, the detection probability and measurement biases
for some particular galaxy depend on the rest of the galaxies in the image, even including
objects that may not be detected. Denoting the set of all relevant object parameters by {α},
and expressing the dependence on position on the sky θ explicitly, we can write:
L = p(αmeas | {αt} ,θ). (5.7)
L is meant to incorporate sample selection criteria, so the probability p(θ) of any object
being selected for analysis is the likelihood integrated over the true and observed properties:
p(θ) =
∫
p(αmeas | {αt} ,θ) dαmeasd{αt}. (5.8)
This is also sometimes called the window function, and it is this function that the ran-
dom catalogs used in correlation function estimators (like Equation 5.11) are meant to be
sampling.
The likelihood sampled by the Balrog catalogs is only an approximation of the true
L. In part, this is a result of simplifications made in the simulation. Our input catalog,
for instance, is limited in its realism by the galaxy templates used to generate the synthetic
colors in the COSMOS mock catalogs and by the finite size of the COSMOS field. This
limitation is equivalent to integrating in Equation 5.8 only over the regions ofαt covered by
COSMOS. This issue is one of several described above that can in principle be addressed
with improvements to the simulations.
There are more fundamental limitations to this procedure, however. When a simulated
196
Figure 5.13: COSMOS sample selection. The heat map colored histograms plot normalized
counts. Top left: i-band magnitudes and r − i colors for the full COSMOS catalog after
basic quality cuts. Top right: Distribution of i-band magnitude and r − i colors using truth
catalog properties of Balrog galaxies in our faint sample. Bottom left: (Unnormalized)
weights applied in the i, r − i color plane to COSMOS galaxies in order to match the
DES truth distribution. Bottom right: i-band magnitudes, r − i colors of the reweighted
COSMOS sample.
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galaxy and a real galaxy overlap, it is not always possible to determine whether the result-
ing catalog entry belongs in the Balrog catalog. If the real object is largely unmodified
by the presence of the simulated galaxy, then associating it with the truth properties of the
simulated galaxy results in an incorrect measurement ofL. If the real object is substantially
modified by the presence of the simulated galaxy, the resulting catalog entry could be used
to infer the likelihood function for blends, though we have not built the inference machin-
ery necessary to do so. Finally, if the simulated object’s properties are not substantially
modified by the presence of the real object, then associating the resulting catalog entry to
the simulated object’s truth properties results in a useful measurement ofL at that location.
These ambiguous matches tend to introduce a small amount of real galaxy contamina-
tion into the randoms, and result in a small multiplicative bias to the clustering of roughly
twice the contamination rate. Excluding them excludes some Balrog galaxies in a man-
ner that reverses the sign of the multiplicative bias, with similar amplitude. Ambiguous
matches comprise only ∼ 1% of our Balrog galaxies, resulting in a multiplicative bias that
is smaller than the statistical error on the amplitude of the w(θ) measurement presented
below. For this reason, we do not apply any correction for this effect.
Finally, and most fundamentally, Balrog samples the likelihood under slightly differ-
ent conditions than the real data. If the image contains n real objects, the measurement
likelihood for the nth is
L = p(αn,meas |αt,1,αt,2, ...,αt,n−1,θ), (5.9)
while the likelihood sampled in this image by a single added Balrog galaxy is:
L = p(αn+1,meas |αt,1,αt,2, ...,αt,n−1,αt,n,θ). (5.10)
If the likelihood really is strongly non-local – that is, if the measured properties of each
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galaxy depend strongly on the properties of other nearby objects – then the Balrog cata-
logs will not be sampling the same likelihood as the data, and we should not expect w(θ)
estimates made with them to be correct. All correlation function estimators that use ran-
dom catalogs assume that the window function and the density field are statistically inde-
pendent, however, so a coupling between L and the galaxy density field would also make
Equation 5.11 invalid for any random catalog.
These complications should all be much less severe for catalogs made with the high-
resolution space-based COSMOS imaging. Insofar as this is true, we can regard any mea-
sured difference between the COSMOS angular clustering and that measured with Balrog
as evidence that the simulated catalogs are not sampling the same likelihood function as
the data.
5.7.2 Estimation Algorithms
We adopt the Landy & Szalay [1993] estimator for the correlation function:
w(θ) =
DD − 2DR + RR
RR
, (5.11)
with D labeling the data and R labeling the randoms. The randoms sample the window
function for an intrinsically unclustered sample, and are used to remove any signal induced
by non-uniform detection probability. For our DES data, we will compare estimates of
w(θ) made using Balrog randoms to the same measurements using uniform randoms that
sample the survey geometry only (by applying the same spatial masking to the uniform
randoms as applied to the data). We have not run Balrog on the COSMOS imaging, and
hence all our COSMOS w(θ) measurements use the standard uniform randoms.
We compute Equation 5.11 using TreeCorr [Jarvis, Bernstein & Jain, 2004], a software
package implementing a k-d tree algorithm for efficient calculation of correlation functions
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over large datasets. We adjust the bin_slop parameter, which controls the fraction of
the bin width by which pairs are allowed to miss the correct bin, such that bin_slop ×
bin_size < 0.1, in order to reduce the binning errors made by the algorithm. We run
TreeCorr over each of the 24 k-means jackknife realizations, as explained in Appendix D,
in order to estimate the correlation function’s covariance.
As a cross-check, we have also computed our correlation functions with athena [Schnei-
der et al., 2002], another tree-code which implements its own internal jackknife algorithm
to estimate the covariance, where the data’s area is divided into squares on a grid of N rows
× M columns, leaving out one of the squares in each jackknife iteration. Using either code,
we measure consistent w(θ) signals.
As discussed in Crocce et al. [2015], jackknife resampling is a noisy estimate of the
covariance of w(θ), which is reasonably well-suited for the diagonal elements, but theory-
based errors are better-suited for the off-diagonal terms. Because we attempt no physical
interpretation of our clustering signals, we omit any theoretical modeling, and do not ex-
plore noise estimates beyond jackknife resampling.
5.7.3 DES Sample Selection
We choose two separate DES samples for our clustering measurements: a bright sam-
ple (21 < MAG_AUTO_I < 22), which is a subset of the magnitude selection used in the
DES benchmark clustering analysis of Crocce et al. [2015], and a faint sample (23 <
MAG_AUTO_I < 24), where the DES catalogs are substantially incomplete, and, as we will
see in Chapter 5.7.6, the variation in the observed galaxy density across the sky is domi-
nated by variations in the selection function. We should expect the bright clustering signal
measured with Balrog randoms to easily reproduce the signal measured with uniform ran-
doms (as done in the DES benchmark clustering analysis) and to agree with COSMOS; this
is primarily a sanity check. Our faint selection is a strong test of the methodology – success
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here would indicate accurate measurement of spatial clustering even where, because of the
low signal-to-noise ratio of the sample, anisotropies in the window function strongly affect
the intrinsic clustering signal. Neither sample is identical to the DES benchmark sample;
in Appendix E we offer a brief look at this sample.
5.7.4 COSMOS Sample Selection
We use the public COSMOS multi-wavelength photometry catalog [Capak et al., 2007] to
validate our clustering measurements. First, we make a few basic quality cuts, selecting
objects with:
blend_mask = 0
AND star = 0
AND auto_flag > -1.
At the time of this writing, we did not have an appropriate angular mask for the COSMOS
field. We have used the positions of objects flagged as problematic in the COSMOS pho-
tometric catalog as our mask definition. When constructing our sample, we first exclude
any COSMOS galaxy within 10′′ of an object flagged as bad. Visual inspection shows
good agreement between this set of bad objects and problematic regions in the COSMOS
imaging. Unfortunately, this shortcut makes the small-scale COSMOS clustering difficult
to interpret, so we elect not to use COSMOS measurements of w(θ) for θ < 10′′ in the
analyses. We have increased the 10′′ separation cut, and verified that our results on scales
larger the masking radius are not sensitive to the value chosen.
Small changes in the properties of the selected galaxies can have significant effect on
the amplitude of w(θ), so we take care to ensure that the sample we select from COSMOS
is well-matched to the DES galaxies. Our technique for doing this is a resampling scheme
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based on and motivated by that described in e.g. Lima et al. [2008]; Sánchez et al. [2014],
and analogous to how we reweighted our Sérsic catalog in Chapter 5.5.1.
First, we make the same cuts on the Balrog galaxies as we have for the DES galaxies
(cf. Chapter 5.7.3). For each Balrog galaxy, we also have the truth magnitudes and colors
used to generate the galaxy, which are directly comparable to the magnitudes and colors
from the COSMOS photometric catalog (cf. Chapter 5.5.1). Matching the properties of the
Balrog and COSMOS catalogs in this space should ensure similar samples with compara-
ble clustering. We choose to work in two dimensions: i-band magnitude and r − i color,
selecting i_mag_auto and (r_mag − i_mag)15 from the COSMOS catalog as the comple-
ments to our Balrog truth quantities. The top row of Figure 5.13 presents the COSMOS
measurements alongside our faint Balrog selection for the chosen quantities.
To match the samples, for each COSMOS galaxy we calculate the distance to the 50th-
nearest Balrog galaxy in this color-magnitude space. The number of COSMOS galaxies
inside this distance is proportional to the ratio of the two distributions, and when properly
normalized, equal to the weight required to match them. Normalization is such that the
ensemble of weights sums to unity. We then randomly resample the COSMOS catalog,
using the calculated weights as the selection probability for each object,16 which generates
our DES-matched COSMOS sample.
We repeat this process separately for both the bright sample and the faint sample; Fig-
ure 5.13 presents our results for the faint sample. Using the weights in the bottom left
panel, we resample the COSMOS catalog in the top left panel. After doing so, we recover
the bottom right panel, which is a good match to the top right panel – the faint Balrog
sample. We have confirmed that, after this matching, the g− and z−band magnitude distri-
butions are also strikingly similar to the Balrog truth distributions. We have also matched
15 i_mag_auto quantifies a total magnitude, while r_mag and i_mag are 3′′ aperture measurements.
16 We resample to five times the number of objects with nonzero weights. However, results are insensitive to
this choice; upping the sampling density arbitrarily high is unnecessary.
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Figure 5.14: Map (declination vs. right ascension) of the DES stellar number density
across the SPT-E footprint. An additional parallel has been drawn at δ = −58◦, indicating
the cut we make in our clustering measurements to eliminate the area of highest stellar
contamination.
on quantities other than r − i color and i-band magnitude, as well as varied the number of
nearest neighbors to query, and measured consistent clustering signals.
5.7.5 Stellar Contamination
Stars that are accidentally included in the galaxy clustering analysis can have a significant
impact on the measured clustering [e.g., Maddox, Efstathiou & Sutherland, 1996; Scranton
et al., 2002]. An unclustered stellar population simply dilutes the measured angular cluster-
ing. If the stars themselves cluster nontrivially, the measured signal is a mixture of the true
galaxy and stellar clustering, with mixture coefficients set by the fraction f of the galaxy
sample that has been mis-classified as stars. We refer readers to Appendix D of Crocce
et al. [2015] for a detailed treatment of the subject.
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To estimate the stellar contamination in our DES samples, we use the Balrog simula-
tions. From the Balrog truth catalog, we can infer the fraction of Balrog objects which
were simulated as stars but misclassified as galaxies. However, because the DES and Bal-
rog stellar densities vary (cf. Chapter 5.6.1), we need to renormalize this Balrog contami-
nation rate; we multiply by the detected DES star-to-galaxy number ratio and divide by the
detected Balrog star-to-galaxy number ratio.
In both the bright and faint DES samples, we find f ∼5%. Inspection of the magnitude-
FHWM plane in the COSMOS data indicates that stellar contamination is small (∼ 0.1%
for i < 22), so we omit any corrections due to this contamination in the COSMOS mea-
surements.
As shown in Figure 5.14, the stellar density varies dramatically across the DES survey
area examined in this analysis. The edge of the LMC intrudes at δ < −58, so we have
removed this extreme region from the clustering analysis, and for the following tests we
divide the remainder of the area into three declination-selected strips:
1. δ > −50,
2. −55 < δ < −50,
3. −58 < δ < −55,
in order to test if our clustering signals are robust against stellar population size. The two
northernmost regions are roughly equal in stellar density, while the southernmost’s is about
35% greater.
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Figure 5.15 (following page): Testing stellar contamination. All error bars in the figure are
estimated with jackknife resampling (cf. Appendix D). Top: The bar-only points show
galaxy angular correlation function measurements for our faint (23 < MAG_AUTO_I < 24)
DES sample over different declination ranges: δ > −50 in blue, −55 < δ < −50 in red, and
−58 < δ < −55 in black. (For visual clarity, only every other point has been plotted, and
there is a slight offset between points at the same angular scale. Legend labels denote the
southern edge of the regions.) Stellar density varies between the regions (cf. Figure 5.14),
and a stellar contamination dilution correction has been applied to each curve (cf. Chap-
ter 5.7.5). The contamination fractions for each region are: f−50 = 0.044, f−55 = 0.048,
f−58 = 0.058. The black stars plot the stellar autocorrelation function multiplied by the
square of the galaxy stellar contamination fraction, in the region of highest stellar density
and highest stellar clustering. (To maintain readability, we omit the stellar autocorrelations
over the other two regions, and choose to focus on the most pessimistic case.) If large
enough, the stellar autocorrelation quantity can induce an additive bias to the galaxy clus-
tering measurements, and we note that it is comparably small over the range of scales where
we are able to make a statistically significant measurement. Bottom: Differences between
the stellar contamination dilution corrected galaxy autocorrelation function measurements
in the top panel. There is no significant difference between the resulting measurements,
suggesting that stellar contamination is not a significant source of systematic bias for this
measurement.
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Figure 5.15 (caption above)
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We measure the stellar autocorrelation wss in each of the declination-selected samples.
The expected spurious clustering from stellar contamination is proportional to this signal,
but suppressed by the square of the contamination fraction [Crocce et al., 2015; Myers
et al., 2006]. We find that f 2wss is well below errors in the angular correlation function
for both the bright and faint samples; the faint measurements, which have larger stellar
clustering, as well as slightly higher stellar contamination, are shown in Figure 5.15.17 (For
visual clarity, Figure 5.15 only plots f 2wss in the southernmost region, the most pessimistic
case). To account for dilution from stellar contamination, we apply a (1 + f )2 correction
[Crocce et al., 2015; Myers et al., 2006] to the galaxy autocorrelation functions. We show
in the bottom of Figure 5.15 that after applying the correction, the differences between the
galaxy signals for the three regions are small compared to the autocorrelation errors, further
indicating that stellar contamination is not a significant source of systematic bias.
5.7.6 Clustering Measurements
We now present our w(θ) measurements. Angular clustering measurements for flux-limited
samples generally see power-law behavior at small angular separations, steepening above
degree scales [e.g. Maddox, Efstathiou & Sutherland, 1996; McCracken et al., 2007; Scran-
ton et al., 2002]. We expect that significant residual additive systematic errors should pro-
duce a deviation from a constant power-law behavior below degree scales, while residual
multiplicative biases should produce a corresponding multiplicative offset between the DES
and COSMOS measurements.
17 MODEST_CLASS stellar selection is not entirely pure at 23 < MAG_AUTO_I < 24, so a portion of the plotted
stellar signal is actually from galaxies. We have also selected brighter magnitude ranges where the stellar
selection is pure and found f 2wss to be smaller than what is shown in Figure 5.15; i.e. we have plotted the
most pessimistic signal. At any rate, even if our plotted f 2wss were more than a factor of 2 underestimated,
it would still be below the level of errors in the galaxy-galaxy autocorrelation functions.
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Figure 5.16 (following page): Angular clustering results. Black and red points show w(θ)
measurements for DES, with uniform and Balrog randoms, respectively. (Points at the
same separation have been slightly offset for visual clarity.) The yellow band measures the
1σ confidence interval on w(θ) in a matched COSMOS sample (cf. Chapter 5.7.4). The
gray dashed lines are COSMOS measurements from McCracken et al. [2007], which we
note are not matched to the DES sample, but which could be measured to a smaller scale
than our DES-matched COSMOS measurements. (See Chapter 5.7.4 and Chapter 5.7.6 for
more details). All errors are estimated with jackknife resampling, (see Appendix D). Insets
show the distribution of true Balrog (light blue) and observed DES (blue) magnitudes,
with selection regions highlighted. In both panels, we have multiplied the signal by its
approximate power-law slope. Top: Clustering of the bright, fairly complete sample. As
expected, variations in the DES window function, as measured by the Balrog randoms,
do not appear significant for the clustering above 15′′ (0.004◦). Bottom: Clustering of the
faint sample, which is near or at the magnitude limit of the survey, and ∼ 35% incomplete
on average. It is strongly impacted by systematic effects due to the spatial variations of
DES survey properties. We include the measurement using uniform randoms purely as
an estimate of the of the importance of systematic errors, The Balrog randoms appear to
capture essentially all of the extra power, suppressing it by roughly two orders of magnitude
(see Chapter 5.7.6 for further explanation). Note the excellent agreement with the matched
COSMOS measurements. Like McCracken et al. [2007], Balrog suggests little deviation
from a power-law down to small scales.
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Figure 5.16 (caption above)
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Figure 5.17: MCMC power-law fits for the w(θ) measurements shown in Figure 5.16. Con-
tours are the 68% and 95% intervals. The DES measurements (red) use Balrog randoms,
and the COSOMS measurements (yellow) are for the sample matched to DES. The text
displays the best-fit marginalized parameter values. Left: bright sample. Right: faint
sample.
Our bright sample galaxies are a subset of the DES benchmark sample, which has been
extensively studied in a separate analysis [Crocce et al., 2015]. The limiting magnitude
of the benchmark sample (i < 22.5) was made, in the conservative tradition of large-scale
structure measurements, in order to produce a clean sample with relatively uniform selec-
tion; as shown in Figure 5.16, this selection indeed produces a reliable clustering signal at
large scales.
The top panel of Figure 5.16 shows measurements of the angular clustering for our
bright (21 < i < 22) sample. We plot w(θ) estimated using Balrog randoms in red, and that
estimated using the uniform randoms in black. An overall correction to the amplitude of
both these DES curves has been applied in order to correct for the effects of stellar dilution
(cf. Chapter 5.7.5). The shaded region shows the 1σ confidence interval (inferred from
jackknife resampling, cf. Appendix D) from the matched COSMOS photometric sample.
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These three estimates are statistically consistent with one another within the range
probed by our COSMOS clustering measurement. Any excess systematic power traced by
the Balrog catalogs here is evidently not significant for the measurements above θ & 15′′
(0.004◦). Below this scale, the uniform and Balrog curves diverge; the measurements made
using the Balrog sample continue the power-law behavior down to ∼ 7′′, where blending
effects start to become significant. We have not attempted to diagnose this behavior in de-
tail. However, we remark that COSMOS measurements made by McCracken et al. [2007]
for a similar, but not identical sample, also suggest little deviation from a power-law down
to these scales; we include their measurements with our results in Figure 5.16. They se-
lect the same range of i-band magnitudes, but we note that the sample is not reweighted to
match the DES one (cf. Chapter 5.7.4), and thus need not exhibit an identical signal. There-
fore, the McCracken et al. [2007] results offer strong evidence, but not definitive proof, to
validate the small-scale power-law-like Balrog results.
Our faint sample (23 < i < 24) is close to the formal limiting magnitude for the survey.
As is evident from Figure 5.7, DES is substantially incomplete in this regime, and this is
where we should expect the spatial variation in survey properties to matter the most. We
include the clustering signal measured using uniform randoms purely as an estimate of the
of the importance of systematic errors for this faint sample.
The bottom panel of Figure 5.16 presents our angular clustering results for this faint se-
lection. Balrog and the faint-sample matched COSMOS results are in excellent agreement,
and the former continues its power-law behavior down to almost 4′′ (0.001◦). Subject to the
same caveats discussed above, we again plot a COSMOS measurement from McCracken
et al. [2007], using an unmatched sample over the same magnitude range, noting similar
power-law behavior down to small scales.
The amplitude of the signal in the faint clustering measurement closely follows our
COSMOS signal. We note that the systematic error has a substantially different shape than
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the galaxy autocorrelation, and so where it is significant, it should produce a deviation from
the power-law behavior. This suggests that the residual additive systematic error in the faint
sample Balrog measurement is small compared to the latter’s jackknife errors. At 0.5◦, the
Balrog clustering errors are ∼ 0.0005, and so the spurious clustering has been suppressed
by about two orders of magnitude from its value (∼ 0.01 at the peak of the gray curve in
Figure 5.16).
Figure 5.17 plots the results when we fit power-laws to our w(θ) measurements:
w(θ) = Aθα. (5.12)
The darker contours show the 68% confidence intervals on the amplitude (A) and the power-
law index (α), while the lighter contours show the 95% confidence intervals for these quan-
tities. We also indicate the best-fit (marginalized) parameter values in the figure. The
COSMOS results are those of the DES-matched sample, and the DES results are calculated
using the Balrog randoms. The fits are made using emcee [Foreman-Mackey et al., 2013],
an affine-invariant Markov chain Monte Carlo (MCMC) sampler. We find the off-diagonal
components of the jackknife covariance estimates to be unstable in the fits (cf. Chap-
ter 5.7.2; Crocce et al. 2015), so we have restricted the χ2 likelihood sampling to diagonal
elements only. The fits extend over the range of angular scales probed by the COSMOS
measurements (0.004◦ < θ < 0.2◦).
In both the bright and faint samples, the DES results fall inside the 1σ COSMOS con-
tours. Owing to the much increased survey area, the DES measurements shrink the uncer-
tainty contours considerably, by about a factor of 5 or more in both α and A. When we fix
the power-law index to the best-fit DES value, and fit for the scaling amplitude between the
two samples, we find this amplitude to be 1.04± 0.11 in the bright sample, and 1.00± 0.09
in the faint sample.
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5.8 Discussion
We have developed a Monte Carlo injection simulation software package designed to al-
low accurate inference of galaxy ensemble properties where the catalogs are likely to be
highly biased and incomplete. Our simulations are computationally tractable, requiring ap-
proximately 3 CPU seconds per simulated galaxy, and the resulting catalogs have the same
pattern of systematic variation with image quality as the real data.
We demonstrate that the use of these simulated catalogs as randoms in a clustering
measurement is an effective and operationally simple way to suppress systematic errors in
the angular clustering signal. We use Balrog catalogs generated with DES data to repro-
duce the known angular clustering of faint galaxies previously measured with high quality
space-based imaging data. We show that this measurement agrees with the COSMOS mea-
surement, even for galaxies for which DES is substantially incomplete.
Figure 5.18 plots the area coverage of our DES sample as function of depth. In the
conservative approach, clustering analyses often select only galaxies brighter than the mag-
nitude limit. We have included galaxies as faint as MAG_AUTO_I = 24, for which there is
no area in our sample reaching this depth.
This procedure extends the reach of clustering measurements in ground-based surveys
like DES to much deeper samples, enabling statistical science for rare, faint, and high-
redshift objects near the survey limit, fully exploiting the great data volume of the surveys.
This is the first time, as far as we are aware, that accurate angular clustering measurements
have been made with a substantially incomplete sample.
The data represented here are a small fraction of the final DES data volume. In future
work, we will generate Balrog catalogs covering all the imaging data. Several simple im-
provements over the analysis presented here are planned, including folding in photometric
redshifts into the measurements (see Bonnett et al. 2015; Sánchez et al. 2014 as references
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Figure 5.18: Area as a function of (10σ i-band) depth for our DES clustering samples.
Traditionally clustering analyses select magnitudes ≤ to the depth. We have included
MAG_AUTO_I < 24 galaxies, beyond the limiting magnitude of any or our area.
describing photometric redshift estimation for DES); using an input catalog with galaxy
colors matched to the DECam filters; embedding the simulations into the full stack of
single-epoch images instead of directly into the coadds; and adopting input catalogs span-
ning a larger range of galaxy properties, in order to avoid the intrinsic sample variance of
catalogs drawn from the small COSMOS field.
We anticipate that injection simulations similar to Balrog will be useful for a wide
variety of measurements beyond clustering. Accurate models of biases and completeness
can, we hope, let modern surveys take full advantage of all the available data.
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Chapter 6:
Conclusion
I measured the skies, now the shadows I measure
Skybound was the mind, earthbound the body rests.
– Johannes Kepler
We have now reached the final chapter of the dissertation. The document is long enough
already, so this chapter will be kept brief. It summarizes the work which has contributed to
the dissertation and offers a few thoughts about related future work. Notably, I have made
contributions which span across more or less the full range of the data’s flow throughout
DES: from enabling the data to be collected, to reducing the data, to analyzing it for science
measurements.
DECam is a sophisticated instrument, and my graduate career began writing applica-
tions for SISPI, DECam’s control and readout system. Since, the camera has been suc-
cessfully installed at the telescope, and been demonstrated to deliver high-quality imaging.
I was part of the Science Verification team who worked with the early data and helped
improve its quality moving forward.
DES data has been used by my collaborators and I in the two papers highlighted by this
document. The first was an analysis of four galaxy clusters, where we used weak lensing
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to measure cluster masses consistent with previous measurements, thereby demonstrating
DECam’s capabilities for weak lensing. Furthermore, we put DECam’s large field-of-view
to use, in a photometric study of filamentary-like structure in the fields. Throughout our
work with the data, we needed to process it carefully, and were involved with improving
the steps implemented in the full DES reduction pipeline.
The second featured paper presented Balrog, a software package for embedding simu-
lations into real survey imaging, which allows one to measure and then remove systematic
biases from challenging analyses [Suchyta et al., 2015]. We used the methodology devel-
oped in the paper to measure angular clustering for the faintest galaxies in the DES data,
which would not have been otherwise-possible. The results agree with higher resolution
space-based measurements, with much-reduced uncertainty.
The Balrog paper mentioned that similar methodology promises to be useful in other
contexts, and I plan to explore some of these in future endeavors. We have begun work
which uses Balrog to measure then invert the survey likelihood function using general
formalism; this would allow one to recover the unbiased truth distributions of the parameter
ensembles, instead of working in the observed-space that everyone has used to date. One
could then construct estimators of unbiased quantities. Like clustering magnification is
another application where systematic effects can be much larger than signal itself. The
Balrog team’s goal is to measure the first-ever cosmic magnification signal, the other half
of the lensing signal [Huff & Graves, 2014], which is yet unexploited.
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Appendix A:
PSF Flux Dependence
The most important test for the PSF model is whether it can reproduce the sizes and ellip-
ticities of observed stars in the field. When using the full range of stellar fluxes to inform
the PSF model, we unfortunately register that the PSF width s is overestimated for the
majority of all stars (see left panel of Figure A.1). This is a direct consequence of the flux-
dependent charge registration in the DECam CCDs, for which we currently do not yet have
a chip-level correction. There is furthermore a broadening of the stellar ellipticity residuals,
foremost in the 1 direction, the cause of which is not fully understood.
Irrespective of the actual mechanism at work, we can effectively reduce the impact
of the flux dependency by excluding the brightest stars when computing the PSF model.
We found that rejecting the brightest 3 magnitudes below saturation level, corresponding
roughly to MAG_AUTO ∈ [15, 18], allows for very accurate PSF models as determined by
the diagnostics in Equation 4.34 and exemplified in Figure 4.6, where we used the fainter
star selection for the same field as in Figure A.1. While there will be a slight misestimate
of the effective PSF a galaxy at our faintest magnitudes of i ' 24.5 would encounter, the
change in flux and therefore in size compared to our fainter star selection is too small to be
detectable by the diagnostics employed in this paper. As a practical consequence, we need
to work with coadded images where the fainter stars can reliably be discriminated from
galaxies.
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Figure A.1: Fractional size and ellipticity residuals of the PSFEx model shown in Figure 4.6
but for a set of stars with MAG_AUTO ∈ [15, 21.5]. The brighter stars in this selection lead
the PSF model to adopt larger sizes and a preferred 1-direction, which is not shared by the
bulk of the (fainter) stars.
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Appendix B:
Tolerances for PSF Model Diagnostics
In this section we seek to propagate failures of the PSF modeling approach in capturing
both sizes and ellipticities of the actual PSF (and its spatial variation) into the the shear
catalogs, thereby establishing limits on the required accuracy of the PSF models. We start
with Eq. 13 from Paulin-Henriksson et al. [2008],
∆sys ' (gal − ?)∆(s
2)
s2gal
−
( s?
sgal
)2
∆, (B.1)
which estimates the systematic error in the shape of a deconvolved galaxy from the uncer-
tainties in size and ellipticity of the PSF model, ∆(s2) and ∆.1 Forming the correlation
function yields
〈∆∗sys∆sys〉 =
[
σ2 + 〈∗??〉
]〈(∆s2
s2gal
)2〉
+
〈( s?
sgal
)4〉〈∆∗∆〉
+
〈∆s2s2?
s4gal
(
∗?∆ + ∆
∗?
)〉
.
(B.2)
Now we will have to make several assumptions to relate the terms arising here to the PSF
model diagnostics defined in Equation 4.32 and Equation 4.33. First, to pull out a common
1 While the derivation strictly applies to moment-based measures only, and we seek to use it in a model-fitting
context, the results depend weakly on the method used for shear estimation, provided the method yields an
shape estimate that transforms as an ellipticity under an applied shear.
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size-ratio for the first two terms, we need to assume that the size residuals do not correlate
with stellar size:
〈∆∗sys∆sys〉 =
〈( s?
sgal
)4〉 [[
σ2 + 〈∗??〉
]
ρ3 + ρ1
]
+
〈∆s2s2?
s4gal
(
∗?∆ + ∆
∗?
)〉
.
(B.3)
If we furthermore assume that ∆ and ? as well as ∆s2 and ∆ are uncorrelated, we can
simplify the last term to 〈∆s2s2?
s4gal
〉
〈∗?∆ + ∆∗?〉, (B.4)
which allows us to identify it with ρ2:
〈∆∗sys∆sys〉 =
〈( s?
sgal
)4〉 [[
σ2 + 〈∗??〉
]
ρ3 + ρ1 +
〈∆s2
s2?
〉
ρ2
]
. (B.5)
We note that these additional assumptions are clearly problematic as one could easily imag-
ine that residuals increase when the quantity that is modeled increases. For instance, both
sizes and ellipticities tend to rapidly rise towards the field edges, where only a small number
of stars can constrain the PSF model, a situation that should result in larger and correlated
residuals for size and ellipticity.
Ideally, one would assess PSF model errors directly from Equation B.2, which considers
all possible correlation between sizes and ellipticities (and their errors). We leave this to
a forthcoming investigation and want to highlight another immediate consequence of our
derivation. If we accept the limitations laid out above resulting in Equation B.5, we see
that for ρ3 a prefactor of order 10−2 and for ρ2 of order 10−3 (for a reasonably well-fit
PSF model) reduces their relative impact on the total shape error. In other words, if all
diagnostic correlation functions were equal, ρ1 is most demanding, followed by ρ3 and
then ρ2. In practice, we find relatively larger size than ellipticity residuals, rendering ρ3 a
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useful and, in the case of the flux-dependent PSF, even decisive diagnostic. On the other
hand, due to its very small pre-factor, ρ2 appears not to carry substantial information to
assess the PSF model quality. We will therefore refrain from enforcing limits on ρ2 and
will assess the PSF models with ρ1 and ρ3 only.
The LHS of Equation B.5 differs from the shear estimate only by the shear responsivity
Pγ, which allows us to compare the total systematic budget with the statistical limit from
the intrinsic shape scatter of the galaxies. For the two-point function, the number of galaxy
pairs in a distance bin around r is given by ngalpi(R2max − R2min), with Rmin/max denoting the
minimum and maximum radius of that bin. Assuming a Gaussian form of the intrinsic
shape scatter with variance σ2 , we get
P−2γ 〈∆∗sys∆sys〉 <
σ2
ngalpi(R2max − R2min)
. (B.6)
We still need an estimate for the pre-seeing size of galaxies sgal in our shape catalogs. For
Gaussian-shaped galaxies and stars, one can directly relate the measurement of FWHM_RATIO
from im3shape to the ratio of the moment-based size definition s we have adopted in this
paper:
s2gal
s2?
= FWHM_RATIO2 − 1. (B.7)
Together with the shear responsivity yields
T = Pγ
s2gal
s2?
= Pγ(FWHM_RATIO2 − 1). (B.8)
Finally, requiring that no diagnostic function alone crosses the limit set by Equation B.6,
we get the set of tolerances in Equation 4.34.
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Appendix C:
Masking
We apply the mask of Crocce et al. [2015] to our data. This mask is made in a five-step
process.
1. Coordinate cuts are made to select area in the SV SPT-E region (cf. Chapter 5.5.2).
The relevant cut for the area over which we have run Balrog is δ > −60. This avoids
areas of high stellar density from the LMC.
2. As mentioned in Chapter 5.5.4, SExtractor detections include a population with
large offsets between windowed centroid measurements in different bands. The SV
footprint was pixelized at HEALPix resolution NSIDE = 4096, masking the 4% of
the pixels with the highest density of objects with:
MAG_AUTO_G/MAGERR_AUTO_G > 5 AND
‖ (ALPHAWIN_J2000_G, DELTAWIN_J2000_G)
− (ALPHAWIN_J2000_I, DELTAWIN_J2000_I) ‖ > 1′′
About 25% of the large outlier population is within these regions.
3. The mask eliminates areas in close proximity to bright stars from the 2MASS catalog
[Skrutskie et al., 2006]. A circular exclusion region is drawn around each 2MASS
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star with radius (−10 MJ + 150)′′, where MJ is the J-band magnitude, setting a max-
imum radius of 120′′ and eliminating all circles with radius < 30′′. The footprint
is pixelized at NSIDE = 4096 resolution, and HEALPixels whose centers fall within
10′′ of any exclusion zone are flagged as bad in the mask.
4. The mask selects regions with 10σ limiting depth of MAG_AUTO_I > 22.5, where the
depths are calculated according to procedure presented in Rykoff et al. (in prep.).
Briefly, the SExtractor MAGERR_AUTO vs. MAG_AUTO distribution is fit in pixels of
HEALPix resolution NSIDE = 1024 to determine the depth on a coarse scale. The
random forest algorithm implemented in sklearn1 is used to find coefficients on this
pixelation scale which fit the depth as a function of:
(a) the MANGLE [Swanson et al., 2008] 10σ limiting magnitude measurements in 2′′
apertures available from DESDM,
(b) maps of the survey observing properties (e.g. airmass, PSF size, etc.) compiled
by Leistedt et al. [2015] (see also Chapter 5.6.2).
These products are generated at a finer resolution than the MAGERR_AUTO vs. MAG_AUTO
curve can be fit: the maps of Leistedt et al. [2015] at NSIDE = 4096, and MANGLE to
arbitrary resolution, meaning the survey depth can then be mapped more finely using
the coefficients of these quantities.
5. The mask selects regions where at least 80% of the area includes detections. Each
region is defined on a HEALPix grid of NSIDE = 4096, checking for detections
within each of the 64 subpixels of an NSIDE = 32768 pixelized MANGLE mask.
1 http://scikit-learn.org
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Appendix D:
Jackknife Errors
Several instances of the work in this paper make use of jackknife error estimates. We
generate jackknife regions for our data’s footprint using a k-means algorithm,1 a method
to partition n data points into k-clusters, assigning each data point into the cluster with
the nearest mean; here, the region closest in angular distance. The set of clusters, S =
{S 1, S 2, ..., S k}, with centers µ = {µ1, µ2, ..., µk}, is generated by minimizing the within-
cluster sum of distance squares:
arg min
S
k∑
i=1
∑
x∈S i
‖x − µi‖2. (D.1)
Each datum is associated to the region whose center is nearest on the celestial sphere, where
a cluster’s set of associated points has been labeled as x. For approximately uniform data,
k-means produces cluster sets roughly equal in number of associated points. Figure D.1
shows k-means classification for our DES galaxies, after applying the cuts described in
Chapter 5.5.4; galaxies are colored according to which cluster they were assigned.
After generating k-means jackknife regions, we proceed in the usual way to estimate
jackknife errors. One S n and its associated x is left out in each realization, and we find the
1 https://github.com/esheldon/kmeans_radec/
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Figure D.1: k-means jackknife regions. Each point is a DES galaxy, colored according
to which of the 24 k-means clusters it is assigned membership. The algorithm divides the
footprint into regions with roughly uniform cardinality.
covariance of the vector of interest over the realizations:
Ci j =
(N − 1)
N
N∑
n=1
[
fn(xi) − f (xi)
][
fn(x j) − f (x j)
]
, (D.2)
where f is the measurement over the full area, without removing any of the sample, and fn
is the realization with S n removed. N is the number of jackknife regions; we use N = 24
throughout this work.
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Appendix E:
Benchmark Comparison
Some of the ongoing and planned clustering analyses of DES data make use of the bench-
mark sample, which is described in full in Crocce et al. [2015]. This sample uses the mask
described in Appendix C. Galaxies are selected with a magnitude cut 18 < MAG_AUTO_I <
22.5. Star-galaxy separation is performed using a new quantity, termed WAVG_SPREAD_MODEL,
which is a weighted average of the SExtractor SPREAD_MODEL quantity estimated from
stars in the single-epoch DES images. Crocce et al. [2015] measures the angular clustering
of this sample, recovering results that are in general agreement with prior measurements.
We present here an additional, approximate validation of the DES benchmark results.
Without Balrog galaxies embedded in single-epoch images, we cannot perfectly capture
the effects of the star-galaxy separation used in selecting the benchmark sample. However,
we measure and adjust for the stellar contamination as in Chapter 5.7.5, thus we do not
expect any substantial difference in the resulting measurement.
A comparison between the clustering signals of our benchmark-like sample, measured
with uniform and with Balrog randoms, is shown in Figure E.1. The results are quantita-
tively similar to those shown in Figure 5.16. There is no significant correction introduced
by Balrog above 0.01◦, suggesting that the benchmark sample is unaffected by significant
measurement biases at moderate and large scales. This is consistent with the independent
measurements from Crocce et al. [2015].
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Figure E.1: Angular clustering measurements using a sample similar to that of Crocce et al.
[2015], with Balrog (red points) and uniform randoms (black points). The figure is similar
to Figure 5.16. Selection cuts are discussed in Chapter 5.5.4 and Appendix C. Shown in the
inset, a magnitude cut of 18 < MAG_AUTO_I < 22.5 has been applied; blue is the observed
magnitude distribution and light blue is the truth magnitude distribution from Balrog. The
correlation functions have been scaled by the approximate power-law slope. The results
suggest that the measurements made in Crocce et al. [2015] are unaffected by significant
sources of systematic bias at scales θ > 0.01◦.
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