We study a nonlinear elliptic equation with a harmonic potential
which is related to standing waves for a nonlinear Schrödinger equation. The existence of positive solution for (E) in some energy space can be shown by the standard variational method under n \ 1, l > −n and 1 < p < (n+2)/(n − 2) + . However, the uniqueness is a delicate problem. In this paper, noting that all positive solutions of (E) in the energy space are radially symmetric about the origin, we study the structure of positive radial solutions to (E) and show the uniqueness of positive solution with finite energy when n \ 3. © 2002 Elsevier Science
INTRODUCTION AND MAIN RESULTS
In this paper we consider positive solutions of the following nonlinear elliptic equation with a harmonic potential term |x| 2 u − Du+(l+|x|
where l ¥ R and p > 1. This problem arises in the study of standing wave solutions
k(t, x)=exp(ilt) u(x)
for the nonlinear Schrödinger equation with a harmonic potential 2) which is a model equation to describe the Bose-Einstein condensate with attractive interparticle interactions under a magnetic trap (see, e.g., [16] ). We see that k(t, x)=exp(ilt) u(x) is a solution of (1.2) if u(x) satisfies (1.1). Since (1.2) has two conserved quantities, the energy and the particle number it is natural to study the solutions of (1.1) and (1.2) in the energy space if n \ 1, l > −n and 1 < p < (n+2)/(n − 2) + (see [5] for details). Here, we note that the condition l > −n appears naturally to show the existence of solutions for (1.3), because the first eigenvalue of − D+|x| 2 on S is equal to n and the corresponding eigenfunctions are C exp( − |x| 2 /2) . Recently, the stability of standing waves for (1.2) has been studied by [5, 21] . For studying the stability of standing waves, it is important and fundamental to investigate the structure of solutions to (1.3) (see, e.g., [2, 3, 6, 13, 14, 17] ). In this paper, we show the uniqueness of solution for (1.3) when n \ 3 (see Theorem 1.2 below). For related uniqueness results, we refer the reader to [9, 10, 18] and the references cited therein.
E(k) :=F
By a bootstrap argument using the fact that
if n \ 1 and 1 < q < . (see, e.g., [12, Theorem 2.5] ), it is shown in a similar way as in [2, Theorem 8.1.1] that all solutions of (1.3) belong to C 2 (R n ) and satisfy lim |x| Q . u(x)=0 (see [5] for details). Moreover, by [11, Theorem 2] , we see that all solutions of (1.3) are radially symmetric about the origin. Therefore, the problem for solutions of (1.3) is reduced to that for radial solutions of (1.3). Since we are interested in radial solutions (u=u(r) with r=|x|) of (1.3), we study the initial value problem 4) where the prime denotes the differentiation with respect to r. In (1.4), n needs not to be restricted to integers, and we will treat n as a real number in (1.4). In Section 2, it will be shown that (1.4) has a unique global solu-
, which is denoted by u(r; a). We classify u(r; a) as follows:
Moreover, we define
Then our main result is the following.
(1 In order to prove Theorem 1.1, we apply the classification theorem by Yanagida and Yotsutani [20] . Let j(r) be a solution of
For a solution u(r) of (1.4), if we put
then we see that v(r) satisfies [20] , which is stated as follows. Let g(r) and K(r) satisfy˛g
where
Moreover, define 12) and
Theorem A (Yanagida and Yotsutani [20] ). Assume that g(r) and K(r) satisfy the conditions (g) and (K). Let v(r; a) be a solution of
where v + :=max {v, 0}, and suppose that G(r) -0 on (0, .).
then there exists a unique positive number a 0 such that the structure of solutions to (1.13) is as follows.
(ii) Although the proof of Theorem A has not been given in [20] , Theorem A can be proved in a similar way to the classification theorem in [19] for the structure of positive radial solutions to
For details of the proof, see [8] .
In Section 3, we will show that g(r) and K(r) given by (1.10) satisfy the assumptions (g) and (K), and prove the following proposition. By the above proposition, we see that u(r; a) is an entirely positive solution for a ¥ (0, a 0 ] and a crossing solution for a ¥ (a 0 , .). Moreover, for the asymptotic behaviour of entirely positive solutions, we will prove the following proposition in Section 5. 
Theorem 1.1 follows from Theorem A and Propositions 1.1 and 1.2.
PRELIMINARIES
In this section, we prepare some results to prove Propositions 1.1 and 1.2. First, we show the following proposition.
Proof. The uniqueness and local existence of solution to (1.4) is proved in a standard way. To prove the global existence of the solution u(r), we introduce the function
Suppose that u(r) blows up at some r=R ¥ (0, .), i.e., |u(r)| Q . or |uOE(r)| Q . as r Q R. Then E(r) Q +. as r Q R in view of the form. However, this is a contradiction, because we have
Next, we study the properties of solutions to the initial value problem (1.7). It is shown that there exists a unique solution j(r) ¥ C 2 ([0, .)) of (1.7) by a standard way. Moreover, we obtain the following proposition, which plays an important role in what follows. (iii) From (1.7), we have
For any k ¥ R, integrating by parts, we have
It follows from (2.1) and (2.2) that
Here, we remark that sup r \ 1 |rjOE(r)/j(r)| < . in view of (ii). Moreover, from Lemma 2.1 below, there exist C 3 > 0 and R > 1 such that
thus we obtain
for all r \ R.
Since r m j(r) is non-decreasing on [0, .) by (ii), we conclude (iii).
2 .
Then we have oOE(r)=w(r) o(r). Solving this in (R, r), we have
Since it follows from (iii) that there exists
for all r \ R, we conclude (iv). L Lemma 2.1. For any k ¥ R there exist C > 0 and R > 1 such that
Proof. First, we show that for any k ¥ R there exist C > 0 and R 1 > 1 such that
In fact, since there exists R 2 > 0 such that r k − 1 exp(r 2 /2) is increasing for r \ R 2 , we have
). holds for all r \ R.
STRUCTURE OF POSITIVE RADIAL SOLUTIONS
Proof. Similarly to the proof of Lemma 2.1, it is shown that for any k ¥ R there exist C 5 > 0 and R 3 > 1 such that
Integrating by parts and putting W(r) :=rjOE(r)/j(r) − (l − n)/2, we have In this section, we give the proof of Proposition 1.1 by applying Theorem A. In order to apply Theorem A, we first check the conditions imposed on the coefficients of (1.13). 3 , it is sufficient to note that n > 2 by the assumption and j(0)=1. Moreover, it follows from (iv) of Proposition 2.2 that 1/g(r)=L .) . Thus all the conditions in (g) are verified. Next, we show (K) 3 . By l'Hospital's theorem, we have as r Q ..
From (ii) and (iii) of Proposition 2.2 and (2.4), there exist

Lemma 3.1. If n > 2 and l > −n, then g(r) and K(r) given by (1.10) satisfy the assumptions (g) and (K).
Proof. From Proposition 2.2, it is easy to see that g(r) and K(r) satisfy
(g) 1 , (g) 2 , (K) 1 and (K) 2 .
(Here (g) i and (K) i denote the i-th condition of (g) and (K), respectively.) To see (g)
−2 r 1 − l exp( − r 2 )(1+o(1)) as r Q ., which yields 1/g(r) ¥ L 1 (1,lim r Q 0 r n − 2 F . r s 1 − n exp( − s 2 ) j(s) −2 ds= 1 n − 2 . (3.1)
Thus, we have h(r) K(r)=r
n − 1 exp 1 p+1 2 r 2 2 j(r) p+1 F . r s 1 − n exp( − s 2 ) j(s) −2 ds=O(r) as r Q 0, which implies h(r) K(r) ¥ L 1 (0, 1
From (iv) of Proposition 2.2, we conclude g(r)(h(r)/g(r))
Therefore, g(r) and K(r) given by (1.10) are admissible. Inserting their definition (1.10) into (1.11) and (1.12), we obtain
ds.
In order to show (1.14), we investigate the profiles of G(r) and H(r). First, we study the increase and decrease. Differentiating (1.11) and (1.12), we obtain
In view of (3.3), G(r) and H(r) have the same extremal points, namely those r > 0 which satisfy F(r)=(p+3)/2. So, to know the sign of GOE(r) and HOE(r), we need to study the relation between F(r) and (p+3)/2. We first consider the behaviour of F(r) near r=0 and r=.. ) as r Q .. 
Proof. From (3.4), Lemma 2.2 and (iii) of Proposition 2.2, we have
F(r)= 1 1 2 − l 4 r −2 +O(r −4 ) 2 × 5 (p+3)+ 3 2(n − 1)+ (p+3)(l − n) 2 4 r −2
+O(r
where the sign of equality holds in (3.5) for at most one point in (r g , .).
Therefore, from (3.3) and Lemma 3.4, we have STRUCTURE OF POSITIVE RADIAL SOLUTIONS
Lemma 3.5. Assume n > 2, l > −n and (1.5). Then there exists a unique number r g ¥ (0, .) such that G(r) and H(r) are increasing on [0, r g ) and decreasing on (r g , .).
Moreover, in order to locate r G and r H , we need to investigate the behaviour of G(r) and H(r) near r=0 and r=.. Lemma 3.6. Assume n > 2, l > −n and (1.5). Then we have
Proof. (i) In view of (3.3), (3.4) and Lemma 3.3, we obtain
as r Q .. Therefore, from (iv) of Proposition 2.2, we conclude (i).
(ii) By (3.1), we have
Thus, noting j(0)=1 and
By Lemma 2.2, we have
as r Q .. Thus, from (iv) of Proposition 2.2, we conclude (iii).
(iv) By (3.1) and j(0)=1, we have
To estimate H 2 (r), we note that
holds by (3.1). First, we consider the case (n − 2) p − 2 > 0. In this case, using l'Hospital's theorem together with (3.1) and (3.7), we get
Thus, by (3.6), (3.8) and (1.5), we have
which implies lim r Q 0 H(r)=−.. Next, in the case (n − 2) p − 2=0, we see that lim r Q 0 H 2 (r)=+. by (3.7). Thus, combining this with (3.6), we obtain lim r Q 0 H(r)=−.. Finally, we consider the case (n − 2) p − 2 < 0. In this case, since it follows from (3. in (0, .) . Therefore, noting that lim r Q 0 H 1 (r)=0 by (3.6), we obtain lim r Q 0 H(r) ¥ (−., 0). This completes the proof. L Now we prove Proposition 1.1.
Proof of Proposition 1.1. As is already seen in Lemma 3.5, both G(r) and H(r) have exactly one local maximum at r g ¥ (0, .). Moreover, in view of Lemma 3.6, H(r) is negative near r=0 and positive for large r. Thus H(r g ) > 0 and 0 < r H < r g . Furthermore, we obtain G(r g ) > 0 from G(0)=0, and the negativity of G(r) for large r yields 0 < r g < r G < .; so we conclude that condition (1.14) holds. L 
24 .
For any r g ¥ W 0 , the equality
holds. Note that (4.3) because the left hand side of (4.2) is positive. Combining (4.1) with r=r g and (4.2), we obtain
In view of (4. 
Y(r)=lim
Moreover, we have the following lemma, whose proof will be given at the end of this section. Recalling that the sign of FOE(r g ) is equal to that of Y(r g ), from Lemma 4.2, we get the sign of FOE(r g ) as follows: 
g }; so we conclude (iii). The statement (ii) is trivial in view of (4.5). L Thus we conclude that the relation between q=F(r) and q=(p+3)/2 in (r, q)-plane is one of the following:
(Here we used the notation introduced in the proof of Lemma 4.1.) Therefore, by putting r g :=r From Y(r )=0, X(r ) 2 and X(r ) 3 are replaced by
Inserting (4.9) in (4.8), all the terms containing X(r ) vanish and we obtain
where G(x) is a polynomial of degree 2 given by
In view of (1.5), we see that Since u(r) decays exponentially as r Q ., integrating (5.1) on (r 1 , r) and letting r Q ., we see that r n − 1 uOE(r) has a limit as r Q . and this limit must be zero by (1.6). Thus, integrating (5.1) on (r, .), we see that uOE(r) decays exponentially as r Q ., from which together with (1.6), we obtain that u(r) ¥ S rad .
Finally, we show that (i) implies (iii). We first note that u(r) and uOE(r) decay exponentially as r Q ., because u(r) is a solution of (1.4) in S rad (see [1, Lemma 2] and [15] 
