In this paper we study existence, uniqueness and solution estimates to the mixed problem r ru = 0 with Dirichlet to Neumann map boundary conditions and Neumann boundary conditions. We then show how this can be used in the reconstruction of , given the relationship between u and its normal derivative on the boundary portion where we do not apply the Dirichlet to Neumann map. A numerical reconstruction scheme is also derived.
Introduction
In impedance imaging, see 1], 2], 3], 4] , and 5], we inject small currents to electrodes attached to the skin around the body. This induces voltages on the skin that are related to the internal conductivities. The conductivities are then reconstructed from the current to voltage data on the skin, which is our boundary information. Since di erent tissue types exhibit di erent electrical conductivities, displaying the conductivities gives an image of the interior of the body.
The equation governing the voltages in the interior of the body is the stationary form of Maxwell's equations r ru = 0, where u is the voltage and is the conductivity. On the skin we assume to have a Neumann condition. More accurate skin boundary conditions are derived in 5].
Assuming we only want to image a part of the body, it would then be clinically preferred if we only had to put electrodes around that body part. Putting electrodes around the body is sometimes not feasible, this happens for example with intensive care patients lying in a bed, who are already connected to treatment and monitoring devices. Since measurements are only made on part of the body it is due to the ill-posed nature of the problem not possible to image to far away from where the electrodes are attached.
We now have to determine boundary conditions in the interior of the body on the surface bounding the body part we would like to reconstruct, called an arti cial boundary, that would reduce the artifacts in the reconstruction of that region. Simply using Neumann boundary conditions will not be adequate as will be shown in the paper. We will as a boundary condition on the arti cial boundary use the Dirichlet to Neumann map, which relates the voltages on the arti cial boundary to the currents on it.
On the arti cial boundary we will use Dirichlet to Neumann maps. Dirichlet to Neumann maps are non-local maps, which means that the output value of the Dirichlet to Neumann map on a boundary point depends on its input value on the whole boundary. This is in contrast to local boundary condition. We chose to work with non-local boundary conditions since they have proven to be superior, without sacrifying to much computer time, for a discussion see 13] and the review article 7]. However, most results so far pertain to the case where a constant conductivity is assumed in the region left out.
In Section 3 we de ne the Dirichlet to Neumann map. Then in Section 4 we show how maps with similar properties to the Dirichlet to Neumann map results in the existence of a unique voltage. In Section 5 we show how to reconstruct the conductivity and in Section 6 we present an algorithm that can be used to implement the conductivity reconstruction. Finally in Section 7 we give a numerical example.
Notation
We denote the region for the full conductivity distribution as R n . Here, is assumed to be an open connected set and n = 2 or 3 depending on if we are imaging a slice or a volume. By we denote the open connected subset of , where we are interested in nding the conductivity distribution. We have c = . The arti cial boundary is denoted by ? . Here, ? = @ n @ . The currents are then applied on ? = @ n ? and the voltages are also measured on ? . We observe that ? @ . In Figure 1 we show three possible di erent con gurations. The left picture shows the more realistic case. The middle one is, however, more mathematical tractable and will be used in Section 4. The right picture shows the test problem on which a numerical example will be provided. We let the conductivity distribution 2 C 1 ( ) and we assume c > 0 for some constant c. When the current density j is applied on ? and is zero elsewhere on the boundary, the voltage distribution over is given by the solution to the partial di erential equation r ru = 0; in ;
(1) @u @ = j; on @ :
Here it is implicitly assumed that We are thus solving a boundary value problem over the region c , where we prescribe a voltage on the arti cial boundary and elsewhere on the boundary zero currents. As was already stated in the previous section we will use the partial Dirichlet to Neumann map as an arti cial boundary condition at ? , we say partial since it only involves part of the whole boundary.
De nition 3.1 Let u be the solution to the mixed boundary value problem (5) when the voltage U is applied on the arti cial boundary and zero currents are applied elsewhere on the boundary . Then the partial Dirichlet to Neumann map, ( ) , associated with equation (5) The range is given by the restriction that the current j integrates to zero on the arti cial boundary, which physically says that the out ow from the domain c is zero since there is no source in c .
We observe that this de nition of ( ) makes no use of the conductivity distribution in . This will prove to be useful in order to simplify the conductivity reconstruction scheme, to be presented later.
We will interchangeably refer to ( ) as the Dirichlet to Neumann map or the partial Dirichlet to Neumann map.
We next collect some properties related to ( ) . These will be useful to narrow down the scope of possible arti cial boundary maps. Since these results are almost classical we refer to 11] for a proof. (9) We also have that the inverse of ( ) is compact on the subspace of L 2 (? ) given by the functions that integrate to zero over ? . For a proof see 11]. 4 Existence, Uniqueness and Convergence when Using Approximate Boundary Maps
We will in this section answer the questions concerning uniqueness and convergence when using approximate boundary maps in equation (4) . In order to show existence and uniqueness we shall proceed along the classical lines in proving the existence to a Neumann problem. We then work out an example to show the convergence rate of the solution using the approximate boundary map to the solution using the whole domain. We assume in this whole section that is an open bounded connected set with a C 1 boundary. We begin with Poincar e's inequality. A proof can be found in Theorem 1. In the second inequality we have made use of the continuity of . The third inequality is a result from Sobolev spaces that can be found in 16], and the last inequality follows from Corollary 4. Remark. We observe that (9) are needed to make (11) (13) is true with K = . This would be the case if is nite dimensional operator with C 1 basis functions. The proofs of these statements are identical to proving smoothness for elliptic solutions, see Section 2.2.2 in 8], and we therefore omit them. We next prove a result concerning the relationship between the voltage computed using the map compared to the voltage using ( ) . Ck ( ) u ? uk 0;? : (14) Proof. In the integral form for u take v = u ? u and do the same for the integral form for u . This shows (14) , which concludes the theorem.
Example. Let = fx 2 R 2 ; j x j< Rg, for some R > 0 and c = fx 2 R 2 ; j x j< g. This corresponds to the middle picture in Figure 1 . Assume the conductivity to be constant inside fx 2 R 2 ; j x j< g. Here < < R. The solution to this problem inside r is given by, u(r; ) = u(r; )e ?in d : (15) We have u n ( ) = u n ( )( ) jnj :
When < we use the truncated Dirichlet to Neumann map as our approximate boundary map. That is, The next to last inequality can be found in 16]. We observe that as N ! 1, u N ! u. The case N = 0 corresponds to using Neumann boundary conditions.
This results in approximations to u that grows worse as increases. A similar result holds for the right geometry in Figure 1 if we assume currents are applied on the boundary segment facing ? and the conductivity is constant in c .
Reconstruction of the Conductivity
In this section we will show that the conductivity can be reconstructed in without prior knowledge of the Dirichlet to Neumann map ( ) . We begin by de ning P by P = f( ; ); 2 C 1 ( ); min > 0; satis es (6), (7), (8) , and (9) 
Here (t) is the true conductivity distribution in and u( ; ; j) is the solution to (4) such that the voltage integrates to zero over . We are then interested in knowing if M( ; ) = 0 is only true for = (t) and = ( ) . This can be partially answered by the following theorem. Before we state our theorem we need a lemma. The proof can be found in 10], Chapter 17, in a much more general setting. 6 An Algorithm for the Conductivity Reconstruction
We shall in this section construct an algorithm that can be used in an implementation to reconstruct the conductivity in the region . To do this we have to discretize the Dirichlet to Neumann map as well as the the function M( ; ) given in (16). 
Discretize the Dirichlet to Neumann map
The corresponding operator is denoted M . Since the Fourier coe cients c m1m2 are not known before hand we have replaced them by arbitrary constants a m1m2 . Let A be the matrix fa m1m2 g M m1;m2=1 . From the properties of the Dirichlet to Neumann map it follows that we require A to be a real symmetric non positive matrix. We have thus obtained a boundary map that ful lls (6), (7), (8), and (9).
Discretize the Conductivity Reconstruction
We shall in this section construct an algorithm that can be used in an implementation to reconstruct the conductivity in the region . To do this we have to discretize the conductivity as well as the function M( ; ) given in (16) .
Discretize the Conductivity
Next we discretize the conductivity distribution. Let m , m = 1; : : :; M be a set of disjoint connected sets such that = S M m=1 m . We then approximate to be constant over each m . We represent thus the approximation of by The size of M depends on how far away the arti cial boundary, ? , is positioned from where we apply the currents. When the distance is large M can be chosen small because only low order modes matter.
Algorithm Given a Finite set of Currents
We will apply a nite number of currents j i ; i = 1; : : :; N on ? . We then approximate the minimization of the function M( ; ) with where the set P is given by P = f( (a) ; A); (a) > 0; A = A t and A 0 g:
In other words, we are minimizing the sum of squared di erences between the measured voltages and computed voltages for a set of currents. As a result an approximation to the conductivity distribution as well as to the Dirichlet to Neumann map is being computed. Newton's method is then used, as in 2], to minimize E(~ ; A). We then obtain the approximate conductivity by iteration of the expression (~ n+1 ; A n+1 ) = (~ n ; A n ) ? J ?1 (~ n ; A n )r (~ ;A) E(~ n ; A n ): (22) The rst M variables denotes here the conductivity variables. We have here made use of a modi ed rst order approximation to the Jacobian. is here a constant that is ne tuned empirically. A higher value of makes the iteration more stable but gives more blurred pictures. A small may on the other hand make the iteration more ill-posed but provides more detail. We could also work with the Jacobian containing second order derivatives, but numerical computations showed that this only makes the problem more ill-posed, with no improved or even decreased image resolution. We therefor omit a discussion of this case.
Computation of Newton Iteration Elements
We will now derive methods to compute the entries in the right-hand side of (20) using the nite element method. To this end, we restrict ourselves to a nite dimensional trial space, H h , such that any element in it can be written as a linear combination of piece-wise linear basis functions. The index h refers to the largest diameter of the supports of the basis functions. Replacing by (a) and v 2 H 1 ( ) by v h 2 H in (2) and (4) reduces these two equations to a nite set of linear equations with a solution in H h , which is unique if we require it to integrate to zero over . We next omit the dependence of u on the conductivity, the boundary map and the applied current. 
This describes a Galerkin form that is solvable using the nite element method.
We also see that the sti ness matrix for (25) is the same as for the one used to compute u h . This implies that if the computation of u h is done using LU decomposition we can reduce the computation time of the nite element approximation to @ i u by reusing the decomposition of the sti ness matrix. Assume now that the partial derivative is with respect to the variable a m1m2 in the boundary map (18). Di erentiating with respect to a m1m2 gives that the nite element approximation, w Here we have
As above it follows that the sti ness matrix is unchanged, which implies that the old LU-factorization can be used. We next show that the nite element solutions to (23), (25) and (26) can get arbitrarily close to their counterparts in the full space H 1 ( ). We need the following lemma whose proof can be found in 12]. In the same manner as (27) Theorem 6.1 says that the errors in estimating the gradient and Jacobian of E( ) are of the order of h. This implies that the iteration error in (20) due to the numerical computation of @ i u k (~ ) will be of the order of h.
In 11] fairly good results are obtained with the above algorithm when implemented for a rectangular domain, where the currents are applied on one edge and ? is located parallel to this edge.
Numerical Example
We will use the right picture in Figure 1 in our numerical example. We assume that the region is square shaped with side 1 unit and electrodes are only placed on the lower side, facing ? . The arti cial boundary is located 0.2 units from the lower boundary. We make use of 10 equidistantly placed electrodes each with length 0.05 units and separated by a distance of 0.05 units, with the rst electrode being 0.0125 units from the lower left corner. On each electrode we apply a constant current. The current pattern will be chosen as e (n) i = cos n i; n = n 10 ; 1 i 10; 1 n 9: (34) Here n denotes the current pattern and i the electrode number. We assume that the true voltages on ? can only be measured on the ten electrodes. The Dirichlet to Neumann map is given by (18) n is the corresponding reconstructed conductivity. We shall consider a crude approximation to a human torso, where the lower conductivity regions R 1 and R 2 represents the lungs and R 2 is the heart. Let the geometry of the three objects be determined by This is shown in Figure 2 . In the reconstruction the best images were produced when we used = 0:2 in (22). The results are shown in Figure 3 . We see that for the Neumann map, a lot of artifacts are produced. Also the scheme using the Neumann map diverges after only three four steps. The Dirichlet to Neumann map produces pictures of much better quality. We have here made use of 10 degrees of freedom, i.e., M = 4 in (18). With 6 degrees of freedom, i.e., M = 3, the lung tissue region gets too smoothed out. However, too many degrees of freedom renders the problem too ill-posed. 
Conclusions
From the above theory and numerical results we feel that further investigation into Dirichlet to Neumann maps in impedance imaging is motivated. Introduction of regularization in the algorithm is under study and ought to reduce some of the ill-posedness. 
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C A Result Concerning Conductivities with Parametric Dependence
In this appendix we assume that = (x; t), i.e, the conductivity depends on a parameter t. This is the case when we approximate the conductivity with a discrete conductivity, as was done when we constructed the conductivity reconstruction scheme. The following theorem shows that derivation with respect to the parameter is allowed in the solution to the conductivity equation. For simplicity of notation we assume that t 2 R in the theorem. Theorem C.1 Let 2 C 1 ( ; R) and let be an operator with properties (6), In Theorem 4.1 we showed that B t is a bilinear coercive bounded form on H 1 ( )=R. From Corollary 4.1 and the coercivity of B t it follows that for some constant C independent of t ku(t)k 1; Ckjk 0;? ; ku(t + t) ? u(t)k 1; Ckru(t + t)( (t) ? (t + t))k 0; : To prove the second estimate take v = u(t + t; x) ? u(t; x) in (41), then ku(t + t) ? u(t)k 2 1; CB(u(t + t; x) ? u(t; x); u(t + t; x) ? u(t; x)) Cku(t + t) ? u(t)k 1; kru(t + t)( (t) ? (t + t))k 1; : Divide by ku(t + t) ? u(t)k 1; and we get the second estimate. Similarly from (43) we get kw t ? w 0 k 1; C (t + t) ? (t) t ru(t + t) ? @ t ru(t) 0;
:
The last estimate proves the theorem in combination with the rst two.
