Abstract: We present a behavioral model for discrete event systems based on an intensional formalism, as a possible approach within the broader trend towards rich symbolic representations in veri cation. We de ne Intensional Labeled Transition Systems with associated combinators of parallel composition and event hiding, and we propose symbolic bisimulation to handle strong bisimulation intensionally. Further on, we explain how the methodology has been developed for the synchronous language Signal, via the veri cation tool Sigali.
Dynamic systems are systems that evolve according to their environment. In general, an evolution of the system, in a given state, depends on an input event (some information given by the environment); this evolution leads to some instantaneous output event and to state changes.
Synchronous languages have been designed to ease the programmer's task when dealing with such systems; they provide some primitives for concurrency and communication. They can be of di erent kinds. The most popular ones that have been designed in France are: Esterel BC84] an imperative language, Lustre Pla88] and Signal BLJ91] based on declarative approach. These languages naturally bear a semantics in terms of discrete event systems, and their control part concerns boolean valued signals. The synchronous features allow one to express synchronization constraints between the di erent (output and internal) events of the system and the input events of its environment. Hence, any operational semantics of such systems leads to automata labeled combinations of atomic events.
The automata semantics can then be used as a basis for the veri cation of Signal programs. For classic temporal logics speci cation veri cations, the tool Sigali DLB97] was developed; this tool is based on an intensional representation of the automata. Whereas Signal programs equivalence checking was made extensionally by feeding other veri cation tools, e.g. such as Aldebaran Fer84] or Fctools BRRD96] , with the extensional description of the automata. Obviously, the size of the generated transition systems limits the extensional methods. In this paper, we propose an intensional formalism based on the algebraic theory of polynomials for bisimulation checking which perfectly ts the spirit of the tool Sigali. The polynomial language provides the programmer with an intermediate language to describe symbolic algorithms, in an intensional way, without bothering with the underlying implementation.
In our modelization approach, instead of considering extensionally all possible events for a given state change, we develop a formalism where actions of the automata are polynomials, these automata will be called intensionally Labeled Transition Systems (or iLTS for short). These polynomials are based on several variables (one for each atomic event) with coe cients in Z 3 , according to the following encoding: an atomic boolean event can either be absent, then encoded by 0, or present and equal to true, encoded by 1, or present and equal to false, encoded by ?1. The solutions of a polynomial are composed events.
iLTS naturally possess an interpretation in terms of classical labeled transition systems, but they permit to avoid the transition enumeration one would get by describing extensionally each event and transition. Moreover, the algebraic theory of polynomials o ers simple de nitions for parallel composition and event hiding, both combinators widely used to design complex systems. 
Operations over iLTS
The class of iTLS can be provided with the usual operations over (extensional) transition systems. Among them, the parallel composition and the events hiding play an important role in the complex systems design. Because in Z 3 , P 1 u P 2 = 0 i (P 1 = 0^P 2 = 0), we have Sol(P 1 uP 2 ) = Sol(P 1 ) \Sol(P 2 ); it entails that (P 1 uP 2 ) uP 3 P 1 u(P 2 uP 3 ).
Therefore, parallel composition over iLTS is commutative and associative.
Hiding events consists in abstracting from components of the label. It helps in internalizing some communications between the composed systems that are not relevant to observe in the behavior. 
Intensional Labeled Transition Systems
Intensional approach for labels o ers a compact way to talk about sets of transitions in the system. However, we would like to reinforce this method in such a way that the whole system, and not only its sets of labels, can be itself described intensionally. For this purpose, a structure over the states is unavoidable. We propose the fairly standard structure of tuples for states where values ranges over booleans (in our setting it means values 1 and ?1).
This is classically used in symbolic veri cation methods.
Intuitively, the set of transitions will be given by a polynomial, which generalizes the iLTS approach. Applications in Section 3 will show how this formalism can be obtained for free from the real systems to be compared modulo symbolic (or equivalently, strong) bisimulation. Expression 1 can be made simpler when deterministic systems are to be compared. This is the case in Section 3, when our theory is applied to the synchronous language Signal. Indeed, in this case the computation of R can be performed according to the following algorithm: 
3 Applications
The usual synchronous programs veri cation practice (in particular, the veri cation of safety properties HLR93]) needs the use of parallel composition and event hiding operations. Since the parallel composition is synchronous, the desired properties of a program can be easily and modularly expressed by means of an observer, i.e. another program which observes the behavior of the rst one and decides whether it is correct. Then, the same formalism can be used to specify and to verify a complex system. The veri cation then consists in checking that the parallel composition of the two intensional transition systems never causes the observer to complain. It may happen that we just need a subset of signals: the property to verify can be expressed with this subset (for instance, the invariance under control property). It requires to specify the basic particular sets (of states and/or transitions) and to use event hiding. We need to make this handling easily available, so that program transformations remain internal and transparent, while powerful description is allowed.
As far as we are concerned, ILTS models are applied for the veri cation of systems described in the equational data-ow synchronous language Table 1 . Synchronization constraints and the boolean signal evaluation Table 1 shows how the programs are transformed into polynomial equations (we refer to LBBLG91] for more details), leading to an ILTS models semantics. Nevertheless, the delay operator $ deserves some extra explanations. A delay requires to memorize the last value (then di erent from 0) of the signal into a (state) variable, say x. Obviously, the size of the generated transition systems limits the extensional methods. For instance, the transformer station on the power network which is widely used by the French national power network is represented by a transition system with 12 state variables and 22 event variables; that is to say, this transformer station can be represented by an automaton of 2 12 possible states and 3 22 arrows.
The intensional methods for bisimulation checking, as proposed in this paper, perfectly ts the spirit of the tool Sigali: the polynomial language provides the programmer with an intermediate language to describe algorithms over sets, in an intensional way, without bothering with the underlying implementation. We have then improved the ILTS models semantics by implementing the algorithm of Section 2.4 for the bisimulation decision.
Conclusion
In this paper, we have presented Intensional Labeled Transition Systems intermediate models for discrete event systems. We have studied operations of parallel composition and event hiding, as well as an equivalence criterion based on strong bisimulation semantics.
The aim of this work is to rely on intensional descriptions of the systems for symbolic veri cation purposes, such as equivalence checking. The intensional approach we proposed has the main advantage to remain at an interesting level of abstraction in which algorithms can entirely be expressed, whereas classic symbolic approaches often su er from a lack of algorithmic language.
Moreover, the intensional formalism is completely compatible with the symbolic technics, since intensionally described sets can be represented by standard decision diagrams.
Intensional models have already been the subject of previous work LBBLG91], under the name of polynomial dynamical systems. They were the base of the temporal logics veri cation tool Sigali. The results of this paper led us to enrich the scope of the veri cation tool Sigali by implementing equivalence checking, such as strong bisimulation (trace equivalence, etc. are under development) on the basis of the intensional philosophy. This application is of high interest since Signal is used in a lot of areas (controller synthesis LBMR96], robotics RMC97],...) where models equivalence checking, and on coming models reduction functionality, is crucial.
We aim now to focus on intensional approaches in its generality, in the sense that not only polynomials for nite states systems, but also other formalisms on possibly in nite systems can be investigated for the representation of sets, still remaining decidable for e.g. equivalence checking.
Proof of Theorem 6
Compositionality Symbolic bisimulation is a congruence w.r.t. parallel composition j and events hiding n Z. Proof. We only prove the result for j, the remaining case is easier since symbolic bisimilar states remain bisimilar when hiding is performed.
In order to simplify the notation, we write Z (resp. U) instead of Z (resp. U).
Let T 1 = (Q 1 ; Z; ! 1 ) and T 2 = (Q 2 ; Z; ! 2 ) be two m-ILTS of dimension m, and let T 3 = (Q 3 ; U; ! 3 ) be a k-ITLS. Let assume that there exists some symbolic bisimulation R 0 between T 1 and T 2 . We show that the relation R given by R def = f((p 1 ; p 3 ); (p 2 ; p 3 )) 2 (Q 1 Q 3 ) (Q 2 Q 3 ) j (p 1 R 0 p 2 )g is a symbolic bisimulation between T 1 j T 3 and T 2 j T 3 .
Consider a pair ((q 1 ; q 3 ); (q 2 ; q 3 )) 2 R. It is folklore that we have to verify the transfer property of the symbolic bisimulation. 
Now, proving that (1 ? (P 1 (Z) u P 3 (U )) i (P 2;i (Z) u P 3 (U )) = 0 is su cient. Let (z; u) 2 Z m 3 Z k 3 . If 1 ?(P 1 (z) uP 3 (u) = 0 then the equation is obtained; otherwise, P 1 (z) uP 3 (u) = 0, which entails P 1 (z) = 0 and P 3 (u) = 0. By Equation (3), i (P 2;i (z) = 0 which implies that P 2;i 0 (z) = 0 for some i 0 .
Therefore, i (P 2;i (z) u P 3 (u)) = 0 and we are done.
The couples (q i 2 ; q 3 ) are then the good candidates to conclude the proof. Transitions starting from (q 2 ; q 3 ) are dealt similarly.
INRIA Proof of Theorem 8
Let T 1 and T 2 be two ILTS. Then there exists a symbolic bisimulation between T 1 and T 2 i there exists a strong bisimulation between Ext(T 1 ) and Ext(T 2 ).
Proof. )) Let R be a symbolic bisimulation between T 1 and T 2 . We show that R is a strong bisimulation between Ext(T 1 ) and Ext(T 2 ). Let 
Proof of Theorem 10
In order to prove Theorem 10, we rst recall some classic de nitions and results (cf. BBK87, Mil89a, Mil90] Proof. By Theorem 12, it is enough to show that R k ( x 1 ; x 2 ) = 0 i x 1 k x 2 . We make the proof by induction over k. 
