This paper discusses the solving methods for nonlinear systems. Firstly, basing on the technique of ε-generalized projection and a new line search technique, we present a new algorithm for solving systems of nonlinear inequalities. At each iteration of the proposed algorithm, the search direction is obtained by only one new explicit ε-generalized projection formula. Then under some necessary assumptions, the algorithm is proved to not only possess global convergence but also can produce a solution in a finite number of iterations. Finally, the algorithm is extended to the systems of nonlinear inequalities and equalities, and some preliminary numerical results are reported.
Introduction
In this paper, we are concerned with the systems of nonlinear inequalities SNI g j (x) 0, x ∈ R n , j ∈ I = {1, 2, . . . , m}.
(1.1)
The above problem is one of the problems that have wide applications and need to be solved in many practice models, especially, in a kind of method of feasible directions (MFD) for solving constrained optimization, see Refs. [1] [2] [3] [4] . For the inequality constrained optimization problem min f (x) ICOP s.t. g j (x) 0, j ∈ I, x ∈ R n , the MFD which was originally developed by Zoutendijk [5] is one of the important numerical methods, since it possesses several important advantages, the details can be seen in Refs. [6, 7] . However, in order to start an MFD, one must supply an initial feasible point x 0 , i.e., find a solution of the SNI. So the method for solving the SNI is very useful in optimization process and other practical applications.
As we known, several algorithms for solving the SNI have been proposed. A traditional method of phase I problems for finding a feasible point from initial infeasible points was introduced by Polak [1] , and Ref. [3] pointed out that the method in [1] converges slowly. Elwakeil and Arora [4] described, analyzed and evaluated various methods for feasible points and explored two classes of algorithms: penalty and primal. Making use of the idea of optimization methods, some methods [8] [9] [10] were proposed to deal with systems of linear inequalities. A finitely convergent algorithm combining SQP with the perturbed technique for solving convex systems of inequalities was presented by Fukushima [2] . In 1999, for the norm-relaxed MFD, Chen and Kostreva [6] introduced two new algorithms for finding feasible points from initial infeasible points. Basing on the generalized projection technique, Jian and Liang [11] presented a finitely convergent method for the SNI, in which the search direction is obtained from two directions computed by two generalized projections. The idea of gradient projection in optimization methods comes of Rosen's gradient projection methods [12] for solving constraint optimization. In the method of Ref. [12] , the search direction d(x) corresponding to the feasible iterative point x is yielded by a so-called gradient projection operation:
where E n means the n order identity matrix, and the matrix A(x) consists of the gradients of the binding constraints. In fact, −P (x)∇f (x) is the projection of −∇f (x) onto the nullspace of Ω = {d ∈ R n : A(x) T d = 0}. To study more effectively the gradient projection method for solving the nonlinear inequality constrained optimization problems, some authors presented a kind of so-called generalized gradient projection methods (see e.g. [13, 14] ), where the search direction d(x) has the form of
where the matrix N(x) consists of part or all gradients of the constraints, D(x) is a suitable diagonal and positive semidefinite matrix, and v(x) is a suitable vector. In this work, motivated by the idea of the generalized projection method, we present a new algorithm for the systems of nonlinear inequalities. Compared with the other methods of the same kind, our algorithm possesses the following characters:
(i) the assumptions we need in this paper are relatively weaker; (ii) at each iteration, the search direction is yielded by only one ε-generalized projection explicit formula, which can reduce the computing cost, and the line search technique is a new one; (iii) the unit step-size can be accepted in some infinite iteration index set; (iv) a solution for the SNI can be reached after finite iterations.
Finally, we extend the algorithm to the systems of nonlinear inequalities and equalities, and then some numerical experiments are reported. The numerical results show that our algorithm is effective.
Algorithm
For given points x, x k ∈ R n and parameter ε k > 0, we introduce and use the following notations in this paper:
Generally, to establish an effective algorithm for solving the SNI, some suitable assumptions are necessary. In this work, we assume that the following condition holds, which is rather weaker than [11] . Assumption A1. Functions g j (j ∈ I ) are all continuously differentiable and the gradient vectors {∇g j (x), j ∈ I (x)} are linearly independent for each x / ∈ X.
For a given iteration point x k / ∈ X, we introduce an explicit ε-generalized projection formula as follows to generate a search direction:
with
where parameters r > 1 and p 1.
Lemma 2.1. Suppose that Assumption A1 holds, and the iteration point x k / ∈ X. Then
Proof. (i) We should only prove the positive definite property of this matrix. For y ∈ R |I k | , we know that
This together with Assumption A1 shows that y j = 0 for j ∈ I (x k ). Thus, we get y = 0 from
Basing on the improving direction d k defined by (2.1), we can give the details of our algorithm as follows:
Step 0. Choose an arbitrary initial point x 0 ∈ R n , parameters α, β 
Step 4. Let x k+1 = x k + λ k d k , yield a new positive parameter ε k+1 by a suitable method, set k := k + 1, turn to Step 1.
Remark 1.
The line search technique (2.5) is some new one different from others. It can be seen that λ can be accepted as a step size and stops the algorithm as soon as
The following lemma describes the property of Algorithm 2.2.
Lemma 2.3.
For any k, the inequality (2.5) must hold for λ > 0 small enough, i.e., the algorithm is well defined.
Proof. From Lemma 2.1(iii), and α ∈ (0, 1) as well as λ > 0 small enough, it is easy to get
Global convergence
From
Step 1, one knows that, if the algorithm stops at the kth iteration, then x k is a solution of the SNI. In this section, we suppose that Algorithm 2.2 generates an infinite iteration sequence {x k } and x * is its given accumulation point. Our task is to show that x * is a solution of the SNI (1.1). In order to describe the global convergence of the algorithm, additional assumption is needed. Assumption A2. There existsε > 0 such that ε k ε > 0 for k large enough.
Remark 2.
There are two simple fashions as follows to choose the parameter sequence {ε k } in Algorithm 2.2 such that A2 is satisfied:
constant positive parameter ε k is suitably small.
In view of I k being subsets of the finite and fixed set I , without loss of generality, we can assume that there exists an infinite integer subsequence K such that
Let us define 
Proof. The proof of the positive definiteness for the matrix (N T * N * + D * ) is similar to the one of Lemma 2.1 and is omitted here. Furthermore, since
The following result shows the global convergence of our algorithm. Firstly, it is easy to know that
The following proof can be divided into two steps and we always assume that k ∈ K is large enough and λ > 0 sufficiently small.
Firstly, we show that there exists a constantλ > 0 such that step length λ k λ for k ∈ K.
We divide the analysis of the inequality (2.5) into two cases to discuss:
Using Taylor expansion, and combining (3.1), (3.2) with D k j → 0, we have
(ii) If g j (x * ) < ϕ(x * ), we get from Taylor expansion
The discussion above indicates that ϕ(x k + λd k ) max{0, ϕ(x k ) − αλϕ(x k ) 2 } for k ∈ K large enough and λ > 0 sufficiently small, that is, there exists a constantλ > 0 such that λ k λ , ∀k ∈ K.
Lastly, we prove that it is a contradiction. From (2.5), it is easy to know that {ϕ(x k )} is monotone decreasing, combining lim k∈K ϕ(x k ) = ϕ(x * ), we have lim k→∞ ϕ(x k ) = ϕ(x * ). Furthermore, one gets from (2.5) and (3.1)
Let k ∈ K, k → ∞ in the inequality above, we have −αλε 2 0. This is a contradiction and the proof is completed. 2
Strong convergence and finite termination
In this section, under a suitable additional assumption, we can further show that Algorithm 2.2 possesses the following important features: the algorithm has the property of strong convergence; the step size λ k ≡ 1 can be accepted in an infinite iteration index set K; after finite iterations, the algorithm can be terminated.
Assumption A3.
(i) The sequence {x k } generated by Algorithm 2.2 is bounded; and (ii) for each accumulation x * of {x k }, gradient vectors {∇g j (x * ), j ∈ I (x * )} are linearly independent.
Basing on Assumption A3(i), we can assume that the sequence {x k } possesses a limit point x * , and there exists an infinite index set K such that lim k∈K x k = x * . Moreover, since {ϕ(x k )} is monotone and lim k∈K ϕ(x k ) = ϕ(x * ) = 0 from Theorem 3.1, we have
Lemma 4.1. Suppose that Assumptions A1-A3 hold. Then
of matrices is bounded; and
Proof. (i)
We argue by contradiction. If this were not the case, then there exists an infinite integer subsequence K such that Q k → ∞ for k ∈ K. Without loss of generality, we can assume 
It is easy to know (N T
Secondly, we shall prove lim k→∞ x k = x * . Basing on the assumption that {x k } has an isolated accumulation point x * , we consider the closed ball B(x * , ε) = {x ∈ R n : x − x * ε}, where there is no accumulation point of {x k } other than x * , and we divide the positive integer set into
It is easy to get x k → x * , k ∈ K 1 , so there exists
Therefore, using lim k→∞ x k+1 − x k = 0, it follows that there exists
In the following proof, we can get |K 2 | < ∞. If this were not the case, let us define N 0 = max{N 1 , N 2 }, noticing |K 1 | = ∞, we obtain that there exists s ∈ K 2 , such that s > N 0 , and s + 1 ∈ K 1 . Hence, from (4.2) and (4.3), it follows
The following theorem describes the finite termination of Algorithm 2.2. Proof. For the sake of making proof simple, firstly we can prove that g j (
The statement "k ∈ K large enough" will be omitted in the following discussion.
(a) For j / ∈ I (x * ), using lim k∈K x k = x * , g j (x * ) < 0 and lim k∈K d k = 0, we have
Hence, one has immediately
, it has lim k∈K g j (x k ) = g j (x * ) = 0 and lim k→∞ ϕ(x k ) = ϕ(x * ) = 0. Hence, by Assumption A2, we get j ∈ I k and
Combining (2.4), (4.5) with lim k→∞ ϕ(x k ) = ϕ(x * ) = 0, one gets
Hence, using Taylor expansion, from (4.6) and Lemma 4.1(ii), we have
Summarizing the analysis (a) and (b) above, we can conclude that for k ∈ K large enough,
which implies that λ k = 1 can be accepted, i.e., the conclusion (i) is at hand.
Finally, since g j (x k+1 ) = g j (x k + d k ) 0, ∀j ∈ I , we have ϕ(x k+1 ) = 0, that is, the algorithm can terminate after finite iterations. 2
Applications in the general nonlinear systems
In this section, we further extend Algorithm 2.2 to solve the nonlinear system as follows:
For (5.1), we can convert it into one of the two following systems of nonlinear inequalities, which are equal to (5.1) approximately:
where ε, ε are sufficiently small and positive constants.
(1) For the system (5.2), let us define
In order to use Algorithm 2.2 to solve (5.2), we know that A1 must be satisfied for (5.2), for this purpose, we present the following sufficient assumption: Assumption A4. Functions g i (i ∈ I ), h j (j ∈ J ) are all continuously differentiable, and the gradient vectors {∇g i (x), i ∈ I (x); ∇h j (x), j ∈ J } are linearly independent for each x / ∈ X ε = {x ∈ R n :
Remark 3. Assumption A4 ensures that Assumption A1 is satisfied for the SNI (5.2), so Algorithm 2.2 is suitable to be used to solve (5.2).
First, we easily get
Combining (5.4) with Assumption A4, one gets that the gradient vectors
∈ X ε . This shows that Assumption A1 is satisfied for the system (5.2), which makes the algorithm suitable for (5.2), and its convergence properties can be obtained.
(2) For the system (5.3), basing on the same Assumption A4, Algorithm 2.2 is feasible and the global convergence and finite termination hold.
Numerical experiments
In this section, for the sake of testing the computation efficiency, we compare Algorithm 2.2 with Algorithm 3.1 in [6] and Algorithm A in [11] , respectively. The respective results are listed in Tables 1 and 2 . In the whole process, the program is coded in Matlab 6.5.1 on an Intel(R) Pentium4(R) CPU 2.66 GHz computer. During the experiments, for each of problems in Tables 1  and 2 , the parameters in Algorithm 2.2 are chosen as α = 0.5, β = 0.6, r = 1.5, p = 1, ε k = 1, ε ≡ 0.0001 (for the problems 4 and 5 in Table 2 ), and we use the condition ϕ(x k ) = 0 as the stopping criterion.
Experiment 1.
Here, in order to compare Algorithm 2.2 with Algorithm 3.1 in [6] , one group of test problems is considered in Table 1 , which consists of eight basic problems selected from Refs. [15] and [16] . These problems have been solved in [6] . For the sake of comparing equally, similar to Algorithm 3.1 in [6], we choose randomly five different initial infeasible points for each problem.
From Table 1 , we see that, for each problem, Min, Max, and Avg in Algorithm 2.2 are smaller than those in Algorithm 3.1 [6] . Hence, generally speaking, our algorithm is more effective than the method in [6] in terms of the number of iterations for each problem.
Experiment 2.
For the purpose of testing the effect of our algorithm, we further compare Algorithm 2.2 with Algorithm A in [11] , where the parameters for Algorithm A are chosen as α = 0.3, τ = 1.5, β = 0.5, ε k = 1, δ k = 1, γ 1 = 0.5, γ 2 = 2, and we consider d 0 k = 0 as the stopping criterion. In addition, by converting the equalities into the inequalities (5.2) approximately, general systems of nonlinear equalities and inequalities can be solved efficiently by our algorithm in Table 2 .
The following five test problems are taken from Refs. [16] and [17] , we update some of them slightly and give the initial points x 0 in order. Problem 1. Example s388 in [16] , the matrices a and b defined in [16] are omitted here. 
