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Abstract
Neuroscientists lack the ability to perform in-vivo electrode localization with high
accuracy, especially in deep brain structures. The design, implementation and testing of a
microfocal x-ray stereo system that offers an efficient, accurate, and relatively low-cost
solution this localization problem is presented. The results indicate the ability to localize
a targets to within ~50 microns, in a brain-tissue-based frame. This accuracy is
approximately twice as good as than the existing gold standard in electrophysiology
(microlesions), and, unlike the microlesion method, the stereo microfocal x-ray method
has important advantages. In particular, while only tens of neuronal recording sites can
be reliably reconstructed with the microlesion method, microfocal x-ray method can be
repeatedly performed to accurately estimate an essentially unlimited number of serial
penetrations, and the localization results are available in nearly real time without animal
sacrifice.
Thesis Supervisor: James J. DiCarlo, MD PhD
Title: Assistant Professor of Neuroscience,
McGovern Institute for Brain Research
Department of Brain and Cognitive Sciences
Massachusetts Institute of Technology
1
Overview 5
Chapter 1: Background 6
Localization Problem 6
Existing Localization Techniques 7
System Requirements for a New Approach 8
New System Design to Solve Localization Problem 9
X-Ray Background 11
Constraints Upon our New X-Ray Approach 14
Challenges in X-Ray Stereo Reconstruction 16
1) Reconstruction in the Presence of Noise 16
2) Spatial Layout that Allows Imaging of Targets 17
3) Solving for Unknown Projective Geometry (Calibration) 17
4) Imaging Acquisition and Feature Extraction to Minimize the Effect of Noise 17
Chapter 2: System Design and Implementation 18
2.1) Reconstruction in the Presence of Noise 18
2.1 a) Reconstruction Algorithm 20
2.1 b) Localization Following Reconstruction 27
2.lc) Simulation to Determine the Effect of Design Choices in the Presence of Noise. 30
2.2) Spatial Layout of the Imaging Rig 42
2.2a) Space Constraints 42
2.2b) CAD model of degrees of Freedom 44
2
Overview
2.3) Solving for the Unknown Projective Geometry (Calibration) 51
2.3a) Reference Frame/Projective Geometry Parameterization. 51
2.3b) Calibration Algorithm 61
2.3c) Calibration Object 64
2.3d) Other Calibration Algorithms 73
2.4) Image Acquisition and Feature Extraction to Minimize Noise 74
2.4a) Image Acquisition 74
2.4b) Feature Extraction 83
Chapter 3: TestinglResults 87
Error Measure 87
Reconstruction Test Set Error/Consistency 90
Calibration Consistency 93
Calibration in the Presence of Motion 96
General Parameter Sensitivity Analysis 99
Chapter 4: Conclusion 103
Primary Results 103
Future Improvement/Reflection 104
Appendix 106
Acknowledgements 107
References 108
3
4
Overview
In this document, we present the solution to an electrode localization problem.
The global organization of the document is as follows:
e Chapter 1 discusses the problem we are addressing, the requirements of the problem,
and the general description of our solution to the problem. Chapter 1 also provides
more specific x-ray background, and formulates the challenges that we need to
overcome to successfully localize the electrode.
e Chapter 2 discusses each of the challenges in more detail, and how we addressed each
of these challenges in the design and implementation our x-ray system.
* Chapter 3 discusses the testing that we performed to measure the ability of the x-ray
system to solve the electrode localization problem. It also presents the conclusion to
this document, and potential areas of improvement in the system.
e Chapter 4 concludes the paper with a summary of our primary results, and with a
discussion of potential areas of improvement in the system.
e The Appendix provides a summary of miscellaneous implementation specific details.
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Chapter 1: Background
Localization Problem
Neuroscientists are currently investigating the spatial layout of neural
representation. There is evidence that neurons that perform similar types of computation,
such as for visual representation, are spatially clustered (e.g. Albright, Desimone, and
Gross, 1984; Tanaka 2003, Fujita et al., 1992; Wang et al., 1996).
The dominant technique for investigating neural representation is to measure
extracellular potentials generated by neurons in an animal brain with microelectrodes,
(e.g. while presenting the animal with visual stimuli). The researcher drives an electrode
through the brain until the electrode reaches a region of interest, and then isolates neurons
throughout that region, driving the electrode several hundred microns at a time to take
each measurement. The researcher often explores the same region of the brain repeatedly
over many days, weeks and months.
To understand the spatial layout of neural representation, the location of the
electrode needs to be known relative to the brain tissue. That is, in a frame that moves
with the brain. Ideally, the localization should be to within 100 microns, as this is the
distance at which neuron signals from the same neuron can be recorded. Furthermore,
previous work suggests that neuronal functions are clustered on a scale of several
hundred microns. (Fujita et al., 1992; Gochin et al., 1991; Wang et al., 1996)
Unfortunately, this degree of localization is very difficult to achieve for a variety of
reasons.
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Although the insertion point of the electrode is known at the surface, there are
other sources of spatial uncertainty of the recordings. For example, the orientation of the
electrode is unknown. Even if the initial location and orientation of the electrode is
known, the trajectory of the electrode is known with limited accuracy. The material
properties of the brain could cause the electrode to change direction as it is moves
through tissue. Thus, error in our estimate of location accumulates the further the
electrode is driven. This lack of accuracy makes reproducibility of measurements very
difficult, and also makes it difficult to draw conclusions about spatial organization from
data, especially data from separate electrode penetrations.
Existing Localization Techniques
There are existing ways of solving the localization problem, but they each have
drawbacks.
It is possible to localize by using CT reconstruction, but this technology is
expensive, and difficult to integrate into the experiments performed in monkey labs.
Also, CT reconstruction could not achieve the same resolution as our x-ray stereo system.
A previous solution to solving the localization problem through x-ray localization
was performed by Nahm, Dale, Albright and Amaral (1994). However, this system was
limited to 625 micron resolution, and did not localize the electrode in a frame that moved
with the brain; it assumed that the skull and the brain moved together.
It is also possible to recover the exact trajectory of the electrode by running small
amounts of direct current through the electrode tip, leaving electrolytic lesions in the
brain (microlesions), and then sacrificing the animal and examining the position of the
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lesions when an experiment is done. This is not a good solution however, for several
reasons. First, it requires the sacrifice of an animal. Second, lesioning the brain destroys
potentially important sites of data collection. The most severe limitation, however, is that
only a handful of distinct lesions can be identified with confidence. Since the researcher
repeatedly drives the electrode through a region, it becomes difficult to form
correspondences between each electrode track, and the associated voltage measurements.
This problem can be solved to some extent by dyeing the different penetrations (DiCarlo,
Lane, Hsiao, and Johnson, 1996). Finally, even if the correspondences between lesions
and voltage measurements could be formed, the brain tissue shrinkage and deformation
after euthanasia can limit the accuracy of localization.
System Requirements for a New Approach
It is useful to formalize the set of requirements for a localization system before we
describe our solution to the problem of localization
e The basic requirement of the system is the ability to localize an electrode in a
reference frame that moves together with the brain. If the brain is rotated or translated
in some way, and the electrode tip does not move relative to the brain tissue, the
localization should return the same spatial coordinates as before the motion- the
closer the repeatability to within 100 microns, the better.
* Not only should the localization be brain translation and brain rotation invariant, but
also time invariant. If it were possible to drive an electrode tip to the exact same
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location in the brain tissue on two different days, localization should return the same
spatial coordinates.
* We must be able to localize the electrode in more than one animal, and (ideally) in
more than one region of the brain; it is not practical to design a system that can only
be employed on one macaque.
e The system must fit in the physical space afforded by other equipment needed for the
neurophysiology experiments and we must be able to readily insert and remove the
monkey from the imaging system.
* We must be able to acquire localization data (images) as we are performing awake,
neurophysiological experiments. Localization of the electrode independent of any
neural recording is not useful. Thus, the animal must be fully awake during image
acquisition.
New System Design to Solve Localization Problem
The basic idea in any localization system is to form a frame of reference, and then
take some measurement to determine the electrode's position relative to that frame. In our
localization system, we form our frame by implanting small platinum fiducial beads in
the brain tissue, and then we acquire x-ray images from two different angles
simultaneously to determine electrode's position relative to the fiducial frame.
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We chose to form the frame within the brain tissue itself. Why have we chosen
this particular means of forming a frame? One might argue that chronically implanting
beads in brain tissue is an unnecessary and dangerous step. Why not form an external
frame, fixed in space, or perhaps fixed to the outside of the skull? We chose an internal
fiducial frame because it is the best possible way to fulfill our basic requirement of the
system; we need to be able to determine the electrode's position in the brain tissue in a
rotation, and translation invariant way. That is, if the monkey's position changes from
day to day as we perform experiments, the frame needs to move with the monkey's brain.
If we were to use a fixed external frame, every time the monkey moved, it would seem as
though the electrode had moved to a new position when we performed a localization. If
we were to use a frame fixed to the skull, our accuracy would be limited by the degree to
which the brain tissue moves with respect to the skull; every time the brain moved within
the skull yet the electrode tip was in the same tissue location, it would again seem as
though the electrode had moved to a new position.
A key thing to note about the fiducial frame is that we assume that the fiducials
move minimally with respect to one another in the course of an experiment. Without this
assumption holding to some degree, our frame can no longer provide us with a time
invariant frame each time we want to localize the electrode.
Once we have implanted a fiducial frame and an electrode, we need to take a
measurement to determine their relative positions. Initially, we know very little about
their positions, since we can only implant fiducials with limited accuracy (~ mm).
The next key choice in our localization system is the measurement modality. We
decided to use an x-ray imaging system in part to address the drawbacks discussed above
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of existing localization techniques. But beyond the problems with other techniques, x-
rays have several benefits. X-rays have the ability to penetrate deep within tissue. X-rays
are (mostly) a non-destructive means of localization. X-rays (and especially micro-focal
x-rays) have the potential for high imaging resolution, because of their small wavelength.
Such high imaging resolution results in greater localization accuracy, potentially on the
order of our 100 micron goal.
Furthermore, our x-ray measurement modality has usability benefits. It is of
relatively low cost. X-ray hardware has a relatively small spatial profile, so it can fulfill
our requirements of localization in multiple regions in the brain, and in an experimental
setting.
In summary, the goal of this work is to use microfocal x-rays to accurately
determine the location of an electrode tip with respect to a fiducial frame within the brain
tissue.
X-Ray Background
The basic idea is that we use at least two x-ray images s to localize. But how
exactly would we use x-rays to reconstruct electrode or fiducial position? At this point,
some background on the basic physics and geometry of x-ray reconstruction is helpful.
X-rays are formed by accelerating electrons toward a metal target, usually
tungsten. As the electrons collide with the target, two types of radiation can be formed. If
an accelerated electron passes close to the strongly positive metal nucleus, the electron
will sharply decelerate, and release x-rays. If the accelerated electron ionizes an inner
shell metal atom electron, electrons from higher energy levels in the metal atoms move
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down to fill the vacancies, and these the high energy electrons emit x-rays (Ball and
Moore, 1997).
When x-rays strike a material, the atoms of the material interact with the x-rays,
and absorb some of the energy and/or change the direction of the x-ray. Generally, the
denser the material, the more x-ray attenuating it is. X-ray detectors can measure the
amount of x-ray energy that has passed through the imaging target from the x-ray source.
Thus, the exposure pattern on an x-ray detector creates a two dimensional image that
reflects the density of the target. Objects that are very dense (such as metal fiducials or
electrodes) will stop more x-rays, so they will appear in sharp contrast to less dense
objects (such as brain tissue).
X-ray sources are built such that the x-rays emanate from a very small point. If we
have planar detectors, we can model the projection of any target point as the intersection
point of the line between the x-ray source and the imaging target with the x-ray detector.
Note that we are ignoring the effects of radiation that is scattered and does not follow the
projection model. In Figure 1, we present the x-ray image formation model.
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Point
Source
Figure 1. Xray projection/image formation model. All points along the line project on
to the same point on the detector plane.
We can use our knowledge of the x-ray projection model to find the coordinates
of a target. With an image from only one angle, the location of an imaged target is
constrained to be somewhere along the line between the projection of the target and the
x-ray source. However, with an image from two angles, if we know the projective
geometry of the system, and we can identify the projection of the target in both images,
the position of the target is constrained to be at the intersection of two lines, as in Figure
2.
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N. Point Source 1
Point Source 2
Figure 2. X-ray reconstruction by finding the intersection of projection lines
The above discussion of x-ray reconstruction is an idealized version. In reality, we are
constrained in many ways from this ideal, and the next section discusses these
constraints.
Constraints Upon our New X-Ray Approach
Although there are many good reasons to use x-ray localization, our application of
such a technique is constrained by many factors. Some of the constraints below are not
exclusive to an x-ray system.
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e The overarching constraints that we face result from the fact that we are imaging live
animals.
The images that we acquire of the fiducials and the electrode will be obscured by
tissue and bone, so our images will necessarily be noisy. Our awake macaques are fixed
in place by implanted headposts. However, the macaques still have on the order of Imm
of movement ability relative to the external world.
We hope to minimize animal exposure to damaging x-rays. Thus, we are
constrained in the amount of energy we can use to try and overcome noise factors.
We also want to limit the size and number of x-ray occluding fiducials that we
implant in a live animal because large fiducials or many repeated insertions could
damage brain tissue. This constrains our ability to form a frame.
e The system is constrained by space considerations.
We do not have the ability to place the x-ray sources and detectors anywhere,
because of space considerations of the neurophysiology experiments. This can make
positioning the field of view about the electrode and fiducials difficult. Furthermore, we
need the ability to insert and remove the monkey from the imaging system. Our space is
limited by the presence of other equipment needed for neuronal experiments, and by the
space taken by the monkey and its chair.
e The system is constrained by our machining ability.
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The accuracy with which we can machine the imaging rig that hold sources and
detectors in space is limited. Thus the projective geometry of the system is only known
with limited accuracy.
The system is constrained by our hardware and imaging ability.
Available digital detectors have finite resolution, so there is a limit on how small
a feature we can image. X-ray sources are also limited in the amount of energy they can
deliver per unit area. If the sources are too far from the detector arrays, or the x-rays are
occluded by too much animal tissue, the images will be dark and blurry. The x-ray
sources are not ideal point sources, so this will also contribute to blurring of our images.
Challenges in X-Ray Stereo Reconstruction
X-ray stereo reconstruction is not actually as simple as finding the intersection of
two lines. The constraints described above force us to a more complicated solution.
Our more complicated solution involves solving several subproblems. The next major
section of this document will discuss how we address each of these subproblems in turn.
1) Reconstruction in the Presence of Noise
Some of the constraints above limit our ability to determine the exact projection
points of our fiducials (or electrode). Thus our back-projection lines do not intersect. We
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need to be able to reconstruct in the presence of noise. Our design of the physical layout
will affect the ability to tolerate noise.
2) Spatial Layout that Allows Imaging of Targets
Spatial limitations make it difficult to position our sources and detectors such that
we can image our fiducials and electrode. We need to design the layout such that we can
still fulfill our requirements despite these limitations.
3) Solving for Unknown Projective Geometry (Calibration)
Our assumption of a known geometry is undone by our inability to precisely
machine the imaging rig. We need to solve for the projective geometry of the system to
accurately form our back projection lines.
4) Imaging Acquisition and Feature Extraction to Minimize the Effect
of Noise
We need to choose a fiducial material and fiducial layout that is tolerant to
imaging noise. Once we have images, we need to extract the projection points of fiducials
and the electrode in a noise tolerant way.
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Chapter 2: System Design and Implementation
Chapter 2 describes the design and implementation of the system. The
organization of this section is not broken up along an artificial boundary between the two
principles, as they are very tied together in our particular system. Rather, in this section
we discuss each of the challenges involved in performing stereo reconstruction, as listed
at the end of Chapter 1, and along the way design and implementation are described in
detail.
2.1) Reconstruction in the Presence of Noise
Our approach to reconstruction is complicated by the effect of various sources of
imaging noise. To address this challenge, we implemented an iterative algorithm to
perform reconstruction. With this algorithm in hand, we gauged the algorithm's ability to
perform localization under different system conditions, by simulating various x-ray
systems in the presence of noise.
There are many different factors that reduce our ability to pick out projective
points. When we image an animal, our fiducials and electrode are surrounded by skull
and tissue. The skull and tissue absorb some x-ray energy, distorting the image of our
fiducials. The skull and tissue also change the direction of some of the x-ray waves,
spreading the image of our fiducials across the image. This is called scatter. Figure 3 is an
example of scatter and anatomical occlusion.
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Figure 3. Anatomically occluded image of two electrodes
If an animal moves during image acquisition, the image will be smeared, also
lowering our feature extraction ability.
Even without animal noise, our hardware constrains us to have imperfect
projections. For example, our detector is a digital array composed of square cells of finite
resolution. No matter where in the square cell a point projects, we can not see the
difference.
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2. 1a) Reconstruction Algorithm
In the absence of noise, reconstruction amounts to finding the intersection of two
lines. As noise prevents us from this ideal solution, we instead find a solution that is as
close as possible.
Lets reformulate the problem more generally. Reconstruction of 3D coordinates
from 2D x-ray projections requires that we obtain at least enough data to write a set of
constraining equations.
Given imaging noise and other potential errors, we seek a solution that best
explains the constraining x-ray images. We seek the 3D fiducial coordinates which, if
they were projected onto 2D images according to our expectations of projective
geometry, would be as close as possible to the actual noisy projection points that are
obtained. As close as possible is defined to be those object coordinates that minimize the
squared error between our actual projections, and our expected projections.
A word upon notation before we begin: all boldfaced elements are 3 dimensional column
vectors. In what follows next, these vectors are all with respect to a common 3D frame
fixed in the external world. The exact location of that 3D frame will turn out not to
matter.
Suppose we have N objects in space, such as our fiducials and our electrode, and have
taken x-ray images of these objects from two different positions. We define a vector X,
which is our set of unknown 3D coordinates:
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Object I.XCoordinate
Object 1.YCoordinate
Object .ZCoordinate
X = .Xori
ObjectN.XCoordinate
ObjectN.YCoordinate
ObjectN.ZCoordinate-
Now lets describe the projective geometry of the system. Let S be the center of an x-ray
point source. Let D be the center of the corresponding x-ray detector T be the imaging
target. Let N be the normal vector from the center of the detector. .Let UL be the position
of the upper left pixel of the detector (i.e. (0,0) in pixel coordinates). Let PRV be the
vector in the direction of a row of pixels on the detector. Let PCV be the vector in the
direction of a column of pixels. (PRV and PCV can be derived from D, N, and UL, but
for simplicity, we just add them as parameters here). Let P be the expected projection
point. Figure 4 presents the geometry.
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PCV
U
Figure 4. Terms in the projection equation.
The ProjectiveGeometry vector parameterizes the relative projective geometry of the
system; this vector of parameters is sufficient to determine the projection point P of any
target T. For now, we assume ProjectiveGeometry is exactly known.
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ProjectiveGeometry =
Di
N1
S1
ULL
PRV1
PCVi
D2
N2
S2
UL2
PRV2
PCV2
X and all the vectors within ProjectiveGeometry are with respect to the same reference
frame in the world. The exact origin and bases of the reference frame do not matter.
Define a vector function F, which describes where each object is expected to project
given X and the ProjectiveGeometry:
F(X,ProjectiveGeometry) =
Object 1.Detector I.expectedProjectionPoi nt.column
Object 1.Detector 1.expectedProjectionPoint.row
Object 1.Detector2.expectedProjectionPoint.column
Object 1.Detector2.expectedProjectionPoint.row
ObjectN.Detector 1 expectedProjectionPoint.col u mn
ObjectN.Detector .expectedProjectionPoi nt.row
ObjectN.Detector2.expectedProjectionPoint.column
ObjectN.Detector2.expectedProjectionPoint.row
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The expected projection point expression is the expression for the intersection of a
line with a plane, converted into the coordinates within a detector reference frame, and
then converted into pixel coordinates- discretized. coordinates.
The expression for the expected projection point in space of a target T can be
written as:
P=S+N -(D - S)*(T-SP=S+ ( S*( -s)
N- (T - S)
The projection point P is a point in the same 3D physical space as X and
ProjectiveGeometry.
To convert this point into detector space, we perform a transformation of
coordinates by using the reference frame of the detector, as determined by its upper left
pixel (which acts as an origin), its pixel row vector, its pixel column vector, and its
normal.
P'= [PRV,PCV,N](P - UL)
(Edwards and Penney, 1988)
The point P' is a 3D point that describes the projection point in the reference frame of the
detector. Its third coordinate should be 0, as all points on the detector are on a plane.
The final step to getting expected projected pixel coordinates from a target point
is to convert the projection point in continuous detector coordinates into pixel
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coordinates. We need to know the dimensions of the detector in terms of how wide and
high its pixels are. (We do not refer to these as projective geometry parameters; rather
they are known quantities which are just constants) Let W be the width of a pixel, and H
be the height of a pixel. W and H have the same units as the vectors in the external frame
defined above.
P' (it is required to be on the detector plane, so P'.z is 0) can be rewritten in pixel
coordinates as:
P'.column = P'.x/W
P'.row = P'.y / H
Now that we have defined our expected projection function, define a vector RHS, which
contains the data from our detectors; where we think the projection point of each object
actually is, in pixel row and pixel column coordinates, on each detector.
Object 1.Detectorl.estimatedActualProjectionPoint.column
Object I.Detector 1.estimatedActual ProjectionPoi nt.row
Object 1.Detector2.estimatedActualProjectionPoint.column
Object I.Detector2.estimatedActual ProjectionPoi nt.row
RHS= --.
ObjectN.Detector 1.estimatedActualProjectionPoint.column
ObjectN.DetectorI.estimatedActualProjectionPoint.row
ObjectN.Detector2.estimatedActual Projection Point.col umn
ObjectN.Detector2.estimatedActualProjectionPoint.row
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The RHS is the piece that shows the effect of noise- we can never extract the exact
projection point of any object. In the absence of noise, we are solving the following
equation for X:
F(XProjectiveGeometry) = RHS
This is the equivalent to finding the intersection points of multiple sets of lines.
As we are dealing with noise, we instead minimize the following expression with respect
to X to get a least squares answer:
(F(X,ProjectiveGeometry) - RHS)2
Note that we hold projective geometry constant here, since it is assumed we know the
projective geometry before reconstructing (see Chapter 2.2).
The expression above is non-linear with respect to the unknowns, and inexact so it
cannot be solved directly. Many different numerical methods can be employed. We used
Levenberg-Marquardt, which is an iterative method that essentially alternates between a
form of gradient descent far from the solution, and a form of Newton's method near the
solution. Levenberg-Marquardt applied to a set of projective equations generally
converged within 10 iterations when the projective geometry was known and when the
correspondences in forming the RHS were correct. The convergence of the numerical
method can suffer if the expected geometry is sufficiently far from the actual geometry
(see Chapter 2.2). This method can be extended to as many detector images as desired,
for potentially greater reconstruction accuracy.
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2. 1b) Localization Following Reconstruction
The purpose of reconstruction was to find the 3D coordinates of our fiducials and
electrode in space from two dimensional image measurements. But our goal is not to
localize the electrode with respect to a frame that is fixed in space. Rather, we want to
localize the electrode with respect to a fiducial frame.
Suppose we have reconstructed the first fiducial position to be A, the second
fiducial position to be B, the third fiducial position to be C, and the target (such as an
electrode) position to be D. Our goal is to localize our target with respect to a frame
formed by the first, second and third fiducial.
We can define a frame as follows:
Let the position of the first fiducial be the origin.
0) Origin = A
Let Basis1 be the normalized vector from the first fiducial to the second fiducial:
1) Basisi = AB
IIABi
Let Basis2 be the normalized portion of the vector between the first fiducial and the third
fiducial, that is perpendicular to Basisi:
AC - ( ABAC))AB)
2) Basis2= (AB A)
AC -( ABAC))AB)(AB AB)
Let Basis3 be the cross product of basis1 and basis2:
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AB-AC)AC-( )AB)
3) Basis3 = AB (AB A)
IABII AC-( AB AC)AB)
(AB- AB)
Figure 5 presents the A, B, C formed frame.
Basis2
Basis3
Origin A ~
*D
Basis 1
B
Figure 5. A target at D in a frame formed by points at A, B, C
These three vectors are orthogonal unit vectors, so we now have a frame to
describe the target's position. The target's position D in space can be converted to its
position in the new frame by the following equation:
TargetCoordinateslnNewFrame = [Basis1 Basis2 Basis3]' (D - A)
If the set of fiducials is rotated or translated, the reference frame for the electrode
rotates and translates by the same amount. Note that the bases were formed under the
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assumption that fiducial points are not collinear- such a frame would be degenerate.
(Edwards and Penney, 1988) Another important thing to note is that the equations for the
bases are not symmetrical. If our first fiducial is at A, our second is at C, and our third is
at B, the frame is not the same as the A, B, C frame.
The frame would instead look like this (Figure 6):
Basisi
Origin A
SD
Basis3
Basis2
Figure 6. A target point at D in a frame formed by points at A, C, B. Compare this to
the frame in figure 5.
From this point on, we denote the reconstructed coordinates of a target (such as an
electrode) as the point D'. The localization coordinates of D' in a frame formed by the
first fiducial at reconstructed position A', the second fiducial at reconstructed position B',
and the third point at reconstructed position C' (in that order) are written as (D':A'B'C').
We denote the true location of a target as D. The localization coordinates in a
frame formed by the first fiducial at true position A, the second fiducial at true position
B, and the third fiducial at true position C (in that order) are written as (D:ABC).
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If we actually know the true position of the frame forming points as well as our
target electrode, an error metric for our localization ability would be the Euclidian
distance between (D':A'B'C' ) and (D:ABC).
E(DABC) = I(D': A'B'C') - (D: ABC)I
Let this error be denoted E(DABC).
2. 1c) Simulation to Determine the Effect of Design Choices in the
Presence of Noise.
Our approach to evaluating algorithmic reconstruction ability was to create
simulated, calibrated x-ray systems, and see how E(DABC) varied as we changed certain
parameters of our design in the presence of noise.
The simulation process was as follows: we created simulated fiducial points,
generated vectors of projection points (right hand sides) according to the geometry of the
simulated system, perturbed these vectors according to a simple noise model, and then
performed reconstruction on the noisy right hand sides to get reconstructed positions. The
"true" position of each fiducial in this case is a simulated true position.
In all simulation that we present below, we set the projective geometry to be
perfectly calibrated, and left this source of error out of simulation. In every simulation
trial, we generated a new set of fiducial points A, B, C, and a new electrode point D, to
ensure independence of data. We made sure that A, B, and C, were at least 5mm apart
from one another, always landed in the field of view of our system, and were not
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collinear. The 5mm restriction was needed to limit simulated fiducial layouts to those
layouts that would actually occur in a monkey; we did not anticipate implanting the
fiducials closer than 5 mm to one another.
Each point in the plots below represents 1000 simulation trials. We plotted the
95th quantile of error in some of the plots, and the mean + 3 standard deviations of error
in others.
Single Shot, Two Detector System vs. Multiple Rotation, One Detector System
Reconstruction depends upon having an image of the target from more than one
angle to form intersecting projection lines. However, that does not necessarily mean that
we need two (or multiple) source detector pairs to take an image at once, as in Figure 7.
We could instead rotate a single source detector pair about the target, and take a sequence
of images, as in Figure 8. In theory, both types of system provide enough constraints to
estimate the position of a target.
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Source -Detector Pairl
Figure 7. A single shot, two detector system, with two source detector pairs.
Time = To Time = T, Time = T2
Figure 8. A multiple rotation system. Three rotations are shown in this case. At To the
source-detector pair is at its initial configuration and takes an image. At a later point in
time TI, the source-detector pair rotates 120 degrees, and takes an image. At a yet later
time T2 the source-detector pair rotates another 120 degrees and takes an image
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The major benefit of a multiple rotation system, is that as we take images of our
target from more angles, we gain information with every image, and can write more
equations to constrain the position of the target. Also, the multiple rotation system is less
expensive, as it only requires one source detector pair. However, there is a cost associated
with these benefits. As there is a delay between shots, the animal may move from shot to
shot. This adds another source of error to the right hand side of our system of equations in
reconstruction, in addition to any other imaging error that might already exist. The
complexity of designing a system with automated moving parts, that will be safe in the
presence of an animal, is also non-negligible.
On the other hand, a single shot system is not affected by motion between shots;
there is only one shot. It does not require any moving parts. The primary disadvantage of
a single shot system, is that such a system is limited in how much information it can
gather to constrain the target location (two images). And it is more expensive to buy two
source detector pairs rather than one.
To compare and contrast the ability of the two different systems for accurate
reconstruction, we performed simulations to see how accuracy varied in the presence of
our error causing constraints.
We modeled anatomical noise, lack of resolution, and any other factor that would
randomly perturb each projection by allowing the imaging output (the RHS of our system
of equations) to vary from its true simulated values according to a uniform distribution.
To be more specific, we perturbed each component of the simulated ideal RHS (every
column and row pixel coordinate) by a separate uniform distribution. We refer to this as
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random error because the error in the projection point of each fiducial is not correlated
with the error in the projection point of any other fiducial.
To model animal motion from shot to shot, we translated the entire fiducial frame
and the electrode according to a 3 dimensional uniform distribution, in between simulated
shots of a one-detector rotating system. We then projected the fiducials after motion
between shots to generate our noisy RHS.
Below, in Figures 9-11, we compare the reconstruction ability of the simulated
single shot system against multiple rotation systems, in the presence of animal motion
and imaging (projective point estimation) error.
No animal motion
550 -
Single shot, two detector system
500 - 3 rotation, one detector system
450 - 6 rotation, one detector system
S 400
E
350 -
+ 300
250
u 200 -
150
100
50
0.0 24 48 72 96 120 144 168 192
max imaging error in microns, uniform distribution.
Figure 9. Simulated effect of imaging error and animal motion between shots on
single shot and multi-shot systems. X-axis is maximum amount of imaging error in each
direction on the imaging plane in our projective point estimates (our pixels are 48 micron
squares). Y-axis is mean + 3 std E(DABC) in microns. Magnification is -2x.
Each point represents 1000 trials, with a max animal motion of 0 microns. The
imaging error is drawn from a uniform distrbution over [-maxlmagingError,
maxImagingError] (both row and column value can each be perturbed by an amount up to
maxImagingError).
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The animal motion value is the translation error in any direction drawn from a
uniform distrubution over [-maxAnimalMotion, maxAnimalMotion]. (x,y, and z
translation can occur between shots by an amount up to maxFiducialMotion)
200 micron max animal motion, uniform distribution
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500 3 rotation, one detector system
450 - 6 rotation, one detector system
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Figure 10. Same as Figure 9, except 200 micron max animal motion in between shots
of the multiple rotation systems.
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550 __________________
- Single shot, two detector system
500 - 3 rotation, one detector system
450 - 6 rotation, one detector system
0
.5 400 -
E
350
+j300
250
150
9100 -
50-
0
0.0 24 48 72 96 120 144 168 192
max imaging error in microns, uniform distribution
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Figure 11. Same as Figure 9, except 500 micron max fiducial motion in between shots
of the multiple rotation systems.
In the absence of fiducial motion (Figure 9), the more images we take, the better
the reconstruction. The multiple rotation system performs better as imaging error
increases. This holds according to the theory that we are gaining constraining equations
with every shot.
However, when we add 200 microns of fiducial motion in addition to imaging
error (Figure 10), the marginal benefit of taking more shots goes down. Although there is
some variance in our simulation errors, at very low levels of imaging noise, a single shot
system allows better reconstruction than a 3 rotation system.
If we increase the maximum amount of animal motion to 500 microns between
shots (Figure 11), the range of pixel errors in which the single shot system outperforms
the multiple rotation systems is even larger. In particular, if maximum image noise is less
than 1.5 pixels in any direction, a single shot system performs better than a 3 rotation, or
even a 6 rotation system. Performance for a multiple rotation system is not significantly
better than the single shot system until maximum imaging error increases beyond -100
microns. We assume that our imaging noise is probably near 100 microns by looking at
sample images of our fiducials and electrode. Even beyond 100 microns, the multiple
rotation systems perform only slightly better than the single shot system.
We ultimately decided to use a two detector, single shot system because a
stationary single shot system was easier to implement than a moving system. Moreover,
according to the simulations described above, the gains from a multiple rotation system
were likely to be marginal, if at all.
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Above, we have discussed the relative benefits of one system versus another. In
terms of the absolute sensitivity of localization error to imaging error, in simulation, at a
magnification of 2x, (magnification is discussed later), and using our one shot system, the
plots in Figure 9-11 indicate that for a stereo system, every micron of imaging error (i.e.
error on the detector plane) propagates to ~2 microns of 3D localization error.
Note that another systematic error that could be added by a multiple shot system
would be rotation error. By rotation error, we mean the ability to reproducibly rotate a
single source detector pair to the same position. This type of error is not shown in the
plots above. Even if we did show this effect, it would only argue further against a rotating
system. When we did simulate this type of error, we found that errors on the order of .15
degrees or less of rotation generated localization errors on the order of a few microns. As
we can easily get rotation stages more accurate than .15 degrees, we ignored this factor.
Effect of Angular Separation and Imaging Error on Accuracy
Another design choice that we can make is to change the angular separation of the
system. By angular separation (Figure 12), we mean the minimum angle relating the two
source-detector pairs to one another (i.e. 0 to 90 degrees).
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Angular Separation
Figure 12. We define "Angular Separation" to be the minimum angle relating two
source detector pairs in a single shot system.
Ideally, we would want our 2 source detector pairs to be at right angles to one
another. The closer the angular separation to 90 degrees, the more independent the data
on each detector, and so the better the reconstruction in theory. At the other extreme, if
our two source detector pairs were collinear, the data on the two detectors would be
almost exactly the same. In effect, we would be adding linearly dependent equations,
which do not constrain us to a solution.
Unfortunately, at many angles, the skull and tissue material of the macaque is
prohibitively occluding (see image acquisition), preventing us from being able to image
the electrode in our target brain regions at a 90 degree angular separation. Thus, we
needed to examine the tradeoff between reducing imaging noise, and reducing angular
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separation. Toward this end, we preformed simulations in which we varied the angular
separation of a particular projective geometry, and also varied the amount of imaging
noise to simulate the differences in imaging noise from different angles.
95th quantile error vs. angular separation, 1000 simulated trials per point
1 pixel imaging error
1.5 pixel imaging error
2 pixel imaging error
45 50 55 80 65 70
angular separation in degrees
75 80 85 90
Figure 13. Effect of angular separation, in a single shot system, on reconstruction error
for a given level of imaging error. X-axis shows the angular separation of the two
source-detector pairs (rotation spread). Y-axis shows 95th quantile of localization error
in microns. Magnification is approximately two on both source detector pairs.
Each point represents 1000 trials of random fiducial positions. The imaging
error is drawn from a uniform distrbution over [-maxPixelError, maxPixelError] (both
row and column value can each be perturbed by an amount up to maxPixelError; each
pixel is 48 microns on each side).
In Figure 13, we can see that the effect of angular separation levels off at about 70
degrees; gains in reconstruction accuracy are marginal beyond this point. The more
imaging error in the system, the faster localization error increases below 70 degrees of
angular separation.
39
200
E,
1C
0
Z
0n
M)
150 I-
100 k
501
40
A I I I I I I I I I
Effect of Imaging Error and Magnification on Accuracy
Thus far we have modeled the effect of a multiple rotation vs. single shot system,
as well as the effect of angular separation on accuracy. Another design choice of interest
is the effect of magnification as it interacts with imaging error, upon reconstruction
accuracy. What do we mean by magnification? The closer the imaging target to the x-ray
source, and the further back the detector, the larger the image of the target.
Point
Source
Detector-Target Distance (DT)
Figure 14. Terms in magification expression
We can calculate the magnification of a source detector pair approximately by the
formula:
ST + DT
Mag ST
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We decided not to simulate magnification, because it is too closely tied together
with imaging issues. In our other simulations of design parameters, we simulated point
fiducials, and point projections. To have an idea of the effect of magnification, we would
need to generate more complicated imaging models.
For example, the further we move a source and detector pair apart, the less x-ray
energy is delivered to the imaging plane- x-ray energy per unit area decreases according
to an inverse squared distance law (Ball and Moore, 1997). The less energy delivered to
the imaging plane, the more anatomical occlusion will worsen our signal, and increase
our imaging error. In the presence of such a factor we would need to model bodies rather
than points.
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2.2) Spatial Layout of the Imaging Rig
In the previous section, we discussed the challenge of reconstruction in the
presence of noise. That whole discussion was predicated upon the assumption that we had
useful images with which to perform reconstruction. In reality, acquiring images is not
trivial. We need to position our source detector pairs such that the electrode and fiducials
are in the field of view. This requires a physical imaging rig which will have several
degrees of freedom. The difficulty lies in the fact that space in the experimental setup is
limited, and all the components of the system take up additional space. To design the
imaging rig, we measured the constrained space, and laid out the system components in a
CAD model.
2.2a) Space Constraints
Our space is limited in the experimental setup by the setup itself, by the monkey
chair, and especially by the chair arms. Below (Figure 15) is a to-scale model of most of
our space constraints.
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Figure 15. Spatial constraints on our ability to position the system. To-scale model.
Note in particular the position of the chair arms. We found the position of these arms to
be the most constraining factor.
In the limited space of Figure 15, we still need to be able to position the source
detector pairs such that we can image our fiducials and electrode in more than one region
of the brain. Furthermore, although it is not obvious from Figure 15 (some of the more
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geometrically complicated constraints have not been included in Figure 15), the ability to
insert and remove the monkey from the imaging system is limited.
2.2b) CAD model of degrees of Freedom
To fulfill our requirements, we designed a movable imaging rig to hold our
sources and detectors rigidly in place, and checked using our CAD model to be sure that
we could position the rig in CAD space such that we could image any relevant portion of
the brain. Figure 16 presents the CAD model of our entire system. Note in particular the
superstructure that allows the imaging rig to be moved rigidly into position, and also out
of the way of the monkey, allowing us to easily insert and remove the monkey from the
system. Figure 17 depicts the model that we used to check that our field of view was
appropriate.
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Figure 16. Imaging rig. The superstructure gives us the ability to maneuver the source
detector pairs rigidly together in space. Its elevation allows us to easily move the system
up and away from the live animal, and bring the animal and the restraining chair out of
the system without collision and without moving the source detector pairs apart.
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Figure 17. Field of view is the intersection between the rays that hit each detector. (A)
Depiction from top. (B) Depiction from front.
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We need translation degrees of freedom on the imaging rig (Figure 18). To
position our field of view correctly we need horizontal and vertical translation ability on
the entire rig. We also need these degrees of freedom to move the imaging rig out of the
way of the animal as we insert and remove it from the imaging system.
We need rotation degrees of freedom (Figure 19). We need to acquire images
from different angles of the same region of the brain, to get non-occluded images of the
electrode. We need rotation ability on the entire system, and also on the individual source
detector pairs to allow us to vary the angular separation of the system.
We need individual source and detector translation degrees of freedom (Figure
20). The energy delivered to the imaging plane from an x-ray source decreases according
to an inverse squared law; so to improve the quality of our images we need to be able to
bring the sources and detectors as close as possible to the monkey target. We also need
translatable sources and detectors to change our field of view, since the region enclosing
all of our fiducials can vary in size. The less the magnification, the greater the field of
view.
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Figure 18. Entire system translation degrees of freedom
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Figure 19. Rotation degreees of freedom
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Figure 20. Source and detector translation degrees of freedom.
Note that we have built the system such that we expect the detector normal of a
given source detector pair to be collinear with the line between the source and detector
centers. We expect there to be an intersection point between the two source-detector
lines; the centers of all 4 imaging components should lie in the same plane.
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2.3) Solving for the Unknown Projective Geometry (Calibration)
We do not know the true projective geometry of the system. Reconstruction
depends on the ability to write accurate projection equations (see Chapter 2.1 a). These
equations require accurate estimates of projection points (noise effects this), and also
require accurate estimates of geometry of the sources and detectors. In our simulations of
reconstruction we assumed perfect knowledge of the projective geometry. However, in
reality we have limited machining ability, so we need to perform a calibration procedure
to solve for the projective geometry of the system.
Calibration poses several sub-problems:
1) We must determine a useful reference frame to describe the projective
geometry of the system.
2) We need an algorithm to solve for the projective geometry of the system in
our reference frame.
3) We need to design and build a calibration object from which we can acquire
useful image data for the calibration algorithm.
2.3a) Reference Frame/Projective Geometry Parameterization.
Before we describe the calibration algorithm, it is important to describe the
reference frame in which we describe the projective geometry for which we are solving.
Note that the frame we use is not the standard camera frame. We found our frame and
parameterization to be more useful in understanding the projective geometry of the
system, in understanding how well our calibration performs and in understanding how
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sensitive reconstruction is to perturbations in the projective geometry of the system (more
on this in Chapter 3).
Reference Frame
It is important to determine a useful coordinate frame for reconstruction and
calibration. Suppose we use a fixed reference frame that is independent of the projective
geometry. There is some "true" position and orientation for each component of the
system in this abstract frame. However, there is an infinite number of similar system
geometries that could produce the same set of images given an imaging target in space.
As long as the relative geometry within a system is the same, the imaging output will be
the same. For example, if we were to translate the entire system and the calibration target
in the z direction, the system would create the same projections. Or if we were to rotate
the entire system and calibration target, the system would create the same projections.
To usefully compare unique calibrations, we have chosen a frame that limits the
number of calibrations that satisfy a given set of actual images. The frame moves with the
system. Thus, if the whole system is physically translated or rotated, the projective
geometry does not change.
Let the line that goes from the center of source 1 to the center of detectorI be
defined as the x-axis. The positive direction is toward detector1.
Let the x-PixelRow plane be defined as the plane formed by the x-axis vector and
the negative pixel row vector from the center of detector 1 (Figure 23).
The y-axis is defined as the line perpendicular to the x-axis, and coincident to the
x-PixelRow plane. The positive direction is toward the negative pixel direction of
detectorl, along a row of pixels.
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The z-axis is defined as the cross product of the x and y axes. The origin is
defined as the point along the positive x axis where we expect the field of view to be. For
example if we expect the field of view to be 50000 microns away from source 1, then the
center of source 1 is at (-50000, 0,0).
Figures 21 and 22 depict our frame, while Figure 23 shows what we mean by the
negative pixel row vector from the center of detector 1
Origin
Source 1
Figure 21. Coordinate frame. The x-axis is along the line between the center of source
I and detector 1. The x-PixelRow plane determines the x-y plane. The y-axis is
perpendicular to the x-axis, and coincident to the x-pixelRow plane. The origin is left up
to the user of the system to define, depending on the best estimate of how far away the
field of view is from source I.For example, if the user estimates the field of view area to
be 50000 microns from the center of source, then sourcel is defined as being at (-
50000,0,0).
Note that the frame is in no way dependent on the position of the second source-detector
pair. The second source-detector pair position and orientation can be anywhere in the
frame.
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Source 1
Figure 22. Another view of the coordinate frame, showing z-axis, which is the cross
product of x and y axes.
Figure 23. -Pixel row direction is the direction from the center of detector 1 along a
row of pixels of the detector.
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Projective Geometry
Now that we have defined a reference frame that moves with the x-ray system, we
can describe the projective geometry in this reference frame. Note that we have tied down
many of the parameters of the system by the construction of the reference frame. In
particular, the position of source I and detector 1 is always known to within one
parameter- the distance between sourcel and detector1. Also, the orientation of detector1
is limited to 2 unknown angles, because we have tied its pixel direction to the y-axis.
There are many ways to parameterize the projective geometry of the system that
are equivalent. We could, for example, describe the projective geometry directly (see
Chapter 2.1 a). If the goal of calibration is only to later perform reconstruction, the
parameterization that one chooses is not relevant. In our particular application, we chose
a parameterization that allowed us to gain some understanding of how well the system
was machined, and the effect of physically changing the projective geometry.
We describe the true projective geometry in terms of perturbations from our
expected system. We have built the system such that we expect the detector normal of a
given source detector pair to be collinear with the line between the source and detector
centers. We expect the intersection point between the two source detector lines to be at
the origin of the reference frame, and for the source centers and detector centers to be in
the x-y plane. We expect the two source-detector pairs to be at some specified rotation
spread.
We describe the perturbations from our expected projective geometry as the following
vector:
55
ASystemGeometry =
ASourcel- > Detectori
ADetectoriPolar
ADetectorlAzimuthal
ASource2- > Detector2
ADetector2Polar
ADetector2Azimuthal
ADetector2Normal
ASourceDetectorPair2Polar
ASourceDetectorPair2Azimuthal
ASourceDetectorPair2X
ASourceDetectorPair2Y
ASourceDetectorPair2Z
If the system is built exactly as we expect it to be, then A SystemGeometry is a vector of
zeros. Figures 24-32 below describe what each of these parameters means.
+X
+4
Figure 24. When A Source 1 ->Detectorl is greater than zero, the detector is away from
the expected position along the line connecting the source and detector centers away from
the source. Similar for A Source2->Detector2. This parameter essentially changes the
length of a source-detector pair.
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Figure 25. When A Detectorl Polar is greater than zero, the detector is rotated about an
axis from the bottom to the top of the detector, through the center of the detector,
counterclockwise. In the expected position the line between the source and detector
center is collinear with the detector normal. Similar for A Detector2Polar. This parameter
essentially changes the orientation of a detector within a source detector pair.
Figure 26. When A DetectorI Azimuthal is greater than zero, the detector is rotated
about an axis from the left to the right of the detector, through the center of the detector,
counterclockwise. In the expected position the line between the source and detector
cent4 is collinear with the detector normal Similar for A Detector2Azimuthal. This
parameter essentially changes the orientation of a detector within a source detector pair.
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Figure 27. When A Detector2Normal is greater than zero, detector2 is rotated
clockwise about the normal of the detector. In the expected case, the detector's column of
pixels is in the same direction as the z axis. Note that there is no A DetectoriNormal by
construction of the frame. This parameter essentially changes the orientation of a detector
within a source detector pair.
Figure 28. Imagine a line connecting source2 and detector2. When A sdp2Polar is
greater than zero, the line is rotated counterclockwise about the z-axis of the reference
frame. In effect the source and detector rotate as a rigid body counterclockwise about the
z-axis of the reference frame. In the expected case, the source detector pair is at the
angular separation that is expected in the system. This parameter is essentially changing
the orientation of the second source detector pair.
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NFigure 29. Imagine a line connecting source2 and detector2. When A sdp2Azimuhal is
greater than zero, the line is rotated as a rigid body into an orientation such that the lineis
parallel with the z-axis. This has the effect of raising the source, and lowering the
detector. In the expected case, the line connecting source2 and detector 2 is in the xy
plane. This parameter is essentially changing the orientation of the second source detector
pair.
+Y
Figure 30. Imagine a line connecting source2 and detector2. When A sdp2X is greater
than zero, the line is translated in the x direction as a rigid body. Source2 and detector 2
both move in the x. In the expected case, the line connecting source2 and detector 2 is
going through the origin. This parameter is essentially changing the position of the
second source detector pair.
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Figure 31. Imagine a line connecting source2 and detector2. When Asdp2Y is greater
than zero, the line is translated in the y direction as a rigid body. Source2 and Detector2
both move in the y direction. In the expected case, the Source2 and Detector 2 are each at
some expected distance from the origin. This parameter is essentially changing the
position of the second source detector pair.
Figure 32. Imagine a line connecting source2 and detector2. When A sdp2Z is greater
than zero, the line is translated in the z direction as a rigid body. Source2 and detector2
both move in the z direction. In the expected case, the line connecting source2 and
detector2 is the x-y plane. This parameter is essentially changing the position of the
second source detector pair.
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2.3b) Calibration Algorithm
Given the parameters just described, calibrating the system amounts to finding the
true value of ASystemGeometry. The algorithm for determining ASystemGeometry is
similar to the reconstruction algorithm. We image a physical calibration object, and use
the image data to write a set of non- linear projection equations that constrain the system.
The calibration object consists of a number of small fiducials, whose 3D position relative
to one another is known (described later). We minimize the error between our actual
projections, and our expected projections by perturbing a set of parameters describing the
position and orientation of our calibration object and a set of parameters describing the
ASystemGeometry. Note that, each value of ASystemGeometry uniquely specified
the projective geometry of the system defined in reconstruction (section 2.1). The main
differences between calibration and reconstruction are that: 1) by allowing
ASystemGeometry to be free parameters, we no longer consider the projective geometry
constant; and 2) the position of each of the fiducials is known with respect to the other
fiducials (see below).
Suppose we have a calibration object containing N fiducial points, and we know
the relative 3D position of these fiducials to one another. Define an unknown vector V,
which describes the position and orientation of the rigid calibration object in the frame of
our imaging system:
CalibrationObject.X
CalibrationObject.Y
V CalibrationObject.Z
CalibrationObject.Rotation I
CalibrationObject.Rotation2
Cali brationObject.Rotation3
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We do not know the location or orientation of our calibration object because we place it
by hand in the field of view of the imaging system. In all likelihood, as our origin by
construction is where we expect the field of view to be, the location of the object is close
to the origin.
Given the position and orientation of the calibration object, since we know the
relative position of the fiducials in it, we can write a vector function describing the
position of each of the fiducials in the frame of the imaging system.
Fiducial .X
Fiducial L.Y
Fiducial L.Z
G(V)=X= ..-
FiducialN.X
FiducialN.Y
FiducialN.Z
The function G can be written as a combination of matrix rotations and translations.
This vector (X) is analogous to the unknown vector (X) described previously (see
Chapter 2.1 a) except that we can describe this new unknown vector more compactly in 6
parameters in V because of the known relative fiducial geometry.
The projective geometry of the system in space can be described more compactly
in the 12 delta parameters above rather than in the description of normals and source
points. Letting ASystemGeometry be the same as described above.
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Define the vector function that maps these system geometry parameters into parameters
with which we can write projection equations:
H(ASystemGeometry) = ProjectiveGeometry =
D1
N1
S1
UL1
PRV1
PCV1
D2
N2
S2
UL2
PRV2
PCV2
Like G, H can also be written as a combination of matrix rotations and translations.
We can frame the solution to the calibration problem similarly to the reconstruction
problem; we want our expected projection vector to match the actual projections we have
acquired.
F(G(V),H(ASystemGeometry)) = RHS
F and RHS are the same as in reconstruction (Section 2.1).
In the absence of noise, we want our expected set of projections given our beliefs about
the projective geometry to match the actual projections we have. Thus we would need to
solve the following set of equations for V and A SystemGeometry:
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F(G(V),H(ASystemGeometry)) = RHS
As we always have noise on our actual projection points, we actually minimize the
following expression with respect to V and A SystemGeometry:
(F(G(V),H(ASystemGeometry)) - RHS)2
As in reconstruction, any number of numerical methods can be used to minimize this
expression. We used Levenberg-Marquardt. We generated guesses for Levenberg-
Marquardt by employing a linear method (Novosad, Cheriet, Petit, and Labelle, 2004).
The description of the linear method is beyond the scope of this paper. Refer to
Trucco and Verri's (1998) text for details. In our experience, generating a guess by this
linear method is not strictly necessary if the expected system guess is close to the actual
system (i.e. if IASystemGeometryll is small), and if low noise calibration images are
obtained. Based on a limited amount of testing, a better system guess as provided by the
linear method allows Levenberg-Marquardt to converge faster and to a marginally better
calibration.
2.3c) Calibration Object
The performance of the calibration algorithm depends largely on the quality of the
calibration object; a given fiducial layout within the calibration object will allow us to
write a particular set of equations, and our iterative method is more likely to converge to
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the correct solution when solving certain types of equation. In the sections below we
describe how we designed, built, and used our calibration object to get the best possible
set of equations.
Calibration Object Design
There are several considerations in designing a useful calibration object fiducial
layout:
1) The calibration object should contain enough fiducials to generate sufficient data
to constrain the projective geometry:
2) The fiducials should not occlude on another.
3) We should be able to obtain a correspondence between a fiducial's image on both
detectors for all the fiducials in the layout.
By sufficient data, we mean that there should be enough fiducial points in the
calibration object to constrain 18 free parameters (i.e. we need 18 pieces of independent
data). There are 12 system geometry unknowns (A SystemGeometry), and 6 calibration
object position and orientation unknowns (V). Each fiducial in a two detector system
generates 4 equations- a column and row projection point on each detector. Thus, the
calibration object needs to have at least 5 fiducial points. However, we expect some noise
(less than in reconstruction images, as we will try to build calibration objects that
generate noise free images) in our calibration object images. Thus, the more equations we
can write to constrain the system the better, so more fiducials are better, as long as we
can satisfy considerations 2 and 3 above.
65
Different fiducial layouts in our calibration object can generate "better" data. For
example, the projections of a set of fiducials laid out in a single plane in space provide a
set of equations that is somewhat dependent and is very susceptible to noise. By contrast,
fiducials placed randomly in space provide independent equations that are resistant to
noise.
We also need to see the projections of individual fiducial points of the calibration
object. If more than one fiducial is placed along the same projection line, or close to the
same projection line, the projection of one fiducial will occlude the projection of another,
in effect removing one fiducial (possibly even both), and leaving us with 4 fewer
equations.
Our equations require the ability to make correspondences between projections. If
we place a large number of fiducials randomly in space (this would provide us with the
best data to perform calibration), it becomes nearly impossible to make correspondences
from one detector to another. Thus, the fiducials must be laid out in an organized manner.
To satisfy these criteria, calibration objects are often built as a pair of planes of
fiducial points, at different orientations in space (Trucco and Verri, 1998). Such a layout
is organized enough to form correspondences, and the data is independent enough be
sufficient in the presence of noise.
To design a calibration fiducial layout that satisfied the conflicting requirements
of design, we performed simulations of calibration with different combinations of planes
of fiducials in space, to see which calibration layout gave us the best E(DABC) (as in our
reconstruction simulations, see Chapter 2.1c). We also created simulated projection
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images, to see if the image of any of our fiducials was occluded, and whether we could
form correspondences between the two detector images.
The fiducial layout we ended up implementing is one in which our fiducials are
arranged in three 4*4 planes. Two of the planes are almost touching along an edge and at
a ~155 degree angle to one another. The third plane is above the first two planes, and
bisecting the angle between those two. Below is a 3D visualization, as determined by CT,
of the actual calibration object, an idealized top view of the object, as well as x-ray
projections of the actual calibration object from a 90 degree angular separation (Figure
33).
A
B
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Detector 1 Image Detector 2 Image
Figure 33. (A) 3D visualization of CT determined centers from calibration object
(close to a front view. (B) top view of the calibration object (C) X-ray projections from a
90 degree angular separation, of the calibration object. Note that the images have been
cropped and rescaled.
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Calibration Object Implementation
We presented the design and a visualization of the final calibration object we
built, above, but how did we actually build this object composed of planes of very small
fiducials? We first used ball grid arrays (BGA) as planes of fiducials, but the images of
these arrays were judged by eye to be too noisy (Figure 34). It was also very difficult to
acquire unnoccluded images of the BGA's, because the balls in our particular arrays were
too close together.
Figure 34. X-ray projection of our first attempt at implementing a calibration object
using BGA's. Note the prominent circuitry, and the nearly occluded spheres of the upper
left plane.
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Since the BGA's were deficient as calibration object components, we built our own
calibration object, using materials that would minimize noise and minimize the chance
for occlusion. The fiducials in our calibration object are laid out on planes of 1/16 inch
thick polycarbonate sheets (United States Plastic Corp., Lima, Ohio). Vinyl sheets turned
out to be somewhat x-ray occluding. The fiducials are placed ~l.25mm apart, using
graph paper. They are steel ball bearings of-500 micron diameter (Bal-Tec, Los
Angeles, California). The large size and nearly perfect spherical shape of the fiducials
minimizes the effect of noise. The planes are fixed rigidly in place inside of a plastic vial,
using Epotek 301 epoxy, an epoxy specifically designed to be transparent to small
wavelength energy (Epoxy Technology, Billerica, MA).
Measuring Relative Position with CT
Our calibration algorithm requires knowledge of the exact 3D layout of the
fiducials in the calibration object (relative to each other). We do not have the ability to
position our fiducials with high accuracy. To determine the 3D layout, we obtained
micro-CT data of the calibration object (Micro Photonics, Allentown, PA). The best
micro-CT resolution they could achieve was a resolution of 18 micron voxels (the smaller
the diameter of the calibration object, the better the CT voxel resolution).
The CT data was in the form of 3D voxel attenuation data. To extract the fiducial
centers, we thresholded the voxels according to the graythresh method of Matlab. Once
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we thresholded the voxels, we found the centers of mass of all the connected components
in the voxel data.
The fact that we average over many voxels (i.e. center of mass) to determine the
3D layout of the fiducials increases the likelihood that our estimates of relative fiducial
geometry are incorrect by far less that 18 microns, the CT resolution. To determine the
effect of this much fiducial layout error, we performed a limited number of simulations.
In these simulations, 5 microns of fiducial layout error propagated to less than 10 microns
of localization error.
Calibration Object Use
As stated above in our calibration design considerations, to form equations using
our calibration object, we need unoccluded images of the fiducials in the object. To
acquire such unnoccluded images, the calibration object can only be imaged from certain
angles. For this particular fiducial layout, we must position the top plane of the
calibration object such that it approximately bisects the angular separation angle of the x-
ray system. Figure 35 presents the necessary orientation of the calibration object.
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Angular Separation
Figure 35. Position of the calibration object to prevent occlussion. Calibration object is
not to scale. The top plane of the calibration object is bisecting the angular sparation. The
calibration object would still produce unoccluded images if rotated 180 degrees.
After we place the calibration object in the viewing field at an appropriate orientation and
acquire images of it, we remove the object, and insert the monkey into the field of view.
To be able to insert the monkey, because of spatial constraints, we need to first translate
the entire imaging rig upwards and out of the way (see 2.2a, Figure 16, 2.2b, Figure 18),
insert the monkey, and then bring the imaging rig back down into position to image the
relevant portion of the brain. In theory, during this motion of the entire system, the
projective geometry of the system could change, breaking our calibration. In Chapter 3,
we discuss this possibility.
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2.3d) Other Calibration Algorithms
We tried implementing the calibration algorithm without known fiducial
positions. That is, the iterative algorithm perturbed the position of each fiducial
individually, rather than translating and rotating the rigid set of fiducials in space.
However, this type of algorithm was very susceptible to local solutions.
73
2.4) Image Acquisition and Feature Extraction to Minimize Noise
Thus far throughout the paper, we have referred to images which we have
acquired in some way, and to right hand sides of estimated projection points with which
we performed various calculations. This section describes in detail our strategy in
acquiring images, and also in the particular way that we extract points from these images
to form right hand sides (RHS).
2.4a) Image Acquisition
When acquiring images of our target using our imaging rig, there are several
choices that we still need to make to optimize our ability to accurately determine the
fiducial and electrode projection points. One way to reduce noise is to carefully select our
imaging hardware and hardware parameters. Another way is to select a geometric layout
that minimizes noise given the hardware. And another way is to select fiducials and
electrodes that the hardware can easily image. This section discusses the imaging testing
that we performed to choose these parameters and evaluate the imaging ability of the
system.
Hardware Constraints
The x-ray sources we purchased for building the prototype are at max operation
50 kV, lmA anode current (Oxford Instruments). These sources were originally acquired
because they were relatively inexpensive, of relatively small size (163mm length,
69.8mm diameter, cylindrical) and had a small focal spot (<50 microns). Also, initial
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tests showed that they would be powerful enough to image fiducials and the electrodes
through the animal anatomy. We used CMOS digital x-ray detector arrays (Rad-icon,
Santa Clara, CA) which contain arrays of 48 micron square pixels. The field of view is
~2x2cm at 2x mag, which is sufficient to capture the brain region of interest. There are
higher resolution detectors available that use CCD technology, but these detectors are
more expensive, and more complicated to use than CMOS digital arrays; they require the
generation of multiple timing signals.
To test the hardware imaging ability, we placed a skull with an implanted guide
tube and a -6cm jar of saline along the path of one of the source detector pairs. The
electrode tip is located at approximately AP 15, ML 35.4, DV 26, in the region of the
skull that houses the left AIT region of the brain.
When imaging the electrode occluded by -6cm of saline, our best images were
acquired at the max parameters of our hardware (50kv, I mA). We brought the sources
and detectors as close as possible in an animal situation, as this would maximize the
energy that our hardware delivered to the imaging plane.
The energy of the x-rays is comparable to that used for routine dental imaging. In
theory, higher energy photons result in more scatter, clouding the image and reducing our
contrast, and generally worsening our images (Ball and Moore, 1997) However, as we
reduced the amount of voltage, the amount of imaging energy reaching the detectors
decreased so quickly that our images became dark, and scatter considerations were not
relevant.
Given the energy of the photons, one way to deliver more energy to the detectors
is to image for a longer period. However, the animals we are imaging have a small
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amount of movement freedom, and there may be physiological sources of movement
(heart rate, respiration). Thus, the longer the imaging period, the more likely animal
movement will occur, smearing our images. Our preliminary imaging sessions indicate
that our animal does not move significantly when the duration is on the order of 1-2
second.
Another way to deliver more energy, while minimizing scatter, would be to use an
x-ray source that could deliver more anode current. However, such sources tend to have
larger focal spots. Thus, there is a trade-off between photon flux, and focal spot size. But
we have not fully explored the effect of these factors in imaging quality and
reconstruction error.
Optimal Imaging Angle
Our ability to image fiducials and the electrode with our hardware depends upon
how much skull and tissue is in the path of a source detector pair. The amount of bone, in
particular, varies with the angle at which an image is taken; for example, there is less
skull along a path going through an eye socket. Thus, the choice of our two imaging
angles in space relative to the skull is critical.
To determine the angles with the least amount of skull occlusion in our target
region, we imaged the same skull as described above with an implanted electrode and
guide tube. We first imaged a skull rather than a live animal to minimize animal x-ray
exposure.
We took images at every 10 degrees, with a source detector separation of about
48cm, and a magnification of about 1.4x. In the figure below (Figure 36), we present
every third image of the skull. Each image corresponds to a source location relative to the
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skull. A 0 degree image is one in which the monkey is directly facing the x-ray source,
and the corresponding detector is directly behind the monkey. In a 30 degree image, the
x-ray pair has been rotated 30 degrees counter-clockwise about the imaging target, and
the x-ray source is now northwest of the monkey, while the detector is southeast of the
monkey. In a -30 degree image, the x-ray pair has been rotated 30 degrees clockwise
about the imaging target and the source is now northeast of the monkey, while the
detector is southwest of the monkey.
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Figure 36. Images taken of a skull with an electrode implanted in the left AIT region of
the brain, from multiple source-detector pair positions. Each image corresponds to a
source location relative to the skull. A 0 degree image is one in which the monkey is
directly facing the x-ray source, and the corresponding detector is directly behind the
monkey. Each of these images was taken with an exposure of about I second, at 50kV,
1 mA. The total distance is about 48 cm between the source and detector. The
magnification on each of these images is about 1.4x.
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In the image ranges of [20,-60] and [120,-160] the electrode tip is especially
occluded. These are not good angles from which to acquire images of left AIT. We
limited our potential imaging angles using this information. From our simulations of
reconstruction we know that an angular separation as small as 70 degrees does not affect
error. Thus, to get the least noisy images of a monkey with an electrode in its left AIT,
with an angular separation of at least 70 degrees, when we imaged a live monkey, the
shots we used were from -85 and ---165 degrees (this is a 70 degree angular separation).
Below are sample images of an electrode in the left AIT region of a live monkey from
-165 (Figure 37), and 85 degrees (Figure 38).
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Figure 37. -165 degree image of electrode in left AIT of monkey. ImA, 50kV, -Isec,
-2x magnification. Source-Detector distance -43 cm. Skull screw attaches headpost to
the skull. Wire is implanted in the eye and uesd for tracking eye movemnt
Figure 38. 85 degree image of electrode in left AIT of monkey. I mA, 50kV, -I sec,
-2x magnification. Source-Detector distance -46 cm.
80
Optimal Fiducials
We have the ability to choose the fiducial target for our hardware. In general, the
denser and thicker the fiducial, the more clearly a fiducial will stand out among anatomy.
Thus we have two key free parameters in our fiducial target choice: fiducial material to
maximize density, and fiducial size to maximize thickness.
We have to balance our choice of these parameters against our live animal
constraints. Some materials that would be excellent imaging targets, such as lead, are not
biologically compatible. Many materials damage the nearby tissue, and/or degrade with
time. The fiducials we used for animal implantation were semi-regular spheres of 99
percent platinum (Alfa Aesar, Ward Hill, MA). Platinum has a high atomic number so it
shows up clearly in x-ray images. At the same time, it is widely used in implants because
it is biologically compatible. (Ratner, Hoffman, Schoen, and Lemons, 1996)
The other free parameter in our fiducial target choice is the size of our fiducial.
While the thickness of the fiducial target increases as the diameter of the sphere
increases, we want to keep our fiducials as small as possible to avoid damaging brain
tissue. To gauge the visible range of fiducial sizes, we successively placed
platinum/iridium fiducials ranging from 1000 microns to 300 microns in diameter behind
the skull (though not in the exact vicinity of AIT) and ~6 cm of saline, and imaged each
fiducial for the same duration, and at the same distance as we would a real animal. The
300 micron fiducial was clearly visible (Figure 39), and was deemed a small enough size
to be safe for implantation because it can be inserted with a guide tube of a diameter
widely used in neurophysiological experiments.
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Figure 39. 85 degree image of 300 micron fiducial behind skull and 6 cm of saline
solution, electrode in vicinity of AIT of monkey. I mA, 50kV, -2sec, -2x magnification.
Source-Detector distance -48 cm.
Once we knew that we could image a 300 micron fiducial, we implanted these
fiducials in a live animal. Our images of fiducials in a live animal (Figure 40) are not as
good as the images in a skull, but are still acceptable.
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Figure 40. Sample image of fiducials implanted in right AIT of live animal. As we are
dealing with the opposite side of the brain, this particular image is from -85 rather than
85 degrees as is expected for left AIT. Source-Detector distance = -44 cm, mag -2x.
Two second source duration. 50kV, 1 mA.
2.4b) Feature Extraction
Once we have acquired images, whether we are performing calibration or
reconstruction we must extract a set of points from the images to form a right hand side.
The process of forming a right hand side of projected points from our image data on
multiple detectors is referred to as feature extraction.
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Feature Points
Ideally, we would want to be able to image infinitely small points, and then pick
out the infinitely small point projections of those 3D points from our detector arrays, and
use these as features in the right hand side of our equations. However, this is not possible.
What we can do instead is to make sure all the objects that we image are spherical
(with the exception of the electrode). We have chosen spheres as fiducials because the
center of mass of the projection of a sphere is the same as the projection of the center
point of the sphere. Therefore, when we use the centers of projection as a RHS, we have
a proxy for the projection of an infinitely small point.
In reality, fiducials are not perfectly spherical, and they are occluded by anatomy,
so the apparent center of projection is not necessarily the projection of the center, but the
size of our fiducials provides enough support to lower the effect of noise. The spherical
shape makes feature extraction of fiducials simple and noise tolerant.
When imaging a test or calibration object, we have relatively uniform, noise free
images. Feature extraction is simple in this case. There are three stages: threshholding,
point selection, and center calculation. In the first stage, a human brightness thresholds
the image until most of the noise is removed, while keeping the threshold high enough to
avoid removing the projections of the fiducials. This stage is at the human eye's
discretion. In the case of the projection of the 500 micron spheres of our calibration and
testing objects, the extracted feature points can vary on the order of a third of a pixel
depending on the users' threshold. In the second stage, a human selects those connected
components that remain after threshholding, that are judged to be the projection of a
fiducial. This stage is needed, because there may be some connected components left in
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the image that are not the projection of a fiducial. Finally, a weighted center of mass is
taken of the pixel values of each selected connected component.
The feature extraction in the case of images of an animal may need to be more
complicated. We have not yet determined the best feature extraction algorithm in the
presence of anatomical noise. There may not be a good global threshold that reduces
noise sufficiently while allowing us to see the projections of fiducial points. Local
threshholding is one tactic to counter this, in which the user thresholds the near vicinity
of each user determined fiducial projection component. Thus far we have hand
segmented the images of fiducials occluded by anatomical noise, and taken the centers of
mass of the segmented images. Another tactic that we might use in the future would be to
take unweighted centers of mass in our center calculation stage.
Correspondence Problem
Once we have extracted feature points, we need to match the feature points on one
detector to the extracted feature points on another detector. If these points are
mismatched, the right hand side of our equation will be wrong, and reconstruction will
fail to converge in a reasonable number of iterations.
At present, we sort and match the feature points manually. The number of objects
that we image in any given shot are limited, allowing manual correspondences to be
formed, rather than automatic computed ones. Note that in general, all stages of feature
extraction in the x-ray localization system can be performed manually, as on the fly
reconstruction is not currently needed. However, automation of tools to extract features
and form correspondences will make it possible to determine recording locations in
nearly real time.
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Chapter 3: Testing/Results
As we developed the imaging system, the reconstruction and calibration
algorithms were tested on simulated data, perturbed by a noise model. We also need to
have a measure of how well our algorithms work on real data. Testing our algorithms on
real data allows us to check whether our algorithms are correct, and to check whether we
have made an incorrect assumption in our model of the system (underestimate of noise,
underestimate of scatter, incorrect projection model, etc.)
We first tested the system with real data by creating a test object, and gauging
how well the system performed as we varied the calibration data and test data. Once we
were satisfied with the system performance on the test object, we tested our ability to
localize in a real animal.
Error Measure
To see how well the imaging system performs under optimal conditions, we
created a test object, containing 6 fiducials. We determined the true position of these
fiducials by performing CT reconstruction, followed by CT center extraction using the
same algorithm as in calibration. Then we repeatedly calibrated the system using the
calibration object, and repeatedly performed stereo reconstruction on the test object. Our
error estimate E(DABC) was the distance between the reconstruction target location (in a
frame formed by the reconstructed fiducial positions) and the true target location (in a
frame formed by the true fiducial positions), based on the CT data.
With 6 fiducials, we can choose 3 fiducials to form a frame, and then choose one
other fiducial as a target. As the procedure to form a frame is asymmetric (see Chapter
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2. 1b), we can use every permutation of 4 fiducials. For example, we could form
localization (D':A'B'C'), as well as localization (D':A'C'B'). Thus we have 6*5*4*3 =
360 possible localizations that are permutations of 6 fiducials.
We could also eliminate the permutations of the same combination of fiducials to
generate a more independent set of errors. In that case we would have (6 3)*(3 1) = 60
localizations; we need to choose 3 frame fiducials from among 6, and then 1 target from
among 3.
It is important to note that even if we were to remove permutations of the same
combination from our set of test localizations, we still have dependent localizations. For
example, the localizations of (A':B'C'D') and (B':C'E'F') both involve the
reconstructed position of B. In our simulated testing, we ensured that our data was
completely independent. With only one test object, and the inability to image it thousands
of times because of time constraints, we needed to allow some dependence of data in our
testing.
The test object was constructed with the same epoxy and steel spheres as our
calibration object, in order to minimize imaging noise. We used the same type of plastic
vial to hold the epoxy and spheres, so the CT resolution was again -18 microns. The
spheres were positioned such that no sphere was touching another.
Below (Figure 41) is a visualization of the CT data of our test object, and a
sample set of x-ray images of our test object.
88
ADetector Image 1 Detector Image 2
Figure 41. 3D visualization of CT determined centers from test object. (B) X-ray
projections, from a 90 degree angular separation, of the test object. Note that the images
have been cropped and rescaled.
All the test object testing in the sections below was performed within the same x-
ray projective geometry (Figure 42).
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Figure 42. Approximate expected geometry from which test object and calibration
object images are acqquired
Reconstruction Test Set Error/Consistency
After calibrating upon one pair of calibration images, and reconstructing upon one
pair of test object images, we performed all 360 permutation localizations, and evaluated
E(DABC) for all of them.
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Using our first set of calibration data and test data, our mean was 23.52 microns
of localization error (test set 1, see Figure 43A), tand the 9 5'h quantile of localization
error was 49. To ensure that we did not manage to pick a particularly good set of test data
in terms of fiducial layout, we translated and rotated the test object and acquired test
images 3 more times, holding the calibration data constant. The distributions of
localization errors for test sets 2, 3, and 4 remain relatively consistent.
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Figure 43. Histograms of localization errors as we vary the test set while calibrating
against a constant calibration set. X-axis is localization error in microns. Y-axis is
frequency. The test object generates 360 different possible localizations. (A) Localization
error distribution for test set 1, calibrating against calibration set 1 (B) Localization error
distribution for test set 2, calibrating against calibration set 1. (C) Localization error
distribution for test set 3, calibrating against calibration set 1. (D) Localization error
distribution for test set 4, calibrating against calibration set 1.
Calibration Consistency
We also wanted to ensure that we did not pick a particularly good estimate of
projective geometry (calibration). To check this, we acquired three more independent
calibration sets. We translated and slightly rotated the calibration object acquired
calibration images each time (holding the orientation of the calibration object within the
constraints described in Chapter 2.3d). We then used the same set of test images against
each calibration set to evaluate the effect of different calibrations on localization error.
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Figure 44. Histograms of localization errors as we keep a constant test set while
calibrating against a varying calibration set. X-axis is localization error in microns. Y-
axis is frequency. The test object generates 360 different possible localizations. (A)
Localization error distribution for test set 1, calibrating against calibration set 1. (B)
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Localization error distribution for test set 1, calibrating against calibration set 2. (C)
Localization error distribution for test set 1, calibrating against calibration set 3 (D)
Localization error distribution for test set 1, calibrating against calibration set 4
Calibration1 Calibration2 Calibration3 Calibration4
Mean Test Set 1 Error (microns) 23.52 22.39 30.14 27.47
STD Test Set 1 Error (microns) 12.55 12.59 13.80 11.72
.95 Quantile Test Set 1 Error (microns) 49.67 51.70 59.47 53.47
ASourcel->Detectorl (microns) -29937 -40949 -30232 -36189
ADetectoriPolar (degrees) 2.27 2.16 3.33 2.67
A\DetectorlAzimuthal (degrees) 3.99 3.73 3.39 3.81
ASource2->Detector2 (microns) -341 -1055 -6121 1011
ADetector2Polar (degrees) 1.04 0.71 1.02 -2.02
ADetector2Azimuthal (degrees) 5.55 5.68 5.40 4.89
ADetector2Normal (degrees) 1.38 1.31 1.31 1.34
ASDP2X (microns) 3659 -2664 2912 104
\SDP2Y (microns) 22823 22787 20002 22933
ASDP2Z (microns) -6238 -6241 -6186 -6253
ASDP2Polar (degrees) -90.97 -91.02 91.02 -91.08
ASDP2Azimuthal (degrees) -0.95 -0.95 -0.96 -0.98
Figure 45. Error statistics of test setl performance as well as calibration determined
system parameters for four different sets of calibration data. Each of these parameters
represents a perturbation from what we expected the state of the system to be. See Figure
41 for visualization of the expected system.
The distribution of localization error for 4 different sets of calibration data against
the same test data stays fairly consistent (Figure 44). Furthermore, the system parameters
solved for during calibration stay fairly similar too, except for souce 1 ->detectorI distance
(Figure 45).
Calibration in the Presence of Motion
In the actual use of the system, we move the system down into an imaging
position to image the calibration object, take the images, bring the system back up, bring
the monkey into the experimental setup, and then bring the system back down into an
imaging position. We need to translate the entire system after calibrating because of
space constraints that prevent us from simply inserting a monkey into the imaging region.
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It is possible that during this motion, the relative position of the system components
changes, breaking our calibration. To test whether our particular system maintains the
same geometry, we calibrated the system, and then collected test data without moving the
system. Then we moved the system up and down to simulate what would happen when
imaging an actual monkey, and collected test data following the movement, without
recalibrating. Then we repeated this procedure one more time. We found that this motion
had little effect on reconstruction error (Figure 46).
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Figure 46. Histograms of localization errors as we vary the test set while calibrating
against a constant calibration set. X-axis is localization error in microns. Y-axis is
frequency. The test object generates 360 different possible localizations. (A) Localization
error distribution for test set 1, before we have moved the rig, calibrating against
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calibration set 1, calibrating against calibration set I (B) Localization error distribution
for test set 2, after we have moved the rig up and down once, calibrating against
calibration set I (C) Localization error distribution for test set 2, after we have moved
the rig up and down twice, calibrating against calibration set 1.
General Parameter Sensitivity Analysis
The problem of stable calibration in the presence of motion relates to the general
consideration of how sensitive error is to the parameters of the system geometry. To
evaluate parameter sensitivities, we calibrated the system perfectly upon real calibration
data, and then added perturbation to each calibrated system parameter. We examined how
much test error changed as a given system parameter changed.
The data is pooled across 10 test sets, against 12 calibration sets. That is, we solve
for the error distributions on each test set calibrated against each calibration set (in total
there are 10*12*360 error data points for each perturbation of each parameter), and pool
this data. Below, we plot the effect of an increase in the perturbation of a given system
parameter from its calibrated value, upon the 95,h quantile of localization error. We also
plot the effect of an increase in the perturbation of a given system parameter from its
calibrated value, upon the mean of localization error (Figure 47).
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Figure 47. After calibrating upon real data, one A SystemGeometry parameter at a
time is perturbed by a positive or negative amount from calibration determined values.
E(DABC) is evaluated for each of the localizations on 10 test sets of images, calibrating
against 12 different perturbed calibrations. Each point represents 10* 12*360 = 43200
localizations. (A) X-axis is perturbation in microns of translation parameters , y-axis is
mean E(DABC) in microns (B) X-axis is perturbation in degrees of rotation parameters,
y-axis is mean E(DABC) in microns (C) X-axis is perturbation in microns of translation
parameters, y-axis is 95th quantile E(DABC) in microns. (D) X-axis is perturbation in
degrees of rotation parameters, Y-axis is 95 th quantile E(DABC) in microns.
We can see from Figure 47, that the most sensitive angle parameters are
A SDP2Polar, A SDP2Azimuthal, and A Detector2Normal. The effect of perturbing these
parameters becomes evident at around half a degree, while the other rotation parameters
do not really change the accuracy of localization until a full degree of perturbation. The
most sensitive translation parameters are those describing the position of sdp2; A SDP2X,
A SDP2Y, A SDP2Z. At about half a millimeter, perturbations along these parameters
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significantly affect localization accuracy. The effect of the other translation parameters
becomes evident at about a millimeter of perturbation.
Chapter 4: Conclusion
Primary Results
The goal of this project was to perform in-vivo electrode localization with
accuracy better than 100 microns. Despite a variety of sources of noise, the system has
met its primary requirements of translation, rotation and time invariant localization, using
inanimate test objects. Thus far the system has been shown to perform localization under
optimal test object conditions with a mean accuracy of-30 microns, and a 9 5 'h quantile
accuracy of ~50 microns. This is far better than any previously described system of
localization.
The system has met its secondary requirements of usability upon a live animal.
We have constructed a physical system that meets the physical space and x-ray exposure
constraints of monkey neurophysiology. We have demonstrated that we can acquire
images of the relevant regions of the brain and reliably visualize in-vivo fiducials and
electrodes comparable to those used in our inanimate test objects. It remains to be seen
how well the system meets its electrode localization accuracy in-vivo.
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Future Improvement/Reflection
The system has been shown to perform well with an inanimate test object but
preliminary results indicate that localization is not as invariant in-vivo. In one of our
monkeys, we have implanted four fiducials (Figure 41). We can (and have started to)
localize one of these fiducials day to day with respect to the other three. The localization
coordinates have varied day to day in the first few data points, by up to 150 microns.
Most likely, this variance is caused by one (or both) of two factors: the fiducials
are actually drifting with respect to one another, or the level of imaging error is much
higher when imaging fiducials in-vivo. If the fiducials are in fact moving with respect to
one another, then our assumption of the fiducials forming a rigid frame within the brain
with which to perform localization must be revisited. If the frame only changes slightly,
the effect on electrode localization will be small. Moreover, in theory, the use of more
implanted fiducials could overcome this source of error. Alternatively, we could choose
a more standard approach by forming a frame using fiducials fixed to the skull. This
external frame would eliminate their relative motion, but motion of the brain within the
skull might limit our electrode localization accuracy with respect to the brain tissue. We
cannot determine the best in-vivo approach until we have gathered more data to
distinguish the effects of additional in-vivo imaging noise from in-vivo fiducial motion.
If our problem is high imaging error, there are a variety of possible approaches to
reduce noise and the effect of noise. In the localization discussion (Chapter 2.1b), and in
the simulations we ran, we assumed that we were forming a frame using only 3 fiducials.
However, it is possible to form a frame using more than three fiducials. One frame
forming procedure that we tested through simulation was to perform principal component
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analysis of randomly placed fiducials to get our three basis vectors. In simulation this did
not work well at all, most likely because PCA requires an inherent structure in data to
form basis vectors, and our simulations were of randomly placed fiducials. A potential
way to improve the reconstruction algorithm would be to find a better way to incorporate
more fiducials in our generation of a reference frame; the more points we use equally to
form a frame, the more resistant that frame should be to imaging noise.
Another approach to reducing imaging noise would be to redesign the chair arms
of the monkey chair to potentially allow better imaging. The set of chair arms is the
limiting factor in terms of how small we can make the source-detector distance (see
Figure 15). It is worth repeating that x-ray flux decreases according to an inverse square
law; thus redesigning the chair arms would allow us to bring the sources and detectors
closer, resulting in more energy per unit area of the detector, which should in turn
increase the contrast between our fiducial images and the surrounding anatomy.
We could employ more expensive x-ray sources that can generate more anode
current than our present sources, at the same focal spot size. This would allow us to
deliver more energy per unit time to the imaging plane, improving contrast between the
fiducials and the anatomy, without decreasing our. We can also incorporate, more
sensitive detectors arrays to improve imaging contrast.
We have not yet begun to address the issue of electrode image feature extraction.
It is likely that localization will suffer when the target is an electrode instead of a round
fiducial. In particular, the final few hundred microns of the electrode tip is difficult to
image in-vivo. The present feature extraction algorithm relies on the support of an entire
300 micron diameters sphere to minimize the effect of noise on fiducial images. Any
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given electrode we would image is only 10 microns wide at its very tip, so there is no
support against noise. However, the electrode images are very good along most of the
electrode shaft and a slight extrapolation based on electrode images before in-vivo
insertion should bring us to within 100 microns or less, although the final accuracy of this
procedure is not yet known.
Appendix
The x-ray sources were supplied by Oxford Instruments, X-Ray Technologies,
Inc. The particular model is the XTG50 11, Apogee source. The detector arrays were
supplied by Rad-icon Imaging Corp. The particular model is the Shado-o-Snap 1024.
The epoxy used for forming the calibration and test objects was supplied by
Epoxy Technology. The particular epoxy is product 301. The ball bearings used as
fiducials in the calibration and test objects were supplied by Bal-Tec. The particular ball
bearings are .020 inch, model 440, grade 25.
The platinum shot pieces used as fiducials in animal implantation were supplied
by Alfa Aesar.
Micro-CT services were supplied by Micro Photonics.
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