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We study the time evolution of Ginibre matrices whose elements undergo Brownian motion. The
non-Hermitian character of the Ginibre ensemble binds the dynamics of eigenvalues to the evolution
of eigenvectors in a non-trivial way, leading to a system of coupled nonlinear equations resembling
those for turbulent systems. We formulate a mathematical framework allowing simultaneous de-
scription of the flow of eigenvalues and eigenvectors, and we unravel a hidden dynamics as a function
of new complex variable, which in the standard description is treated as a regulator only. We solve
the evolution equations for large matrices and demonstrate that the non-analytic behavior of the
Green’s functions is associated with a shock wave stemming from a Burgers-like equation describ-
ing correlations of eigenvectors. We conjecture that the hidden dynamics, that we observe for the
Ginibre ensemble, is a general feature of non-Hermitian random matrix models and is relevant to
related physical applications.
PACS numbers: 05.10.-a, 02.10.Yn, 02.50.Ey, 47.40.Nm
Today, half a century after the pioneering work of Gini-
bre [1], random matrices with complex spectra are no
longer only of academic interest. They play a role in
quantum information processing [2], in QCD in prob-
lems with a finite chemical potential [3], in financial en-
gineering when lagged correlations are discussed [4] and
in the research on neural networks [5], to name just a
few applications. Eigenvalues themselves, however, are
not of sole interest in the case of non-Hermitian random
matrix ensembles. The statistical properties of eigenvec-
tors are equally significant [6], in particular, in problems
concerning scattering in open chaotic cavities or random
lasing [7–9]. There, the so called Petermann factor [10],
a quantity describing correlations between right and left
eigenvectors, modifies the quantum-limited line-width of
a laser.
On the other hand, the original Dyson’s idea of Brow-
nian walk of real eigenvalues [11] interacting with a two-
dimensional Coulombic force still leads to novel insights.
Examples include the study of determinantal processes
[12–14], Loewner diffusion [15] or the fluctuations of non-
intersecting interfaces in thermal equilibrium [16]. The
concept of stochastic evolution of matrices has been re-
cently exploited by several authors [17–20]. In particu-
lar, it was shown that the derivatives of the logarithms of
characteristic determinants of diffusing GUE (Gaussian
Unitary Ensemble), LUE (Laguerre Unitary Ensemble or
Wishart Ensemble) and CUE (Circular Unitary Ensem-
ble) obey Burgers-like nonlinear equations, where the role
of viscosity is played by the inverse of the matrix size.
For infinite dimensions of the matrix, these equations
correspond to the inviscid regime and describe an evo-
lution of the associated resolvents. Due to nonlinearity,
they develop singularities (shock waves), whose positions
correspond to the endpoints of the spectra. For matri-
ces of finite size, the expansion around the shock wave
solution of the initial viscid Burgers equation leads to
a universal scaling of characteristic polynomials (and of
the inverse characteristic polynomials as well), resulting
in well known universal oscillatory behavior of the Airy,
Bessel or Pearcey type. This approach has prompted, in
particular, new perception of weak/strong coupling tran-
sition in multicolor Yang-Mills theory [21, 22] and of the
spontaneous breakdown of chiral symmetry in Euclidean
QCD [23].
In this letter, we unveil the intertwined evolution of
eigenvalues and eigenvectors of stochastically evolving
non-Hermitian matrices. To this end, we apply Dyson’s
idea to study diffusing Gaussian matrices for the case of
the Ginibre Ensemble (GE). The central object of the pa-
per is a generalized averaged characteristic polynomial.
Its logarithmic derivatives, which contain the information
about both the eigenvalues and eigenvectors of the evolv-
ing matrix, fulfill a system of Burgers-like partial differ-
ential equations. We solve them to recover the spectral
density, the Petermann factor encoding the correlations
of eigenvectors and universal microscopic scaling at the
edge of the support of the eigenvalues.
At first glance one would not expect any similarities
between the GUE and the GE, even in the large N (ma-
trix’ size) limit. In the case of GUE, spectra are real, end-
points of the spectra exhibit square root behavior and the
eigenvectors decouple from the eigenvalues. In the case
of GE, spectra are complex, eigenvalues form a uniform
disc with a vertical cliff at the boundary and finally, left
and right eigenvectors are correlated [6] on the support
of eigenvalues. Nonetheless, the Vandermonde determi-
nant is present in the joint probability distribution of
eigenvalues for both ensembles and this leads to a two-
dimensional electrostatic Dyson’s picture which under-
lies calculations of the spectral distribution in the large
N limit. Consequently, the standard procedure for non-
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2hermitain ensembles relies on defining the electrostatic
potential
V (z) = lim
→0
lim
N→∞
1
N
〈
Tr ln[|z −X|2 + 2]〉 , (1)
calculating the ”electric field” as its gradient, G = ∂zV ,
and recovering the spectral function from the Gauss law
ρ = 1pi∂z¯G =
1
pi∂zz¯V . We use a short-hand notation de-
fined by: |z −X|2 + 2 = (z1N −X)(z¯1N −X†) + 21N ,
where 1N is the N -dimensional identity matrix.  is
an infinitesimal regulator and it is crucial that the limit
N →∞ is taken first. If one took the limits in an oppo-
site order, one would obtain a trivial result. Moreover,
in the case of the Ginibre ensemble, 〈det(z −X)〉 = zN .
The standard relation between zeros of the characteris-
tic polynomials and poles of the Green’s function, known
from considerations of hermitian ensembles, would there-
fore be lost.
The idea is to define the following object
D(z, w, τ) = 〈det(Q−H)〉τ
=
〈
det
(|z −X|2 + |w|2)〉
τ
, (2)
where
Q =
(
z −w¯
w z¯
)
, H =
(
X 0
0 X†
)
. (3)
and to study its evolution in the space of Q, or more
precisely in the complex plane w, ”perpendicular” to the
basic complex plane z. In other words, the regulator i,
which is usually treated as an infinitesimally small real
variable, is promoted to a genuine complex variable w.
As we shall see, the dynamics of D(z, w, τ) hidden in
w captures the evolution of eigenvectors and eigenvalues
of the Ginibre matrix whose elements undergo Brown-
ian motion. It is worth mentioning that block matrices
such as H and arguments Q naturally appear in non-
Hermitian random matrix models, e.g. in the general-
ized Green’s function technique [24, 25], in hermitization
methods [26–28] or in the derivation of the multiplication
law for non-Hermitian random matrices [29].
In our notation, the meaning of the averages 〈. . .〉τ like
this in (2) is 〈F (X)〉τ =
∫
DXP (X, τ |X0, 0)F (X), where
DX =
∑
ab dxabdyab is a flat measure over the real and
imaginary parts of matrix elements, Xab = xab + iyab,
and P (X, τ |X0, 0) is the probability that the matrix will
change from its initial state X0 at τ = 0 to X at time
τ . For a free random walk with independent increments
〈δXab〉τ = 0 and
〈
δXabδX¯cd
〉
τ
= δτN δacδbd, the evolution
of P (X, τ |X0, 0) is governed by the diffusion equation
∂τP (X, τ |X0, 0) = 1
N
∂XX†P (X, τ |X0, 0), (4)
where ∂XX† is the standard 2N
2-dimensional Laplacian
∂XX† =
∑
ab
(
∂2xab + ∂
2
yab
)
. The announced dynamics of
the Ginibre ensemble is hidden in equation
∂τD(z, w, τ) =
1
N
∂ww¯D(z, w, τ) (5)
that is central to this paper. The derivation will be pre-
sented elsewhere, but we shortly sketch below the main
steps. The determinant in (2) can be represented as a
Berezin integral
∫
exp
[
θT (Q−H)η] dθ dη = det(Q−H)
where θ and η are independent vectors of Grassmann
variables. Both sides of eq. (4) can be then multiplied
by this integral and integrated over DX. After some ma-
nipulations, like changing the order of integration and
integrating by parts, one arrives at (5).
A few comments are in order. First, it is easy to
see that D(z, w, τ) depends on w only through its mod-
ulus r = |w|. Moreover, the simplest initial condi-
tion corresponds to X0 = 0. In this case D0(z, w) =
D(z, w, 0) = (|z|2 + |w|2)N . Finally, it is instructive to
compare D0 to the initial determinant for another ma-
trix, one that also has all eigenvalues equal to zero, for
instance a strictly upper triangular matrix. As an ex-
ample consider a matrix X ′0, with all elements equal to
zero except a single off-diagonal element that is equal
to one. For X ′0, the initial value of the determinant is
D′0(z, w) = (|z|2 + |w|2)N
(
1 + |w|2/(|z|2 + |w|2)2) and,
as we can see, for |w| 6= 0, it differs from D0(z, w). This
simple example shows that the dependence of the deter-
minant on w indeed encodes far more information on the
underlying matrix than just its eigenvalues. Such infor-
mation, as we shall see below, is very valuable.
We proceed by defining two convenient functions v =
v(z, r, τ) and g = g(z, r, τ):
v ≡ 1
2N
∂r lnD, (6)
g ≡ 1
N
∂z lnD, (7)
which will turned out to be closely related to the eigen-
vector correlator and the Green’s function known from
the standard treatment of the Ginibre ensemble. These
functions are not independent, since by construction
∂zv =
1
2∂rg; in particular g = 2
∫
dr∂zv. The diffusion
equation (5) is mapped via (6), which basically is the in-
verse Cole-Hopf transformation [30], onto a Burgers-like
equation
∂τv = v∂rv +
1
N
(
∆r − 1
4r2
)
v, (8)
where ∆r =
1
4 (∂rr +
1
r∂r) is the radial part of the two-
dimensional Laplacian. This equation is exact for any
N . The 1/N factor is a viscosity-like parameter. In the
inviscid limit (N →∞), (8) reduces to
∂τv = v∂rv, (9)
known in hydrodynamics as the Euler equation and
solved by the method of characteristics. The curves along
which the solution is constant are namely given by
r = ξ − v0(ξ)τ, (10)
3and labeled with ξ. v0 plays the role of velocity of the
front-wave. We therefore have
v = v0(r + τv). (11)
For the initial condition X0 = 0, corresponding to
v0(r) = r/(zz¯+r
2), we obtain a cubic algebraic equation
for v. Its solution gives in turn the (radial) dependence of
v on r = |w| ≥ 0. If one takes a cross-section of the whole
solution along the real axis, Im w = 0 and Re w = µ (or
any other straight line going through the origin of the
w-complex plane), one can see that in fact the solution
consists of two symmetric branches v(µ) = v(−µ) due to
the rotational symmetry of the problem in the complex
plane. In other words, the solution is represented by the
pair of Cardano equations:
v
(
zz¯ + (±µ+ τv)2) = ±µ+ τv, (12)
since µ, as opposed to r, may be positive or negative.
The mapping between r and ξ breaks down when, at
some positions µ = ±r∗, derivative becomes singular
(dξ/dr∗ = ∞), as visualized on the left inlet at Fig. 1.
The set of singular points defines the caustics (sometimes
called pre-shocks). Physically, the singularity comes
from the fact that the velocity of the flow is position-
dependent, which makes the solution, for a given |z|,
non-unique after a certain time τ . Between the two sym-
metric caustics (which actually form a cone-like surface
when viewed from the whole w-complex-plane) a shock
is formed at µ = 0 for τ ≥ |z|2. Although the shock
formation involves the whole (w, z) space, as depicted in
Fig. 1, its dynamics is remarkably confined to the region
of r = |w| → 0, close to the z-plane, which is the ba-
sic complex plane in our considerations. As was already
mentioned, in this region r plays the role of the regulator
 in the formula (1). In this limit the explicit solution of
(12) reads
v2 = (τ − |z|2)/τ2 and v = 0, as r→ 0. (13)
The quantity v2 has an explicit interpretation [31] in the
large N limit, namely
v2 =
pi
N2
〈∑
i
Aiiδ
2(z − λi)
〉
, (14)
where Aij = 〈Li|Lj〉 〈Rj |Ri〉, i.e. v2 is a correlator be-
tween the bi-orthogonal sets of left |Li〉 and right |Ri〉
eigenvectors of the non-hermitian matrix X to eigenval-
ues λi, originally introduced in [6]. Modulo normaliza-
tion, this correlator is also known from chaotic scattering
theory as the Petermann factor [7]:
K(z, τ) =
Nv2
piρ
(15)
(where ρ is the spectral density calculated later). Fig-
ure 2 shows the time dependence of Petermann factor for
several values of |z|. The correlator vanishes outside the
critical shock line, where, as we know from the standard
approach, the Green’s function is analytic, and it is non-
zero inside it, where the Green’s function is non-analytic.
The edge of the shock line lines up with the contour of the
eigenvalue density support. To summarize, the quater-
nion shock wave dynamics (13) reproduces the result of
[6].
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FIG. 1. The main figure shows, for a given |z|, the charac-
teristics (straight lines) and caustics (dashed lines). Inside
the later a shock is developed (double vertical line). Left in-
let shows the solution of eq. (12) at (τ = |z|2). Right inlet
shows the caustics mapped to the (r = |w|, z) hyperplane at
the same moment of time. The section r = 0 yields the circle
|z|2 = τ , bounding the domain of eigenvalues and eigenvectors
correlations for the GE.
à
à
à
à
à
à à
æ
æ
æ
æ
æ
æ
æ
ì
ì
ì
ì
ì
ì
ì
ô
ô
ô
ô
ô
ô
ô
ç
ç
ç
ç
ç
ç
0.5 1.0 1.5
0.0
0.2
0.4
0.6
0.8
1.0
Τ
K
N
à ÈzÈ=0.30
æ ÈzÈ=0.45
ì ÈzÈ=0.60
ô ÈzÈ=0.75
ç ÈzÈ=0.90
FIG. 2. The figure depicts theoretical (lines) and numerical
(symbols) time dependence of the Petermann factor (rescaled
by 1/N), for different values of |z|. For the later, 3 · 104,
200 × 200 matrices were used. The discrepancy of the low
lying points is a finite N effect.
Having an explicit solution for v (6), we can turn to g
(7). Actually, one can show that g also fulfills an exact
4for any N Burgers-like equation
∂τg = v∂rg +
1
N
∆rg, (16)
which in the inviscid limit reduces to ∂τg = v∂zg or
∂τg = 2v∂zv, (17)
if one uses ∂rg = 2∂zv to eliminate g from the right hand
side. We see that we can calculate g by differentiating
v. The initial condition X0 = 0 corresponds to g0(r) =
z¯/(|z|2 + r2), in particular g0(r = 0) = 1/z. For v = 0
we have ∂τg = 0 so g is constant in time, and therefore
it is equal to g = 1/z everywhere outside the shock line.
Inside the shock line, we employ the second solution of
(13), which via elementary integration leads to g = z¯/τ+
f(z). Since both solutions have to match on the line of
the shock due to condition (13), the arbitrary analytic
function f has to be equal to zero. Note that for r = 0,
g coincides with the electric field G(z, z¯) in the standard
formulation mentioned earlier, so the average spectrum
of the considered ensemble reads
ρ(z, τ) =
1
piτ
Θ(τ − |z|2), (18)
where Θ(x) is the Heaviside step function. We see that
complex eigenvalues are uniformly distributed on a grow-
ing disc of radius
√
τ .
Finally, we would like to comment on the solution for
large but finite N , at the vicinity of the shock. Since
finite size implies non-zero viscosity, the dissipative term
will regularize the shock leading to the smoothening of
the sharp cliff of the eigenvalue density at the edge of the
disk (18). Explicit calculations show that this is indeed
the case. The smoothening makes the density at the edge
to assume a universal shape given by the complementary
error function [33]. The argument goes as follows. We use
the result of [34], that the spectral density (diagonal part
of the kernel) for the Ginibre ensemble is proportional to
the r → 0 limit of the characteristic determinant D of
the type considered here. The proportionality factor is
the normalization CN and the Gaussian weight p(z) =
exp(−Nτ |z|2), i.e.
ρ(z, τ)
N→∞
= CN p(z)D(z, r → 0, τ), (19)
with CN =
2
τpi
1
(N−1)!
(
N
τ
)N
. Then, we may use the fact
that the form of D is exactly known for our initial con-
ditions, since it represents the solution for the radial dif-
fusion [23, 35, 36]
D =
∫ ∞
0
qe−N
q2+r2
τ I0
(
2Nqr
τ
)
(q2 + |z|2)Ndq. (20)
A careful analysis of the saddle points shows that for
large N the main contribution to the integral comes from
quantities which scale asymptotically as: q = θN−1/4,
|z| − √τ = ηN−1/2 and r = ωN−3/4, for θ, η and ω
of order one. We postpone details for a future publica-
tion. Here we note, however, that this scaling is identi-
cal to the critical scaling for the cusp singularity of the
Wishart/chiral random matrices. The reason for this lies
in the functional form of the determinants, which hap-
pens to be identical for the two ensembles. In this way
we establish additionally a somehow unexpected link be-
tween the universal scaling behavior for the Wishart and
Ginibre ensembles. Taking first the large N limit and
then setting ω = 0, we recover from (20) a well-known
result for the universal scaling at the spectral edge of the
Ginibre ensemble
ρ(η) ≈ 1
2piτ
Erfc
(√
2
τ
η
)
. (21)
We conclude this note with several remarks. First,
it is inspiring to compare the Burgers-like structures
even between the simplest hermitian model (GUE) and
its non-hermitian counterpart, i.e. the Ginibre Ensem-
ble. In the case of GUE, the characteristic determinant
DGUE(z) fulfills a complex diffusion equation ∂τDGUE =
− 12N ∂zzDGUE . The corresponding Burgers equation re-
sulting from the Cole-Hopf transformation is complex too
and has to be solved with complex characteristics. Sin-
gularities (shock waves) appear at discrete points (end-
points of the spectra) in the flow of eigenvalues [17]. On
the contrary, for the GE, singularities are given by one-
dimensional curves appearing in the flow of eigenvector
correlations. The fact that in the Hermitian case the
viscosity is formally negative also has far-reaching conse-
quences. In particular, it is not smoothening the shock,
like in the GE (where we observe the Erfc smearing), but
it triggers violent oscillations, being the source of Airy
universality. Similar universal oscillations originate from
negative viscosity in other ensembles (complex Wishart
(Laguerre) ensembles and complex Circular ensembles).
The fact that ensembles as different as GUE, CUE, LUE
and GE have a similar underlying mathematical struc-
ture of Burgers-like equations is remarkable and deserves
further studies.
Moreover, for clearness we have only considered the
dynamics of the simplest non-Hermitian ensemble, i.e.
of the freely diffusing Ginibre matrices. Our approach
works however for any initial condition imposed on the
considered process. Additionally, the method can be
used to study other non-Hermitian ensembles (e.g. non-
Gaussian ones), for which the described coevolution will
also be present. The resulting equations are of course
much more involved in more general scenarios. Our for-
malism could also be exploited to expand the area of
application of non-Hermitian random matrix ensembles
within problems of growth [15], charged droplets in quan-
tum Hall effect [37] and gauge theory/geometry relations
in string theory [38] beyond the subclass of complex ma-
trices represented by normal matrices.
5Finally, we would like to emphasize, that a consis-
tent description of non-Hermitian ensembles requires the
knowledge of the detailed dynamics not only on the com-
plex z plane, where eigenvalues live, but also in the ”or-
thogonal” w plane. In several standard techniques of
non-Hermitian random matrix models this second vari-
able is treated as an auxiliary parameter, serving as a
regulator only. We have shown that it governs, in the
large N limit, the evolution of the standard correlator of
eigenvectors which is furthermore coupled to the dynam-
ics of the resolvent. Eigenvectors and eigenvalues evolve
therefore simultaneously, and this coevolution is prob-
ably a common feature of all, also multi-point Green’s
functions in non-Hermitian random matrix models.
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