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We explore alternative experimental setups for the iterative sampling (flow) from Restricted Boltz-
mann Machines (RBM) mapped on the temperature space of square lattice Ising models by a neural
network thermometer. This framework has been introduced to explore connections between RBM-
based deep neural networks and the Renormalization Group (RG). It has been found that, under
certain conditions, the flow of an RBM trained with Ising spin configurations approaches in the tem-
perature space a value around the critical one: kBTc/J ≈ 2.269. In this paper we consider datasets
with no information about model topology to argue that a neural network thermometer is not an
accurate way to detect whether the RBM has learned scale invariance or not.
I. INTRODUCTION
The observation that Neural Networks can be stud-
ied by Statistical Physics techniques is not new [1]. Fol-
lowing the Deep Learning revolution, the past few years
have also witnessed a boost of activity on the applica-
tions of Machine Learning (ML) algorithms as a tool to
study complex physical models. These include phase
identification in both classical and quantum systems [2–
4], dimensionality reduction of a Hilbert space repre-
senting the wave function through reinforcement learn-
ing [5], generative models applied to classical systems
[6, 7], or even the development of new algorithms ca-
pable of finding coarsed-grained transformations [8];
among many other examples. We now regard ML as
both a useful numerical tool for doing physics [9, 10] as
much as interesting physical systems themselves [11].
In particular, the relation between unsupervised
learning based on standard Restricted Boltzmann Ma-
chines (RBMs) and the Renormalization Group (RG) in
Kadanoff’s picture [12], pointed out in a seminal paper
by Mehta and Schwab [13], has attracted some attention
[14, 15].
For the purpose of bringing some light to the discus-
sion, Iso et al. [15] trained RBMs using Monte Carlo
(MC) samples from square lattice ferromagnetic Ising
models with homogeneous nearest neighbor exchange
interactions J > 0 and no external field. With the in-
troduction of a standard classification neural network
(NN) as a thermometer, they were able to map the prob-
ability flow from the trained RBM (samples from the
trained model) with a flow in the Ising model param-
eters space. By monitoring flows of RBMs trained with
a joint dataset of states with temperatures T below and
above the critical value kBTc/J ≈ 2.269 [16], these au-
thors have observed that samples generated by the ma-
chine flow towards a stable fixed point around Tc. Al-
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though this behavior is opposite to the conventional RG
flow [17], there is this interesting coincidence in the lo-
cation of the fixed point.
In this paper, we seek to contribute to the understand-
ing of why those scale invariant configurations would
be attractors of the RBM flow. For that we begin by re-
producing the main result of Ref. [15]; namely, that the
RBM flow goes towards a fixed point around Tc. We
then analyze an RBM trained with a multi-temperature
set of states from the mean field (MF) Ising model [18].
Since the MF dataset does not contain the correct in-
formation about spin nearest neighbor correlations, we
would expect the flow not to converge to the same fixed
point. However, it does.
Next we consider RBM training with a dataset com-
posed only of states with T = 0 and T = ∞. This is also a
paradigmatic case. As two-dimensional Ising states are
fed to the machine as vectors, not matrices, the RBM has
no information about lattice dimensionality. Still, using
the same NN thermometer, we found that the flow still
goes towards a value around Tc ≈ 2.269 (henceforth we
consider temperatures measured in units of kB/J).
This set of experiments bespeak in favor of a misin-
terpretation of the temperature measurement. We argue
that in some cases the information about the geometry
of the spin system is actually on the measurement de-
vice and the flow towards the critical temperature may
be artifactual.
Section II briefly reviews RBMs and introduces the
ideas of the RBM flow and of the NN thermometer ac-
cording to Ref. [15]. Section III reproduces the main
results in [15], extends them to larger systems and dis-
cuss the calibration of the NN thermometer. Section
IV presents a series of experimental setups where in-
formation about correct correlations of the model is not
presented to the RBM. In Section V we show that the
flow towards Tc does not depend on the specific values
of RBM couplings, but only on their distribution. Sec-
tion VI studies singular values and eigenvalues decom-
position of weight matrices. Closing remarks are then
presented in Section VII. The code used in this paper is
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2available in a open access GitHub repository [19].
II. RBMS AND THE NEURAL NETWORK
THERMOMETER
A. The Restricted Boltzmann Machine
An RBM [20] is a generative model defined by a joint
Boltzmann-Gibbs distribution p(v, h) with the follow-
ing energy function:
E (v, h) = −
N
∑
j=1
M
∑
k=1
wjkvjhk −
N
∑
j=1
ajvj −
M
∑
k=1
bkhk , (1)
where vj denotes the state of the j-th visible unit and hk
the state of the k-th hidden unit. The weight matrixW is
composed of elements wjk connecting neurons with la-
bels j and k. External fields acting on visible and hidden
units are denoted, respectively, by aj and bk. The graph-
ical representation of an RBM is depicted in Fig. 1.
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FIG. 1. An RBM with N visible, v = (v1, v2, ..., vN), and M
hidden units, h = (h1, h2, ..., hM).
As an RBM is represented by a bipartite graph, the
hidden variables are independent given the visible vari-
ables and vice versa:
p (h|v) =
M
∏
k=1
p (hk|v) , (2a)
p (v|h) =
N
∏
j=1
p
(
vj|h
)
. (2b)
Additionally, the conditional distributions factorize and
block Gibbs sampling [21] can be employed.
The training set S = {v(1), ..., v(l)} is independently
generated by some (generally unknown) probability
distribution r(v) and the learning process chooses the
parameters θ ≡ {wjk, aj, bk} in order to minimize the
KL-divergence [22] between r(v) and p(v):
DKL (r (v) ||p (v)) = ∑
{v}
r (v) log
r (v)
p (v)
, (3)
where p (v) = ∑{h} p (v, h). This is equivalent to maxi-
mizing the log-likelihood [23]
logL (θ|S) = log
l
∏
j=1
p(v(j)|θ) =
l
∑
j=1
log p(v(j)|θ) . (4)
Calculating the derivatives of Eq.(4) with respect to the
parameters we find:
∑
v∈S
∂ logL (θ|v)
∂wjk
∝
〈
vjhk
〉
data −
〈
vjhk
〉
model , (5a)
∑
v∈S
∂ logL (θ|v)
∂aj
∝
〈
vj
〉
data −
〈
vj
〉
model , (5b)
∑
v∈S
∂ logL (θ|v)
∂bk
∝ 〈hk〉data − 〈hk〉model , (5c)
where 〈...〉data represents the expectation over the dis-
tribution p(h|v)q(v), with q(v) being the empirical dis-
tribution. Analogously, 〈...〉model stands for the expecta-
tion over the model distribution p(v, h).
Summing over all visible or hidden variables is in-
tractable. Methods to tackle the expectation over the
model, such as contrastive divergence (CD) learning
[24], parallel tempering [25] and persistent contrastive
divergence [26] are available. In this paper, we have
used CD, which has become a standard way to train
RBMs. Instead of approximating the second term in the
log-likelihood gradient using samples from the model
distribution, CD uses a Gibbs chain run for only k steps
(usually k = 1 is enough) and initialized with an el-
ement v0 of the training set S, yielding the sample vk
after k steps. Each step t consists of sampling ht from
Eq.(2a) and subsequently sampling vt+1 from Eq.(2b).
After k steps, the expectations over the model distribu-
tion in Eqs.(5) are approximated by an expectation over
p(h|vk).
B. The RBM flow
Once the model is trained, the RBM flow is obtained
by sequentially sampling hidden variables given visi-
ble variables and vice-versa, producing the following
Markov chain
v0 → h0 → v1 → h1 → v2 → h2 → ...→ v∗ ∼ r . (6)
which approximates r(v) at equilibrium. This Markov
chain can be represented by a graph as depicted in Fig.
2. In [15, 27] the authors measure the temperature at
each iteration in the visible layer of the RBM flow using
a NN as a thermometer.
3h0v0 h1v1 v∗v2
FIG. 2. RBM flow for a machine with N visible and M hidden
units, which can also be viewed as multilayer neural network
with fixed coupling parameters.
C. The NN thermometer
The thermometer consists of a feedforward NN clas-
sifier with a softmax output layer trained in a dataset
composed by two dimensional L × L Ising microstates
labelled by K temperature values,
T = {T(1), T(2), ..., T(K)} . (7)
Observe that the choice of T is arbitrary and defines the
scale of the thermometer, which is calibrated by cross-
entropy minimization [28].
After training (calibration), the NN thermometer can
therefore be used to attribute a probability for the tem-
perature of a given sample configuration. An estimate
for the temperature can be obtained by averaging over
many samples at an unknown temperature. Assuming
that the temperature of a set of microstates is provided
by the most probable value of this empirical probability
distribution, the NN thermometer can translate Eq.(6) to
a Markov chain dynamics in the temperature space,
T0 → T1 → T2 → ...→ T∗ . (8)
where all the measures are taken in the visible layer of
the RBM.
1. Calibration
We calibrate two NN thermometers using MC spin
configurations sampled from the Ising model with near-
est neighbour interactions in a square lattice L× L.
For L = 10, the dataset is composed by 2000 configu-
rations for each of 25 different target temperatures:
T (L=10)V = {10−6, 0.25, 0.5, ..., 5.5, 5.75, 6} . (9)
The training set is constructed with 1800 states for each
temperature and the test set with the remaining 200. Af-
ter training the labelled test set is used to draw a cali-
bration curve between the true temperature values Tmc
and the neural network predictions Tnn. This curve is
presented in Fig. 3(a).
Notice that low temperatures are badly classified.
The standard deviation also increases for temperatures
higher than Tc = 2.269, in accordance with the results of
[15], where sharp peaked empirical distributions were
found for temperatures close to Tc.
For L = 100, the dataset is composed by 2000 configu-
rations for each of 29 different target temperatures [29]:
T (L=100)V = {1, 1.1, ..., 2.259, 2.269, 2.279, ..., 3.4, 3.5} .
(10)
The calibration curve for L = 100 curve is presented in
Fig. 3(b).
Throughout this work temperature measures are per-
formed by the thermometers calibrated in this section.
III. SCALE INVARIANT FEATURE EXTRACTION OF
NEURAL NETWORK AND THE RENORMALIZATION
GROUP FLOW
Here reproduce the main result obtained in Ref. [15]
for L = 10 and extend their analysis for L = 100. Hence-
forth we consider N = M = L2 [30] and also fix biases
to zero in all simulations.
In Fig. 4(a) we present the flow for a machine trained
with the dataset from Eq.(9), the same one used to cali-
brate the thermometer. We verify flows towards a fixed
point around Tc whether the initial states v0 are sampled
for T0 = ∞ (random microstates) or T0 = 0 (ordered mi-
crostates). The same behavior is verified for L = 100 in
Fig. 4(b). Similarly, the machine was trained with the
dataset from Eq.(10).
We also inspect the magnetization m ≡ |∑j vj|/N
through the RBM flow. For L = 10, it can be seen in
Fig. 5(a) that the magnetization fixed point is m∗ ≈ 0.65.
For L = 100, m∗ ≈ 0.35 , as depicted in Fig. 5(b).
As the fixed point does not depend on the flow ini-
tialization, it is clear that the dynamics either adds some
level of disorder to initially ordered states or adds or-
der to initially random states. Despite that, it is quite in-
triguing that states with such different order parameters
are interpreted by the thermometer as states near criti-
cal temperature. In order to investigate that, we project
the thermometer precision around Tc into the magneti-
zation dependence of the MC dataset. The results are
presented in Fig. 5(c) for L = 10 and in Fig. 5(d) for
L = 100.
We call attention to the fact that a wide range of mag-
netization values would be equally compatible with a
reading of Tc by the NN thermometer. This observation
suggests investigating alternative experimental setups
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(a) Calibration curve of the neural network thermometer for
L = 10.
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(b) Calibration curve of the neural network thermometer for
L = 100.
FIG. 3. Neural network temperature predictions Tnn versus the true temperatures Tmc. Red point and red dashed lines: highlight
the measures near Tc. Error bars: uncertainty within one standard deviation (each point is obtained from a average over the
measures in a particular set of states).
in order to understand what is the relevant information
to be fed to the RBM in order to produce the flow to-
wards the critical temperature. What if the RBM were
trained with samples with no information about model
topology?
IV. ALTERNATIVE NUMERICAL EXPERIMENTS
A. Mean Field training set
We now consider a dataset composed of spin states
sampled from the model within the mean field (MF)
approximation and no external field for L = 10. Nat-
urally, the correct spin-spin nearest neighbour corre-
lations are not taken into account in this scenario,
which does not predict the correct temperature at which
the paramagnetic-ferromagnetic phase transition oc-
curs. Within this approximation, we can easily solve the
model in the thermodynamic limit to obtain from the
Curie-Weiss equation: T(MF)c = z, where the coordina-
tion number z is equal to the lattice coordination num-
ber (for example: z = 2 for a 1D lattice; z = 3 for a 2D
triangular lattice; z = 4 for a 2D square lattice or for a
tetrahedral lattice; etc).
By feeding the machine with a MF training set, a flow
towards Tc = 2.269 is unexpected. In this case the RBM
has no information about the correct correlations of the
system, neither about the right lattice geometry, since
different lattice configurations can exhibit the same z.
Nevertheless, even in this case, the NN thermometer
produces a flow towards Tc. The results are shown in
Fig. 6(a).
The magnetization dynamics can also be analyzed in
this scenario. Its fixed point is m∗ ≈ 0.55, considerably
different from the one obtained in Fig. 5(a). However,
due to its poor resolution near the fixed point, the ther-
mometer still translates this result into a flow towards
Tc = 2.269.
These results strongly suggest that we should be care-
ful about using this particular experimental setup to
check if RBMs capture relevant information from the
dataset that can be connected to the RG. In this particu-
lar case the flow to the critical value Tc = 2.269 is artifac-
tual. The machine has no information about the correct
correlations of the model. Actually, only the measure-
ment device does.
B. T = 0 and T = ∞ dataset
We now analyze another scenario where the RBM is
fed with a dataset containing only perfectly ordered
(T = 0) and perfectly disordered (T = ∞) states. So
that now the machine has no information about lattice
topology or dimensionality.
The resulting flows are shown in Fig. 6(b). The mag-
netization converges to m∗ ≈ 0.33, what the thermome-
ter again reads as Tc = 2.269. Observe that, given the
NN thermometer precision, any map which introduces
order to initially random states (T0 = ∞), or disorder to
ordered initial states will lead to temperature readings
flowing towards Tc.
Essentially, the only condition for the convergence to
Tc seems to be that m∗ lies in the range corresponding
to the red region of the x-axis in Fig. 5(d). The RBM
identifies the order-disorder transition, while the corre-
lations leading to Tc = 2.269 are actually captured by
the thermometer.
Since the knowledge of the model is not necessary,
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(a) L = 10: RBM trained with MC samples T (L=10)V .
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(b) L = 100: RBM trained with MC samples T (L=100)V
FIG. 4. RBM flows for multi-temperature datasets. Initial states: T0 = ∞ on the top plots and T0 = 0 on the bottom plots. Vertical
dashed line: Tc = 2.269. Label ‘it’: flow iteration from Eq.(8).
perhaps this flow effect does not depend on the quenched
weight values resulting from the training algorithm.
In the next section we look into an annealed flow: at
each Gibbs sampling iteration, the weights are sampled
from a Gaussian distribution with appropriate mean
and standard deviation.
V. ANNEALED FLOW
We have constructed histograms of the RBM coupling
values after training throughout this work. Slightly
shifted Gaussians were found in all simulations that led
to flow towards Tc.
Following [31], we initialized the weight matrix sam-
pling from a zero-mean Gaussian distribution with stan-
dard deviation 0.1. Thus, if we only consider the dis-
tribution of couplings, the training procedure just shifts
the initial Gaussian and rescales its standard deviation.
That raises a question: do the detailed structure of cou-
plings matter to produce the flow?
Remember from Fig. 2 that the RBM flow can be
viewed as a multi-layer neural network with fixed
weights. We then investigate the scenario where, in-
stead of keeping fixed couplings, one samples them
from a given distribution at each Markov chain step rep-
resented by Eq.(6). This setting is interesting because it
allows the theoretical study of the flow by employing
approaches introduced decades ago [32].
In Fig. 7 we present the fixed point averaged over
50 independent simulations. The weights were sampled
from a Gaussian distribution fitted over the histogram
obtained in the scenario of Section IV B.
In addition to the possible theoretical path, this result
also further strengthens the argument that the flow is
artifactual. Again, the RBM flow tends to Tc, but the in-
formation about the model is captured by the NN ther-
mometer.
VI. WEIGHT MATRIX ANALYSIS
After inspecting histograms of the weights trained,
the next step to extract some meaningful information
about what is happening is to study the weight matrix
W .
A. Singular Values ofW
We begin by calculating the singular value decompo-
sition (SVD) ofW for four different training situations:
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(a) Magnetization m ≡ |∑j vj|/N as a function of flow iteration
(L = 10) from two initial conditions: T0 = 0 and T0 = ∞.
Horizontal dashed line: m∗ ≈ 0.65. Colored areas: uncertainty
within one standard deviation.
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(b) Magnetization m ≡ |∑j vj|/N as a function of flow iteration
(L = 100) from two initial conditions: T0 = 0 and T0 = ∞.
Horizontal dashed line: m∗ ≈ 0.35. Colored areas: uncertainty
within one standard deviation.
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(c) Magnetization per spin as a function of temperature obtained
from the MC dataset (L = 10) with which RBM and thermometer
were trained. Horizontal dashed line: m∗ ≈ 0.65. Red filled area:
projects the uncertainty of the thermometer around Tc shown in Fig.
3(a) within two standard deviations (95% confidence interval).
1.0 1.5 2.0 2.5 3.0 3.5
T
0.0
0.2
0.4
0.6
0.8
1.0
<
M
>
/N
L = 100
(d) Magnetization per spin as a function of temperature obtained
from the MC dataset (L = 100) with which RBM and thermometer
were trained. Horizontal dashed line: m∗ ≈ 0.35. Red filled area:
projects the uncertainty of the thermometer around Tc shown in Fig.
3(b) within two standard deviations (95% confidence interval).
FIG. 5. RBM flows monitored from a magnetization-like function and their relation with the magnetization per spin as a function
of temperature of the MC datasets with which RBMs and thermometers were trained.
1. TV dataset: temperatures from Eq.(9) for L = 10
and from Eq.(10) for L = 100. The flow tends to
Tc.
2. T = 0 dataset: only ordered states. The fixed point
is T = 0.
3. T = ∞ dataset: only random states. The fixed
point is T = ∞.
4. T = 0/T = ∞ dataset: only ordered and random
states. The flow goes towards Tc.
The singular values are presented in descending order
for L = 10 in Fig. 8(a). There is a clearly distinguishable
behavior for the cases where the flow goes towards Tc.
Many singular values are relevant on those situations
and ‘step’ shape is observed. It is particularly interest-
ing to note the complexity of the spectrum learned from
a relatively simple dataset such as T = 0/T = ∞. It
indicates a highly nonlinear pattern and linear methods
such as principal component analysis (PCA) could not
be used to approximate the weight matrix.
The ‘step’ shape suggests a way to verify whether the
flow goes towards Tc or not. However, once the lattice
size is increased, the distinction is lost. The singular val-
ues are shown for L = 100 in Fig. 8(b).
The singular spectrum is more complex for TV .
Nonetheless, in contrast to L = 10, the spectrum for
T = 0/T = ∞ looks more like T = 0 and T = ∞
alone than TV , suggesting that no relevant information
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(a) RBM flow for the MF dataset (L = 10).
Dataset set information: 2000 mean field spin configurations for each
of the 25 temperatures from Eq.(9).
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(b) RBM flow for the T = 0/T = ∞ dataset (L = 100).
FIG. 6. Alternative numerical experiments for the RBM flow proposed in in Section IV. Initial states: T0 = ∞ on the top plots and
T0 = 0 on the bottom plots. Vertical dashed line: Tc = 2.269. Label ‘it’: flow iteration from Eq.(8).
is learned by the RBM in this case. Since the flow still
goes towards Tc, that finding bespeaks in favor to our
warnings about the consequences of the resolution of
the NN thermometer for the interpretation of the RBM
flow in the temperature space. Additionally, the ‘step’
shape found for L = 10 is actually a finite size effect.
Indeed, we check that in Fig. 9.
B. Analysis ofWWT
Apart from the weight matrix itself, further stud-
ies can be done on the matrix WWT , which is a lin-
ear approximation for the correlations between units of
the visible layer. Neglecting nonlinear contributions on
Eqs.(2), one finds an intra-layer interaction between vis-
ible units weighted by the elements ofWWT .
In Fig. 10 we present for L = 10 the matrixWWT for
the four training datasets. Similarly to the singular spec-
trum of Fig. 8(a), the scenarios TV and T = 0/T = ∞ are
similar. Both matrices are simple; just a few diagonal
elements are non-zero (∼ 103). No interaction between
neighboring sites ((WWT)jk for j 6= k) is detected by
the linear approximation for those cases, indicating that
spin-spin correlations are mostly captured by non-linear
terms. That suggests that linearized RG transformations
[17] are not enough to study the RBM flow problem.
On the other hand, though the presence of dominant
diagonal elements (∼ 10), matrices for T = 0 and T =
∞ have multiple interacting sites contributions. These
contributions, at least within linear approximation, can
be regarded as ‘noise’ to the RBM flow, since it does not
go towards Tc.
Similarly to the ‘step’ behavior of the singular spec-
trum, correlation patterns shown in WWT could indi-
cate whether the flow goes tends Tc or not. However
there is no clear distinction between the four scenarios
when the system size is L = 100 as it is shown in Fig.
11(a).
In Fig. 11(b) we take a closer look. The RBM cap-
tures some correlation between neighbouring sites (non-
diagonal elements) for TV . However, the training with
T = 0/T = ∞ has not detected these correlations in the
linear approximation but still produced a flow towards
Tc.
To conclude, we take a look at the eigenvalues of
WWT . Similarly to the ‘step’ shape on the singular spec-
trum values characterizing the flow for L = 10, there
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FIG. 7. Annealed version of the RBM flow (L = 100). Solid
lines: average over 50 independent simulations. Filled col-
ored areas: uncertainty within one standard deviation. Initial
states: T0 = ∞ on the top plot and T0 = 0 on the bottom plot.
Vertical dashed line: Tc = 2.269. Label ‘it’: flow iteration from
Eq.(8).
is a distinctive ‘gap’ on the eigenvalue spectrum which
seems to close when flows do not tend to Tc. This obser-
vation is shown in Fig. 12(a).
However, for L = 100 the spectrum for all datasets
looks similar as shown in Fig. 12(b). Again, the features
obtained for L = 10 seem to be a finite-size effect as it
can be seen in Fig. 13.
VII. CONCLUDING REMARKS
A connection between feature extraction in an stan-
dard unsupervised learning setting and RG would be an
important achievement. There would be benefits both
for the theoretical understanding of ML models (still
lacking in many cases, such as Deep Learning) and for
ML practitioners and physicists who have incorporated
ML algorithms in their toolboxes. The well established
RG framework could give several hints to improve per-
formance and speed-up training.
Intuitively, it is quite natural to relate some ML mod-
els with the iterative hierarchical coarse-graining proce-
dure of RG, that extracts relevant information from sys-
tems involving many scales [33].
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FIG. 8. Singular values of the weight matrixW for four differ-
ent training scenarios.
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FIG. 9. Singular values (descending order) ofW for different
values of L. Dataset: TV .
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FIG. 10. Visualizations of matrixWWT for L = 10. Datasets:
TV , T = 0, T = ∞ and T = 0/T = ∞.
In order to investigate connections between RBMs
and RG proposed by Mehta and Schwab [13], Iso et al.
[15] introduced an NN thermometer and used it to con-
clude that the RBM flow could be used to find the critical
temperature.
Here, in order to test whether the machine is re-
ally learning scale invariant features from a multi-
temperature dataset, we have proposed alternative nu-
merical experiments.
First, we have analyzed the RBM flow resulting from
training the machine in samples from a mean field
model, while employing the original NN thermometer,
to find the same Tc = 2.269.
We then trained the RBM in a dataset composed by
totally ordered and totally disordered samples to, yet
again, use the same NN thermometer to find Tc = 2.269.
We then procceed by using a RBM with random
weights with the same distribution of the original
trained machine. Again finding the RBM flow and Tc.
This series of numerical experiments suggest that the
relevant geometrical information was learned by the
NN thermometer, while the RBM captured the existence
of two phases.
Finally, information about the transition is encoded in
the matix of weights. However, this information is en-
capsulated on non-linear terms of the machine and is
hard to detect when the lattice size increases, suggest-
ing that linearized RG transformations are not enough
to study the flow problem.
In conclusion, the experiments we have performed
show that one has to be careful using a NN thermome-
ter as part of a setup designed to discuss the detection
of scale invariance.
The analysis of the possible connection between stan-
dard RBMs and scale invariance, or RG, remains elu-
sive. We think it could benefit from other thermometer
designs, perhaps in a Bayesian scenario, and from the
study of the flow as a probabilistic dynamical system.
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FIG. 11. Visualizations of matrixWWT for L = 100. Datasets:
TV , T = 0, T = ∞ and T = 0/T = ∞.
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