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Abstract
We deal with the value distribution problem for the linear combinations of
multiplicities of the cycle lengths of a random permutation. To examine the
characteristic functions, we derive asymptotic formulas for ratios of the Taylor
coefficients of the relevant generating series. The proposed version of analytic
method does not require any analytic continuation of these series outside the
convergence disk.
1. Introduction
We are concerned with the value distribution problem of mappings defined on ran-
dom permutations. For this purpose, one can apply the probabilistic approach developed
by R. Arratia, A.D. Barbour and S. Tavaré [1] which is similar to Kubilius’ method [17]
in probabilistic number theory. Another possibility is to apply the Fourier transforms
and to explore relevant asymptotic formulas for the Taylor coefficients of analytic func-
tions. In this direction, the most popular transfer method cultivated by P. Flajolet and
A. Odlyzko [9] requires analytic continuation of the generating series outside the conver-
gence disk. Therefore it loses in generality. So far, the most promising method remains
the approach extending the Halász’ [12] ideas. The first attempt to go along this path
was made in our paper [18]. Later that was continued in [20] and [21]. Recently [4],
to examine distributions with respect to the Ewens probability on the symmetric group,
jointly with G.J. Babu and V. Zacharovas we proposed a simpler version. We now pro-
ceed these investigations. Finally, we note that an application of the Voronoi summation
formulas is also possible (see the forthcoming paper [25]).
Let Sn be the symmetric group and  2 Sn be a permutation having k j ( )  0 cy-
cles of length j , 1 j  n. The structure vector is defined as ¯k( ) := (k1( ), :::, kn( )).
If `(¯k) := 1k1 +    + nkn , where ¯k := (k1, : : : , kn) 2 Z+n , then we have the relation
(1) `(¯k( )) = n.
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Moreover, if `(¯k) = n, then the set f 2 Sn: ¯k( ) = ¯kg agrees with the class of conjugate
permutations in Sn . Set
n(    ) = (n!) 1#f 2 Sn :    g
for the uniform probability measure on Sn . If  j , j  1, are independent Poisson
random variables (r.vs) given on some probability space f, F , Pg, E j = 1= j , and
¯
 : = (1, : : : , n), then [1]
n(¯k( ) = ¯k) = 1f`(¯k) = ng
n
Y
j=1
1
j k j k j !
= P( ¯ = ¯k j `( ¯ ) = n).
Moreover,
(k1( ), : : : , kn( ), 0, : : : ) n) (1, : : : , n , n+1, : : : )
in the sense of convergence of the finite dimensional distributions. Here and in what
follows we assume that n ! 1. Despite that, in dealing with the asymptotic value
distribution of the linear combinations
(2) hn( ) : = an1k1( ) +    + annkn( ), anj 2 R,
called completely additive (shortly, additive) functions, we face a lot of obstacles. The
main reason is dependence of the summands arising from relation (1). So far we lack
a general theory. The probabilistic number theory is a bit ahead in this regard (see [6]
or [17]). Following its tradition, in our case the main problem can be formulated as
follows:
Under what conditions the frequencies Vn(x ; hn , ) := n(hn( )   (n) < x) with
some (n) 2 R weakly converge to a limit distribution function?
Only in the case of degenerated limit law we have the final answer. To give some
impression, we just formulate this result. Set x = minf1, jx jg sign x .
Theorem 1 ([23]). Let hn( ) be defined in (2). The frequencies Vn(x ;hn , ) weak-
ly converge to the degenerated at the point x = 0 distribution function if and only if
X
jn
(anj    j)2
j = o(1)
and
(n) = n +
X
jn
(anj    j)
j + o(1)
for some sequence  = n 2 R.
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After the appearance of V.L. Goncharov’s paper [11] the value distribution of par-
ticular functions on Sn was examined by P. Erdo˝s and P. Turán [7]. Under the extra
condition anj = 0 for r < j  n, where r log r = o(n), meaning that hn( ) is supported
only by short cycles, a solution of the main problem was given by V.L. Kolchin and
V.P. Chistyakov [16] (see also [15], Section 1.10). Theorem 6 of the paper [2] extended
this result under the condition r = o(n) only. R. Arratia and S. Tavaré also observed
that the approximation of hn( ) by an appropriate sum of independent r.vs does not
hold if r 6= o(n). That showed the limits of their probabilistic method. Our analytic
approach [18] had some advantages in proving general limit theorems, especially for
additive functions supported by the long cycles.
The authors of [1] and previous papers have demonstrated the importance of the
weighted probabilities in Sn . If  > 0 is fixed and w( ) = k1( ) +    + kn( ) denotes
the number of cycles, then
n, (f g) := w( )
 
X
2Sn

w( )
!
 1
= 
w( )

 1
(n) ,
where  2 Sn and (n) := ( + 1)    ( + n   1), also defines a probability measure on
Sn . Identifying the class of conjugate permutations f 2 Sn: ¯k( ) = ¯kg with the partition
n = 1k1 +    + nkn , say  , we induce the Ewens probability
n, (¯k( ) = ¯k) = : P(fg) = n!
(n)
n
Y
j=1


j
k j 1
k j !
on the set of partitions. Since its introduction into the models of mathematical genetics
[8], this probability proved to be useful in many other applied statistical problems (see,
for instance, [14]). Generalizing we can define the following extension of n, .
By definition, a completely multiplicative (shortly, multiplicative) function g: Sn !
C has a decomposition
g( ) =
n
Y
j=1
gk j ( )j ,
where fg j g is a complex sequence with the property g j 6 0 and 00 := 1. Now setting

(d)
n (f g) = d( )
 
X
2Sn
d( )
!
 1
,  2 Sn ,
where d : Sn ! R+ is a multiplicative function, maybe, depending on n and defined
via fd j := dnj g, we define a probability measure on Sn . For motivation, we can refer to
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[5], where this measure appears in models of the equilibrium state of some reversible
coagulation-fragmentation processes.
In this paper, we examine the asymptotic distribution of hn( ) with respect to (d)n
assuming the following condition
(3) 0 <    d j  + <1
with some constants   and +. If   = +, we have the case of Ewens probabil-
ity studied extensively in [1] and in the series of author’s papers written jointly with
G.J. Babu (see the references in [4]).
2. Results
Theorem 1 indicates that the function hn( ) defined in (2) can have the additive
component `(¯k( )) = n with some  = n 2 R. Taking this into account, we set
anj () = anj    j . Let Y j be independent Poisson r.vs, EY j = d j= j where j  1.
Theorem 2. Assume condition (3). Let hn : Sn ! R be a sequence of additive
functions such that, for some  = n 2 R,
(4)
X
jn
anj ()2
j  1,
and
(5)
X
"n jn
anj ()2
j = o(1)
for each 0 < " < 1.
The following assertions are equivalent:
(i) the sequence of distribution functions
Vn(x) := (d)n (hn( )  (n) < x)
weakly converges to a limit distribution;
(ii) the sequence of distribution functions
P
 
X
jn
anj ()Y j   ((n)  n) < x
!
weakly converges to a limit distribution;
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(iii) there exists a nondecreasing bounded function 9(u) defined on ¯R such that
9n(u) :=
X
jn
anj ()<u
d j anj ()2
j
weakly converges to 9(u), 9n(1) ! 9(1), and
(6) (n) = nn +
X
jn
d j anj ()
j +  + o(1)
for some constant  2 R.
If the condition (iii) is satisfied, the limit distribution for the sequences in (i) or
(ii) is the same and its characteristic function has the form
exp

 i t +
Z
R
(ei tu   1  i tu)u 2 d9(u)

, t 2 R.
The class of limit distributions agrees with the family of infinitely divisible distributions.
Condition (4) follows from (iii) and, thus, from (ii). Theorem 2 of [23] shows that
it also holds if the sequence of distribution functions n(hn( ) (n) < x) is relatively
compact. Using similar argument one can extend that for the weighted distributions
Vn(x). So, in some parts of Theorem 2, the only extra condition is (5). It allows to
truncate the additive functions up to the short cycles. Sometimes, as in Theorem 1, it
is necessary or implied by other conditions. We now reckon two such cases.
Corollary 3. In the previous notation, let
(7) 9n(u) !

1 if u > 0,
0 if u < 0
for some sequence n of real numbers and let (n) be given by (6) with  = 0. Then
(8) Vn(x) ! 8(x) = 1p
2
Z x
 1
e u
2
=2 du.
Observe that (7) assures (4) and (5), thus, this corollary concerns the additive
functions supported by short cycles only. In [3] by constructing an additive function
on long cycles, we have shown that even for d( )  1 the Lindeberg type condition
(7) is not necessary for the relation (8).
To demonstrate a possibility to derive necessary and sufficient convergence condi-
tions, we present the following result.
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Theorem 4. Let condition (3) be satisfied and suppose that the functions d( )
and hn( ) = h( ) do not depend on n (so do also d j and anj =: a j ) and (n) 2 R.
The distribution functions (d)n (h( )  (n) < x) weakly converge to a limit law if and
only if the series
(9)
1
X
j=1
d j (a j    j)2
j
converges for some fixed  2 R and
(10) (n) = n +
X
jn
d j (a j    j)
j + 1 + o(1),
where 1 2 R is a constant.
Theorem 4 contains the following analog of the Kolmogorov three series theorem.
Corollary 5. Let condition (3) be satisfied. In the notation of Theorem 4, the
distribution functions (d)n (h( ) < x) weakly converge to a limit law if and only if the
series
1
X
j=1
d j a
2
j
j
and
1
X
j=1
d j aj
j
converge.
Most probably, the probabilistic method [1], can be refined to prove our results
provided that the truncation assumption (5) is satisfied. So far, that was possible only
in the case when d j   as j !1. Showing another advantage of our analytic ap-
proach, as in [18] or [4], one could examine the case when (5) is not satisfied.
3. Quotients of the Taylor coefficients
In this section we derive some asymptotic formulas for the quotients of the Taylor
coefficients using an analytic approach which is considerably simpler than that pro-
posed in our paper [21]. Partial cases have been examined in the paper [4].
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Let fd j g, j  1 be a sequence satisfying condition (3). Set
D(z) =
X
n0
Dnzn := exp
(
X
j1
d j z j
j
)
.
For a sequence of complex numbers fb j g, j  1 depending on n and, maybe, on other
parameters, jb j j  1 define
M(z) =
X
n0
Mnzn := exp
(
X
j1
d j b j z j
j
)
.
We explore the asymptotic behavior of the ratio Mn=Dn as n ! 1. The goal is
to obtain the uniform remainder term estimates. Note that recently G. Freiman and
B.L. Granovsky [10] obtained an asymptotic formula for Mn if in our notation b j = 1
and d j  ja with a > 0. Their method does not work for complex valued b j .
Without loss of generality, we can take d j = b j = 0 if j > n. Check that differ-
entiating D(z) and comparing the coefficients in the equality obtained we derive the
recurrence relation
(11) Dn = 1
n
n
X
j=1
d j Dn  j .
By virtue of (3) this further leads (see, for instance, [21], Lemma 3.1) to
(12)  c(+) exp
(
X
jn
d j   1
j
)
 Dn  e+ exp
(
X
jn
d j   1
j
)
,
where c(+) > 0 is a constant and n  1. Moreover, trivially jMnj  Dn .
Proposition 6. Assume condition (3). If
(13)
X
jn
d j (1 <b j )
j  L <1,
then
Mn =
1
2 in
Z 1+i K
1 i K
exp
(
w +
X
jn
d j b j
j e
 w j=n
)
dw + O(Dn(K c + n 1=2))
for each 2  K  n with some positive constant c = c( ). The constant in O(  )
depends at most on L ,  , and +.
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As a corollary, we obtain a result, proved in [21]. Now, for a positive sequence
n = o(1), we assume the additional condition
(14) 1
n
X
jn
d j j1  b j j  n = o(1).
Proposition 7. Under the conditions of Proposition (6) and (14), the following
asymptotic formula holds
Mn
Dn
= exp
(
X
jn
d j (b j   1)
j
)
+ O(c1n + n c2 ).
The constant in O(  ) depends at most on L ,  , and + while c1 = c1( , +) > 0
and c2 = c2( , +) > 0.
In the sequel, for brevity, we use the symbol  in the place of O(  ). We will
need the following estimate obtained in [21].
Proposition 8. Let condition (3) be satisfied. Then
Mn
Dn
 exp
(
 c3 min
j j
X
jn
d j (1 <(b j e i j ))
j
)
,
where c3 = c3( , +) > 0 is a constant.
To prove Proposition 6, we use Cauchy’s formula
Mn =
1
2 i

Z
10
+
Z
1

M(z)
zn+1
dz =: J0 + J ,
where 10 = fz = rei : j j  K=ng, 1 = fz = rei : K=n < j j  g, r = e 1=n , and
2  K  n. Check that the substitution z = e w=n reduces J0 to the main term of Mn
in Proposition 6. Thus it remains to examine the integral J . The main role is played
by the polynomial sequence
L(z) :=
X
jn
d j (b j   1)
j z
j
,
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therefore we start with its estimates. For a parameter 0 < u  2, we set
E(u) := exp
8
>
<
>
:
2
X
jn
jb j 1j>u
d j jb j   1j
j
9
>
=
>
;
 exp
(
4u 1
X
jn
d j jb j   1j2
j
)
 expf 4u 1<L(1)g,
since j1  b j j2  2(1 <b j ) for jb j j  1. Denote (u) = 4u+= and
l(u) = E(u) expf<L(1)g.
Note that, for brevity, the sequences index n  1 is omitted in the notation.
Lemma 9. Let r = e 1=n , z = rei , and j j   . Then, for arbitrary 0 < u  2,
expfjL(z)  L(1)jg = exp
(





X
jn
d j (b j   1)
j (z
j
  1)





)
 E(u)




1  z
1  r




(u)
,
where the constant in  depends only on u and +.
Proof. We use the argument given in the paper [21]. We have
j1  ei x j =
4

X
m2Z
1
1  4m2
eimx
for arbitrary x 2 R. Hence
(15)
jL(z)  L(1)j  +u
X
jn
jz j   1j
j + log E(u)
 
+u
X
j1
r j jei j   1j
j + 
+u + log E(u)
 (u) log j1  re
i
j
1  r
+ +u + log E(u)
+ (u)
X
0
m2Znf0g
1
4m2   1
log
j1  reim j
j1  rei j
,
where the dash denotes that the summation is restricted to those m 6= 0 for which
j1   reim j > j1   rei j. For such m, we also have j1   reim j=j1   rei j  m with
an absolute constant in . So, the last sum in (15) is bounded. For some bounded
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quantity C(+, u), we obtain
jL(z)  L(1)j  (u) log j1  re
i
j
1  r
+ log E(u) + C(+, u).
The lemma is proved.
Lemma 10. Let r = e 1=n , z = rei , j j   , and 0 < u  2 be arbitrary. In the
notation above, we have
M(z)  nDnl(u)




1  z
1  r




(u)  
.
Proof. It suffices to use the identity
M(z) = D(1) expfL(1)g expfL(z)  L(1)g D(z)
D(1) ,
(12), the estimate
jD(z)j
D(1)  exp
(
X
jn
d jr j
j (cos  j   1)
)
 exp
(
X
j1
d jr j
j (cos  j   1)
)





1  r
1  z





 
,
and Lemma 9. The lemma is proved.
Lemma 11. Let r = e 1=n , 2  K  n, and 0  j  n. If condition (3) is satis-
fied, then
IK ( j) :=
Z
K=n<j j
M(rei )e i j d  D j log K + Dn +
X
3 j=2<mn
Dm
m
.
Proof. Integrating the power series by parts, we obtain
IK ( j) =
1
X
m=0
Mmrm
Z
K=n<j j
ei (m  j ) d
= M jr j

2   2
K
n

  2
X
m0,m 6= j
Mmrm
sin((K=n)(m   j))
m   j .
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From (12) we have D j  Dm  D j if jm   j j  j=2, therefore
(16)
IK ( j)  D j + D j
X
1jm  j j j=2




sin((K=n)(m   j))
m   j




+
X
jm  j j> j=2
Dm
jm   j jr
m
.
Further we apply the estimates
X
1jm  j j j=2
m 6= j




sin((K=n)(m   j))
m   j





X
1jm  j jn=K
K
n
+
X
n=Kjm  j j j=2
1
jm   j j
 1 + log

2 +
j
2
K
n

 log K
and
X
jm  j j> j=2
Dm
jm   j jr
m

1
j + 1
X
0m< j=2
Dm +
X
3 j=2<mn
Dm
m
+
1
n
X
m>n
Dmrm
 D j +
X
3 j=2<mn
Dm
m
+
D(1)
n
.
In the last step we have used (3) and (11). The estimate D(1)  nDn following from
(12) yields the desired result. Lemma 11 is proved.
Lemma 12. Let " 2 [2=n, 1=2] be arbitrary. If (u) <  , then
J  ("  + " log(" 1))Dn log K + Dnl(u)K (u)  " 1=2.
Proof. Since by Lemma 10
(17) max
z21
jM(z)j  nDnl(u)K (u)   ,
integrating by parts, we obtain
(18)
J =
1
2 in
Z
1
M(z)
zn
 
X
jn
d j b j z j 1
!
dz + O(Dnl(u)K (u)   )
=
1
2n
X
jn
d j b jr j n
Z
K=nj j
M(rei )ei ( j n) d + O(Dnl(u)K (u)   )

1
n
X
0 jT
IK ( j) + 1
n
X
T< jn




Z
K=nj j
M(rei )e i j d




+ Dnl(u)K (u)  
=:
1
n
X
0 jT
IK ( j) + I + Dnl(u)K (u)   ,
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where T = ["n] and IK ( j) have been defined in Lemma 11. This lemma yields
1
n
X
0 jT
IK ( j)  log K
n
X
0 jT
D j +
T Dn
n
+
1
n
X
0 jT
X
3 j=2<mn
Dm
m
.
Since by virtue of (3), (11), and (12), we have
Dm  Dn

n
m
1  
, T  m  n
from the last estimate, using (11) again, we obtain
(19)
1
n
X
0 jT
IK ( j)  ("  + ")Dn log K + T
n
X
3T =2mn
Dm
m
+
1
n
X
m3T =2
Dm
 ("  + ")Dn log K + "Dnn1  
X
3T =2mn
m
 
 2
 ("  + " log(" 1))Dn log K .
To estimate the term I in (18), we again use integration by parts and (17). Further
applying Cauchy’s inequality, we obtain
I 
1
n
X
T< jn
1
j




Z
K=nj j
M 0(rei )e i ( j 1) d




+
1
n
X
T< jn
1
j maxz21 jM(z)j

1
n
p
T
 
X
1 jn




Z
K=nj j
M 0(rei )e i ( j 1) d




2
!1=2
+ Dnl(u)K (u)   log(" 1).
The integrals under the last sum are just the Fourier coefficients of an appropriate func-
tion therefore, via Parseval’s identity, we further have
I 
1
n
p
T

Z
K=nj j
jM 0(rei )j2 d
1=2
+ Dnl(u)K (u)   log(" 1)
=
1
n
p
T
 
Z
K=nj j
jM(rei )j2





X
jn
d j b jr j ei j





2
d
!1=2
+ Dnl(u)K (u)   log(" 1).
AN ANALYTIC METHOD 285
By Lemma 10 and Parseval’s identity again, we obtain
I  Dnl(u)K (u)   (n") 1=2
 
Z
K=nj j





X
jn
d j b jr j ei j





2
d
!1=2
+ Dnl(u)K (u)   log(" 1)
 Dnl(u)K (u)  " 1=2.
Inserting this and (19) into (18) we complete the proof of Lemma 12.
Proof of Proposition 6. As we have mentioned Mn = J0 + J and J0 gives the main
term. It remains to apply Lemma 12. Fix u to assure (u) = 4u+=   =2. The
condition of Proposition 6 implies l(u)  1. If   < 2, and K  K0( ) is sufficiently
large, choosing " = K  =2 we obtain
J  K (( )2=2)^( =4) Dn .
The same choice of " is possible and the last estimate holds if    2 and 2=n 
K  =2. For (n=2)2=   K  n, we can take " = n 2=3 to get even better estimate
than we need J  (log2 n)n 2=3 Dn .
The proposition is proved.
Proof of Proposition 7. As a corollary, from Proposition 6 we have
(20) Dn = 12 in
Z 1+i K
1 i K
ewD(e w=n) dw + O(Dn(K c + n 1=2))
and
Mn = exp
(
X
jn
d j (b j   1)
j
)

1
2 in
Z 1+i K
1 i K
ewD(e w=n) exp
(
X
jn
d j (b j   1)
j (e
 w j=n
  1)
)
dw
+ O(Dn(K c + n 1=2)).
In the previous notation, the last sum under the exponential function is just L(e w=n) 
L(1) therefore using Lemma 9 and the trivial estimate
jL(e w=n)  L(1)j =





X
jn
d j (b j   1)
j (e
 w j=n
  1)





 jwjn ,
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following from (14), we obtain
expfL(e w=n)  L(1)g   1  jwjn




1  e w=n
1  r




(1)
 jwj
1+(1)
n .
Here the constant in  depends at most on + and L . By Lemma 10 we also have
D(e w=n)  nDn with the additional dependence on  . Inserting the last estimates
into the integral expression of Mn , we derive
Mn = exp
(
X
jn
d j (b j   1)
j
)
1
2 in
Z 1+i K
1 i K
ewD(e w=n) dw
+ O(Dnn K 2+(1)) + O(Dn(K c + n 1=2)).
Applying now (20) and choosing K = (min( 1n , n))c1 with sufficiently small positive
constant c1 depending at most on   and +, we complete the proof of Proposition 7.
We end this section with the observation that Propositions 6 and 7 hold under con-
dition l(u)  1 for some 0 < u   =8+ which is weaker than (13).
4. Proofs of Theorems and Corollaries
The main probabilistic ingredient is the following lemma.
Lemma 13. Assume that a sequence of characteristic functions 'n(t) has the fol-
lowing representation
'n(t) = exp

 i tn +
Z
R
(ei tu   1  i tu)u 2 d9n(u)

, t 2 R,
where n 2 R and 9n(u) is a nondecreasing bounded function defined on ¯R. Then
'n(t) converges to a characteristic function if and only if there exist a constant  2 R
and a nondecreasing bounded function 9(u) defined on ¯R such that n !  , 9n(u)
weakly converges to 9(u), and 9n(1) ! 9(1) as n !1.
Proof. See [24]. Check that we have slightly changed Lévy’s canonical represen-
tation. Our form can reduced to the original one by substitution
u
 2
9n(u) = u 2(1 + u2) ˜9n(u),
where ˜9n(u) is a nondecreasing bounded function defined on ¯R.
The so-called convergence of types of distributions controls the centralizing
constants.
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Lemma 14. Let Fn(x), F(x), and G(x) be distribution functions. If, for some
n , Fn(x) and Fn(x + n) weakly converge to F(x) and G(x) respectively, then there
exists a constant  2 R such that n !  and F(x + ) = G(x).
Proof. See [24].
Proof of Theorem 2. Equivalence of (ii) and (iii) is well known. Actually, it fol-
lows from Lemmas 13 and 14.
Let conditions (4) and (5) be satisfied. We have Vn(x) = (d)n
 (hn( )  `(¯k( ))) 
((n)   n) < x, thus without loss of generality, we can take  = 0. We now apply
Proposition 7 for
Mn =
1
n!
X
2Sn
d( )ei thn( ), t 2 R.
Check that
(21)
X
jn
d j
j (1  cos tanj )  (1 + T
2)
X
jn
d j a
2
nj
j
and
(22)
n :=
1
n
X
jn
d j j1  ei tanj j
 2+" +
 
X
"n< jn
d j
j
!1=2 
2
X
"n< jn
d j
j (1  cos tanj )
!1=2
 " +

log

1
"

+ 1
1=2
 
X
"n< jn
d j a
2
nj
j
!1=2
uniformly in jt j  T for arbitrary T > 0 and 0 < " < 1. Under conditions (4) and (5),
sum (21) is bounded and n = o(1). So from Proposition 7 we obtain an asymptotic
formula for the characteristic function 'n(t) of Vn(x). We have
'n(t) = exp
(
 i t(n) +
X
jn
d j
j (1  e
i tanj )
)
+ o(1)
= exp
(
 i t
 
(n) 
X
jn
d j anj
j
!
+
Z
R
(ei tu   1  i tu)u 2 d9n(u)
)
+ o(1)
uniformly in jt j  T . Now, equivalence of (i) and (iii) follows from Lemmas 13 and 14.
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The last expression of 'n(t) shows that the limit law must be infinitely divisible.
To show that the limiting distributions comprise the whole class, it suffices to apply
Theorem 1 of A. Hildebrand [13].
Theorem 2 is proved.
Proof of Theorem 4. Since convergence of (9) assures conditions (21) and, as
in (22), the estimate n = o(1), the sufficiency part follows from Theorem 2.
Assume now that (d)n (h( ) (n) < x) weakly converges to a distribution function.
For the characteristic functions, this implies that
e i t(n)
Dn
X
2Sn
d( )ei th( ) = '(t) + o(1)
uniformly in jt j  T for each T > 0. Moreover, j'(t)j  1=2 in some neighborhood
jt j  t0 with 0 < t0  1. Hence and by Proposition 8 for every such t there exist a
(t) 2 [  , ] such that
(23)
1
X
j=1
d j (1  cos(ta j   (t) j))
j <1.
By (3), the factors d j can be omitted in the series (23). Combining this for t1, t2, and
t1 + t2 from the interval [ t0, t0] and using the inequality
(24) 1  cos(x + y)  2(1  cos x) + 2(1  cos y), x , y 2 R,
we obtain
1
X
j=1
1  cos(((t1 + t2)  (t1)  (t2)) j)
j <1.
This is possible only in the case k((t1 + t2) (t1) (t2))=2k = 0, where kk denotes
the distance to the nearest integer. As it has been observed in [22], the last equality
implies the linearity of the function (t). So, we can write (t) = t with a constant
 for t 2 [ t0, t0]. Inserting this into (23) we see that the series
1
X
j=1
d j (1  cos(ta j ()))
j .
converges if jt j  t0. Here a j () := a j   j . Again by (24), the convergence region for
the last series can be extended to t 2 R. Using the inequality 1   cos x  2x2= for
jx j   and integration over the interval [0, T ] with an arbitrary T > 0, we establish
that the convergence of the last series is equivalent to condition (9). Under it, using the
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proved sufficiency part of this theorem and Lemma 14, we see that the centralization
sequence (n) must have the form (10).
Theorem 4 is proved.
Proof of Corollary 5. Sufficiency trivially follows from Theorem 4. If the limit
law exists, by this theorem we obtain convergence of (9) and relation (10) for (n) = 0
with some constant  2 R. It implies
  =
1
n
X
jn
d j (a j    j)
j +
1
n
+ o

1
n

= o(1)
as n !1. Hence  = 0. Moreover, by (10), we obtain
X
jn
d j aj
j =  1 + o(1).
This shows convergence of the remaining series in Corollary 5.
The corollary is proved.
ACKNOWLEDGEMENT. The author sincerely thanks an anonymous referee whose
goodwill has helped to improve the exposition of the paper.
References
[1] R. Arratia, A.D. Barbour and S. Tavaré: Logarithmic Combinatorial Structures: A Probabilistic
Approach, EMS Monographs in Mathematics, European Mathematical Society (EMS), Zürich,
2003.
[2] R. Arratia and S. Tavaré: Limit theorems for combinatorial structures via discrete process ap-
proximations, Random Structures Algorithms 3 (1992), 321–345.
[3] G.J. Babu and E. Manstavicˇius: Brownian motion for random permutations, Sankhya¯ Ser. A
61 (1999), 312–327.
[4] G.J. Babu, E. Manstavicˇius and V. Zacharovas: Limiting processes with dependent increments
for measures on symmetric group of permutations; in Probability and Number Theory—Kanazawa
2005, Adv. Stud. Pure Math. 49, Math. Soc. Japan, Tokyo, 2007, 41–67.
[5] R. Durrett, B.L. Granovsky and S. Gueron: The equilibrium behavior of reversible coagulation-
fragmentation processes, J. Theoret. Probab. 12 (1999), 447–474.
[6] P.D.T.A. Elliott: Probabilistic Number Theory. I, II, Springer, New York, 1979/80.
[7] P. Erdo˝s and P. Turán: On some problems of a statistical group-theory. II, Acta Math. Acad.
Sci. Hungar. 18 (1967), 151–163.
[8] W.J. Ewens: The sampling theory of selectively neutral alleles, Theoret. Population Biology 3
(1972), 87–112.
[9] P. Flajolet and A. Odlyzko: Singularity analysis of generating functions, SIAM J. Discrete
Math. 3 (1990), 216–240.
[10] G.A. Freiman and B.L. Granovsky: Asymptotic formula for a partition function of reversible
coagulation-fragmentation processes, Israel J. Math. 130 (2002), 259–279.
290 E. MANSTAVI ˇCIUS
[11] V.L. Goncharov: On the distribution of cycles in permutations, Dokl. Acad. Nauk SSSR 35
(1942), 299–301, in Russian.
[12] G. Halász: Über die Mittelwerte multiplikativer zahlentheoretischer Funktionen, Acta Math.
Acad. Sci. Hungar. 19 (1968), 365–403.
[13] A. Hildebrand: On the limit distribution of discrete random variables, Probab. Theory Related
Fields 75 (1987), 67–76.
[14] N.S. Johnson, S. Kotz and N. Balakrishnan: Discrete Multivariate Distributions, Wiley, New York,
1997.
[15] V.F. Kolchin: Random Mappings, Optimization Software, New York, 1986.
[16] V.P. Kolchin and V.P. Chistyakov: On the cyclic structure of random permutations, Mat. Za-
metki 18 (1975), 929–938.
[17] J. Kubilius: Probabilistic Methods in the Theory of Numbers, Translations of Mathematical
Monographs 11, Amer. Math. Soc., Providence, R.I., 1964.
[18] E. Manstavicˇius: Additive and multiplicative functions on random permutations, Lith. Math. J.
36 (1996), 400–408.
[19] E. Manstavicˇius: The Berry-Esseen bound in the theory of random permutations, Ramanujan
J. 2 (1998), 185–199.
[20] E. Manstavicˇius: A Tauber theorem and multiplicative functions on permutations; in Number
Theory in Progress, Vol. 2 (Zakopane-Kos´cielisko, 1997), de Gruyter, Berlin, 1999, 1025–1038.
[21] E. Manstavicˇius: Mappings on decomposable combinatorial structures: analytic approach,
Combin. Probab. Comput. 11 (2002), 61–78.
[22] E. Manstavicˇius: Value concentration of additive functions on random permutations, Acta Appl.
Math. 79 (2003), 1–8.
[23] E. Manstavicˇius: Asymptotic value distribution of additive function defined on the symmetric
group, Ramanujan J. 17 (2008), 259–280.
[24] V.V. Petrov: Sums of Independent Random Variables, Springer, New York, 1975.
[25] V. Zacharovas: Voronoi summation formulae and multiplicative functions on permutations,
(2004), submitted.
Institute of Mathematics and Informatics
Akademijos str. 4
LT–08663 Vilnius
Lithuania
e-mail: eugenijus.manstavicius@mif.vu.lt
