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ABSTRACT
Due to the compelling efficiency in retrieval and storage,
similarity-preserving hashing has been widely applied to
approximate nearest neighbor search in large-scale image
retrieval. However, existing methods have poor performance
in retrieval using an extremely short-length hash code due to
weak ability of classification and poor distribution of hash
bit. To address this issue, in this study, we propose a novel
reinforcing short-length hashing (RSLH). In this proposed
RSLH, mutual reconstruction between the hash representa-
tion and semantic labels is performed to preserve the semantic
information. Furthermore, to enhance the accuracy of hash
representation, a pairwise similarity matrix is designed to
make a balance between accuracy and training expenditure
on memory. In addition, a parameter boosting strategy is
integrated to reinforce the precision with hash bits fusion.
Extensive experiments on three large-scale image bench-
marks demonstrate the superior performance of RSLH under
various short-length hashing scenarios.
1. INTRODUCTION
In the era of big data, the approximate nearest neighbor
(ANN) search that finds ANNs of a query sample within a
large database has become ubiquitous in numerous applica-
tions, such as image and video retrieval [1] [2] . As a hot topic
in information retrieval, hashing can provide an advantageous
solution to ANN search based on its remarkable efficiency in
both storage cost and query speed.
Hashing encodes high-dimension media data into a string
of complex binary codes and preserves the similarity of orig-
inal data at the same time. In contrast to other distance calcu-
lations [2], the distance calculations in hashing utilize Ham-
ming distance which can be implemented on hardware with
bit-wise XOR operations, to provide higher efficiency. Aim-
ing at generating hash codes under the assistance of original
data, learning-based hashing can provide advanced retrieval
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performance in ANN search. And the existing learning-based
hashing methods can be roughly divided into two main cat-
egories: the unsupervised [3], [4] and the supervised [5] [6]
[7], [8], [9], [10], [11], [12]. In general, supervised hashing
methods outperform the unsupervised dramatically by adopt-
ing semantic label information.
In learning-based hashing, one of the primary purposes is
to obtain more compact and shorter hash codes with high pre-
cision. However, the retrieval accuracy will degrade dramati-
cally if the length of hash code is extremely short. Therefore,
how to learn a short hash code with higher accuracy is a chal-
lenge in hash learning field. In general, given a dataset with c
categories, the length L of the hash code should be greater
than log2(c); otherwise, the hash codes cannot distinguish
the samples. In [11], short-length is defined as the integer
length which is slightly greater than log2(c). For example,
in a dataset which has 10 categories, the length of four bits
can be considered as a short length. Short-length hash codes
can reduce the storage cost and computation complexity, thus
accelerate the retrieval speed [13].
Generally, retrieving with short-length hash codes usu-
ally leads to poor performance due to the following reasons:
1) Weak ability of classification: Classification ability is the
foremost in information retrieval, but hash codes with short-
length suffer from poor classification ability. Therefore, en-
hancing the classification ability is vital for short-length hash-
ing. And 2) bad distribution of hash bit: A bad distribution of
hash bit means the uncorrelation and balance constraints are
kept badly, which will result in trivial solutions during hash
learning.
In order to address the aforementioned issues, we propose
a novel discrete hashing method, termed reinforcing short-
length hashing (RSLH). In the proposed RSLH, mutual re-
gression between the hash codes and semantic labels is per-
formed for enhancing the ability of classification. Moreover,
to promote the accuracy of the hash representation, a pairwise
similarity matrix is designed to make a balance between ac-
curacy and training expenditure on memory. In addition, a
parameter boosting strategy is integrated into hash learning
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for avoiding suboptimal solutions.
The main contributions of this study are summarized as
follows:
• We propose a supervised discrete method for short-
length hash learning. In this method, mutual regression,
semantic pairwise similarity and relaxed strategy are
seamlessly integrated for reinforcing the short-length
hash learning.
• A model boosting strategy is designed to improve the
performance of short-length hash learning based on the
uncorrelation and balance constraints.
• Extensive experiments on three large-scale datasets
demonstrate that the proposed method performs well
under various short-length hashing scenarios.
2. PROPOSED METHOD
2.1. Formulation
Assume there is a training set consisting of n instances, i.e.,
A = {ai}ni=1, where each instance can be represented by a
m-dimensional feature. Moreover, a class label matrix, Y =
{yi}ni=1, is available, with yi = {yij} ∈ {−1, 1}c being the
label vector of the i-th instance, where c is the number of
categories. If the i-th instance belongs to the j-th category,
yij = 1, and −1 otherwise. The hash matrix is defined as
H = {hi}ni=1. ||H|| andHT mean the `2-norm and transpose
of matrix, H, respectively.
In this study, a radial basis function is adopted to rem-
edy the loss from feature information. The kernel trick makes
sense by capturing the local structure of the data and the fea-
ture dimension with nonlinear projections. Specifically, we
first randomly select d anchor points, {pi}di=1, from the train-
ing set, then transform each training sample into a new repre-
sentation by
ϕ(a) = exp(−‖a− pi‖2 /2σ2)di=1. (1)
This process can be calculated ahead; ϕ(A) is represented by
X in the following sections for conciseness.
Given the hash code matrix H and label matrix Y, a lin-
ear model is commonly-used to describe the correlation be-
cause of its efficiency. Typically, SDH [7] adopts the projec-
tion from the hash matrix H to label matrix Y, which can be
formulated as
min
W,H
∥∥Y −WTH∥∥2 , s.t. H ∈ {−1,+1}L×n , (2)
where L is the length of hash code. However, this strategy
make the process of hashing learning time-consuming and un-
stable in a way. To solve this problem, FSDH [14] attempts to
learn a projection from label matrix Y to hash matrix H, and
it can be formulated as
min
M,H
∥∥H−MTY∥∥2 , s.t. H ∈ {−1,+1}L×n . (3)
In this study, we combine these two strategies to enhance the
classification ability, which is formulated as
min
W,M,H
∥∥Y −WTH∥∥2 + α ∥∥H−MTY∥∥2 ,
s.t. H ∈ {−1,+1}L×n .
(4)
Both the hash code and the class label can be considered
as kinds of sample representations in Hamming space since
both of them are binary. Therefore, the mutual regression
between hash codes and class labels can be formulated as a
linear auto-encoder process. Inspired by the study in [12], we
use the same projection for the regression loss between la-
bel matrix Y and hash matrix matrix multiplication H (i.e.,
W = MT in Eq. (4), the transpose is used for matrix multi-
plication), and the similarity semantic similarity can be well
preserved by using the same projection matrix between label
matrix and hash matrix.
In addition, bit uncorrelation is an important constraint in
hash learning, which is formulated as
HHT = nI. (5)
Violating this constraint leads to poor distribution of hash bit,
which has a great impact on short-length hashing. However, it
is not suitable to directly integrate the uncorrelation constraint
into discrete hashing method due to the following reasons: 1)
discrete optimization is intractable since the binary quadratic
programming is time-consuming and complicated; and 2) the
hyperparameter is set empirically and difficult to influence the
performance. To tackle this issue, we restrain H in Eq.(2) to
be a real-valued orthogonal matrix B, i.e. BBT = I.
Furthermore, we assume P is a projection between ker-
nelized feature and real-valued orthogonal representation B.
In order to prevent over-fitting and improve the stability of re-
gression [15], this study adopts the `2-norm regularization for
P, and can be formulated as
min
P
∥∥B−PTX∥∥2 + λ ‖P‖2 , (6)
where λ is a regularization parameter.
In short, the utilization of semantic label supervision can
be formulated as
min
W,B,H
∥∥Y −WTB∥∥2 + α ‖H−WY‖2 + β ‖H−B‖2
+ µ
∥∥B−PTX∥∥2 + λ ‖P‖2 ,
s.t. BBT = I,H ∈ {−1,+1}L×n.
(7)
It can be seen that only the hash matrix H in Eq. (2) is
relaxed, and the advantages are three-folds: 1) the discrete
optimization in Eq. (2) can be bypassed tactfully, making the
optimization of H easier and faster; 2) the problem of solving
W can be transformed form Sylvester equation [16] to least
square regression, saving time for training. And 3) H in Eq.
(3) can be optimized discretely without quantization, mak-
ing the proposed method more precise. Details are showed in
Section 2.3.
Furthermore, to capture more relations among samples
and generate more similarity-preserving hash representations,
pairwise similarity matrix S is embedded into the Hamming
space. Unlike previous study, a novel asymmetric strategy is
proposed in this study. Specifically, real-valued orthogonal
representation B and binary code H are elaborated to pre-
serve the pairwise similarity. This process can be formalized
as follows
min
B,H
∥∥BTH− S∥∥2 , s.t. BBT = I,H ∈ {−1,+1}L×n .
(8)
However, the pairwise similarity matrix S is of n×n size,
making the training process much expensive on space. To
tackle this problem, we prefer a predefined projection matrix
Rn×k (k < n) to decrease the expenditure, and the Eq. (8) is
formalized as follows
min
B,H
∥∥BTHR− SR∥∥2 , s.t. BBT = I,H ∈ {−1,+1}L×n .
(9)
It can be proved that Eq. (8) and Eq. (9) are approxi-
mately equivalent to each other when RRT = In×n. And
the simple proof is presented as follows. Problem in Eq.(8)
can be reformulated as
min
B,H
∥∥BTH− S∥∥2 = min
B,H
∥∥BTH∥∥2 + ‖S‖2 − 2Tr(HTBS)
= min
B,H
Tr(HTBBTH+ STS− 2HTBS).
(10)
Problem in Eq.(9) can be reformulated as
min
B,H
∥∥BTHR− SR∥∥2 = min
B,H
∥∥BTHR∥∥2 + ‖SR‖2
− 2Tr(RTHTBSR) = min
B,H
Tr(HTBBTHRRT
+ STSRRT − 2HTBSRRT ).
(11)
Obviously, the Eq. (10) and Eq. (11) are equivalent to each
other whenRRT = In×n. In this study, we define the projec-
tion R as an orthogonal projection from pairwise similarity S
to the feature matrix X. This process is written as follows
min
R
‖SR−X‖2 , s.t. RRT = Id×d. (12)
This problem can be solved by singular value decomposition
(SVD) on SXT (similar details can be seen in B-step of Sec-
tion 2.3); we use G to represent SR in the following sec-
tions for conciseness. Different from previous work [17], the
utilization of pre-computed matrices G and R is more gen-
eralized. Furthermore, we also try to reconstruct the feature
matrix via hash representations and thus decrease the infor-
mation loss from original data.
In summary, the objective function of the proposed
method can be formulated as
min
W,B,H,P
∥∥Y −WTB∥∥2 + α ‖H−WY‖2
+ β ‖H−B‖2 + γ ∥∥BTHR−G∥∥2
+ µ
∥∥B−PTX∥∥2 + λ ‖P‖2
s.t. BBT = I,H ∈ {−1,+1}L×n,
(13)
where α, β, γ and µ are hyperparameters.
2.2. Model Boosting
For more performance enhancement of short-length hash
learning, in this study, we propose a hash boosting strategy
by considering uncorrelation and balance constraints to learn
more optimized hash codes. On the strength of this optimized
hash code, we learn a new projection for out-of-sample ex-
tension.
Uncorrelation and bit balance are two important con-
straints in hash learning. The uncorrelation constraint is
formulated as Eq. (5). Here, we will briefly describe the bit
balance constraint.
Bit balance means that each bit has an approximately 50%
chance of being +1 or−1, which can be formulated as H1 =
0, where 1 is an N -dimensional all-ones vector. Given a hash
matrix H ∈ {−1,+1}L×N , the balance degree of the ith bit
for the samples can be defined as the absolute value of the sum
of the ith row in the hash matrix. For example, if the vector
{−1, 1, −1, −1} is the ith-row of the hash matrix, then the
balance degree of the ith bit for the samples is |−1+1−1−
1| = 2. Obviously, the smaller balance degree indicates the
better code balance, which means that it is more consistent
with the balance constrain. When the hash bit is balanced, the
entropy and information content reaches the maximum with
small similarity loss, thereby demonstrating that the hash bit
is superior [18] [19].
In this study, we propose a boosting strategy to obtain su-
perior hash bits based on the uncorrelation and balance con-
strains during hash learning. The study in [19] has proposed
a boosting strategy called MoBoost. However, the MoBoost
framework cannot handle with short-length hash codes effec-
tively. The original MoBoost framework destroys the uncor-
relation constraint of hash bit. In this study, we propose a new
strategy framework by uniting the uncorrelation with balance
constraint into one framework without hyperparameters. The
process is described as follows.
Running the proposed method T times, we can obtain T
hash matrices for the training samples. Then, we concatenate
them in the column direction, and a new hash matrix with size
TL∗n is acquired, where L and n are the short length of hash
code and the number of samples, respectively.
The purpose of the proposed boosting strategy is to se-
lect L rows from the concatenated matrix which have better
bit balance and uncorrelation. Therefore, we use balance de-
gree and clustering to achive this goal. We take each row of
the concatenated hash matrix (i.e., each dimension of hash
code) as a new instance, and then perform the spectral clus-
tering [20] on these TL new instances to get L clusters. It is
noteworthy that the proposed framework is sufficiently gen-
eral to utilize other clustering methods. In this study, the spec-
tral clustering is employed for illustration. In each cluster, we
first select the balance hash bit which has the smallest balance
degree, and then concatenate the selected L hash bit to get the
final hash matrix of training set. Obviously, the obtained hash
bits for the training set are not only balance but also uncorre-
lation because they come from different clusters.
Finally, based on the final hash matrix of training samples,
we learn a linear projection between the features and the hash
codes for the out-of-sample extension. We set the value of T
to three in the experiments.
2.3. Optimization
It is intractable to optimize Eq. (13) directly since it is non-
continuous and nonconvex. In this study, we try to solve this
nondifferentiable problem using an iterative framework with
the following steps.
W-Step: Learn the projection, W, with the other vari-
ables fixed. The problem in Eq. (13) becomes
min
W
∥∥Y −WTB∥∥2 + α ‖H−WY‖2 . (14)
Eq. (14) can be reformulated as
min
W
‖W‖2−2Tr(YTWTB)+α(‖WY‖2−2Tr(HTWY)).
(15)
Setting the derivative of Eq. (15) w.r.t W as zero yields
W = (BYT + αHYT )−1(αYYT + I). (16)
B-Step: Learn the orthogonal real-valued representation,
B, with the other variables fixed. The problem in Eq. (13)
becomes
min
B
∥∥Y −WTB∥∥2 + β ‖H−B‖2 + γ ∥∥BTHR−G∥∥2
+ µ
∥∥B−PTX∥∥2 , s.t. BBT = I.
(17)
Eq. (18) can be rewritten as
min
B
− 2Tr(YTWTB) + ∥∥WTB∥∥2 + β(−2Tr(HTB)
+ ‖B‖2) + γ(∥∥BTHR∥∥2 − 2Tr(RTHTBG)),
+ µ(‖B‖2 − 2Tr(BTPTV))
s.t. BBT = I.
(18)
Since
∥∥WTB∥∥2 = Tr(WWT ), ‖B‖2 = Tr(BBT ) = L
and
∥∥BTHR∥∥2 = Tr(RTHBBTHR) = L ∗ n, Eq. (18)
can be reformulated as
max
B
Tr(QB), s.t. BBT = I. (19)
where Q = YTWT + βHT + γGRTHT + µXTP. This
problem is a Procrustes problem with analytic solutions [21].
First we perform SVD Q = U
∑
VT , where U is an n × n
orthogonal matrix,
∑
is an n × L matrix and V is an L × L
orthogonal matrix. Then the solution for B is
B = VUˆ
T
, (20)
where Uˆ contains first L columns of U.
H-Step: Learn the binary code, H, with the other vari-
ables fixed. The problem in Eq. (13) becomes
min
H
‖H−WY‖2 + γ ∥∥BTHR−G∥∥2 + β ‖H−B‖2
s.t. H ∈ {−1,+1}L×n.
(21)
Since ‖H‖2 = ∥∥BTHR∥∥2 = L ∗ n, Eq. (21) can be refor-
mulated as
min
H
−Tr(HT (WY + βB+ γBGRT ))
s.t. H ∈ {−1,+1}L×n .
(22)
The analytic solution of H can be calculated as
H = sgn(WY + βB+ γBGRT ), (23)
where sgn(·) is a sign function.
P-Step: Learn the projection matrix, P, while holding the
other variables fixed. The problem in Eq. (13) becomes
min
P
∥∥B−PTX∥∥2 + λ ‖P‖2 . (24)
The closed-form solution of P is
P = (VVT + λI)−1VBT . (25)
In conclusion, we try to solve the problem of nonconvex
mixed integer optimization based on the above steps. Con-
vergence is reached within a few iterations, which is demon-
strated in the Experiments section.
3. EXPERIMENTS
This section will demonstrate experimental settings and re-
sults. The experiments were performed on a computer with
an Intel(R) Core(TM) i7-6700 CPU and 32-GB RAM. Exten-
sive experiments were conducted on three large-scale image
datasets to verify the effectiveness of the proposed method.
Method
CALTECH-101 CIFAR-10 ImageNet-100
8 bits 10 bits 12 bits 14 bits 4 bits 6 bits 8 bits 10 bits 8 bits 10 bits 12 bits 14 bits
SH 0.2043 0.2053 0.2450 0.2744 0.2564 0.2801 0.2772 0.2838 0.0316 0.0338 0.0357 0.0424
PCAITQ 0.0535 0.0715 0.0920 0.1001 0.1589 0.2117 0.2286 0.2658 0.0266 0.0269 0.0271 0.0276
PCARR 0.0999 0.1184 0.1138 0.1295 0.1696 0.2302 0.2796 0.2674 0.0328 0.0331 0.0331 0.0334
MFH 0.2030 0.2208 0.2395 0.2538 0.2434 0.2549 0.2561 0.2702 0.0314 0.0342 0.0368 0.0388
SDH 0.2110 0.2339 0.2503 0.2904 0.2554 0.3176 0.4179 0.4986 0.0345 0.0435 0.0398 0.0443
NSH 0.3516 0.3887 0.4129 0.4323 0.3449 0.4842 0.5395 0.5798 0.1065 0.1290 0.1514 0.1752
FSSH 0.3502 0.3915 0.4287 0.4475 0.4015 0.5176 0.5708 0.6088 0.0926 0.1307 0.1545 0.1792
SSLH 0.3695 0.4078 0.4330 0.4458 0.4356 0.5215 0.5722 0.6058 0.1015 0.1345 0.1592 0.1813
SDHMLR 0.3584 0.3859 0.4129 0.4116 0.3417 0.4848 0.5875 0.6027 0.1032 0.1222 0.1627 0.1736
RSLH 0.4263 0.4469 0.4712 0.4837 0.4688 0.5934 0.6163 0.6473 0.1358 0.1749 0.2089 0.2330
SH 0.0915 0.1130 0.1204 0.1254 0.1958 0.2177 0.2449 0.2670 0.0239 0.0289 0.0345 0.0501
PCA-ITQ 0.0405 0.0408 0.0418 0.0453 0.2268 0.2331 0.2359 0.2462 0.0129 0.0129 0.0130 0.0131
PCA-RR 0.0572 0.0700 0.0612 0.0745 0.2326 0.2143 0.2149 0.2191 0.0134 0.0162 0.0156 0.0177
MFH 0.1169 0.1257 0.1390 0.1568 0.1905 0.2136 0.2375 0.2573 0.0206 0.0253 0.0322 0.0397
SDH 0.2332 0.1622 0.2458 0.2682 0.2855 0.3494 0.4176 0.5221 0.0189 0.0196 0.0256 0.0285
NSH 0.2924 0.3140 0.3234 0.3480 0.3385 0.4045 0.4956 0.5540 0.0776 0.1131 0.1534 0.1964
FSSH 0.3137 0.3704 0.4024 0.4350 0.3801 0.4626 0.5367 0.5892 0.0755 0.1173 0.1621 0.2013
SSLH 0.3051 0.3339 0.3530 0.3706 0.3877 0.4772 0.5515 0.5869 0.0853 0.1190 0.1629 0.2086
SDHMLR 0.3298 0.3628 0.3891 0.4211 0.3821 0.4463 0.5414 0.6028 0.0686 0.0971 0.1424 0.1885
RSLH 0.3807 0.4242 0.4560 0.4897 0.4132 0.5196 0.6002 0.6370 0.1121 0.1524 0.2063 0.2207
Table 1. The top panel shows the performance in terms of mAP scores on three benchmark datasets. The bottom panel
shows the performance in terms of mAP@H≤2 scores. The best results for mAP and mAP@H≤2 scores are shown in bold.
The second best results for mAP and mAP@H≤2 scores are shown with underlines.
3.1. Datasets and Experimental Settings
Three extensively-used image benchmarks were utilized in
the experiments, including CALTECH-101 [22], CIFAR-10
[23] and ImageNet-100 [24].
For the CIFAR-10 and ImageNet-100 datasets, we used
CNN-F model [26] to perform feature learning. For the
CALTECH-101, each image was represented as a 512-
dimension GIST feature. Our method was performed ten
runs and the performances were averaged for comparison.
As the experimental parameters, we empirically set α = 3,
β = 10−2, γ = 10−5, µ = 10−5 and λ = 10−6.
3.2. Evaluation Metric
To evaluate the proposed method, we used evaluation ma-
trices called mean average precision (mAP) and mean aver-
age precision@Hamming radius ≤ 2 (mAP@H≤2). mAP in-
cludes the mean of the average precision (AP) values obtained
for the top retrieved samples. By restricting the Hamming ra-
dius ≤ 2, hashing can retrieve any bucket in the hash table
in O(1) time complexity by table lookups, which enables the
most efficient constant-time retrieval. Moreover, we adopted
precision score to evaluate the performance of the proposed
RSLH and other methods.
3.3. Experimental Results and Analysis
We compared the proposed RSLH with following methods:
Spectral Hashing (SH) [27], Principle Component Analysis
(PCA)-Iterative Quantization (PCA-ITQ) [3], PCA-Random
Rotation (PCA-RR) [3], Collective Matrix Factorization
Hashing (MFH) [4], Supervised Discrete Hashing (SDH) [7],
Natural Supervised Hashing (NSH) [9], Fast Scalable Su-
pervised Hashing (FSSH) [17], Supervised Short-Length
Hashing (SSLH) [11], and Supervised Discrete Hashing With
Mutual Linear Regression (SDHMLR) [12]. SH, PCA-ITQ,
PCA-RR, and MFH are unsupervised hashing methods, while
all other hashing methods are supervised. Furthermore, all
hyperparameters of these baselines were initialized as sug-
gested in the original publications. We performed five runs
for above baselines and the proposed method, and then av-
eraged the performances for comparison. However, only
nondeep methods were considered for comparison because
the proposed method was linear-model-based.
In the experiments, the short length, L, is slightly greater
than the log2(c) value that are approximately 6.7, 3.3 and
6.7 in the three datasets CALTECH-101, CIFAR-10 and
ImageNet-100, respectively. We approximately set the short-
length as not greater than 10.
The top panel of Table 1 lists the mAP values for each
method, for three datasets, CALTECH-101, CIFAR-10 and
ImageNet-100. The mAP performance of the RSLH is con-
Method
CALTECH-101 CIFAR-10 ImageNet-100
8 bits 10 bits 12 bits 14 bits 4 bits 6 bits 8 bits 10 bits 8 bits 10 bits 12 bits 14 bits
S 0.4060 0.4446 0.4689 0.4914 0.4820 0.5610 0.6135 0.6250 0.1313 0.1740 0.2009 0.2300
G 0.4015 0.4468 0.4698 0.4895 0.4445 0.5382 0.6104 0.6283 0.1292 0.1735 0.2068 0.2293
S+OB 0.4079 0.4483 0.4776 0.4842 0.4747 0.5962 0.6106 0.6474 0.1308 0.1758 0.2037 0.2270
S+MB 0.4227 0.4426 0.4811 0.4833 0.4701 0.5964 0.6278 0.6356 0.1304 0.1807 0.2074 0.2282
G+OB 0.4235 0.4504 0.4670 0.4846 0.3819 0.5919 0.6135 0.6438 0.1315 0.1765 0.2072 0.2332
G+MB 0.4263 0.4469 0.4712 0.4837 0.4688 0.5934 0.6163 0.6473 0.1358 0.1749 0.2089 0.2330
Table 2. Ablation study in terms of mAP score on three benchmark datasets.
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Fig. 1. Subgraphs (a)-(c) show the performance in terms of
the precision scores based on three benchmark datasets. Sub-
graphs (d)-(f) show the precision scores with different settings
of α and γ, for three benchmark datasets when the hash code
length is 10.
siderably better than those of the other methods for these three
benchmark datasets, with short-length hash codes. Specif-
ically, compared to the best unsupervised hashing methods,
we achieved absolute boosts of 22.09%, 30.65% and 15.16%
in average mAP for different bits on CALTECH-101, CIFAR-
10 and ImgageNet-100, respectively. Compared to the state-
of-the-art short-length hashing methods SSLH, we obtained
absolute boosts of 4.26%, 4.31% and 4.19% in average mAP
for different bits on the three datasets, respectively.
The bottom panel of Table 1 depicts the mAP@H≤2
value for each method, for three datasets, CALTECH-101,
CIFAR-10 and ImageNet-100. The mAP@H≤2 performance
of the RSLH is obviously better than those of the other meth-
ods for these three benchmark datasets, with short-length
hash codes. Specifically, compared to the best unsupervised
hashing methods, we achieved absolute boosts of 30.31%,
29.81% and 13.85% in average mAP@H≤2 for different bits
on CALTECH-101, CIFAR-10 and ImgageNet-100, respec-
tively. Compared to the state-of-the-art short-length hashing
methods SSLH, we obtained absolute boosts of 7.79%, 4.17%
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Fig. 2. Subgraphs (a)-(c) show the t-SNE visualization of
hash codes on CIFAR-10. The length of hash code is 4.
Subgraph (d) shows the convergence curves of the proposed
RSLH for three datasets. In each curve, the loss of the pro-
posed RSLH for the first iteration is considered to be 100%.
The length of hash code is 10.
and 2.89% in average mAP@H≤2 for different bits on the
three datasets, respectively.
Substantial improvement can also be seen in Figure 1 sug-
graphs (a)-(c), in terms of the precision score, where the com-
parison between the proposed RSLH and the existing methods
is depicted for different lengths of hash codes. In this study,
RSLH-B indicates the proposed method without model boost-
ing. The RSLH will exhibit considerably better performance
if the length of hash code length is shorter. However, the im-
provement will reduce when the length is larger than 32 bits,
indicating that the proposed RSLH has a distinct advantage
with short-length hash codes
Table 2 shows the ablation study in terms of mAP score
on three benchmark datasets, where S, G, MB andOB indi-
cate the proposed method using the original similarity matrix
S, using the term G instead of S in Eq. (13), original model
boosting in [19] and the proposed modified model boosting,
respectively. It can bee seen that the proposed method using
modified boosting strategy achieved superior performance.
Moreover, the utilization of G in the proposed method does
not bring much attenuation in performance compared with
original pairwise similarity matrix. However, the space com-
plexity is reduced due to the low dimension of G.
In order to verify the parameter sensitivity of the proposed
method, we conducted experiments with different parameter
settings. Due to limited space, we only showed the results
about α and γ, which are most relevant to the performance
of the proposed method. Figure 1 suggraphs (d)-(f) shows
the precision score of the RSLH, when α and γ are within
a range; the RSLH method exhibits acceptable stability and
sensitivity with short-length hash codes.
In Figure 2, subgraphs (a)-(c) show the t-SNE visualiza-
tion [28] of the hash codes learned by the best short-length
hashing baseline SSLH and the proposed RSLH on CIFAR-
10 dataset. We can observe that the hash codes generated by
RSLH show more clear diacritical structures than SSLH, of
which the hash codes in various categories are not well sep-
arated. This verifies that the hash codes generated by RSLH
are more diacritical than those of SSLH, enabling more effec-
tive image retrieval. In addition, the proposed model boosting
shows a little more clear structures than the original method,
verifying its efficiency. Subgraphs (d) depicts the changes in
the objective values achieved by the RSLH for three datasets.
As the number of iterations increases, the objective values
become small and stable, indicating that the RSLH converges
rapidly during training, thereby distinctly reducing the time
required for training.
4. CONCLUSION
In this study, we propose a method for short-length hashing,
wherein the semantic label information is leveraged by mu-
tual regression and asymmetric pairwise similarity preserv-
ing, while the uncorrelation constraint is approximated by or-
thogonal representation. In addition, the balance constraint
is achieved based on a modified model boosting framework.
Extensive experiments conducted on three image benchmarks
indicate superior performance of the proposed method, com-
pared to the other existing methods. In future, we will attempt
to accelerate the training time and extend the proposed frame-
work to nonlinear-based models.
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