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Abstract The well known M-P (Moore-Penrose) pseudoinverse is used in sev-
eral linear-algebra applications — for example, to compute least-squares solu-
tions of inconsistent systems of linear equations. Irrespective of whether a given
matrix is sparse, its M-P pseudoinverse can be completely dense, potentially
leading to high computational burden and numerical difficulties, especially
when we are dealing with high-dimensional matrices. The M-P pseudoinverse
is uniquely characterized by four properties, but not all of them need to be sat-
isfied for some applications. In this context, Fampa and Lee (2018) and Xu,
Fampa, and Lee (2019) propose local-search procedures to construct sparse
block-structured generalized inverses that satisfy only some of the M-P prop-
erties. (Vector) 1-norm minimization is used to induce sparsity and to keep
the magnitude of the entries under control, and theoretical results limit the
distance between the 1-norm of the solution of the local searches and the
minimum 1-norm of generalized inverses with corresponding properties. We
have implemented several local-search procedures based on results presented
in these two papers and make here an experimental analysis of them, consid-
ering their application to randomly generated matrices of varied dimensions,
ranks, and densities.
Keywords generalized inverse · sparse optimization · local search · Moore-
Penrose pseudoinverse
M. Fampa and G. Ponte
Federal University of Rio de Janeiro
E-mail: fampa@cos.ufrj.br, E-mail: gabrielponte@poli.ufrj.br
J. Lee and L. Xu
University of Michigan
E-mail: jonxlee@umich.edu, E-mail: xuluze@umich.edu
ar
X
iv
:2
00
1.
03
73
2v
1 
 [m
ath
.O
C]
  1
1 J
an
 20
20
2 Fampa, Lee, Ponte & Xu
1 Introduction
The M-P (Moore-Penrose) pseudoinverse, independently discovered by E.H.
Moore and R. Penrose, is used in several linear-algebra applications — for
example, to compute least squares solutions of inconsistent systems of linear
equations. If A = UΣV > is the real singular value decomposition of A (see
[8], for example), then the M-P pseudoinverse of A can be defined as A† :=
V Σ†U>, where Σ† has the shape of the transpose of the diagonal matrix Σ,
and is derived from Σ by taking reciprocals of the non-zero (diagonal) elements
of Σ (i.e., the non-zero singular values of A). The following theorem gives a
fundamental characterization of the M-P pseudoinverse.
Theorem 1 ([10]) For A ∈ Rm×n, the M-P pseudoinverse A† is the unique
H ∈ Rn×m satisfying:
AHA = A (P1)
HAH = H (P2)
(AH)> = AH (P3)
(HA)> = HA (P4)
Following [11], we say that a generalized inverse is any H satisfying P1.
The property P1 is particulary important in our context; without it, the all-
zero matrix — extremely sparse and carrying no information at all about A
— would satisfy the other three properties.
A generalized inverse is reflexive if it satisfies P2. Theorem 3.14 in [11]
states that: (i) if H is a generalized inverse of A, then rank(H) ≥ rank(A), and
(ii) a generalized inverse H of A is reflexive if and only if rank(H) = rank(A).
Therefore, enforcing P2 gives us the lowest possible rank of a generalized
inverse — a very desirable property.
Finally, following [12], we say that H is ah-symmetric if it satisfies P3.
That is, ah-symmetric means that AH is symmetric. If H is an ah-symmetric
generalized inverse, then xˆ := Hb solves min{‖Ax− b‖2 : x ∈ Rn} (see [6,1]).
So not all of the M-P properties are required for a generalized inverse to solve
a key problem.
Even if a given matrix is sparse, its M-P pseudoinverse can be completely
dense, often leading to a high computational burden in its applications, espe-
cially when we are dealing with high-dimensional matrices. Therefore, to avoid
computations with high-dimensional dense matrices, it is interesting to con-
sider the construction of sparse generalized inverses that satisfy only a proper
subset of {P2, P3, P4}. In this context, [5] and [12] propose local-search pro-
cedures to construct reflexive generalized inverses, ah-symmetric reflexive gen-
eralized inverses, and in case A is symmetric, symmetric reflexive generalized
inverses. The purpose of the procedures is the construction of sparser matrices
than the M-P pseudoinverse, without losing some of its important properties.
In [5,12], (vector) 1-norm minimization is used to induce sparsity (leading to
less computational burden in applications) and to keep the magnitude of the
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entries under control (leading to better numerical stability in applications).
Therefore, at each iteration of the local-search procedures, the overall goal is
to decrease the 1-norm of the constructed matrix H.
The generalized inverses constructed by the procedures have the following
very nice features: they have block structure, i.e., they have all non-zero entries
confined to a selected choice of columns (and, sometimes, also of rows), they
are reflexive, they have a bounded number of non-zero entries, and they have
1-norm within a provable factor of the minimum 1-norm of generalized inverses
with corresponding properties.
Our goal in this paper is to develop and analyze through numerical experi-
ments, the performance of local-search procedures based on the ideas presented
in [5,12], and to see how tight are the bounds presented for the 1-norms of
the constructed matrices H, considering randomly generated input matrices
A with varied dimensions, ranks, and densities. We have implemented differ-
ent local-search procedures for each case studied, more specifically, the cases
where we construct (i) a reflexive generalized inverse, (ii) an ah-symmetric
reflexive generalized inverse, and (iii) a symmetric reflexive generalized in-
verse. We propose and compare different methods for constructing an initial
solution for the local searches and analyze the influence of the initialization
on the results; interestingly, this turns out to be a rather difficult numerical
task at large scale, even though in theory it is rather trivial. We propose local
searches with updates performed with the best improvement (‘BI’) obtained
in the neighborhood of the starting solution, and with updates performed with
the first improvement (‘FI’) obtained. We analyze local searches that consider
as the criterion for improvement, the increase in the absolute determinant of
an r×r non-singular submatrix of the given rank-r matrix A, which are based
on theoretical results presented in [5,12]. These procedures are identified in the
paper with the notation ‘det’. We also propose a local search that considers
a more natural criterion for improvement, the decrease in the 1-norm of the
constructed matrix H, and is identified with ‘norm’. Observing the behavior
of these local searches leads us to combine the ‘det’ with the ‘norm’ searches.
Aiming at reaching matrices with smaller norms, we apply hybrid procedures
that perform local searches based on the decrease of the 1-norm of H, start-
ing from the output of a local search based on the increase of the absolute
determinant of the submatrix of A.
The algorithms proposed were coded in Matlab R2019b.To evaluate the
solutions obtained by them, we solve the linear programming (LP) problems
described in the next sections, with Gurobi v.8. We ran the experiments on
a 16-core machine (running Windows Server 2012 R2): two Intel Xeon CPU
E5-2667 v4 processors running at 3.20GHz, with 8 cores each, and 128 GB of
memory.
In §2, we present our results for generalized inverses. In §3, we present our
results for ah-symmetric generalized inverses. In §4, we present our results for
symmetric generalized inverses (applied to symmetric input matrices). In §5,
we make some brief concluding remarks.
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Before continuing, we wish to mention that an earlier approach to con-
structing sparse generalized inverses was developed in [7]. Unfortunately those
methods, based on solving convex relaxations (LP and convex QP), scale very
poorly. The failure of those methods to scale efficiently led to the investigations
in [5] and [12], which in turn motivated our present work. [2,3,4] presents an
additional prior approach, based also on LP, for constructing sparse left and
right pseudoinverses.
In what follows, for succinctness, we use vector-norm notation on matrices:
we write ‖H‖1 to mean ‖vec(H)‖1, and ‖H‖max to mean ‖vec(H)‖max (in both
cases, these are not the usual induced/operator matrix norms). We use I for an
identity matrix and J for an all-ones matrix. Matrix dot product is indicated
by 〈X,Y 〉 = trace(X>Y ) := ∑ij xijyij . We use A[S, T ] for the submatrix
of A with row indices S and column indices T ; additionally, we use A[S, :] (
resp., A[:, T ]) for the submatrix of A formed by the rows S (resp., columns T ).
Finally, if A is symmetric and S = T , we use A[S] to represent the principal
submatrix of A with row/column indices S.
2 Generalized inverse
The local-search procedures for the reflexive generalized inverse are based on
the block construction procedure proposed in [5]. More specifically they are
based on Theorem 2, Definition 3, and Theorem 4, presented next.
Theorem 2 ([5]) For A ∈ Rm×n, let r := rank(A). Let A˜ be any r × r
non-singular submatrix of A. Let H ∈ Rn×m be such that its submatrix that
corresponds in position to that of A˜ in A is equal to A˜−1, and other positions
in H are zero. Then H is a reflexive generalized inverse of A.
Definition 3 ([5]) For A ∈ Rm×n, let r := rank(A). For σ an ordered subset
of r elements from {1, . . . ,m} and τ an ordered subset of r elements from
{1, . . . , n}, let A[σ, τ ] be the r × r submatrix of A with row indices σ and
column indices τ . For fixed  ≥ 0, if |det(A[σ, τ ])| cannot be increased by a
factor of more than 1 +  by either swapping an element of σ with one from its
complement or swapping an element of τ with one from its complement, then
we say that A[σ, τ ] is a (1 + )-local maximizer for the absolute determinant
on the set of r × r non-singular submatrices of A.
Theorem 4 ([5]) For A ∈ Rm×n, let r := rank(A). Choose  ≥ 0, and
let A˜ be a (1 + )-local maximizer for the absolute determinant on the set of
r× r non-singular submatrices of A. Construct H as per Theorem 2. Then H
is a (reflexive) generalized inverse (having at most r2 non-zeros), satisfying
‖H‖1 ≤ r2(1 + )2‖Hopt‖1, where Hopt is a 1-norm minimizing generalized
inverse of A .
We note that the  of Definition 3 and Theorem 4 is used in [5] to gain
polynomial running time in 1/. For the purpose of actual computations, our
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observation has been that  can be chosen to be zero. We further note that in
[12] we demonstrated that the bound in Theorem 4 is best possible. However,
we will see in our experiments that the bound is overly pessimistic by a wide
margin.
The idea of our algorithms is to select an r × r non-singular submatrix A˜
of A, and construct the reflexive generalized inverse with the inverse of this
submatrix, as described in Theorem 2. The non-zero entries of H will be the
non-zero entries of A˜−1. Guided by the result in Theorem 4, the ‘det’ searches
aim at selecting a submatrix A˜ that is a local maximizer for the absolute
determinant on the set of r × r non-singular submatrices of the given matrix
A. In an attempt to construct matrices H with smaller 1-norm, the ‘norm’
searches more directly try to decrease the 1-norm of the matrix constructed
at each iteration.
In the following, we discuss how the test matrices A used in our computa-
tional experiments were generated, how we select the initial submatrix of A to
initialize the local searches, and we give details of the algorithms and present
numerical results.
To analyze the local-search procedures proposed, we compare their solu-
tions to the solution of a natural LP problem, identified below as P1. Its
optimal solution value corresponds to ‖Hopt‖1, where as defined in Theorem
4, Hopt is a 1-norm minimizing generalized inverse of A.
(P1) zP1 := min 〈J, T 〉 ,
s.t.: T −H ≥ 0 ,
T +H ≥ 0 ,
AHA = A .
2.1 Our test matrices
To test the local-search procedures that we propose, we randomly generated
462 matrices with varied dimensions, ranks, and densities, with the Matlab
function sprand. The function generates a random m× n dimensional matrix
A with approximate density d and singular values given by the non-negative
input vector rc. The number of non-zero singular values in rc is of course
the desired rank r. The matrix is generated by sprand using random plane
rotations applied to a diagonal matrix with the given singular values. For
our experiments, we selected the r nonzeros of rc as the decreasing vector
M × (ρ1, ρ2, . . . , ρr), where M = 2, and ρ = (1/M)(2/(r+1)). The shape of this
distribution is concave (as is the case for many matrices that one encounters),
and moreover, the entries are not extreme (always between 1/2 and 2), and
the product is unity, so we can reasonably hope that the numerics may not be
terrible.
We divide our instances into the following three categories:
– Small: 90 instances. 5 with each of the 18 combinations of the following
parameters: m = n = 50, 80, 100; r = 0.1× n, 0.5× n; d = 0.25, 0.50, 1.00.
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– Medium: 360 instances. 30 with each of the 12 combinations of the following
parameters: m = n = 1000, 2000; r = 0.05×n, 0.1×n; d = 0.25, 0.50, 1.00.
– Large: 12 instances. 3 with each of the 4 combinations of the following
parameters: m = 5000, 10000; n = 1000; r = 0.05× n, 0.1× n; d = 1.00.
The numerical experiments with each category had different purposes. The
tests with the ‘Small’ instances have the main purpose of checking how tight
are the bounds presented in [5,12], for the norms of the constructed matrices
H. We note that this analysis requires the solution of the LP P1. These are
not easy LPs because they are rather dense. The tests with the ‘Medium’
instances have the main purpose of comparing the different local searches and
initialization procedures that we have proposed. Finally, the tests with the
‘Large’ instances have the main purpose of demonstrating the scalability of
our methodology.
2.2 Selecting an initial block for the local search
We apply two different algorithms to construct the initial r × r non-singular
submatrix of A for our local searches. The algorithms initially select a “good”
set S of r rows from A, and then, from the chosen rows, they select a “good” set
T of r columns. In Algorithm 1, the Greedy algorithm, each row and column is
selected aiming at gaining the greatest increase in the product of the singular
values of the partially constructed submatrix. In the lighter version of this
algorithm described in Algorithm 2, the Greedy Light algorithm, each row and
column selected is the first obtained (with the least indices), which keeps the
product of the singular values of the partially constructed submatrix greater
than a given positive tolerance τ . In practice, we start with a relatively large
value of τ , and then we decrease it whenever we are not able to find sufficient
rows/columns.
Input: A ∈ Rm×n, such that rank(A)= r.
Output: S ⊂M := {1, . . . ,m}, T ⊂ N := {1, . . . , n}, such that |S| = |T | = r, and
A[S, T ] is non-singular.
1 S := ∅;
2 while |S| < r do
3 Choose i ∈M \ S such that the product of the |S|+ 1 singular values of
A[S ∪ {i}, N ] is maximized;
4 S := S ∪ {i};
5 T := ∅;
6 while |T | < r do
7 Choose j ∈ N \ T such that the product of the |T |+ 1 singular values of
A[S, T + j] is maximized;
8 T := T ∪ {j};
Algorithm 1: Algorithm Greedy.
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Input: A ∈ Rm×n, such that rank(A)= r, τ > 0.
Output: S ⊂M := {1, . . . ,m}, T ⊂ N := {1, . . . , n}, such that |S| = |T | = r, and
A[S, T ] is non-singular.
1 S := ∅;
2 while |S| < r do
3 Choose the least i ∈M \ S such that the product of the |S|+ 1 singular values
of A[S ∪ {i}, N ] is greater than τ ;
4 S := S ∪ {i};
5 T := ∅;
6 while |T | < r do
7 Choose the least j ∈ N \ T such that the product of the |T |+ 1 singular values
of A[S, T + j] is greater than τ ;
8 T := T ∪ {j};
Algorithm 2: Algorithm Greedy Light.
Given the r × r non-singular submatrix of A obtained with one of the
algorithms presented above, we perform a local search with the goal of reducing
the 1-norm of the matrix H, by replacing rows and columns of the submatrix,
as described in the next subsection.
2.3 The local-search procedures
In Algorithm 3 and 4, we present the local search procedures that consider as
the criterion for improvement of the given solution, the increase in the absolute
determinant of the r × r non-singular submatrix of A.
Based on Theorem 4, for a given rank-r matrix A, the procedure starts
from a set S of r rows and a set T of r columns of A, such that A[S, T ] is
non-singular.
In the first loop of Algorithm 3 (lines 7-18), a column of A[S,N \T ] replaces
a column of A[S, T ] if the absolute determinant increases with the replacement.
To evaluate how much the determinant changes when each column of A[S, T ]
is replaced by a given column γ of A[S,N \ T ], we use the result in Remark 5
(i.e., using Cramer’s Rule).
Remark 5 Let γ ∈ Rn and A ∈ Rn×n with det(A) 6= 0. Let Aγ/j be the
matrix obtained by replacing the jth column of A by γ. If αˆ ∈ Rn solves the
linear system of equations Aα = γ, then we have det(Aγ/j) = αˆj × det(A).
Similarly, in the second loop of the algorithm (lines 19-30), a row of A[M \
S, T ] replaces a row of A[S, T ] if the absolute determinant increases with the
replacement. In this case, to evaluate how much the determinant changes when
each row of A[S, T ] is replaced by a given row γ of A[M \ S, T ], we use the
equivalent result in Remark 6.
Remark 6 Let γ ∈ R1×n and A ∈ Rn×n with det(A) 6= 0. Let Aγ/i be the
matrix obtained by replacing the ith row of A by γ. If αˆ ∈ R1×n solves the
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Input: A ∈ Rm×n, with r :=rank(A),
S ⊂M := {1, . . . ,m}, T ⊂ N := {1, . . . , n}, such that |S| = |T | = r, and A[S, T ] is
non-singular.
Output: possibly updated sets S, T .
1 A˜ := A[S, T ];
2 M¯ := M \ S, N¯ := N \ T , R := A[M¯, T ], C := A[S, N¯ ];
3 [L,U ] := LU(A˜) (Compute the LU factorization of A˜);
4 cont = true;
5 while (cont) do
6 cont = false;
7 for ` = 1, . . . , n− r do
8 Solve Ly = C[S, `], with solution yˆ;
9 Solve Uα = yˆ, with solution αˆ;
10 if |αˆ|  (1, . . . , 1)> then
11 ˆ := min{j : |αˆj | > 1} for ‘FI(det)’, or ˆ := argmaxj{|αˆj |} for
‘FI+(det)’;
12 aux := A˜[S, ˆ];
13 A˜[S, ˆ] := C[S, `];
14 C[S, `] := aux;
15 T := T ∪ {N¯(`)} \ {T (ˆ)};
16 N¯ := N¯ \ {N¯(`)} ∪ {T (ˆ)};
17 [L,U ] := LU(A˜) (update LU factorization of previous iteration);
18 cont = true;
19 for ` = 1, . . . ,m− r do
20 Solve U>y = R[`, T ]>, with solution yˆ;
21 Solve L>α = yˆ, with solution αˆ;
22 if |αˆ|  (1, . . . , 1)> then
23 ˆ := min{j : |αˆj | > 1} for ‘FI(det)’, or ˆ := argmaxj{|αˆj |} for ‘FI+(det)’
;
24 aux := A˜[ˆ, T ];
25 A˜[ˆ, T ] := R[`, T ];
26 R[`, T ] := aux;
27 S := S ∪ {M¯(`)} \ {S(ˆ)};
28 M¯ := M¯ \ {M¯(`)} ∪ {S(ˆ)};
29 [L,U ] := LU(A˜) (update LU factorization of previous iteration);
30 cont = true;
Algorithm 3: ‘FI(det)’ (‘FI+(det)’) for generalized inverses.
linear system of equations αA = γ, then we have det(Aγ/i) = αˆi × det(A).
Use of Cramer’s rule greatly improves the performance of these local searches.
Two algorithms, ‘FI(det)’ and ‘FI+(det)’, are presented in Algorithm 3.
The only differences between them are shown in lines 11 and 23. For ‘FI+(det)’
(“first improvement plus”), we iteratively select a column (row) that is not in
A[S, T ] and exchange it with the column (row) of A[S, T ] that leads to the
greatest increase in the absolute determinant of the submatrix. For ‘FI(det)’
(“first improvement”), the column (row) of A[S, T ] selected for the replacement
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is the one of least index, that leads to an increase in the absolute determinant.
Input: A ∈ Rm×n, with r :=rank(A),
S ⊂M := {1, . . . ,m}, T ⊂ N := {1, . . . , n}, such that |S| = |T | = r, and A[S, T ] is
non-singular.
Output: possibly updated sets S, T .
1 A˜ := A[S, T ];
2 M¯ := M \ S, N¯ := N \ T , R := A[M¯, T ], C := A[S, N¯ ];
3 [L,U ] := LU(A˜) (Compute the LU factorization of A˜);
4 biggest.αr = biggest.αc := 1;
5 cont = true;
6 while (cont) do
7 cont = false;
8 for ` = 1, . . . , n− r do
9 Solve Ly = C[S, `], with solution yˆ;
10 Solve Uα = yˆ, with solution αˆ;
11 αˆmax := maxj{|αˆj |};
12 if αˆmax > biggest.αr then
13 biggest.αr := αˆmax;
14 ˆr := argmaxj{|αˆj |};
15 ˆ`r := `;
16 for ` = 1, . . . ,m− r do
17 Solve U>y = R[`, T ]>, with solution yˆ;
18 Solve L>α = yˆ, with solution αˆ;
19 αˆmax := maxj{|αˆj |};
20 if αˆmax > biggest.αc then
21 biggest.αc := αˆmax;
22 ˆc := argmaxj{|αˆj |};
23 ˆ`c := `;
24 if max{biggest.αr, biggest.αc} > 1 then
25 cont = true;
26 if biggest.αr > biggest.αc then
27 aux := A˜[S, ˆr];
28 A˜[S, ˆr] := C[S, ˆ`r];
29 C[S, ˆ`r] := aux;
30 T := T ∪ {N¯(ˆ`r)} \ {T (ˆr)};
31 N¯ := N¯ \ {N¯(ˆ`c)} ∪ {T (ˆr)};
32 [L,U ] := LU(A˜) (update LU factorization of previous iteration);
33 else
34 aux := A˜[ˆc, T ];
35 A˜[ˆc, T ] := R[ˆ`c, T ];
36 R[ˆ`c, T ] := aux;
37 S := S ∪ {M¯(`)} \ {S(ˆ)};
38 M¯ := M¯ \ {M¯(ˆ`c)} ∪ {S(ˆc)};
39 [L,U ] := LU(A˜) (update LU factorization of previous iteration);
Algorithm 4: ‘BI(det) for generalized inverses’.
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We also present in Algorithm 4, the algorithm ‘BI(det)’ (“best improve-
ment”), where the pair of rows or columns exchanged at each iteration is
selected as the pair that leads to the greatest increase in the absolute deter-
minant, among all possibilities.
Algorithms ‘FI(det)’, ‘FI+(det)’, and ‘BI(det)’ stop when no replacement
of a row or column of A[S, T ] would lead to an increase in the absolute deter-
minant, i.e., when we reach a local maximizer for the absolute determinant,
according to Definition 3.
Algorithm 5 represents the local search ‘FI(norm)’. In this case, we consider
as the criterion for improvement of the given solution, the decrease in the 1-
norm of H, or equivalently, the decrease in the 1-norm of the inverse of the
r × r non-singular submatrix of A being considered. To evaluate how much
the 1-norm of the inverse of the submatrix changes when each column (row)
of A[S, T ] is replaced by a given column (row) γ of A[S,N \ T ] (A[M \ S, T ]),
we use the result in Remark 7.
Remark 7 Let γ ∈ Rn and A := (a1, . . . , aj ,. . . , an) ∈ Rn×n with det(A) 6= 0.
Let Aγ/j be the matrix obtained by replacing the j
th column of A by γ, and
v = (v1, . . . , vj , . . . , vn)
> := A−1γ. If vj 6= 0, define
v¯ :=
(
−v1
vj
, . . . ,−vj−1
vj
,
1
vj
, −vj+1
vj
, . . . ,−vn
vj
)>
.
Then
A−1γ/j = Θ A
−1,
where
Θ = (e1, . . . , ej−1, v¯, ej+1, . . . , en),
and ei are the standard unit vectors.
Use of Remark 7 greatly improves the performance of these local searches.
2.4 Numerical results
We initially consider the experiments done with the 90 instances in the ‘Small’
category, which had the main purpose of analyzing the ratios between the the
1-norm of the matrices H computed by the three local searches based on the
determinant, with the minimum 1-norm of a generalized inverse given by the
solution of the LP problem P1 (‖H‖1/zP1). We aim at checking how close
these ratios are from the upper bound given by Theorem 4.
In Figure 1, we present the average ratios for the matrices with the same
dimension, rank, and density. From Theorem 4, we know that these ratios
cannot be greater than r2, and we see from the results, that for the matrices
considered in our tests, we stay quite far from this upper bound (even though
the upper bound is best possible). In general, the ratios increase with the rank
r, the dimension m = n, and the density d of the matrices, but even for r = 50,
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Input: A ∈ Rm×n, with r :=rank(A),
S ⊂M := {1, . . . ,m}, T ⊂ N := {1, . . . , n}, such that |S| = |T | = r, and A[S, T ] is
non-singular.
Output: possibly updated sets S, T .
1 A˜ := A[S, T ];
2 M¯ := M \ S, N¯ := N \ T , R := A[M¯, T ], C := A[S, N¯ ];
3 cont = true;
4 while (cont) do
5 cont = false;
6 B = A[S, T ];
7 Binv := B−1;
8 nBinv = ‖Binv‖1;
9 for ` = 1, . . . , n− r do
10 γ := A[S, N¯(`)];
11 for j = 1, . . . , r do
12 Let Bγ/j be the matrix obtained by replacing the j
th column of B by γ;
13 nBinv+ := ‖B−1
γ/j
‖1 (Computed with the result in Remark 7);
14 if nBinv+ < nBinv then
15 B := Bγ/j ;
16 Binv := B−1
γ/j
(Computed with the result in Remark 7);
17 nBinv = nBinv+;
18 T := T ∪ {N¯(`)} \ {T (j)};
19 N¯ := N \ T ;
20 cont = true;
21 break ;
22 B = A[S, T ]>;
23 Binv := B−1;
24 nBinv = ‖Binv‖1;
25 for ` = 1, . . . ,m− r do
26 γ := A[M¯(`), T ]>;
27 for j = 1, . . . , r do
28 Let Bγ/j be the matrix obtained by replacing the j
th column of B by γ;
29 nBinv+ := ‖B−1
γ/j
‖1 (Computed with the result in Remark 7);
30 if nBinv+ < nBinv then
31 B := Bγ/j ;
32 Binv := B−1
γ/j
(Computed with the result in Remark 7);
33 nBinv = nBinv+;
34 S := S ∪ {M¯(`)} \ {S(j)};
35 M¯ := M \ S;
36 cont = true;
37 break;
Algorithm 5: ‘FI(norm)’ for generalized inverses.
we obtain ratios less than 2. So, our conclusion is that the worst-case bound,
while best possible, is extremely pessimistic.
In Table 2, besides presenting the average ratios depicted in Figure 1, we
also present the average running time to compute the generalized inverses. In
case of the local searches, the total time to compute the generalized inverse is
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given by the sum of the time to generate the initial matrix H by the Greedy
Light (GL) algorithm (Algorithm 2), and the time of the local search (FI(det),
FI+(det), or BI(det)).
‖H‖1/zP1 Time(sec)
m, r, d FI(det) FI+(det) BI(det) P1 GL FI(det) FI
+(det) BI(det)
50,05,0.25 1.080 1.080 1.080 0.566 0.005 0.002 0.002 0.005
50,25,0.25 1.101 1.101 1.101 4.799 0.033 0.002 0.002 0.007
80,08,0.25 1.182 1.182 1.182 1.717 0.016 0.002 0.002 0.007
80,40,0.25 1.187 1.187 1.187 30.000 0.248 0.004 0.003 0.016
100,10,0.25 1.114 1.114 1.114 3.496 0.048 0.002 0.002 0.008
100,50,0.25 1.179 1.176 1.167 70.755 0.546 0.005 0.004 0.027
50,05,0.50 1.115 1.115 1.115 0.517 0.003 0.002 0.002 0.004
50,25,0.50 1.188 1.188 1.185 4.866 0.037 0.003 0.002 0.012
80,08,0.50 1.077 1.085 1.085 1.736 0.016 0.002 0.002 0.006
80,40,0.50 1.200 1.200 1.200 31.035 0.240 0.004 0.002 0.016
100,10,0.50 1.155 1.170 1.170 3.662 0.026 0.002 0.002 0.009
100,50,0.50 1.283 1.289 1.291 76.675 0.507 0.012 0.008 0.050
50,05,1.00 1.228 1.201 1.201 0.660 0.004 0.002 0.002 0.005
50,25,1.00 1.403 1.394 1.420 7.388 0.060 0.003 0.002 0.010
80,08,1.00 1.315 1.337 1.359 2.250 0.014 0.002 0.002 0.007
80,40,1.00 1.619 1.664 1.619 46.847 0.243 0.007 0.004 0.027
100,10,1.00 1.467 1.350 1.350 5.460 0.032 0.002 0.003 0.009
100,50,1.00 1.874 1.870 1.865 133.274 0.534 0.009 0.007 0.036
Table 2 Local Searches for generalized inverse vs. P1
We see from Figure 1 and Table 2, that the three local searches converge
to solutions of similar quality on most of the experiments. In cases where the
ratios have small differences, there is no clear winner between the three local
searches.
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Finally, we see in Table 2 that the running times to solve the LP P1 increase
quickly with the dimension of the matrix, and are much higher than the times
for the local searches. Therefore, we can already see that the LP P1 is not useful
as a computational alternative to our local searches when we consider larger
instances (and additionally, as we have mentioned, the solutions produced by
the LP do not have the reflexive property nor are they nicely block structured).
Next, we consider the experiments done with the 360 instances in the
‘Medium’ category, which had the main purpose of analyzing and compar-
ing the different local searches proposed. We initialized all of the procedures
with the solution given by the Greedy Light algorithm and present in Table 3
average results for each group of 30 instances with the same configuration, de-
scribed in the first column. In the next three columns we present statistics for
the local searches based on the determinant, and in the last three columns we
consider the application of the local search based on the 1-norm of H, starting
from the solutions given by the three first local searches. In the first half of
the table, we show the mean and standard deviation of the improvements in
the 1-norm of H achieved by each local search.
m, r, d FI(det) FI+(det) BI(det) FI(det) FI+(det) BI(det)
FI(norm) FI(norm) FI(norm)
(‖Hinit‖1 − ‖H‖1)/‖Hinit‖1
1000,050,0.25 0.796/0.060 0.796/0.060 0.796/0.058 0.810/0.057 0.810/0.057 0.809/0.057
1000,100,0.25 0.824/0.048 0.825/0.048 0.826/0.047 0.841/0.043 0.841/0.043 0.841/0.043
2000,100,0.25 0.832/0.045 0.832/0.046 0.833/0.046 0.846/0.042 0.846/0.042 0.846/0.042
2000,200,0.25 0.895/0.037 0.894/0.037 0.894/0.037 0.907/0.031 0.907/0.032 0.907/0.032
1000,050,0.50 0.855/0.061 0.855/0.061 0.855/0.061 0.868/0.054 0.868/0.054 0.868/0.054
1000,100,0.50 0.898/0.033 0.899/0.032 0.899/0.033 0.911/0.029 0.910/0.029 0.911/0.029
2000,100,0.50 0.886/0.041 0.886/0.041 0.886/0.041 0.898/0.038 0.897/0.038 0.898/0.038
2000,200,0.50 0.946/0.024 0.946/0.024 0.946/0.024 0.954/0.020 0.954/0.020 0.954/0.020
1000,050,1.00 0.949/0.031 0.949/0.031 0.949/0.031 0.955/0.028 0.955/0.028 0.955/0.028
1000,100,1.00 0.974/0.013 0.974/0.013 0.974/0.013 0.978/0.011 0.978/0.011 0.978/0.011
2000,100,1.00 0.977/0.011 0.977/0.011 0.977/0.011 0.980/0.009 0.980/0.010 0.980/0.009
2000,200,1.00 0.988/0.006 0.988/0.005 0.988/0.006 0.990/0.005 0.990/0.005 0.990/0.005
Time(sec)
1000,050,0.25 0.123/0.041 0.106/0.039 1.261 /0.264 2.226 /0.613 2.220 /0.682 2.134 /0.596
1000,100,0.25 0.432/0.072 0.362/0.073 5.847 /0.871 17.769 /4.117 18.447 /5.305 17.633 /4.112
2000,100,0.25 0.765/0.123 0.709/0.109 15.152/2.134 49.402 /8.771 50.594 /10.220 50.027 /9.853
2000,200,0.25 1.873/0.344 1.529/0.234 64.587/11.067 361.556/78.522 341.340/85.029 338.730/63.897
1000,050,0.50 0.104/0.043 0.099/0.046 1.316 /0.324 2.292 /0.553 2.402 /0.491 2.254 /0.533
1000,100,0.50 0.457/0.078 0.406/0.065 6.961 /1.307 20.805 /4.609 21.775 /5.089 21.780 /5.261
2000,100,0.50 0.788/0.147 0.705/0.116 13.947/1.618 48.240 /9.706 47.337 /8.928 46.506 /7.900
2000,200,0.50 1.671/0.234 1.406/0.296 53.210/4.311 313.677/43.039 307.240/47.197 321.139/60.988
1000,050,1.00 0.094/0.049 0.091/0.041 1.208 /0.230 2.357 /0.653 2.306 /0.776 2.281 /0.723
1000,100,1.00 0.647/0.108 0.533/0.128 9.880 /2.001 38.928 /14.323 38.707 /14.536 37.932 /13.532
2000,100,1.00 0.821/0.134 0.755/0.122 15.060/1.267 51.435 /10.933 53.486 /11.778 53.402 /11.842
2000,200,1.00 1.986/0.263 1.580/0.258 59.486/3.904 408.187/92.256 373.580/76.964 377.890/109.021
Table 3 Local Searches for generalized inverse (Mean/Std Dev) (Medium)
Comparing to the tests with the ‘Small’ instances, we see that on this larger
group of instances of higher dimension, the similarity among the quality of the
solutions obtained by the three local searches based on the determinant is even
more clear. The searches obtain percentage improvements in the 1-norm of H
that approximately goes from 80 to 99%, increasing with all of the parameters
measured, dimension, rank, and density. Higher values of these parameters give
more room for modifications of the initial matrix. We also can see the standard
deviation is always less than 1% of the mean value, and decreases as the rank
increases, showing the robustness of the search procedures, which increases as
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they have more space for movements. Finally, we see that the local searches
based on the 1-norm of H lead to a small increase in the improvement already
obtained by the determinant searches, but at a relatively high computational
cost. The necessity of computing the inverse of the r × r submatrix of A at
each iteration, significantly increases the time of these searches. Even though
we use the result in Remark 7 to accelerate this computation, it still makes
the norm searches slower than the determinant searches.
In Table 4, we present the number of swaps for each local search. Combining
these results with the running time of the procedures, we see that the norm
searches perform fewer swaps than the determinant searches, but at a higher
computational cost. The relatively small number of swaps of the norm searches,
and the small decrease in the norm compared to the determinant searches
confirm that the determinant searches are an effective way of constructing a
good generalized inverse. Comparing the three procedures, the BI(det) could
be discarded. Although it converges to solutions of similar quality, it is much
more time consuming. This observation is pointed out in Figure 5, where we
show the relation between the average improvement in the solution of the
Greedy Light algorithm and the average running time of the local searches for
the larger instances in the ‘Medium’ category. The hollow circle indicates that
the local search had worse average result and longer average running time than
another procedure, and therefore, should not be adopted. We note that we use
a logarithmic scale for the running time. Once again we see a small increase in
the improvement given by the norm searches, but with a high computational
cost.
m, r, d FI(det) FI+(det) BI(det) FI(det) FI+(det) BI(det)
FI(norm) FI(norm) FI(norm)
1000,050,0.25 99.967 94.267 51.333 14.667 14.600 14.300
1000,100,0.25 187.933 167.967 96.767 32.767 32.300 31.433
2000,100,0.25 214.100 199.800 104.600 33.033 32.500 32.133
2000,200,0.25 404.100 353.033 198.800 75.533 76.033 76.067
1000,050,0.50 113.067 104.100 53.433 17.667 17.233 17.300
1000,100,0.50 214.833 187.033 101.633 38.067 37.100 38.033
2000,100,0.50 238.733 218.233 109.533 40.333 40.333 40.333
2000,200,0.50 462.633 395.200 205.500 89.833 88.600 88.233
1000,050,1.00 164.767 142.400 60.167 24.933 23.967 24.067
1000,100,1.00 330.100 260.433 116.833 60.833 58.733 60.767
2000,100,1.00 336.700 291.667 120.933 59.033 59.067 57.167
2000,200,1.00 701.200 538.067 236.500 118.567 116.433 114.533
Table 4 Number of swaps (Medium) (generalized inverse)
Our next experiments aim to demonstrate the robustness of the determi-
nant local searches comparing their solutions when we start them with the
solution given by the Greedy algorithm (Algorithm 1), and with the solution
given by the Greedy Light algorithm (Algorithm 2). The Greedy algorithm
computes a solution of much better quality, leaving not much space for local-
searches improvements, however, they are too expensive to be used in a practi-
cal way. In Table 6 we present the average ratios between the results obtained
with Greedy Light and Greedy.
In the first columns of the table we see the values of the 1-norm obtained
with Greedy Light divided by the 1-norm obtained by Greedy. The first col-
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Norm ratios Time ratios
m, r, d Hinit FI(det) FI
+(det) BI(det) Hinit FI(det) FI
+(det) BI(det)
1000,050,0.25 5.514 1.004 1.004 1.004 0.331 0.333 0.332 0.353
1000,100,0.25 6.085 1.014 1.014 1.006 0.280 0.282 0.281 0.305
2000,100,0.25 6.417 1.004 1.004 1.000 0.327 0.328 0.328 0.346
2000,200,0.25 11.127 1.006 1.006 1.006 0.352 0.353 0.352 0.369
1000,050,0.50 8.698 1.006 1.009 1.003 0.331 0.326 0.326 0.348
1000,100,0.50 10.639 1.011 1.008 1.008 0.280 0.342 0.342 0.371
2000,100,0.50 9.670 1.003 1.002 1.002 0.327 0.320 0.320 0.334
2000,200,0.50 27.550 1.005 1.006 1.005 0.352 0.357 0.357 0.370
1000,050,1.00 26.200 1.004 0.997 1.001 0.331 0.372 0.371 0.393
1000,100,1.00 50.370 1.007 1.006 1.009 0.280 0.380 0.379 0.421
2000,100,1.00 54.463 1.001 1.004 1.000 0.327 0.435 0.435 0.453
2000,200,1.00 98.050 1.006 1.008 1.009 0.352 0.472 0.471 0.486
Table 6 Greedy Light / Greedy (Medium) (generalized inverse)
umn considers the norms of the initial matrix H constructed by Greedy Light
and Greedy, and the next three columns consider the norms given by the deter-
minant local searches starting form the different solutions. From the ratios in
the first column, we see the solutions constructed by Greedy are much better.
The last row of the table shows that the average norm of H given by Greedy
Light is about 98 times the average norm given by Greedy for the larger in-
stances. In the three other columns, on the other hand, we see that, although
starting from very different solutions, the local-search procedures converge to
solutions of very similar quality, confirming the robustness of the procedures.
The four last columns of the table show the ratios for the times. To have a
fair comparison, we consider here the time of the local searches added to the
time to construct the initial matrix H. The complete time considering the
initialization with Greedy Light is less than 50% of the time for Greedy.
Finally, our last experiments intend to show the scalability of the proce-
dures, considering matrices with up to 10000 rows, 1000 columns, rank up to
100, and density equal to one. As the BI(det) procedure, was not successful
in the previous test, we did not run it on the ‘Large’ category. In Table 7
we see that the average improvements obtained by the local searches over the
solutions given by the Greedy Light algorithm are still around 90%. When the
rank increases, we again have more improvement, as the procedures get more
space for modification. Although the improvement decreases when the num-
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ber of rows increases to 10000 (with the other parameters held constant), we
always have more than 88% of improvement, with the determinant procedures
running in less than 10 seconds for these large instances. The Greedy Light al-
gorithm, which generates the initial matrices for the local searches, is the most
expensive part of our procedures, taking about 1500 seconds for the largest
instances considered. This is explained by the fact that it computes the singu-
lar value decomposition of several submatrices during its execution. As future
research, we plan to test other initialization procedures for our determinant
local searches.
(‖Hinit‖1 − ‖H‖1)/‖Hinit‖1
m,n, r FI(det) FI+(det) FI(det) FI+(det)
FI(norm) FI(norm)
5000,1000,050 0.903 0.903 0.913 0.912
5000,1000,100 0.907 0.905 0.916 0.913
10000,1000,050 0.884 0.881 0.895 0.895
10000,1000,100 0.895 0.897 0.903 0.906
Time(sec)
m,n, r FI(det) FI+(det) FI(det) FI+(det) GL
FI(norm) FI(norm)
5000,1000,050 0.602 0.800 10.336 9.973 186.308
5000,1000,100 2.796 3.078 170.146 149.793 686.219
10000,1000,050 1.571 2.174 32.985 44.436 394.440
10000,1000,100 6.690 8.005 216.983 353.432 1524.163
Table 7 Local searches (Large) (generalized inverse)
3 ah-symmetric generalized inverse
Recall the key use of an ah-symmetric generalized inverse: if H is an ah-
symmetric generalized inverse of A, then xˆ := Hb solves min{‖Ax− b‖2 : x ∈
Rn}. The local-search procedures for the ah-symmetric reflexive generalized
inverse are based on the block construction procedure presented in [12]. More
specifically, on Theorem 8, Definition 9, and Theorem 10, presented next.
Theorem 8 ([12]) For A ∈ Rm×n, let r := rank(A). For any T , an ordered
subset of r elements from {1, . . . , n}, let Aˆ := A[:, T ] be the m × r submatrix
of A formed by columns T . If rank(Aˆ) = r, let Hˆ := Aˆ† = (Aˆ>Aˆ)−1Aˆ>. The
n×m matrix H with all rows equal to zero, except rows T , which are given by
Hˆ, is an ah-symmetric reflexive generalized inverse of A.
In the context of the least-square problem, such a “column block solution”
amounts to choosing a set of r “explanatory variables” in the context of mul-
ticolinearity (i.e., dependent columns of A), which is highly desirable in terms
of explainability. It remains to choose a good column block solution, by which
we mean having entries under control (via approximate 1-norm minimization).
Definition 9 ([12]) Let A be an arbitrary m×n, rank-r matrix, and let S be
an ordered subset of r elements from {1, . . . ,m} such that these r rows of A are
linearly independent. For T an ordered subset of r elements from {1, . . . , n},
and fixed  ≥ 0, if |det(A[S, T ])| cannot be increased by a factor of more than
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1 +  by swapping an element of T with one from its complement, then we say
that A[S, T ] is a (1 + )-local maximizer for the absolute determinant on the
set of r × r non-singular submatrices of A[S, :].
Theorem 10 ([12]) Let A be an arbitrary m × n, rank-r matrix, and let S
be an ordered subset of r elements from {1, . . . ,m} such that these r rows of
A are linearly independent. Choose  ≥ 0, and let A˜ := A[S, T ] be a (1 + )-
local maximizer for the absolute determinant on the set of r × r non-singular
submatrices of A[S, :]. Then the n×m matrix H constructed by Theorem 8 over
Aˆ := A[:, T ], is an ah-symmetric reflexive generalized inverse of A satisfying
‖H‖1 ≤ r(1 + )‖Hah,ropt ‖1, where Hah,ropt is a 1-norm minimizing ah-symmetric
reflexive generalized inverse of A.
As before, the  of Definition 9 and Theorem 10 is used in [5] to gain
polynomial running time in 1/. For the purpose of actual computations, our
observation has been that  can be chosen to be zero. We further note that in
[12] we demonstrated that the bound in Theorem 4 is best possible. However,
we will see in our experiments that the bound is overly pessimistic by a wide
margin.
The idea of the algorithms considered in this section is to select an m× r
rank-r submatrix of A, and construct an ah-symmetric reflexive generalized
inverse of A with the M-P pseudoinverse of this submatrix, as described in
Theorem 8.
Next, we give details of the algorithms and present numerical results. The
test matrices used in the computational experiments are the same 462 matrices
considered in the previous section, and the same r × r non-singular subma-
trices of A constructed by algorithms Greedy and Greedy Light, were used to
initialize the local-search procedures discussed in this section.
To analyze the local-search procedures proposed, we compare their solu-
tions to the solutions of LP problem identified below as P123. Its solutions
corresponds to ‖Hah,ropt ‖1. As defined in Theorem 10, Hah,ropt is a 1-norm mini-
mizing ah-symmetric reflexive generalized inverse of A. In order to formulate
P123 as an LP problem, we linearize P2, using the following result.
Proposition 11 (see, for example, [6, Proposition 4.3]) If H satisfies P1 and
P3, then AH = AA†.
Therefore, if H satisfies P1 and P3, then P2 can be reformulated as the linear
equation
HAA† = H. (1)
Considering (1), we then have
(P123) zP123 := min 〈J, T 〉 ,
s.t.: T −H ≥ 0 ,
T +H ≥ 0 ,
AHA = A ,
(AH)> = (AH) ,
HAA† = H .
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It is important to note that in the case of a generalized inverse, we could
only compare the 1-norm quality of our solution to the optimal value of the LP
P1, ignoring the reflexivity condition P2. Here, we can compare to the optimal
value of th LP P123 because P2 can be linearized when P3 is imposed.
3.1 The local-search procedures
In Algorithms 6 and 7, we present the local-search procedures that consider
as the criterion for improvement of the given solution, the increase in the
absolute determinant of the current r× r non-singular submatrix of A. Based
on Theorem 10, the procedures start from a set S of r rows and a set T of r
columns of A, such that A[S, T ] is non-singular. We note that unlike what is
done in Algorithms 3 and 4, in Algorithms 6 and 7 only columns of A[S, T ]
are considered to be exchanged in order to increase the determinant. From the
result in Theorem 10, we see that any set S of r linearly-independent rows of A
could be used in the search for a local maximizer for the absolute determinant
on the set of r × r non-singular submatrices of A[S, :]. The initial submatrix
A[S, T ] is obtained by Algorithm Greedy or Greedy Light, described in Section
2.2.
Input: A ∈ Rm×n, with r :=rank(A),
S ⊂M := {1, . . . ,m}, T ⊂ N := {1, . . . , n}, such that |S| = |T | = r, and A[S, T ] is
non-singular.
Output: possibly updated set T .
1 A˜ := A[S, T ];
2 N¯ := N \ T ;
3 C := A[S, N¯ ];
4 [L,U ] := LU(A˜) (Compute the LU factorization of A˜);
5 cont = true;
6 while (cont) do
7 cont = false;
8 for ` = 1, . . . , n− r do
9 Solve Ly = C[S, `], with solution yˆ;
10 Solve Uα = yˆ, with solution αˆ;
11 [αˆ`max, ˆ] := maxi{|αˆi|};
12 if |αˆ|  (1, . . . , 1)> then
13 ˆ := min{j : |αˆj | > 1} for ‘FI(det)’, or ˆ := argmaxj{|αˆj |} for
‘FI+(det)’;
14 aux := A˜[S, ˆ];
15 A˜[S, ˆ] := C[S, `];
16 C[S, `] := aux;
17 T := T ∪ {N¯(`)} \ {T (ˆ)};
18 N¯ := N¯ \ {N¯(`)} ∪ {T (ˆ)};
19 [L,U ] := LU(A˜) (update LU factorization of previous iteration);
20 cont = true;
Algorithm 6: ‘FI(det)’ (‘FI+(det)’) for ah-symmetric generalized in-
verses
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Input: A ∈ Rm×n, with r :=rank(A),
S ⊂M := {1, . . . ,m}, T ⊂ N := {1, . . . , n}, such that |S| = |T | = r, and A[S, T ] is
non-singular.
Output: possibly updated set T .
1 A˜ := A[S, T ];
2 N¯ := N \ T ;
3 C := A[S, N¯ ];
4 [L,U ] := LU(A˜) (Compute the LU factorization of A˜);
5 biggest.αr := 1;
6 cont := true;
7 while (cont) do
8 cont := false;
9 for ` = 1, . . . , n− r do
10 Solve Ly = C[S, `], with solution yˆ;
11 Solve Uα = yˆ, with solution αˆ;
12 αˆmax := maxj{|αˆj |};
13 if αˆmax > biggest.αr then
14 biggest.αr := αˆmax;
15 ˆr := argmaxj{|αˆj |};
16 ˆ`r := `;
17 if biggest.αr > 1 then
18 cont := true;
19 aux := A˜[S, ˆr];
20 A˜[S, ˆr] := C[S, ˆ`r];
21 C[S, ˆ`r] := aux;
22 T := T ∪ {N¯(ˆ`r)} \ {T (ˆr)};
23 N¯ := N¯ \ {N¯(ˆ`c)} ∪ {T (ˆr)};
24 [L,U ] := LU(A˜) (update LU factorization of previous iteration);
Algorithm 7: ‘BI(det)’ for ah-symmetric generalized inverses
We present in Algorithm 8 the ‘FI(norm)’ for ah-symmetric generalized
inverses. The algorithm is obtained by excluding from Algorithm 5, the loop
where row exchanges are performed, and also by replacing the inverses of the
matrices B and Bγ/j , with their pseudoinverses.
To evaluate how much the 1-norm of the M-P pseudoinverse of the subma-
trix changes when each column of A[:, T ] is replaced by a given column γ of
A[:, N \ T ], we use the result in Remark 12.
Remark 12 (see, for example, [9]) Let γ = Av ∈ Rm and A := (a1, . . . , aj ,
. . . ,ar)∈Rm×r with rank(A) = r. Let Aγ/j be the matrix obtained by replacing
the jth column of A by γ. If vj 6= 0, define
v¯ :=
(
−v1
vj
, . . . ,−vj−1
vj
,
1
vj
, −vj+1
vj
, . . . ,−vr
vj
)>
.
Then
A†γ/j = Θ A
†,
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where
Θ = (e1, . . . , ej−1, v¯, ej+1, . . . , er),
and ei are the standard unit vectors.
Proof Notice that Aγ/j = AΘ
−1. We could verify that
A†γ/jAγ/j = Ir, Aγ/jA
†
γ/j = AA
†,
which implies A†γ/j is the M-P pseudoinverse of Aγ/j . uunionsq
Input: A ∈ Rm×n, with r :=rank(A),
T ⊂ N := {1, . . . , n}, such that |T | = r, and A[:, T ] has rank r.
Output: possibly updated set T .
1 N¯ := N \ T ;
2 B = A[:, T ];
3 Bpinv := (B>B)−1B>;
4 nBpinv = ‖Bpinv‖1;
5 cont = true;
6 while (cont) do
7 cont = false;
8 for ` = 1, . . . , n− r do
9 γ := A[:, N¯(`)];
10 for j = 1, . . . , r do
11 Let Bγ/j be the matrix obtained by replacing the j
th column of B by γ;
12 Bpinv+ := (B>
γ/j
Bγ/j)
−1B>
γ/j
;
13 nBpinv+ := ‖Bpinv+‖1;
14 if nBpinv+ < nBpinv then
15 B := Bγ/j ;
16 Bpinv := Bpinv+;
17 nBpinv = nBpinv+;
18 T := T ∪ {N¯(`)} \ {T (j)};
19 N¯ := N \ T ;
20 cont = true;
21 break ;
Algorithm 8: ‘FI(norm)’ for ah-symmetric generalized inverses.
3.2 Numerical results
Similarly to the previous section, we initially consider the experiments done
with the 90 instances in the ‘Small’ category, with the purpose of analyzing
the ratios between the the 1-norm of the matrices H computed by the three
local searches based on the determinant, with the minimum 1-norm of a ah-
symmetric generalized inverse given by the solution of the LP problem P123
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(‖H‖1/zP123). We now aim at checking how close these ratios are from the
upper bound given by Theorem 10.
In Figure 8, we present the average ratios for the matrices with the same
dimension, rank, and density. From Theorem 10, we know that these ratios
cannot be greater than r, and we also see from the results, that for the matrices
considered in our tests, we stay quite far from this upper bound. In general,
the ratios increase with the rank r, the dimension m = n, and the density d
of the matrices, but even for r = 50, we obtain ratios smaller than 1.5.
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Fig. 8 ‖H‖1/zP123 (Small) (ah-symmetric generalized inverse)
In Table 9, besides presenting the average ratios depicted in Figure 8, we
also present the average running time to compute the generalized inverses. In
case of the local searches, the total time to compute the generalized inverse is
given by the sum of the time to generate the initial matrix H by the Greedy
Light (GL) algorithm (Algorithm 2), and the time of the local search (FI(det),
FI+(det), or BI(det)).
We see from Figure 8 and Table 9, that the three local searches converge
to solutions of similar quality on most of the experiments. In cases where the
ratios have small differences, there is no clear winner among the three local
searches.
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‖H‖1/zP123 Time(sec)
m, r, d FI(det) FI+(det) BI(det) P123 GL FI(det) FI
+(det) BI(det)
50,05, 0.25 1.031 1.031 1.031 1.244 0.005 0.001 0.001 0.001
50,25, 0.25 1.063 1.063 1.063 5.808 0.033 0.001 0.001 0.003
80,08, 0.25 1.097 1.097 1.097 3.805 0.016 0.001 0.001 0.002
80,40, 0.25 1.113 1.113 1.113 50.280 0.248 0.003 0.002 0.005
100,10, 0.25 1.079 1.079 1.079 8.054 0.048 0.003 0.003 0.007
100,50, 0.25 1.102 1.102 1.093 334.604 0.546 0.005 0.005 0.016
50,05, 0.50 1.033 1.033 1.033 1.367 0.003 0.001 0.001 0.001
50,25,0.50 1.088 1.088 1.088 10.986 0.037 0.001 0.001 0.002
80,08,0.50 1.046 1.049 1.049 4.875 0.016 0.001 0.001 0.002
80,40,0.50 1.100 1.100 1.100 247.588 0.240 0.003 0.002 0.009
100,10,0.50 1.083 1.103 1.103 12.130 0.026 0.002 0.003 0.007
100,50,0.50 1.128 1.132 1.135 1538.981 0.507 0.004 0.003 0.011
50,05,1.00 1.164 1.142 1.142 1.592 0.004 0.001 0.001 0.002
50,25,1.00 1.198 1.198 1.198 17.013 0.060 0.002 0.001 0.003
80,08,1.00 1.144 1.154 1.154 8.306 0.014 0.001 0.002 0.003
80,40,1.00 1.277 1.291 1.284 374.945 0.243 0.005 0.004 0.010
100,10,1.00 1.241 1.196 1.196 29.103 0.032 0.003 0.003 0.007
100,50,1.00 1.401 1.385 1.391 3342.032 0.534 0.006 0.004 0.016
Table 9 Local Searches for generalized inverse vs. P123
Finally, we see in Table 9 that the running times to solve P123 increase
quickly with the dimension of the matrix, and are much higher than the times
for the local searches.
Next, we consider the experiments done with the 360 instances in the
‘Medium’ category, which had the main purpose of analyzing and comparing
the different local searches. We initialized all the procedures with the solution
given by the Greedy Light algorithm and present in Table 10 average results
for each group of 30 instances with the same configuration, described in the
first column. In the next three columns we present statistics for the local
searches based on the determinant, and in the last three columns we consider
the application of the local search based on the 1-norm of H, starting from the
solutions given by the three first local searches. In the first half of the table,
we show the mean and standard deviation of the improvements in the 1-norm
of H achieved by each local search.
m, r, d FI(det) FI+(det) BI(det) FI(det) FI+(det) BI(det)
FI(norm) FI(norm) FI(norm)
(‖Hinit‖1 − ‖H‖1)/‖Hinit‖1
1000,050,0.25 0.605/0.083 0.605/0.083 0.605/0.083 0.616/0.081 0.616/0.081 0.616/0.081
1000,100,0.25 0.640/0.094 0.640/0.094 0.640/0.094 0.655/0.092 0.655/0.092 0.655/0.092
2000,100,0.25 0.683/0.070 0.683/0.070 0.684/0.070 0.696/0.068 0.696/0.068 0.696/0.067
2000,200,0.25 0.753/0.069 0.753/0.069 0.753/0.069 0.768/0.064 0.768/0.064 0.767/0.064
1000,050,0.50 0.667/0.090 0.668/0.089 0.668/0.089 0.681/0.086 0.681/0.084 0.681/0.084
1000,100,0.50 0.739/0.067 0.739/0.066 0.739/0.066 0.755/0.061 0.755/0.061 0.755/0.061
2000,100,0.50 0.740/0.058 0.740/0.058 0.740/0.058 0.753/ 0.057 0.753/ 0.057 0.753/0.057
2000,200,0.50 0.831/0.056 0.831/0.057 0.831/0.056 0.844/0.051 0.844/0.051 0.844/0.051
1000,050,1.00 0.826/0.049 0.827/0.048 0.827/0.048 0.835/0.047 0.835/0.046 0.835/0.046
1000,100,1.00 0.867/0.030 0.867/0.030 0.867/0.030 0.878/0.027 0.878/0.027 0.878/0.027
2000,100,1.00 0.880/0.035 0.879/0.035 0.880/0.035 0.887/0.033 0.887/0.033 0.887/0.033
2000,200,1.00 0.913/0.018 0.913/0.018 0.913/0.018 0.921/0.017 0.921/0.016 0.921/0.017
Time(sec)
1000,050,0.25 0.065/0.017 0.057/0.016 0.449/0.102 15.601/5.547 15.306/5.513 15.031/5.831
1000,100,0.25 0.223/0.048 0.196/0.040 1.680/0.318 52.737/16.339 52.507/16.755 49.739/17.095
2000,100,0.25 0.377/0.060 0.322/0.062 3.340/0.542 179.393/52.661 168.077/56.688 158.592/41.004
2000,200,0.25 0.967/0.145 0.693/0.141 13.205/2.622 991.889/263.486 953.094/203.180 974.900/258.161
1000,050,0.50 0.065/0.014 0.058/0.018 0.476/0.105 25.230/6.724 25.256/6.226 25.262/7.986
1000,100,0.50 0.229/0.054 0.198/0.048 1.644/0.305 76.426/18.894 76.972/19.686 74.755/15.872
2000,100,0.50 0.371/0.073 0.317/0.068 3.043/0.513 243.303/42.160 244.134/35.998 239.857/40.235
2000,200,0.50 1.018/0.110 0.735/0.093 13.214/1.144 1363.811/263.511 1360.408/230.396 1402.415/286.408
1000,050,1.00 0.064/0.016 0.065/0.016 0.526/0.108 35.499/8.827 35.310/9.004 35.147/9.249
1000,100,1.00 0.276/0.058 0.241/0.068 1.812/0.444 116.058/23.168 112.595/28.375 117.997/26.860
2000,100,1.00 0.388/0.087 0.382/0.050 3.255/0.351 347.083/74.716 343.512/79.585 350.263/71.191
2000,200,1.00 1.177/0.143 0.866/0.132 16.185/1.533 1832.016/279.755 1848.344/355.035 1802.508/339.321
Table 10 Local searches for ah-symmetric generalized inverse (Mean/Std Dev) (Medium)
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Comparing to the tests with the ‘Small’ instances, we see that on this larger
group of instances of greater dimension, the similarity among the quality of
the results given by the three local searches based on the determinant is even
more clear. The searches obtain percentage improvements in the 1-norm of H
that approximately go from 60 to 91%, increasing with all of the parameters,
dimension, rank, and density. The greater are the values of these parameters,
the larger is the space for modifications of the initial matrix. We also can
see that the standard deviation is always less than 1% of the mean value,
and decreases as the rank increases, showing the robustness of the search
procedures, which improves as they have more space for movements. Finally,
we see that the local searches based on the 1-norm of H lead to a small increase
in the improvement already obtained by the determinant searches, but at a
high computational cost.
In Table 11, we present the number of swaps for each local search. Com-
bining these results with the running time of the procedures, we see that
the norm searches perform fewer swaps than the determinant searches, but
at a higher computational cost. The relatively small number of swaps of the
norm searches, and the small decrease in the norm compared to the deter-
minant searches confirm that the determinant searches are an effective way
of constructing the generalized inverse. Comparing the three procedures, the
BI(det) could be discarded. Although it converges to solutions of similar qual-
ity, it is much more time consuming. This observation is pointed out in Figure
12, where we show the relation between the average improvement in the solu-
tion of the Greedy Light algorithm and the average running time of the local
searches for the larger instances in the ‘Medium’ category. The hollow circle
indicates that the local search had worse average result and longer average
running time than another procedure, and therefore, should not be adopted.
We note that we use a logarithmic scale for the running time. Once more we
see a small increase in the improvement given by the norm searches, but with
a high computational cost.
m, r, d FI(det) FI+(det) BI(det) FI(det) FI+(det) BI(det)
FI(norm) FI(norm) FI(norm)
1000,050,0.25 53.333 49.767 25.100 6.467 6.500 6.400
1000,100,0.25 94.133 82.133 45.133 14.967 14.500 14.333
2000,100,0.25 120.633 110.200 52.667 16.400 15.967 15.833
2000,200,0.25 212.233 181.733 95.633 35.333 35.533 34.533
1000,050,0.50 61.867 55.833 26.900 7.400 7.333 7.600
1000,100,0.50 113.767 95.733 49.933 17.867 17.867 17.333
2000,100,0.50 133.500 119.067 55.567 19.467 19.400 19.067
2000,200,0.50 255.067 210.933 103.233 44.967 44.500 43.800
1000,050,1.00 97.733 82.933 33.433 10.367 10.633 10.100
1000,100,1.00 185.800 140.467 61.667 24.533 24.167 25.567
2000,100,1.00 196.600 169.600 65.733 23.367 24.033 22.533
2000,200,1.00 401.100 295.433 126.333 51.367 50.767 50.500
Table 11 Number of swaps (Medium) (ah-symmetric generalized inverse)
Our next experiments are aimed at demonstrating the robustness of the
determinant local searches, comparing their solutions when we start them
with the solution given by the Greedy algorithm (Algorithm 1), and with
the solution given by the Greedy Light algorithm (Algorithm 2). The Greedy
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Fig. 12 Local searches (m = 2000,r = 200,d = 1) (ah-symmetric generalized inverse)
algorithm computes a solution of much better quality, leaving not much space
for the local search to improve; however, they are too expensive to be used in
a practical way. In Table 13, we present the average ratios between the results
obtained with Greedy Light and Greedy.
Norm ratios Time ratios
m, r, d Hinit FI(det) FI
+(det) BI(det) Hinit FI(det) FI
+(det) BI(det)
1000,050,0.25 4.595 1.755 1.754 1.754 0.331 0.332 0.331 0.338
1000,100,0.25 4.315 1.480 1.481 1.478 0.280 0.281 0.281 0.287
2000,100,0.25 5.941 1.814 1.814 1.812 0.327 0.328 0.328 0.331
2000,200,0.25 6.523 1.482 1.482 1.481 0.352 0.352 0.352 0.355
1000,050,0.50 5.926 1.841 1.842 1.840 0.324 0.325 0.325 0.333
1000,100,0.50 5.999 1.510 1.510 1.506 0.341 0.341 0.341 0.347
2000,100,0.50 7.429 1.889 1.889 1.888 0.320 0.320 0.320 0.323
2000,200,0.50 10.058 1.499 1.501 1.501 0.357 0.357 0.357 0.360
1000,050,1.00 11.513 1.930 1.929 1.922 0.370 0.371 0.371 0.380
1000,100,1.00 9.960 1.362 1.365 1.366 0.377 0.378 0.378 0.384
2000,100,1.00 16.772 1.881 1.887 1.878 0.434 0.434 0.434 0.437
2000,200,1.00 14.784 1.317 1.319 1.317 0.471 0.471 0.471 0.475
Table 13 Greedy Light / Greedy (Medium) (ah-symmetric generalized inverse)
In the first columns of the table we see the values of the 1-norm obtained
with Greedy Light divided by the 1-norm obtained by Greedy. The first col-
umn considers the norms of the initial matrix H constructed by Greedy Light
and Greedy, and the next three columns consider the norms given by the de-
terminant local searches starting form the different solutions. From the ratios
in the first column, we see that the solutions constructed by Greedy are much
better. In the other three columns, we see that the quality of the solutions
obtained when starting from the different initial matrices are not as similar
as they are in the first case, of generalized inverse, as presented in Table 6.
Here we get average norms when starting from Greedy Light almost twice the
norms obtained when starting from Greedy. Nevertheless we see again that
the Greedy procedure makes the local searches much more time consuming,
and again, the total time considering the initialization with Greedy Light is
less than 50% of the time for Greedy.
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Finally, our last experiments intend to show the scalability of the proce-
dures, considering matrices with up to 10000 rows, 1000 columns, rank up to
100, and density equal to one. As the BI(det) procedure, was not successful
in the previous test, we did not run it on the ‘Large’ category. In Table 14
we see that the average improvements obtained by the local searches over the
solutions given by the Greedy Light algorithm are still around 65%, with the
determinant procedures running in less than 1 second for these large instances.
(‖Hinit‖1 − ‖H‖1)/‖Hinit‖1
m,n, r FI(det) FI+(det) FI(det) FI+(det)
FI(norm) FI(norm)
5000,1000,050 0.650 0.648 0.659 0.658
5000,1000,100 0.638 0.627 0.645 0.635
10000,1000,050 0.623 0.623 0.639 0.635
10000,1000,100 0.684 0.688 0.688 0.691
Time(sec)
m,n, r FI(det) FI+(det) FI(det) FI+(det) GL
FI(norm) FI(norm)
5000,1000,050 0.167 0.179 173.354 231.055 186.308
5000,1000,100 0.419 0.393 1030.402 945.933 686.219
10000,1000,050 0.114 0.145 648.064 396.678 394.440
10000,1000,100 0.448 0.468 1215.904 1034.928 1524.163
Table 14 Local searches (Large) (ah-symmentric generalized inverse)
4 Symmetric generalized inverse
Now we assume that A is symmetric, and we are interested in finding a good
symmetric reflexive generalized inverse. The local-search procedures for the
symmetric reflexive generalized inverse are based on the block construction
procedure presented in [12]. More specifically, on Theorem 13, Definition 14,
and Theorem 15, presented next.
Theorem 13 ([12]) For a symmetric matrix A ∈ Rn×n, let r := rank(A). Let
A˜ := A[S] be any r × r non-singular principal submatrix of A. Let H ∈ Rn×n
be equal to zero, except its submatrix with row/column indices S is equal to
A˜−1. Then H is a symmetric reflexive generalized inverse of A.
Definition 14 ([12]) Let A be an arbitrary n × n, rank-r matrix. For S an
ordered subset of r elements from {1, . . . , n} and fixed  ≥ 0, if |det(A[S])| > 0
cannot be increased by a factor of more than 1 +  by swapping an element of
S with one from its complement, then we say that A[S] is a (1 + )-local max-
imizer for the absolute determinant on the set of r × r non-singular principal
submatrices of A.
Theorem 15 ([12]) For a symmetric matrix A ∈ Rn×n, let r := rank(A).
Choose  ≥ 0, and let A˜ := A[S] be a (1 + )-local maximizer for the ab-
solute determinant on the set of r × r non-singular principal submatrices
of A. The n × n matrix H constructed by Theorem 13 over A˜, is a sym-
metric reflexive generalized inverse (having at most r2 non-zeros), satisfying
‖H‖1 ≤ r2(1+ )‖Hsym,ropt ‖1, where Hsym,ropt is a 1-norm minimizing symmetric
reflexive generalized inverse of A.
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The idea of our algorithms in this section is then to select an r × r non-
singular principal submatrix A˜ of A, and construct the symmetric reflexive
generalized inverse with the inverse of this submatrix, as described in Theorem
13. The non-zero entries ofH will be the non-zero entries of A˜−1. Guided by the
result in Theorem 15, the ‘det’ searches aim at selecting a principal submatrix
A˜ that is a local maximizer for the absolute determinant on the set of r × r
non-singular principal submatrices of A. We also apply ‘norm’ searches, as
done in the two previous sections.
In the following, we discuss how the symmetric test matrices A used in our
computational experiments were generated, how we select the initial principal
submatrix of A to initialize the local searches, we describe the algorithms, and
we present numerical results.
To analyze the local-search procedures, we compare their solutions to the
solution of LP problem P sym1 . Its solution corresponds to ‖Hsymopt ‖1, where
Hsymopt is a 1-norm minimizing symmetric generalized inverse of A.
(P sym1 ) zP sym1 := min 〈J, T 〉 ,
s.t.: T −H ≥ 0 ,
T +H ≥ 0 ,
AHA = A ,
H = H> .
We note that the result in Theorem 15 is not related to Hsymopt , but to
Hsym,ropt , a 1-norm minimizing symmetric reflexive generalized inverse of A.
However, from the proof in [12], we can conclude that the result is still valid
if we replace Hsym,ropt by H
sym
opt in the theorem. The reason of computing the
second in our experiments is that, unlike the first, it can be efficiently computed
by the solution of an LP problem, specifically P sym1 .
4.1 Our test matrices
To test the local-search procedures proposed in this section, we randomly gen-
erated 360 symmetric matrices A with varied dimensions, ranks, and densities.
The matrices were generated with the Matlab function sprandsym. The
function generates a random m × m dimensional symmetric matrix A with
approximate density d and eigenvalues rc. The eigenvalues of A are given
as the input vector rc,. The number of non-zero elements of rc is of course
the desired rank r. For our experiments, we selected the r nonzeros of rc as
before, M × (±ρ1,±ρ2, . . . ,±ρr), where M := 2, and ρ := (1/M)(2/(r+1)), and
the signs were randomly selected.
We divide our instances into the following three categories:
– Small: 90 instances. 5 with each of the 18 combinations of the following
parameters: m = n = 50, 80, 100; r = 0.1× n, 0.5× n; d = 0.25, 0.50, 1.00.
– Medium: 360 instances. 30 with each of the 12 combinations of the following
parameters: m = n = 1000, 2000; r = 0.05×n, 0.1×n; d = 0.25, 0.50, 1.00.
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As the matrices are symmetric, we do not have the category of ‘Large’
instances as in the previous sections, where only m was selected larger.
4.2 Selecting an initial block for the local search
To construct an r × r non-singular principal submatrix of A to initialize the
local searches when A is symmetric, we consider the following result.
Proposition 16 Let A be a symmetric m ×m matrix with rank r. Suppose
that the r columns of A indexed by j1, j2, . . . jr are linear independent. Then
the principal submatrix A[j1, j2, . . . , jr] has rank r.
Proof Without loss of generality, we assume that j1 = 1, j2 = 2, . . . , jr = r,
and
A =
(
Aˆ B
B> D
)
,
with Aˆ being an r × r symmetric submatrix. Then
rank
(
Aˆ
B>
)
= r.
This implies that there exists an r × (m − r) matrix X, such that B = AˆX,
D = B>X, as the r first columns of A form a basis for the column space of
A. Therefore,
r = rank
(
Aˆ
B>
)
= rank
((
I
X>
)
· Aˆ
)
≤ rank(Aˆ),
which implies that rank(Aˆ) = r. uunionsq
Based on Proposition 16, we apply the same ideas described in Algorithms 1
and 2, but now to just select r linear independent columns of A. We iteratively
construct a submatrix of A, appending a column of A at each iteration, selected
as the column that either maximizes the product of the singular values of the
partially constructed submatrix (Greedy Algorithm), or keeps the product of
singular values greater than a tolerance τ (Greedy Light Algorithm).
4.3 The local-search procedures
In Algorithm 9 we present the ‘first improvement’ local-search procedure ‘FI(det)’,
which considers as the criterion for improvement of the given solution, the in-
crease in the absolute determinant of the r×r non-singular principal submatrix
of A. Based on Theorem 15, for a given rank-r matrix A, the procedure starts
from a set S of r indices, such that A[S] is non-singular.
In the loop of Algorithm 9 (lines 7-18), a column and row of A[S, S] is
replaced if the absolute determinant increases with the replacement. To evalu-
ate how much the determinant changes with the replacement, we consider the
result in Remark 17.
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Input: A ∈ Rm×m, such that r :=rank(A), A = A>
S ⊂M := {1, . . . ,m}, such that |S| = r, and A[S] is non-singular.
Output: possibly updated set S.
1 B := A[S];
2 detB := det(B);
3 M¯ := M \ S;
4 cont = true;
5 while (cont) do
6 cont = false;
7 for ` = 1, . . . ,m− r do
8 for j = 1, . . . , r do
9 Saux := S ∪ {M¯(`)} \ {S(j)};
10 B+ := A[Saux];
11 detB+ := det(B+);
12 if |detB+| > |detB| then
13 B := B+;
14 detB := detB+;
15 S := Saux;
16 M¯ := M \ S;
17 cont = true;
18 break ;
Algorithm 9: ‘FI(det)’ for symmetric generalized inverses.
Remark 17 Let γ ∈ Rn and A ∈ Rn×n with det(A) 6= 0. Let Aγ/j be the
matrix obtained by replacing the jth column and row of A by γ and γ>, re-
spectively. If αˆ ∈ Rn solves the linear system of equations Aα = γ, then we
have
det(Aγ/j) = αˆ
2
j × det(A).
The result follows from
Aγ/j = [I + ej(αˆ− ej)>]A[I + (αˆ− ej)e>j ].
The algorithm for ‘FI+(det)’ differs from Algorithm 9, concerning the
choice of the index to be replaced in the current set S. For the ‘FI+’ local
search, instead of considering the first increase in the absolute determinant of
A[S], obtained in the loop described in lines 8-18, the algorithm computes the
modification in the absolute determinant obtained for each index j, and selects
the index that leads to the greatest increase. For the algorithm ‘BI(det)’, the
pair of indices (`, j), in the two loops described in lines 7-18, that leads to the
greatest increase in the absolute determinant is considered for the modification
in the matrix.
For the ‘norm’ searches, instead of computing the determinant of B and
B+ in lines 2 and 11 of Algorithm 9, we compute the 1-norm of their inverses.
The update in the index set S occurs when the 1-norm decreases.
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4.4 Numerical results
We initially consider the experiments done with the 90 instances in the ‘Small’
category, which had the main purpose of analyzing the ratios between the the
1-norm of the matrices H computed by the three local searches based on the
determinant, with the minimum 1-norm of a ah-symmetric generalized inverse
given by the solution of the LP problem P sym1 (‖H‖1/zP sym1 ). We aim at
checking how close these ratios are from the upper bound given by Theorem
15.
In Figure 15, we present the average ratios for the matrices with the same
dimension, rank, and density. From Theorem 15, we know that these ratios
cannot be greater than r2, and we see from the results, that for the matrices
considered in our tests, we stay quite far from this upper bound. In general,
the ratios increase with the rank r, the dimension m = n, and the density d
of the matrices, but even for r = 50, we obtain ratios smaller than 2.1.
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Fig. 15 ‖H‖1/zPsym1 (Small) (symmetric generalized inverse)
In Table 16, besides presenting the average ratios depicted in Figure 15, we
also present the average running times to compute the generalized inverses. In
case of the local searches, the total time to compute the generalized inverse is
given by the sum of the time to generate the initial matrix H by the Greedy
Light (GL) algorithm (Algorithm 2), and the time of the local search (FI(det),
FI+(det), or BI(det)).
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‖H‖1/zPsym1
Time(sec)
m, r, d FI(det) FI+(det) BI(det) P
sym
1 GL FI(det) FI
+(det) BI(det)
50,05,0.25 1.003 1.003 1.003 0.501 0.011 0.001 0.001 0.001
50,25,0.25 1.215 1.215 1.215 5.612 0.088 0.000 0.000 0.000
80,08,0.25 1.051 1.051 1.051 1.729 0.029 0.001 0.001 0.001
80,40,0.25 1.338 1.338 1.338 34.961 0.364 0.001 0.001 0.001
100,10,0.25 1.029 1.029 1.029 3.885 0.057 0.001 0.001 0.001
100,50,0.25 1.218 1.218 1.218 85.623 0.615 0.002 0.002 0.002
50,05,0.50 1.027 1.027 1.027 0.579 0.004 0.001 0.001 0.001
50,25,0.50 1.396 1.396 1.396 5.860 0.062 0.000 0.000 0.000
80,08,0.50 1.153 1.153 1.153 1.985 0.024 0.001 0.001 0.001
80,40,0.50 1.328 1.328 1.328 37.230 0.424 0.001 0.001 0.001
100,10,0.50 1.102 1.102 1.102 3.950 0.042 0.001 0.001 0.001
100,50,0.50 1.473 1.473 1.473 89.952 0.909 0.001 0.002 0.002
50,05,1.00 1.254 1.254 1.254 0.635 0.004 0.001 0.001 0.001
50,25,1.00 1.809 1.809 1.809 9.523 0.062 0.001 0.001 0.001
80,08,1.00 1.307 1.307 1.307 2.802 0.022 0.000 0.001 0.001
80,40,1.00 1.888 2.042 2.042 56.034 0.427 0.001 0.001 0.001
100,10,1.00 1.246 1.246 1.246 5.676 0.049 0.001 0.001 0.001
100,50,1.00 2.034 2.034 1.991 582.851 0.798 0.002 0.002 0.002
Table 16 Local Searches for symmetric generalized inverse vs. P sym1
We see from Figure 15 and Table 16, that the three local searches converge
to solutions of similar quality on most of the experiments. In cases where the
ratios have small differences, there is no clear winner among the three local
searches.
Finally, we see in Table 16 that the running times to solve P sym1 increase
quickly with the dimension of the matrix, and are much higher than the times
for the local searches.
Next, we consider the experiments done with the 360 instances in the
‘Medium’ category, which had the main purpose of analyzing and comparing
the different local searches proposed. We initialized all the procedures with the
solution given by the Greedy Light algorithm and present in Table 17 average
results for each group of 30 instances with the same configuration, described in
the first column. In the next three columns, we present statistics for the local
searches based on the determinant, and in the last three columns we consider
the application of the local search based on the 1-norm of H, starting from the
solutions given by the three first local searches. In the first half of the table,
we show the mean and standard deviation of the improvements in the 1-norm
of H achieved by each local search.
Comparing to the tests with the ‘Small’ instances, we see that on this larger
group of instances of higher dimension, the similarity among the quality of
the results given by the three local searches based on the determinant is even
more clear. The searches obtain percentage improvements in the 1-norm of
H that approximately go from 82 to 99%, increasing with all the parameters,
dimension, rank, and density. The greater are the values of these parameters,
the larger is the space for modifications of the initial matrix. We also can
see that the standard deviation is always less than 1% of the mean value,
and decreases as the rank increases, showing the robustness of the search
procedures, which increases as they have more space for movements. Finally,
we see that the local searches based on the 1-norm of H lead to a small increase
in the improvement already obtained by the determinant searches, but at a
relatively high computational cost. Due to these very high computational times
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m, r, d FI(det) FI+(det) BI(det) FI(det) FI+(det) BI(det)
FI(norm) FI(norm) FI(norm)
(‖Hinit‖1 − ‖H‖1)/‖Hinit‖1
1000,050,0.25 0.821/0.075 0.821/0.075 0.822/0.074 0.829/0.072 0.830/0.072 0.829/0.072
1000,100,0.25 0.925/0.058 0.924/0.058 0.924/0.058 0.931/0.054 0.931/0.053 0.931/0.053
2000,100,0.25 0.888/0.078 0.887/0.079 0.888/0.078 0.895/0.073 0.895/0.073 0.895/0.073
2000,200,0.25 0.942/0.032 0.942/0.033 0.942/0.033 - - -
1000,050,0.50 0.854/0.077 0.854/0.077 0.854/0.076 0.866/0.069 0.866/0.068 0.865/0.068
1000,100,0.50 0.925/0.060 0.924/0.060 0.924/0.062 0.933/0.055 0.933/0.054 0.933/0.054
2000,100,0.50 0.897/0.064 0.898/0.064 0.897/0.064 0.909/0.056 0.908/0.056 0.908/0.057
2000,200,0.50 0.955/0.026 0.955/0.026 0.955/0.026 - - -
1000,050,1.00 0.955/0.055 0.954/0.056 0.954/0.056 0.962/0.042 0.963/0.041 0.962/0.042
1000,100,1.00 0.977/0.021 0.977/0.021 0.977/0.021 0.981/0.017 0.981/0.017 0.981/0.017
2000,100,1.00 0.979/0.017 0.979/0.018 0.979/0.018 0.983/0.014 0.983/0.014 0.983/0.014
2000,200,1.00 0.993/0.005 0.993/0.005 0.993/0.005 - - -
Time(sec)
1000,050,0.25 0.036/0.018 0.033/0.016 0.296 /0.088 27.784/7.390 27.744/7.920 28.877/8.112
1000,100,0.25 0.133/0.031 0.121/0.024 1.215/0.213 270.246/71.120 270.175/63.994 271.243/68.087
2000,100,0.25 0.232/0.056 0.228/0.069 2.665/0.313 522.063/148.747 498.830/148.053 509.231/154.270
2000,200,0.25 0.755/0.144 0.592/0.122 12.323/1.123 - - -
1000,050,0.50 0.193/0.062 0.169/0.039 1.510/0.322 32.824/9.750 32.643/9.386 32.278/9.531
1000,100,0.50 0.241/0.059 0.223/0.049 2.709/0.453 366.741/89.390 380.200/101.150 357.511/91.934
2000,100,0.50 0.741/0.131 0.630/0.139 12.305/1.098 718.250/187.364 695.037/183.421 722.979/207.175
2000,200,0.50 0.031/0.011 0.031/0.015 0.263 /0.081 - - -
1000,050,1.00 9.325/2.104 4.067/0.808 41.287/5.458 47.035/11.276 47.446/13.913 47.182/13.013
1000,100,1.00 0.207/0.050 0.173/0.043 1.534/0.266 483.480/139.924 493.640/109.702 499.908/105.245
2000,100,1.00 0.271/0.062 0.283/0.075 2.990/0.458 950.607/353.804 1003.238/389.606 1053.677/407.789
2000,200,1.00 0.878/0.141 0.730/0.194 14.519/2.327 - - -
Table 17 Local searches for symmetric generalized inverse (Mean/Std Dev) (Medium)
for the norm searches, we did not apply them to the instances with rank equal
to 200.
In Table 18, we present the number of swaps for each local search. Com-
bining these results with the running time of the procedures, we see that the
norm searches perform less swaps than the determinant searches, but at a
higher computational cost. The relatively small number of swaps of the norm
searches, and the small decrease in the norm compared to the determinant
searches confirm that the determinant searches are an effective way of con-
structing the generalized inverse. Comparing the three procedures, the BI(det)
could be discarded. Although it converges to solutions of similar quality, it is
much more time consuming.
m, r, d FI(det) FI+(det) BI(det) FI(det) FI+(det) BI(det)
FI(norm) FI(norm) FI(norm)
1000,050,0.25 46.000 43.933 25.233 4.667 4.767 4.800
1000,100,0.25 91.800 82.400 50.000 12.867 12.500 12.733
2000,100,0.25 95.333 90.167 51.733 11.767 11.633 11.633
2000,200,0.25 188.100 169.867 99.667 - - -
1000,050,0.50 49.067 46.000 26.400 6.733 6.467 6.367
1000,100,0.50 102.800 91.833 51.133 17.100 18.167 17.000
2000,100,0.50 102.067 95.867 52.367 15.433 15.700 15.700
2000,200,0.50 208.033 184.300 100.667 - - -
1000,050,1.00 67.233 60.367 27.667 12.300 13.033 12.567
1000,100,1.00 144.433 117.733 55.867 24.567 25.467 27.333
2000,100,1.00 139.367 125.000 55.800 29.600 29.267 30.100
2000,200,1.00 287.200 231.633 108.633 - - -
Table 18 Number of swaps (Medium) (symmetric generalized inverse)
Our next experiments intend to show the robustness of the determinant
local searches, comparing their solutions when we start them with the solution
given by the Greedy algorithm (Algorithm 1), and with the solution given by
the Greedy Light algorithm (Algorithm 2). The Greedy algorithm computes
a solution of much better quality, leaving not much space for the local-search
32 Fampa, Lee, Ponte & Xu
improvements, however, they are too expensive to be used in a practical way.
In Table 19 we present the average ratios between the results obtained with
Greedy Light and Greedy.
Norm ratios Time ratios
m, r, d Hinit FI(det) FI
+(det) BI(det) Hinit FI(det) FI
+(det) BI(det)
1000,050,0.25 6.722 1.010 1.011 1.010 0.480 0.481 0.481 0.493
1000,100,0.25 30.911 0.996 1.003 1.004 0.363 0.364 0.364 0.376
2000,100,0.25 24.517 1.001 1.006 1.003 0.482 0.483 0.483 0.489
2000,200,0.25 24.770 1.000 1.000 1.006 0.376 0.376 0.376 0.382
1000,050,0.50 12.678 0.994 0.995 0.998 0.534 0.535 0.535 0.550
1000,100,0.50 33.835 0.989 0.996 1.001 0.439 0.441 0.441 0.456
2000,100,0.50 16.798 1.007 1.005 1.013 0.534 0.535 0.535 0.542
2000,200,0.50 52.805 1.009 1.014 1.016 0.424 0.424 0.424 0.430
1000,050,1.00 59.024 0.993 1.007 0.992 0.701 0.702 0.702 0.714
1000,100,1.00 96.039 0.972 0.975 1.001 0.571 0.573 0.573 0.589
2000,100,1.00 105.332 1.006 1.011 1.014 0.697 0.698 0.698 0.706
2000,200,1.00 224.208 0.981 0.994 0.994 0.566 0.566 0.566 0.573
Table 19 Greedy Light / Greedy (Medium) (symmetric generalized inverse)
In the first columns of the table we see the values of the 1-norm obtained
with Greedy Light divided by the 1-norm obtained by Greedy. The first col-
umn considers the norms of the initial matrix H constructed by Greedy Light
and Greedy and the next three columns consider the norms given by the deter-
minant local searches starting form the different solutions. From the ratios in
the first column, we see the solutions constructed by Greedy are much better.
The last row of the table shows that the average norm of H given by Greedy
Light is about 224 times the average norm given by Greedy for the larger in-
stances. In the three other columns, on the other hand, we see that, although
starting from very different solutions, the local-search procedures converge to
solutions of very similar quality, confirming the robustness of the procedures.
The four last columns of the table show the ratios for the times. To have a
fair comparison, we consider here the time of the local searches added to the
time to construct the initial matrix H. The complete time considering the ini-
tialization with Greedy Light is less than 72% of the time for Greedy. We can
see again that the bigger is the rank, the faster is Greedy Light is compared
to Greedy.
5 Concluding remarks
We have demonstrated that the local-search procedures presented in [5,12]
can be successfully implemented to construct sparse, block-structured reflexive
generalized inverses with different properties. We find that the performance
(1-norm achieved) is much better than tight worst-case guarantees. Overall,
we find that the search procedures are very robust in terms of many of the
algorithmic choices that need to be made. For scaling purposes, we found that
it is necessary to be mindful of the numerics and of economizing when seeking
local improvements, and calculating initial solutions efficiently proves to be a
surprisingly difficult practical issue.
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[5,12] established that the ratios between the norms of the solutions of the
local searches and the LP problems P1, P123, and P
sym
1 are bounded by r
2,
r, and r2, respectively, when considering generalized inverses, ah-symmetric
generalized inverses, and symmetric generalized inverses. We observed in our
numerical experiments that the average ratios were much smaller than these
worst-case upper bounds, and also that they were smaller for the ah-symmetric
case. This can be explained by the fact that the upper bound is smaller for
the ah-symmetric generalized inverses (r vs. r2), but also because in this case,
we could include the linearized constraints for property P2 in the LP problem
P123, increasing its optimal objective function value.
Comparing the three local-search procedures based on the determinant,
we conclude that they converge to solutions of very similar quality. The best
improvement approach (‘BI(det)’) is too expensive and can be discarded. In
general, the procedure ‘FI+(det)’ had slightly better times than ‘FI(det)’.
The computational time to solve the LP problems considered is much larger
than the times of the local searches, and increases much faster than the times
of the local searches when the dimension, the rank, or the density of the
matrices increases. So we conclude that LP is not a competitive alternative to
the local searches, even if we only cared about running time. An interesting
point is that the most costly LP solution is given for problem P123, with more
constraints to model ah-symmetric generalized inverses. On the other side, the
local-search procedures to construct these matrices are the fastest ones, as the
searches are only applied to the columns of the matrices, for a given set of linear
independent rows. Comparing the case of ah-symmetric generalized inverses
to the two other cases, this simpler local search can also explain the slightly
smaller improvement obtained over the initial matrices, and also the fact that
we more often converge to different solutions when starting the procedures
from different matrices (constructed by the initializations, Greedy and Greedy
Light).
The local-search procedures based on the norm were considered with the
purpose of verifying if the solutions obtained by the searches based on the
determinant could be still easily improved with respect to the 1-norm of the
matrices. However, we conclude that the improvement is very small. This con-
firms the good quality of the solutions obtained with the determinant searches
in a much smaller computational time, when comparing to the norm searches.
The running times of the local-search procedures based on the determinants
were critically decreased with the use of the results pointed out in our remarks
(Remarks 5,6,7,12,17) which indicate how to efficiently update the determinant
of the matrices after the rows and columns swaps at each iteration. A na¨ıve
implementation, instead recomputing determinants from scratch, would not
allow to scale to large instances.
A big overhead for our algorithms is the generation of the initial matrix for
the local searches. Greedy Light runs much faster than Greedy, but alternative
faster numerically-stable procedures should be investigated.
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