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Abstract
In this paper a hitherto unknown spectrum generating algebra, consisting of two coupled Temperley-
Lieb algebras, is found in the three-state chiral Potts model. From this we can construct new Onsager
integrable models. One realisation is in terms of a staggered isotropic XY spin chain. Further we
investigate the importance of the algebra for the existence of mutually commuting conserved charges.
This leads us to a natural generalisation of the boost-operator, which generates the charges.
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1 Introduction
The Temperley-Lieb (TL) algebra [1] plays an important role for the integrability of some basic statis-
tical models, see for instance [2, 3] and references therein. Solvability of a model relies on the existence
of a large enough symmetry, and in certain models the special properties of the TL algebra (playing
the role of a spectrum generating algebra) guarantees the existence of a boost (or ladder) operator
from which all mutually commuting conserved (local) charges can be generated. Another, partially
overlapping, set of models are integrable due to having a Hamiltonian of a special form satisfying the
so called Dolan-Grady condition [4]. These models exhibit [5] a symmetry generated by the infinite
dimensional so-called Onsager algebra [6], and those models which are integrable in both senses are
often called superintegrable [7].
In this paper we concern ourselves with the three state chiral Potts chain [8], which for special
values of certain parameters is known to be superintegrable [7]. Except for a degenerate point in the
parameter space, coinciding with the conventional three state Potts chain, a boost operator generating
conserved charges is not known, and the TL algebra is not known to play any role. We show in section
2 that the chiral Potts chain Hamiltonian can be expressed as a representation of an element in an
associative algebra generated from two copies of a TL algebra. We then abstract a one–parameter
class of algebras,An(α), generalising the one found in the chiral Potts chain. The complicated form of
the relations between the two copies of the TL algebra results in a structure which is quite difficult to
analyse in general, e.g. we were so far not able to determine the dimension of this algebra for a chain
of fixed length. Section 3 is devoted to an investigation of general nearest neighbour Hamiltonians,
expressed in terms of representations of An(α), with respect to integrability. For a Hamiltonian of this
form satisfying a condition generalising the chiral Potts integrability condition, we find a derivation of
An(α) that we adopt as a candidate for (the derivation w.r.t.) a boost operator. It is shown explicitly
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that the first of the recursively defined charges is conserved, and it automatically follows that also the
second is. A computer calculation furthermore confirms that these first two charges mutually commute.
No example of this type is known where only the first charges are conserved, and we conjecture that
all charges generated from this derivation are conserved and mutually commute (see also Conjecture 2
in [9]). In section 4 we focus on Onsager integrability and the Dolan-Grady condition. The relations
of An(α) is shown to imply the Dolan-Grady condition for a set of Hamiltonians generalising the
superintegrable Hamiltonians in the chiral Potts chain. Section 5 is devoted to realisations of the
coupled TL algebras in other models. We find that the staggered XXZ Heisenberg, and the staggered
isotropic XY Heisenberg models can be expressed in terms of representations of these algebras. In
particular it follows that the latter model is superintegrable for a certain choice of parameters. We
furthermore find a class of models generalising the SU(N) spin chains of [10] which exhibit a closely
related spectrum generating algebra also defined by two coupled TL algebras, but not satisfying all
relations of An(α). Generically, however, these generalisations break the SU(N) symmetry down to a
Cartan torus U(1)N−1. In Section 6 we conclude with brief discussions of open questions. Finally, we
include four appendices containing technical details; Appendix A contains relations which are useful in
dealing with the algebras defined in Section 2, Appendices B and C contain details of the calculations
in Sections 3 and 4 respectively, and Appendix D contains a 9-dimensional representation of A2(5/2)
which, together with the chiral Potts representation, has been used to double check a majority of the
presented results.
2 Chiral Potts and a coupled Temperley–Lieb algebra
In this section we are showing that the spin-chain Hamiltonian of the three state chiral Potts model
can be re-expressed in terms of two coupled Temperly–Lieb algebras. The three state chiral Potts spin
chain Hamiltonian (with periodic boundary conditions) is [8]
Hcp = −
L∑
j=1
2∑
n=1
(
αn(Xj)
n + α¯n(ZjZ
2
j+1)
n
)
, (1)
where the operators Xj and Zj satisfy
X3i = 1 Z
3
i = 1 XiZi = ZiXiω, ω := e
i2pi/3 (2)
XiXj = XjXi ZiZj = ZjZi XiZj = ZjXi, i 6= j. (3)
Periodic boundary conditions are imposed by interpreting the values of indices i, j modulo L, i.e. we
impose XL+1 = X1 and ZL+1 = Z1. Unless otherwise stated, we implicitly assume the spin chains
appearing in the text having periodic boundary conditions, and will refer to such spin chains as closed.
By an open chain is implied a spin chain with free boundary conditions. In the chiral Potts chain, the
Hamiltonian of an open chain is obtained from Hcp by dropping the terms (ZLZ
2
L+1)
p, p = 1, 2.
A commonly used convention is to define the parameters α and α¯ as
αn = λ
ei(2n−3)φ/3
sinpin/3
α¯n =
ei(2n−3)φ¯/3
sinpin/3
, (4)
where, in the general case, φ and φ¯ are independent parameters. Writing out the Hamiltonian more
explicitly we then get
Hcp = − 2√
3
L∑
j=1
{
λ
(
e−iφ/3Xj + eiφ/3X2j
)
+ e−iφ¯/3ZjZ2j+1 + e
iφ¯/3Z2jZj+1
}
. (5)
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The chiral Potts model is known [11, 12] to possess an R-matrix when its parameters are related as
follows
λ cosφ = cos φ¯. (6)
We refer to the set of solutions to this equation in C3 as the integrability manifold for the chiral
Potts model. Generic points on the integrability manifold correspond to spectral curves of higher
genus. For φ = φ¯ = pi/2 (thus satisfying λ cosφ = cos φ¯) von Gehlen and Rittenberg [13] showed that
the Hamiltonian admits an infinite set of commuting conserved charges. Moreover, it follows from
the results of [5] that it possesses a symmetry generated by the Onsager algebra, rending the model
superintegrable.
Introduce the combinations ei and fi according to
e2i−1 = 3−1/2(ωXi + ω2X2i + 1) e2i = 3
−1/2(ωZiZ2i+1 + ω
2Z2i Zi+1 + 1) (7)
f2i−1 = 3−1/2(ω2Xi + ωX2i + 1) f2i = 3
−1/2(ω2ZiZ2i+1 + ωZ
2
i Zi+1 + 1). (8)
The following relations are straightforward to verify.
e2i =
√
3ei f
2
i =
√
3fi eiej = ejei fifj = fjfi eifj = fjei for |i− j| > 1 (9)
eiei±1ei = ei fifi±1fi = fi eifi±1ei = ei fiei±1fi = fi eifi = 0 = fiei (10)
The operators ei and fi thus define two coupled Temperley–Lieb algebras. Furthermore, the following
four sets of quadratic relations (the first line expresses two sets) can be shown to follow from the
definition of ei and fi.
± i
2
[ei − fi, ei±1 + fi±1] +
√
3
2
{ei + fi, ei±1 − fi±1} = 2(ei±1 − fi±1) (11)
i
2
{ei − fi, ei−1 − fi−1} −
√
3
2
[ei−1 + fi−1, ei + fi] = 0 (12)
3
√
3
2
{ei + fi, ei−1 + fi+1} − i
2
[ei−1 − fi−1, ei − fi]− 6(fi−1 + ei−1 + fi + ei) + 4
√
3 = 0 (13)
Here, {·, ·} denotes the anticommutator. Using relations (11) and (12) (one can also use (11) and (13),
or (12) and (13)) one easily shows the following set of cubic relations.
fiei±1ei = ∓ω − ω
−1
√
3
(
ω±1ei±1ei − fi±1ei
)
+ ω∓1ei (14)
eiei±1fi = ±ω − ω
−1
√
3
(
ω∓1ei±1fi − fi±1fi
)
+ ω±1fi (15)
fifi±1ei = ∓ω − ω
−1
√
3
(
ei±1ei − ω∓1fi±1ei
)
+ ω±1ei (16)
eifi±1fi = ±ω − ω
−1
√
3
(
ei±1fi − ω±1fi±1fi
)
+ ω∓1fi. (17)
fiei±1ei = ∓ω − ω
−1
√
3
(
ω±1fiei±1 − fifi±1
)
+ ω∓1fi (18)
eiei±1fi = ±ω − ω
−1
√
3
(
ω∓1eiei±1 − eifi±1
)
+ ω±1ei (19)
fifi±1ei = ∓ω − ω
−1
√
3
(
fiei±1 − ω∓1fifi±1
)
+ ω±1fi (20)
eifi±1fi = ±ω − ω
−1
√
3
(
eiei±1 − ω±1eifi±1
)
+ ω∓1ei. (21)
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In addition, relations (11) and (12) follow from the cubic relations, so these are in fact equivalent.
For a closed chain, the indices i and j in definitions (7) and (8) are interpreted modulo L. Con-
sequently, in all the subsequent relations the indices i and j are interpreted modulo 2L. In the case
of an open chain the elements e2L and f2L are absent, and the relations are the same as for a closed
chain.
Writing out the Hamiltonian (5) in the new generators we get
Hcp = − 4
31/2
L∑
i=1
{
λ sin
φ− 2pi
3
e2i−1 − λ sin φ+ 2pi
3
f2i−1 + sin
φ¯− 2pi
3
e2i − sin φ¯+ 2pi
3
f2i
}
. (22)
Restricting to φ = φ¯ and λ = 1, where an affine quantum group governs the integrability [14], the
Hamiltonian takes the form
H ′ = − 4
31/2
2L∑
i=1
{
sin
φ− 2pi
3
ei − sin φ+ 2pi
3
fi
}
= − 4
31/2
sin
φ− 2pi
3
2L∑
i=1
{ei −K(φ)fi} , (23)
where
K(φ) =
sin φ+2pi3
sin φ−2pi3
. (24)
In the superintegrable case, φ = φ¯ = pi/2, we instead get
H ′′ = − 4
31/2
L∑
i=1
{
λ(e2i−1 +
1
2
f2i−1) + (e2i +
1
2
f2i)
}
. (25)
In the latter case it is convenient to redefine Xi 7→ ωXi, leaving all properties of Xi and Zi invariant,
which instead results in the superintegrable Hamiltonian
H ′′′ = − 4
31/2
L∑
i=1
{λ(e2i−1 − f2i−1) + (e2i − f2i)} . (26)
One remark concerning these Hamiltonians is in order. Considering the definitions (7) and (8) it is not
surprising that the odd and even operators appear asymmetrically. It is therefore quite remarkable that
the self dual Hamiltonian with λ = 1, (23), takes the form that it does with odd and even operators
appearing completely symmetrically.
For an open chain, the Hamiltonian (5) again takes the forms (22)–(26), the only difference is that
the terms involving the (non-existent) elements e2L and f2L are absent.
Let us now define a (slight) generalisation of the coupled Temperley–Lieb algebra of the three
state chiral Potts chain. For γ ∈ C, consider the unital associative algebra generated by ei and fi,
i = 1, . . . , n, with relations
e2i = γei f
2
i = γfi eiej = ejei fifj = fjfi eifj = fjei, for |i− j| > 1 (27)
eiei±1ei = ei fifi±1fi = fi eifi±1ei = ei fiei±1fi = fi eifi = 0 = fiei. (28)
In these relations the indices are interpreted modulo n, and the algebra thus contains two TL algebras
of closed type. There is an open analogue of this algebra obtained by dropping the generators en and
fn, together with the relations involving these. The open algebra thus contains two TL algebras of
conventional (open) type. Both the closed and the open algebras so defined are infinite dimensional for
n > 2. To see this, consider the element x = e1e2f1f2. It is straightforward to check that x
n cannot
be reduced to a word of shorter length for any n ∈ Z+.
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We would therefore like to consider a smaller algebra, and we do this by imposing additional
relations. To this end, choose α ∈ C\{0} and define µ = α − α−1, γ = α + α−1. Define the algebra
A˜n(α) (of closed type) by imposing the additional relations
∓µ[ei − fi, ei±1 + fi±1] + γ{ei + fi, ei±1 − fi±1}+ 4(fi±1 − ei±1) = 0 (29)
µ{ei − fi, ei−1 − fi−1} − γ[ei−1 + fi−1, ei + fi] = 0. (30)
As can be straighforwardly shown, the relation between µ and γ is enforced, assuming γ 6= 0, lest the
quadratic relations kill all the ei and fi. Although we have no proof, we believe that the algebras A˜n(α)
are generically finite dimensional. For the, slightly degenerate, case of n = 2 this is easily confirmed,
and we have checked a few less trivial cases by computer.
It will be useful to consider an even further reduced version, An(α), obtained by imposing the
additional relations
k1{ei + fi, ei−1 + fi−1}+ k2[ei−1 − fi−1, ei − fi] + k3(ei + fi + ei−1 + fi−1) + k4 = 0, (31)
where
k1 = −3(α+ α−1) + α3 + α−3 = γ(γ2 − 6)
k2 = α− α−1 − α3 + α−3 = −µ(µ2 + 2)
k3 = 4(α+ α
−1)2 = 4γ2
k4 = −8(α+ α−1)(α2 + α−2) = −8γ(γ2 − 2).
(32)
For the value α = e−pii/6, the relations (29) and (30) are equivalent to (11) and (12) respectively,
whereas the relations (31) are equivalent to (13). It is straightforward to show that An(α) is finite
dimensional as long as α 6= ±i, and that it is trivial for α = ±1 (note that for these values of α, either
µ or γ vanishes, leading to a non-generic form of (29), (30), and (31)).
There are of course also open versions of these algebras, A˜on(α) and Aon(α) respectively, obtained by
removing the generators en and fn and the corresponding relations. The algebra A˜on(α), and therefore
also Aon(α), is finite dimensional for every n ∈ Z+ (this may, for instance, be shown by induction on
n).
3 A question of integrability
We will now examine whether the algebra An(α) leads to even more integrable models of the chiral
Potts type. To this end we will consider Hamiltonians on closed chains which can be written in terms
of some representation of an algebra An(α). In particular, periodicity of the chain is enforced by the
closed type of algebra together with the appearance of all generators in the Hamiltonian For exactly
solvable nearest neighbour spin chain models, the existence of an R-matrix guarantees the existence of
an infinite number of commuting charges (for chains of infinite length). It was shown by Tetelman [15]
that when the R-matrix satisfies a certain difference property with respect to the spectral parameters
(corresponding to a spectral curve of genus one or less), these charges can be generated by a boost, or
ladder, operator (see [16] for a review). Consider a periodic chain with L sites. If one starts out with
a nearest neighbour Hamiltonian
H =
L∑
j=1
Hj,j+1, (33)
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then the boost operator D is another local operator such that the quantities Qn, n ≥ 0, defined
recursively by
Qn+1 = [D,Qn] with Q0 := H.
form a set of mutually commuting charges. In fact, it is too restrictive to demand that D is a well
defined operator, it is enough that the derivation [D, · ] is well defined. For an XYZ spin chain one
may define such a boost operator D0 as
D0 =
∑
j
jHj,j+1, (34)
and commutativity of the corresponding charges was shown in [17, 18].
Consider an abstract operator H together with a derivation D of an operator algebra containing
H. The operators Qn defined by Q0 := H, Qn+1 := D(Qn), are mutually commuting if and only if
[Qn+1, Qn] = 0 for all n ≥ 0. This follows straightforwardly by repeated application of the Leibniz
property of D. In a given example one may hope to find an inductive proof of [Qn+1, Qn] = 0, n ≥ 0,
thus reducing the proof to showing [Q1, Q0] = [D(H), H] = 0. For the XYZ chain such a proof was
outlined in [17]. An inductive step like that will necessarily depend on particular properties of a given
example, or class of examples. However, we recall a conjecture (Conjecture 2 in [9]) claiming that
in a periodic, translationally invariant quantum chain with nearest neighbour Hamiltonian H, the
existence of an operator D such that [D,H] is non–trivial and [[D,H], H] = 0, is enough to ensure the
commutativity of the charges Qn defined from the derivation [D, · ].
Adopting the sentiment behind the latter conjecture we will first search for a charge Q commuting
with a certain type of nearest neighbour Hamiltonian H in terms of a representation of An(α). As
we will see, demanding the existence of such a charge gives a condition that for the chiral Potts case,
An(e−pii/6), coincides with (6). We then show that there exists a derivation [D, · ], generalising [D0, · ]
from the XYZ chain, such that Q ≡ Q1 = [D,H]. Assuming the conjecture above holds, integrability
then follows. Although we have not found a proof of [Qn+1, Qn] = 0 directly from the relations of
An(α), a computer calculation confirms that [Q2, Q1] = 0.
Let us consider the Hamiltonian
H =
∑
i
λ˜1[δ1e2i−1 − 1f2i−1] + λ˜2[δ0e2i − 0f2i], (35)
where we have introduced
δ1 = (sinφ/3− k cosφ/3) δ0 = (sin φ¯/3− k cos φ¯/3) (36)
and
1 = (sinφ/3 + k cosφ/3) 0 = (sin φ¯/3 + k cos φ¯/3), (37)
and where ei, fi are assumed to belong to some representation of An(α). In the sequel it will be
convenient to leave the normalisation of both even and odd sites arbitrary, and we have done this by
including the arbitrary constants λ˜1 and λ˜2. Note that for k =
√
3, λ˜1 = 2λ/
√
3, λ˜2 = 2/
√
3 this
Hamiltonian takes the form (22). Define
QB := [D0, H],
where D0 is defined as in (34). In order to find a first commuting charge Q we wish to find another
operator QE such that Q = QB +QE . We make the nearest neighbour ansatz
QE =
∑
i
d1(e2i−1 + f2i−1) + d2(e2i−1 − f2i−1) + d3(e2i + f2i) + d4(e2i − f2i),
6
and try to determine the parameters di by demanding
[H,Q] ≡ [H,QB +QE ] = 0.
Consider first the simpler case when φ = φ¯ = 3pi/2 (the case when the Hamiltonian takes the form
(26)). Then
[H,QB ] = −3(α− α−1)λ˜1λ˜2
∑
i
(λ˜1[e2i + f2i, e2i+1 − f2i+1 + e2i−1 − f2i−1]+
λ˜2[e2i+1 + f2i+1 + e2i+1 + f2i+1, e2i − f2i]).
(38)
From this we conclude that
QE = −3(α− α−1)λ˜1λ˜2
∑
i
(e2i + f2i + e2i+1 + f2i+1). (39)
In the general case we have
[H,QB ] =
∑
i
a1[e2i − f2i, e2i+1 − f2i+1 + e2i−1 − f2i−1]+
a2[e2i + f2i, e2i+1 + f2i+1 + e2i−1 + f2i−1]
+ a3[e2i − f2i, e2i+1 + f2i+1 + e2i−1 + f2i−1]
+ a4[e2i + f2i, e2i+1 − f2i+1 + e2i−1 − f2i−1],
(40)
with
a1 = λ˜1λ˜2k
(
λ˜1(k
2 cos2 φ/3− 3 sin2 φ/3) cos φ¯/3− λ˜2(k2 cos2 φ¯/3− 3 sin2 φ¯/3) cosφ/3
) (α− α−1)(α2 + α−2)
α2 + α−2 − 4
a2 = 2kλ˜1λ˜2(−λ˜1 cosφ/3 + λ˜2 cos φ¯/3) sinφ/3 sin φ¯/3(α+ α
−1)2
α− α−1
a3 = λ˜1λ˜2(λ˜2(k
2 cos2 φ¯/3− 3 sin2 φ¯/3) + 2k2λ˜1 cos φ¯/3 cosφ/3) sinφ/3(α− α−1)
a4 = −λ˜1λ˜2(λ˜1(k2 cos2 φ/3− 3 sin2 φ/3) + 2k2λ˜2 cosφ/3 cos φ¯/3) sin φ¯/3(α− α−1).
(41)
The solution for QE is then
d1 = 2λ˜1λ˜2 sinφ/3 sin φ¯/3
(α+ α−1)2
α− α−1
d2 = −λ˜1 1
k
sin(φ¯/3)
cos(φ¯/3)
(α− α−1)
(
λ˜1((k
2 + 3− 2
(
α+ α−1
α− α−1
)2
) cos2(φ/3) + 2
(
α+ α−1
α− α−1
)2
− 3) + 2λ˜2k2 cos(φ/3) cos(φ¯/3)
)
d3 = 2λ˜1λ˜2 sin φ¯/3 sinφ/3
(α+ α−1)2
α− α−1
d4 = −λ˜2 1
k
sin(φ/3)
cos(φ/3)
(α− α−1)
(
λ˜2((k
2 + 3− 2
(
α+ α−1
α− α−1
)2
) cos2(φ¯/3) + 2
(
α+ α−1
α− α−1
)2
− 3 + 2λ˜1k2 cos(φ/3) cos(φ¯/3)
)
(42)
together with the relation
a1 = d4λ˜1 sinφ/3− d2λ˜2 sin φ¯/3. (43)
The latter relation can be written as an equation of the form
λ˜1f(φ, φ¯) = λ˜2f(φ¯, φ), (44)
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with
f(φ¯, φ) =
1
3
(
(C0k
4 + 3C0k
2 − 2 k2 + C1) cos
(
φ¯/3
)2
cos (φ/3)
2
+(2k2 − 3C0k2 + 2C2 − 3) cos (φ/3)2 − C1 cos
(
φ¯/3
)2 − (2C2 − 3)) cos (φ¯/3) , (45)
(the factor 1/3 has been chosen such that f(φ¯, φ) reduces to cos φ¯ for k =
√
3 and α = e−pii/6) where
C0 =
α2 + α−2
α2 + α−2 − 4 C1 = k
2 − 2
(
α+ α−1
)2
(α− α−1)2 + 3 C2 =
(
α+ α−1
)2
(α− α−1)2 . (46)
It is straightforward to check that for k =
√
3 and α = e−pii/6 (i.e. the chiral Potts case) this reduces
to
λ cosφ = cos φ¯ λ =
λ˜1
λ˜2
. (47)
Thus, in the chiral Potts case the condition of having a “first” commuting charge coincides with the
condition for the model to possess an R-matrix. We will therefore interpret (43) as an integrability
condition for the Hamiltonian (35). Note, however, that the solution (42) does not exist when α = ±1,
φ = n3pi/2, or φ¯ = n3pi/2.
Next we will show that there exists an operator D, a generalisation of the boost operator, such
that we can write Q ≡ Q1 = [D,H], where H is the Hamiltonian in (35) with the choice λ˜1 = f(φ¯, φ)
and λ˜2 = f(φ, φ¯). Let us write the Hamiltonian as
H =
∑
i
hi,i+1, (48)
h2i−1,2i(k) = −kf(φ¯, φ) cosφ/3(e2i−1 + f2i−1) + f(φ¯, φ) sinφ/3(e2i−1 − f2i−1)
h2i,2i+1(k) = −kf(φ, φ¯) cos φ¯/3(e2i + f2i) + f(φ, φ¯) sin φ¯/3(e2i − f2i),
(49)
where the function f is written out in (45). As we have seen, the existence of a first commuting charge
implies the condition (44) which now is identically satisfied because of our choice of λ˜1 and λ˜2. We
have already shown that the first commuting charge is of the form
Q1 = [D0, H] +QE , (50)
for a nearest neighbour term QE . We want to show that QE can be obtained by taking derivatives of
H with respect to the parameters according to
QE = DEH, with DE := β∂φ + β¯∂φ¯. (51)
Interpreting the condition (51) as an equation for β, β¯, and k, it turns out that this equation can be
solved (see appendix B for details). We will not write out the general solution for β and β¯ (these can
be found from equations (91) and (92)). The equation for k reads
f(φ, φ¯)f(φ¯, φ)(d3ex cos φ¯/3− d4kex sin φ¯/3)− f(φ, φ¯)f(φ¯, φ)(d1ex cosφ/3− d2kex sinφ/3)−
(d3ex sin φ¯/3 + d4kex cos φ¯/3)
(
f(φ, φ¯)∂φ¯f(φ¯, φ)− f(φ¯, φ)∂φ¯f(φ, φ¯)
)
+
(d1ex sinφ/3 + d2kex cosφ/3)
(
f(φ¯, φ)∂φ¯f(φ, φ¯)− f(φ, φ¯)∂φ¯f(φ¯, φ)
)
= 0,
(52)
where the d1ex are defined in equation (94). Note that the equation above does not have any k’s in
the denominator. The degree of f(φ, φ¯) in terms of k2 is two, while d1ex, d3ex, d2kex and d4kex are all
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Figure 1: The α-dependence of one of the four roots k2 of eq. (52) for φ = pi/7 and φ¯ = pi/3.
of degree two (it is not obvious that d2kex and d4kex are of this order but it has been checked that
the degree four terms cancel out). Thus one would expect that this equation is of order six in k2.
However, the terms of order six, and zero both vanish, as has been checked using sage math. This
means that we have an equation of degree four for k2. A solution to the equation for the particular
case when φ = pi/7 and φ¯ = pi/3 can be seen in figure (1) as a function of α. To summarize, we have
now shown that we can generate the first charge of the Hamiltonian (49), with the parameter k solving
the equation (52), as follows.
Q1 = [D,H] and D(k) =
∑
i
iHi,i+1 +DE (53)
Here, DE is defined as in (51) where β and β¯ are obtained from equations (91) and (92).
Interestingly, in the case α = e−pii/6 of the chiral Potts model, the equation (52) is identically
satisfied for all k. In this case k is thus a free parameter, and for the choice k =
√
3 (corresponding to
the chiral Potts Hamiltonian) the form of DE simplifies
DE = β∂φ + β¯∂φ¯ β = i3
√
3 cosφ sin φ¯ β¯ = i3
√
3 cos φ¯ sinφ. (54)
By the conjecture of [9] we expect the charges Qn, defined recursively using D, to form (for an
infinite chain) an infinite set of commuting conserved charges. So far we have not been able to provide
a general proof of this. However, we have checked by computer that [Q2, Q1] = 0. Using the derivation
property of [D(k), ·] it furthermore follows straightforwardly that [Q4, H] = 0 = [Q3, Q1] = [Q3, H] =
[Q2, H].
We may now use our generalised boost operator to get explicit forms of the charges. For instance,
as we have already seen,
Q1 = −
∑
i
[hi,i+1, hi+1,i+2] +DEH, (55)
and furthermore
Q2 =
∑
i
2[hi,i+1, [hi+1,i+2, hi+2,i+3]] + [hi,i+1[hi,i+1, hi+1,i+2]]−Xi−
2[hi,i+1, DEhi+1,i+2] + [hi+1,i+2, DEhi,i+1] +DEDEH,
(56)
where Xi is defined from
[hi,i+1, [hi,i+1, hi+1,i+2]−DEhi+1,i+2] + [hi+1,i+2, [hi,i+1, hi+1,i+2]−DEhi,i+1] = Xi −Xi+1. (57)
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This last equation is a generalisation of the Reshetikhin criterium.
In the Onsager integrable case, λ is a free parameter, and using the original form of the Hamiltonian
(λ˜1 = λ and λ˜2 = 1), the chiral Potts boost operator can be written as
DE = −i3
√
3(∂φ + λ∂φ¯). (58)
This implies
DEDEH =
∑
i
3λ((e2i−1 − f2i−1) + λ(e2i − f2i) (59)
and
X2i = −6λ((e2i−1 − f2i−1) + λ(e2i − f2i), (60)
leading to
Q2 =
∑
i
2[hi,i+1, [hi+1,i+2, hi+2,i+3]] + [hi,i+1[hi,i+1, hi+1,i+2]]− 2[hi,i+1, DEhi+1,i+2] + [hi+1,i+2, DEhi,i+1]+
9λ((e2i−1 − f2i−1) + λ(e2i − f2i).
(61)
4 The Onsager algebra and An(α)
In Onsagers first solution of the Ising model an algebra, now known as the Onsager algebra, played a
central role. The Onsager algebra is spanned by generators An, Gn, n ∈ Z, satisfying
[Am, Al] = 4Gm−l [Am, Gl] = 2(Am−1 −Am+l). [Gm, Gl] = 0
Consider a Hamiltonian of the form
H ∝ A0 + λA1 (62)
If A0 and A1 are generators of the Onsager algebra, one can construct charges commuting with the
Hamiltonian. In order for a model with Hamiltonian (62) to exhibit an Onsager algebra, it is enough
that A0 and A1 satisfy the Dolan-Grady condition:
[A1, [A1, [A1, A0]]] = 16[A1, A0] [A0, [A0, [A0, A1]]] = 16[A0, A1]. (63)
The factor of 16 is due to a particular normalization. Since the chiral Potts model satisfies this at the
special point φ = φ¯ = pi/2, it is natural to ask is if the algebra An(α) can be related to the Onsager
algebra in greater generality.
Let us make an ansatz for the A0 and A1
A0 = k
∑
i
(e2i − f2i) A1 = k
∑
i
(e2i+1 − f2i+1), (64)
where ei and fi lie in a representation of An(α). Of course, any Hamiltonian of the form (62) is
Onsager integrable if there is a choice of k such that A0 and A1 satisfy (63). Adopting periodic
boundary conditions, and disregarding the cases γ = ±2 or γ = 0 (which need separate treatment)
and γ = ±√6 (where our analysis does not apply), we get
[A1, [A1, [A1, A0]]] = k
−2(12 + 36
(α− α−1)2
α2 + α−2 − 4 + γ
2)[A1, A0]
[A0, [A0, [A0, A1]]] = k
−2(12 + 36
(α− α−1)2
α2 + α−2 − 4 + γ
2)[A0, A1].
(65)
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See appendix C for technical details. From this we conclude that the Dolan–Grady condition is satisfied
when
k =
1
4
(
12 + 36
(α− α−1)2
α2 + α−2 − 4 + γ
2
)1/2
,
as long as the right hand side of this expression does not vanish. The vanishing of the RHS is a
fourth order equation in α2 whose solutions do not coincide with any of the cases we already exempted
from treatment, and thus there are an additional eight values of α where An(α) does not imply the
Dolan–Grady condition:
α2 = −23± 3
√
73
2
±
√
3
2
(197− 23
√
73), (66)
where the two choices of sign are independent. In the generic case, however, one can construct a
representation of the Onsager algebra from any representation of the algebra An(α). Notice that the
case An(e−pii/6) implies
k =
3
√
3
4
. (67)
Let us now consider the special case of α = ±1 (⇒ γ = ±2, µ = 0). In this case we neither need
to assert periodicity, nor do we need to impose the relations (31) in order to check the Dolan-Grady
condition. In other words, we may work with either of the (closed respectively open) algebras A˜n(α)
or A˜on(α). The calculations simplify and we get
[A1, [A1, [A1, A0]]] = 16k
2[A1, A0] [A0, [A0, [A0, A1]]] = 16k
2[A0, A1], (68)
implying k = 1. The other special case, α = ±i, also does not require periodicity or (31). The
calculations again simplify, and we get
[A1, [A1, [A1, A0]]] = 24k
−2[A1, A0] [A0, [A0, [A0, A1]]] = 24k−2[A0, A1], (69)
implying k =
√
3/2. For details of the calculations we refer to appendix C.
One remark is in order. The factors of α2 +α−2− 4 in the denominators of (65) of course excludes
α2 = 2 ± √3, i.e. γ = ±√6. In fact the whole analysis fails in this case, not only the final formula.
This can be traced back to vanishing of the constant k1 in (31). We have seen no other signs of the
corresponding values of α leading to special properties of An(α) or of corresponding physical models.
5 Some realisations of coupled Temperley-Lieb algebras
5.1 The staggered XXZ model as a representation of A˜n(1)
In this section we will see that in fact the staggered/alternating isotropic XY Heisenberg spin chain
is superintegrable and that the staggered/alternating XXZ Heisenberg spin chain can be written with
generators of A˜n(1). First let us write down the conventional spin 12 representation of the Temperley-
Lieb algebra with e2i = 2ei expressed in terms of Pauli matrices
ei = (1− σzi σzi+1 + σxi σxi+1 + σyi σyi+1)/2, (70)
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
. (71)
Define fi as
fi = (1− σzi σzi+1 − σxi σxi+1 − σyi σyi+1)/2 . (72)
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It is straightforward to verify that fi and ei satisfy the relations (27), (28), (29) and (30), with α = 1.
Notice that (31) is not satisfied, but as we have seen we nevertheless get a representation of the Onsager
algebra from A˜n(1). With these definitions we have
ei + kfi = ((1 + k)(1− σzi σzi+1) + (1− k)
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1
)
)/2. (73)
This interaction term is exactly the interaction term of the XXZ Heisenberg spin chain. We consider
a periodic four parameter Hamiltonian
H =
∑
i
λ1(e2i + k1f2i) + λ2(e2i+1 + k2f2i+1),
which in the XXZ representation (70), (72) takes the following form.
H =
∑
i
λ1(e2i + k1f2i) + λ2(e2i+1 + k2f2i+1) =∑
i
λ1((1 + k1)(1− σz2iσz2i+1) + (1− k1)
(
σx2iσ
x
2i+1 + σ
y
2iσ
y
2i+1
)
)/2
+ λ2((1 + k2)(1− σz2i+1σz2i+2) + (1− k2)
(
σx2i+1σ
x
2i+2 + σ
y
2i+1σ
y
2i+2
)
)/2
(74)
The superintegrable case corresponds to k1 = k2 = −1, and the model then reduces to the staggered
XX Heisenberg model (isotropic XY). A direct proof that this model is integrable was presented in
[19], but to the best of our knowledge it was not previously known to be superintegrable. Another
special case of the staggered XXZ model above has previously been shown to be integrable:
H =
∑
i
((1 + k1)(1+ σ
z
i σ
z
i+1) + (1− k1)(−1)i
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1
)
)/2 (75)
This was shown in [20] to be mapped to a particular case of the XXZ model with Dzyaloshinski-Moriya
interaction [21, 22, 23]
H =
∑
i
σxi σ
y
i+1 − σyi σxi+1 + λzσzi σzi+1, (76)
which is known to be integrable [24].
5.2 A coupled Temperley-Lieb algebra for SU(N) spin chains
We can easily find a large class of models related to the algebra described by the relations (27) and (28).
Denote by {J βα }Nα,β=1 a basis of glN in the representation N restricting to the defining representation
of slN , and where T :=
∑
α J
α
α acts as the identity, with the commutators
[J βα , J
δ
γ ] = δ
β
γJ
δ
α − δδαJ βγ .
Furthermore, let J¯ βα denote the same basis in the contragredient representation N
+. It is straightfor-
ward to check that these representations satisfy
J βα J
δ
γ = δ
β
γJ
δ
α (77)
J¯ βα J¯
δ
γ = −δδαJ¯ δα . (78)
Consider a chain where odd sites contain the representation N and even sites contain its contragredient
N+. Define for each site i the operator ei as
ei :=
−
∑
α,β J
β
i,α ⊗ J¯ αi+1,β if i is odd
−∑α,β J¯ βi,α ⊗ J αi+1,β if i is even. (79)
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These then satisfy the defining relations of a Temperley-Lieb algebra. Note that the ei are SU(N) (or
rather GL(N)) invariant. Such chains with nearest neighbour Hamiltonians expressed in terms of the
ei, i.e. the most general SU(N) invariant nearest neighbour Hamiltonians on chains with alternating
representations N and N+, were studied in [10] using an oscillator realisation. See also [25] where
the symmetries of these models were studied. Using the notation ξ = e2pii/N we define another set of
operators as
fi :=
−
∑
α,β ξ
α−βJ βi,α ⊗ J¯ αi+1,β if i is odd
−∑α,β ξα−β J¯ βi,α ⊗ J αi+1,β if i is even. (80)
Unlike ei, the operators fi only commute with a Cartan subalgebra spanned by elements J
α
α (no
summation). A straightforward calculation confirms that ei and fi satisfy (27) and (28) with γ =
N . They do not, however, satisfy (all of the) relations (29), (30), (31). Note, however, that with
the conventional inner product on the representations, such that (J βα )
† = J αβ , both ei and fi are
Hermitean. A SU(N)–invariant nearest neighbour Hamiltonian of the form
H0 =
∑
i
λiei,
for some choice of couplings λi, can now be generalised to a U(1)
N−1–invariant Hamiltonian
H = H0 +
∑
i
κifi. (81)
6 Discussion
The results in this paper indicate that a study of representations of An(α) and A˜n(α) may be fruit-
ful. Using any representation one can immediately write down integrable, and even superintegrable,
Hamiltonians. Due to the algebraic structure we expect such models to have similar physical behaviour
to the chiral Potts model. We are, however, left with several open questions.
So far we did not investigate in detail the structure of the algebras An(α) and A˜n(α). It is not
difficult to see that the dimension of A2(α) = Ao3(α) (for generic α) is 9. We have not determined the
dimension for general n, however, and this appears not to be completely straightforward. We also do
not know for which values of α the algebras are simple, semisimple respectively non-semisimple.
A representation of a conventional Temperley-Lieb algebra automatically gives an R-matrix. It
would be very interesting to find a way to construct R-matrices from representations of An(α), and to
compare with the R-matrix of the chiral Potts model.
We have in this paper restricted ourselves to the three state model, but there exist natural gener-
alisations to an arbitrary N state chiral Potts chain resulting in N − 1 types of TL generators.
One important open question is how to prove that the charges produced by our conjectured gen-
eralisation of a boost operator are conserved and mutually commuting. In known examples, the boost
operator is directly related to corner transfer matrices (CTM’s) [26], and Baxters method to calculate
order parameters using the CTM [27, 28] has proved useful in both the Ising model and the XYZ
model. There have been several attempts to apply Baxter’s CTM method to the chiral Potts model,
but it has been explained [29] how the lack of difference property makes it impossible to use the same
technique. If it can indeed be shown that our candidate is a suitable generalisation of a boost operator,
one may speculate that this could analogously be related to a suitable generalisation of the CTM for
the chiral Potts model.
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The direct generalisations of the superintegrable chiral Potts model obtained from An(α) lead to a
new class of superintegrable models. It would be interesting to find explicit examples of physical models
which can be represented in this way. The presence of an Onsager algebra leads to some universal
physical information, e.g. an Ising-like spectrum of the corresponding Hamiltonian [30]. A better
knowledge of superintegrable models may yield more information about which features are universal
from the Onsager algebra. We have found that the isotropic XY spin chain is an example of this form,
but additional examples would be valuable.
Finally, we note that two copies of TL algebras have previously appeared in the context of Lorentz
lattice gases [31]. In that particular work, however, the two algebras are mutually commuting, leading
to a rather different structure compared to our algebras An(α).
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A Useful identities in An(α)
From the quadratic relations (29) and (30) one derives
fiei±1ei = α∓1(ei±1ei + α∓2fi±1ei − α∓1ei)
eiei±1fi = α±1(ei±1fi + α±2fi±1fi − α±1fi)
fifi±1ei = α±1(α±2ei±1ei + fi±1ei − α±1ei)
eifi±1fi = α∓1(α∓2ei±1fi + fi±1fi − α∓1fi),
(82)
which are equivalent with
fiei±1ei = α∓1(fiei±1 + α∓2fifi±1 − α∓1fi)
eiei±1fi = α±1(eiei±1 + α±2eifi±1 − α±ei)
fifi±1ei = α±1(α±2fiei±1 + fifi±1 − α±1fi)
eifi±1fi = α∓1(α∓2eiei±1 + eifi±1 − α∓1ei).
(83)
Using these cubic relations it is straightforward to derive other useful relations. The following two
relations are used in the calculation of the first commuting charge.
eiei∓1fi + fifi∓1ei + fiei∓1ei + eifi∓1fi = (α−2 + α2)
(
1
4
(α+ α−1){ei∓1 + fi∓1, ei + fi}
∓1
4
(α− α−1)[fi∓1 − ei∓1, fi − ei]− (ei + fi)
)
= {only valid when eq.(31) is valid} =
(α+ α−1){ei∓1 + fi∓1, ei + fi} − (α−2 + α2)(ei + fi)− (k3(ei + fi + ei∓1 + fi∓1) + k4)/4
(84)
eiei∓1fi − fifi∓1ei + fiei∓1ei − eifi∓1fi =
1
4
(α3 + α−3 − α− α−1){fi∓1 − ei∓1, fi + ei} ∓ 1
4
((α3 − α−3 + α− α−1))[fi∓1 + ei∓1, fi − ei] =
(α− α−1)(∓[fi∓1 + ei∓1, fi − ei] + (α− α−1)(fi∓1 − ei∓1))
(85)
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The following relation is needed in the Onsager computation.
eiei∓1fi − fiei∓1ei + fifi∓1ei − eifi∓1fi =
(α2 − α−2)
(
∓1
4
(α+ α−1){ei∓1 + fi∓1, ei + fi}+ 1
4
(α− α−1))[fi∓1 − ei∓1, fi − ei]± (ei + fi)
)
= {only valid when eq.(31) is valid}
= −(α2 − α−2)( (α− α
−1)
(α2 + α−2 − 4) [fi∓1 − ei∓1, fi − ei]∓
(α+ α−1)2
(α2 + α−2 − 4)(fi+1 + ei+1 + fi + ei)∓ (ei + fi) +∓k)
(86)
In the last expression, k is a numerical constant.
B Details of boost operator calculations
We start with the Hamiltonian
H =
∑
i
−kf(φ¯, φ) cosφ/3(e2i−1 + f2i−1) + f(φ¯, φ) sinφ/3(e2i−1 − f2i−1)
− kf(φ, φ¯) cos φ¯/3(e2i + f2i) + f(φ, φ¯) sin φ¯/3(e2i − f2i).
(87)
From the equation
β
∂H
∂φ
+ β¯
∂H
∂φ¯
= cH +QE (88)
(c is a free parameter we get from the freedom to add something proportional to the Hamiltonian to
QE) we get the following equations:
d3 − ckf(φ, φ¯) cos ¯φ/3 = ( β¯
3
f(φ, φ¯)k sin φ¯/3− (β∂φf(φ, φ¯) + β¯∂φ¯f(φ, φ¯))k cos φ¯/3)
d4 + cf(φ, φ¯) sin φ¯/3 = (
β¯
3
f(φ, φ¯) cos φ¯/3 + (β∂φf(φ, φ¯) + β¯∂φ¯f(φ, φ¯)) sin φ¯/3)
d1 − ckf(φ¯, φ) cosφ/3 = (β
3
f(φ¯, φ)k sinφ/3− (β∂φf(φ¯, φ) + β¯∂φ¯f(φ¯, φ))k cosφ/3)
d2 + cf(φ¯, φ) sinφ/3 = (
β
3
f(φ¯, φ) cosφ/3 + (β∂φf(φ¯, φ) + β¯∂φ¯f(φ¯, φ)) sinφ/3).
(89)
Here
d1 = 2f(φ, φ¯)f(φ¯, φ) sinφ/3 sin φ¯/3(α− α−1)C2
d2 = −1
k
f(φ¯, φ)
sin(φ¯/3)
cos(φ¯/3)
(α− α−1) (f(φ¯, φ)(C1 cos2(φ/3) + 2C2 − 3) + 2f(φ, φ¯)k2 cos(φ/3) cos(φ¯/3))
d3 = 2f(φ, φ¯)f(φ¯, φ) sin φ¯/3 sinφ/3(α− α−1)C2
d4 = −1
k
f(φ, φ¯)
sin(φ/3)
cos(φ/3)
(α− α−1) (f(φ, φ¯)(C1 cos2(φ¯/3) + 2C2 − 3) + 2f(φ¯, φ)k2 cos(φ/3) cos(φ¯/3)) ,
(90)
where C1 and C2 are given in equation (46). Note that we have here chosen λ˜1 = f(φ¯, φ) and
λ˜2 = f(φ, φ¯), just as in the Hamiltonian (49), in contrast to the general expression of (35). We get
four equations with four parameters (c, β, β¯ and k). Combining the first and second equation gives:
d1 sinφ/3 + d2k cosφ/3 =
β
3
f(φ¯, φ)k
d1 cosφ/3− d2k sinφ/3− ckf(φ¯, φ) = −(β∂φf(φ¯, φ) + β¯∂φ¯f(φ¯, φ))k.
(91)
15
Likewise for the last two rows:
d3 sin φ¯/3 + d4k cos φ¯/3 =
β¯
3
f(φ, φ¯)k
d3 cos φ¯/3− d4k sin φ¯/3− ckf(φ, φ¯) = −(β∂φf(φ, φ¯) + β¯∂φ¯f(φ, φ¯))k.
(92)
We use equations (92) and (91) to solve for β¯ and β. The other two equations can be combined in
such a way that we get rid of the c dependence, and we obtain an equation for k:
f(φ, φ¯)f(φ¯, φ)(d3ex cos φ¯/3− d4kex sin φ¯/3)− (d3ex sin φ¯/3 + d4kex cos φ¯/3)
(
f(φ, φ¯)∂φ¯f(φ¯, φ)− f(φ¯, φ)∂φ¯f(φ, φ¯)
)−
f(φ, φ¯)f(φ¯, φ)(d1ex cosφ/3− d2kex sinφ/3) + (d1ex sinφ/3 + d2kex cosφ/3)
(
f(φ¯, φ)∂φ¯f(φ, φ¯)− f(φ, φ¯)∂φ¯f(φ¯, φ)
)
= 0,
(93)
where
d1ex =
d1
f(φ¯, φ)
d2kex = k
d2
f(φ¯, φ)
d3ex =
d1
f(φ, φ¯)
d4kex = k
d4
f(φ, φ¯)
. (94)
Note that these terms do not contain k in the denominator.
C Details of Onsager calculations
Here we have collected some important details used in verifying the Dolan-Grady conditions. Let us
consider the left hand side of equation (63) (summation over the index i is suppressed).
[A0[A0[A0, A1]]] = 6[e2i , e2i+2e2i+1f2i+2 + f2i+2e2i+1e2i+2 − e2i+2f2i+1f2i+2 − f2i+2f2i+1e2i+2]
+ 6[e2i+2 , e2ie2i+1f2i + f2ie2i+1e2i − e2if2i+1f2i − f2if2i+1e2i]
+ 6γ(e2i+2e2i+1f2i+2 − f2i+2e2i+1e2i+2 − e2i+2f2i+1f2i+2 + f2i+2f2i+1e2i+2)
+ 6γ(e2ie2i+1f2i − f2ie2i+1e2i − e2if2i+1f2i + f2if2i+1e2i)
+ 6γ(f2i+2f2i+1e2i − e2i+2f2i+1f2i + f2if2i+1e2i+2 − e2if2i+1f2i+2)
+ 6γ(e2i+2e2i+1f2i − f2i+2e2i+1e2i + e2ie2i+1f2i+2 − f2ie2i+1e2i+2)
+ 6γ(e2ie2i+2e2i+1 − f2if2i+2e2i+1 + e2i+1f2i+2f2i − e2i+1e2i+2e2i)
+ 6γ(f2if2i+2f2i+1 + f2i+1e2i+2e2i − f2i+1f2i+2f2i − e2ie2i+2f2i+1)
+ γ3[A0, A1]
(95)
The first two lines can be rewritten using equation (85):
[e2i , e2i+2e2i+1f2i+2 + f2i+2e2i+1e2i+2 − e2i+2f2i+1f2i+2 − f2i+2f2i+1e2i+2]
+ [e2i+2, e2ie2i+1f2i + f2ie2i+1e2i − e2if2i+1f2i − f2if2i+1e2i]
= −(α− α−1)2[e2i − f2i + e2i+2 − f2i+2, e2i+1 − f2i+1].
(96)
Lines three and four can be written as (using (86)):
+ γ(e2i+2e2i+1f2i+2 − f2i+2e2i+1e2i+2 − e2i+2f2i+1f2i+2 + f2i+2f2i+1e2i+2)
+ γ(e2ie2i+1f2i − f2ie2i+1e2i − e2if2i+1f2i + f2if2i+1e2i)
= (
(α2 − α−2)2
(α2 + α−2 − 4) [fi − ei, fi−1 − ei−1 + fi+1 − ei+1].
(97)
The above equality is only valid up to terms disappearing from periodicity in a periodic chain. Note
in equation (86), however, that for the special case α2 = α−2 one does not need periodicity. Lines five
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to eight are a bit more complicated. The seventh line can be rewritten in two different ways, either
as:
e2ie2i+2e2i+1 − f2if2i+2e2i+1 − e2i+1e2i+2e2i + e2i+1f2i+2f2i =
− α−2(f2if2i+1e2i+2 − e2if2i+1f2i+2 + e2i+2f2i+1f2i − f2i+2f2i+1e2i)
+ α−1(e2i(e2i+1 − f2i+1)− (e2i+1 − f2i+1)e2i+2 − f2i+2(e2i+1 − f2i+1) + (e2i+1 − f2i+1)f2i),
(98)
or as:
e2ie2i+2e2i+1 − f2if2i+2e2i+1 − e2i+1e2i+2e2i + e2i+1f2i+2f2i =
− α2(f2i+2f2i+1e2i − e2i+2f2i+1f2i + f2if2i+1e2i+2 − e2if2i+1f2i+2)
− α(f2i(e2i+1 − e2i+2 − f2i+1 + f2i+2) + e2i+2(−e2i − e2i+1 + f2i + f2i+1)).
(99)
Choosing an arbitrary combination of these it follows that this expression can be written as:
e2ie2i+2e2i+1 − f2if2i+2e2i+1 − e2i+1e2i+2e2i + e2i+1f2i+2f2i =
− (xα2 + (1− x)α−2)(f2i+2f2i+1e2i − e2i+2f2i+1f2i + f2if2i+1e2i+2 − e2if2i+1f2i+2)
− xα(f2i(e2i+1 − f2i+1 + f2i+2) + e2i+2(−e2i − e2i+1 + f2i+1))
+ (1− x)α−1(e2i(e2i+1 − f2i+1)− (e2i+1 − f2i+1)e2i+2 − f2i+2(e2i+1 − f2i+1) + (e2i+1 − f2i+1)f2i),
(100)
where x is a free parameter. Finally this allows us to write lines five to eight as:
6γ(f2i+2f2i+1e2i − e2i+2f2i+1f2i + f2if2i+1e2i+2 − e2if2i+1f2i+2)
+ 6γ(e2i+2e2i+1f2i − f2i+2e2i+1e2i + e2ie2i+1f2i+2 − f2ie2i+1e2i+2)
+ 6γ(e2ie2i+2e2i+1 − f2if2i+2e2i+1 + e2i+1f2i+2f2i − e2i+1e2i+2e2i)
+ 6γ(f2if2i+2f2i+1 + f2i+1e2i+2e2i − f2i+1f2i+2f2i − e2ie2i+2f2i+1)
= 6γ(1− (xα2 + (1− x)α−2)(cubic terms) + 6γ(xα+ (1− x)α−1)[A0, A1].
(101)
Choosing x (when α2 6= α−2) according to
x =
α−2 − 1
α−2 − α2 ⇒ 6γ(−xα+ (1− x)α
−1) = 12, (102)
all cubic terms disappear, resulting in
[A0[A0[A0, A1]]] = (12− 6(α− α−1)2 + 6 (α
2 − α−2)2
α2 + α−2 − 4 + γ
2)[A0, A1]. (103)
or maybe better
[A0[A0[A0, A1]]] = (12 + 36
(α− α−1)2
α2 + α−2 − 4 + γ
2)[A0, A1]. (104)
Note that the cubic terms automatically disappears for α2 = α−2, and one also gets a factor of 12
in front of [A0, A1] from line five to eight. The case α = ±i needs special treatment, since then the
formula (104) is not applicable. Only the first two rows then give the contribution 24 to the factor in
front of [A0, A1]
17
D A 9-dimensional representation of A2(5/2)
Using GAP we obtain the following nine dimensional representation of the algebra A2(5/2) = Ao3(5/2).
e1 =

0 1 0 0 0 0 0 0 0
0 5/2 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
17/12 −1/6 −2/3 −1/6 −2/3 1/15 4/15 4/15 19/60
−17/3 8/3 2/3 2/3 8/3 −4/15 −16/15 44/15 −4/15
0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 −1/4 0 0 0 0 1/2 1/8
0 0 −4 0 0 0 0 8 2

(105)
f1 =

0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 5/2 0 0 0 0 0 0
−17/3 2/3 8/3 8/3 2/3 −4/15 44/15 −16/15 −4/15
17/12 −2/3 −1/6 −2/3 −1/6 19/60 4/15 4/15 1/15
0 −4 0 0 0 2 8 0 0
0 −1/4 0 0 0 1/8 1/2 0 0
0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0

(106)
e2 =

0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 5/2 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 5/2 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 5/2 0
0 0 0 0 0 0 0 0 0

f2 =

0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 5/2 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 5/2 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 5/2

(107)
References
[1] Temperley H N V, and Lieb E H, Proc. Roy. Soc. Lond. A 322 (1971) 251.
[2] Baxter R J 1982, Exactly solved models in statistical mechanics (London: Academic)
[3] Martin P 1991, Potts models and related problems in statistical mechanics (World Scientific)
[4] Dolan L and Grady M, Phys. Rev. D 25 (1982) 1587.
[5] Perk J H H, in: Proc. 1987 Summer Research Institute on Theta Functions,
Proc. Symp. Pure Math., Vol. 49, part 1,
(Am. Math. Soc., Providence, R.I., 1989), pp. 341–354.
[6] Onsager L, Phys. Rev. 65 (1944) 117-149.
18
[7] Albertini G, McCoy B M, Perk J H H and Tang S, Nucl. Phys. B 314 (1989) 741.
[8] Howes S, Kadanoff L, Den Nijs M, Nucl. Phys. B215 (1983) 169-208.
[9] Grabowski M P, Mathieu P, J. Phys. A: Math. Gen. 28 (1995) 4777-4798
[10] Affleck I, J. Phys. : Condens. Matter 2 (1990) 405-415
[11] Au-Yang H, McCoy B M, Perk J H H, Tang S, Yan M L, Phys. Lett. A123 (1987) 219-223.
[12] Baxter R J, Perk J H H and Au-Yang H, Phys. Lett. A128 (1988) 138.
[13] von Gehlen G, Rittenberg V, Nucl. Phys. B257 (1985) 351.
[14] Gomez C, Sierra G, Ruiz-Altaba M, Cambridge, UK: Univ. Pr. (1996) 457 p.
[15] Tetelman, M. G., Sov. Phys. JETP, 55(2) (1982) 306-310
[16] E. K. Sklyanin, [hep-th/9211111].
[17] Fuchssteiner B, in Lecture Notes in Physics 216 (L. Garrido Ed.) Springer Verlag 1985
[18] Araki H, Commun. Math. Phys. 132 (1990) 155-176.
[19] Perk J H H, Capel H W, Zuilhof M J and Siskens T J, Physica A81 (1975) 319–348
[20] Perk J H H and Capel H W, Phys. Lett. A58 (1976) 115
[21] Dzyaloshinski I E, J. Phys. Chem. Solids 4 (1958) 241
[22] Moriya T, Phys. Rev. Lett. 4 (1960) 228
[23] V.M. Kontorovich and V.M. Tsukernik, Sov. Phys. JETP 25 (1967) 960
[24] Alcaraz F C, and Wreszinski W F, J. Stat. Phys. 58 (1990) 45
[25] Read N, Saleur H, Nucl. Phys. B777 (2007) 263-315. [cond-mat/0701259].
[26] Jimbo M, Miwa T, Regional conference series in mathematics 85, AMS (1995)
[27] Baxter R J, J. Stat. Phys. 17 (1977) 1
[28] Baxter R J, Physica A 106 (1981) 18
[29] Baxter R J, J. Phys. A: Math. Theor. 40 (2007) 1257712588
[30] Davies B, J. Phys. A: Math. Gen. 23 (1990) 2245-2261.
[31] Martins M J and Nienhuis B, J. Phys. A: Math. Gen. 31 (1998)
19
