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Abstract
The Box-Ball System was introduced by Takahashi and Satsuma as a discrete counterpart
of the KdV equation. Both systems exhibit solitons whose shape and speed are conserved
after collision with other solitons. Conservation of solitons suggests that this dynamics has
many spatially-ergodic invariant measures besides the i.i.d. distribution. Meanwhile, solitons
of different sizes interact through a momentary change of speeds during collision, which
cumulatively affects their asymptotic speeds, suggesting that the speeds are determined by
such interaction. In order to understand general invariant measures and soliton interactions,
we introduce a decomposition of configurations through slots, reducing the dynamics to a
simple hierarchical translation of different components. Using this property we obtain an
explicit recipe to construct a rich family of invariant measures. Finally, we obtain explicit
equations for the soliton speeds in terms of spacial density of solitons.
BBS dynamics for i.i.d. initial configuration with density 0.25. Straight red lines are deterministic
and computed using Theorem 1.2. (high resolution, color online)
1 Introduction
Assume that there is a box at each integer x ∈ Z and that each box may contain a ball or be
empty. Denote η ∈ {0, 1}Z a ball configuration, with the convention η(x) := 1 if there is a ball
at x, else η(x) := 0. Consider first configurations with a finite number of balls and let an empty
carrier start to the left of the leftmost ball and visit the boxes one after another. When visiting
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box x, the carrier picks a ball if there is any and if the x is empty and the carrier has at least
one ball, he deposits the ball in the box. Let Tη be the configuration obtained after the carrier
visited all boxes. An example of η, carrier load, and Tη is as follows.
0 0 1 0 1 1 0 0 0 0 1 1 0 1 0 0 0 0 0 η
0 0 1 0 1 2 1 0 0 0 1 2 1 2 1 0 0 0 carrier load
0 0 0 1 0 0 1 1 0 0 0 0 1 0 1 1 0 0 0 Tη
This dynamics, called Box-Ball System (BBS), was introduced in [TS90] as a discrete system
showing solitons, a phenomenon also present in the KdV equation. For the relation between BBS
and KdV see [TTMS96, TM97]. For further physical motivation of the BBS model, see [KTZ17,
LLP17, TTS96]. See also [CKST18, IKO04, IKT12, LPS14, MIT06, Sak14a, Sak14b] for some
other developments.
The transformation T can be defined for configurations with infinitely many balls if the density
of balls is well-defined and less than 12 . The product measure with any such density is invariant
under T . But the family of invariant probability measures is far richer than that, since this
transformation T has many conservation properties. In particular, a configuration can have
solitons of all sizes, these solitons are conserved by the dynamics and there is a distance measure
between solitons of the same size which is also conserved.
Takahashi and Satsuma proposed an algorithm to identify solitons in a finite ball configuration
and argued that the solitons identified at time 0 can be tracked at successive iterations of T . An
isolated k-soliton γ consists of k successive occupied boxes followed by k successive empty boxes.
Evolving this configuration by t iterations of T , the new configuration will have a k-soliton γt
which is a translation of γ by kt. The striking property of the BBS is that, although solitons
can collide which momentarily changes their shapes and introduces shifts, such collisions neither
create nor destroy solitons, see Proposition 1.4.
Given a soliton size k > 1 and a ball configuration η, we identify a subset of boxes called k-
slots. To each k-slot, one can append any number of k-solitons. For each ball configuration,
we can describe the number of k-solitons appended to each k-slot and call k-component the
resulting vector. The components are defined hierarchically starting from the bigger solitons,
and ball configurations can be reconstructed from the components. We show that under the
BBS evolution the k-component is rigid, conserving the number of k-slots between two successive
k-solitons, for all k. More precisely, the k-component is shifted by a quantity depending only
on the m-soliton configuration for m > k, see Theorem 2.1.
Our main result about invariant measures is the following. Given a family of shift-invariant
probability measures on NZ0 indexed by k and whose densities decay fast enough in k, we can con-
struct a T -invariant probability measure µ whose components are independent and distributed
according to such family, see Theorem 1.3. We conjecture that this decomposition characterizes
T -invariant probability measures in the sense that, if µ is shift-mixing and T -invariant then its
components should be independent and shift-mixing.
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We finally study the asymptotic speed of k-solitons. The position of each k-soliton divided by
time converges to a deterministic asymptotic speed vk, and (vk)k>1 is the unique solution of an
explicit system of linear equations, see Theorems 1.1 and 1.2.
In the sequel we give precise definitions and state some of the main results.
Our space will be the set of configurations defined by
Xλ :=
{
η ∈ {0, 1}Z : lim
y→∞
1
y
0∑
x=−y
η(x) = lim
y→∞
1
y
y∑
x=0
η(x) = λ
}
and X :=
⋃
0<λ< 12
Xλ.
For η ∈ X we define the set of records by
Rη :=
{
x ∈ Z :
x∑
y=z
η(y) <
x∑
y=z
[1− η(y)] for all z 6 x
}
. (1.1)
Sites in between records form finite excursions. The operator T is defined by
Tη(x) :=
0, x ∈ Rη,1− η(x), otherwise. (1.2)
Lemma 1.3. Let 0 6 λ < 12 and η ∈ Xλ. Then Tη ∈ Xλ.
The above lemma is a direct consequence of (2.1), see §2.
1.1 Identifying solitons and computing speeds
Define the runs of η as maximal blocks of successive sites where η has a constant value, forming
a partition of Z. Assume first η has a finite number of balls, so it has a semi-infinite run of zeros
to the left and one to the right.
The k-solitons are identified in [TS90] by the following algorithm.
Start with a doubly infinite word, so that each letter in the word is 0 or 1 and remembers
which box x it corresponds to in the ball configuration η
while there are still ones in the word do
Select the leftmost run in the word whose length is at least as long as the length
(denote it k) of the run preceding it
Identify a soliton of size k, or simply k-soliton, consisting of the first k letters of this
run and the run preceding it
Remove these 2k letters from the word
end
Notice that a k-soliton consists of k zeros followed by k ones or vice-versa, and letters which
do not belong to any soliton are all zero and correspond to the records of η, see Fig. 1.1. For
general η ∈ X we apply the above algorithm to each excursion.
Let γ be a k-soliton. We define the head and tail of γ as follows: the head H(γ) is the set of
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the positions of k ones in γ and the tail T (γ) is formed by the positions of the k zeros. Let Γkη
be the set of k-solitons of a ball configuration η ∈ X . The following is proved in §5.
Proposition 1.4. For any η ∈ X and A ⊆ Z, there is a k-soliton γ ∈ Γkη with tail T (γ) = A
if and only if there is a k-soliton γ1 ∈ Γk(Tη) with head H(γ1) = A.
By the above proposition, we can track each k-soliton γ in the evolution of η. For each k-soliton
γ ∈ Γkη, call (γt)t>0 the trajectory satisfying γ0 = γ and
H(γt+1) = T (γt). (1.5)
Let µ be a shift-ergodic (when we say ergodic it also implies invariant) measure on X . Denote
by ρk the mean number of k-solitons per excursion, by w0 = 1 +
∑
k 2kρk the mean size of
excursions, and by ρ¯k = ρkw0 the mean number of k-solitons per site (precise definitions in §3.3).
Denote by x(γ) the leftmost site of γ. We now state the main result concerning speeds.
Theorem 1.1. Let µ be a T -invariant and shift-ergodic measure on Xλ. Then there exists
deterministic v = (vk)k such that, µ-a.s., for all γ ∈ Γkη,
lim
t→∞
x(γt)
t
= vk. (1.6)
The speeds (vk)k are finite and satisfy the system
vk = k +
∑
m<k
2mρ¯m(vk − vm)−
∑
m>k
2kρ¯m(vm − vk). (1.7)
For the next result we need a stronger assumption, described further below.
Theorem 1.2. Let µ have independent i.i.d. soliton components. Then the speeds (vk)k in (1.6)
are also given by the unique solution to
wk = 1 +
∑
m>k
2(m− k)ρm, ρk = αkwk, sk = k +
∑
m<k
2(k −m)smαm, vk = sk
wk
, (1.8)
and in particular they are determined by (ρk)k.
So the above theorems describe the speeds explicitly. In practice, the speeds vk can be computed
by truncating ρ (replace ρk by 0 for large k), and solving these finite recursions for w, α, s and
.11110010111010000110110000.10. .11110010111010000110110000.10.
.111100111010000110110000.10. .11110010111010000110110000.10.
.11111010000110110000.10. .11110010111010000110110000.10.
.111110000110110000.10. .11110010111010000110110000.10.
.1111100001110000.10. .11110010111010000110110000.10.
.1111100000.10. .11110010111010000110110000.10.
Figure 1.1: Applying the algorithm to a sample configuration. Dots represent records. On the left we
have the resulting word after successive iterations. Identified solitons are shown in bold once and then
with a color corresponding to their size. The algorithm is applied to each excursion separately, so it
ignores the other 1-soliton. (color online)
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finally v. For i.i.d. initial conditions, one can find αk explicitly in terms of the density λ by
computing partition functions [FG18], substitute the equation for ρ into that for w, then compute
s and v. Using this and the above theorem, we have produced the simulations shown in Figs. 1.2
and 1.3 as well as that of the first page.
System (1.7) comes from the following. When a k-soliton is isolated, it advances by k units, and
when it encounters an m soliton, the encounter causes it to advance 2m extra units if m < k
or be delayed by 2 time steps if m > k. The term ρ¯m|vk − vm| gives the frequency of such
encounters as seen from a k-soliton.
In system (1.8), wk is the density of k-slots per excursion (see below), αk is the density of
k-solitons per k-slot, sk is the average size of the head of a k-soliton, k −m is the number of
m-slots in the head of a k-soliton, and the factor 1wk is the probability that a typical k-soliton
is free to move (see §4 for details).
1.2 Slots and invariant measures
Recall that configurations η ∈ X are decomposed into solitons and records, and that a k-soliton
has a head and a tail, each one consisting of k (possibly non-consecutive) sites. We say that
the j-th site of the head or tail of an m-soliton has a k-slot for all k < j. Roughly speaking,
k-slots are the places where k-solitons can be inserted without interfering with the rest of the
configuration in terms of the Takahashi-Satsuma algorithm. We also say that a record has
k-slots for every k. Indeed, a soliton of any given size can be inserted between two records.
Assume that 0 ∈ Rη. Enumerate the k-slots in increasing order and so that the 0-th k-slot be
at position sk(η, 0) = 0, and let sk(η, i) denote the position of the i-th k-slot for i ∈ Z. We say
that a k-soliton γ is appended to the i-th k-slot if it is contained between sk(η, i) and sk(η, i+1).
Define the k-component of η as the configuration Mkη of k-solitons appended to the k-slots,
Figure 1.2: Simulation for an i.i.d. configuration with density 0.15. The transparent red lines have
deterministic slopes computed by Theorem 1.2, which have been manually shifted so that they would
overlay a soliton. This window covers 2000 sites and 140 time steps going downwards, and has been
stretched vertically by a factor of 5. The figure in the first page is the same except for the density. (high
resolution, color online)
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given by Mkη(i) := number of the k-solitons appended to the i-th k-slot. Let µ̂ = µ( · | 0 ∈ Rη).
Theorem 1.3. Let ζ = (ζk)k>1 be independent random elements of (Z+)Z with shift-invariant
distributions satisfying ∑k kE[ζk(0)] <∞. Then there exists a unique shift-invariant probability
µ on X such that Mkη d= ζk under µ̂, and this measure µ is T -invariant. If moreover (ζk(i))i∈Z
is i.i.d. for each k, then µ is also shift-ergodic.
The above theorem says that the family of invariant measures for this dynamics is at least
as large as the family of sequences of states of k-soliton configurations. This is in contrast
with many stochastic systems, which have at most one invariant measure for each density λ.
Moreover, given a sequence (ρk)k specifying the density of k-solitons for each k, there is still a
large family of mutually singular states, all having the same specified densities.
The extra assumption needed in Theorem 1.2 is that µ be of the above form, i.e., under µ̂ each
k-component is i.i.d. and they are independent over k. In this case, we can also study the speed
of tagged records and the speed of solitons measured in terms of tagged records, see §4.4.
1.3 Dynamics of components, main tools and paper outline
The two previous results rely heavily on the analysis of how the k-components evolve under T .
Then main result in this analysis is Theorem 2.1, which says that ζk is translated by k plus a
correction caused by the relabeling of slots when larger solitons jump over the origin. For brevity
we defer a precise statement to §2.2 where the slot decomposition will have been described in
more details.
Another tool that we use abundantly are Palm transformations, which allow us to go back and
forth from a configuration seen from an external observer, a typical record or a typical k-soliton.
Combining Palm theory with the operator T permits the analysis of the dynamics as seen from
a tagged record or a tagged k-soliton. This framework is crucial in the explicit construction of
invariant measures and in the analysis of asymptotic speeds.
Figure 1.3: Simulation for (ρk)k = (.006, .005, .1, .003, 0, 0, 0, . . . ). The initial configuration was obtained
by first appending one k-soliton with probability ρk after each record, and then applying T a number
of times in order to mix. As in Fig. 1.2 it is a 2000x140 window stretched by 5, and red lines are
deterministic. (high resolution, color online)
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The paper is organized as follows. In §2 we describe the TS algorithm to identify solitons and
show that solitons are conserved by the dynamics. We then introduce the slot decomposition of
ball configurations, describe how k-components are translated by the dynamics, and finally show
that a configuration can be reconstructed from the k-components. In §3 we prove Theorem 1.3
by giving an explicit construction of T -invariant measures which are shift-invariant. In §4 we
study the asymptotic speed of tagged solitons to prove Theorems 1.1 and 1.2 and also study the
speeds in terms of records. In §5 we complete some proofs postponed in previous sections.
2 Slot decomposition and reconstruction
We define ξ = ξ[η] as a walk on Z that jumps one unit up at x when there is a ball at x and
jumps one unit down when box x is empty. That is,
ξ(x)− ξ(x− 1) = 2η(x)− 1.
We define records for a walk ξ in the usual sense, that is, we say that x is a record for ξ if
ξ(z) > ξ(x) for all z < x. Let Wλ = {ξ[η] : η ∈ Xλ} and W = {ξ[η] : η ∈ X}. Then every ξ ∈ W
Figure 2.1: Time-evolution of a walk under seven iterations of T . This example has four solitons, of
size 7, 5, 3 and 1. Different colors are used to highlighting their conservation. To facilitate view we have
shifted the walk at time t by t units down. (color online)
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satisfies min
y6x
ξ(y) ∈ Z for all x ∈ Z, and we define
Tξ(x) := 2 min
y6x
ξ(y)− ξ(x) = [min
y6x
ξ(y)
]− [ξ(x)−min
y6x
ξ(y)
]
. (2.1)
This amounts to reflecting the walk ξ with respect to its running minimum. The operation T
on W and conservation of solitons are illustrated in Fig. 2.1.
One can see ξ as a lift of η which includes an arbitrary choice of vertical shift, or equivalently
an arbitrary labeling of records in increasing order. Conversely, η[ξ] is unambiguously defined
by η(x) = 1+ξ(x)−ξ(x−1)2 . Consider the following diagram:
ξ
T //
P

Tξ
P
		
η
T //
L
II
Tη
L
II
In general this diagram commutes except that the lifting Lmisses uniqueness while the projection
P cancels such non-uniqueness. They are analogous to the derivative and indefinite integral
where the latter comes with an indeterminate additive constant. If a property is insensitive to
the choice of the lift ξ[η], then it is in fact a property of η, even if is described in terms of ξ.
For instance, the above definition of record coincides with the one given at the Introduction.
Likewise, (1.2) is equivalent to (2.1), and from the latter one immediately gets Lemma 1.3. Some
of the objects considered in this section do however depend on the lift ξ. Note that properties
of η always translate to ξ, for instance Γmξ means simply Γmη[ξ], etc.
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0
Figure 2.2: Slot configuration of a walk ξ. Different colors correspond to different solitons; records are
painted in black. For each site, the number of dots below it indicates its level in slots: there being k dots
means a k-slot. (color online)
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2.1 Slots and components
We now describe how solitons can be nested inside each other via what we call slots. Let γ
be a k-soliton. We label the sites in the head and tail of γ in increasing oder by H(γ) =
{H1(γ), . . . ,Hk(γ)} and by T (γ) = {T1(γ), . . . , Tk(γ)}. Given a walk representation ξ, the slot
configuration Sξ : Z→ {0, 1, 2, . . . } ∪ {∞} is defined by
Sξ(x) :=
k − 1, if x = Tk(γ) or Hk(γ), for γ ∈ Γmξ and m > k,∞, if x is a record for ξ.
For each k > 1 we say that x is a k-slot for ξ if Sξ(x) > k. Note that a record is a k-slot for all
k, and an m-soliton contains a number 2m− 2k of k-slots, see Fig. 2.2. Since every ξ ∈ W has
infinitely many records, it also has infinitely many k-slots.
For j ∈ Z, the position of the record at level −j will be called Record j and denoted
r(ξ, j) := min{x ∈ Z : ξ(x) = −j}. (2.2)
This is the leftmost site where the walk ξ takes the value −j. If ξ ∈ W, we have r(ξ, j) ∈ Z is
well-defined for all j ∈ Z.
Denote the set of the k-slots of ξ by {sk(ξ, i)}i∈Z, so that the labeling is increasing in i and the
0-th k-slot is at Record 0, that is, sk(ξ, 0) = r(ξ, 0). We say that a k-soliton γ is appended to
the i-th k-slot if γ is contained in the interval [sk(ξ, i) + 1, sk(ξ, i+ 1)− 1]. Each k-soliton in ξ
is appended to a unique k-slot, but any finite number of k-solitons can be appended to a single
∞
6
1 2 3 4 5 1 2 3 4 5
4
1 2 3 1 2 3
5
1 2 3 4 1 2 3 4
1 1
Record 0
0-th k-slot for all k
2nd 1-slot and 1st 2-slot
4th 4-slot, 2nd 5-slot, etc
11th 1-slot, 8th 2-slot and 5th 3-slot
Figure 2.3: An illustration of how the solitons are nested inside bigger solitons via slots, in the same
sample configuration as in Fig. 2.2. Solitons are represented by squares and slots by circles. For each
k > 1, each slot with index m > k is a k-slot. We say it is the n-th k-slot, where the ordinal n is
determined by counting how many k-slots appear before it in the depth-first order, and the counting
starts from the 0-th k-slot present at Record 0.
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k-slot. See Fig. 2.3 for how the solitons are nested inside each other via slots.
For ξ ∈ X we define the k-component of ξ as the configuration Mkξ of k-solitons appended to
the k-slots, that is, Mkξ(i) denotes the number of the k-solitons appended to the i-th k-slot. In
the example of Fig. 2.2, M6ξ(0) = 1, M5ξ(2) = 1, M4ξ(2) = 1, M1ξ(9) = 1, M1ξ(18) = 1, and
Mkξ(i) = 0 otherwise.
2.2 Evolution of components
Recall that we can track a tagged soliton γ after t iterations of T by (1.5). Tagged records are
also tracked by the formula (2.2). In order to track slots we introduce the flows of solitons and
slots, as follows.
Let ξ ∈ W and define the flow of m-solitons through Record 0 by time t as the number of
m-solitons γ to the left of Record 0 in ξ and such that γt is to the right of Record 0 in T tξ:
J tmξ := #
{
γ ∈ Γmξ : γ ⊆ (−∞, r(ξ, 0)) and γt ⊆ [r(T tξ, 0),∞)
}
We now define an observable otk(ξ) which counts the flow of k-slots through Record 0 after t
iterations of T . Because each m-soliton crossing Record 0 from left to right carries 2(m − k)
k-slots, we define
otk(ξ) :=
∑
m>k
2(m− k)J tmξ.
Using this observable, we define the relabeled 0-th k-slot at time t by
stk(ξ, 0) := sk(T tξ, otk(ξ)),
which is the position of the otk-th k-slot counting from Record 0 of T tξ. More generally, the
relabeled i-th k-slot at time t is defined as
stk(ξ, i) := sk(T tξ, otk(ξ) + i).
Record 0
Record 0
γ
γt
i0
i0 kto
t
k(ξ)
Skξ
SkTξ
Figure 2.4: Relabeling and tagging k-slots throughout the dynamics. In general the relabeled k-slot will
not appear at the same position, and they are identified in Mk by counting from Record 0. But some
m-solitons with m > k may cross Record 0, bringing a number otk(ξ) of slots with them, thus the need
to relabel the k-slots. The dotted lines mark three relabeled slots and one tagged slot, which happens to
contain a k-soliton.
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Theorem 2.1. Let ξ ∈ W and t ∈ {1, 2, 3, . . . }. Then, for any k-soliton γ of ξ,
#
{
i ∈ Z : γ ⊆ (−∞, sk(ξ, i)) and γt ⊆ [stk(ξ, i),∞)} = kt,
that is, the right-to-left flow of relabeled k-slots through a tagged k-soliton between times 0 and
t is exactly kt. The k-soliton component of T tξ is a shift of the k-soliton component of ξ:
MkT
tξ(i) = Mkξ
(
i− otk(ξ)− kt
)
,
where otk(ξ) is the label at time t of the relabeled k-slot initially at Record 0. Moreover, for each
k ∈ N, the offset otk(ξ) is determined by (Mmξ)m>k.
Let pi ∈ Skξ ⊆ Z. Then pi = sk(ξ, j) for some j and we define
pik,t := sk
(
T tξ, otk(ξ) + kt+ j
)
. (2.3)
If there is a k-soliton γ appended to the k-slot pi of ξ, by Theorem 2.1 the k-soliton γt will
be appended to the k-slot pik,t of T tξ. In particular, the definition of pik,t depends only on
η[ξ]. We note that the difference between the relabeled slots introduced before and tagged slots
introduced just now is the factor of kt related to the motion of k-solitons. So a tagged k-soliton
crosses k relabeled k-slots per unit time whereas it does not cross tagged k-slots (in fact it just
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Figure 2.5: We depict Tξ below ξ. The support of excursion ε of ξ is between the two vertical lines.
Records 1 to 6 (numbered sites in the picture) are to the right of {ε} in ξ and in positions a1(ε) to a6(ε)
in Tξ. The blue 6-soliton is γ˜, and T (γ˜1), its tail in Tξ, is to the right of {ε}. (color online)
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follows one of them), see Fig. 2.4.
In the remainder of this subsection we prove Theorem 2.1.
We start by showing how the second statement follows from the first one. Since every k-soliton
crosses exactly k relabeled k-slots at each step, the number of k-slots between any pair of tagged
k-solitons is conserved by T . Hence the k-soliton component as seen from the relabeled 0-th
k-slot just shifts k k-slots per unit time, while the term otk(ξ) accounts for the relabeling of
k-slots caused by bigger solitons crossing Record 0.
To show the first statement, it suffices to prove that the number of relabeled k-slots to the right
of a k-soliton γ in ξ and to the left of γ1 in Tξ is exactly k. Consider an excursion ε of height
m > k and let γ˜ be the rightmost m-soliton in ε.
Assume first that there are no solitons to the left of ε. Denote
ai(ε) := min{Hi(γ) : γ is a soliton of size > i and contained in ε}, i = 1, . . . ,m
The slot configuration in the sites {ε} in ξ is modified in Tξ as follows.
Sξ(ai(ε)) = i− 1, i = 1, . . . ,m
STξ(ai(ε)) =∞, i = 1, . . . ,m.
Indeed, m records that were to the right of {ε} in ξ go respectively to {a1(ε), . . . , am(ε)} in Tξ,
and the remaining sites of {ε} keep the same slot configuration:
SkTξ(x) = Skξ(x), for x ∈ {ε} \ {a1(ε), . . . , am(ε)},
see Fig. 2.5. As a consequence, we have that for each i ∈ {1, . . . ,m} and j > i, there is one
j-slot “jumping” from the right of {ε} to ai(ε). More precisely, one 1-slot goes from the right of
{ε} to a1(ε), two 2-slots go to a1(ε) and a2(ε), and so on. Since the 1-solitons of ε are appended
to 1-slots in Tξ starting from a1(ε), we have that exactly one 1-slot crossed from the right to
the left of each 1-soliton in ε. In the same way, each k-soliton of ε is appended to a k-slot of
Tξ which is at some x > ak(ε), so the flow of k-slots across any k-soliton in ε is exactly k,
concluding the proof.
We now drop the assumption that there are no solitons to the left of ε. Suppose there is an
excursion ε′ of height n > 2 to the left of the excursion ε and there are ` < n records between
ε′ and ε (if there are more than n records, then ε′ will not interfere with ε). Then, the records
that in the previous case were going to ai(ε) are now going to an−`−i(ε′) in Tξ for i 6 n − `,
while the slot configuration of ξ in an−`−i(ε′) goes to ai(ε) in Tξ. Hence, as before the flow of
relabeled k-slots across any k-soliton in ε equals k. If there are more than two such excursions,
the description gets more complicated but the principle remains the same.
For the third statement, we need to show that otk(ξ) = otk(ξ′) whenever ξ, ξ′ ∈ Ŵ are such
that (Mmξ : m > k) = (Mmξ′ : m > k), that is, we need to show that for any m > k the
left-to-right flow of m-solitons through Record 0 for ξ and ξ′ coincide, which means J1mξ = J1mξ′.
To prove that, we observe that J1mξ is given as follows. Let k0 = k0(ξ) = max{k : Mkξ(j) 6=
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0 for some j = −1, . . . ,−k}. Then J1k (ξ) = 0 and thus o1k(ξ) = 0 for all k > k0. For k = k0 − 1,
since Jm(ξ) = 0 for all m > k, we have o1k(ξ) = 0 and J1k (ξ) is determined by Mkξ only. For
k = k0 − 2, we have o1k(ξ) determined by J1m(ξ) for m > k, which in turn is determined by
(Mm(ξ) : m > k) and hence J1k (ξ) is determined by (Mmξ : m > k). Proceeding by downward
induction, the same will be true for k = k0 − 2, k0 − 3, . . . , 2, 1. This concludes the proof of
Theorem 2.1.
2.3 Reconstructing the configuration from the components
Consider the map ξ 7→Mξ := (Mkξ)k>1 and let
M := {Mξ : ξ ∈ W} ⊆ ((N0)Z)N
denote the set of possible component sequences obtained from decomposing configurations in
W. Since the decomposition ξ 7→ Mξ is insensitive to horizontal shifts, it is not possible to
determine ξ knowing (Mkξ)k>1. So we define the space
Ŵ := {ξ ∈ W : r(ξ, 0) = 0}.
We remark that, unlike the lift ξ[η] from X to W which was not unique, for η in
X̂ := {η ∈ X : 0 is a record for η}
Reconstruction of ε0
∞
∞
4
1 2 3 1 2 3
∞
4
1 2 3 1 2 3
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1 2 1 2
∞
4
1 2 3 1 2 3
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1 2 1 2
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1 1
∞ε0
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2
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Figure 2.6: Reconstruction algorithm for a single excursion. This example is obtained using the field ζ
shown in Fig. 2.7.
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there is a unique lift ξ[η] which is in Ŵ, we denote it ξ◦[η]. So the operator M defined in the
Introduction is given by Mkη = Mkξ◦[η]. To remain consistent with the previous subsections,
we continue working with ξ instead of η.
In the sequel we show that the map M restricted to Ŵ is invertible.
The height of the excursion between Records 0 and 1 is defined as 0 if the excursion is empty or
as max{k > 1 : Mkξ(0) > 0} otherwise. In general, denoting ik(j) the label of the k-slot located
at Record j, we define the height of the excursion between Record j and Record j + 1 by
m(j) : = min{k > 0 : Mk′ξ(ik′(j)) = 0 for all k′ > k} ∈ {0, 1, 2, . . . },
which is well-defined for every ξ ∈ W. Both m(j) and ik(j) depend on ξ but we omit it in the
notation. Let
ζ = (ζk)k = Mξ.
Note that, for each ξ ∈ W and j ∈ Z, ik(j) = r(ξ, j) for all large k. Since m(j) is finite, we have
that
for each i ∈ Z, ζk(i) = 0 for all large k. (2.4)
Finally, define the support of an excursion ε between successive records y1 < y2 by {ε} :=
{y1 + 1, . . . , y2 − 1} and denote the number of k slots in the excursion by
nk(ε) := 1 + |Skξ ∩ {ε}|, (2.5)
where the term 1 refers to the record y1 preceding {ε} and the second term counts the number
of k-slots belonging to an m-soliton of ε for some m > k.
Let ζ = (ζk)k>1 ∈M, so in particular ζ satisfies (2.4). We first give an algorithm which permits
 
0 5 10 15
5
4
3
2
1 0 2 1 0 0 0 0 1 1 1 0 0 2 0 0 1 0 0 0 0 0 0 0 1 0 2
0 0 01 2 0 10 0 0 0 0
0 1 10 0 0
0 0 1 0
0 0 00
...
k = 
i
... ... ... ...
-5
x
ξ
Figure 2.7: Reconstruction of ξ from ζ. In the lower part we show Records −2 to 2 in boldface and
the excursions between them. Above we show the parts of the field ζ that used in the reconstruction of
ε−2, ε−1, ε0, ε1. Reconstruction of ε0 was shown in Fig. 2.6 and ε1, ε−1, ε−2 is shown in Fig. 2.8.
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to reconstruct the excursion ε of ξ between Records 0 and 1. Here is the algorithm:
Let ε ∈ Ŵ denote the empty excursion
Let m := min{k > 0 : ζk′(0) = 0 for all k′ > k}
for k = m,m− 1, . . . , 2, 1 do
Let nk := nk(ε) = #{x ∈ Skε : r(ε, 0) 6 x < r(ε, 1)}, as in (2.5)
for i = 0, 1, . . . , nk − 1 do
Insert a number ζk(i) of k-solitons in the i-th k-slot of ε, that is, to the right of
site x = sk(ε, i); boxes to the right of x are shifted further right in order to
accommodate the insertion of these k-solitons
This produces an updated configuration ε
end
end
Note that m is well-defined by (2.4). In case m = 0, the algorithm produces an empty excursion.
The procedure is illustrated in Fig. 2.6. Call ε0 the excursion just constructed. Construct ε1, the
excursion between Records 1 and 2, using the same algorithm but with the data ζ1 = (ζ1k)k>1,
where each component is given by
ζ1k =
(
ζk(nk + i)
)
i>0,
which consists of the entries of ζ with non-negative indices i not used in the reconstruction of
ε0. Note that ζ1 also satisfies (2.4). Iterate this procedure to construct an infinite sequence of
excursions (εj)j=0,1,2,.... See Fig. 2.8.
To reconstruct the configuration to the left of Record 0, that is, to obtain the excursions εj
with negative j, we use an analogous algorithm that uses the entries of ζ with i-indices starting
at −1 and moving left instead of starting at 0 and moving right. First take ζ−1 = (ζ−1k )k>1
where each component is given by ζ−1k =
(
ζk(i)
)
i<0 and use ζ
−1 to construct ε−1. Then define
ζ−2 = (ζ−2k )k>1 where each component is given by ζ
−2
k =
(
ζk(i− nk)
)
i<0 and use it to construct
ε−2. Iterate this procedure to construct an infinite sequence of excursions (εj)j=−1,−2,....
Put Record 0 at the origin and concatenate the excursions with one record between each pair
Reconstruction of ε0
∞ε1
2
1 1
1
1 1
∞ε−1
3
1 2 1 2
2
1 1
11
1 1
∞ε−2
empty
Figure 2.8: Reconstruction algorithm for other excursions. The procedure is the same as in Fig. 2.6 but
all the intermediate steps are omitted.
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of consecutive excursions. This yields a walk denoted ξ∗, shown in Fig. 2.7.
Call M−1 : ζ 7→ ξ∗ the resulting transformation. We claim that M−1 is the inverse map of M
restricted to Ŵ, that is, M−1Mξ = ξ for ξ ∈ Ŵ. We will sketch the proof of a single excursion ε
omitting tedious details. For k > 0, denote by ε[k] the ball configuration obtained by removing
all the boxes belonging to an `-soliton with ` 6 k. Then ε[0] = ε and ε[k] is the empty excursion
for k sufficiently large. Now observe from the previous definitions that Mmε[k] = Mmε for all
m > k, as the m-slots are only created by solitons of sizes larger than m. So the reconstruction
algorithm correctly finds ε[k] from Mkε and ε[k+1], hence it correctly finds ε, completing the
proof.
3 Invariant measures
In this section we prove Theorem 1.3. More precisely, we show explicitly how invariant measures
can be constructed by specifying the distribution of each k-component ζk.
We refer to probability measures as simply measures. We also refer to measurable functions as
random elements, and refer to the push-forward of a pre-specified measure by such functions
as the law of these random elements. A measure µ on X is T -invariant if µ ◦ T−1 = µ. The
following is proved in §5.
Proposition 3.1. For λ < 12 , the product measure Bernoulli(λ)⊗Z is T -invariant.
Besides the i.i.d. states, there are many other invariant measures for the BBS. This is due to the
existence of many conservation laws intrinsic to this dynamics, in particular the conservation of
solitons studied in the previous section.
3.1 Construction of the measures
Our recipe to produce invariant measures uses the construction described in §2.3, which gives a
distribution µ̂ of configurations “seen from a typical record.” The proof of Theorem 1.3 is based
on properties of µ̂ and how they relate to the the dynamics. This relationship is given by the
Palm theory, which we briefly recall now.
Denote the shifts by
θη(y) := η(y + 1) for η ∈ {0, 1}Z, θA = A− 1 for A ⊆ Z.
Let η ∈ {0, 1}Z. Recalling (1.1), note that θRη = Rθη. Suppose η ∈ X̂ , and denote
r(η) := inf{x > 1 : x ∈ Rη}.
If such η is random with law µ̂ such that µ̂(r) :=
∫
r(η) µ̂(dη) < ∞, its inverse-Palm measure
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µ = PalmZR(µ̂) is defined as follows. For every test function ϕ,
∫
ϕ(η)µ(dη) :=
∫ ∑r(η)
i=1 ϕ(θiη)
r(η) ·
r(η)
µ̂(r) µ̂(dη). (3.2)
In words, to sample a configuration distributed as µ one can first sample a configuration using
the distribution µ̂ biased by the length of the first excursion, and then choose a site uniformly
from this excursion to place the origin.
We define a bijection between Rη and RTη as follows. For x ∈ Rη, let ψη(x) := r(Tξ, j), where
x = r(ξ, j). Note that this definition does not depend on the lift ξ[η]. We define the record-shift
θ̂ : X̂ → X̂ and the dynamics seen from a record T̂ : X̂ → X̂ by
θ̂η := θr(η)η and T̂ η := θψη(0)Tη.
The following are standard properties of Palm measures which we prove in §3.4.
Lemma 3.3. If µ̂ is θ̂-invariant and µ̂(r) <∞, then PalmZR(µ̂) is θ-invariant, supported on X
and satisfies PalmZR(µ̂) ◦ T−1 = PalmZR(µ̂ ◦ T̂−1).
Lemma 3.4. If moreover µ̂ is θ̂-ergodic, then PalmZR(µ̂) is θ-ergodic.
Let ζ = (ζk)k>1 be independent random elements of (Z+)Z with shift-invariant distribution whose
expectations satisfy∑k kE[ζk(0)] <∞. Take ξ = M−1ζ as the configuration reconstructed from
soliton components ζ according to the algorithm described in §2.3 and depicted in Fig. 2.7. Let
µ̂ denote the resulting law of η = η[ξ].
Proposition 3.5. The measure µ̂ defined above is T̂ -invariant and θ̂-invariant, and it also
satisfies µ̂(r) <∞. If moreover (ζk(i))i∈Z is i.i.d. for each k, then µ̂ is also θ̂-ergodic.
Before giving the proof, let us see how it implies Theorem 1.3.
Let µ̂ be the law of η = M−1ζ ∈ X̂ , and define
µ := PalmZR(µ̂).
By Proposition 3.5 and Lemma 3.3, µ is θ-invariant and supported on X . Also,
µ ◦ T−1 = PalmZR(µ̂ ◦ T̂−1) = PalmZR(µ̂) = µ,
so µ is also T -invariant. Moreover, under the i.i.d. assumption, the second part of Proposition 3.5
combined with Lemma 3.4 imply that µ is θ-ergodic.
Remark 3.6 (i.i.d. measures). A natural question is whether the product measures νλ can be
constructed in this way. This is indeed the case, as shown in [FG18].
Remark 3.7 (Counter-examples). It is possible for law µ of η to be θ-ergodic and T -invariant
while its components Mkη not being independent under µ̂. Let ζ ′ be the configuration ζ ′(x) =
1{x mod 3 = 0}. Let ζ1 = ζ4 be a configuration chosen uniformly at random in the set
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{ζ ′, θζ ′, θ2ζ ′}; let ζk ≡ 0 for all k /∈ {1, 4} and ζ = (ζk)k>1. The reader can check that this
example satisfies the stated properties. Likewise, it is also possible for ζ to be independent over
k, θ-ergodic for each k, but produce (by the above procedure) a configuration η whose law is not
θ-ergodic. To see that, take ζ5(x) ≡ 1, ζ1 as in the previous example, ζk ≡ 0 for all k /∈ {1, 5} and
ζ = (ζk)k>1. We conjecture that if µ is T -invariant and θ-mixing then the ζk are independent
over k and each one is θ-mixing.
3.2 Invariance of the reconstructed configuration
We now prove the main part of Proposition 3.5, namely θ̂-invariance and T̂ -invariance of µ̂,
as well as θ-ergodicity in case of i.i.d. components. The proof of µ̂(r) < ∞ is given in §3.3.
Denote by E the integral with respect to the law of ζ, and by F(·) the sigma-field generated
by the random elements (·). First note that ξ := M−1ζ is a.s. well-defined. Indeed, since∑
k E[ζk(0)] <∞, the random field ζ a.s. satisfies (2.4) by Borel-Cantelli.
To show that µ̂ is T̂ -invariant it suffices to show that the slot decomposition of T̂ η has the same
law as ζ. More precisely, it suffices to show
E
( n∏
k=1
ϕk(MkT̂ η)
)
=
n∏
k=1
Eϕk(ζk), for each n > 1, (3.8)
for test functions ϕ1, . . . , ϕn, k > 1.
Note that we can write
E
(
ϕk(MkT̂ η)
∣∣F(ζm : m > k))
= E
(
ϕk(θ−o
1
k(ξ
◦[η])−kMkη)
∣∣F(ζm : m > k)) (by Theorem 2.1)
= E
(
ϕk(θ−o
1
k(ξ
◦[η])−kζk)
∣∣F(ζm : m > k)) (because Mkη = ζk)
= Eϕk(ζk),
because ζk is shift-invariant and independent of (ζm)m>k whereas o1k(ξ◦[η]) is determined by
these elements. The inductive step to show (3.8) is then
E
( n∏
i=k
ϕi(MiT̂ η)
)
= E
(
E
( n∏
i=k
ϕi(MiT̂ η)
∣∣∣F(ζm : m > k))),
= E
( n∏
i=k+1
ϕi(MiT̂ η)E
(
ϕk(MkT̂ η)
∣∣∣F(ζm : m > k))),
= Eϕk(ζk) E
( n∏
i=k+1
ϕi(MiT̂ η)
)
;
in the second identity we have used that MiT̂ η is determined by (ζm)m>i. This shows that µ̂ is
T̂ -invariant.
Finally, consider the transformation M−1 : ζ 7→ η∗, defined in §2.3 and call ε0∗ the excursion of
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η∗ between Records 0 and 1. The construction of §2.3 gives
θ̂η∗ = θr(ξ◦[η∗],1)η∗ = M−1
(
θnk(ε
0∗)ζk : k > 1
)
So it suffices to show that (θnk(ε0∗)ζk)k>1 has the same law as (ζk)k>1. But nk(ε0∗) is determined
by (ζm)m>k, thus independent of ζk. Hence the law of ζk is invariant by the random shift of
nk(ε0∗) and it is independent of (ζm)m>k. This shows that µ̂ is θ̂-invariant.
Finally, under the extra assumption that (ζk(i))i∈Z is i.i.d. for each k, the reconstruction map
mentioned above will produce an i.i.d. sequence of excursions separated by records. This in turn
implies that the resulting configuration η is θ̂-ergodic.
3.3 Expected excursion length
We continue the proof of Proposition 3.5 proving that µ̂(r) <∞. The proof is probabilistic but
it could be reformulated in terms of the spectrum of an infinite sub-Markovian matrix. We start
by showing that the system
wk = 1 +
∑
m>k
2(m− k)wmαm, k = 0, 1, 2, . . . (3.9)
has a unique finite solution w = (wk)k>0, where
αk := E[ζk(0)]. (3.10)
Then we will show that the average number of k-slots per excursion in M−1ζ is wk, whence the
average number of k-solitons per excursion satisfies
ρk = αkwk. (3.11)
In particular, this will imply that the average size of the excursions (including the record pre-
ceding them) satisfies
µ̂(r) = w0 = 1 +
∑
m>1
2mρm <∞. (3.12)
So we start by studying (3.9). Let ck := 2
∑
m>k(m−k)αm and take k˜ such that
∑
m>k˜ 4mαm < 1,
so ck < 12 for k > k˜. Let K := {k ∈ N : k > k˜} ∪ {ℵ} and consider a Markov chain (Xn)n>0
on K with absorbing state ℵ and transition probabilities q(k,m) := 2(m − k)αm1{m > k};
q(k,ℵ) = 1 − ck; q(ℵ,ℵ) = 1 and q(k,m) = 0 otherwise. Define the absorption time by τ :=
inf{n > 0 : Xn = ℵ}. Denote by Ek the law of (Xn)n starting from k. By conditioning on
X1, we see that the expectations wk = Ekτ satisfy the system (3.9). Since ck > ck+1, we have
Pk(τ > n) 6 cnk and thus wk = Ekτ 6 11−ck < 2 < ∞, for k > k˜. Since wk˜ < ∞, using (3.9)
with k = k˜ − 1 we get wk˜−1 <∞, and iterating this argument we get wk <∞ for all k.
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We now consider truncated approximations for the reconstruction algorithm of §2.3. Let
ζ
[n]
k (i) :=
ζk(i), k 6 n,0, k > n.
Let ε[n] denote the first excursion (i.e. the one between Records 0 and 1) of M−1ζ [n]. Let
Wnk ζ = nk(ε[n]) be the number of k-slots in ε[n]; see (2.5). Then Wnk ζ ↗ Wkζ a.s., where
Wkζ := W∞k ζ. Letting wnk := E[Wnk ζ] and wk := E[Wkζ], by monotone convergence we have
wnk ↗ wk as n→∞. On the other hand, since each m-soliton contains 2(m− k) k-slots,
Wnk ζ = 1 +
∑
m>k
2(m− k)× (number of m-solitons in ε[n])
and thus
wnk = 1 +
∑
m>k
2(m− k)E(number of m-solitons in ε[n]).
Let αnm := αm1m6n denote the expected number of m-solitons per m-slot in ζ [n]. Since Wnk ζ
is a function of (ζm : m > k) which is independent of ζk, the expected number of m-solitons in
ε[n] is wnm×αnm. Therefore, (wnk )k>0 and (αnk)k>1 satisfy the system (3.9). Finally, since wnk < 2
for all k > k˜ and n ∈ N, wk is finite for every k and therefore (3.12) is satisfied, concluding the
proof.
3.4 Palm transformations
There is a bijection between θ-invariant measures µ on X and θ̂-invariant measures µ̂ on X̂ with
µ̂(r) <∞. Given such a µ, we define µ̂ = PalmRZ (µ) by
µ̂ := µ( · | 0 ∈ Rη), (3.13)
that is, µ̂ equals µ conditioned on η having a record at x = 0.
The two maps PalmRZ and PalmZR are the inverse of each other. Although their descriptions (3.2)
and (3.13) may look different, they are in fact very similar. Indeed, one can think of the
conditioning on 0 ∈ Rη as biasing by the number of records at the origin. So rewriting the two
definitions we get
∫
ϕ(η) µ̂(dη) =
∫
1X̂ (η)ϕ(η)µ(dη)∫
1X̂ (η)µ(dη)
and
∫
ϕ(η)µ(dη) =
∫ ∑r(η)
i=1 ϕ(θiη) µ̂(dη)∫
r(η) µ̂(dη) .
These expressions are the discrete version of the inversion formula (8.4.14◦) on p.264 of [Tho00].
Theorem 8.4.1 on p.260 says that this is a bijection between θ-invariant measures µ on X and
θ̂-invariant measures µ̂ on X̂ with µ̂(r) <∞.
For use in §4, we note that one can conveniently pass from one random subset to another. Let
Zη be a subset of Z which depends on η in a translation-covariant way (Zθη = θZη) and which
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has µ-a.s. positive density. Writing µ˜ := µ( · | 0 ∈ Zη), we have
µ˜ = PalmZZ (µ) = PalmZZ (PalmZR(µ̂)) = (PalmZZ ◦PalmZR)(µ̂) =: PalmZR(µ̂),
where the operator PalmZR : µ̂ 7→ µ˜ is given as follows. Writing X˜ := {η ∈ X : 0 ∈ Zη}, we have
∫
ϕ(η) µ˜(dη) =
∫ ∑r(η)
i=1 1X˜ (θiη)ϕ(θiη) µ̂(dη)∫ ∑r(η)
i=1 1X˜ (θiη) µ̂(dη)
, (3.14)
which follows immediately by combining the two equations above, the first with µ˜ instead of µ̂
and the second with ϕ · 1X˜ instead of ϕ.
Proof of Lemma 3.3. The property saying that µ is θ-invariant and supported on X has been
quoted above, so it remains to show the identity. We include a proof of this classical result [Har71,
PS73] in our context for convenience of the reader. Denote µ = PalmZR(µ̂). Since µ 7→ PalmRZ (µ)
is a bijection, the identity is equivalent to PalmRZ (µ ◦ T−1) = µ̂ ◦ T̂−1, which we prove now. For
a test function ϕ,
PalmRZ (µ ◦ T−1)ϕ = 1µ(X̂ )
∫
1X̂ (Tη)ϕ(Tη)µ(dη)
= 1
µ(X̂ )
∫ ∑
x
1[x∈Rη,ψη(x)=0] ϕ(Tη)µ(dη)
= 1
µ(X̂ )
∑
x
∫
1[0∈Rθxη,ψθxη(0)=−x] ϕ(Tη)µ(dη)
= 1
µ(X̂ )
∑
x
∫
1[0∈Rη,ψη(0)=−x] ϕ(Tθ−xη)µ(dη)
= 1
µ(X̂ )
∫
1[0∈Rη]
∑
x
1[ψη(0)=x] ϕ(Tθxη)µ(dη)
= 1
µ(X̂ )
∫
1[0∈Rη]ϕ(T̂ η)µ(dη)
=
∫
ϕ(T̂ η) µ̂(dη) =
(
µ̂ ◦ T̂−1)ϕ.
The forth identity holds by translation invariance of µ.
Proof of Lemma 3.4. It suffices to show that the Cesàro limits are µ-a.s. constant. Let kn ∈ Z
be such that r(η, kn) 6 n < r(η, kn + 1). Then,
lim
n
1
n
n∑
x=1
ϕ(θxη) = lim
n
kn
n
1
kn
kn−1∑
i=0
r(θ̂iη,1)∑
j=1
ϕ(θj θ̂iη) + lim
n
1
n
n∑
x=r(η,kn)+1
ϕ(θxη)
= lim
n
1
kn
∑kn−1
i=0
∑r(θ̂iη,1)
j=1 ϕ(θj θ̂iη)
1
kn
∑kn−1
i=0 r(θ̂iη, 1)
=
∫ ∑r(η)
j=1 ϕ(θjη) µ̂(dη)∫
r(η) µ̂(dη) = µϕ.
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4 Asymptotic speed of solitons
In this section we prove Theorems 1.1 and 1.2 from a combination of simpler statements. By
looking at the dynamics as seen from a k-soliton, we show that the speed vk exists and equals
the expected length of the jump of a typical k-soliton in one step.
In §4.1 we show that the speed vk that appears in (1.6) is µ-a.s. well-defined and is given by (4.1).
We also show that it is given by (4.2), and in particular it is finite. Analyzing the interaction
between solitons of different sizes, in §4.2 we show that the speeds (vk)k satisfy (1.7). Finally,
in §4.3 analyze the formula (4.2) using the description of µ from §3.1 to show that the speeds
are given by (1.8).
4.1 Existence of speeds via Palm measure and ergodicity
Recall the definition of x(γ) given before the statement of Theorem 1.1. Let Γ◦kη := {x(γ) : γ ∈
Γkη} denote the set of leftmost sites of k-solitons of η.
For γ ∈ Γkη and z = x(γ), we define ∆kη(z) := x(γ1)− x(γ), the size of the jump of k-soliton γ
after one iteration of T . For z 6∈ Γ◦kη we set ∆kη(z) = 0. With this notation, the displacement of
a tagged ksoliton after t+ 1 iterations of T can decomposed as
x(γt+1)− x(γ) = ∆kη(x(γ)) + ∆kTη(x(γ1)) + · · ·+ ∆kT tη(x(γt)).
We want to divide both sides by t and use the Ergodic Theorem. This will require a couple of
subtle observations. The first step is to consider the system as seen from a typical k-soliton.
Let X̂ k be the set of configurations in X such that 0 ∈ Γ◦kη. Let µ̂k := Palm
Γ◦k
Z (µ) be the
Palm measure of µ with respect to Γ◦kη ⊆ Z, i.e., µ̂k = µ( · | 0 ∈ Γ◦kη). For η ∈ X̂ k, let
rk(η) := inf{x > 1 : x ∈ Γ◦kη} and define θ̂k : X̂ k → X̂ k as the “shift to the next k-soliton”
given by θ̂kη := θr
k(η)η. Also, for a k-soliton γ such that x(γ) = 0, let T̂kη := θx(γ
1)Tη denote
the dynamics as seen from a tagged k-soliton.
As in Lemma 3.3, T -invariance of µ implies T̂k-invariance of µ̂k. On the other hand, for η ∈ X̂ k,
and γ containing x = 0 the above decomposition becomes
x(γt+1) = ∆kη(0) + ∆kT̂kη(0) + ∆
k
T̂ 2
k
η
(0) + · · ·+ ∆k
T̂ t
k
η
(0).
By the Ergodic Theorem for (T̂ tkη)t∈Z, limt→∞
1
tx(γt) exists µ̂k-a.s., and on average it equals
vk :=
∫
∆kη(0) µ̂k(dη). (4.1)
It remains to show that it is in fact non-random. Consider the field
v˜k(η, z) :=
 limt→∞
x(γt)
t
, if z = x(γ) for γ ∈ Γk(η),
0, otherwise.
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Since (v˜k(η, x))x∈Z is a θ̂k-covariant function of η, its distribution is θ̂k-ergodic. On the other
hand, since different tagged k-solitons never overtake each other, we have
v˜k(η, x) 6 v˜k(η, y) for all x 6 y in Γ◦kη.
By θ̂k-ergodicity, this implies that the non-zero entries of this field are a.s. constant.
Finally, applying (3.14) to (4.1) we get
vk =
∫ ∑r(η)
i=1 1X̂k(θ
iη)∆kθiη(0) µ̂(dη)∫ ∑r(η)
i=1 1X̂k(θ
iη) µ̂(dη)
= 1
ρk
∫ r(η)∑
y=1
∆kη(y) µ̂(dη). (4.2)
Since ∑r(η)y=1 ∆kη(y) 6 r(η), we get vk 6 w0ρk <∞.
4.2 Equation for speeds from soliton interactions
We now prove that the speeds satisfy (1.7). We start by analyzing how collision affects the
displacement of solitons. Let m > k, γ˜ ∈ Γmη and γ ∈ Γkη. We observe that γ˜ takes over γ in
two time steps, both when γ˜ is free to move forward, i.e., when it is not nested inside a bigger
soliton. The first step occurs when γ is nested in the right half of γ˜, after which it will be nested
in the left half of γ˜. The second step occurs when γ is nested in the left half of γ˜ after which it
will no longer be nested inside γ˜. During these two steps, γ is prevented from moving due to the
collision with γ˜. For each step in between, γ is also prevented from moving, but this is due to
collision between γ and the largest soliton in the nesting chain (the only which is free to move),
not with γ˜ which is also prevented from moving. So collision with γ˜ causes γ to stay put at two
time steps. Conversely, collision with γ causes γ˜ to move 2k units more than it normally would
have.
Let γ ∈ Γkη be such that 0 = x(γ). After t steps we have
x(γt) = k t− 2k
∑
m>k
Nmt +
∑
m<k
2mNmt . (4.3)
Here Nmt counts the number of m-solitons which collide with the tagged soliton γ during steps
1, . . . , t. The first and last of such collisions is counted as a half in case only one of the two steps
described above occurs in this lapse, so Nmt may be a half integer.
Assume ρ¯m = 0 for all large m. By (1.6) and (4.3), to get (1.7) it suffices to show that
1
tN
m
t → ρ¯m|vk − vm| in probability under µ̂k. (4.4)
Let m > k. Consider the rightmost m-soliton of η contained in (−∞,−1] and let X−t be its
position at time t. Likewise, consider the leftmost m-soliton of η contained in [1,+∞) and let
X+t be its position at time t. Now Nmt is bounded from above by the number of m-solitons in
T tη which intersect [x(γt), X+t ] and bounded from below by the number of m-solitons which are
contained in [x(γt), X−t ]. By (1.6), 1tx(γt)→ vk and 1tX±t → vm, µ̂k-a.s. Hence, by definition of
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ρ¯ and the Ergodic Theorem, the upper and lower bounds are both close to ρ¯m(vm − vk), with
high probability as t increases. This proves (4.4) for m > k. The case m < k is analogous.
To complete the proof of (1.7), it remains to drop the assumption that ρ¯m = 0 for all large m.
The above proof contains all the argument, except that combining (4.3) and (4.4) requires a
limit and an infinite sum to commute. To prove the general case, we take expectation in (4.3)
with t = 1 and combine it with (4.1):
vk =
∫
x(γ1)µ̂k(dη) =
∫ [
k −
∑
m>k
2kNm1 +
∑
m<k
2mNm1
]
µ̂k(dη)
= k +
∑
m6=k
ck,m
∫
Nm1 (η) µ̂k(dη),
where ck,m = −2k for m > k and 2m for m < k. So it remains to show that
∫
Nm1 (η) µ̂k(dη) =
ρ¯m|vk − vm|. Similar to the argument in §4.1, we decompose
Nmt+1(η) = Nm1 (η) +Nm1 (T̂kη) +Nm1 (T̂ 2k η) + · · ·+Nm1 (T̂ tkη).
By T̂k-invariance, 1tNmt (η) converges µ̂k-a.s. to a random variable (i.e. a measurable function
of η) whose average is
∫
Nm1 (η) µ̂k(dη). Now this variable is in fact constant and equal to
ρ¯m|vk − vm| by (4.4), concluding the proof.
4.3 Recursion formulas for independent components
We finally prove (1.8). Let ζ = Mη. We are assuming that the field {ζk(i)}i∈Z is i.i.d. over i for
each k, and independent over k. So let us proceed the other way around. We let P denote the
law of ζ and E the corresponding expectation. In this notation, µ̂ is the law of η = M−1ζ.
Note that (3.9) and (3.11) give the first two equations in (1.8). The third equation can be taken
as the definition of sk, it is a simple recursive definition once one has ρ, w and α. Combining
these with (4.2), to get the last equation in (1.8) we need to show that
E
r(η)∑
y=1
∆kη(y) = αk · sk. (4.5)
We now use the assumption that η = M−1ζ, where M−1 denotes de reconstruction map of
§2.3. First note that ∑r(η)y=1 ∆kη(y) equals the sum over all k-solitons γ in the first excursion
of η of the size of the jump of γ in one time step, that is x(γ1) − x(γ). Moreover, k-solitons
appended to k-slots belonging to bigger solitons will stay frozen, just switching zeros for ones,
and only the k-solitons which are appended directly to the 0-th k-slot at x = 0 will actually
jump. Furthermore, the size of their jump equals the distance between their leftmost one and
their leftmost zero, that is, the distance between the tip of their head and the tip of their tail.
Now the number of k-solitons appended to the 0-th k-slot is exactly ζk(0), which on average
equals αk by (3.10). So to conclude the proof of (4.5), it is enough to observe that sk given by
the recursion relation in (1.8) in fact gives the average distance between the tips of the head
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and tail of a typical k-soliton.
We show a stronger statement: that sk equals both the average distance between the tip of the
head and the tip of the tail as well as the average distance between the tip of the tail and the
next k-slot. We made the statement stronger so we can prove it by induction. For k = 1 we
have s1 = 1, consistent with the fact that a 1-soliton is always given by the strings a = 10 or
a˜ = 01 with nothing appended inside. For k = 2, note that each 2-soliton (including smaller
solitons appended to its slots) is of the form b = 11a˜∗00a∗ or b˜ = 00a∗11a˜∗ where a∗ stands
for ζ1(i) copies of a and a˜∗ stands for ζ1(j) copies of a˜ for some i, j which are determined by
{ζm}m>1. So the average size of 11a˜∗ and that of 00a∗ both equal 2 + 2α1. For k = 3, note
that each 3-soliton is of the form c = 11a˜∗1a˜∗b˜∗00a∗0a∗b∗ or c˜ = 00a∗0a∗b∗11a˜∗1a˜∗b˜∗ where b∗
stands for ζ2(i) independent copies of b, etc. So the average size of each half of a 3-soliton equals
s3 = 3 + 2s2α2 + 4s1α1. The induction step is clear, which concludes the proof of (1.8).
4.4 Vertical speed
For β ∈ Rη, we define βt := r(T tξ, j), where β = r(ξ, j). Note that this definition does not
depend on the lift ξ[η]. Recalling (2.3), we define displacement of a tagged k-slot pi ∈ Skη
measured in terms of records by
ytk(η, pi) = #
{
β ∈ Rη : pi < β and pik,t > βt
}
, pi ∈ Skη.
In case there is a k-soliton γ ∈ Γkη appended to the k-slot pi in η, the tagged k-soliton γt
will appear appended to the k-slot pit in T tη, so ytk also measures the displacement of tagged
k-solitons.
Theorem 4.1. Let µ be a measure on X such that under µ̂ each k-component Mkη is i.i.d. and
they are independent over k. There exists a non-decreasing deterministic sequence h = (hk)k>1
such that, µ-a.s. on η, for all k ∈ N and pi ∈ Skη,
lim
t→∞
ytk(η, pi)
t
= hk ∈ [k,∞]. (4.6)
Assuming ∑k k2ρk <∞, the vector (hk)k>1 is the unique finite solution of the linear system
hk = k +
∑
m>k
2(m− k)(hm − hk)ρm, k > 1. (4.7)
The asymptotic speed of tagged records is given by
lim
t→∞−
βt
t
= v0 :=
∑
m>1
2mρmhm, for all β ∈ Rη, µ-a.s. (4.8)
The asymptotic speed vk of tagged k-slots is also given by
lim
t→∞
pik,t
t
= vk = hkw0 − v0, for all pi ∈ Skη, µ-a.s., (4.9)
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From the two last equations, the speed of tagged records is also given by
v0 =
∑
m>1
2mρmvm. (4.10)
Furthermore, the vertical speed of the walk representation ξ = ξ◦[η] is given by
lim
t→∞−
T tξ(0)
t
= h0 :=
v0
w0
. (4.11)
We outline the proof of the first four equations, referring to arXiv:1806.02798v3 for the details.
The proof of (4.6) is similar to that of (1.6). Each time an m-soliton overtakes a k-soliton, this
causes the position of the k-soliton measured in records to be incremented by an extra factor of
2(m − k). On the other hand, the position of a soliton measured in records is not affected by
overtaking smaller solitons. These two facts explain the origin of (4.7).
Each time a tagged m-soliton crosses a tagged record from left to right, it causes the record to
move 2m boxes left. On the other hand, by mass conservation the number of such crossings by
time t equals ρmytm which is about ρmhmt by (4.6). Summing over m we get (4.8).
Finally, by (4.6), the tagged k-slot pi = 0 ∈ Skξ will typically have crossed about hkt records by
time t, so it will be between two tagged records with initial index about hkt. By ergodicity, the
initial position of these records is about w0hkt, so by (4.8) their position at time t will be about
w0hkt− v0t. Dividing by t and taking a limit one gets (4.9).
From (4.9) we have hm = v0+vmw0 , substituting into (4.8) and using (3.12) we get (4.10). To
prove (4.11) we note that after t iterations of T , Record i will be at x = o(t) if r(ξ, i) =
v0t+ o(t), which implies that T tξ(0) = i+ o(t). On the other hand, r(ξ, i) = w0i+ o(i), whence
T tξ(0) = h0t+ o(t), concluding the proof.
5 Postponed proofs
Proof of Proposition 3.1. By (2.1), this statement corresponds to the discrete version of Pit-
man’s 2M − X theorem, see [HMO01, Pit75]. We will prove it here following the proof of
Burke’s Theorem given in [Rei57]. Recall the nearest-neighbor walk ξ = ξ[η], which is in this
case distributed as a simple random walk with i.i.d. increments distributed as Bernoulli(λ). We
introduce the reflected process: W (x) = ξ(x) − min
y6x
ξ(y), x ∈ Z. Then for all x, W (x) has
distribution Geom( λ1−λ), that is, P(W (x) > k) = (
λ
1−λ)k. Moreover, W is reversible. Observe
that we can recover η from W : A := {x ∈ Z : η(x) = 1} = {x ∈ Z : W (x)−W (x− 1) = 1}. We
also write Ac := {x ∈ Z : η(x) = 0} := D ∪ R, where D := {x ∈ Z : W (x) −W (x − 1) = −1}
and R := {x ∈ Z : x is a record} = {x ∈ Z : W (x) = 0}. Notice that Tη consists in reversing
the increments of the boxes in A and D; in other words, exchange the roles of A and D. But
the reversibility of W implies that A has the same distribution as D. The conclusion then
follows.
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Proof of Proposition 1.4. Let us prove for finite η first. The proof is by induction on number of
balls contained in η. Identifying 0 with “	” and 1 with “⊕”, consider the following data stream
version of the TS-Algorithm.
Start with the word 	∞ which is semi-infinite to the left
for each symbol in the finite configuration η do
Append the symbol to the word
Perform annihilation if the two last runs have the same length
Symbols that annihilate correspond to a soliton
end
For example, for the finite sequence η = ⊕⊕	⊕⊕		⊕⊕⊕					 the algorithm would
produce the words 	∞⊕, 	∞⊕2, 	∞⊕2	, 	∞⊕2	⊕, 	∞⊕3, 	∞⊕3	, 	∞⊕3	2, 	∞⊕3	2⊕,
	∞ ⊕3 	2⊕2, 	∞⊕4, 	∞ ⊕4 	, 	∞ ⊕4 	2, 	∞ ⊕4 	3, 	∞⊕4	4, and 	∞	 = 	∞, identifying
a 1-soliton, a 2-soliton and a 4-soliton. For the example in Fig. 1.1, it produces 	∞⊕, 	∞⊕2,
	∞⊕3, 	∞⊕4, 	∞⊕4	, 	∞⊕4	2, 	∞⊕4	2⊕, 	∞⊕4	2⊕	, 	∞⊕4	2⊕, 	∞⊕4	2⊕2, 	∞⊕5,
	∞ ⊕5 	, 	∞ ⊕5 	⊕, 	∞ ⊕5 	, 	∞ ⊕5 	2, 	∞ ⊕5 	3, 	∞ ⊕5 	4, 	∞ ⊕5 	4⊕, 	∞ ⊕5 	4⊕2,
	∞⊕5	4⊕2	, 	∞⊕5	4⊕2	⊕, 	∞⊕5	4⊕3, 	∞⊕5	4⊕3	, 	∞⊕5	4⊕3	2, 	∞⊕5	4⊕3	3,
	∞⊕5	5, identifying three 1-solitons, a 2-soliton, a 3-soliton, and a 5-soliton.
Let us call ⊕-alternating suffix (or simply ⊕-suffix) a finite word ω which is either empty or
starts with ⊕ and such that each run in the word is strictly longer than the next one. So the
above algorithm always produces words given by 	∞ followed by a ⊕-suffix. We define 	-suffix
in the obvious way. The net value v(ω) of a finite suffix ω is the number of ⊕’s minus the number
of 	’s.
Remark 1. The net value of a non-empty ⊕-suffix ω is positive and it is at most equal to the
length `1(ω) of its first run (e.g. for · · · ⊕4 	3⊕ we have 0 < 2 6 4). In particular, v(ω) = `1(ω)
only if it consists of a single run.
Remark 2. The net value of a finite suffix ω equals the net value of the portion of η that
generated it, which in turn is given by the net increase in ξ[η].
Remark 3. If the suffixes ω1, . . . , ωn produced while processing a certain piece of η are all
⊕-suffixes, then `1(ωn) equals the maximal net value of ωi for i = 1, . . . , n. In particular, if
v(ωn) = maxi v(ωi), then `1(ωn) = v(ωn) and, by Remark 1, ωn consists of a single run.
To prove the proposition we will split a finite η into three blocks and analyze how they interact
under the data stream algorithm, both before and after the application of T , as shown in Fig. 5.1.
Define the first non-empty soft excursion as the piece of η going from the first ⊕ until the first
point that makes the net value equal zero. Split this excursion into rising and falling parts
as follows. The rising part goes until the point where the net value k is maximal (in case the
maximum is attained more than once, take the rightmost one), and the falling part consist of
the remaining boxes, until the end of the first soft excursion. The remainder consists of all the
sites to the right of the falling block. Let I1, I2, I3 ⊆ Z denote these sets of sites.
By definition of I1 and by Remark 2, the streaming algorithm applied to η on I1 always produces
a non-empty ⊕-suffix, its net value is always at most k and ends being equal to k.
27
By Remarks 1 and 3, the word produced by the algorithm after processing this first block is
⊕k. By similar considerations, the algorithm applied to η on I2 always produces non-empty
	-suffixes whose net values are strictly between −k and 0, except for the final step when it
produces 	k.
Hence, when processing η on I1 ∪ I2, the ⊕k obtained after processing the rising part is kept
untouched until the very end, when it is annihilated by the 	k obtained after processing the
falling part. So when the algorithm starts processing η on I3 there is no suffix left by the previous
steps and this part of η is decomposed into solitons just as it would if it was processing η|I3
instead.
Now notice that, by the definition of T on ξ[η], the net value of Tη on any prefix of I3 is non-
positive. Indeed, at the rightmost site y of I2, the walk ξ coincides with its running minimum,
so Tξ(y) = ξ(y) and Tξ(x) 6 Tξ(y) for all x > y. Hence, applying the streaming algorithm to
this portion of Tη produces a 	-suffix at all steps.
Also, since ξ(x) > ξ(y) for all x ∈ I1 ∪ I2, by definition of T we have that η and Tη are the
complementary of each other on these two blocks. So by the previous observations, the streaming
algorithm applied to η and to Tη on I1 will produce exactly the opposite suffixes at every step.
The same is true for I2. The only difference is that now the 	k produced after processing Tη
flip
flip
induction
Figure 5.1: Example showing conservation of solitons by splitting space in three parts: rising, falling
and remainder. After applying T , the configuration on the rising and falling parts are flipped, the
smaller solitons are conserved and flipped, the biggest soliton moves forward, and will have its tail in the
remainder part. Applying T to the remainder part conserves solitons by induction.
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on I1 is incorporated into the infinite prefix 	∞, and it will not annihilate with the ⊕k obtained
after processing Tη on I2. Hence, while processing Tη on I1 ∪ I2, the same solitons will be
generated, with ⊕ replaced by 	, that is, with the head occupying the former position of the
tail, except for this last k-soliton.
Finally, the ⊕k obtained after processing Tη on I1∪I2 will not increase its length while processing
Tη on I3, because processing Tη on I3 always produces 	-suffixes. So this run ⊕k is preserved
until the first time when the processing of Tη on I3 produces a 	k, and they both annihilate.
This eventually occurs because Tη has infinitely many records to the right. So again the head
of the corresponding k-soliton will take the position previously occupied by the tail of a k-
soliton. Moreover, when it occurs, it annihilates 	’s that were not going to be annihilated while
processing (Tη)|I3 because they would have been simply absorbed by the prefix 	∞. Hence, the
presence of this ⊕k does not change how the algorithm processes Tη on I3, neither before nor
after such annihilation occurs. To conclude, note that η|I3 contains fewer balls than η so we can
assume by induction that the tails of all the solitons of η|I3 will become the heads of the solitons
of Tη|I3 , proving the proposition for the case of a finite configuration η.
We finally consider general η ∈ X . Let A be a set of k sites. Let y2, y3 be records for Tη to the
left and right of A, respectively. Let y1 < y2 and y4 > y3 be records for η. Let η′ denote the
restricted configuration, given by η′(x) := η(x)1[y1,y4](x) Since solitons are always contained in
the interval between two consecutive records, if some γ ∈ Γkη intersects A then it is contained
in [y1, y4]. Since η′ 6 η, and x being a record for η is a non-decreasing property in η, y1 and y4
are also records for η′. Hence, the soliton configuration Γkη restricted to [y1, y4] coincides with
Γkη′. Now notice that Tη′ = Tη on [y1, y4] and Tη′ = 0 on (−∞, y1]. In particular, Tη′ = Tη
on [y2, y3], Tη′ 6 Tη on (−∞, y2], and thus y2, y3 are also records for Tη′. Hence, by the same
argument as above, if some γ ∈ Γkη′ intersects A then it is contained in [y2, y3], moreover ΓkTη
restricted to [y2, y3] coincides with ΓkTη′ restricted to [y2, y3]. Since η′ is a finite configuration,
by the previous case this concludes the proof.
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