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osung linearer Gleichungssysteme	 die unter anderem bei der Diskretisierung
von Di
erentialgleichungen entstehen	 kann mittels direkter oder iterativer Verfahren
erfolgen
Treten hier groe sparse Matrizen auf	 so sind alle M

oglichkeiten einer ezienten











ullungsprozesses llin bei direkten Verfahren	
 Zerlegung Faktorisierung der Matrix	
 n









ur die Matrix bzw Inversen von
Teilstrukturen der Matrix
Ausgefeilte Techniken nutzen die Kombination von direkten und iterativen Verfahren
und damit die Vorz

uge beider Varianten
Ziel dieser Arbeit soll es sein	 die unvollst

andige Zerlegung zusammen mir der Idee
der approximativen Inversen f

ur einen speziellen Typ von tridiagonalen Matrizen zu
untersuchen und aufzuzeigen	 wie weit verschiedene Ans






uhrende Betrachtungen und Literaturhinweise ndet man in 
 Ein Beispiel
Folgendes Beispiel wird auch bei den verschiedenen Tests angewandt
Bei der

ublichen Diskretisierung von DProblemen partieller Di
erentialgleichungen







armeleitproblem mit entsprechenden Randbedingungen in
einem rechteckigen Gebiet bei























































































































oenordnungen annimmt	 so werden





ur eine direkte L

osung entspricht dem einer exakten LU Zerlegung der Matrix

Was die Iteration betri
t	 will man eine schnelle Konvergenz erreichen	 so da eine
problemspezische Vorkonditionierung eine wichtige Rolle spielt Dabei kann man
sich mit einer n

aherungsweisen LU Zerlegung zufriedengeben	 die nat

urlich mit we
niger Aufwand zu bescha
en ist und zur Beschreibung des Vorkonditionierers genom
men wird
 Die LUZerlegung einer Tridiagonalmatrix
Betrachten wir das tridiagonale Gleichungssystem Ax  f A   R
	nn

 x f   R
n
	

















































 der Dimension n heit


























Die Denition ist in  angegeben und stellt einen speziellen Fall ihrer allgemeinen
Version dar An gleicher Stelle wird gezeigt	 da die obigen Bedingungen hinrei
chend sind f






osbarkeit ist auch noch unter leicht abgeschw

achten Voraussetzungen gegeben
Das klassische Eliminationsverfahren von Gau f

uhrt zu dem folgenden speziellen



















































Ubereinstimmungder ZeilensummenvonA und LU  analog Spaltensummen  gew

ahr













































































 i    n
In Bezug auf das obige Beispiel mit blocktridiagonaler Struktur erh

alt man sofort
eine Zerlegungsmethode	 wenn man im Algorithmus A anstelle der Matrixelemente
die Blockmatrizen notiert Dabei ist nat

urlich die Division durch die Inversion der
Teilmatrizen zu ersetzen
 Die LUZerlegung einer Blocktridiagonalmatrix
Die Beispielmatrix habe die Dimension nmnm	 wobei die einzelnen Teilbl

ocke der
Dimension n n von tri bzw diagonaler Struktur sind
Wir f



















































































































Das Hauptproblem im Algorithmus B liegt in der Art und Weise der Bestimmung








einen erheblichen Zeitaufwand dar	 man denke sich zB n  m  	 was
auf  Inversionen von Matrizen der Gr

oe   f

uhrt Andererseits ist









 Somit entsteht ein erheblicher Speicherbedarf
Da aber die Zerlegung zur Vorkonditionierung f

ur ein Iterationsverfahren verwendet
werden soll	 w

are eine approximative LU Zerlegung auch schon von Nutzen
 Approximative Inverse einer Tridiagonalmatrix






 eine irreduzibel diagonaldominante Matrix
Wir versuchen nun	 eine Matrix Z  A

	 die eine bestimmte Struktur aufweisen
soll	 so zu ermitteln	 da
jjI  ZAjj  min
wird







linke oder rechte approximative Inverse	
Besetzungsstruktur diagonal	 tridiagonal		
Kriterium der Approximation FrobeniusNorm	 Spektral

aquivalenz	
Obige Minimierungsaufgabe verwendet die approximative Inverse von links Als Norm


















  Approximation der Inversen durch eine Diagonalmatrix
Der erste Ansatz f







































Mittels der notwendigen Bedingung f





















































ur i    n

Die so denierte Matrix Z ist eine im obigen Sinne gute N

aherung der Inversen von
A	 insbesondere bei starker Diagonaldominanz von A
F

ur den Fall	 da A die Form des Diagonalblocks D
j
der Beispielmatrix hat	 l

at sich



































































































































































































n n  

























angt direkt von der Diago
naldominanz der Matrix A ab Je ausgepr

agter diese ist	 desto kleiner ist der relative
Fehler Der Fehler wird Null	 wenn A selbst Diagonalmatrix ist
Nimmt man zB die Matrix A

 tridiagb ab a 	 b  	 so kann man in


















Zum Vergleich sei noch eine andere diagonale approximative Inverse angegeben	 und































bei n  

Verwendetman die Matrix Z  diagq
i




























urlich wenig Auch die

Aquivalenzaussagen zur Frobeniusnorm




















sind zu grob	 um zB auf jjBjj





















Die Herleitung seiner Komponenten erfolgt analog zum obigen Fall auf der Basis der















































































































































































































   sind
Ist A irreduzibel diagonaldominant	 so stellt die L

osung des xSystems kein Pro
blem dar
Auch hier kann der Fehler f

ur die Beispielmatrix D
j
 tridiag  wieder
bestimmt werden Die lokalen Gleichungssyteme f

















































andigkeit noch die beiden ersten und letzten Systeme f

ur i   n  




































































































































































































ur die Grenzwertbetrachtung in jjIZAjj
F
sind genau diese mittleren


























Somit ergibt sich f



















Der Fehler bei diesemAnsatz ist also weniger als ein Drittel des Fehlers beimdiagonalen





Nun kann man f

ur die Matrix Z sicherlich immer mehr Freiheitsgrade vorgeben Hier
sei noch den Ansatz f

ur eine Pentagonalmatrix angef

uhrt Dieser Fall wird jedoch in
den sp






































   
    
    w
n























































































































































































Der Aufwand bleibt in derselben Gr






oht sich lediglich um eine Konstante
In der Abb zeigen die  Kurven das Verhalten des relativen Fehlers f

ur den Diago




uber der Dimension n   Von oben nach




ur Z diagonal	 tridiagonal und pentagonal dargestellt
Die Fehlerbetrachtung hat gezeigt	 da der relative Fehler sich mit wachsenden n





In der Praxis kann die Matrix eine andere	 aber

ahnliche Struktur aufweisen Zu








In Abb hat A die Form tridiagRand  Rand Rand  	 wobei
Randx ein Generator f

ur gleichverteilte Zufallszahlen in  x ist




oer Die Matrix hat die Form
A  tridiagRand   Rand Rand  





Kehren wir zum Algorithmus B aus Kap zur

uck
Hier besteht das Problem in der Invertierung der Tridiagonalmatrizen Neben der ex
akten Inversen verwende man zun

achst die zwei ersten in Kap vorgestellten Appo




eine einfache Struktur erhalten
Hierbei ist ein Fehleranwachsen durch die m Schritte im Verfahren zu erwarten
Des weiteren werden zum Vergleich noch  andere Varianten gezeigt
a Exakte Inversion und vollst

andige Speicherung der Matrizen
b Inverse approximiert durch eine Diagonalmatrix  und Speicherung der T
j
als Tridiagonal	 der W
j
als Diagonalmatrizen
c Inverse approximiert durch eine Tridiagonalmatrix  und Speicherung aller
Ergebnisse als Tridiagonalmatrizen
d Exakte Inversion	 aber Speicherung der T
j
als Tridiagonal	 der W
j
als Dia
gonalmatrizen Das heit	 die Berechnung verl

auft wie in a	 aber von den
Zwischenergebnissen voll besetzte Matrizen werden nur ausgew

ahlte Diago
nalen gespeichert und sp

ater zur Kontrollrechnung herangezogen
e Exakte Inversion	 aber Speicherung aller Ergebnisse als Tridiagonalmatrizen
Die Varianten be liefern gen

aherte Blockdreiecksmatrizen LU 







Mit den verschiedenen Modikationen des Zerlegungsverfahrens wurden Tests mit






uhrt Dazu wurde ein PC mit
Prozessor iPentium MHz unter Linux mit dem GNU C Compiler 	 Gleit
kommaformat double  Byte	 verwendet
Die Zahlenwerte in der Tabelle  sind von oben nach unten gelesen
















 time Rechenzeit in Sekunden



































































































































Tab Computertest zur LU Zerlegung von M m  n

In den nicht gerechneten F

allen kann man die Gr





urde man in den Verfahren d	e die n

achste Berechnung der Inversen jeweils nur








Im Vergleich der N

aherungsverfahren schneidet c am besten ab Der Rechenauf
wand ist vertretbar	 und es erzielt die besten Ergebnisse Die g

unstige Rechenzeit
resultiert nicht nur aus der geringen Anzahl an Operationen	 sondern auch aus der
kompakten Speicherung der Daten im Arbeitspeicher Jede Matrix ist als eindimen
sionales Feld in der Reihenfolge Super	 Haupt und Subdiagonale abgelegt Damit
entstehen Bl

ocke von Vektoren f

ur die Anteile UDL sowie die Ergebnisse TW 
F











uhrt	 das sich in einer Erh

ohung der Rechenzeit auswirkt Auf
grund der sequentiellen Struktur des Algorithmus k






 auslagern Das w










Bisher basierte die Berechnung einer n



































Diagonalmatrizen	 auf der lokalen Approximation der Inversen einer Tridiago



































































































































ur eine gute globale Approximation Q  A sind
 Spaltensummen

ubereinstimmung von A und Q
 Zeilensummen

ubereinstimmung von A und Q
jeweils mit Diagonalstruktur von W
j

Der Algorithmus wird als geschachtelte unvollst

andige LU Zerlegung nested incom
plete LU factorization	 NILU bezeichnet
  NILU mit Spaltensummenkriterium
Spaltensummen

















     der Einsvektor mit der L

























































































































Aus den Bedingungen  k





















































































Da daraus noch nicht eindeutig die Gr


































































Zusammenfassung der  Bedingungen












































 i     n





















ur jedes j auf skalare Rechnun
gen Damit f

allt die Approximation A  Q relativ grob aus Vergleicht man
























































































































































































































































































































































































































































































































































































Analog zum diagonalen Ansatz gelangt man


















































bei Kenntnis von W
j













liefert jetzt nicht mehr eine
Gleichung f







ist als Produkt von 








tensummen aus maximal  Gliedern zusammen	 und in einer Gleichung sind






















































denieren und der Aufwand doch erheblich

  NILU mit Zeilensummenkriterium
Zeilensummen

















     gemeinsame Dimension f

ur Blockmatrizen
































































Aus den Bedingungen  k





































































































 i     n


































































































ullt bei gleicher Identikation wie im Spaltensummenkriterium Ver
gleich der geklammerten Terme auf beiden Seiten

Zusammenfassung der  Bedingungen













































































Ein Zeilensummenvorkonditionierer erfordert die L

osung eines tridiagonalen Glei
chungssystems	 die Elemente der DiagonalmatrixW
j
sind also miteinander gekoppelt




sind in beiden F










Rahmen der Vorkonditionierung die Anwendung der tridiagonalen approximativen
Inversen zu empfehlen ist sowie auch die NILUZerlegung mit Spaltensummen eine
robuste Variante darstellt
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