In this paper the local order of convergence used in iterative methods to solve nonlinear systems of equations is revisited, where shorter alternative analytic proofs of the order based on developments of multilineal functions are shown. Most important, an adaptive multi-precision arithmetics is used hereof, where in each step the length of the mantissa is defined independently of the knowledge of the root. Furthermore, generalizations of the one dimensional case to m-dimensions of three approximations of computational order of convergence are defined. Examples illustrating the previous results are given.
Introduction
Well-known analytic techniques [18] - [8] to prove the local order of convergence of iterative methods to solve single nonlinear equations are generalized to systems of nonlinear equations. More precisely, a new proof of the local order for an iterative method to solve the system of equations F (x) = 0, where F : R m −→ R m , is presented. The basic tools used are the formal developments of the function F , its inverse and its derivatives in power series. The vectorial expression of the error equation obtained carrying out this procedure, as we will see later on, is
where α is a simple root of F (x) = 0.
The preceding technique to prove the local convergence is illustrated with several examples in which generalizations of the unidimensional case to m-dimensions are performed using the following definitions of computational order of convergence:
• Computational order of convergence (COC) in Weerakoon et al. (2000, [19] ).
• Approximated order of convergence (ACOC) in Hueso et al. (2009, [12] ).
• Extrapolated order of convergence (ECOC) in Grau et al. (2009, [9] ).
Notation and basic results
To obtain the vectorial equation of the error we need some known results that for ease reference are included in the following. Let F : D ⊆ R m −→ R m be sufficiently differentiable (Fréchet-differentiable) in D, and therefore with its differentials continuous. If we consider the kth derivative of F at a ∈ R m , we have the k-linear function
That is, F (k) (a) (h 1 , . . . , h k ) ∈ R m . It has the following properties:
P2. F (k) (a) (h σ (1) , . . . , h σ(k) ) = F (k) (a) (h 1 , . . . , h k ), where σ is any permutation of the set {1, 2, . . . k}.
Notice that from P1 and P2 we can use the following notation:
Hence, we also can express F (k) (a) (h 1 , . . . , h k ) as
On the other hand, for any q = α + h ∈ R m lying in a neighborhood of a simple zero, α ∈ R m , of the system F (x) = 0 we can apply Taylor's formulae and assuming that there exists Γ = [F ′ (α)] −1 , we have
where
Moreover, we can express the differential of first order as:
where I is the identity and
Hereof we have used the following notation:
with the same notation, we obtain:
We close this section applying the preceding to the Newton's method. Let x ∈ R m , Newton's method is given by
Putting q = x in (1) and (3) we obtain F (x) and [F ′ (x)] −1 in powers of e = x − α. The expression of E = z − α in terms of e is build up subtracting α to both sides of (5). Namely,
. These values agree with the classical asymptotical constant in the one dimensional case.
Without to use norms we can define the local order of convergence for one-step iterative method as follows.
The local order of convergence is
where e p is (e, p · · ·, e) and O p+1 = O(e p+1 ).
Variants of Newton's method
In the following, using the results presented in the previous section, three known variants of Newton's method with local order of convergence equal three, are analyzed. We explicitly give their vectorial error equation in which it appears a 3-linear application instead of the asymptotical error constant used in the one dimensional case.
Arithmetic mean Newton's method
The first variant ( [18] , [19] ), that substitutes the derivative of F (x) by the arithmetic mean of the derivatives of F at the points x and z is given by
From (6) and the developments of
Taking into account that M k = k A k , k = 2, 3 , subtracting α from (8) , and applying (4) we have
Note that we get the same expression as the one obtained for the one dimensional case in [18] , [19] and [6] .
Harmonic mean Newton's method
The second variant ( [18] , [11] , [15] ), that substitutes the derivative of F (x) by the harmonic mean of the derivatives of F at the points x and z is given by
From the developments of
From (12) we have
Finally, subtracting α from (11),taking into account (13) and applying (4), yields
This result agrees with the ones obtained in [18] , [11] and [15] .
Frozen derivatives in Newton's method
The third iterative method presented in this section is derived independently in the works of Shamanskii ([17] , 1967) and Potra et al. ([16] , 1989). It is defined by
is a Newton point. This method is a modification of Newton's iterative function where F is computed in the second step without evaluating F ′ . So, we can consider that the derivative is frozen in this second step ( [18] , [14] - [2] ). Note that only one computation of the inverse function is needed and it is only necessary one LU decomposition.
Subtracting α from (15) and applying (4) we obtain the following vectorial error equation:
Main numerical results
In this section we introduce two variants of the definition of COC which are independent of the knowledge of the root and we give some ways to compute with adaptive multiprecision arithmetics and a stopping criteria. Moreover, we apply all the results obtained yet to several examples.
Theoretical concepts
Let x n−2 , x n−1 , x n and x n+1 be the last four consecutive iterations of the sequence {x n } n≥0 , where x n ∈ R.
The definitions of Computational Order of Convergence (COC),ρ n [19] , Approximated Computational Order of Convergence (ACOC),ρ n [12] , and Extrapolated Computational Order of Convergence (ECOC),ρ n [9] , are the following
The COC, ACOC and ECOC of a sequence {x n } n≥0 is defined bȳ
One of the main drawback of the COC is that it involves the exact root α, which in a real situation it is not known a priori. To avoid this, we have introduced these two variants of COC, that do not use the exact root.
In numerical problems where a huge number of significant digits of the solution is needed it is required the use of methods with a high order of convergence together with an adaptive arithmetics that is to update the length of the mantissa at each step by means of the formula
where ρ is the order of convergence of the method and [x] denotes the integer part of x. Notice that the length of the mantissa is increased approximately by the order of convergence ρ. We have numerically checked the value of j, by varying it between 1 and 5, in order to have enough accuracy in the computation of the iterates {x n } n≥0 . We have realized that the minimum value that guarantees all the significant digits required is, in almost cases, j = 2. Consequently, hereof we consider j = 2 in formula (17) except if another value is explicitly given. In addition, to compute e n ,ê n orẽ n with an appropriate number of figures, using Definition 1, we must to enlarge the mantissa in the computation of x n+1 , x n , x n−1 , . . . with at least four additional significant digits.
Two relationships, one between e n andê n , and the other between e n andẽ n are given in [10] . Namely,
and
Notice that for updating the adaptive arithmetic process (17) it is necessary to know the exact root α. In this case the following stopping criteria is applied:
where η is the number of correct decimals and 0.5 · 10 −η is the required accuracy. The result given in (18) allows us to substitute the error in (17) by an expression that does not involve the exact root. Indeed, we implement the following adaptive multi-precision arithmetic schemes:
where δ n = ê n e n−1
. Moreover, from (18) we propose the following stopping criteria, instead of (19):
Examples
We generalize the preceding definition and techniques for solving seven systems of nonlinear equations using the Maple computer algebra system. We use the norm · ∞ instead of the absolute value in (17)- (21).
We have computed the solution of each system for the same set of initial approximations x i 0 , i = 1, 2, 3, which have been chosen close to the root α using the eucliden distance d i = x i 0 − α 2 , and taking into account the value of
Depending on the computational order of convergence used, COC, ACOC or ECOC, the iterative method was stopped when the condition (19) or (21) is fulfilled. Note that in all cases η = 2800 and we also obtain F (x k ) < 0.5 · 10 −η . Finally, we choose j, see (17) and (20), such that e k , ê k or ẽ k respectively, and F (x k ) have three significant digits al least. Tables 1-7 show, for each method and each function, the number, k, of iterations needed to compute the root to the level of precision described. Note that independently of using (17) or (20) the number of necessary iterations to get the desired precision is the same. In addition, in the sixth, eighth and tenth column, it is shown an error bound for the corresponding Computational Orders of Convergence (COC, ACOC and ECOC), given respectively byρ
Example 1
We begin with the system F 1 (x) = 0 defined by
The roots of F 1 (x) = 0 are (x, y) = (ln 2, kπ + ln 2)
t with k ∈ Z. We study the convergence of iterative methods previously presented towards the root α = (ln 2, ln √ 2) t ≈ (0.6931471806, 0.3465735903) t .
The initial approximations of the four methods are x Note that in the results shown in Table 1 in the case marked with ( * ) it is necessary to take j = 4 for x 
Example 2
The second example involves two quadratic polynomials. Namely, F 2 (x) = 0, defined by Note that in Table 2 the method HMN is of 4th order according to (16) . Setting in (⋆) ρ = 4 the results obtained for ECOC and ACOC were excellent for the three initial conditions with j = 2, but for COC it was necessary to take j = 20. Hence in the computations shown in Table 2 was used j = 20. In ( * ), for NM method j = 3 was used.
Example 3
A system of equations involving cubic polynomials, F 3 (x) = 0, namely Its solutions are (x, y) = 5 + 3 3
We test the convergence of the methods towards the root α = 5 + 3 3
The initial values are x Table 3 all the iterative methods give the same values of ∆ρ k−1 and ∆ ρ k .
Example 4
We present an example consisting in the computation of the complex root of the equation e z = z with the smallest imaginary part. Here we solve the nonlinear system of equations
that is obtained by considering the real and imaginary parts of the original equation e x+iy = x + iy.
We apply the methods defined in previous sections setting x In Table 4 in the cases ( * ) and (⋆) was necessary to use j = 3 and j = 4 respectively, and again ∆ρ k−1 and ∆ ρ k agree. This example can be found [7] . Table 3 : Numerical results for system F 3 (x) = 0 . 
Example 5
A system F 5 (x) = 0 involving three nonlinear equations defined by      xyz = 1, x + y − z 2 = 0,
is studied. We analyze the convergence of the methods towards the root α ≈ (2.14025812200, −2.09029464225, −0.22352512107) t .
The initial values are 
Example 6
A system of four equations F 6 (x) = 0 found in [3] , and given by
is solved. Two roots of F 6 (x) = 0 are (x, y, z, t) = ± 3 3 ,
. Here, we study the Table 4 : Numerical results for system F 4 (x) = 0 . Table 6 in the methods marked ( * ) j = 5 was used.
Example 7
In [7] the following boundary value problem
was posed. To solve it, we consider the following partition of the interval [0, 1] :
Let us define y 0 = y(u 0 ) = 0 , y 1 = y(u 1 ) , . . . , y n−1 = y(u n−1 ) , y n = y(u n ) = 1 . If we discretize the problem by using the following numerical formula for the second derivative
we obtain a (n − 1) × (n − 1) system of nonlinear equations:
In particular, we solve this problem for n = 10. Table 7 we used j = 5
in MN method ( * ).
Finally, after performing the numerical computation of the previous examples, we have realized that there are not significant changes in the components of the approximations of the error vectors when using the above defined norm.
Concluding remarks
A generalization to several variables of a technique used to compute analytically the error equation of iterative methods without memory for one variable is presented. The key idea is to use formal power series.
So far, using the definition of COC for one variable, an iterative method is applied to a set of functions and numerical verification of the value of local order claimed in the error equation is performed. In this paper we generalize this procedure to several variables. Furthermore, when the root is not known, as usually occurs in real problems, we have overcome this situation introducing the numerical computation of the order ECOC and ACOC.
To obtain an approximation of the root with high precision it is necessary to define an adaptive float arithmetics allowing us, in each step, to get the appropriate length of the mantissa. For several variables this increasing value of the mantissa is defined according to the knowledge or not of the root.
To illustrate the technique presented seven examples are worked and completely solved. In each one, four iterative methods have been carried out. Explicitly, agreements and differences are pointed out.
After comparing COC, ECOC and ACOC we think that ACOC is the best when the root is known or not due to its speed of convergence and its adaptability to the definition of the mantissa length. Table 7 : Numerical results for system F 7 (x) = 0 .
