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1. Introduction
Let Cm,n denote the set of m × n complex matrices. The symbols K∗, R(K), N (K), and rank(K)
will stand for the conjugate transpose, column space, null space, and rank of K ∈ Cm,n, respec-
tively. Moreover, In will be the identity matrix of order n, and for given K ∈ Cn,n we deﬁne K˜ =
In − K. Furthermore, ζ(K), ρ(K), and ξ(K)will mean the number of eigenvalues of K ∈ Cn,n equal to,
consecutively, zero, one, and belonging to the set (0, 1).
The present paper concerns the set
COPn = {K ∈ Cn,n:K2 = K = K∗}
of orthogonal projectors in Cn,1. An essential property of any orthogonal projector is that P ∈ COPn if
and only if it is expressible as KK† for some K ∈ Cn,m, where K† ∈ Cm,n is the Moore–Penrose inverse
of K, i.e., the unique solution to the equations
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KK†K = K, K†KK† = K†, (KK†)∗ = KK†, (K†K)∗ = K†K.
ThenKK† is the orthogonal projector ontoR(K) and, consequently, In − KK† is the orthogonal projec-
tor onto the orthogonal complement ofR(K), denoted byR(K)⊥, whereCn,1 = R(K) ⊥⊕R(K)⊥, with
the symbol
⊥⊕ being used to indicate that the two subspaces involved in the direct sum are orthogonal.
Similarly, K†K and Im − K†K are the orthogonal projectors onto R(K∗) and R(K∗)⊥, respectively,
whereCm,1 = R(K∗) ⊥⊕R(K∗)⊥.
Let P ∈ COPn be of rank r. It is known that there exists unitary U ∈ Cn,n such that
P = U
(
Ir 0
0 0
)
U∗. (1.1)
Clearly, any other orthogonal projector of order n, say Q ∈ COPn , can be represented as
Q = U
(
A B
B∗ D
)
U∗, (1.2)
with A ∈ Cr,r and D ∈ Cn−r,n−r . Two particular versions of representation (1.2) are obtained when
r = 0, in which case matrices A and B are absent, and when r = n, in which case matrices D and B are
absent.
In addition to the obvious equalities A = A∗ and D = D∗, matrices involved in representation
(1.2) satisfy some further relationships, which are collected in the next section. The main purpose of
the present paper is achieved in Section 3, where, by utilizing representations (1.1) and (1.2), several
characterizations concerning eigenvalues of various functions of P,Q ∈ COPn are established. These
considerations were inspired mainly by Anderson et al. [2], who provided some general results on the
possible eigenvalues of the product and difference of two orthogonal projectors; the corresponding
result on the product of two orthogonal projectors having real entries was given by Afriat [1]. The
paper is concluded by the section providing relevant supplementary results, with the emphasis lying
on the problem of invertibility. This section contains also an example demonstrating the applicability
of the results established in Section 3 in mathematical statistics. An important feature of the paper is
that it demonstrates the usefulness of the representations utilized.
Inwhat follows, the symbolPχ will denote the orthogonal projector onto subspaceχ . Furthermore,
with regard to the orthogonal projectors onto the column spaces of submatrices of Q ∈ COPn given in
(1.2),wewill use the convention according towhichPK stands forPK = KK† and P˜K for P˜K = Ik − KK†,
where Ik is the identity matrix of appropriate order and K ∈ {A, A˜, B, B∗,D, D˜}.
2. Preliminary results
The following ﬁve lemmas concern basic relationships between submatrices involved in thematrix
Q given in (1.2).
Lemma 1. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) A = A2 + BB∗, or equivalently AA˜ = BB∗,
(ii) B = AB + BD, or equivalently B∗ = B∗A + DB∗,
(iii) D = D2 + B∗B, or equivalently DD˜ = B∗B.
Proof. The three relationships are straightforward consequences of the condition Q 2 = Q . 
Note that conditions (i) and (iii) of Lemma 1 combined with the facts that A and D are Hermitian,
respectively, ensure that A and D are both nonnegative deﬁnite.
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Lemma 2. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) A˜ = A˜2 + BB∗, (ii) BD = A˜B,
(iii) AB = BD˜, (iv) D˜ = D˜2 + B∗B,
(v) A˜ = A˜∗, (vi) D˜ = D˜∗,
(vii) R(B) ⊆ R(A), (viii) R(B) ⊆ R(A˜),
(ix) R(B∗) ⊆ R(D), (x) R(B∗) ⊆ R(D˜),
(xi) A is a contraction, (xii) D is a contraction.
Proof. Conditions (i)–(iv) follow from Lemma 1, whereas (v) and (vi) from the Hermitianness of A and
D. Condition (vii) is established on account of Lemma 1(i) by noting that
R(A) = R (AA∗ + BB∗) = R(AA∗) + R(BB∗) = R(A) + R(B),
where the second equality follows from the fact that AA∗ and BB∗ are both nonnegative deﬁnite; see
e.g., Fact 8.6.2(ii) in [7]. The next three conditions are obtained similarly.
To prove condition (xi), ﬁrst recall that K ∈ Cm,n is called a contraction if the Euclidean norm of
Kx is not greater than the Euclidean norm of x for all x ∈ Cn,1; see Exercise 43 in [6, Chapter 6]. We
establish condition (xi) by showing that Ir − AA∗ is nonnegative deﬁnite. In view of theHermitianness
of A combined with Lemma 1(i), it is seen that
Ir − AA∗ = Ir − (A − BB∗) = A˜ + BB∗, (2.1)
with the right-hand side of (2.1) being the sum of two nonnegative deﬁnite matrices which is nonneg-
ative deﬁnite itself. Condition (xii) is established analogously. 
It is noteworthy that the last two conditions in Lemma 2 ensure that the eigenvalues of A and D
belong to the set [0, 1]; see [9, p. 142].
Lemma 3. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) A†B = BD˜†, (ii) A˜†B = BD†.
Proof. We will prove condition (i) only, for condition (ii) follows similarly. From Lemma 1(ii) it fol-
lows that A†B = A†(AB + BD). Since A is Hermitian, Lemma 2(vii) implies that R(B) ⊆ R(A∗), or
equivalentlyA†AB = B. Thus,A†B = B + A†BD, whence B = A†BD˜. Postmultiplying both sides of this
condition by D˜† and using Lemma 2(x), leads to A†B = BD˜†. 
Lemma 4. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) A − BD†B∗ = P˜A˜ , (ii) A˜ + BD†B∗ = PA˜ ,
(iii) D − B∗A†B = P˜D˜, (iv) D˜ + B∗A†B = PD˜,
(v) D + B∗A˜†B = PD, (vi) D˜ − B∗A˜†B = P˜D,
(vii) A + BD˜†B∗ = PA , (viii) A˜ − BD˜†B∗ = P˜A.
Proof. The proof will be limited to condition (i) only. On account of Lemma 1(i) and Lemma 3(ii), it
follows that BD†B∗ = A˜†AA˜. Hence, BD†B∗ = A˜†(Ir − A˜)A˜ and taking into account that A˜A˜† = A˜†A˜
(being a consequence of Lemma 2(v)), we in turn get A − BD†B∗ = Ir − A˜†A˜, establishing condition
(i) of the lemma. 
Lemma 5. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) rank(A˜) = r − rank(A) + rank(B),
(ii) rank(D˜) = n − r + rank(B) − rank(D).
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Proof. From (2.12) in [17] it follows that
rank(AA˜) = rank(A) + rank(A˜) − r.
Hence, by Lemma 1(i) we get
rank(A˜) = r + rank(BB∗) − rank(A) = r + rank(B) − rank(A).
Condition (ii) is established in a similar way. 
The theorem below provides a formula for the rank of Q given in (1.2) expressed in terms of ranks
of its submatrices.
Theorem 1. Let Q ∈ COPn be partitioned as in (1.2). Then
rank(Q ) = rank(A) − rank(B) + rank(D).
Proof. By Lemma 2(vii) and Corollary 19.1 in [13], which provides necessary and sufﬁcient conditions
for the rank additivity on the Schur complement, we have
rank(Q ) = rank(A) + rank(D − B∗A†B).
Utilizing Lemma 4(iii) we further get
rank(Q ) = rank(A) + rank(P˜D˜) = rank(A) + n − r − rank(D˜).
Hence, the assertion follows on account of Lemma 5(ii). 
Further relationships concerning ranks of P and Q are listed in the lemma below.
Lemma 6. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) rank(PQ ) = rank(QP) = rank(A),
(ii) rank(In − PQ ) = n − rank(A) + rank(B),
(iii) rank(P + Q ) = r + rank(D),
(iv) rank(P − Q ) = r − rank(A) + rank(B) + rank(D),
(v) rank(PQ + QP) = rank(A) + rank(B),
(vi) rank(PQ − QP) = 2 rank(B).
Proof. From (1.1) and (1.2) it follows that
PQ = U
(
A B
0 0
)
U∗, In − PQ = U
(
A˜ −B
0 In−r
)
U∗, (2.2)
P − Q = U
(
A˜ −B
−B∗ −D
)
U∗, P + Q = U
(
Ir + A B
B∗ D
)
U∗, (2.3)
PQ − QP = U
(
0 B
−B∗ 0
)
U∗, PQ + QP = U
(
2A B
B∗ 0
)
U∗. (2.4)
Hence, conditions (i), (ii), and (iv) are obtained on account of Corollary 19.1 in [13], where: in the case
of condition (ii), Lemma 5(i) is to be utilized; in the case of condition (iv), Lemma 4(v) and Lemma 5(i)
are to be utilized. Further, condition (iii) follows from formula (2.10) in [17], condition (vi) is a direct
consequence of formula (8.3) in [13], and condition (v) is established by utilizing formula (2.13) in [17]
and conditions (iii), (iv), and (vi) of the lemma. 
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The following result is an important tool in constructing orthogonal projectors onto given column
spaces.
Lemma 7. Let P,Q ∈ COPn . Then:
(i) P + P˜(P˜Q )† is the orthogonal projector ontoR(P) + R(Q ),
(ii) P − P(PQ˜ )† is the orthogonal projector ontoR(P) ∩ R(Q ).
Proof. Conditions (i) and (ii) constitute equivalences (3.1) ⇔ (3.6) and (4.1) ⇔ (4.8) in [15], respec-
tively. 
By using Lemma 7(ii) we obtain the following representations of the orthogonal projectors onto
intersections of certain subspaces, including their dimensions.
Lemma 8. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) PR(P)∩R(Q ) = U
(
P˜A˜ 0
0 0
)
U∗, where dim[R(P) ∩ R(Q )] = rank(A) − rank(B),
(ii) PR(P)∩N (Q ) = U
(
P˜A 0
0 0
)
U∗, where dim[R(P) ∩ N (Q )] = r − rank(A),
(iii) PN (P)∩R(Q ) = U
(
0 0
0 P˜D˜
)
U∗, where dim[N (P) ∩ R(Q )] = rank(D) − rank(B),
(iv) PN (P)∩N (Q ) = U
(
0 0
0 P˜D
)
U∗, where dim[N (P) ∩ N (Q )] = n − r − rank(D).
Proof. Weestablishpoint (i) only, for the remainingones areobtainedanalogously.Direct veriﬁcations,
with the use of conditions (i), (viii) of Lemma 2 and (ii) of Lemma 3, show that the Moore–Penrose
inverse of
PQ˜ = U
(
A˜ −B
0 0
)
U∗
is given by
(PQ˜ )† = U
(
PA˜ 0
−D†B∗ 0
)
U∗.
Hence, from Lemma 7(ii) it follows that the orthogonal projector onto R(P) ∩ R(Q ) is of the form
given in point (i) of the lemma. Furthermore, it is seen that
dim[R(P) ∩ R(Q )] = rank(P˜A˜) = rank(Ir − A˜A˜†) = r − rank(A˜),
and the equality on the right-hand side of point (i) follows on account of Lemma 5(i). 
The next theorem provides several characterizations involvingR(P) andR(Q ) expressed in terms
of ranks of submatrices A, B, and D.
Theorem 2. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) R(P) ∩ R(Q ) = {0} ⇔ rank(A) = rank(B),
(ii) R(P) + R(Q ) = Cn,1 ⇔ rank(D) = n − r,
(iii) R(P) ⊥ R(Q ) ⇔ rank(A) = 0,
(iv) R(P) ⊕ R(Q ) = Cn,1 ⇔ rank(A) = rank(B) and rank(D) = n − r,
(v) R(P)
⊥⊕R(Q ) = Cn,1 ⇔ rank(A) = 0 and rank(D) = n − r.
Proof. Equivalence (i) follows directly from Lemma 8(i). In the light of Lemma 1(iii) and Lemma 2(ix),
direct veriﬁcations show that the Moore–Penrose inverse of
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P˜Q = U
(
0 0
B∗ D
)
U∗
is given by
(P˜Q )† = U
(
0 BD†
0 PD
)
U∗.
Hence, from Lemma 7(i) it follows that the orthogonal projector ontoR(P) + R(Q ) has the form
PR(P)+R(Q ) = U
(
Ir 0
0 PD
)
U∗,
and thusR(P) + R(Q ) = Cn,1 if and only if D is nonsingular.
To prove condition (iii), we utilize the fact that R(P) ⊥ R(Q ) ⇔ PQ = 0. It is easy to see that
PQ = 0 if and only if A = 0.
The proof is concluded by observations that condition (iv) is obtained by combining conditions (i)
and (ii), whereas condition (v) follows from combining conditions (ii) and (iii). 
3. Main results
In the present section we consider spectral properties of various functions of P,Q ∈ COPn . Recall
that ζ(·),ρ(·), and ξ(·) denote the number of eigenvalues of amatrix argument equal to zero, one, and
belonging to the set (0, 1), respectively. We begin with a lemma concerning submatrices of Q given in
(1.2).
Lemma 9. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) ρ(A) = rank(A) − rank(B),
(ii) ρ(D) = rank(D) − rank(B).
Proof. Clearly, ρ(A) = ζ(A˜) = r − rank(A˜). Hence, condition (i) follows from Lemma 5(i). Similarly,
since ρ(D) = ζ(D˜) = n − r − rank(D˜), Lemma 5(ii) implies point (ii) of the lemma. 
Notice that the eigenvalues of AA˜ (i.e., BB∗ as well) belong to the set [0, 1). Furthermore, ξ(AA˜) =
ξ(A) = rank(B), with the latter equality obtained from Lemma 9(i). Clearly, similar facts hold also
with respect to the matrix D.
A theorem below utilizes the present approach to analyze the spectral properties of the product of
two orthogonal projectors.
Theorem 3. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) the eigenvalues of PQ belong to the set [0, 1],
(ii) ζ(PQ ) = n − rank(A) = dim{N (P) + [R(P) ∩ N (Q )]},
(iii) ρ(PQ ) = rank(A) − rank(B) = dim[R(P) ∩ R(Q )],
(iv) ξ(PQ ) = rank(B).
Proof. Condition (i) is well known; see e.g., Lemma 2 in [2] or point (i) of Lemma 2 in [9]. Consider
now a nonzero λ ∈ C. Then, on account of the left-hand side formula in (2.2), det(PQ − λIn) is given
by
det(
(
A − λIr B
0 −λIn−r
)
) = (−λ)n−rdet(A − λIr). (3.1)
Hence, ρ(PQ ) = ρ(A) from where, in view of Lemma 9(i), the left equality in point (iii) follows.
The right equality in this point need not be proved, for it constitutes a part of Lemma 8(i). Another
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clear consequence of (3.1) is that ξ(PQ ) = ξ(A) which, in view of the already mentioned fact that
ξ(A) = rank(B), leads to condition (iv) of the theorem.
The left equality in point (ii) follows trivially. To establish the right equality therein, apply Lemma
7(i) to PN (P) = P˜ and the projector given in Lemma 8(ii), to obtain
PN (P)+[R(P)∩N (Q )] = U
(
P˜A 0
0 In−r
)
U∗. 
In what follows we consider the spectral properties of (P − Q )2 = (P − Q )∗(P − Q ). According
to Theorem 4 in [9] (see also Lemma in [5]) the numbers of particular eigenvalues of (P − Q )2 and PQ
are related, namelyρ(PQ ) ζ [(P − Q )2] andρ[(P − Q )2] ζ(PQ ). Utilizing the approach proposed
in the present paper, we obtain more accurate relationships.
Theorem 4. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) the eigenvalues of (P − Q )2 belong to the set [0, 1],
(ii) ζ [(P − Q )2] = n − r + rank(A) − rank(B) − rank(D) = dim{[R(P) ∩ R(Q )]
+ [N (P) ∩ N (Q )]},
(iii) ρ[(P − Q )2] = r − rank(A) − rank(B) + rank(D) = dim{[R(P) ∩ N (Q )]
+ [N (P) ∩ R(Q )]},
(iv) ξ [(P − Q )2] = 2 rank(B) = dim[R(P − Q ) ∩ R(In − P − Q )].
Proof. Condition (i) is a direct consequence of the fact that the eigenvalues of P − Q are in the set
[−1, 1]; see Lemma 1 in [2]. Utilizing conditions (i), (ii), and (iv) of Lemma 2, from the left-hand side
formula in (2.3) we get
(P − Q )2 = U
(
A˜ 0
0 D
)
U∗.
In consequence, the eigenvalues of (P − Q )2 are equal to the eigenvalues of either A˜ or D. Hence, the
left equality in point (ii) follows from Lemma 5(i). To establish the right equality, observe that applying
Lemma 7(i) to the projectors given in points (i) and (iv) of Lemma 8 leads to
P[R(P)∩R(Q )]+[N (P)∩N (Q )] = U
(
P˜A˜ 0
0 P˜D
)
U∗.
Thus, dim{[R(P) ∩ R(Q )] + [N (P) ∩ N (Q )]} = rank(P˜A˜) + rank(P˜D), and the assertion follows on
account of Lemma 5(i).
Condition (iii) is obtained similarly. Namely, the left equality given therein follows from ρ(A˜) =
r − rank(A) and Lemma 9(ii). The right equality is obtained by noting that applying Lemma 7(i) to the
projectors in points (ii) and (iii) of Lemma 8, gives
P[R(P)∩N (Q )]+[N (P)∩R(Q )] = U
(
P˜A 0
0 P˜D˜
)
U∗.
Hence, the condition follows by Lemma 5(ii).
The left equality in (iv) is impliedbyconditions (i)–(iii) of the theorem.Toestablish the right equality
therein, ﬁrst note that direct veriﬁcations, with the use of conditions (i), (viii), (ix) of Lemma 2, Lemma
3, and condition (v) of Lemma 4, show that the Moore–Penrose inverse of P − Q given in (2.3) is of
the form
(P − Q )† = U
(
PA˜ −BD†
−D†B∗ −PD
)
U∗. (3.2)
Hence,
PR(P−Q ) = U
(
PA˜ 0
0 PD
)
U∗. (3.3)
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On the other hand, on account of conditions (i) of Lemmas 1 and 3, (vii) and (x) of Lemma 2, and (iv)
of Lemma 4, the Moore–Penrose inverse of
In − P − Q = U
(−A −B
−B∗ D˜
)
U∗ (3.4)
is given by
(In − P − Q )† = U
( −PA −A†B
−B∗A† PD˜
)
U∗, (3.5)
and thus
PR(In−P−Q ) = U
(
PA 0
0 PD˜
)
U∗. (3.6)
Applying point Lemma 7(ii) to (3.3) and (3.6) gives
PR(P−Q )∩R(In−P−Q ) = U
(
PA − PA(PAP˜A˜)† 0
0 PD˜ − PD˜(PD˜P˜D)†
)
U∗. (3.7)
Lemma 1(i) ensures that (BB∗)† = A†A˜†, and it follows that BB† = BB∗(BB∗)† = AA˜A†A˜†. Hence,
in view of A˜A† = A†A˜, we arrive at PB = PAPA˜ , or, in other words, PAP˜A˜ = PA − PB. On account
of Lemma 2(vii), it is seen that PAPB = PB = PBPA , which ensures that PA − PB is an orthogonal
projector. Consequently, (PAP˜A˜)
† = PA − PB. Analogously, it can be shown that (PD˜P˜D)† = PD˜ − PB∗ .
Hence, in view of conditions (vii) and (x) of Lemma 2, (3.7) simpliﬁes to
PR(P−Q )∩R(In−P−Q ) = U
(
PB 0
0 PB∗
)
U∗,
and, thus, it is clear that also the right equality in condition (iv) of the theorem necessarily holds. 
An interesting supplement to Theorem 4, namely relationship
ξ [(P − Q )2] = rank(PQ − QP),
is obtained by comparing its condition (iv) with Lemma 6(vi).
The next theorem is a counterpart of the previous one and concerns eigenvalues of the difference
of two orthogonal projectors.
Theorem 5. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) the eigenvalues of P − Q belong to the set [−1, 1],
(ii) ρ(P − Q ) = r − rank(A) = dim[R(P) ∩ N (Q )],
(iii) η(P − Q ) = rank(D) − rank(B) = dim[N (P) ∩ R(Q )],
(iv) ζ(P − Q ) = n − r + rank(A) − rank(B) − rank(D),
(v) P − Q has 2 rank(B) eigenvalues different from −1, 0, and 1,
where η(P − Q ) denotes the number of eigenvalues of P − Q equal to −1.
Proof. First note that statement (i) constitutes Lemma 1 in [2]. To establish conditions (ii) and (iii)
observe that matrix P − Q , being Hermitian, is similar to a diagonal matrix, which means that geo-
metric and algebraicmultiplicities of each of its eigenvalues are equal. Hence, n − rank(P − Q − λIn)
is equal to the multiplicity of λ ∈ C as an eigenvalue of P − Q .
Applying Corollary 19.1 in [13] to
P − Q − In =
(−A −B
−B∗ −(In−r + D)
)
,
gives
rank(P − Q − In) = rank(A) + rank(In−r + D − B∗A†B)
= rank(A) + rank(In−r + P˜D˜),
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where the latter equality is a direct consequence of Lemma 4(iii). In view of positive deﬁniteness of
In−r + P˜D˜, we ﬁnally obtain n − rank(P − Q − In) = r − rank(A), completing the proof of the left
equality in point (ii). The remaining part of this point follows directly from Lemma 8(ii).
The proof of (iii) follows analogously to (ii). Note that
rank(P − Q + In) = rank(
(
Ir + A˜ −B
−B∗ D˜
)
)
is equal to rank(D˜) + rank(Ir + P˜A) from where, utilizing Lemma 5(ii), we get
n − rank(P − Q + In) = rank(D) − rank(B).
Moreover, the right equality constitutes a part of Lemma 8(iii).
The proof is concluded by two observations. Firstly, that condition (iv) follows from Lemma 6(iv),
secondly, that condition (v) is a direct consequence of its conditions (i)–(iv). 
The next result concerns eigenvalues of a sum of two orthogonal projectors.
Theorem 6. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) the eigenvalues of P + Q belong to the set [0, 2],
(ii) η(P + Q ) = rank(A) − rank(B),
(iii) ρ(P + Q ) = r − rank(A) − rank(B) + rank(D),
(iv) ζ(P + Q ) = n − r − rank(D) = dim[N (P) ∩ N (Q )],
(v) P + Q has 2 rank(B) eigenvalues different from 0, 1, and 2,
where η(P + Q ) denotes the number of eigenvalues of P + Q equal to 2.
Proof. Let x ∈ Cn,1 be a unit eigenvector of P + Q and λ ∈ C the corresponding eigenvalue, i.e.,
(P + Q )x = λx. Hence, x∗Px + x∗Qx = λ and, since x∗Px, x∗Qx ∈ [0, 1], statement (i) is shown.
Since P + Q is Hermitian, algebraic and geometric multiplicities of its eigenvalues coincide, and
for a given eigenvalue λ, are equal to dim[N (P + Q − λIn)]. First consider the case corresponding to
λ = 2. Then, from Corollary 19.1 in [13] it follows that rank of P + Q − 2In, being of the form
P + Q − 2In = U
(−A˜ B
B∗ D − 2In−r
)
U∗,
satisﬁes
rank(P + Q − 2In) = rank(A˜) + rank(D − 2In−r + B∗A˜†B),
whence, on account of Lemma 4(v), we obtain
rank(P + Q − 2In) = rank(A˜) + rank(PD − 2In−r).
Utilizing the fact that PD − 2In−r is nonsingular, in view of Lemma 5(i) we further get
rank(P + Q − 2In) = n − rank(A) + rank(B).
In consequence, the null space of P + Q − 2In satisﬁes
dim[N (P + Q − 2In)] = n − rank(P + Q − 2In) = rank(A) − rank(B).
The proof of (iii) uses the same arguments as (ii). By Corollary 19.1 in [13] and Lemmas 4(iv) and 5(ii),
we get
rank(P + Q − In) = n − r + rank(A) + rank(B) − rank(D),
and hence,
dim[N (P + Q − In)] = r − rank(A) − rank(B) + rank(D).
The remaining two conditions are consequences of the following simple observations. Firstly,
the left equality in (iv) follows from ζ(P + Q ) = n − rank(P + Q ), with rank of P + Q given in
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Lemma 6(iii). Secondly, the right equality is a part of Lemma 8(iv). Finally, point (v) is a conse-
quence of the fact that the number of eigenvalues of P + Q different from 0, 1, and 2 is equal to
n − η(P + Q ) − ρ(P + Q ) − ζ(P + Q ). 
Comparing Theorem 3(iii) and Theorem 6(ii) shows that ρ(PQ ) = η(P + Q ). Furthermore, from
Theorem 4(ii) and Theorem 5(iv) we obtain ζ [(P − Q )2] = ζ(P − Q ), whereas from points (iii) of
Theorems 4 and 6 we get ρ[(P − Q )2] = ρ(P + Q ). Additionally, Theorem 4(iv) and Theorem 5(v)
imply that ξ [(P − Q )2] is equal to the number of rational eigenvalues of P − Q .
The next theorem will be useful in subsequent considerations dealing with eigenvalues of P + Q .
Theorem 7. Let P,Q ∈ COPn and let λ ∈ C. Then
[P − (1 − λ)In][P + Q − λIn] [Q − (1 − λ)In] = λ
[
PQ − (λ − 1)2In
]
. (3.8)
Proof. The assertion is established by direct veriﬁcations. 
Since P,Q ∈ COPn , it follows that two factors present on the left-hand side of (3.8) satisfy
det[P − (1 − λ)In] = λr(1 − λ)n−r , (3.9)
det[Q − (1 − λ)In] = λrank(Q )(1 − λ)n−rank(Q ). (3.10)
In order to derive formula for the determinant of λ[PQ − (λ − 1)2In], ﬁrst observe that from the
left-hand side formula in (2.2) we get
PQ − (λ − 1)2In = U
(
A − (λ − 1)2Ir B
0 −(λ − 1)2In−r
)
U∗.
Hence, on account of relationship (6.1.16) in [14],
det{λ[PQ − (λ − 1)2In]} = λn det[A − (λ − 1)2Ir](−1)n−r(λ − 1)2(n−r). (3.11)
Consider now a spectral decomposition of A in the form
A = V diag(1, . . ., 1︸ ︷︷ ︸
k times
,α1, . . .,αl , 0, . . ., 0︸ ︷︷ ︸
m times
)V∗, (3.12)
where V ∈ Cr is unitary, r = k + l + m, and αj , j = 1, . . ., l, satisfying α1 α2  · · ·αl , are eigen-
values of A belonging to the set (0, 1). Referring to the notation used in the present paper, we have
k = ρ(A), l = ξ(A), andm = ζ(A). It is trivially seen that (3.12) implies
A − (λ − 1)2Ir = V diag(1 − (λ − 1)2, . . ., 1 − (λ − 1)2︸ ︷︷ ︸
k times
,
α1 − (λ − 1)2, . . .,αl − (λ − 1)2,−(λ − 1)2, . . .,−(λ − 1)2︸ ︷︷ ︸
m times
)V∗,
whence, taking into account that 1 − (λ − 1)2 = λ(2 − λ), we get
det[A − (λ − 1)2Ir] = λk(2 − λ)k	lj=1[αj − (λ − 1)2](−1)m(λ − 1)2m.
Consequently, (3.11) can be rewritten in the form
det{λ[PQ − (λ − 1)2In]} = λk+n(2 − λ)k
·	lj=1[αj − (λ − 1)2](−1)m+n−r(λ − 1)2(m+n−r). (3.13)
Introducing R(λ) = P + Q − λIn, and utilizing formulae (3.9), (3.10), and (3.13), Theorem 7 implies
det[R(λ)] = λk+n−r−rank(Q )(2 − λ)k
·	lj=1[αj − (λ − 1)2](−1)m+n−r(λ − 1)2m−r+rank(Q ).
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Hence, by Lemma 9(i), Theorem 1, andm = r − rank(A), we have
det[R(λ)] = λn−r−rank(D)(2 − λ)rank(A)−rank(B)
·	lj=1[αj − (λ − 1)2](−1)n−rank(A)(λ − 1)r−rank(A)−rank(B)+rank(D). (3.14)
The following result is a direct consequence of (3.14).
Theorem 8. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then, the eigenvalues of P + Q are the
roots of the polynomial det[R(λ)] given in (3.14).
Observe that Theorem 8 covers in fact Theorem 6. However, some new information concerning
the eigenvalues of P + Q different from 0, 1, and 2 is derivable from Theorem 8, but not seen from
Theorem 6. Namely, utilizing the equivalence
	lj=1[αj − (λ − 1)2] = 0 ⇔ ±√αj = λ − 1 for some j = 1, . . ., l,
it follows that P + Q has rank(B) eigenvalues of the form 1 + √αj , j = 1, . . ., rank(B) and rank(B)
eigenvalues of the form 1 − √αj , j = 1, . . ., rank(B); cf. Theorem 6(v).
An additional observation is that each of Theorems 6 and 8 provides a solution to the generalized
version of Problem 10917 posed by Groß and Trenkler [11], claiming that PQ ∈ COPn if and only if
all nonzero eigenvalues of P + Q are greater than or equal to 1. Combining the observation that
PQ ∈ COPn ⇔ rank(B) = 0 with Theorem 6 or 8 leads to the conclusion that PQ ∈ COPn if and only
if the nonzero eigenvalues of P + Q are equal to either one or two.
The next theorem concerns spectral properties of the matrix PQ − QP given in (2.4). Observe that
thismatrix is skew-Hermitian, i.e., satisﬁesPQ − QP = −(PQ − QP)∗,whichmeans that i(PQ − QP)
is Hermitian.
Theorem 9. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) the eigenvalues of PQ − QP are purely imaginary and belong to the set [−i, i],
(ii) ζ(PQ − QP) = n − 2 rank(B),
(iii) PQ − QP has rank(B) eigenvalues belonging to the set i(0, 1],
(iv) PQ − QP has rank(B) eigenvalues belonging to the set i[−1, 0).
Proof. Let x ∈ Cn,1 be a unit eigenvector of PQ − QP corresponding to an eigenvalue λ ∈ C, i.e.,
(PQ − QP)x = λx. Hence, x∗PQx − x∗QPx = λ and, since both quadratic forms x∗PQx and x∗QPx
belong to the set [0, 1], condition (i) follows by utilizing the known fact that the eigenvalues of a skew-
Hermitian matrix are purely imaginary. Condition (ii) is established straightforwardly by utilizing
ζ(PQ − QP) = n − rank(PQ − QP) and Lemma 6(vi).
Let λ ∈ C and note that
i(PQ − QP) − λIn = U
(−λIr iB−iB∗ −λIn−r
)
U∗. (3.15)
If λ 
= 0, then applying to (3.15) formula (6.2.1) in [14] leads to
det[i(PQ − QP) − λIn] = det(−λIn−r)det[−λIr − iB
(
− 1
λ
)
(−iB∗)]
= (−λ)n−rdet(−λIr + 1λBB∗)= (−1)n−rλn−2rdet(BB∗ − λ2Ir).
Clearly, the eigenvalues ofBB∗ are real.Moreover, the number ofλ > 0 such that det(BB∗ − λ2Ir) = 0
is equal to rank(B). Furthermore, an analogous statement is true also for λ < 0. Combining these
observations with statement (i), establishes conditions (iii) and (iv) of the theorem, completing the
proof. 
The section is concluded by examples demonstrating the applicability of Theorems 3–6 and 9. Let
P and Q be 3 × 3, with P obtained from (1.1) by substituting U = I3, and
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Q =
⎛⎜⎜⎝
1 0 0
0 1
2
1
2
0 1
2
1
2
⎞⎟⎟⎠ . (3.16)
While rank(Q ) = 2,weconsider separately twosituations characterizedbydifferentvaluesof rank(P),
namely r = 1 and r = 2. In the former, Q is partitioned as
A = (1), B = (0 0) , D =
⎛⎝ 12 12
1
2
1
2
⎞⎠ ,
in which case rank(A) = 1, rank(B) = 0, and rank(D) = 1, whereas in the latter one as
A =
(
1 0
0 1
2
)
, B =
(
0
1
2
)
, D =
(
1
2
)
,
in which case rank(A) = 2, rank(B) = 1, and rank(D) = 1.
Consider ﬁrst the situation corresponding to r = 1. Then, from Theorems 3 and 4 it follows that
PQ and (P − Q )2 are both singular, each having two zero eigenvalues and one unit one. Similarly,
from Theorem 5 it is seen that, besides two zero eigenvalues, P − Q has also one eigenvalue equal to
−1. Furthermore, Theorem 6 shows that P + Q has three different eigenvalues, namely: two, one, and
zero. Moreover, Theorem 9 leads to the conclusion that all eigenvalues of PQ − QP are equal to zero,
which means that PQ = QP.
Suppose now that r = 2. As can be seen from Theorems 3 and 4, also in such a situation PQ
and (P − Q )2 are both singular; here, however, in addition to ζ(PQ ) = 1, we have ρ(PQ ) = 1 and
ξ(PQ ) = 1 (with noninteger eigenvalue equal to 1
2
), whereas ζ [(P − Q )2] = 1 is accompanied by
ξ [(P − Q )2] = 2 (with both noninteger eigenvalues equal to 1
2
). Further, Theorem 5 leads to the
conclusion that, besides one zero eigenvalue,P − Q has twoeigenvalues belonging to the set (−1, 0) ∪
(0, 1) (namely, −
√
2
2
and
√
2
2
). Next, in the present situation P + Q is nonsingular, with, as seen from
Theorem 6, one eigenvalue equal to two and two belonging to the set (0, 1) ∪ (1, 2) (namely, 1 −√
2
2
and 1 +
√
2
2
). Finally, Theorem 9 shows that the eigenvalues of PQ − QP are distinct, with one
equal to zero, one belonging to the set i[−1, 0) (namely, − 1
2
i), and one belonging to the set i(0, 1]
(namely, 1
2
i).
4. Supplementary results
The present section provides a selection of results dealingwith functions of P,Q ∈ COPn considered
in the preceding section, which can be useful and inspiring in further research.
On account of the results given in Section 2, from the right-hand side formula in (2.3) and (3.2) we
get
(P + Q )(P − Q )† = U
(
PA˜ −2BD†
0 −PD
)
U∗,
and hence it follows that the orthogonal projector ontoR(P − Q ) given in (3.3) can be expressed as
PR(P−Q ) = [(P + Q )(P − Q )†]2.
It is of interest to inquirewhenP − Q andP + Q arenonsingular. As easy to see from(3.3),ζ(P − Q ) =
0 if and only if rank(A˜) = r and rank(D) = n − r, in which case
(P − Q )−1 = U
(
Ir −BD−1
−D−1B∗ −In−r
)
U∗.
Groß and Trenkler [10] observed that the nonsingularity ofP − Q implies the nonsingularity ofP + Q ;
see also [4]. As can be veriﬁed, if A˜ and D are both nonsingular, then the inverse of P + Q , being of the
form
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(P + Q )−1 = U
(
Ir −BD−1
−D−1B∗ 2D−1 − In−r
)
U∗,
satisﬁes
(P + Q )−1 = (P − Q )−1(P + Q )(P − Q )−1.
Direct calculations conﬁrm that in general
(P + Q )† = U
(
Ir − 12 P˜A˜ −BD†
−D†B∗ 2D† − PD
)
U∗. (4.1)
The matrix P + Q is nonsingular if and only if rank(D) = n − r, in which case (4.1) takes the form
(P + Q )−1 = U
(
Ir − 12 P˜A˜ −BD−1
−D−1B∗ 2D−1 − In−r
)
U∗.
Another matrix utilized in Section 3 is In − P − Q . Applying Corollary 19.1 in [13] to (3.4) entails
rank(In − P − Q ) = rank(A) + rank(D˜ + B∗A†B),
whence it follows that
rank(In − P − Q ) = n − r + rank(A) + rank(B) − rank(D). (4.2)
Since rank(A) r and rank(B) rank(D), it is seen from (4.2) that In − P − Q is nonsingular if and
only if rank(A) = r and rank(B) = rank(D). In such a case, the formula in (3.5) takes the form
(In − P − Q )−1 = U
( −Ir −A−1B
−B∗A−1 In−r
)
U∗.
Unlike the Moore–Penrose inverse of PQ − QP, whose form is obtained trivially from the left-
hand side formula in (2.4), the Moore–Penrose inverse of PQ + QP requires more effort. However,
since Lemma 2(vii) ensures that there exists X ∈ Cr,n−r such that B = AX, we have R(B∗A†B) =
R(X∗AX) = R(X∗A) = R(B∗), and, thus, by Exercise 3 in [8, p. 69] we get
(PQ + QP)† = U
(
1
2
A† − 1
2
A†B(B∗A†B)†B∗A† A†B(B∗A†B)†
(B∗A†B)†B∗A† −2(B∗A†B)†
)
U∗. (4.3)
Hence, the right-hand side formula in (2.4) and (4.3) lead to
PR(PQ+QP) = U
(
PA 0
0 PB∗
)
U∗,
fromwhere it is seen that PQ + QP is invertible if and only if rank(A) + rank(B) = n, or, equivalently,
rank(A) = r and rank(B) = n − r. On the other hand, rank(A) + rank(B) = n is equivalent to
rank(D) = n − r and rank(A) + rank(B) − rank(D) = r, (4.4)
with sufﬁciency of (4.4) easily seen, whereas necessity based on account of the fact that, in view
of Lemma 2(ix), rank(B) = n − r implies rank(D) = n − r. Note that from Lemma 6(iii) it follows
that the left-hand side condition in (4.4) is satisﬁed if and only if rank(P + Q ) = n, whereas from
(4.2) it follows that the right-hand side condition in (4.4) holds if and only if rank(In − P − Q ) = n.
Consequently, PQ + QP is invertible if and only if P + Q and In − P − Q are both invertible; this
result constitutes Corollary 2.13 in [17] and part (ii)⇔ (iii) of Corollary 3.5 in [12], where projectors P
and Q are assumed to be not necessarily orthogonal. Another observation of this kind is that, since
(In − P − Q )(P + Q )(In − P − Q ) = PQP + QPQ ,
the invertibility of PQ + QP is equivalent to the invertibility of PQP + QPQ .
O.M. Baksalary, G. Trenkler / Linear Algebra and its Applications 431 (2009) 2172–2186 2185
It is worth mentioning that Avron et al. [3, p. 222] call In − P − Q the Kato dual to P − Q . These
matrices are linked, for instance, by (In − P − Q )2 + (P − Q )2 = In, or
(P − Q )(In − P − Q ) = QP − PQ , (In − P − Q )(P − Q ) = PQ − QP, (4.5)
with each relationship in (4.5) showing thatPQ − QP is invertible if and only ifP − Q and In − P − Q
are both invertible; this result constitutes part (a) ⇔ (b) of Corollary 2.10 in [17], where idempotent
matrices P and Q are not necessarily Hermitian.
Within the approach used in the present paper, several further conditions for the nonsingularity of
various functions of P,Q ∈ COPn can be obtained. For instance, utilizing the fact that there is one-to-
one correspondence between an orthogonal projector and the subspace onto which it projects, it can
be shown that
ζ(P − Q ) = 0 ⇔ R(In − PQ ) = R(P + Q )
and
ζ(In − P − Q ) = 0 ⇔ R(PQ − QP) = R(P − Q ).
The paper is concluded with an example demonstrating possible applications of the results es-
tablished in Section 3 in mathematical statistics. Consider the p × 1 real-valued random vector x =
(x′1 : x′2)′, where x1 and x2 are p1 × 1 and p2 × 1 vectors, respectively, with p1 + p2 = p. Let the joint
covariance matrix of x1 and x2 be denoted by  and represented as
 =
(
F′
G′
) (
F : G) = (F′F F′G
G′F G′G
)
,
where F and G are p1 × p1 and p1 × p2 matrices, respectively. According to Section 2 in Styan [16],
the canonical correlations 
h between the vectors x1 and x2 are characterized as the solutions to the
equation(−
hF′F F′G
G′F −
hG′G
)(
ah
bh
)
= 0,
with the vectors ah and bh deﬁning the canonical variates a
′
hx1 and b
′
hx2. In Theorem 2.1 Styan [16]
showed that the nonzero eigenvalues and the rank of matrix
R = (F′F)−F′G(G′G)−G′F
are invariant under choices of generalized inverses (F′F)− and (G′G)−. Furthermore, it was proved
that the eigenvalues of R are the squares of the canonical correlations between x1 and x2.
Note that, by a well-known eigenvalue property, the nonzero eigenvalues of R coincide with the
nonzero eigenvalues of
F(F′F)−F′G(G′G)−G′ = FF†GG† = PFPG.
Denoting the orthogonal projectors onto the column spaces of F and G by P = PF andQ = PG, we can
resume the analysis of eigenvalues of R by referring to the results above dealing with the eigenvalues
of PQ . From Theorem 3, we may conclude that:
(i) the number of unit canonical correlations is rank(A) − rank(B),
(ii) the number of canonical correlations belonging to the set (0, 1) is rank(B),
(iii) the number of zero canonical correlations is n − rank(A), where n = p.
It can be easily veriﬁed that
rank(PQ ) = rank(F′G) and rank(P + Q ) = rank(F : G).
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Hence, by Lemma 6 we get
rank(F′G) = rank(A) and rank(F : G) = rank() = r + rank(D).
It follows that rank(F′G) is the number of nonzero canonical correlations between x1 and x2, being
the fact claimed in Theorem 2.1(b) in [16]. Furthermore, since by Theorem 1
rank(F′F) + rank(G′G) − rank() = rank(A) − rank(B),
we can conﬁrm straightforwardly Theorem 2.1(c) in [16], claiming that the number of canonical cor-
relations equal to one is rank(F) + rank(G) − rank(). This number is zero if and only if rank(A) =
rank(B), i.e.,R(F) ∩ R(G) = {0}.
Acknowledgements
The authors are grateful to an anonymous referee for his/her remarks on an earlier version of the
paper. Oskar Maria Baksalary would like to express his sincere thanks to the Alexander von Humboldt
Foundation for its ﬁnancial support.
References
[1] S.N. Afriat, On the latent vectors and characteristic values of products of pairs of symmetric idempotents, Quart. J. Math.
Oxford 2 (1956) 76–78.
[2] W.N. Anderson Jr., E.J. Harner, G.E. Trapp, Eigenvalues of the difference and product of projections, Linear Multilinear
Algebra 17 (1985) 295–299.
[3] J. Avron, R. Seiler, B. Simon, The index of a pair of projections, J. Funct. Anal. 120 (1994) 220–237.
[4] J.K. Baksalary, O.M. Baksalary, Nonsingularity of linear combinations of idempotent matrices, Linear Algebra Appl. 388
(2004) 25–29.
[5] J.K. Baksalary, O.M. Baksalary, G.P.H. Styan, Idempotency of linear combinations of an idempotent matrix and a tripotent
matrix, Linear Algebra Appl. 354 (2002) 21–34.
[6] A. Ben-Israel, T.N.E. Greville, Generalized Inverses: Theory and Applications, second ed., Springer-Verlag, New York, 2003.
[7] D.S. Bernstein, Matrix Mathematics: Theory, Facts, and Formulas with Application to Linear Systems Theory, Princeton
University Press, Princeton, 2005.
[8] S.L. Campbell, C.D. Meyer Jr., Generalized Inverses of Linear Transformations, Pitman, London, 1979.
[9] J. Groß, On the product of orthogonal projectors, Linear Algebra Appl. 289 (1999) 141–150.
[10] J. Groß,G. Trenkler,Nonsingularity of thedifferenceof twoobliqueprojectors, SIAM J.MatrixAnal. Appl. 21 (1999) 390–395.
[11] J. Groß, G. Trenkler, Problem 10917, Amer. Math. Monthly 109 (2002) 77.
[12] J.J. Koliha, V. Rakocˇevic´, I. Straškraba, The difference and sum of projectors, Linear Algebra Appl. 388 (2004) 279–288.
[13] G. Marsaglia, G.P.H. Styan, Equalities and inequalities for ranks of matrices, Linear Multilinear Algebra 2 (1974) 269–292.
[14] C.D. Meyer, Matrix Analysis and Applied Linear Algebra, SIAM, Philadelphia, 2000.
[15] R. Piziak, P.L. Odell, R. Hahn, Constructing projections on sums and intersections, Comput. Math. Appl. 37 (1999) 67–74.
[16] G.P.H. Styan, Schur complements and linear statistical models, in: T. Pukkila, S. Puntanen (Eds.), Proceedings of the First In-
ternational Tampere Seminar on Linear Statistical Models and their Applications, University of Tampere, Tampere, Finland,
1983, pp. 37–75.
[17] Y. Tian, G.P.H. Styan, Rank equalities for idempotent and involutory matrices, Linear Algebra Appl. 335 (2001) 101–117.
