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Demonstrating that the nonorthogonal orbital optimized coupled cluster model
converges to full configuration interaction
Rolf H. Myhre1, a)
Hylleraas Centre for Quantum Molecular Sciences, Department of Chemistry,
University of Oslo, 0315 Oslo, Norway
(Dated: 6 August 2018)
Coupled cluster (CC) methods are among the most accurate methods in quantum
chemistry. However, the standard CC linear response formulation is not gauge in-
variant resulting in errors when modelling properties like optical rotation and elec-
tron circular dichroism. Including an explicit unitary orbital rotation in the CC
Lagrangian makes the linear response function gauge invariant, but the resulting
models are not equivalent to full configuration interaction (FCI) in the untruncated
limit. In this contribution, such methods are briefly discussed and it is demonstrated
that methods using a nonorthogonal orbital transformation, such as nonorthogonal
orbital optimized CC (NOCC), can converge to FCI in the untruncated limit. This
has been disputed in the literature.
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I. INTRODUCTION
Coupled cluster (CC) theory is the most accurate tool in regular use for describing molec-
ular systems with an electronic wavefunction dominated by a single reference determinant1.
Such systems include most molecules in their ground state minimum energy geometry. The
method can also be used to describe electronically excited states using the linear response2,3
(LR) or closely related equation of motion4 (EOM) formalism. Due to the high accuracy
of the model, current research is focused on reducing its relatively high computational cost
and expanding it to systems with multireference character. Efforts in the former has focused
on exploiting the short range of electron correlation to reduce the scaling of the CC models
and has been quite successful5–8. Many models has also been proposed to solve the multiref-
erence problem, but they tend to suffer from very high computational cost, instabilities or
low accuracy9,10.
Another issue that has received less attention in the literature is the fact that standard
truncated CC is not gauge invariant, even in the complete basis limit11. This is a consequence
of truncated CC not satisfying the conditions of the Ehrenfest theorem, eq. (1), and results in
discrepancies in properties like transition moments when using different gauges, for example
dipole length and dipole velocity.
d
dt
〈A〉 = i 〈[H,A]〉+
〈
∂A
∂t
〉
(1)
Typically, the discrepancies are quite small if the method provides a reasonable good de-
scription of the wavefunction and the basis set is sufficiently large12. However, for properties
depending on magnetic fields such as optical rotation (OR) and electron circular dichroism,
translation in space is a gauge transformation. Consequently, the results of such calculations
will depend on the placement of the origin in the dipole length gauge which is completely
unphysical13,14. In the dipole velocity gauge, CC OR calculations are origin independent,
but includes an unphysical zero-frequency contribution. In the modified velocity gauge,
the zero-frequency contribution is subtracted resulting in consistent results at the cost of
an additional calculation15. Note that basis set incompleteness is also a cause of gauge
dependence, but this can be avoided using gauge including atomic orbitals16,17.
While standard CC theory does not satisfy the conditions of the Ehrenfest theorem11, this
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can be achieved for one-electron operators by including an explicit orbital transformation
in the CC Lagrangian18,19. In standard CC, the right hand singles cluster operator, T1
acts as an approximate orbital transformation20 and is removed when including an explicit
orbital transformation because it is redundant. However, it is less clear what to do with the
left hand singles cluster operator Λ1 and several methods have been proposed. Note that
for single reference systems, the orbital transformations are small and only results in small
changes in total energy. However, for some systems where multireference character is caused
by orbital instabilities, significant improvements can be observed10,21.
Brueckner CC22–24 (BCC) was, like standard CC25, originally developed in nuclear
physics. Orbital rotation parameters are included in the BCC Lagrangian exponentially, en-
suring unitary transformations and orthogonal orbitals. The solution to the BCC equations
is a wavefunction that is invariant with respect to the cluster amplitudes and the orbitals are
rotated to a basis where the singles right hand cluster operator is zero. The resulting model
satisfies the Ehrenfest theorem, but unphysical second order poles appear in the response
function. This and the fact that only small improvements are observed for the ground state
energy compared to standard CC has limited the application of this model.
Orbital optimized coupled cluster18,21,26 (OCC) is similar to BCC and is also referred to
as variational Brueckner CC. In this method, both the left and right hand singles amplitudes
are set to zero and the orbital parameters are obtained by minimizing the energy. In this way,
one obtains a response function with the correct pole structure. However, as pointed out by
Ko¨hn and Olsen27, this method is not equivalent to full correlation interaction (FCI) in the
untruncated limit. Nonetheless, the advantages of OCC has led to continued development
of CC models with orbital optimization. For example, Crawford et al. proposed a CC model
that combined orbital optimization with orbital localization in order to reduce the scaling
of CC calculations for OR28. In perfect paired CC, only cluster amplitudes involving paired
electrons are retained29. This greatly reduces the number of amplitudes and computational
cost. Scuseria et al. combined the formalism with orbital optimization and demonstrated
that the method gave good results, even for strongly correlated systems were standard CC
fails30,31. Recently, Head-Gordon et al. expanded the model to include paired quadruples
and even hextuples in an active space32,33. Note that the accuracy was improved when
including singles in the cluster operator.
The nonorthogonal orbital optimized CC (NOCC) approach is similar to OCC in that
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both sets of singles amplitudes are redundant and set to zero19. As implied by the name, the
difference lies in the orbital transformation. By relaxing the demand for a unitary transfor-
mation, the orbitals are no longer orthogonal, but biorthogonal, resulting in a bivariational
Lagrangian34. In their paper, Ko¨hn and Olsen conjectured that NOCC would suffer the
same defects as OCC and not reach the FCI limit due to the lack of singles amplitudes. In
this contribution, we will demonstrate that this is not the case and untruncated NOCC is
equivalent to FCI.
Two other methods are worth a brief mention before we proceed. In the extended CC
(ECC)35,36 method by Arponen, both the excitations and deexcitations are parametrized
exponentially. Arponen showed that the standard CC model can be viewed as an approx-
imation to ECC where the exponential of the deexcitations has been replaced by a linear
parametrization that becomes identical in the FCI limit. The ECC Lagrangian is fully bi-
variational, ensuring the uniqueness and existence of a solution as well as bounds for the
error37. Unfortunately, this formulation results in an enormous number of terms, making a
working implementation unfeasible. Another method based on the bivariational approach
is the orbital adapted CC (OACC) method by Kvaal38. This method is similar to NOCC,
but the left and right hand side orbitals are allowed to span different subspaces of the total
orbital space, further increasing flexibility.
II. NOCC EQUATIONS
Nonorthogonal OCC is differentiated from standard OCC by the use of a biorthogo-
nal instead of orthogonal basis and we will start our discussion with the rotational orbital
parametrization. All expressions are in the spinorbital basis and we only consider the untrun-
cated FCI limit. In order to ensure a unitary transformation, an exponential parametrization
is employed in OCC. The orthogonal reference creation, aˆ†p, and annihilation, aˆp, operators
and reference state function |φˆ〉 are transformed according to eq. (2).
a†p = exp(−κ)aˆ
†
p exp(κ)
ap = exp(−κ)aˆp exp(κ)
|φ〉 = exp(−κ) |φˆ〉
(2)
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By demanding that κ is antihermitian, the resulting transformation is unitary.
κ =
∑
pq
κpqa
†
paq, κ = −κ
† (3)
It can be shown that rotations between two occupied or two virtual orbitals in the refer-
ence wavefunction are redundant in OCC, so only the off-diagonal blocks corresponding to
occupied-virtual and virtual-occupied rotations are included in κ.
In NOCC, the requirement that κ is antihermitian is removed, resulting in a non-unitary
transformation of the orbitals. Equation (2) is still valid, but the creation and annihilation
operators are no longer each other’s complex conjugates. To emphasize this, we will label
the annihilation operator and left hand side with a tilde.
(a˜p)
† =
(
exp(−κ)aˆp exp(κ)
)†
= exp(κ†)aˆ†p exp(−κ
†)
6= exp(−κ)aˆ†p exp(κ) = a
†
p
(4)
Despite not being conjugates of each other, the anticommutation relations holds and we
can employ Wick’s theorem in the standard way39,40. Occupied-occupied and virtual-virtual
orbital rotations are also still redundant and we label the excitation and deexcitation pa-
rameters in κ with u for up and d for down for convenience. We use the standard notation
where indices i, j, k, . . . and a, b, c, . . . refer to occupied and virtual orbitals in the reference
state respectively.
κ =
∑
ai
κuaia
†
aa˜i + κ
d
iaa
†
i a˜a =
∑
ai
κuaiXai + κ
d
iaYia (5)
In eq. (5) we have introduced the right hand, Xai, and left hand, Yia, singles excitation
operators. Higher excitation operators are similarly defined, analogously to standard CC
theory. In an orthogonal basis these are each other’s complex conjugates, but this is not
generally true in a biorthogonal basis, Yµ 6= X
†
µ, and we need different symbols for the
operators.
5
The starting point for the NOCC model is the bivariational NOCC Lagrangian L.
L = 〈Ψ˜|H |Ψ〉
= 〈φ˜| (1 + Λ) exp(−T ) exp(−κ)H exp(κ) exp(T ) |φ〉
(6)
Explicitly including the orbital transformation terms in the derivation of the NOCC equa-
tions would result in extremely complicated expressions because κ does not commute with
T or Λ. We therefore express the equations in the optimized basis where κ = 0 and a
solution to the Schro¨dinger equation corresponds to a stationary point of the Lagrangian.
From an implementation perspective, this can be viewed as expanding the exponentials of κ
and only keeping zero order terms. This suggest an algorithm that iterates between orbital
transformation and amplitudes until self consistency26.
The exponential parametrization of the orbital rotations ensures that our basis and man-
ifold of states are biorthogonal and we assume unit overlap between the reference bra and
ket states.
〈µ˜|φ〉 = 〈φ˜|Yµ|φ〉 = 0 〈φ˜|µ〉 = 〈φ˜|Xµ|φ〉 = 0 (7)
〈φ˜|φ〉 = 1 〈µ˜|ν〉 = δµ,ν (8)
T and Λ are defined similarly to the standard cluster operators except the redundant singles
excitations have been omitted.
T =
∑
µn
τµnXµn Λ =
∑
µn
λµnYµn n ≥ 2 (9)
In eq. (9), τµ and λµ are the amplitude parameters of the operators. The NOCC left, 〈Ψ˜|,
and right, |Ψ〉, wavefunctions must satisfy the standard CC equations, including the singles
projection, in the biorthogonal basis in order to be eigenfunctions of the Hamiltonian. Note
that the Hamiltonian is not Hermitian in this basis.
〈µ˜| exp(−T )H |Ψ〉 = E 〈µ˜| exp(−T ) |Ψ〉
= E 〈µ˜| exp(−T ) exp(T ) |φ〉 = E 〈µ˜|φ〉 = 0
(10)
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〈Ψ˜| [H, Yµ] |Ψ〉 = 〈Ψ˜|HYµ |Ψ〉 − 〈Ψ˜|YµH |Ψ〉
= E(〈Ψ˜|Yµ |Ψ〉 − 〈Ψ˜| Yµ |Ψ〉) = 0
(11)
At the stationary point, the differential of L must be zero with respect to the four sets
of parameters: {τ}, {λ}, {κu} and {κd} resulting in four sets of equations.
∂L
∂λµn
= 〈µ˜n| exp(−T )H exp(T ) |φ〉 (12)
∂L
∂τµn
= 〈φ˜| (1 + Λ) exp(−T )[H,Xµn ] exp(T ) |φ〉 (13)
∂L
∂κuµ1
= 〈φ˜| (1 + Λ) exp(−T )[H,Xµ1 ] exp(T ) |φ〉 (14)
∂L
∂κdµ1
= 〈φ˜| (1 + Λ) exp(−T )[H, Yµ1 ] exp(T ) |φ〉 (15)
In order to prove that NOCC is equivalent to FCI, we must first demonstrate that the above
equations results in a wavefunction that satisfies all the projection equations. In particular,
the singles projection equation must be satisfied27. Furthermore, for the equivalence to go
both ways, we must prove that the standard CC wavefunction can be rotated to a basis were
it satisfies the NOCC equations.
Equations (12) and (13) are the standard projection equations from CC theory and are
required in order to satisfy the FCI equation. Similarly, eq. (14) is identical to the derivative
with respect to the right hand singles amplitudes in standard CC. Only eq. (15) differs from
the equivalent projection equations in standard CC and requires further analysis. To simplify
the analysis, we will introduce some additional notation.
〈Λ˜| = 〈φ˜| (1 + Λ) (16)
H˜ = exp(−T )H exp(T ) (17)
Using the Baker-Campbell-Hausdorff expansion and commuting out the Yµ1-operator, we
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are left with three terms.
∂L
∂κdµ1
= 〈Λ˜| [H˜, Yµ1 ] |φ〉
+ 〈Λ˜| [H˜, [Yµ1 , T ]] |φ〉
+
1
2
〈Λ˜| [H˜, [[Yµ1, T ], T ]] |φ〉
(18)
We analyze the expression in eq. (18) term by term and start with the first. Writing out
the commutator we get the standard singles projection with some additional terms.
〈Λ˜| [H˜, Yµ1] |φ〉 =
− 〈µ˜1| H˜ |φ〉 −
∑
n
λµn 〈µ˜n|Yµ1H˜ |φ〉
(19)
In the FCI limit, any projection against doubles and higher are zero due to eq. (12) and eq.
(19) reduces to the standard singles projection equation. Similarly, the double commutator
in the last term reduces to a modified cluster operator of triple excitations and higher.
〈Λ˜| [H˜, [[Yµ1 , T ], T ]] |φ〉 =
∑
µn
Bµn 〈Λ˜| [H˜,Xµn ] |φ〉 (20)
Above, the coefficients Bµn are all linear combinations of products of two cluster amplitudes
and all these terms are zero due to eq. (13).
The second term in eq. (18) results in three types of terms.
± 〈Λ˜| [H˜,Xµn−1 ] |φ〉
+ 〈Λ˜| [H˜,Xµn−1a
†
ba˜a] |φ〉
+ 〈Λ˜| [H˜,Xµn−1 a˜ja
†
i ] |φ〉
The sign of the first term depends on the order of the creation and annihilation operators,
but this term is zero anyway due to eqs. (13) and (14) and we only need to worry about
the last two terms. When acting on the reference state, the extra creation and annihilation
operators become zero so we only need the terms with the operator to the left of the Hamil-
tonian. When including the cluster operator with amplitudes, the single commutator term
in eq. (18) takes the form in eqs. (21) and (22). The compound index µn+1 differs from µn
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in that it includes an extra excitation involving one external index.
∑
νm,µn,b
λνmτµn+1 〈φ˜|YνmXµna
†
ba˜aH˜ |φ〉 (21)
∑
νm,µn,j
λνmτµn+1 〈φ˜|YνmXµn a˜ja
†
iH˜ |φ〉 (22)
Equations (21) and (22) give different results depending on the excitation level of νm and
µn and there are three different cases: m ≤ n, m = n + 1 and m > n + 1. In the first
case, the term is zero due to projection and the last case is zero due to eq. (12). When
m = n+ 1, the term becomes a linear combination of the single projections with one index
differing from the original external indexes.
〈Λ˜| [H˜, [a†i a˜a, T ]] |φ〉 =
−
∑
j
Caij 〈
a˜
j | H˜ |φ〉 −
∑
b
Caib 〈˜
b
i | H˜ |φ〉
(23)
The coefficients C are products of the λ amplitudes and antisymmetrized cluster amplitudes
τASµn,i.
Caij =
∑
µn,j
λµn,jτ
AS
µn,i
Caib =
∑
µn,b
λµn,bτ
AS
µn,a
(24)
Compound indexes of the type µn,p indicates that the excited state involves the orbital p and
the indices µn,p and µn,q differ only in this index. For example, the doubles contributions
are sums over three indices.
Caij ←
∑
bck
λbcjk(τ
bc
ik − τ
cb
ik ) = 2
∑
bck
λbcjkτ
bc
ik (25)
Caib ←
∑
cjk
λbcjk(τ
ac
jk − τ
ac
kj ) = 2
∑
cjk
λbcjkτ
ac
jk (26)
Adding the terms together, eq. (15) reduces to the standard single projection and sums
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of single projections that differ in one index.
∂L
∂κdia
∣∣∣∣
κ=0
= −〈a˜i | H˜ |φ〉
−
∑
j
Caij 〈
a˜
j | H˜ |φ〉 −
∑
b
Caib 〈˜
b
i | H˜ |φ〉
(27)
Equation (27) can also be written on matrix form.
0 = Ax (28)
xai = 〈a˜i | H˜ |φ〉 (29)
Aai,bj = δai,bj + δi,jC
ai
b + δa,bC
ai
j (30)
The structure of A is visualized in eq. (31) where × indicates a nonzero element of the
matrices.
A = I +


× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×


+


× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×


(31)
Clearly, a solution which satisfies all the singles projections, i.e. x = 0, will satisfy eq.
(28) so |Ψ〉 will satisfy the NOCC equations if it is an eigenfunction of H . However, we also
have to show that it is unique. In order for a matrix equation like eq. (28) to have a unique
solution, A must be nonsingular with det(A) 6= 0. If the FCI wavefunction is dominated by
a single determinant, the amplitudes in T and Λ will be small. Consequently the off-diagonal
elements in A are much smaller than 1 and A will be strictly diagonally dominant. Such
matrices are never singular and the solution to the NOCC equations is unique.
In the multireference case, we can no longer assume that the amplitudes are small. How-
ever, we first note that the space of singular A-matrices is one dimensional because such
matrices must satisfy det(A) = 0 and a minuscule change in any coefficient would make
it nonsingular. Consequently, the chance of generating a singular matrix by choosing the
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coefficients at random is zero, given infinite numerical accuracy. In our case, the coefficients
are not chosen at random, but fixed by the eqs. (12) and (13). However it seems highly
unlikely that one would obtain a self consistent solution resulting in a singular matrix. We
note that the Λ-amplitudes are proportional to the complex conjugate T -amplitudes to first
order in standard CC with a Hermitian Hamiltonian, λ ∼ τ †. This is a consequence of the
Hamiltonian being Hermitian. If the basis transformation remains close to unitary, we can
expect the largest coefficients to appear on the diagonal in A and be positive because these
coefficients are the products of matching indices in eq. (24). In Appendix A, we explore the
minimal example of two electrons in two orbitals.
To complete the proof, we must also show that a standard CC wavefunction rotated to
a basis where λ1 and τ1 are zero would satisfy the equations. We will now investigate the
existence and uniqueness of such a rotation using the concept of strong monotonicity41–43.
Note that setting κ = Λ1−T1 will remove Λ1 and T1 from the cluster operators to first order
in κ and the amplitudes. To simplify, we assume our starting basis is one where T1 is zero
which can always be reached by setting κ = −T1. A function f is said to be locally strongly
monotone if the function ∆(κ1, κ2) satisfies eq. (32) for all κ1 and κ2 on an open set, b.
∆(κ1, κ2) = 〈f(κ1)− f(κ2),κ1 − κ2〉
≥ c||κ1 − κ2||
2
(32)
In equation (32), 〈·, ··〉 indicates an inner product and in this case it is simply the vector
product of the vector function f over the compound indices ai and ia. By Zarantonello’s
theorem, the equation f(x) = a has a locally unique solution on b if f is strongly monotone41.
The vector function f is the same size as κ and can be divided in two parts, fai and fia that
are the projections of T1 and Λ1 respectively.
fai = 〈φ˜|Yia exp(κ) |Ψ〉 (33)
fia = −〈Ψ˜| exp(−κ)Xai exp(κ) |Ψ〉 (34)
By expanding fai and fia to first order in κ we can write ∆ on quadratic form. If the
corresponding matrix is positive definite, eq. (32) holds.
11
∆ ≈
(
∆κai ∆κia
)I 〈φ˜| a†i a˜aa†j a˜b |Ψ〉
0 B



∆κbj
∆κjb

 (35)
B = I − 〈Ψ˜| δija
†
aa˜b + δaba˜ia
†
j |Ψ〉 (36)
The upper left block in eq. (35) is simply the identity matrix while the upper right
block reduces to τabij . The lower left block is zero, and κ
u leaves λ1 unchanged to first
order. Finally, the lower right block is the identity plus some additional terms that are
at least second order in the amplitudes. Assuming that the reference state dominates the
wavefunction, the matrix will be positive definite and ∆ is strongly monotone. Consequently,
there must be a unique orbital rotation of the untruncated CC solution for single reference
cases that removes T1 and Λ1. Because this wavefunction will satisfy the singles projection
by definition, eq. (15) will also be satisfied and the wavefunction is a solution of the NOCC
equations.
In multireference systems, the picture is more complicated. Standard CC explicitly sat-
isfies all the projection equations and has the correct solution. However, it is less clear
whether it is still possible to rotate away T1 and Λ1. The form of ∆ in eq. (35) is obtained
by approximating the exponential of κ with a linear expansion. This will no longer be valid
when T1 and Λ1 become large and ∆ will become a complicated function depending on
higher order terms in κ.
It is worthwhile to briefly compare NOCC and OCC. First, we note that the orbital
rotation that removes both Λ1 and T1 from the standard CC wavefunction is not unitary and
the untruncated OCC wavefunction cannot be a solution to the CC equations in general.
Comparing eqs. (14) and (15) with the OCC equivalent we see that enforcing a unitary
transformation halves the number of transformation parameters and the equivalent of eqs.
(14) and (15) is a single equation.
∂L
∂κµ1
= 〈Λ˜| exp(−T )[H,Xµ1 − Yµ1] exp(T ) |φ〉
⇒ 〈Λ˜| exp(−T )[H,Xµ1 ] exp(T ) |φ〉
= 〈Λ˜| exp(−T )[H, Yµ1] exp(T ) |φ〉
(37)
This is sufficient to satisfy the conditions of the Ehrenfest theorem, but does not require
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the terms to be zero on their own.18 Consequently, the singles projection equations are not
satisfied as noted by Ko¨hn and Olsen27. For NOCC, the two terms are zero independently.
III. CONCLUSION
In this contribution we have demonstrated that NOCC is equivalent to FCI in the untrun-
cated limit for chemical systems under some assumptions. In particular, the Eigenfunction
of the Hamiltonian will satisfy the NOCC equations. However, it is not possible to demon-
strate that this solution is unique in general. In principle, Hamiltonians can be constructed
that makes the A-matrix in eq. (28) singular, but this seems highly unlikely to occur in
chemical systems. Interestingly, truncated NOCC does not satisfy the singles projection
equations because the second term in eq. (19) and the right hand side in eq. (20) are not
zero. The same is true for OCC and it does not appear to have a large effect at least in well
behaved systems19,21.
The advantage of NOCC compared to standard CC is that it is inherently gauge invariant,
assuming a gauge invariant basis. While the effect of gauge dependence is usually small for
most properties in CC theory, magnetic properties become origin dependent, resulting in
unphysical behavior. This is very unsatisfying, especially when considering that CC is often
the most accurate method available and used for benchmark calculations.
Truncated NOCC is unlikely to improve much on standard CC with respect to multiref-
erence system except for special cases. However, most multireference CC methods involve
some sort of active space. This is especially true for single reference based multireference
methods10. Obtaining a good active space is critical in such methods and NOCC type or-
bital transformations makes it possible to include the transformation of the active space
consistently in the Lagrangian. It would also be very interesting to see how the paired CC
methods perform using NOCC orbitals instead of orthogonally optimized orbitals.
Finally, it is worth noting that NOCC can be viewed as a special case of OACC where the
entire orbital space is included in the active space38. Orbital adapted CC makes it possible
to obtain an optimal subspace of the Hilbert space spanned by the basis set. Basis set
incompleteness is often the limiting factor for the accuracy of CC calculations and the OACC
approach might make it possible to obtain greater accuracy at the same computational cost.
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Appendix A: Minimal example
In this appendix, we will investigate the minimal example of two electrons in four spinor-
bitals. In chemistry, this corresponds to the hydrogen molecule in a minimal basis and we
will assume a real symmetric Hamiltonian. Because the Hamiltonian does not couple singlet
and triplet states, we do not have to worry about the triplet states if we assume our refer-
ence states are singlets because the cluster operators are reduced to a single singlet double
excitation and its associated amplitude.
〈φ˜| = 〈−| a˜1αa˜1β |φ〉 = a
†
1βa
†
1α |−〉 (A1)
Λ = λa†1αa
†
1β a˜2βa˜2α T = τa
†
2αa
†
2β a˜1βa˜1α (A2)
Furthermore, products of the T -operator will be at least a quadruple excitation, so both the
right and left wavefunctions will be linear in T , greatly simplifying the Lagrangian.
L = 〈Ψ˜|H |Ψ〉
= 〈φ˜| (1 + Λ) exp(−T )H exp(T ) |φ〉
= 〈φ˜| (1 + Λ)(1− T )H(1 + T ) |φ〉
(A3)
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Taking the derivative of L with respect to λ gives us the equation for the amplitude τ ,
resulting in a second order polynomial equation.
∂L
∂λ
= 〈µ˜2| (1− T )H(1 + T ) |φ〉
= 〈φ˜|H |φ〉+ τ 〈µ˜2|H |µ2〉
− τ 〈φ|H |φ〉 − τ 2 〈φ|H |µ2〉
= H20 + τ(H22 −H00)− τ
2H02 = 0
(A4)
τ =
(H22 −H00)±
√
(H22 −H00)2 + 4H02H20
2H02
(A5)
If H was symmetric, we would have H02 = H20 and the amplitude would be real given a
real Hamiltonian. This is no longer guaranteed with a biorthogonal basis because H02 and
H20 can differ and, in principle, even have different signs. This seems unlikely to happen
if we consider two cases of the hydrogen molecule; equilibrium bond length and the two
atoms infinitely far apart. In the equilibrium case, the wavefunction is dominated by a
single reference and the orbitals will be close to the canonical molecular orbitals. In such a
case, H02H20 will be positive and the two roots will correspond to the ground and excited
state of the molecule. Because the terms under the square root are greater than the orbital
difference, H22−H00, the overall sign of the amplitude will depend on the choice of the root
and H02. Note that the magnitude of τ goes towards 0 or ∞ as the difference in orbital
energies increases, depending on the choice of root. In the infinitely stretched case, the
orbital difference is zero and the expression is simplified. Again, the overall sign depends on
the choice of root and H02 and a symmetric matrix results in τ = 1.
Solving for λ results in a linear equation that depends on τ .
∂L
∂τ
= 〈φ˜| (1 + Λ)(1− T )H |µ2〉
− λ 〈φ˜|H(1 + T ) |φ〉
= 〈φ˜|H |µ2〉+ λ 〈µ˜2|H |µ2〉 − λτ 〈φ˜|H |µ2〉
− λ 〈φ˜|H |φ〉 − λτ 〈φ˜|H |µ2〉
= H02 + λ(H22 −H00)− 2λτH02 = 0
(A6)
Inserting the expression for τ we again obtain an expression where the sign depends on the
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choice of root and H02. Due to the intermediate normalization, the magnitude of λ will
always go to 0 when the difference in orbital energies increases and will go to 1
2
when the
orbitals become degenerate and the Hamiltonian is symmetric.
λ =
H02
2τH02 − (H22 −H00)
=
H02
±
√
(H22 −H00)2 + 4H02H20
(A7)
Importantly, the sign of λτ will always be positive if H02H20 is positive.
λτ =
(H22 −H00)±
√
(H22 −H00)2 + 4H02H20
±2
√
(H22 −H00)2 + 4H02H20
(A8)
Finally, the A matrix from eq. (28) becomes diagonal in this system. This can be realized
by noting that there are no indices left to sum over in eqs. (25) and (26) for the off-diagonal
elements.
Aai,ai = 1 + 2λτ = 2±
(H22 −H00)√
(H22 −H00)2 + 4H02H20
(A9)
Strictly speaking, there is no guarantee that H02H20 is positive in the biorthogonal basis.
However if the basis consists of two hydrogenic orbitals, the non-Hermitian terms in H02
and H20 will be at least second order in κ. Furthermore, in the case of infinitely stretched
bond length, Aai,ai = 2 unless H02H20 also goes to zero somehow.
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