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I. SUMMARY 
This p a p e r  d e s c r i b e s  a m e t h o d  o f  c o n c u r r e n t  e r r o r  d e t e c t i o n  f o r  a r i t h m e t i c  
p r o c e s s o r s .  Low-cost res idue   codes   wi th   check- length  R and  check-base 
m = 2' - 1 are d e s c r i b e d   f o r   c h e c k i n g   a r i t h m e t i c   o p e r a t i o n s   o f  +, -, x, 3 ,  
complement, s h i f t ,   a n d   r o t a t e .  Of t h e   t h r e e  number r e p r e s e n t a t i o n s ,   t h e  
s igned-magn i tude   r ep resen ta t ion  is p r e f e r r e d   f o r   r e s i d u e   c h e c k i n g .  Two 
methods   o f   res idue   genera t ion  are d e s c r i b e d :  t h e  s t a n d a r d  method  of  using 
modulo m adders   and  the  method  of   using a s e l f - t e s t i n g   r e s i d u e  tree.  A 
s imple  s ing le-b i t  par i ty-check  code  i s  d e s c r i b e d  f o r  c h e c k i n g  t h e  l o g i c a l  
ope ra t ions  o f  XOR, OR, and AND, a n d  a l s o  t h e  a r i t h m e t i c  o p e r a t i o n s  o f  comple- 
ment, s h i f t ,  and ro t a t e .   Fo r   check ing   complemen t ,   sh i f t ,   and   ro t a t e ,   t he  
s ing le -b i t  pa r i ty -check  code  i s  s imple r  t o  implement  than  the  res idue  codes .  
11. INTRODUCTION 
The p r i m a r y  m o t i v a t i o n  f o r  w r i t i n g  t h i s  p a p e r  i s  t h e  NASF P r o j e c t  
( r e f s .  1-5), a l b e i t   t h e r e  are o t h e r   e a s o n s .  Two o t h e r   e a s o n s  are: (1) t h e  
P h o e n i x  P r o j e c t  ( r e f .  6 ) ,  and ( 2 )  t h e  r e s u l t  o f  a c o n s u l t a t i o n  w i t h  P r o f e s s o r  
A. Av iz i en i s   o f  UCLA ( r e f .  7 ) .  The  method  of c o n c u r r e n t   e r r o r   d e t e c t i o n  
d e s c r i b e d  i n  t h i s  p a p e r  i s  g e n e r a l  i n  t h e o r y  a n d  i s  a p p l i c a b l e  t o  a l l  a r i t h -  
metic p r o c e s s o r s ,  l a r g e  a n d  small .  
The g o a l  o f  t h e  NASF P r o j e c t  i s  to  deve lop  a very  la rge  computer  sys tem 
c a p a b l e   o f   o p e r a t i n g   i n   t h e  l o 9  FLOPS r a n g e   f o r   s c i e n t i f i c   c o m p u t a t i o n s .  The 
system i s  expec ted  to  con ta in  approx ima te ly  one -qua r t e r  mi l l i on  h igh - speed  
L S I  I C ' s .  This   o rder   o f   magni tude   o f   hardware   complexi ty  i s  i n  t h e  same 
g e n e r a l  class of cu r ren t  ve ry  l a rge  compute r  sys t ems ,  such  as the Burroughs 
BSP, t h e  CYBER 203, t h e  CRAY I, and  the  T I  ASC, e x c e p t  t h a t  t h e  NASF system i s  
p lanned  to  have  be t t e r  t han  an  o rde r  o f  magn i tude  in  pe r fo rmance .  Wi th  th i s  
l a r g e  h a r d w a r e  c o m p l e x i t y  i n  t h e  NASF s y s t e m ,  t h e  i s s u e s  o f  s y s t e m  r e l i a b i l i t y  
and   t ru s twor th iness  are c e r t a i n l y  v e r y  h i g h  i n  t h e  p r o j e c t  g o a l .  I n  t h i s  
p a p e r ,  t h e  j u s t i f i c a t i o n  f o r  c o n c u r r e n t  e r r o r  d e t e c t i o n  a n d  f a u l t - t o l e r a n t  
computing w i l l  n o t  b e  r e i t e r a t e d  s i n c e  i t  has  been  very  w e l l  d e s c r i b e d  i n  a 
p r e v i o u s   p a p e r   ( r e f .  8 ) .  The b a s i c   t h e o r y  of  c o n c u r r e n t   e r r o r   d e t e c t i o n   f o r  
a r i t h m e t i c  p r o c e s s o r  i s  r e l a t i v e l y  w e l l  known ( r e f s .  9-17). What i s  n o t  w e l l  
known are i t s  p r a c t i c a l  a p p l i c a t i o n s .  Whether i t  i s  necessary  and  economical  
t o  h a v e  c o n c u r r e n t  e r r o r  d e t e c t i o n  i n  a r i t h m e t i c  p r o c e s s o r s  is y e t  t o  be  seen .  
However, a t  t h e  p r e s e n t  t i m e ,  t h e r e  are two p r i n c i p a l  d e v e l o p m e n t s  i n  t h i s  
d i r e c t i o n  - t h e  Amdahl 470/V6 computer  ( re f .  18) and the Burroughs BSP  com- 
p u t e r   ( r e f .  19). 
In this  paper,  the  method  of  concurrent  error  detection  uses  low-cost 
residue  codes  with  a  check-length R and a check-base m = 2' - 1 for 
detecting  errors  in  arithmetic  operations,  and  uses a single-bit  parity-check 
code  for  detecting  errors  in  logical  operations.  The  presentation is divided 
into  four  sections.  Section I11 describes  binary  number  representations  and 
shows  that  either  the  signed-magnitude  or  the  1's-complement,  but  not  the 
2's-complement,  is  more  suitable  for  residue  codes.  This  is  because  both  the 
signed-magnitude  and  the  1's-complement  representations  have   numerical  range 
of M = 2n - 1. If R divides n, then m divides M y  so that 
(2n - 1) mod m = 0 ,  and  this  greatly  simplifies  the  check  equations.  Sec- 
tion  IV  describes  two  methods  for  residue  generation.  Section V describes 
residue  codes  for  checking  arithmetic  operations  of +, -, X ,  t, complement, 
shift,  and  rotate.  Finally,  section  VI  describes  a  single-bit  parity-check 
code  for  checking  logical  operations  of XOR, OR, and  AND,  and  also  arithmetic 
operations  of  complement,  shift,  and  rotate. 
The  author  wishes  to  thank K. G. Stevens,  Jr.  of  the  NASF  Project  and 
D. K. Stevenson  of  the  Institute  for  Advanced  Computation  for  their  reading 
and  commenting  on  the  work  reported  herein. 
111. NUMBER  REPRESENTATIONS  AND  RESIDUE  CODES 
The  hardware  implementation  complexity  of  residue  codes  is  directly 
related  to  the  choice  of  number  representation  and  also  to  the  check-base. In 
this  section  it  is  shown  that  either  the  signed-magnitude  or  the l 's- 
complement,  but  not  the  2's-complement,  is  more  suitable  for  residue  codes. 
Furthermore , if  the  check-base m is  selected  to  be m = 2' - 1, then  the 
code  is a low-cost  residue  code  (ref. lo). It  is  low-cost  in  the  sense  that 
the  residue  of a binary  number N modulo m can  be  obtained  by  additions 
(without  actual  divisions). 
In present  practices,  there  are  three  methods  for  representing  binary 
numbers  in  a  computer:  the  signed-magnitude,  1's-complement,  and  2's- 
complement  representations.  Let N be  an  n-bit  binary  number  consisting  of 
a  sign  bit  and n - 1 magnitude  bits.  Without  losing  generality, N is 
treated  in  this  paper  as n integer  (not a fraction)  as 
or N  can  be  written in its  natural  value  form  as 
n- 1 
N = bi2i 
i= 0 
where  the  sign  bit  of  this  equation  requires a different  interpretation 
each  of  the  three  number  representations. 
Let M be  the  numerical  range  of  N, that is, the  range  of  numbers 
can  be  represented  by  the n bits of N. For  both  the  signed-magnitude 
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the  1's-complement  representations, M = 2" - 1, and the  range  of  numbers  are 
For  the  2's-complement  representation, M = 2n,  and  the  numbers  range  from 
plementation  and in subtraction. A s  is  well  known,  subtraction  in  the l 's-
complement  or  the  2's-complement  representation  is  a  trivial  operation. In
the  signed-magnitude  representation,  subtraction  is  simply  a  complementation 
followed  by  an  addition. 
-(2n-1 - l), -(2n-1 - 2), . . . , -1, 0,  +1, +2, . . . , +(2n-I - 2), +(2n-l - 1). 
- Zn-1 to  +(2"-1 - 1). These  two  ranges, M, are  primarily  used in number  com- 
Let  m  be  the  modulus  on  the  congruence  of N, or  the  check-base  in  the 
residue  computation  of N. The  residue  of  a  negative  number  in  complement 
form  can  be  computed  by  noting  that  if  a  positive  number  has  residue r, the 
negative  number  will  have  residue  -r.  Because  of  the  convention  that  the 
check  bits  of N should  represent  the  least  positive  residue,  -r  should  be 
converted  to  a  positive  residue  as 
(m - r) E (-r)  mod m ( 3 )  
If N is  negative,  its  complemented  form  is  either 
- 1 - N (1' s-complement) ( 4 )  
or 
2n - N (2's-complement) (5) 
The  residue of these  will  be,  respectively, 
(2n - 1 - N) mod m : (2n - 1) mod m + m - (N) mod m (6)  
(2n - N) mod m : (2n) mod m + m - (N) mod m (7) 
Equations (6) and (7) indicate  that  if  a  number  is  in  the  complemented  form 
and  the  residue  is  calculated  using  the  residue  generator  for  positive  numbers, 
the  following  constant  must be subtracted  from  the  result  to  get  the  true 
residue. 
(2n - 1) mod  m (1's-complement) 
(2n)  mod m (2's-complement) 
If  m  is  selected  to  be (2' - l), then  it is known  from  number  theory  that 
(2n - 1) mod m E 0 if n : 0 mod R (8) 
In  other  words,  for R 5 n, (2' - 1) divides  (2n - 1) if  and  only  if R 
divides  n. A simple  proof  is  as  follows: 
Let  m = 2' - 1. Then 2' E 1 mod  m  by  the  definition  of  congruence. 
If R divides n, then  n = kR for  some k. Also (2R)k E lk mod m, or 
2kR = 2n 1 mod m. Hence 
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(2n - 1) 5 0 mod (2' - 11,  
which  means  (22 - 1 )  d i v i d e s  ( z n  - 1 )  by t h e  d e f i n i t i o n  of  congruence. 
From e q u a t i o n  (8), i t  is clear  tha t  the  1 ' s -complement ,  and  hence  the  
s igned-magn i tude ,  r ep resen ta t ion  c l ea r ly  has  an a d v a n t a g e  o v e r  t h e  2's-  
complement r e p r e s e n t a t i o n  i n  r e s i d u e  c h e c k i n g .  I n  t h i s  case, t h e  a d d i t i v e  
c o n s t a n t  t o  make t h e  r e s i d u e  o f  a n e g a t i v e  number t h e  same as f o r  a p o s i t i v e  
number 'is 0 f o r  1's-complement  (also  signed-magnitude) . Some va lues   o f  m 
f o r  w h i c h  t h i s  w o r k s  are as fo l lows:  
R m  
" - n  ~ .. _ . . ~ _  
2 3 2, 4 ,  6 ,  --- , 24,  36,  48,  72, --- 
3 7 3 ,  6 ,  9 ,  --- , 24,  36,  48,  72, --- 
4 1 5  4 ,  8, 12 ,  --- , 24,  36, 48, 72, --- 
Anothe r   advan tage   o f   s e l ec t ing  m = 2' - 1 i s  t h e  ease o f   r e s i d u e   g e n e r a t i o n  
i n  t h a t  t h e  r e s i d u e  c a n  b e  o b t a i n e d  u s i n g  o n l y  a d d i t i o n s ,  n o t  d i v i s i o n s ,  as 
d e s c r i b e d  i n  t h e  n e x t  s e c t i o n .  
IV. RESIDUE GENERATION 
The r e s i d u e  g e n e r a t o r  is  t h e  p r i n c i p a l  p i e c e  o f  a d d i t i o n a l  h a r d w a r e  
r e q u i r e d  t o  a l l o w  t h e  u s e  o f  r e s i d u e  c o d e s  f o r  c o n c u r r e n t  e r r o r  d e t e c t i o n  i n  
t h e   a r i t h m e t i c   p r o c e s s o r .   F o r   t h i s   r e a s o n ,   t h e   c h e c k - b a s e  m must  be 
s e l e c t e d  s o  t h a t  t h e  r e s i d u e  g e n e r a t o r  c a n  b e  i m p l e m e n t e d  f o r  s i m p l i c i t y ,  
h i g h - s p e e d   o p e r a t i o n ,   a n d   s e l f - c h e c k i n g   i f   p o s s i b l e .   I n   t h i s   s e c t i o n ,  two 
methods   o f   res idue   genera t ion  are described.  Both  methods  chose m = 2' - 1 
for   low-cos t   res idue   codes   and   h igh-speed   opera t ion .  One method i s  n o t  s e l f -  
check ing  wh i l e  t he  o the r  method i s  c a p a b l e  o f  s e l f - c h e c k i n g  a g a i n s t  a s i n g l e  
f a i l u r e  w i t h i n  t h e  g e n e r a t o r .  
L e t  m = 2' - 1 be   t he   check-base .   Fo r   t h i s   va lue   o f  m, t h e   r e s i d u e  
can   be   represented   by  R b i t s .  L e t  t h e   n - b i t   i n t e g e r  N be p a r t i t i o n e d  
i n t o  t b y t e s   o f   l e n g t h  R where ( t  - l ) R  < n 5 t R .  L e t  t h e s e   b y t e s   b e  . . . B I B O .  Then N f rom  equat ion   (2)   can   be   wr i t ten  as B t -  1%-2 
Since  2' : 1 mod (2' - l), i t  f o l l o w s   t h a t  
R t- 1 N mod (2 - 1) E Bi(2R)i mod (2 - 1) R 
i= 0 
t- 1 
i= o 
E Bi mod (2' - 1) 
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Thus N modulo (2' - 1) can  be   computed   by   addi t ions   on ly   (wi thout   d iv is ions) .  
That is, i t  can   be   computed   by   rnod~ lo (2~  - 1) summation  of t R-bi t   bytes  
of  N. 
Addition  modulo(2' - 1)  can  be  pe r fo rmed  by u s i n g  a n  o r d i n a r y  b i n a r y  
adde r  wi th  end-a round  ca r ry ,  o r  by  log ic  decod ing  as suggested by Pertman 
( r e f .  13). Such  codes  generated  by m = 2' - 1 are ca l l ed   l ow-cos t   r e s idue  
codes   by   Aviz ien is   ( re f .  10). An example   o f   an   a r i thmet ic   p rocessor   us ing  
such a code   wi th  R = 2 and m = 3 r e p o r t e d   i n   o p e n   l i t e r a t u r e  i s  t h e  
Burroughs BSP a r i t h m e t i c   e l e m e n t   ( r e f .  1 9 ) .  The d e s i g n   o f   t h e  modulo-3  gener- 
a t o r  i n t e g r a t e d - c i r c u i t  c h i p  f o r  t h e  BSP is a l s o  r e p o r t e d  i n  o p e n  l i t e r a t u r e  
( r e f .   20 ) .  
A s l i g h t l y  d i f f e r e n t  method f o r  r e s i d u e  g e n e r a t i o n  w a s  descr ibed  by  
K o l u p a e v   ( r e f .   2 1 )   i n   d e s i g n i n g   s e l f - t e s t i n g   r e s i d u e  trees. This   method  dif-  
f e r s  f r o m  t h e  method of equation (10) i n  t h a t  i n  t h e  f i r s t  l eve l  of  computa- 
t i o n ,   t h e   w i d t h   o f   t h e   b y t e  i s  n o t   r e s t r i c t e d   t o  R b i t s .  L e t  l N l m  denote  
t h e   r e s i d u e   o f  N modulo m. Because   o f   the  homomorphism r e l a t i n g  modulo m 
a d d i t i o n   w i t h   o r d i n a r y   a d d i t i o n ,   t h e   r e s i d u e   o f  N modulo m i n  e q u a t i o n  (9)  
f o r  a k - b i t   b y t e   w i d t h ,   u s u a l l y  k 2 R ,  i s  
Furthermore,  i f  k i s  chosen so t h a t  t h e  r e s i d u e s  o f  2ki, i = 0 ,  1, 2 ,  . . . , t - 1 
are 1 modulo m, t hen   equa t ion  (11) can  be  reduced t o  
One such  combination  of  numbers i s  m = 3 and k = 4 so  t h a t  
2ki, i = 0, 1, 2 ,  . . . , are 1, Z4,  2 8 ,  2 1 2 ,  . . . . The r e l a t i o n s h i p   o f  
2ki : 1 mod m s i m p l y   i m p l i e s   t h a t  R d i v i d e s  k. T h i s   a g a i n   l e a d s   t o   t h e  
f a c t   h a t   i f  R d i v i d e s  k ,  t hen  R d i v i d e s   k i .   T h e r e f o r e ,  (2' - 1) 
d i v i d e s  (Zki - 1) so t h a t  Zki : 1 mod m. 
A compar ison   of   res idue   genera t ion   us ing   equat ions  (10) and  (12) are  
shown i n  f i g u r e s  1 and 2 ,  r e s p e c t i v e l y .  It s h o u l d   b e   n o t e d   t h a t   t h e   r e s i d u e  
g e n e r a t o r  i n  f i g u r e  2 i s  se l f - check ing  as desc r ibed  by  Kolupaev ( r e f .  2 1 ) .  
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Figure  1.- Res idue   genera t ion   us ing   modulo  m a d d e r s   w i t h  
N 
m = 2' - 1. 
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F i g u r e  2.- Se l f - t e s t ing  r e s idue  gene ra to r  (Ko lupaev) ,  k 2 E. 
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V. ARITHMETIC ERROR DETECTION BY RESIDUE CODES 
I n  t h i s  s e c t i o n ,  r e s i d u e  c o d e s  f o r  c o n c u r r e n t  a r i t h m e t i c  e r r o r  d e t e c t i o n  
are d e s c r i b e d   f o r   a d d i t i o n ,   s u b t r a c t i o n ,   m u l t i p l i c a t i o n ,   d i v i s i o n ,   c o m p l e m e n t ,  
s h i f t ,  and   ro ta te .   Because  of the   complexi ty   o f   p resent ing   genera l   res idue  
check ing   equa t ions   fo r   t he   gene ra l   check-base  m t h a t  i s  v a l i d  f o r  a l l  t h r e e  
number r e p r e s e n t a t i o n s ,   t h e   d e s c r i p t i o n  i s  r e s t r i c t e d  (1) t o  R = 2 and 
m = 3,  and  (2) to  only  the  s igned-magni tude  and  the  1 ' s -complement  representa-  
t i o n s .  W i t h  t h i s  r e s t r i c t i o n ,  t h e  d e s c r i p t i o n  p r e s e n t e d  h e r e  c a n  s t i l l  be  
ex tended   t o   o the r   cho ices  of m and a l s o  t o  t h e  2 's-complement   representat ion.  
A s  descr ibed   under  Number R e p r e s e n t a t i o n s ,   t h e  number N has n b i t s ,   w i t h  
n even  or   odd,   and  the  range i s  M = 2n - 1. 
It shou ld  be  po in ted  ou t  t ha t  fo r  t he  s igned-magn i tude  r ep resen ta t ion ,  
t h e  s i g n  b i t  is  no t  a v a l u e  b i t  a n d ,  t h e r e f o r e ,  i t  d o e s  n o t  e n t e r  t h e  a r i t h -  
me t i c  computa t ion  a long  wi th  the  magn i tude  b i t s .  Fo r  th i s  r eason  and  fo r  
r eason   o f   no ta t iona l   conven ience ,  n i n   t h e   r a n g e  M = 2n - 1 should  be 
i n t e r p r e t e d  as a l l  m a g n i t u d e  b i t s ,  n o t  s i g n  p l u s  n - 1 b i t s  of  magnitude as 
i n  t h e  c a s e  f o r  t h e  1 ' s - c o m p l e m e n t  r e p r e s e n t a t i o n .  
I n  t h e  f o l l o w i n g  d i s c u s s i o n ,  a l l  a d d i t i o n s  a n d  m u l t i p l i c a t i o n s  are 
modulo  3. For a n e g a t i v e  number A ,  i t s  r e s i d u e   g e n e r a t e d  by a p o s i t i v e  
number  nod-3 g e n e r a t o r  i s  (3  - IAl 3)  au tomat i ca l ly ;  hence ,  t he  term (3 - \ A I  3) 
c a n n o t  b e  s e p a r a t e d  i n t o  ( 3 ) -  ( ( A I 3 ) .  
For M = 2n - 1, i t  can  be shown t h a t  IM I = 0 f o r  n even  and 
I M I 3  = 1 f o r  n odd. I f  n i s  even ,   then  2 d i v i d e s  n  and  hence m = 3 
d i v i d e s  M. The re fo re ,  ]MI = 0 f o r  n e v e n .   I f  n i s  odd,   then write n 
as ne + 1, where  ne i s  an  even  umber. The congruence 
From t h e s e   d i s c u s s i o n s ,  i t  f o l l o w s   t h a t  12'1 = 1 f o r  c even  and 
/ Z C I  = 2 f o r  c odd. Also, i n  modulo 3 r e s i d u e   c a l c u l a t i o n ,  I2xIAI 13 i s  
e q u i v a l e n t   o   e x c h a n g i n g   t h e   p o s i t i o n s   o f   t h e  two b i t s   o f  IAl  which i s  
e q u i v a l e n t  t o  t h e  complement  of ]AI 3 ,  t h a t  i s ,  jZxlA] j 3  = IAI3. -3' 
A s  w i l l  b e   d e s c r i b e d  later,  t h e   c h e c k   e q u a t i o n s   f o r  n odd i s  more com- 
p l e x   t h a n   f o r  n even .   For   th i s   reason ,  i t  might   be   advantageous   in   p rac t ice  
t o  p a d  a n  e x t r a  b i t  i n  o r d e r  t o  make n even. 
Add i t ion  and  Sub t rac t ion  
I n   b i n a r y   a r i t h m e t i c ,   a d d i t i o n   a n d   s u b t r a c t i o n  are equ iva len t .   I n   sub -  
t r a c t i o n ,  t h e  s u b t r a h e n d  is  usual ly  1 's-complenented and then proceeds with 
t h e   a d d i t i o n   o p e r a t i o n .   T h e r e f o r e ,   o n l y   r e s i d u e   c h e c k i n g   f o r   a d d i t i o n  i s  
d e s c r i b e d .  I n  t h e  o p e n  l i t e r a t u r e ,  a n  e x c e l l e n t  a l g o r i t h m  f o r  a d d i t i o n  a n d  
s u b t r a c t i o n  u s e d  i n  a real  computer  can  be  found i n  a paper  by Davis  ( ref .  22) .  
The d e s c r i p t i o n  p r e s e n t e d  i n  t h e  s e q u e l  i s  r e s t r i c t e d  t o  f i x e d - p o i n t  a d d i t i o n  
s i n c e  t h e  o t h e r  o p e r a t i o n a l  s t e p s  o f  f l o a t i n g - p o i n t  a d d i t i o n  s u c h  as s h i f t  and 
compare  can  be  checked  separately.  Also, i t  is assumed tha t   over f low  condi -  
t i o n s  w i l l  n o t  o c c u r  h e r e ,  o r  t h a t  t h e y  c a n  b e  d e t e c t e d  s e p a r a t e l y  u s i n g  s t a n -  
da rd  t echn iques .  
L e t  A and B,  0 5 A, B < M be two n-bi t   numbers   to   be  added.   There are 
f o u r  cases t o  b e  c o n s i d e r e d .  
CASE 1. A = +, B = +, and SUM = (A + B) = + 
The check equat ion is  
IsrnI3 = I A  + B I ~  = k l 3  + b 1 3  
CASE 2. A = +, B = -, IAl > I B I ,  and SUM = + 
The check equat ion is  
= [ A  + (M - B > I 3  
where / M I  = 0 f o r  n even, 1 f o r  n  odd. 
CASE 3. A = +, B = - , IAl < I B I ,  and SUM = - 
Since  the  SUM is n e g a t i v e ,  i t  i s  of  the form 
SUM = M - (A + B) 
and t h i s  m u s t  b e  e q u a l  t o  
A +  ( M -  B)  
Taking  res idue  modulo 3 of  these  two e q u a t i o n s ,  t h e  r e s u l t  i s  
]MI3 + ( 3  - ] A  + B I 3 )  = ]AI3 + ] M I 3  + ( 3  - I B I 3 )  
The re fo re ,  t he  check  equa t ion  is  
I s m I 3  = 
CASE 4 .  A = -, B = -, and SUM 
S i n c e  t h e  SUM is n e g a t i v e ,  i t  i s  of  the form 
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SUM = M - (A + B) 
and  this  must  be  equal  to 
(M - A) + (M - B) 
Therefore,  the  check  equation  is 
where /MI = 0 for n even, 1 for n odd. 
An  analysis  of  the  above  four  cases  indicated  that  a  correction  factor 
of 1 is  required  if n is odd  for  cases 2 and 4 .  In practice,  it  is  probably 
more  economical  to  pad  an  extra  bit  to  make n even  than  to  account  for  the 
correct  ion. 
Multiplication 
In the  NASF  system,  only  very  high-speed  multiplication  algorithms  are  of 
interest.  One  such  algorithm  is  the  use  of  mxm  bits  multiplier  chips  fol- 
lowed  by  one  row  of  (p,2)  counters  (adders)  to  compress p = 1 + 2 ( R  - 1) 
summands  all  at  once  without  carry  propagations  (ref. 23). If  one  of  these 
high-speed  algorithms is used,  then  the  entire  multiplication  unit  can  be 
checked  by  residue  codes. In the  following,  only  fixed-point  multiplication 
is  described.  For  floating-point  multiplication,  the  normalization  and  the 
rounding  operations  must  also  be  checked. 
The  residue  checking of  signed-magnitude  multiplication  is  very  simple 
because  the  sign  bit  can  be  separated  from  the  magnitude  bits,  and  hence,  all 
multiplications  can  be  treated  as  positive  numbers.  The  check  equation  for 
the  product,  PROD,  is  simply 
The  residue  checking  of  1's-complement  multiplication  is  more  complex. 
There  are  four  cases  to  be  considered. 
CASE 1. A = +, B = +, and  PROD = + 
The  check  equation  is 
CASE 2. A = +, B = -, and  PROD = - 
Since  the  product  is  negative,  it  is of the  form 
M - (A X B) 
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I f  [MI = 0 f o r  n even ,   the   check   equat ion  is  
IPROD!~ = (3  - [ A  x ~ 1 ~ )  
= b 1 3  X ( 3  - b I 3 )  
and the  check  equat ion  i s  
I P R O D ~ ~  = ( 3  - ( A  x B ( ~ )  
= I A I 3  x ( 3  - IBI3) + CF 
where 
CF = ]AI - 1 
CASE 3. A = -, B = +, and PROD = - 
T h i s  c a s e  i s  similar t o  case 2 ,  and  the  check  equat ions  are 
I P R O D ~ ~  = ( 3  - 1 ~ 1 ~ )  x I B I ,  f o r  \ M I  = o (21) 
]PROD[ = ( 3  - ] A I  3) x I B I  + CF f o r  1 ~ 1 ~  =  (22) 
where 
CF = I B 1 ,  - 1 
CASE 4 .  A = -, B = - , and PROD = + 
Since  the  p roduc t  is p o s i t i v e ,  i ts  equa t ion  i s  
PROD = A x B = (M - A) x (M - B) 
It f o l l o w s  t h a t  t h e  c h e c k  e q u a t i o n s  are 
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where 
An analysis of the  above  four  cases  indicates  that a  correction  factor, 
CF,  is  not  required  if ] M I 3  = 0 for n even.  For n  odd, / M I 3  = 1, and a 
correction  factor  is  required  whenever  one  or  both  operands  are  negative. 
Division 
Currently,  there  are  two  types of division  algorithms  commonly  used.  One 
type  gives  only  the  quotient  and no remainder,  and  uses  multiplication  for 
iterative  convergence. In this  case,  the  division  is  checked  automatically  if 
the  multiplication  is  checked.  The  other  type  gives  both  the  quotient  and  the 
remainder,  and  these  algorithms  generally  use  the  shift-and-subtract  method. 
Again,  if  the  shift  and  add  logics  are  checked,  then  the  division  is  also 
checked  automatically. 
In the  above  discussion,  the  division  may  be  slowed  up  if  each  iterative 
step  is  checked.  As an alternative,  the  division  of A/B can be checked 
according  to 
A = B Q + r  
Where Q is  the  quotient  and r is  the  remainder 
k l 3  - Ir13 = b 1 3  X I Q  
, the  check  equation  is 
1 3  (25)  
Complement 
Let A be  an  n-bit  vector,  and  let  the  complement  (1's-complement)  of 
A be  denoted E .  Then  the  check  equation  is 
P I 3  = I M  -  AI^ 
The  above  equations  indicate  that  the  complement  of A can  be  checked  by: 
(1) calculate IAl from  A,  and  then  obtain ( 3  - IAl 3)  by  some  combinational 
technique, ( 2 )  calculate l Z i 3 ,  and ( 3 )  compare I A I 3  with ( 3  - ]AI3) for n 
even  and ( 3  - [ A (  3) + 1 for n odd. 
1 2  
End-off S h i f t  
The end-off s h i f t  o p e r a t i o n  c o n s i s t s  o f  moving a number t o  t h e  l e f t  ( o r  
r i g h t )  a s p e c i f i e d  number  of  places.   Depending  upon  the  operation  being  per- 
f o r m e d ,  t h e  b i t  p o s i t i o n s  v a c a t e d  a t  t h e  r i g h t  ( o r  l e f t )  e n d  o f  t h e  s h i f t e d  
number might be f i l l e d  w i t h  e i t h e r  0 's  o r  1's. I n  t h e  f o l l o w i n g  d i s c u s s i o n s ,  
l e t  A b e   t h e   o r i g i n a l  number  and A, b e   t h e  number A l e f t  ( o r   r i g h t )  
s h i f t e d   b y  c b i t s ,  c 2 n. 
For  t h e  l e f t  s h i f t ,  A and A, are as shown i n  f i g u r e  3 ( a ) .  The va lue   o f  
A, c a n   b e   w r i t t e n  as 
A, = 2'Z + W 
where W is  t h e   c - b i t   s t r i n g   s h i f t e d   i n  f rom  the   r igh t   end .   There  are two 
cases: (1) W = 00 . . . 0,  and  (2) W = 11 . . . 1. 
CASE 1. W = 00 . . . 0 
The check  equat ions  are 
I A ~ ~ ~  = I2'zl3 = k C l 3  x I z i ,  
= M 3  f o r  c even  (28) 
The check  process  o f  the above equations can be summarized as fo l lows:  
a. Obta in  Z fr?m A by r e s e t t i n g   t h e  Y p a r t   o f  A t o   z e r o .  
C a l c u l a t e  I Z I and / A c  I 3. 
b.  Check I A c 1 3  = 1ZI3 f o r  c e v e n ,   o r  IA,I3 = 21ZI3   fo r  c odd. 
CASE 2. W = 11 . . . 1 
The check  equa t ions  a re  
IAC I 3  = )2czI  + lw13 
= 12c13 x 1 Z l 3  + ) 2 c  - 1 1 3  
= lz13 f o r  c even 
= 2 x 1 Z l 3  + 1 f o r  c odd 
and  the  check  p rocess  is  similar t o  case 1. 
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A 
Z W 
A, 
-~"-----J 
n-c BITS c BITS 
(a) LEFT  SHIFT  END-OFF  BY c  BITS 
Y 2 
W Y 
c  BtTS n-c BITS 
(b) RIGHT  SHIFT  END-OFF  BY c BITS 
Figure  3 . -  S h i f t  operat ions,  W = 00 . . . 0 or 11 . . . 1. 
14 
I 
For t h e  r i g h t  s h i f t ,  A and A, are as shown i n  f i g u r e  3 ( b ) .  The va lue   o f  
A, c a n   b e   w r i t t e n  as 
A, = 2n-CW + Y 
where W is  t h e   c - b i t   s t r i n g   s h i f t e d   i n   f r o m   t h e   l e f t   e n d .   A g a i n ,   t h e r e  are 
two c a s e s :  W = 00 . . . 0 and W = 11 . . . 1. 
CASE 1. W = 00 . . . 0 
The check equat ion i s  s imply  
b C 1 3  = I Y I ,  
and the  check  process  i s  as fo l lows :  
a. Obta in  2'Y from A by r e s e t t i n g   t h e   r i g h t   m o s t  c b i t s .  
C a l c u l a t e  I 2cY 1 and / A c  I 3. The v a l u e  12% I i s  IY I f o r  
c even  and  21YI3  for c odd. 
b.  Check = 12'YI3 = I Y 1 3  - 
2 1 A C l 3  = [ A c t 3  = 2 1 Y I 3  = 12'Y 
f o r  c even.  For c odd,  check 
13'  
CASE 2.  W = 11 . . . 1 
From t h e   e q u a t i o n  A, = 2n-CW + Y ,  t h e  (2n-CW) p a r t  h a s  v a l u e  2n - 2n-c. 
Thus 
AC 
= (2n - 2n-c) + Y 
The check equat ions are  
I A c 1 3  = 12n - 2n-c13 + l Y I 3  
= Iy13   fo r  n even  or odd, an  c even  (33) 
= lY13 - 1 f o r  n even  and c odd  (34) 
= l Y 1 3  + 1 f o r  n odd  and c odd  (35) 
The check  process  i s  similar t o  c a s e  1 above except t h a t  t h e r e  are t h r e e  com- 
p a r i s o n s  t o  b e  made depending upon the evenness and oddness of n and c.  
R o t a t e  
R e s i d u e  c h e c k i n g  f o r  l e f t  o r  r i g h t  r o t a t e  o p e r a t i o n s  i s  s i m p l e  i f  
[MI = 0 f o r  n even,  and i s  d i f f i c u l t   i f  1MI3 = 1 f o r  n  odd.  The 
1 5  
mathematical  developments f o r  t h e s e  two cases are d i f f e r e n t ,  a n d  t h e  case f o r  
n even is d e r i v e d   f i r s t .  R e f e r  t o  f i g u r e  4 f o r  t h e  f o l l o w i n g  d i s c u s s i o n s :  
CASE 1. ] M I  = o f o r  n even 
L e t  A, b e   t h e   r e s u l t   o f   r o t a t i n g  A l e f t  by c b i t s   f o r  0 5 c 2 n. The 
r e s u l t  of A, modulo M is  e q u i v a l e n t   t o   m u l t i p l y i n g  A by 2' modulo M,  and 
c a n  b e  shown as fo l lows :  
From f i g u r e  4 (a), 
and 
12'A 
Since I I2'A 
IzCz I, 
2n-CY) 
Thus, I A, I = 1 2'A I M and th i s  conc ludes  
a t e l y  l e a d s  t o  
t h e  
. -  
proof .  
I 
The above proof immedi- 
I i f  I M (  = 0,  then   t he   check   equa t ions  are 
= lAlj f o r  c even ( 3 6 )  
= 2 M 3  f o r  c odd ( 3 7 )  
R i g h t   r o t a t e  by c b i t s  i s  e q u i v a l e n t   t o  l e f t  r o t a t e  by  n - c b i t s .  
S ince  n i s  even as s t a t e d ,   t h e n  n - c i s  odd i f  c i s  odd.   Therefore ,  
t h e  c h e c k  e q u a t i o n s  f o r  r i g h t  . r o t a t i o n  are e x a c t l y  t h e  same as the  check  
e q u a t i o n s  f o r  l e f t  r o t a t i o n .  
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Y Z 
I I 
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c  BITS n-c BITS 
Z Y 
I 
\ 
n-c BITS c BITS 
(a) LEFT  ROTATION  BY c BITS 
Y Z 
I I I 
\ 
I '" 
n-c BITS  c  BITS 
z Y 
I 
c  BiTS n-c BITS 
(b) RIGHT  ROTATION  BY  c  BITS 
F i g u r e  4.- Rotate  ope ra t ions .  
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CASE 2. /MI = 1 f o r  n odd 
For  l e f t  r o t a t i o n  
b c 1 3  = 1 2 ' ~  + Y I  
= b I 3  + IyI, f o r  c even 
= 2 1 ~ 1 ~  + ly13 f o r  c odd 
F o r  r i g h t  r o t a t i o n  
= 21Zl3 + I Y  1 ' 3  f o r  c even 
= l Z l 3  + l y l g  f o r  c odd 
V I .  LOGICAL ERROR DETECTION BY PARITY CHECKING 
I n  t h i s  s e c t i o n ,  a s i n g l e - b i t  p a r i t y - c h e c k  c o d e  f o r  c o n c u r r e n t  e r r o r  
d e t e c t i o n  i s  d e s c r i b e d   f o r  complement, s h i f t ,  r o t a t e ,  XOR, OR, and AND. P a r i t y  
checks,  when  compared t o  r e s i d u e  c h e c k s ,  are v e r y  s i m p l e  f o r  t h e s e  o p e r a t i o n s .  
In t h e   f o l l o w i n g   d i s c u s s i o n s ,  A and B are n -b i t   vec to r s ,   where  n can  be  even 
o r  odd. 
Complement 
The p a r i t y  modulo 2 of t h e  complement of A i s  v e r y  e a s y  t o  p r e d i c t .  
L e t  b e   t h e  complement  of A. If A h a s   p a r i t y  P (A),  where  P(A) = 0 o r  1, 
t h e n   t h e   p a r i t y   o f  x i s  
~ ( l i )  = P (A) f o r  n even 
= P  (A) f o r  n odd 
End-off S h i f t  
For a l l  end-off s h i f t  o p e r a t i o n s ,  refer t o  f i g u r e  3 f o r   r e f e r e n c e .  L e t  
P(W) b e   t h e   p a r i t y   o f  W ,  P(Y) b e   t h e   p a r i t y   o f  Y ,  and   P (Z)   be   t he   pa r i ty  
o f  Z .  The p a r i t y  of A i s  
P(A) = P(Y)  P(Z) 
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For l e f t  s h i f t ,  t h e  p a r i t y  o f  A,, and  hence  the  check  equat ion,  i s  
P(Ac) = P(Z) @ P(W) = P(W) Q P(A) @ P(Y) ( 4 4 )  
R o t a t e  
For a l l  r o t a t e  o p e r a t i o n s ,  r e f e r  t o  f i g u r e  4 f o r  r e f e r e n c e .  S i n c e  a 
r o t a t e  o p e r a t i o n  m e r e l y  r o t a t e s  c b i t s  a r o u n d ,  t h e r e  is  n o  g a i n  o r  l o s s  i n  
t h e  t o t a l  number  of 0 's  o r  1's. There fo re ,  t he  check  equa t ion  i s  
P (A,) = P (A) ( 4 6 )  
f o r  a l l  c a s e s .  
XOR 
The b i t -by -b i t  XOR o p e r a t i o n  i s  c l o s e d  f o r  t h e  s i n g l e - b i t  p a r i t y - c h e c k  
code ;   t ha t  is, t h e  XOR of  any  two  code  words i s  a l s o  a code  word. L e t  A 
h a v e   p a r i t y  P(A) , B have   par i ty   P(B)  , and XOR = A B h a v e   p a r i t y  
P (XOR) . Then 
P(B) = bnm1 @ bn-2 @ . . . Q b, @ b o  
and  the  check  equat ion  is  
- (an-l @ an-2 Q . , . @ a l  Q a o )  
( 4 7 )  
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@ (bn-l Q bn-2 Q . . . @ b, @ b o )  
= P(A) Q P(B) 
OR and AND 
The b i t -by-b i t  OR and AND o p e r a t i o n s  are n o t  c l o s e d  u n d e r  t h e  p a r i t y -  
check  codes.   Al though  these two ope ra t ions  can  be  checked  by  r e s idue  codes  as 
descr ibed by Monteiro and Rao ( r e f .  1 5 ) ,  t h e y  are probably  bes t  checked  by  the  
p a r i t y  method  suggested  by Sel lers  e t  a l .  ( r e f .  1 2 ) .  In t h e i r  method,  they 
sugges t ed  an  augmen ted  adde r  to  check  the  OR o p e r a t i o n  b y  n o t i n g  t h a t  
(A @ B) @ (AB) = A + B 
and t o  c h e c k  t h e  AND opera t ion  by  dup l i ca t ion .  
I n  c h e c k i n g  t h e  OR o p e r a t i o n ,  t h e  SUM and CARRY outputs  of  the augmented 
adder  are 
SUM = (A @ B) @ (AB) = A + B 
CARRY = AB 
L e t  P(SUM) b e  t h e  p a r i t y  o f  t h e  SUM output ,   and  P(CARRY) b e  t h e  p a r i t y  o f  
t h e  CARRY o u t p u t .  Then t h e  c h e c k  e q u a t i o n  f o r  t h e  OR o p e r a t i o n  i s  
P(SUM) = P ( A )  @ P ( B )  @ P(CARRY) ( 4 8 )  
I n  c h e c k i n g  t h e  AND o p e r a t i o n ,  b o t h  t h e  SUM and t h e  CARRY o u t p u t s  are 
SUM = CARRY = AB 
Thus, t h e  AND ope ra t ion  can  be  checked  by  dup l i ca t ion ,  and  the  check  equa t ion  
i s  
P(SUM) =  CARRY) 
Another method for checking OR and AND (suggested by D. Stevenson during 
t h e  r e v i e w  o f  t h i s  p a p e r  by n o t i n g  t h e  SUM equat ion  above)  i s  by t h e  u s e  o f  
t h e  XOR p r o p e r t y  a c c o r d i n g  t o  t h e  i d e n t i t y  o f  
A @ B = (A + B)  @ (AB) 
From t h i s  e q u a t i o n ,  i t  f o l l o w s  t h a t  
P ( A  @ B)  = P ( A  + B )  CB P ( A B )  
= P ( A )  @ P ( B )  
Therefore ,  OR and AND can  be  checked as fo l lows :  
P ( A  + B) = P ( A )  @ P ( B )  @ P ( A B )  
P ( A B )  = P ( A )  @ P ( B )  @ P ( A  + B) 
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Depending  upon the  log ic  imp lemen ta t ion ,  i t  a p p e a r s  t h a t  t h i s  method suggested 
by Stevenson may b e  s i m p l e r  t h a n  t h e  method s u g g e s t e d  b y  S e l l e r s  e t  a l .  
( r e f .  1 2 ) .  
V I I .  CONCLUSION 
The cu lmina t ion  o f  an  e f fo r t  t o  deve lop  a low-cost method f o r  c o n c u r r e n t  
e r r o r  d e t e c t i o n  f o r  a r i t h m e t i c  p r o c e s s o r s ,  l a r g e  and small, has  been  presented  
i n  t h i s  p a p e r .  The  method u s e s  a low-cos t   separa te   res idue   code   to   check  
a r i t h m e t i c  o p e r a t i o n s ,  a n d  u s e s  a s ing le -b i t  pa r i ty -check  code  to  check  log i -  
cal  o p e r a t i o n s .  Assume t h e  p r o c e s s o r  t o  b e  c h e c k e d  h a s  a word l eng th   o f  n 
b i t s ,  t h e  method  shows t h a t :  
1. For   check ing   a r i t hme t i c   ope ra t ions   o f  +, -, X ,  and +, a low-cost 
res idue   code   wi th   check-base  m = 2' - 1, R 5 n ,  R d i v i d e s  n ,  and n even, 
is  s i m p l e  and  economical. 
2 .  Fo r   check ing   a r i t hme t i c   ope ra t ions   o f   complemen t ,   sh i f t ,  and r o t a t e ,  
e i t h e r  a r e s i d u e  c o d e  o r  a s ingle-b i t  par i ty-check  code  can  be  used .  Both  
methods are s imple  and  economical .   In  terms of  logic  implementation  complex- 
i t y ,  t h e  p a r i t y - c h e c k  c o d e  i s  s imple r  t han  the  r e s idue  code .  
3.  For   check ing   l og ica l   ope ra t ions  of XOR, OR, and AND, t h e  s i n g l e - b i t  
par i ty-check  code  is  t h e  s i m p l e s t  method to  use  and  to  imp lemen t .  
4 .  For  using a r e s idue   code   t o   check   a r i t hme t i c   ope ra t ions ,   t he   s igned-  
magnitude or  the 1 's-complement  representat ion,  not  the 2 's-complement  repre- 
sen ta t ion ,   should   be   used .   This  i s  because   t hese  two r e p r e s e n t a t i o n s   h a v e  a 
numerical   range  of  M = 2n - 1. I f  R d i v i d e s   n ,  them m d i v i d e s  M ,  so  
t h a t  (2n - 1) mod m = 0, and t h i s  s i m p l i f i e s  g r e a t l y  t h e  c h e c k  e q u a t i o n s .  I n  
res idue  checking  of  mul t ip l ica t ion  and  d iv is ion ,  the  s igned-magni tude  repre-  
s e n t a t i o n  i s  t h e  s i m p l e s t  t o  u s e .  
5. Fo r   u s ing   t he   s ing le -b i t   pa r i ty -check   code   t o   check  XOR, OR, and AND 
i n  c o n j u n c t i o n  w i t h  a n  a u g m e n t e d  a d d e r ,  t h i s  a d d e r  d e s i g n  i s  c o n s i d e r a b l y  
different  f rom the wel l -known STTL 748181, which i s  c u r r e n t l y  a s t a n d a r d  com- 
m e r c i a l  a r i t h m e t i c - l o g i c  u n i t .  
From t h e  a b o v e  f i v e  p o i n t s ,  i t  a p p e a r s  t h a t  t h e  a r c h i t e c t u r e  o f  t h e  p r o -  
c e s s o r  i s  b e s t  s t r u c t u r e d - w i t h  t h e  f o l l o w i n g  f u n c t i o n a l  u n i t s :  
1. A f l o a t i n g - p o i n t   a d d   u n i t  
2. A m u l t i p l y / d i v i d e   u n i t  
3. An i n t e g e r  u n i t  c a p a b l e  of p e r f o r m i n g  i n t e g e r  a r i t h m e t i c s  a n d  l o g i c a l  
o p e r a t i o n s  
Th i s  pape r  d id  no t  p roceed  in to  the  log ic  des ign  and  implemen ta t ion  o f  
t he  sugges t ed  method  of   concurrent   error   detect ion.   Such  an  exercise   would 
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c e r t a i n l y  b e  v e r y  l a b o r i o u s  a n d  a l s o  beyond the  scope  o f  t h i s  pape r .  However, 
based upon p r a c t i c a l  e x p e r i e n c e s  a n d  t o d a y ’ s  i n t e g r a t e d - c i r c u i t  t e c h n o l o g y ,  it 
can  be  con jec tu red  tha t  t he  added  r edundancy  fo r  check ing  shou ld  no t  exceed  
20%  of the  processor  complexi ty ,  and  tha t  the  method should  provide  a s e l f -  
checking coverage of  a t  least 80% of  the  p rocesso r .  
The problem of  res idue generat ion is  t h e  b a s i c  o b s t a c l e ,  a n d  h e n c e  t h e  
cos t ,   o f   u s ing   r e s idue   codes   fo r   s e l f - check ing .   Fo r   t h i s   p rob lem,   t he   bes t  
c u r r e n t  s o l u t i o n  is probably an LSI i m p l e m e n t a t i o n  o f  t h e  s e l f - t e s t i n g  r e s i d u e  
g e n e r a t o r  s u g g e s t e d  by  Kolupaev ( r e f .  2 1 ) .  
A l t h o u g h  t h e  r e s u l t s  g i v e n  i n  t h i s  p a p e r  are very encouraging,  the prob-  
l e m  o f  app ly ing  them to  the  des ign  o f  a p r o c e s s o r  s t i l l  r e q u i r e s  a l a r g e  
amount  of e f f o r t .  I n  a n y  case, the   s ea rch   fo r   me thods  of c o n c u r r e n t  e r r o r  
d e t e c t i o n  f o r  p r o c e s s o r s  i s  rapidly converging and considerably narrowed.  
F ina l ly ,  t he  p rob lem o f  des ign ing  a self-checking computer  system should 
t a k e  a top-down approach  and  cons ider  the  problem f rom the  overa l l  sys tem 
viewpoin t ,  a t  least  t o  i n c l u d e  t h e  memory and   t he   p rocesso r .  A t  p r e s e n t ,  t h e  
memory is  p ro tec t ed  by  a modified Hamming code  and  the  processor  i s  s e l f -  
checked by a combina t ion  of  res idue  codes  and  par i ty-check  codes .  This  i s  a 
mismatch! What i s  needed i s  one  uniform  coding  system,  perhaps a b i r e s i d u e  
code  or  some m o d i f i e d  l i n e a r  r e s i d u e  c o d e s ,  t h a t  c a n  p r o t e c t  b o t h  t h e  memory 
and   the   p rocessor .  A t  present ,   however ,  i t  is n o t  known whe the r   o r   no t   such  
a coding system can be found to  give a cos t  e f f ec t ive  pe r fo rmance .  
Ames Research Center  
Nat iona l  Aeronaut ics  and  Space  Adminis t ra t ion  
M o f f e t t  F i e l d ,  C a l i f o r n i a  94035, March  21, 1979 
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