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論文要旨
メラノーマは悪性度の高い皮膚癌であり，見た目が母斑に酷似していることからその識別
は専門医でも難しく，熟練した皮膚科専門医でさえ正答率は 75 - 88%にとどまると言われて
いる．メラノーマは早期発見の場合は予後良好だが，発見が遅れると最悪死に至ることがあ
るため，早期発見を支援すべくメラノーマの自動診断に関する研究が進められてきた．従来
の自動診断システムは，I）腫瘍領域抽出，II）特徴量抽出・計算，III）機械学習による分類
の 3つのフェーズから構成されるが，様々なパターンの症例に対応できる汎用的な腫瘍領域
抽出手法，および特徴量設計は未だ確立されておらず，ゆえに扱える症例は限られていた．
そのため，近年ではCNN（Convolutional Neural Network）を用いたメラノーマ自動診断
システムが提案され始めている．CNNではこれらの困難な処理を伴わずに，入力画像の生
の画素値から直接特徴量を学習の一環として獲得するため，扱える症例に制限がないという
利点がある．しかし一方で，CNNでは有効な特徴を学習するために膨大な学習データを要
するという問題があった．
そこで，本研究では，大規模データセットで事前に学習済みのモデルを用いたFine-tuning
による転移学習を行うことで学習効率の向上を図った．また，学習で用いるデータセットに
は，一般的な data augmentationに加え，医学的知見に基づいた前処理を施すことで，少規
模データセットでも十分効果的な学習が行えるようにした．
本研究では診断が確定した 1,760例（メラノーマ 329例，母斑 1,431例）のダーモスコピー
像をデータセットとして用い，学習済みモデルを Fine-tuningにより再学習を行った．構築
された分類器の性能評価は 5-fold cross-validationで行い，感度 84.8%，特異度 89.5%を得た．
また，ROCカーブによる評価では，AUC: 0.873を達成した．
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第1章 背景
メラノーマは，悪性黒色腫という悪性度の高い皮膚癌の 1種であり，医学的には，皮膚の
色に関係するメラニン色素を生成するメラノサイトと呼ばれる皮膚細胞に悪性が認められる
病気とされている．過去数十年にわたり，メラノーマの発生率は世界的に増加傾向にあり，
日本も例外ではない．メラノーマの発生率はオーストラリアが最も高く，最新の統計による
と，人口 10万人あたりの発症者数は 53人に達している．さらに，2012年のメラノーマによ
る死亡者数は 1,617人に達したと報告されている [1]．メラノーマは皮膚癌の中でも特に進行
速度が速く，別の部位へ転移する可能性が非常に高い．メラノーマの進行度（臨床病期分類）
は，TNM分類を基に決定される [2]．Table. 1.1にメラノーマの臨床病期の診断基準を示す．
Table. 1.1: メラノーマの臨床病期分類
病期 説明
0期 腫瘍が表皮内にとどまる
IA期 腫瘍の厚さが 1mm未満で，潰瘍形成 (細胞表層が破壊されると穴ができ，
皮下層組織が透けてみえる)を伴わないものであり，腫瘍は表皮および真
皮の上層にみられる
I期 IB期 腫瘍の厚さは 1mm未満であるが，潰瘍形成を伴うか，真皮または皮下層
下まで，または腫瘍の厚さが 1～2mmで潰瘍形成は伴わない
IIA期 潰瘍形成を伴い，腫瘍の厚さが 1～2mmのもの，または潰瘍形成は伴わ
ないが，腫瘍の厚さが 2～4mmのもの
II期 IIB期 潰瘍形成を伴い，腫瘍の厚さが 2～4mmのもの，または潰瘍形成は伴わ
ないが，腫瘍の厚さが 4mm以上のもの
IIC期 腫瘍の厚さが 4mm以上で潰瘍形成を伴うもの
III期 腫瘍の厚さ，潰瘍形成の有無にかかわらず，リンパ節や周辺の皮膚に転
移がある
IV期 肺，肝臓，脳，骨，軟組織または消化管などの体内の他の臓器に転移が
ある
メラノーマの 5年生存率は，0期や I期であれば 90%以上であり，II期でも 70 - 80%であ
るが，III期では 50%弱，IV期では 10%未満と予後は格段に悪くなる [3]．したがって，メラ
ノーマによる死亡率を減少させるためには早期発見が最も重要である．しかし，Fig. 1.1に
示すように初期のメラノーマと母斑（すなわち良性の色素沈着した皮膚病変）は酷似してい
るため，肉眼による両者の区別はしばしば困難である．
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Fig. 1.1: メラノーマと母斑（良性腫瘍）の症例
そのため，より詳しくメラノーマの皮膚表面の構造を観察する方法として，非侵襲的な表
皮造影技術であるダーモスコピー（dermoscopy）が導入された [4]. ダーモスコピーは，明
るい光源を使い 10 - 30倍程度に拡大し，無反射の条件を作って表皮内から真皮浅層までの
色素分布や血管構造を詳しく観察する手法であり，ダーモスコピーに用いる器具をダーモス
コープと呼ぶ．無反射にする仕組みは大きく分けて 2種類あり，1つはグラスプレートと皮
膚の間に超音波のジェルや鉱物油，アルコールなどを用いて皮膚表面を光学的に均一にする
方法であり，もう 1つは直交する偏光フィルタを光源の前と観察レンズの前に入れることに
より，物理的に表面反射を消す方法である [5]．
ダーモスコピーの導入により，従来の巨視的な臨床画像と比較して表皮構造をより詳細に観
察できるようになったため，ABCD-rule [6]，Menzies’ scoring method [7]，7-point checklist
[8]，Modified ABC-point list [9]，3-point checklist [10]などダーモスコピーに基づくの数多
くの診断指標が提案された．なかでもABCD-ruleと 7-point checklistは皮膚科医の間で広く
認知されている診断指標である．ABCD-ruleはTable. 1.2に示す 8項目について評価し，そ
れぞれの重みをかけ合わせてTotal Dermoscopy Score（TDS）を計算する．TDS＜ 4.75で
あれば良性，4.75 ≤ TDS ≤ 5.45であれば悪性の疑いあり，5.45＜ TDSであれば悪性と診
断される．7-point checklistは Table. 1.3に示す 7項目の有無を評価し，それぞれの重みを
かけ合わせて 3ポイント以上であれば悪性と診断される．
医学を中心とする生命科学の文献情報を収集したオンラインデータベースであるMEDLINE
のエントリーを網羅した体系的な評価によると，ダーモスコピーの導入により臨床診断にお
ける感度（正しくメラノーマと識別された割合）は 10 - 27%向上したと報告されている [11]．
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Table. 1.2: ABCD-rule
Criterion Description Score Weight
Asymmetry いくつの軸で非対称か 0-2 1.3
Border 8方向の境界でいくつが明瞭か 0-8 0.1
Color 白・赤・薄茶・濃茶・青灰・黒のうち何色あるか 1-6 0.5
Diﬀerential
Structure
網状の色素構造，枝状の色素構造，均一な構造，
点構造，粒状構造の 5構造のうち何種類がある
か
0-5 0.5
Table. 1.3: 7-point check list
Criterion Description Weight
Major criteria:
1. Atypical pigment network 不規則な網構造 2
2. Blue-Whitish veil 青白い領域 2
3. Atypical vascular pattern 不規則な血管パターン 2
Minor criteria:
4. Irregular streaks 不規則な枝状構造 1
5. Irregular pigmentation 不規則な色素沈着 1
6. Irregular dots/globules 不均一な点，粒状構造 1
7. Regression structures 色素抜け構造 1
現在ダーモスコピーは皮膚科で普及しており，一般的に用いられる診断手法となっている．
しかし，ダーモスコピーによる診断はしばしば主観的なものであるため，正確な診断には豊
富な経験とトレーニングが要求される．ゆえに，診断経験の浅さは，診断の精度・再現性の
乏しさへつながる．さらに，熟練した皮膚科専門医によるダーモスコピー診断においても，
メラノーマの診断精度は 75 - 88%であると言われている [12–14]．
したがって，視覚的解釈の困難さと主観性に起因する診断誤差を最小限にするためには，
コンピュータ化された画像解析技術の開発が必要不可欠である．このような背景から，人間
の主観によって左右されない客観的な診断を実現することを目的に，メラノーマの自動診断
システムの開発が進められてきた．
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第2章 関連研究
本章では，メラノーマの自動診断に関する従来研究について概観したのち，従来手法が抱
える問題点を挙げる．その後，メラノーマの自動診断に関する近年の研究動向について概観
したのち，本研究の位置付けを述べる．
2.1 従来のメラノーマ自動診断に関する先行研究
メラノーマの自動診断システムは，臨床現場で実際に用いられている診断指標（ABCD-rule
や 7-point checklistなど）と同様に病変部の形状や色調の情報に基づき，定量的に診断を行
う．従来のメラノーマ自動診断システムの全体の処理フローは，Fig. 2.1に示すように，大
別すると I）腫瘍領域抽出，II）特徴量設計・抽出，III）機械学習による分類 の 3つのフェー
ズに分けられる．メラノーマの自動診断システムの開発では，これらすべてのフェーズが複
雑かつ診断精度に大きく影響を及ぼす重要な処理であるため，各フェーズで様々な手法が検
討されてきた．そしてこれまでに多くのグループが高い診断精度を報告する自動診断手法を
提案してきた [14–27]．メラノーマの自動診断に関する研究の体系的な総評は [28] に示され，
Table. 2.1には先行研究の概要を示す．Table. 2.1の研究で用いられている画像はすべてダー
モスコープにより撮影されたダーモスコピー像が用いられているが，それぞれデータセット
の構成（含まれる症例の種類）が異なるため，一概に結果の数値を比較・評価することがで
きないことに注意されたい．
Celebiら [23] は，腫瘍の辺縁部検出法の改善，およびRBF（Radial Basis Function）カー
ネルを用いた SVM（Support Vector Machine）分類器により，476例の母斑と 88例のメラ
ノーマをデータセットとして用いて，感度（SE：メラノーマの分類精度）93.8%，特異度（SP：
母斑の分類精度）92.3%を達成した．Liuら [26] は，腫瘍の対称性に焦点を当て，色素沈着
標高モデルとグローバルポイントシグネチャーを開発した．このモデルは対称性を計測する
4つの特徴だけを用いて，高い分類精度（感度 86.4%，特異度 82.1%）を達成した．Shimizu
ら [27] は，メラノサイト病変だけでなく，非メラノサイト病変もサポートするタスク分解
戦略を用いた分類モデルを開発した．このモデルは，メラノーマ，母斑，基底細胞上皮腫
（BCC）および脂漏性角化症（SK）の分類を同時に行い，それぞれ 90.5%，82.5%，82.6%，
80.6%の分類精度を達成した．
上述した通り，自動診断で用いられる特徴量は，臨床診断と同じく病変の形状や色調など
の情報である．自動診断システムでは，これらの特徴量をダーモスコピー像から画像処理に
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Fig. 2.1: 従来のメラノーマ自動診断システムのパイプライン
Table. 2.1: Overview of dermoscopy image classification studies
Source Author Year Segmentation Classifier∗ Total # Mel.† Dys. ‡ SE SP comment ⋄
method images (%) (%) (%) (%)
[15] Ganster et al. 2001 Thresholding+color clustering k-NN 5363 2 19 73 89
[16] Elbaum et al. 2001 Thresholding Linear 246 26 45 100 85
[17] Rubegni et al. 2002 Thresholding ANN 550 36 64 94.3 93.8
[18] Hoﬀmann et al. 2003 clustering+region growing ANN 2218 22 7 - - AUC=0.844
[14] Blum et al. 2004 - Logistic 837 10 11 82.3 86.9
[19] Oka et al. 2004 Thresholding Linear 247 24 76 87.0 93.1 Internet-based
[20] Burroni et al. 2005 Thresholding Linear 174 22⋆ 78 71.1 72.1 ⋆: only in situ cases.
[21] Seidenari et al. 2005 - Linear 459 21 17 87.5 85.7 AUC=0.933
[22] Menzies et al. 2005 Semi-auto+manual Logistic 2420 16 25 91 65
[23] Celebi et al. 2007 Region growing SVM 564 16 55 93.3 92.3 AUC=0.966
[24] Iyatomi et al. 2008 Thresholding+region growing ANN 1258 16 - 85.9 86.0 Internet-based ◃
AUC=0.928
[25] Tenenhaus et al. 2010 Supervised KL-PLS 227 14 52 95 60 AUC=0.84
[26] Liu et al. 2012 - SVM 351 25 - 82.1 86.4 AUC=0.906
[27] Shimizu et al. 2014 Thresholding+region growing MS Linear 964 11 72 90.5 82.5 4 class AUC=0.856
∗:k-NN:k-nearest neighbor, ANN: artificial neural network, Logistic: logistic regression, SVM: support vector machine, MS
Linear: multi-stratified linear models.
KL-PLS: Kernel logistic partial least square regression.
†: Percentage of melanomas in the data set.
‡: Percentage of dysplastic nevi in the data set.
⋄: AUC: Area under the ROC curve.
◃: Available at http://dermoscopy.k.hosei.ac.jp
より抽出する．しかし，臨床現場で撮影される症例の中には，Fig. 2.2に示す（a）-（d）の
ような内的要因や（e）-（j）のような外的要因により特徴量の抽出が難しい症例が多く存
在する [29]．医師による診断であれば主観で行われるため，上記症例を例外的に対処するこ
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とができるが，画像処理による機械的な特徴量抽出においてはこれら要因は大きな障害とな
る．ゆえに，実際にはこれらの症例はデータセットから取り除かれることが多く，従来の自
動診断システムで扱える症例には制限があった．さらに，最も重要な問題である，メラノー
マの識別に有効な画像特徴量の設計および抽出方法は未だ確立されておらず，未解決の問題
である．臨床所見（ABCD-ruleや 7-point checklist）の実施は，あくまで主観的な定義であ
り，医師間で幅広い定義が存在するため容易ではない．例えそれが診断精度の高い医師のも
のであっても，人間が定める診断基準には限界があり，分類精度は依然として制限される．
Fig. 2.2: 腫瘍領域抽出が困難な症例
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2.2 近年のメラノーマ自動診断システムの傾向
近年，音声認識や画像認識のベンチマークテスト [30]で，高い識別精度を実現したことか
ら，深層学習（Deep Learning）の有効性が広く認知されるようになった [31–34]．深層学習
とは，従来のニューラルネットワークよりも多層のニューラルネットワークを意味するが，一
口に深層学習と言っても，様々なアプローチがある．画像認識分野において主流でありベー
スとなるのがConvolutional Neural Network（CNN） [35–37] である．
CNNを用いたメラノーマ自動診断システムのパイプラインは従来システムのパイプライ
ン（Fig. 2.1）に対して，Fig. 2.3のように置き換えられる．CNNによる特徴量抽出は学習
の一環として入力画像の生の画素値から直接行うため，従来システムのボトルネックとなっ
ていた，「腫瘍領域抽出」，「特徴量設計」，「特徴量抽出」などの複雑な処理を伴わずに分類を
行うことができる．
Fig. 2.3: CNNを用いたメラノーマ自動診断システムのパイプライン
深層学習が多くのコンペティションやタスクで著しい成果を挙げた影響から，既存の手法
の置き換えが急速に進んでいる．メラノーマ自動診断システムも例外ではなく，CNNを用
いたメラノーマ自動診断システムが既に考案されている [38–40]．
Codellaら [38] は，皮膚の構造と自然のシーンとの類推を強調し，CNNを自然画像で事前
に学習させた．メラノーマと非メラノーマ，メラノーマと非定型病変の 2種類の 2クラス分
類問題を実施し，それぞれ平均精度 93.1%，73.9%を達成した．これらの結果は，同じデータ
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セットによって評価された従来のアプローチよりも優れていた．その後，Kawaharaら [39]
もまた，CNNに ImageNet [41] の自然画像で事前学習を行い，彼らは全結合層手前の最終
Convolution層までを特徴抽出器として用いて，10クラスのデータセットによる分類問題に
おいて 81.8%の分類精度を達成した．また，Estevaら [40] は，ごく最近，一般的なカメラ
とダーモスコープで撮影された画像で構成された 129,450例のデータセット（内ダーモスコ
ピー像 3,374例）を用いて，学習済みの Inception-v3（GoogleNet）[42] に追加学習を行い，
性能を検証した．検証は携帯型顕微鏡で撮影された画像を用いた（1）ケラチノサイト病変
の分類（ケラチノーマ 65例，良性脂漏性角化症 70例），（2）メラノサイト病変の分類（メラ
ノーマ 33例，良性母斑 97例），ダーモスコピー像を用いた（3）メラノサイト病変の分類（メ
ラノーマ 71例，良性母斑 40例），という 3つのタスクで行われた．ROCカーブ（Receiver
Operating Characteristic curve）を用いた性能評価の結果，AUC（Area Under the Curve）
はそれぞれ 0.96，0.96，0.94を達成した．これは，同じ症例を 21人の皮膚科専門医により診
断した結果得られたAUCと，91%以上の領域で判定が一致した．これらの方法論では，い
ずれも，大規模なドメインにより構築された学習済みモデルを知識転移させることで性能を
向上させている．この技術は転移学習 [43] と呼ばれ，あるドメイン（元ドメイン）の知識
を，解きたい問題のドメイン（目標ドメイン）の学習に利用する手法である．この手法はメ
ラノーマのような学習データが少ない分類問題を扱うときに有効である．
2.3 メラノーマ自動診断システムにおける本研究の位置付け
CNNのアーキテクチャはただ階層が深いだけでなく，多数の特徴を扱うため各層の幅が
広く，パラメータ数が数億から数百億と非常に大きい．そのため，CNNにおけるメラノー
マ分類問題は「腫瘍領域抽出」，「特徴量設計」，「特徴量抽出」などの複雑な処理は伴わない
が，その代わりに特徴を十分学習させるための大規模な学習データが必要となる．
しかし，メラノーマの症例画像は，医療機関などの限られた機関でしか入手できないため，
大量の学習データを用意し，学習を行うことは困難である．近年，メラノーマの分類コンペ
ティション [44] が開催され，メラノーマのオープンデータが公開されるなど，以前と比べて
入手手段は増えたものの，依然として十分な症例数の確保は難しい．上記の先行研究では，
一般的なカメラで撮影された病変画像をデータセットに加えることで症例数の増加を図って
いるが，カメラにより撮影された画像はダーモスコピー像と比べ，拡大率，角度，照明など
の撮影環境のばらつきが生じてしまうため，実用的な症例は限られてくる．
そこで，本研究では，CNNにおける学習での有効な前処理の提案およびそれを用いた自
動診断システムの構築を行う．本システムでは，大規模データセットで学習済みのモデルの
各パラメータを初期値として用い，Fine-tuningによる転移学習を行う．転移学習による知
識転移と，医学的知見を考慮した前処理により，学習データ数の少なさを補う効率的な学習
の実現を期待する．
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第3章 方法
本研究では，深層学習を用いたメラノーマ／母斑の 2クラス分類問題を扱い，自動診断シ
ステムを構築する．Fig. 3.1にシステムの全体の概略図を示す．提案手法は，学習フェーズ
と識別フェーズに大別される．以下より本研究で用いた技術について詳細を述べる．
Fig. 3.1: システムの概略図
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3.1 データの前処理
医学的知見に基づくと，母斑の細胞は一定の速度でゆっくりと成長するために，その形状
は対称になる傾向がある．一方，メラノーマの癌細胞は無作為かつ旺盛に増殖するため，そ
の形状は非対称になる傾向がある．これらの傾向は，メラノーマの診断において臨床現場で
用いられているABCD-ruleの基準の 1つである ‘A’（Asymmetry of tumor）に表われてい
る．Fig. 3.2に腫瘍領域の長軸を水平方向に揃えた母斑およびメラノーマの症例をいくつか
示す．左から 3つずつの症例（（a）-（c）および（e）-（g））は典型的な母斑およびメラノー
マの症例であり，腫瘍領域の長軸を水平方向に揃えることでその形状特徴が顕著化される．
また右の 2つの症例（（d）および（h））は例外であり，上記の傾向がみられない症例である．
後述するCNNでは，畳込み演算により，隣接する大きな濃淡値差や，特定方向の線分に
反応するような特徴量を自動的に生成するため，腫瘍領域の長軸位置合わせにより両者が持
つ形状特徴の差異を強調することで，識別に有効な特徴量の獲得が期待される.そのため，本
研究では，一般的な data augmentationに加え，以前我々が提案した腫瘍領域の長軸位置合
わせ処理 [45] を前処理として行った．以下より，長軸位置合わせ処理を行うための処理手順
について詳細を述べる．
Fig. 3.2: 腫瘍領域の長軸を水平方向に位置合わせした母斑とメラノーマの症例
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3.1.1 体毛除去
後述する長軸位置合わせ処理では，腫瘍領域特定フェーズにて色調情報を用いた閾値処理
を行う．この手法では，Fig. 2.2（g）-（j）に示すようなアーティファクトは排除できるが，
体毛が腫瘍領域にオーバーラップしている症例においては腫瘍領域の特定が難しい．そのた
め，事前にダーモスコピー像に映り込む体毛を除去する必要がある．ここでの処理は大別し
て I）体毛抽出，II）画像修復 の 2つのフェーズに分けられる．以下に各フェーズでの処理
の詳細を述べる．
I）体毛抽出：　体毛抽出の手法として，本研究では，FrangiおよびSatoらが提案したヘッ
セ行列に基づく線状構造抽出を行うmulti-scaleフィルタ [46,47] を用いる．multi-scale
フィルタは，入力画像に二次元ガウシアンフィルタを適用し，雑音除去を行うと同時
に二次微分によって体毛のような線状構造を強調するフィルタである．二次元画像の
濃淡値関数 I(x) (x = (x, y))における注目点x0近傍の濃淡値分布は，テイラー展開に
より以下の二次元連続関数で近似できる．
I(x) = I(x0) + (x− x0)∇I(x0) +
(
1
2
)
(x− x0)∇2I(x0)(x− x0) (3.1)
ここで，x0における 2× 2ヘッセ行列は，以下のように表現できる．
∇2I(x) =
⎡⎣I(x)xx I(x)xy
I(x)yx I(x)yy
⎤⎦ (3.2)
ただし，I(x)xxなどは I(x)の各軸方向における濃淡値の二次偏導関数で，Ixiyj(x) =
∂2
∂xi∂yj，i, jは i+ j = 2を満たす非負の整数とする．体毛抽出処理では，まず画像の各
画素におけるヘッセ行列を求める．I(x)のヘッセ行列の計算は，Eq. 3.3のようにガウ
ス関数と画像の畳込みによって求める．
Ixiyj(x) =
∂2
∂xi∂yj
G(x, σ) ∗ I(x) (3.3)
ここで，σはガウス関数の標準偏差を表す．このガウス関数の標準偏差 σの値を調節
することにより，強調される線の幅を変えることができる．次に畳込みによって得ら
れたヘッセ行列に対して，固有値と固有ベクトルを求める．ヘッセ行列∇2I(x)の固有
値を λ1,λ2 (λ1 > λ2)，固有ベクトルを e1，e2と表す．一般に線状構造では，線の断面
方向への濃淡変化が大きく，線の進行方向への濃淡変化は小さい．したがって，ヘッ
セ行列の固有値の関係から線状性を調べることができ，理想的な線状構造の中心点で
は，λ2が最小となり，λ1 = 0となる．すなわち，線状構造を強調する場合の固有値の
関係式は，以下の Eq. 3.4のようになる．
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λ2 << λ1 ≈ 0 (3.4)
ヘッセ行列の固有値 λ1,λ2の値がこの関係式に近いほど，画素の線状構造が強いこと
を表す．各画素の線状性をEq. 3.5で定義する．
λ12 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
|λ2|
(
1 + λ1|λ2|
)
= |λ2|+ λ1 (λ2 ≤ λ1 ≤ 0)
|λ2|
(
1− α λ1|λ2|
)
= |λ2|− αλ1 (λ2 < λ1 < |λ2|α )
0 (otherwise)
(3.5)
ここで，αの値は，0 ≤ α ≤ 1で，線の双極性に対する許容度を表す．この λ12の値が
大きいほど，線状構造に近いことを表す．multi-scaleフィルタによる体毛抽出の結果
を Fig. 3.3（b）に示す．
II）画像修復：　前フェーズで抽出した体毛をマスクとして用いて，マスクにより選択さ
れた体毛領域の除去および除去部の修復を行う．画像修復の手法には，Bertalmioらが
提案した Image Inpainting [48] のアルゴリズムを用いた．Image Inpaintingは濃淡値
の連続性を用いた手法であり，欠損領域の周りから濃淡値を滑らかに補間することで
欠損領域を修復する．そのため，体毛のような線状構造領域の修復において有効に働
く．Image Inpaintingのアルゴリズムは，修復したい領域 P の画素に対して，次の反
復処理を行うことによって与えられる．
In+1(x, y) = In(x, y) +∆Int (x, y), ∀(x, y) ∈ P (3.6)
ここで，添字の nはEq. 3.6の反復回数を，(x, y)は修正する画素の座標位置を，Int は
画像 Inへの更新値をそれぞれ表している．以上の反復処理は，In+1(x, y) = In(x, y)（
∀(x, y) ∈ P）が成立した場合に終了する．画像の修復結果の良し悪しは，更新値 Int の
与え方によって左右される．Bertalmiaらは，更新値 Int の定義として Eq. 3.7を与え
ている．
Int (x, y) = ∇Ln(x, y) ·Nn(x, y) (3.7)
ここで，LnとNnは次式で定義される．
Ln(x, y) = Inxx(x, y) + I
n
yy(x, y), N
n(x, y) = ∇In(x, y)⊥ (3.8)
以上のアルゴリズムに基づく画像修復の結果を Fig. 3.3 (c)に示す．
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Fig. 3.3: 腫瘍領域にオーバーラップしている体毛の除去処理
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3.1.2 長軸位置合わせ処理
Fig. 3.4に長軸位置合わせ処理のフローを示す．長軸位置合わせ処理は I）初期領域特定，
II）領域選択，III）長軸の計算・位置合わせ の 3つのフェーズから構成される．この長軸位
置合わせ処理では腫瘍領域の長軸を特定するために腫瘍領域の抽出処理を伴うが，辺縁部の
詳細な情報は必要としないため精密さは問わない．以下より各フェーズの処理の詳細を示す．
Fig. 3.4: 腫瘍領域の長軸位置合わせの処理フロー
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I）初期領域特定：　まず入力されたダーモスコピー像に対して，ヒストグラム均等化法
を用いたコントラスト強調を施し，画像中の濃淡値分布の偏りをなくす．この処理は
Fig. 2.2（a）のような，腫瘍領域とその周囲の肌の色のコントラストが低い症例にお
いて，腫瘍領域の特定の際に有効に働く．本研究では，Iyatomiら [24] の提案手法に
基づき，色調情報を用いた閾値処理により腫瘍領域の特定を行う．この手法では，ま
ずダーモスコピー像にガウシアンフィルタを用いた雑音除去を行う．その後，ラプラ
シアンフィルタを用いて濃淡変化の大きい画素値の座標集合を取得した．集合に含ま
れる画素に対応する元の画素の B（青）の成分を用いて，大津の閾値判別法により閾
値を決定し，暗い部分を初期腫瘍領域とした．この手法は色調情報に基づくものであ
るため，Fig. 2.2に示す（g），（h），（i），（j）などのアーティファクトの有無に関わら
ず腫瘍領域の特定が可能である．
II）領域選択：　前フェーズの閾値処理により，無数の独立した小領域が生成されるため，
このフェーズでは最初にそれぞれをある程度の大きさを持つ領域にまとめる処理を行
う．すべての小領域に対してラベリング処理を行い，各領域において，画像全体の 1%よ
りも小さい領域は，自領域よりも大きく最も長い境界線を共有する領域に統合する．こ
の処理をすべての領域に対して領域数が十分小さくなるまで繰り返し行った上で，な
お残った腫瘍領域候補に対して，次は腫瘍領域とそれ以外の領域とを区別する処理を
行う．この処理は，Fig. 3.5に示す処理フローに基づいて行う．この処理フローは，i）
で独立した小領域を取り除き，ii）で濃淡値が低く閾値処理で抽出できなかった腫瘍領
域を見つけ出し，iii）および iv）でFig. 2.2（e）のようなダーモスコピー像に映り込ん
だ黒枠を取り除く．ここで，Fig. 3.5におけるRとは，画像の端に触れる最も長い領
域を表す．
Fig. 3.5: 領域選択の処理フロー
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III）長軸の計算・位置合わせ：　このフェーズでは，まず腫瘍領域の重心を算出する．重
心は幾何学的に，ある図形の，その周りでの一次モーメントが 0であるような点を重
心と定義した．腫瘍領域 P の各点 rが密度 f(r)を持つとき，その重心 gは，
∫
P
(g − r)f(r)dV = 0 (3.9)
を満たす点である．本研究では，腫瘍領域の輪郭上の 2点を結ぶ線分が，この重心付近
を通過し，かつ最長となるとき，その線分を腫瘍領域の長軸として定義した．長軸が
決定したら，この長軸が水平方向に沿うように回転させ位置合わせを行う．後述する
CNNでは正方行列の画像を入力に取るため，位置合わせ後は腫瘍領域を中心に正方行
列となるようトリミングを行う．以上の長軸位置合わせ処理は，Fig. 3.1のシステム全
体の処理フローに示す通り，学習用，評価用問わず，すべての画像に対して行われる．
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3.2 Convolutional Neural Network
Convolutional Neural Network (CNN)は，複数のConvolution層，Pooling層，LCN (Local
Contrast Normalization) 層と全結合層から構成される順伝播型ネットワークである．学習は
誤差逆伝播法（Back-Propagation）と確率的勾配降下法（Stochastic Gradient Descent）に
より最適化を行う．
Convolution層では，入力画像に対し，複数個のフィルタを並行して畳込み演算を行う．画
像の縦横の画素数をW ×W，チャネル数をKとおき，画像サイズをW ×W ×Kと表す．
畳込み演算の結果得られる中間層での出力は特徴マップと呼ばれる．Fig. 3.6を用いて畳込
み層が行う計算処理を述べる．
Fig. 3.6: Convolution層の処理
このConvolution層は第 l層に位置し，l−1層からKチャネルの画像 z(l−1)ijk (k = 0, ..., K−1)
を受け取り，これにM (= 3)種類のフィルタ hpqkm (m = 0, ...,m− 1)を適用している．各
フィルタは入力と同じチャネル数Kを持ち，そのサイズをH×H×Kとする．Fig. 3.6のよ
うにm = 0, 1, 2の各フィルタm (= 0, 1, 2)について並行に計算が実行され，それぞれ 1チャ
ネルの uijmが出力される．その計算は，各チャネル k (= 0, ..., K − 1)について並行に画像
とフィルタの畳込みを行った後，結果を画素ごとに全チャネルにわたって加算するもので，
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uijm =
K−1∑
k=0
H−1∑
p=0
H−1∑
q=0
z(l−1)i+p,j+q,k + hpqkm + bijm (3.10)
のように表される．このように，入力画像のチャネル数によらず，1つのフィルタからの出力
は常に 1チャネルになる．また，bijmはフィルタごとのバイアスを表し，その値は各ユニッ
ト共通（bijm = bm）である．畳込み演算の結果 uijmそのものは単純な線形射影であるため，
その出力に適切な活性化関数を用いて非線形性を与える必要がある．一般的にここでの活性
化関数には，ReLU（Rectified Linear Units）関数が用いられることが多い．この関数はEq.
3.11で表され，Fig. 3.7に示すように，入力の値の大きさによって勾配は減少せず，正なら
どこでも一定の値をとる．ReLU関数 f(x)の出力 zijmは Eq. 3.12で表される．
Fig. 3.7: ReLU関数
f(x) = max(0, x) (3.11)
zijm = f(uijm) (3.12)
Fig. 3.6のように，この値がConvolution層の最終的な出力となり，その後の層へと伝わる．
Convolution層の出力を入力として扱う Pooling層では，入力された特徴マップ上に局所
領域をとり，領域内の値を統計し集約する処理を行う．サイズW ×W ×Kの入力画像上で，
画素 (i, j)を中心とするH ×H正方領域をとり，この中に含まれる画素の集合をPijで表す．
このPij内の画素について，チャネルKごとに独立に，H2個ある画素値を用いて 1つの画素
値 uijkを求める．正方領域内の画素値の決め方はいろいろあるが，今回は領域内の最大値を
出力とするmax poolingを用いた．max poolingの概要および計算を，以下の Fig. 3.7，Eq.
3.13にそれぞれ示す．
uijk = max
(p,q)∈Pij
zpqk (3.13)
このように入力情報の一部を切り捨てることで，各層間の結合（重み）に過疎生を持たせ
ることができ，入力画像の位置ずれなどの幾何学的変化に対して不変性が得られる．この処
理により上層へいくほど広い受容野の情報が抽象化されるため，ゆえに不変性は層を経るご
とに強くなる．
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Fig. 3.8: Pooling層の処理（max pooling）
CNNにおける正規化は，入力画像を対象に行うものと，CNNの途中経過を対象に行うも
のの 2つある．前者は，学習画像全体の画素ごとの平均を求め，対象とする画像からこの平
均を差し引き，正規化するものである．それぞれの計算式をEq. 3.14，Eq. 3.15に示す．た
だし，x(n)ijkは n番目のサンプルの画素 (i, j)のチャネル kの値を表す．
x¯ijk =
N∑
n=1
x(n)ijk (3.14)
xijk = xijk − x¯ijk (3.15)
一方後者は，画像 1枚 1枚に対し個別に行う処理であり，LCN層が担っている．LCN層
では全チャネルにわたる局所領域 Pij ごとに画素の平均 xˆij を求めて減算，そこから標準偏
差 σijをとり，除算を行う．Kチャネルからなる画像 xijkを対象とするとき，重み付き平均
xˆijkは Eq. 3.16で求まる．
xˆij =
1
K
K−1∑
k=0
wpqxi+p,j+q,k (3.16)
ここで，重みwpqはガウシアン関数であり，∑pqk wpq = 1となる．減算正規化は，画素 (i, j)
ごとに違うが，チャネル間では共通の xˆijを差し引いて，Eq. 3.17のように行われる．
zijk = xijk − xˆij (3.17)
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画像の全チャネルにわたる局所領域 Pijの分散は Eq. 3.18のように計算される．
σ2ij =
1
K
K−1∑
k=0
∑
(p,q)∈Pij
wpqk(xi+p,j+q,k − xˆij)2 (3.18)
この分散 σ2ijを用いて，除算正規化は Eq. 3.19のように計算される．
zijk =
xijk − xˆij√
c+ σ2ij
(3.19)
コントラスト正規化では，このように局所領域内の全チャネルの画素を対象に平均と分散を
計算する．この操作により，画像上の局所領域内の各画素を平均 0，分散 1になるように濃
淡が正規化される．これには重みの値が大きな値にならないように調整し，過学習を抑制す
る効果がある．LCN層は通例として Pooling層の次に配置されることが多い．
全結合層はここまでの特徴抽出部から最終的に出力された特徴マップを入力にとり，各層
間の重みは全結合される．前層からの入力は一次元ベクトルとしてみなされ，全結合層の各
ユニットはEq. 3.20，Eq. 3.21のように線形の和で計算される．全結合層の出力ユニット数
nは分類するクラス数である．
hj = wj1x1 + wj2x2 + · · ·+ wjixi + bj (3.20)
hj = f(w
Tx+ bj) (3.21)
本研究では最終出力の活性化関数に，Eq. 3.22に示すソフトマックス関数（softmax function）
を用いて，算出した全結合層のユニット値に対してクラスの分類を行った．ソフトマックス
関数は出力層の各ユニット値の和（出力の合計）が∑nj yi = 1となるため，出力値は各クラ
スに対する確率分布を表す．ゆえにソフトマックス関数で算出された値の中で，yiが最大値
をとるユニットを推定クラスとする．
yi =
exp(hi)∑n
j exp(hj)
(3.22)
冒頭で述べた通り，CNNの学習は確率的勾配降下法による誤差逆伝播法で行われ，ネッ
トワークの出力と教師データの誤差を最小にするように各種パラメータ（畳込み層のフィル
タの係数，ユニットのバイアス，全結合層の結合荷重とバイアス）の更新が行われる．本研
究ではミニバッチ学習（mini-batch learning）を取り入れた確率的勾配降下法を用いた．こ
の学習では，学習データ nをほぼ等しいサイズの k個のデータ群（m1,m2, · · · ,mk）に分割
し，m1からmkまでの各データ群を逐次的に入力としてとり，1つのデータ群が渡される度
にパラメータの更新を行う．また，誤差関数にはEq. 3.23に示す交差エントロピー誤差関数
（Cross-entropy error function）を用いた．
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E(w) = − 1
N
N∑
n=1
{tn ln(y(xn, w) + (1− tn) ln(1− y(xn, w))} (3.23)
この式は入力データに対する教師信号 t1, · · · , tnと識別結果 y1, · · · , ynの乖離を表している．
この式をミニバッチ学習に対応させると
E(w) =
N∑
i=1
Ei(w) (3.24)
と書き換えることができ，En(w)は各データ群についての誤差を表す．このとき確率的勾配
降下法の更新式は
w(τ+1) = w(τ) − ηi∇Ei(w(τ)) (3.25)
となる．ただし τ は繰り返しの回数であり，ηは学習率パラメータである．また，本研究で
は学習の高速化，および汎化能力の向上を図るため，上記の更新式に対して 2つの重みの正
規化手法を行った．1つ目はMomentum法と呼ばれる手法であり，更新式の前回の重みの項
に対してモーメント係数を付けることで，重みの振動を抑える．重みの変化が前回の学習と
同じ方向ならば大きく，違う方向ならば小さく変化させる程度を表し，モーメント係数を µ
とすると更新式は以下になる．
w(τ+1) = µw(τ) − ηi∇Ei(w(τ)) (3.26)
2つ目はWeight Decay法と呼ばれる手法であり，この手法では不要な結合荷重が大きく
なり過ぎないようなペナルティ項を加えることにより，結合荷重の絶対値が小さくなる方向
に働き，学習が進むにつれて不要な結合荷重が 0に近付くようになる．Weight Decay係数
を λとすると更新式は以下になる．
w(τ+1) = µw(τ) − ηi∇Ei(w(τ))− ηλw(τ+1) (3.27)
この更新式を基に，順伝搬（現パラメータ群により各学習データの認識を行う）と逆伝搬
（分類結果をもとにパラメータ群を更新する）を繰り返し行うことで学習の収束を図る．
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3.3 転移学習
転移学習（Transfer learning）とは，あるドメイン（元ドメイン）の知識を解きたい問題
のドメイン（目標ドメイン）の学習に利用する手法である．学習データが非常に少ない，あ
るいは全く存在しない場合でも，元ドメインの知識を利用して分類器を学習できるという特
性がある．一般に，Fig. 3.9に示すように学習済みモデルを目標ドメインの特徴抽出器とし
て用いるアプローチと，Fig. 3.10に示すように目標ドメインのデータセットを用いて再学習
を行うアプローチがある．後者は特に Fine-tuningと呼ばれ，学習済みモデルの識別層，あ
るいはその 1つ前のConvolution層だけを目標ドメインに置き換えて，誤差逆伝播法による
再学習を行う手法である．その他の部分は学習済みモデルのパラメータをそのまま初期値と
して用いることが多い．CNNの学習は初期値依存性が強く，特に学習データが少ない場合は
できるだけよい初期値を得ることが，過学習を防ぎよい学習結果を得るために重要である．
そのため，学習済みモデルを適切に選択し，初期値として用いた転移学習を行うことで，フ
ルスクラッチから学習するよりも効率的に学習を進められる場合が多い．
Fig. 3.9: 転移学習：学習済みモデルを目標ドメインの特徴抽出器として用いる場合
Fig. 3.10: 転移学習：目標ドメインのデータセットを用いて Fine-tuningを行う場合
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第4章 評価実験
本章では，実験で用いたデータセットや手法などの詳細を述べる．また，実験により得ら
れた分類器に対して性能評価を行った結果を示す．
4.1 データセット
本研究では，2つの医療機関（University Federico II of Naples, Italy; University of Graz,
Austria）およびオープンデータセット（International Skin Imaging Collaboration (ISBI) [44]）
から入手したダーモスコピー像で構成される 1,760枚（メラノーマ：329枚，母斑：1,431枚）
をデータセットとして用いた．ここで，3つの機関から入手した病変のラベルは，すべて生
検の病理組織学的検査に基づいて診断が確定されたものである．これらすべての症例は前処
理として，前述した長軸の位置合わせ処理に加え，一般的な data augmentationを行った．
実施した data augmentationは順に，I）垂直方向．水平方向への反転処理，II）ガウス雑音
の付加 の 3つである．ガウス雑音は各画素の輝度値を中心に標準偏差 0 - 50の範囲でランダ
ムに 5段階の雑音を付加する．以上の data augmentationにより，元のデータセットを 20倍
の 35,200枚（= 1, 760 × 4 × 5）まで拡張した．また，各機関の画像は，画像サイズにばら
つきがあるが，長軸の位置合わせ処理の段階で腫瘍領域を中心に正方行列にトリミング，お
よび 256× 256 pixelにリサイズした．
以上のデータセットは，Fig. 1.1に示すような良好な撮影条件で撮られた症例の他に，Fig.
2.2に示すようなアーティファクトが映り込んだ症例も含まれる．
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4.2 実験内容
本実験は，提案手法に基づき，学習済みモデルのパラメータを初期値として用いて，そこ
から Fine-tuningを行い，メラノーマ／母斑の 2クラス分類器を構築した．また，比較実験
として，小規模なCNNを用いた同じデータセットによるフルスクラッチでの学習を行った．
各実験の詳細を以下に述べる．
4.2.1 Fine-tuningによる学習済みモデルの再学習
本実験では，学習済みモデルに，2014年に開催された大規模画像認識コンペティション
（ILSVRC）[30]で 2位の成績を収めたVGG-19 [34]を用いた．VGG-19は，Fig. 4.1左図に示
すように，Convolution層とPooling層から構成されるシンプルなCNNである．重みのある
層（Convolution層，全結合層）を 19層持つ深いネットワークであり，3×3の小さなフィルタ
を用いた畳込みを連続して行っているのが特徴である．実験で使用したVGG-19は ILSVRC
2014にて構築されたものと同じく ImageNet [41]を用いて学習されている．ImageNetの1,000
クラスには，メラノーマおよび母斑のクラスは含まれていないため，元ドメインと目標ドメ
インのカバーする領域は異なることが想定される．そのため，今回の実験ではVGG-19を単
に特徴抽出器として用いるのではなく，Fig. 4.1右図に示すように，学習済みのVGG-19の
各パラメータを初期値として用いて，VGG-19の全結合層手前のConvolution層以降のパラ
メータをFine-tuningすることで分類器の構築を行った．また，CNNでは浅い層ほどエッジ
やブロブなど汎用的な特徴が抽出されるのに対し，深い層ほど学習データに特化した特徴が
抽出される傾向を考慮して，最終 Convolution層より前の浅い層のパラメータに関しては，
初期パラメータのまま固定し，深い層の重みのみを，メラノーマ／母斑の目標ドメインに合
うように再調整した．
本実験は，Caﬀeフレームワーク [49] を用いて行った．学習済みのモデルをメラノーマ／
母斑のデータで再学習するため，最後の全結合層の出力を 1,000クラスから 2クラスに変更
し，全体の学習率は 0.001と低く設定した．ただし，Fine-tunigを行う最終 Convolution層
と全結合層は新規にメラノーマ／母斑の 2クラスを学習するため，重みとバイアスの学習率
の乗数は高い値に設定した．
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Fig. 4.1: 学習済みVGG-19モデルを用いた Fine-tuning
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4.2.2 CNNによるフルスクラッチ学習
本研究では，比較実験のため事前学習なしのCNNにおいても同じデータセットを用いて
実験を行った．本実験ではメラノーマ 329枚，母斑 1,431枚と比較的小規模なデータセットを
扱うため，CNNの構成は Fig. 4.2に示すように，Convolution層と Pooling層が 3層連なっ
た小規模なモデル構成とした．具体的な構成として，まず第 1層目の畳込み層は 256 × 256
の入力画像がランダムクロップされた 224× 224× 3を入力として取り，サイズ 11× 11× 3
の 96個のフィルタを用いて畳込みを行う．第 2層目の畳込み層は，第 1層目のレイヤの出力
を入力として取り，サイズ 7 × 7 × 96の 48個のフィルタを用いて畳込む．そして第 3層で
は，第 2層目のレイヤの出力を入力として取り，サイズ 5× 5× 48の 128個のフィルタを用
いて畳込む．第 3層目のレイヤの出力は全結合層へと渡される．各レイヤの畳込みの出力に
対しては，サイズ 3 × 3のフィルタを用いたmax pooling，および局所コントラスト正規化
を行った．また，長軸位置合わせ処理の効果を確認するため，長軸位置合わせ処理を施して
いない同症例のデータセットに関しても実験を行った．
Fig. 4.2: CNNによるフルスクラッチでの学習
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4.3 実験結果
学習は，バッチサイズ 100のミニバッチ学習に基づく確率的勾配降下法で行い，損失関数
に交差エントロピー誤差関数を用いた．学習回数は 100 epochであり，各ミニバッチ処理の
終了時に重み，およびバイアスが更新される．両分類器共，100 epochの学習で十分誤差は
減少し，収束が確認された．分類器の性能評価は 5-fold cross-validationを用いて行い，各分
類器の感度（SE: Sensitivity），特異度（SP: Specificity），およびAUC（ROCカーブの下面
積）を算出した．ここで，感度と特異度は，それぞれ以下のEq. 4.1，Eq. 4.2で定義される．
感度 = 悪性と分類された症例数全体の悪性の症例数 × 100 (%) (4.1)
特異度 = 良性と分類された症例数全体の良性の症例数 × 100 (%) (4.2)
各分類器の感度，特異度，およびAUC（ROCカーブの下面積）に関して，実験から得られ
た結果を，以下のTable. 4.1に示す．
Table. 4.1: メラノーマ／母斑の分類性能評価
SE (%) SP (%) AUC
Fine-tuning CNN 84.8 89.5 0.873
Full-scratch CNN 80.9 86.1 0.847
Full-scratch CNN without alignment method 74.9 80.9 0.789
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以下の Fig. 4.3に，分類結果から得られたROCカーブを示す．
Fig. 4.3: ROCカーブ
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第5章 考察
5.1 実験結果の考察
まずフルスクラッチ学習のCNNにおける長軸位置合わせ処理の有無の比較結果から，長
軸位置合わせ処理をデータセットに施すことにより精度が大きく向上することが確認できた．
そして提案手法である Fine-tuningによる転移学習の実施は，ROCカーブにおけるAUCに
よる評価で，2.6%の分類性能を改善した．フルスクラッチで学習を行ったCNNにおいても，
最終的に示した分類性能は決して悪くはなかったものの，Fine-tuningによる分類精度には
劣った．さらに，フルスクラッチでの学習は，Fine-tuningによる学習に対し，学習誤差の
収束が遅かったという懸念がある．このことから，転移学習では十分学習能力が備わったモ
デルのパラメータを初期値として用いたことにより，効率的な学習ができていることを確認
した．転移学習は一般的に事前学習に用いる元ドメインのデータが目標ドメインを内包する
ものでなければ効果は薄いとされるが，メラノーマ／母斑クラスにも適用できたことは非常
に興味深い結果である．また，一般的に Fine-tuningはある程度の規模のデータセットによ
り行わなければ，十分な知識転移は行えないとされるが，結果では 35,200枚の小規模なデー
タセットで，十分に高性能な分類器の構築を行うことができた．少量の学習データにも関わ
らず汎用性の高い分類器を構築できたのは，前処理として行った腫瘍領域の長軸の位置合わ
せ処理を実施したことにより，メラノーマや母斑が持つ形状特徴の差異を強調することがで
き，学習効果の高いデータへ変換することができたことに起因すると考えられる．これによ
り，メラノーマと母斑を分類するのに適切な特徴量の獲得が行われたのではないかと考える．
この前処理の有効性の検討は，以前我々が行った検証の結果より，CNNにおける分類にお
いて効果的であることが実証されている．以上の結果から，適切な知識転移を行うことで，
元ドメインがカバーしない領域の目標ドメインにおいても十分な分類性能を示せるという知
見を得ることができた．
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5.2 今後の課題
メラノーマの自動診断システムには，診断結果に至った根拠を利用者に提示するという課
題がまだ残されている．本研究で構築したシステムは入力された症例画像に対してメラノー
マ／母斑を分類した結果のみの提示であったが，医療診断システムにおいては信頼性こそが
最も重要であるため，根拠に基づいた診断結果をシステム利用者にわかりやすい形で提示す
る必要がある．これに対して現在，構築された本システムを特徴抽出器として利用し，ダー
モスコピー診断経験のある皮膚科専門医 4名に依頼したABCD-rule（8項目）および 7-point
checklist（7項目）で評価済みのデータを入力とし，ベクトル化されたデータを用いて，上
記の各項目 (計 15個)＋診断結果 (メラノーマ／母斑)の 16項目に対して各推定項目の予測
誤差の評価を行っている．しかしながら，診断結果と上記診断指標で整合性が取れていない
のが現状である．本研究の背景でも述べたが，これらの診断指標はあくまで主観的な定義で
あるため，画像特徴量による診断指標の数値回帰は容易なタスクではなく，研究の余地が大
いにある．
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第6章 まとめ
本研究では，転移学習技術を用いた学習済みモデルのFine-tuning，および医学的知見に基
づいたCNN学習における効果的な前処理の実施により，感度 84.8%，特異度 89.5%，AUC
0.873 の高性能な分類器を構築することができた．この数値は熟練した皮膚科専門医に匹敵
するものであり，従来の自動診断システムで実施されてきた「腫瘍領域抽出」，「特徴量設計」，
「特徴量抽出」などの複雑な処理を伴わずとも，十分な分類性能を達成した．これは，従来
の自動診断システムでは扱うことができなかった症例においても診断が可能になったことを
意味する．今後は診断結果だけでなく，診断結果に至った根拠の提示が，本研究が次に取り
組むべき課題である．
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