ABSTRACT Molecular dynamics simulations were employed to investigate the pool boiling heat transfer of a liquid argon thin film on a copper substrate. The aim of the study was to determine the efficacy of passive techniques for enhancing overall heat flux. Simulations were run using a patterned wall structured with copper nano-pillars. For the nano-structured wall, three different scenarios were considered: 1) an argon-philic wall of argon-philic pillar arrangement, 2) an argon-philic wall with argon-phobic pillar arrangement, and 3) argon-phobic wall with an argon-philic pillar arrangement. The solid copper wall is five atom-layers thick, while the nano-pillars were nine atom-layers thick. The argon liquid was laid on top of the solid wall and had a thickness greater than that of the nano-pillars. The remainder of the simulation box was populated with argon vapor particles. Once the solid, liquid, vapor system was equilibrated near argon's boiling point temperature, the copper wall was suddenly heated to a higher temperature and allowed to interact with the argon atoms. Two superheats were used, one near the boiling temperature to induce normal 'nucleate' boiling, and the other far above the boiling temperature to induce explosive boiling. Results indicate that the argon-phobic/philic patterning acts to increase overall heat flux, with the argon-phobic nano-pillar/argon-philic wall showing the best performance.
INTRODUCTION
Heat transfer on the micro-and nanoscales has quickly become an important area of research due to its implications for use in MEMS/NEMS devices and electronics cooling [Wei et al. 2009 , Wen et al. 2009 , Madhour et al. 2011 , Herrault et al. 2012 . As these devices become more powerful they will in turn generate more heat, which will need to be removed as efficiently as possible. Boiling heat transfer on nano/microscale substrates has the capacity for rapid large heat flux removal, and as such has previously been implemented in small-scale devices [Cosley et al. 2004] , although the mechanisms driving this nano-heat transfer are not well understood.
Advances in nanoscale manufacturing have made it possible to further enhance heat transfer at small scales via use of nano-structured surfaces. Nano-structuring surfaces is a good passive technique that can greatly improve boiling heat transfer due to increased boiling surface area and nucleation sites [Li et al. 2008 , Hendricks et al. 2010 , Lee et al. 2010 . Another passive technique that has been studied experimentally is the effect of hydrophobic and hydrophilic patterned surfaces on heat transfer. This patterning can effect bubble nucleation and increase critical heat flux values [Betz et al. 2010 ].
The parameters involved in employing these passive techniques can be hard to control experimentally, thus in this study Molecular Dynamics (MD) simulations have been used to investigate the effect of phobic/philic patterning of a nano-structured substrate during both normal and explosive boiling. MD simulation is a powerful tool that can be used to investigate nanoscale phenomena with more precise control than experimental setups. Previously many MD studies have been conducted on heterogeneous systems using flat substrates to investigate evaporation, effect of wettability, etc. [e.g. Ji and Yan 2008 , Shi and Dhir 2009 , Hens et al. 2014 and there have recently been some studies focused on boiling/evaporation on nanostructured substrates using differently shaped nano-structures [Morshed et al. 2011, Seyf and Zhang 2013] , though to the authors' knowledge no MD study has been conducted using a phobic/philic patterned surface.
METHOD
The system created for the simulations was comprised of a solid copper wall, a layer of liquid argon, and argon vapor molecules in a simulation box measuring 72.3 x 72.3 x 745 Angstroms (Å). The wall at the bottom of the simulation box consisted of a base of five monolayers of solid copper, upon which rested four solid copper nano-posts. The nano-posts were nine monolayers high and had a cross-sectional area of 14.46 x 14.46 Å. The base wall and nano-posts totaled 5,263 atoms, and were arranged in a FCC lattice structure corresponding to the (100) plane. For the copper atoms a lattice constant of 3.615 Å was used, corresponding to a density of 8.9 g/cm 3 . Eleven monolayers (2,318 atoms) of argon molecules were placed just above the copper wall base, covering the wall and posts. For the argon liquid atoms a lattice constant of 5.256 Å was used, corresponding to an initial density of 1.4 g/cm 3 . Finally, 320 argon atoms (corresponding to a density of 5.77x10
-3 g/cm 3 ) were placed above the liquid, filling the rest of the simulation box. Figures 1 (a) and (b) detail the initial configuration of the copper atoms and the entire simulation box, respectively. Interactions between all atoms were modeled with the standard 12-6 Lennard-Jones potential, given by:
where ε is the potential well depth, σ is a characteristic length at which the potential becomes zero, and r is the interatomic length. To reduce the computational cost a cut-off distance (r c ) of 4*σ Ar-Ar was employed.
In order to look at the effect of surface patterning, different Cu-Ar potential well depths and characteristic lengths were used in order to simulate 'standard', 'argon-phobic,' and 'argonphilic' cases. The σ and ε Cu-Ar interaction values for the standard case were calculated via Lorentz-Berthelot mixing rules, where:
The argon-phobic arrangement refers specifically to the copper nano-posts, i.e. the nano-posts were modeled as argon-phobic while the base wall used the usual Lorentz-Berthelot mixing rules (which are considered to result in an 'philic' Cu-Ar interaction). For the argon-philic arrangement the copper base wall was instead modeled as argon-phobic, while the nano-posts were modeled as argon-philic. In each case the ε Cu-Ar value was halved in order to artificially simulate a phobic interaction between the required copper and argon atoms. Figure 2 . Argon vapor pressure history.
For each case the simulation was carried out in two phases. Phase I consists of equilibrating the system at 90K. Once the system is brought to its energy minimum Phase II commences, using a Langevin thermostat to raise the temperature of the system to either 105K (low temperature case) or 300K (high temperature case). The thermostat is applied only to the second monolayer of the copper base wall, while the first layer is fixed to prohibit movement through the bottom of the simulation domain. The rest of the atoms are allowed to interact as they normally would, corresponding to the microcanonical (NVE) ensemble. Phase II lasts a total of 4 ns and uses the velocity Verlet algorithm for integration, with a time step of 5 fs. The simulation domain is periodic in the four sidewalls of both the x and y directions, while the top of the simulation domain is a fixed, adiabatic boundary. All simulations were run using LAMMPS software (version 30 Oct 2014), which is based on Plimpton's [1995] work, while system visualization was performed with VMD v1.9.1 [Humphrey et al. 1996] .
RESULTS & DISCUSSION
During the minimization of Phase I, pressure was monitored to ensure a reasonable system setup. The vapor pressure for the standard, philic, and phobic arrangements were 1.12, 1.19, and 1.14 bar respectively, which is slightly below the experimentally determined saturation vapor pressure for argon at 90K [~1.35 bar according to Gilgen et al. 1994] . Figure 2 shows the average argon vapor pressure history for the three arrangements under both the low and high temperature conditions.
Nucleate Boiling For Phase II of the nucleate boiling simulation, the copper monolayer Langevin thermostat was set to jump from 90K to 105K, resulting in the onset of nucleate boiling. Figure 3 shows the temperature history for the philic, phobic, and standard cases. In each case it is seen that the copper reached equilibrium in roughly 30 ps. Due to the presence of nano-structures and low degree of superheat, the argon molecules reached the target temperature quickly (~100 ps) and remained relatively constant throughout the course of the simulation. Figure 4 shows the density development for the liquid region near the copper substrate (z < 36 Å) for the low temperature case (105K), encompassing all four nano-structures. As can be seen, the density for the argon-phobic case in this region is less than that of the other cases. The average density for the argon-phobic case was 0.768 g/cm 3 , while for the standard and argonphilic cases the average densities were 0.817 g/cm 3 and 0.819 g/cm 3 , respectively. This could possibly be due to the argon-phobic nano-structures, which have a larger total surface area in contact with argon than the argon-philic base wall. This decreased density region could lead to an increased rate of bubble nucleation and energy transfer, while the argon-philic base wall could act to replenish evaporated argon atoms and thus prevent dry-out due to local hot spots/vapor layers.
The liquid argon evaporation rate was also monitored, and is presented in Figure 5 . The evaporation rates for each case reach their peak early in the simulation, then gradually decrease as the argon temperature equilibrates and the number of remaining liquid atoms decreases (due to evaporation). Although the standard, philic, and phobic evaporation rates all decrease in a similar fashion, the phobic rate is consistently highest and has the largest maximum value. This could again be due to the decreased density in the liquid region, nucleating more bubbles which then separate from the wall and rise to the top of the liquid layer before entering the vapor region (resulting in higher heat transfer). The heat flux normal to the base wall (in the z-direction) was calculated using the following equation:
Where e i is the per-atom energy (potential + kinetic), and S i is the per-atom stress tensor. A higher heat transfer rate for the phobic case is confirmed in Figure 6 . As can be seen, after ~500 ps the initial (average) heat flux oscillation begins to flatten out and reach a quasi-steady state, with the phobic case having the highest value. At the end of the simulation the heat flux in the phobic case was ~17% higher than that of the standard case, while the philic case showed a ~7% improvement over the standard case. The maximum heat flux values seen were on the order of 1x10 8 W/m 2 , which is consistent with the predictions of evaporative kinetic theory [Gambill & Lienhard, 1989] . Based on the theory the limit of attainable heat flux is given by (4) where ρ g is the saturated vapor density, h fg is the latent heat of vaporization, R is the ideal gas constant (per unit mass), and T is the temperature. For argon, Eq. (4) gives a value of ~2x10 8 W/m 2 .
Explosive Boiling For Phase II of the high temperature boiling simulation the thermostat was set to jump from 90K to 300K, well above the boiling point of argon, to induce explosive boiling. Figure 7 shows the temperature profile for each case. The equilibration time for the copper wall was ~60 ps, while the argon did not reach equilibrium. This is because during explosive boiling, a high pressure vapor layer forms close to the copper wall, which acts to force the bulk argon liquid away from the substrate heat source (in the z-direction). This vapor is also insulating due to its low density, and restricts heat transfer. This can be seen as the temperature drop at around 250 ps (for all cases), before the steady climb toward the thermostat temperature. The rate of temperature change is similar for all cases, though the argon in the standard case tends to have a higher overall temperature. This is most likely caused by slower vapor layer formation, which allows for more initial heat transfer before the insulating vapor layer is fully formed. Figure 8 shows slightly better coverage of argon atoms on the copper nano-structures for the philic vs. the phobic case, which could affect the argon temperature profile and overall heat flux. Since in the explosive boiling case the vapor layer forms quickly, having an argon-philic base (i.e. the phobic case) wall could help maintain a number of argon atoms near the substrate for initial wetting/heat transfer (since the base wall heats up more quickly than the nano-structures). Figure 9 shows the argon density profile at different times for the standard case. The movement of the peak density value in the positive z-direction confirms the upward movement of the bulk liquid due to the high-pressure vapor layer formation at the wall surface.
(a) (b) Figure 8 . Nano-structure coverage: (a) Argon-phobic and (b) Argon-philic (high temperature case). Figures 10 & 11 show the evaporation rate and average heat flux versus time, respectively. As in the low temperature cases, the phobic scenario gives both the highest overall evaporation and energy transfer rates, although the results for the explosive boiling cases were much more closely grouped. In the case of the heat flux there is a local maximum (and minimum) in the first 20 to 40 ps in which the philic and phobic cases show slightly higher heat flux, shortly after which the maximum heat flux is reached. Here at the peak heat flux values the standard case actually has the highest heat flux value of the three cases. This can be attributed to the vapor layer formation, which occurs most slowly in the standard case due to its initially low heat flux. The insulating effects of the vapor layer are slightly mitigated, allowing for higher heat flux in these stages compared to the philic and phobic cases. However over time this initial effect is reduced, and the phobic case results in the highest overall heat flux at the end of the simulation (~2.7x10 8 W/m 2 ).
ERROR ANALYSIS
In Figure 11 error bars are shown for the average heat flux of the standard case (which showed the largest deviations), extending one standard deviation above and below the shown data points.
A maximum standard deviation of 2.5x10 7 W/m 2 occurred near the peak heat flux at ~250 ps, while the mean deviation over the entire simulation time was 3.2x10 6 W/m 2 . Each case was run for a total of five simulations in order to gather the standard deviation data. In order to gauge the impact of the cutoff radius, multiple runs of the standard scenario at high temperature were carried out, each using different cutoff radii. The results are shown in Figure  12 , which shows the difference in total energy over time, and Figure 13 , which details the difference in the average heat flux. The cutoff radii chosen were 2σ, 4σ, 6σ, and 8σ. Additionally, 2.5σ was included as it is often recommended as the minimum cutoff radius for MD simulations. From Figure 12 we can see that as σ increases the calculated energy values begin to converge toward the true value. There is a ~2.5% difference between the 2σ and 6σ energy values, and <0.5% difference between the 4σ and 6σ values. There is greater disparity in the heat flux peaks (at ~250 ps) seen in Figure 13 , where the 6σ heat flux peak is 2x greater than the 2σ value. There is an ~8.6% difference between the 4σ and 6σ peaks. However, while these initial heat flux peaks show larger difference, the final heat flux values are much more closely grouped. Here there is a ~2.7% difference between the 2σ and 6σ values, and a ~0.5% difference between the 4σ and 6σ values. Figure 13 . Average heat flux difference (based on cutoff radius).
CONCLUSION
Nucleate and explosive boiling heat transfer of a liquid thin film on different patterned substrates has been investigated via MD simulation. After monitoring the temperature, density, evaporation, and energy histories for each case the following observations have been made:
• Energy transfer and evaporation rates are improved with use of patterned nano-structures.
• For both nucleate and explosive boiling, the argon-phobic and argon-philic arrangements showed better performance than the standard case in terms of evaporation rate and heat flux, with the argon-phobic case narrowly outperforming the argon-philic case.
• During nucleate boiling, argon-phobic nano-structures on an argon-philic wall resulted in a lower density in the liquid region near the wall. This could be a factor in increasing bubble nucleation. 
