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FREE PLURIHARMONIC MAJORANTS AND NONCOMMUTATIVE
INTERPOLATION
GELU POPESCU
Abstract. In this paper we initiate the study of sub-pluriharmonic curves and free pluriharmonic
majorants on the noncommutative open ball
[B(H)n]1 := {(X1, . . . ,Xn) ∈ B(H)
n : ‖X1X
∗
1
+ · · ·+XnX
∗
n‖
1/2 < 1},
where B(H) is the algebra of all bounded linear operators on a Hilbert space H. Several classical results
from complex analysis have analogues in this noncommutative multivariable setting.
We present basic properties for sub-pluriharmonic curves, characterize the class of sub-pluriharmonic
curves that admit free pluriharmonic majorants and find, in this case, the least free pluriharmonic
majorants. We show that, for any free holomorphic function Θ on [B(H)n]1, the map
ϕ : [0, 1)→ C∗(R1, . . . , Rn), ϕ(r) := Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn),
is a sub-pluriharmonic curve in the Cuntz-Toeplitz algebra generated by the right creation operators
R1, . . . , Rn on the full Fock space with n generators. We prove that Θ is in the noncommutative Hardy
space H2
ball
if and only if ϕ has a free pluriharmonic majorant. In this case, we find Herglotz-Riesz
and Poisson type representations for the least pluriharmonic majorant of ϕ. Moreover, we obtain a
characterization of the unit ball of H2
ball
and provide a parametrization and concrete representations
for all free pluriharmonic majorants of ϕ, when Θ is in the unit ball of H2
ball
.
In the second part of this paper, we introduce a generalized noncommutative commutant lifting
(GNCL) problem which extends, to our noncommutative multivariable setting, several lifting prob-
lems including the classical Sz.-Nagy–Foias¸ commutant lifting problem and the extensions obtained by
Treil-Volberg, Foias¸-Frazho-Kaashoek, and Biswas-Foias¸-Frazho, as well as their multivariable noncom-
mutative versions. We solve the GNCL problem and, using the results regarding sub-pluriharmonic
curves and free pluriharmonic majorants on noncommutative balls, we provide a complete description
of all solutions. In particular, we obtain a concrete Schur type description of all solutions in the non-
commutative commutant lifting theorem.
Introduction
Noncommutative multivariable operator theory has received a lot of attention, in the last two decades,
in the attempt of obtaining a free analogue of Sz.-Nagy–Foias¸ theory [62], for row contractions, i.e.,
n-tuples of bounded linear operators (T1, . . . , Tn) on a Hilbert space such that
T1T
∗
1 + · · ·+ TnT
∗
n ≤ I.
Significant progress has been made regarding noncommutative dilation theory and its applications to
interpolation in several variables ([19], [8], [36], [37], [38], [41], [13], [55], [52], [43], [45], [2], [1], [47], [15],
[5], [50], [51], [54], [56], [57], etc.), and unitary invariants for n-tuples of operators ([38], [3], [4], [48], [49],
[6], [51], [55], etc.).
In [53] and [56], we developed a theory of holomorphic (resp. pluriharmonic) functions in several non-
commuting (free) variables and provide a framework for the study of arbitrary n-tuples of operators on a
Hilbert space. Several classical results from complex analysis have free analogues in this noncommutative
multivariable setting. This theory enhances our program to develop a free analogue of Sz.-Nagy–Foias¸
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theory. In related areas of research, we remark the work of Helton, McCullough, Putinar, and Vinnikov,
on symmetric noncommutative polynomials ([25], [26], [28], [27], [29]), and the work of Muhly and Solel
on representations of tensor algebras over C∗ correspondences (see [31], [32]).
The present paper is a natural continuation of [53] and [56]. We initiate here the study of sub-
pluriharmonic curves and free pluriharmonic majorants on noncommutative balls. We are lead to a
characterization of the noncommutative Hardy space H2
ball
in terms of free pluriharmonic majorants,
and to a Schur type description of the unit ball of H2
ball
. These results are used to solve a multivariable
commutant lifting problem and provide a description of all solutions.
To put our work in perspective and present our results, we need to set up some notation. Let F+n be the
unital free semigroup on n generators g1, . . . , gn and the identity g0. The length of α ∈ F+n is defined by
|α| := 0 if α = g0 and |α| := k if α = gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}. If (X1, . . . , Xn) ∈ B(H)
n,
where B(H) is the algebra of all bounded linear operators on an infinite dimensional Hilbert space H, we
denote Xα := Xi1 · · ·Xik and Xg0 := IH. We recall (see [53], [56]) that a map f : [B(H)
n]1 → B(H) is
called free holomorphic function with scalar coefficients if it has a representation
f(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
aαXα, X := (X1, . . . , Xn) ∈ [B(H)
n]1,
where {aα}α∈F+n are complex numbers with lim sup
k→∞
(
∑
|α|=k
|aα|2)1/2k ≤ 1. The function f is in the
noncommutative Hardy space H∞
ball
if
‖f‖∞ := sup
X∈[B(H)n]1
‖f(X)‖ <∞,
and in H2
ball
if ‖f‖2 := (
∑
α∈F+n
|aα|2)1/2 <∞.
We say that h : [B(H)n]1 → B(H) is a self-adjoint free pluriharmonic function on [B(H)n]1 if h = Re f
for some free holomorphic function f . An arbitrary free pluriharmonic function is a linear combination
of self-adjoint free pluriharmonic functions. In the particular case when n = 1, a function X 7→ h(X)
is free pluriharmonic on [B(H)]1 if and only if the function λ 7→ h(λ) is harmonic on the open unit
disc D := {λ ∈ C : |λ| < 1}. If n ≥ 2 and h is a free pluriharmonic function on [B(H)n]1, then
its scalar representation (z1, . . . , zn) 7→ h(z1, . . . , zn) is a pluriharmonic function on the open unit ball
Bn := {z ∈ Cn : ‖z‖2 < 1}, but the converse is not true. As shown in [53], [56], several classical results
from complex analysis, regarding holomorphic (resp. harmonic) functions, have free analogues in this
noncommutative multivariable setting.
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en, where
n ∈ {1, 2, . . .}. We consider the full Fock space of Hn defined by
F 2(Hn) := C1⊕
⊕
k≥1
H⊗kn ,
where H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define the left (resp. right) creation
operators Si (resp. Ri), i = 1, . . . , n, acting on F
2(Hn) by setting
Siϕ := ei ⊗ ϕ, ϕ ∈ F
2(Hn),
(resp. Riϕ := ϕ⊗ei, ϕ ∈ F 2(Hn)). The noncommutative disc algebra An (resp. Rn) is the norm closed
algebra generated by the left (resp. right) creation operators and the identity. The noncommutative
analytic Toeplitz algebra F∞n (resp.R
∞
n ) is the the weakly closed version ofAn (resp.Rn). These algebras
were introduced in [40] in connection with a noncommutative version of the classical von Neumann
inequality [64] (see [35] for a nice survey). They have been studied in several papers [38], [39], [42], [43],
[44], [46], [2], and recently in [17], [16], [15], [48], [12], [49], [14], and [53].
In Section 1, we introduce the class of sub-pluriharmonic curves and present basic properties. We
prove that a self-adjoint (i.e. g(r) = g(r)∗) map g : [0, 1)→ A∗n +An
‖·‖
is a sub-pluriharmonic curve in
the Cuntz-Toeplitz C∗-algebra C∗(S1, . . . , Sn) (see [11]) if and only if
g(r) ≤ P r
γ
S [g(γ)] for 0 ≤ r < γ < 1,
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where PX [u] is the noncommutative Poisson transform of u at X . We obtain a characterization for the
class of all sub-pluriharmonic curves that admit free pluriharmonic majorants, and prove the existence
of the least pluriharmonic majorant. More precisely, we show that a self-adjoint mapping g : [0, 1) →
A∗n +An
‖·‖
has a pluriharmonic majorant if and only if
sup
0<r<1
‖τ [g(r)]‖ <∞,
where τ is the linear functional on B(F 2(Hn)) defined by τ(f) := 〈f(1), 1〉. In this case, there is a least
pluriharmonic majorant for g, namely, the map
[0, 1) ∋ r→ u(rS1, . . . , rSn) ∈ A∗n +An
‖·‖
,
where the free pluriharmonic function u is given by
u(X1, . . . , Xn) := lim
γ→1
P 1
γ
X [g(γ)]
for any X := (X1, . . . , Xn) ∈ [B(H)n]1 and the limit is in the norm topology.
Let θ be an analytic function on the open disc D. It is well-known that the map ϕ : D → R+ defined
by ϕ(λ) := |θ(λ)|2 is subharmonic. A classical result on harmonic majorants (see Section 2.6 in [18])
states that θ is in the Hardy space H2(D) if and only if ϕ has a harmonic majorant. Moreover, the least
harmonic majorant of ϕ is given by the formula
h(λ) =
1
2pi
∫ 2pi
0
eit + λ
eit − λ
|θ(eit)|2dt, λ ∈ D.
In Section 2, we obtain free analogues of these results. We show that, for any free holomorphic function
Θ on the noncommutative ball [B(H)n]1, the mapping
ϕ : [0, 1)→ C∗(R1, . . . , Rn), ϕ(r) = Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn),
is a sub-pluriharmonic curve in the Cuntz-Toeplitz algebra generated by the right creation operators
R1, . . . , Rn on the full Fock space with n generators. We prove that a free holomorphic function Θ is in
the noncommutative Hardy space H2
ball
if and only if ϕ has a pluriharmonic majorant. In this case, the
least pluriharmonic majorant ψ for ϕ is given by ψ(r) := ReW (rR1, . . . rRn), r ∈ [0, 1), where W is the
free holomorphic function having the Herglotz-Riesz ([30], [58]) type representation
W (X1, . . . , Xn) = (µθ ⊗ id)
(I + n∑
i=1
R∗i ⊗Xi
)(
I −
n∑
i=1
R∗i ⊗Xi
)−1
for (X1, . . . , Xn) ∈ [B(H)n]1, where µθ : R∗n +Rn → C is a positive linear map uniquely determined by
Θ. Poisson type representations for the least pluriharmonic majorant are also considered.
In Section 3, we provide a parametrization and concrete representations for all pluriharmonic ma-
jorants of the sub-pluriharmonic curve ϕ, where Θ is in the unit ball of H2
ball
. We show that, up to
a normalization, all pluriharmonic majorants of ϕ have the form ReF , where F is a free holomorphic
function given by
F (X) =W (X) + (DΓ ⊗ I) [I +G(X)][I −G(X)]
−1 (DΓ ⊗ I) , X ∈ [B(H)
n]1,
where G is in the unit ball of the noncommutative Hardy space H∞
ball
with coefficients in B(DΓ), Γ is the
symbol of Θ, and ReW is the least pluriharmonic majorant of ϕ considered above. Moreover, F and G
uniquely determine each other. Using this result, we obtain a characterization of the unit ball of H2
ball
.
More precisely, we show that Θ is a free holomorphic function in the unit ball of H2
ball
if and only if it
has a Schur type representation
Θ(X) = L(X)
[
IH −
n∑
i=1
XiMi(X)
]−1
for X := (X1, . . . , Xn) ∈ [B(H)
n]1,
where
[
L M1 · · · Mn
]t
(t is the transpose) is a free holomorphic function in the unit ball of the
noncommutative Hardy space H∞
ball
with coefficients in Cn.
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We should mention that all the results of this paper are obtained in the more general setting of
sub-pluriharmonic curves (resp. free pluriharmonic majorants) with operator-valued coefficients.
The celebrated commutant lifting theorem (CLT), due to Sz.-Nagy and Foias¸ [61] for the general case
and Sarason [59] for an important special case, provides the natural geometric framework for classical and
modern H∞ interpolation problems. For a detailed analysis of the CLT and its applications to various
interpolation and extension problems, we refer the reader to the monographs [21] and [22].
In the present paper, we introduce a generalized noncommutative commutant lifting (GNCL) problem,
which extends to a multivariable setting several lifting problems including the classical Sz.-Nagy–Foias¸
commutant lifting [61] and the extensions obtained by Treil-Volberg [63], Foias¸-Frazho-Kaashoek [23],
and Biswas-Foias¸-Frazho [7], as well as their multivariable noncommutative versions [37], [41], [45], [50],
[51], [54]. While, in the classical case, there is a large literature regarding parametrizations and Schur
([60]) type representations of the set of all solutions in the CLT (see [21], [22], [20], [23], etc.), very little
is known in the noncommutative multivariable case (see [51]). In the present paper, we try to fill in this
gap.
A lifting data set {A, T, V, C,Q} for the GNCL problem is defined as follows. Let T := (T1, . . . , Tn),
Ti ∈ B(H), be a row contraction and let V := (V1, . . . , Vn), Vi ∈ B(K), be the minimal isometric dilation
of T on a Hilbert space K ⊃ H, in the sense of [37]. Let Q := (Q1, . . . , Qn), Qi ∈ B(Gi,X ), and
C := (C1, . . . , Cn), Ci ∈ B(Gi,X ), be such that
[δijC
∗
i Cj ]n×n ≤ [Q
∗
iQj ]n×n .
Consider a contraction A ∈ B(X ,H) such that
TiACi = AQi, i = 1, . . . , n.
We say that B is a contractive interpolant for A with respect to {A, T, V, C,Q} if B ∈ B(X ,K) is a
contraction satisfying the conditions
PHB = A and ViBCi = BQi, i = 1, . . . , n,
where PH is the orthogonal projection from K onto H. The GNCL problem is to find contractive
interpolants B of A with respect to the data set {A, T, V, C,Q}.
In Section 4, we solve the GNCL problem and, using our results regarding sub-pluriharmonic curves
and free pluriharmonic majorants on noncommutative balls, we provide a Schur type description of all
solutions in terms of the elements of the unit ball of an appropriate noncommutative Hardy space H∞
ball
(see Theorem 4.2). Our results are new, in particular, even in the multivariable settings considered in
[37], [41], [45], [50], [51], and [54]. Here we point out some remarkable special cases.
If the data set {A, T, V, C,Q} is such that Gi = X , Ci = IX , Qi = Yi ∈ B(X ), for each i = 1, . . . , n,
and Y := (Y1, . . . , Yn) is a row isometry, we obtain (see Theorem 4.8) a parametrization and a concrete
Schur type description of all solutions in the noncommutative commutant lifting theorem ([37]). On the
other hand, when Gi = X and Ci = IX for i = 1, . . . , n, we obtain a description of all solutions of the
multivariable version [50] of Treil-Volberg commutant lifting theorem [63]. The GNCL theorem also
implies the multivariable version [50] of the weighted commutant lifting theorem of Biswas-Foias¸-Frazho
[7].
Finally, we remark that, when applied to the interpolation theory setting, our results provide complete
descriptions of all solutions to the Nevanlinna-Pick ([33], [34]), Carathe´odory-Feje´r ([9], [10]), and Sarason
([59]) type interpolation problems for the noncommutative Hardy spaces H∞
ball
and H2
ball
, as well as
consequences to (norm constrained) interpolation on the unit ball of Cn. These issues will be addressed
in a future paper.
1. Sub-pluriharmonic curves in Cuntz-Toeplitz algebras
In this section we initiate the study of sub-pluriharmonic curves and present some basic properties.
We obtain a characterization for the class of all sub-pluriharmonic curves which admit free pluriharmonic
majorants, and find the least pluriharmonic majorants. Some of the results of this section can be extended
to the class of C∗-subharmonic curves.
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We need to recall from [56] a few facts concerning the noncommutative Berezin transform associated
with a completely bounded linear map µ : B(F 2(Hn)) → B(E), where E is a separable Hilbert space.
This is the map
Bµ : B(F
2(Hn))× [B(H)
n]1 → B(E) ⊗min B(H)
defined by
Bµ(f,X) := µ˜ [B
∗
X(f ⊗ IH)BX ] , f ∈ B(F
2(Hn)), X := (X1, . . . , Xn) ∈ [B(H)
n]1,
where the operator BX ∈ B(F 2(Hn))⊗H) is given by
BX := (IF 2(Hn) ⊗∆X) (I −R1 ⊗X
∗
1 − · · · −Rn ⊗X
∗
n)
−1
,
∆X := (IH −
∑n
i=1XiX
∗
i )
1/2, and
µ˜ := µ⊗ id : B(F 2(Hn))⊗min B(H)→ B(E)⊗min B(H)
is the completely bounded linear map uniquely defined by µ˜(f ⊗ Y ) := µ(f)⊗ Y for f ∈ B(F 2(Hn)) and
Y ∈ B(H).
An important particular case is the Berezin transformBτ , where τ is the linear functional on B(F
2(Hn))
defined by τ(f) := 〈f(1), 1〉. This will be called Poisson transform because it coincides with the noncom-
mutative Poisson transform introduced in [46]. More precisely, we have
Bτ (f,X) = PX(f) := K
∗
X(f ⊗ I)KX ,
where KX = BX |1⊗H : H → F
2(Hn)⊗H is the noncommutative Poisson kernel. We recall from [46] that
the restriction of PX to the C
∗-algebra C∗(S1, . . . , Sn), generated by the left creation operators, can be
extended to the closed ball [B(H)n]−1 by setting
PX [f ] := lim
r→1
K∗rX(f ⊗ I)KrX , X ∈ [B(H)
n]−1 , f ∈ C
∗(S1, . . . , Sn),
where rX := (rX1, . . . , rXn), r ∈ (0, 1), and the limit exists in the operator norm topology of B(H). In
this case, we have
PX(SαS
∗
β) = XαX
∗
β for any α, β ∈ F
+
n .
When X := (X1, . . . , Xn) is a pure n-tuple, i.e.,
∑
|α|=kXαX
∗
α → 0, as k → ∞, in the strong operator
topology, then we have PX(f) = K
∗
X(f⊗I)KX . The operator-valued Poisson transform at X ∈ [B(H)
n]1
is the map PX : B(E ⊗ F 2(Hn))→ B(E ⊗H) defined by
PX [u] := (IE ⊗K
∗
X)(u ⊗ IH)(IE ⊗KX)
for any u ∈ B(E ⊗ F 2(Hn)). We refer to [46], [48], [49], and [55] for more on noncommutative Poisson
transforms on C∗-algebras generated by isometries.
Let Pn be the set of all polynomials in S1, . . . , Sn and the identity, and let Pn denote (throughout
the paper) the spatial tensor product B(E)⊗ Pn. A pluriharmonic curve in the (spatial) tensor product
B(E)⊗min C∗(S1, . . . , Sn) is a map ϕ : [0, γ)→ P
∗
n +Pn
‖·‖
satisfying the Poisson mean value property,
i.e.,
ϕ(r) = P r
t
S [ϕ(t)] for 0 ≤ r < t < γ,
where S := (S1, . . . , Sn). According to [56], there exists a one-to-one correspondence u 7→ ϕ between
the set of all free pluriharmonic functions on the noncommutative ball of radius γ, [B(H)n]γ , and the
set of all pluriharmonic curves ϕ : [0, γ)→ P∗n +Pn
‖·‖
in the tensor product B(E)⊗min C∗(S1, . . . , Sn).
Moreover, we have
u(X) = P 1
r
X [ϕ(r)] for X ∈ [B(H)
n]r and r ∈ (0, γ),
and ϕ(r) = u(rS1, . . . , rSn) if r ∈ [0, γ). We also solved in [56] a Dirichlet type extension problem which
implies that a free pluriharmonic function u has continuous extension to the closed ball [B(H)n]−γ if and
only if there exists a pluriharmonic curve ϕ : [0, γ] → P∗n +Pn
‖·‖
such that u(X) = P 1
r
X [ϕ(r)] for
any X ∈ [B(H)n]r and r ∈ (0, γ]. We add that u and ϕ uniquely determine each other and satisfy the
equations u(rS1, . . . , rSn) = ϕ(r) if r ∈ [0, γ) and ϕ(γ) = lim
r→γ
u(rS1, . . . , rSn), where the convergence
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is in the operator norm topology. Now, we can introduce the class of sub-pluriharmonic curves in the
tensor algebra B(E)⊗min C
∗(S1, . . . , Sn). We say that a map
ψ : [0, 1)→ Pn +Pn
‖·‖
with ψ(r) = ψ(r)∗, r ∈ [0, 1),
is a sub-pluriharmonic curve provided that for each γ ∈ (0, 1) and each self-adjoint pluriharmonic curve
ϕ : [0, γ]→ P∗n +Pn
‖·‖
, if ψ(γ) ≤ ϕ(γ), then
ψ(r) ≤ ϕ(r) for any r ∈ [0, γ].
Our first result is the following characterization of sub-pluriharmonic curves.
Theorem 1.1. Let g : [0, 1) → P∗n +Pn
‖·‖
be a map with g(r) = g(r)∗ for r ∈ [0, 1). Then g is
sub-pluriharmonic if and only if
g(r) ≤ P r
γ
S [g(γ)] for 0 ≤ r < γ < 1.
The equality holds if g is pluriharmonic.
Proof. Assume that g is sub-pluriharmonic and let 0 ≤ r < γ < 1. Since g(γ) ∈ P∗n +Pn
‖·‖
, one can use
Theorem 4.1 from [56], to deduce that the map u : [B(H)n]γ → B(E) ⊗min B(H) defined by
u(X) = P 1
γ
X [g(γ)] for X ∈ [B(H)
n]γ
is free pluriharmonic on [B(H)n]γ and has a continuous extension to [B(H)n]−γ . In this case, we have
g(γ) = limt→γ u(tS1, . . . , tSn). Moreover, if ϕ : [0, γ]→ P
∗
n +Pn
‖·‖
is the pluriharmonic curve uniquely
associated with the free pluriharmonic function u, then
ϕ(r) = P r
γ
S [g(γ)] for r ∈ [0, γ].
Since g is a sub-pluriharmonic curve and g(γ) = ϕ(γ), we deduce that
g(r) ≤ ϕ(r) = P r
γ
S [g(γ)] for any r ∈ [0, γ].
Conversely, assume that g has the property that
(1.1) g(r) ≤ P r
γ
S [g(γ)] for any 0 ≤ r < γ < 1.
Let ϕ : [0, γ]→ P∗n +Pn
‖·‖
be a pluriharmonic curve such that ϕ(r) = ϕ(r)∗ for r ∈ [0, γ], and assume
that g(γ) ≤ ϕ(γ). Since g(γ) and ϕ(γ) are in B(E)⊗minC∗(S1, . . . , Sn) and the noncommutative Poisson
transform is a positive map, we deduce that
(1.2) P r
γ
S [g(γ)] ≤ P r
γ
S [ϕ(γ)], 0 ≤ r < γ.
On the other hand, since ϕ is a pluriharmonic curve on [0, γ], we have ϕ(r) = P r
γ
S [ϕ(γ)] for 0 ≤ r < γ.
Hence, using relations (1.1) and (1.2), we deduce that g(r) ≤ ϕ(r) for any r ∈ [0, γ]. The proof is
complete. 
As a consequence of Theorem 1.1, we remark that if u1, . . . , uk are sub-pluriharmonic curves and
λ1, . . . , λk are positive numbers then λ1u1+· · ·+λkuk is sub-pluriharmonic. Notice also that a self-adjoint
function u : [0, 1)→ P∗n +Pn
‖·‖
is pluriharmonic if and only if both u and −u are sub-pluriharmonic.
We recall (see Lemma 2.3 from [56]) that if γ1 > 0 and 0 ≤ γj ≤ 1 for j = 2, . . . , k, then the
noncommutative Poisson transform has the property
Pγ1···γkX = Pγ1X ◦ Pγ2S ◦ · · · ◦ PγkS
for any X ∈ [B(H)n] 1
γ1
, where S := (S1, . . . , Sn) is the n-tuple of left creation operators on the Fock
space F 2(Hn). Moreover, we have
(1.3) Pγ1···γkX [g] = (Pγ1X ◦Pγ2S ◦ · · · ◦PγkS) [g]
for any g ∈ B(E) ⊗min B(F 2(Hn)).
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Corollary 1.2. Let g : [0, 1) → P∗n +Pn
‖·‖
be a sub-pluriharmonic curve and let τ be the linear func-
tional on B(F 2(Hn)) defined by τ(f) := 〈f(1), 1〉. Then
(i) P r
γ1
S [g(γ1)] ≤ P r
γ2
S [g(γ2)] for 0 < r < γ1 < γ2 < 1;
(ii) g(0) ≤ τ˜ [g(γ1)] ≤ τ˜ [g(γ2)] for 0 < γ1 < γ2 < 1, where τ˜ := τ ⊗ id;
(iii) τ˜ [g(0)] ≤ τ˜ [g(γ1)] for 0 ≤ γ1 < 1.
Proof. According to Theorem 1.1, we have
(1.4) g(r) ≤ P r
γ2
S [g(γ2)] for 0 ≤ r < γ2 < 1,
which implies
g(γ1) ≤ P γ1
γ2
S [g(γ2)] for 0 ≤ r < γ1 < γ2 < 1.
Hence, using (1.3) and the positivity of the noncommutative Poisson transform, we deduce that
(1.5) P r
γ1
S [g(γ1)] ≤
(
P r
γ1
S ◦P γ1
γ2
S
)
[g(γ2)] = P r
γ2
S [g(γ2)]
for 0 < r < γ1 < γ2 < 1. Passing to the limit in (1.5), as r → 0, and using the continuity of the
noncommutative Berezin transform, we deduce that
τ˜ [g(γ1)] = P0[g(γ1)] ≤ P0[g(γ2)] = τ˜ [g(γ2)].
Notice also that relation (1.4), implies
g(0) ≤ P0[g(γ1)] = τ˜ [g(γ1)] for 0 < γ1 < 1.
Part (iii) is now obvious. This completes the proof. 
If g is a sub-pluriharmonic curve on [0, 1) and h is pluriharmonic on the same interval such that
g(r) ≤ h(r), r ∈ [0, 1), we say that h is a pluriharmonic majorant for g. The next result provides a
characterization of all sub-pluriharmonic curves which admit free pluriharmonic majorants. In this case,
we find the least pluriharmonic majorant.
Theorem 1.3. Let g : [0, 1)→ P∗n +Pn
‖·‖
be a sub-pluriharmonic curve. Then there exists a plurihar-
monic majorant of g if and only if
(1.6) sup
0<r<1
‖τ˜ [g(r)]‖ <∞,
where τ˜ := τ ⊗ id and τ is the linear functional on B(F 2(Hn)) defined by τ(f) := 〈f(1), 1〉. In this case,
there is a least pluriharmonic majorant for g, namely, the map
[0, 1) ∋ r→ u(rS1, . . . , rSn) ∈ P
∗
n +Pn
‖·‖
,
where the free pluriharmonic function u is given by
u(X1, . . . , Xn) := lim
γ→1
P 1
γ
X [g(γ)]
for any X := (X1, . . . , Xn) ∈ [B(H)n]1 and the limit is in the norm topology.
Proof. Assume that u is a pluriharmonic majorant for g, i.e.,
g(γ) ≤ u(γ) for any γ ∈ [0, 1).
Since τ˜ is a positive map, we deduce that τ˜ [g(γ)] ≤ τ˜ [u(γ)], γ ∈ [0, 1). According to Theorem 1.1, we
have
g(0) ≤ τ˜ [g(γ)] for γ ∈ (0, 1).
Since u is a pluriharmonic function, we have τ˜ [u(γ)] = u(0). Using these relations, we deduce that
g(0) ≤ τ˜ [g(γ)] ≤ u(0) for γ ∈ (0, 1).
Taking into account that the operators g(0), u(0), and τ˜ [g(γ)], γ ∈ (0, 1), are selfadjoint, one can easily
obtain (1.6).
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Conversely, assume that relation (1.6) holds. Define hγ : [0, γ)→ P
∗
n +Pn
‖·‖
by setting
(1.7) hγ(r) := P r
γ
S [g(γ)] for 0 ≤ r < γ.
Since g is sub-pluriharmonic, hγ is a pluriharmonic majorant for g on [0, γ). Notice that if f : [0, 1) →
P
∗
n +Pn
‖·‖
is continuous and pluriharmonic on [0, γ] such that f(r) ≥ g(r) for any r ∈ [0, γ], then
f(r) ≥ hγ(r) for r ∈ [0, γ). Indeed, since f(γ) ≥ g(γ), the Poisson transform is a positive map, and f is
pluriharmonic, we have
f(r) = P r
γ
S [f(γ)] ≥ P r
γ
S [g(γ)] = hγ(r)
for r ∈ [0, γ). This shows that hγ is the least pluriharmonic majorant of g on [0, γ).
Now let 0 < γ < γ′ < 1. Since hγ′ is pluriharmonic majorant for g on [0, γ
′), it is also a pluriharmonic
majorant for g on [0, γ). Due to our result above, we have
hγ(r) ≤ hγ′(r) for any r ∈ [0, γ).
Due to relation (1.7), we have hγ(0) = τ˜ [g(γ)] for 0 < γ < 1 and, therefore,
sup
0<γ<1
‖hγ(0)‖ = sup
0<γ<1
‖τ˜ [g(γ)]‖ <∞.
Now, each hγ generates a unique pluriharmonic function on [B(H)n]γ by setting
(1.8) uγ(X) := P 1
t
X [hγ(t)] for X ∈ [B(H)
n]t and t ∈ [0, γ).
If 0 < γ < γ′ < 1, then
uγ(X) ≤ uγ′(X) for X ∈ [B(H)
n]γ .
Since
sup
0<γ<1
‖hγ(0)‖ = sup
0<γ<1
‖uγ(0)‖ <∞,
we can use the Harnack type convergence theorem from [56] to deduce the existence of a pluriharmonic
function u on [B(H)n]1 such that its radial function satisfies u(r) := u(rS1, . . . , rSn) = limγ→1 uγ(r) for
any r ∈ [0, 1), where the convergence is in the operator norm topology. On the other hand, using relation
(1.8), the fact that hγ is pluriharmonic on [0, γ), and relation (1.7), we have
uγ(r) = P r
t
S [hγ(t)] = hγ(r) = P r
γ
S [g(γ)] for 0 ≤ r < t < γ.
Since hγ ≥ g on [0, γ) for each γ ∈ (0, 1), we deduce that u ≥ g on [0, 1). If f is any pluriharmonic
majorant for g on [0, 1), then, as previously shown, we have f ≥ hγ on [0, γ) for each γ ∈ (0, 1). Hence,
f ≥ u on [0, 1). Therefore, we have shown that u : [B(H)n]1 → B(E) ⊗min B(H) defined by
u(X) = lim
γ→1
P 1
t
X [hγ(t)] = lim
γ→1
P 1
t
X
[
P t
γ
S [g(γ)]
]
= lim
γ→1
P 1
γ
X [g(γ)]
for X ∈ [B(H)n]t and t ∈ (0, γ), is a pluriharmonic function on [B(H)n]1. Moreover, its radial function
u(t) = limr→1P t
r
S [g(r)], t ∈ [0, 1), is the least pluriharmonic majorant of g. This completes the proof. 
Now we can prove the following maximum principle for sub-pluriharmonic curves.
Theorem 1.4. If g is a sub-pluriharmonic curve on [0, 1) and g(0) ≥ g(r) for any r ∈ [0, 1), then g is a
constant.
Proof. Since τ˜ is a positive map, we have τ˜ [g(r)] ≤ τ˜ [g(0)] for r ∈ [0, 1). Hence and using Corollary 1.2,
we deduce that
(1.9) g(0) ≤ τ˜ [g(r)] ≤ τ˜ [g(0)] for r ∈ (0, 1).
On the other hand, since g(0) is in P∗n +Pn
‖·‖
, so is ϕ := τ˜ [g(0)] − g(0). Moreover, ϕ is positive with
τ˜(ϕ) = 0. Using Theorem 4.1 from [56], the pluriharmonic function h associated with ϕ, i.e., h(X) =
PX [ϕ], X ∈ [B(H)n]1, is positive and h(0) = 0. Due to the maximum principle for free pluriharmonic
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functions (see Theorem 2.9 from [56]), we deduce that h = 0. Since ϕ = limr→1 h(rS1, . . . , rSn), we also
have ϕ = 0, whence g(0) = τ˜ [g(0)]. Due to relation (1.9), we have
(1.10) τ˜ [g(r)] = g(0) for r ∈ [0, 1).
Hence and using the fact that g(0) ≥ g(r), r ∈ [0, 1), we deduce that τ˜ [g(r)] − g(r) ≥ 0 for r ∈ (0, 1). A
similar argument as before implies g(r) = τ˜ [g(r)] for r ∈ (0, 1). Now taking into account (1.10), we get
g(r) = g(0) for r ∈ [0, 1). Therefore, τ˜ [g(r)] = τ˜ [g(0)] = g(0) for r ∈ [0, 1). This completes the proof. 
A few remarks are necessary. We say that a map ϕ : [0, γ) → B(E) ⊗min C∗(S1, . . . , Sn) is a C∗-
harmonic curve if it satisfies the Poisson mean value property, i.e.,
ϕ(r) = P r
t
S [ϕ(t)] for 0 ≤ r < t < γ.
According to [56], there exists a one-to-one correspondence u 7→ ϕ between the set of all C∗-harmonic
functions on the noncommutative ball [B(H)n]γ and the set of all C∗-harmonic curves ϕ : [0, γ) →
B(E)⊗min C∗(S1, . . . , Sn). We say that a map
ψ : [0, 1)→ B(E) ⊗min C
∗(S1, . . . , Sn) with ψ(r) = ψ(r)
∗, r ∈ [0, 1),
is a C∗-subharmonic curve, provided that for each γ ∈ (0, 1) and each C∗-harmonic curve ϕ on the closed
interval on [0, γ] such that ϕ(r) = ϕ(r)∗ for r ∈ [0, γ], if ψ(γ) ≤ ϕ(γ), then ψ(r) ≤ ϕ(r) for any r ∈ [0, γ].
We remark that Theorem 1.1 and Corollary 1.2 have analogues for C∗-subharmonic curves. Since the
proofs are similar, we shall omit them. Notice also that any sub-pluriharmonic curve is C∗-subharmonic.
Finally, we mention that all the results of this section can be written for sub-pluriharmonic curves in
the tensor algebra B(E) ⊗min C∗(R1, . . . , Rn), where R1, . . . , Rn are the right creation operators on the
full Fock space.
2. Free pluriharmonic majorants and a characterization of H2
ball
In this section we show that, for any free holomorphic function Θ on [B(H)n]1 with coefficients in
B(E ,Y), the mapping
ϕ : [0, 1)→ B(E)⊗min C
∗(R1, . . . , Rn), ϕ(r) = Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn),
is a sub-pluriharmonic curve. We prove that Θ is in the Hardy space H2
ball
if and only if ϕ has a
pluriharmonic majorant. In this case, we find Herglotz-Riesz and Poisson type representations for the
least pluriharmonic majorant of ϕ.
First, we introduce some notation. Recall that Hn is an n-dimensional complex Hilbert space with
orthonormal basis e1, e2, . . . , en, and the full Fock space of Hn is defined by F
2(Hn) := C1⊕
⊕
k≥1H
⊗k
n .
Let F+n be the unital free semigroup on n generators g1, . . . , gn, and the identity g0. We denote eα :=
ei1 ⊗ · · · ⊗ eik if α = gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}, and eg0 := 1. Note that {eα}α∈F+n
is an orthonormal basis for F 2(Hn). We denote by α˜ the reverse of α ∈ F+n , i.e., α˜ = gik · · · gik if
α = gi1 · · · gik ∈ F
+
n .
Let Θ : [B(H)n]1 → B(E ,Y)⊗min B(H) be a free holomorphic function on [B(H)
n]1 with coefficients
in B(E ,Y) (in this case we denote Θ ∈ Hball(B(E ,Y))). Assume that Θ has the representation
(2.1) Θ(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα.
We say that Θ is in the noncommutative Hardy space H2
ball
if there is a constant c > 0 such that∑
α∈F+n
A∗(α)A(α) ≤ cIE . When we want to emphasize that the coefficients of Θ are in B(E ,Y), we denote
Θ ∈ H2
ball
(B(E ,Y)). If we set ‖Θ‖2 :=
∥∥∥∑α∈F+n A∗(α)A(α)∥∥∥1/2 <∞, then (H2ball, ‖ · ‖2) is a Banach space.
We associate with each Θ ∈ H2
ball
the operator Γ : E → Y ⊗ F 2(Hn) defined by
(2.2) Γx :=
∑
α∈F+n
A(α)x⊗ eα˜, x ∈ E .
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We call Γ the symbol of Θ. We will see later that Γx = limr→1Θ(rR1, . . . , rRn)(x⊗1), x ∈ E . Conversely,
if Γ is an operator given by (2.2), then relation (2.1) defines a free holomorphic function Θ in H2
ball
.
Moreover, one can show that Θ ∈ H2
ball
and its symbol Γ uniquely determine each other.
Lemma 2.1. Let Θ be a free holomorphic function in H2
ball
(B(E ,Y)) and let Γ be its symbol. Then Θ
has the state space realization
Θ(X1, . . . , Xn) =
[
E∗Y(IY ⊗ PC)⊗ IH
]IY ⊗(IF 2(Hn)⊗H − n∑
i=1
S∗i ⊗Xi
)−1 (Γ⊗ IH)
for (X1, . . . , Xn) ∈ [B(H)n]1, where EY : Y → Y ⊗ F 2(Hn) is defined by setting EYy = y ⊗ 1, and PC
denotes the orthogonal projection of F 2(Hn) on C.
Proof. Assume that Θ has the representation Θ(X1, . . . , Xn) :=
∑∞
k=0
∑
|α|=k A(α) ⊗Xα for some coef-
ficients A(α) ∈ B(E ,Y), and let Γ : E → Y ⊗ F
2(Hn) be its symbol defined by relation (2.2). Notice
that
A(α) = E
∗
Y(IY ⊗ PC)(IY ⊗ S
∗
α˜)Γ, α ∈ F
+
n .
Therefore, we have
Θ(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
[
E∗Y(IY ⊗ PC)(IY ⊗ S
∗
α˜)Γ
]
⊗Xα
=
[
E∗Y(IY ⊗ PC)⊗ IH
]  ∞∑
k=0
∑
|α|=k
(IY ⊗ S
∗
α˜)⊗Xα
 (Γ⊗ IH)
=
[
E∗Y(IY ⊗ PC)⊗ IH
](
IY⊗F 2(Hn)⊗H −
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)−1
(Γ⊗ IH)
for any (X1, . . . , Xn) ∈ [B(H)
n]1. This completes the proof. 
Now we introduce a large class of sub-pluriharmonic functions.
Theorem 2.2. Let Θ be a free holomorphic function on [B(H)n]1 with coefficients in B(E ,Y). Then the
map
ϕ(r) := Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn), r ∈ [0, 1),
is a sub-pluriharmonic curve in the tensor algebra B(E) ⊗min C∗(R1, . . . , Rn).
Proof. First, assume that Θ is a free holomorphic function in H2
ball
and let Γ be its symbol (see (2.2)).
Define the free holomorphic function on [B(H)n]1 by setting
W (X1, . . . , Xn) := (Γ
∗ ⊗ IH)
(
IY⊗F 2(Hn)⊗H +
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)
(
IY⊗F 2(Hn)⊗H −
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)−1
(Γ⊗ IH).
(2.3)
Consider the noncommutative Cauchy kernel
Φ(X1, . . . , Xn) :=
(
IY⊗F 2(Hn)⊗H −
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)−1
, (X1, . . . , Xn) ∈ [B(H)
n]1.
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Notice that Φ is a free holomorphic function on [B(H)n]1 and
Φ(X1, . . . , Xn) = IY⊗F 2(Hn)⊗H +Φ(X1, . . . , Xn)
(
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)
= IY⊗F 2(Hn)⊗H +
(
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)
Φ(X1, . . . , Xn).
(2.4)
A closer look at the definition of the free holomorphic function W (see (2.3)) reveals that
W (X1, . . . , Xn) = (Γ
∗Γ⊗ IH) + 2(Γ
∗ ⊗ IH)
(
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)
Φ(X1, . . . , Xn)(Γ⊗ IH).(2.5)
Now, we use Lemma 2.1 when H := F 2(Hn) and Xi := rRi, i = 1, . . . , n , for r ∈ [0, 1). Note that due
to the fact that PC = IF 2(Hn) − S1S
∗
1 − · · · − SnS
∗
n and using relation (2.4), we deduce that
Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn)
= (Γ∗ ⊗ IF 2(Hn))
(
IY⊗F 2(Hn)⊗F 2(Hn) −
n∑
i=1
IY ⊗ Si ⊗ rR
∗
i
)−1
× (IY ⊗ PC ⊗ IF 2(Hn))
(
IY⊗F 2(Hn)⊗F 2(Hn) −
n∑
i=1
IY ⊗ S
∗
i ⊗ rRi
)−1
= (Γ∗ ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
∗
[
IY ⊗
(
IF 2(Hn) −
n∑
i=1
SiS
∗
i
)
⊗ IF 2(Hn)
]
× Φ(rR1, . . . , rRn)(Γ⊗ IF 2(Hn))
= (Γ∗ ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
∗Φ(rR1, . . . , rRn)(Γ⊗ IF 2(Hn))
− (Γ∗ ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
∗
[
IY ⊗
(
n∑
i=1
SiS
∗
i
)
⊗ IF 2(Hn)
]
Φ(rR1, . . . , rRn)(Γ⊗ IF 2(Hn))
= (Γ∗ ⊗ IF 2(Hn))
[
IY⊗F 2(Hn)⊗F 2(Hn) +
(
n∑
i=1
IY ⊗ Si ⊗ rR
∗
i
)
Φ(rR1, . . . , rRn)
∗
]
×
[
IY⊗F 2(Hn)⊗F 2(Hn) +Φ(rR1, . . . , rRn)
(
n∑
i=1
IY ⊗ Si ⊗ rR
∗
i
)]
(Γ⊗ IF 2(Hn))
− (Γ∗ ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
∗
[
IY ⊗
(
n∑
i=1
SiS
∗
i
)
⊗ IF 2(Hn)
]
Φ(rR1, . . . , rRn)(Γ⊗ IF 2(Hn))
= (Γ∗Γ⊗ IF 2(Hn)) + (Γ
∗ ⊗ IF 2(Hn))
(
n∑
i=1
IY ⊗ Si ⊗ rR
∗
i
)
Φ(rR1, . . . , rRn)
∗(Γ⊗ IF 2(Hn))
+ (Γ∗ ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
(
n∑
i=1
IY ⊗ S
∗
i ⊗ rRi
)
(Γ⊗ IF 2(Hn))
+ (Γ∗ ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
∗
 n∑
j=1
IY ⊗ Sj ⊗ rR
∗
j

×
(
n∑
i=1
IY ⊗ S
∗
i ⊗ rRi
)
Φ(rR1, . . . , rRn)(Γ⊗ IF 2(Hn))
− (Γ∗ ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
∗
 n∑
j=1
IY ⊗ SjS
∗
j ⊗ IF 2(Hn)
Φ(rR1, . . . , rRn)(Γ⊗ IF 2(Hn)).
12 GELU POPESCU
Hence and using relation (2.5), we deduce that
Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn)
=
1
2
[W (rR1, . . . , rRn) +W (rR1, . . . , rRn)
∗]− (1 − r2)(Γ∗ ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
∗
×
 n∑
j=1
IY ⊗ SjS
∗
j ⊗ IF 2(Hn)
Φ(rR1, . . . , rRn)(Γ⊗ IF 2(Hn))
(2.6)
for any r ∈ [0, 1). Consequently, we have
(2.7) Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn) ≤
1
2
[W (rR1, . . . , rRn) +W (rR1, . . . , rRn)
∗]
for any r ∈ [0, 1), which proves that W is a free holomorphic function with positive real part.
For each s ∈ [0, 1), define the operator Λs : Y ⊗ F 2(Hn)→ Y ⊗ F 2(Hn) by setting
Λs
∑
α∈F+n
hα ⊗ eα
 := ∑
α∈F+n
hα ⊗ s
|α|eα,
∑
α∈F+n
‖hα‖
2 <∞.
It is easy to see that Λs is a positive operator such that ‖Λs‖ ≤ 1 and lims→1 Λs = I in the strong
operator topology. Note also that
(2.8) Λs(IY ⊗ Si) = s(IY ⊗ Si)Λs, i = 1, . . . , n.
Fix s ∈ [0, 1) and set Θs(X1, . . . , Xn) := Θ(sX1, . . . , sXn) for X1, . . . , Xn) ∈ [B(H)
n]1. It clear that
Θs is free holomorphic on an open neighborhood of [B(H)n]1 and, therefore, continuous on the closed
ball [B(H)n]−1 . Let Γs be the symbol operator associated with Θs (see relation (2.2)) and let Ws be the
operator associated to Γs (by relation (2.5)). Then we have Γs = ΛsΓ, where Γ is the symbol associated
with Θ. Due to relations (2.5) and (2.8), we deduce that
Ws(X1, . . . , Xn) = (Γ
∗Λ2sΓ⊗ IH) + 2(Γ
∗Λs ⊗ IH)
(
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)
Φ(X1, . . . , Xn)(ΛsΓ⊗ IH)
= (Γ∗Λ2sΓ⊗ IH) + 2(Γ
∗Λ2s ⊗ IH)
(
n∑
i=1
IY ⊗ S
∗
i ⊗ sXi
)
Φ(sX1, . . . , sXn)(Γ⊗ IH).
Consequently, Ws is a free holomorphic function on an open set containing the closed ball [B(H)n]
−
1 , and
(2.9) SOT- lim
s→1
Ws =W.
Now, from the first part of the proof (see (2.6)), we have
ReWs(rR1, . . . , rRn)−Θs(rR1, . . . , rRn)
∗Θs(rR1, . . . , rRn)
= (1 − r2)(Γ∗s ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)
∗
 n∑
j=1
IY ⊗ r
2SjS
∗
j ⊗ IF 2(Hn)

× Φ(rR1, . . . , rRn)(Γs ⊗ IF 2(Hn))
= (1 − r2)(Γ∗ ⊗ IF 2(Hn))Φ(srR1, . . . , srRn)
∗(Λs ⊗ IF 2(Hn))
×
 n∑
j=1
IY ⊗ r
2SjS
∗
j ⊗ IF 2(Hn)
 (Λs ⊗ IF 2(Hn))Φ(srR1, . . . , srRn)(Γ⊗ IF 2(Hn))
for any r ∈ [0, 1). Hence we deduce that
(2.10) ReWs(rR1, . . . , rRn) ≥ Θs(rR1, . . . , rRn)
∗Θs(rR1, . . . , rRn)
for any r ∈ [0, 1). Moreover, taking into account the continuity (in the norm operator topology) of the
free holomorphic functions Θs and Ws on the closed ball [B(H)n]
−
1 , the continuity of the map
[0, 1] ∋ r 7→ Φ(srR1, . . . , srRn),
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we deduce that
ReWs(R1, . . . , Rn) = Θs(R1, . . . , Rn)
∗Θs(R1, . . . , Rn)(2.11)
for any s ∈ [0, 1).
Now, we prove that the map ϕ is a sub-pluriharmonic curve. Fix s ∈ (0, 1) and assume that u is a free
holomorphic function on [B(H)n]s and continuous on the closed ball [B(H)n]−s such that
(2.12) Θ(sR1, . . . , sRn)
∗Θ(sR1, . . . , sRn) ≤ Reu(sR1, . . . , sRn).
Let t ∈ (s, 1) and set Θ′ := Θt. Since Θ′ is in H2ball, let W
′ be the free holomorphic function associated
with Θ′ (according to relation 2.3). Now, we can apply the results above (see (2.11)) to Θ′ and W ′ and
obtain
(2.13) ReW ′τ (R1, . . . , Rn) = Θ
′
τ (R1, . . . , Rn)
∗Θ′τ (R1, . . . , Rn)
for any τ ∈ [0, 1). Using (2.13) and (2.12), we have
ReW ′s
t
(R1, . . . , Rn) = Θ
′
s
t
(R1, . . . , Rn)
∗Θ′s
t
(R1, . . . , Rn)
= Θ(sR1, . . . , sRn)
∗Θ(sR1, . . . , sRn)
≤ Reu(sR1, . . . , sRn).
Employing the noncommutative Poisson transform, we deduce that
ReW ′s
t
(γR1, . . . , γRn) = PγR
[
ReW ′s
t
(R1, . . . , Rn)
]
≤ PγR [Reu(sR1, . . . , sRn)]
≤ Reu(γsR1, . . . , γsRn)
for any γ ∈ [0, 1). Consequently, applying inequality (2.10) to Θ′ and W ′, we have
Θ′s
t
(γR1, . . . , γRn)
∗Θ′s
t
(γR1, . . . , γRn) ≤ ReW
′
s
t
(γR1, . . . , γRn) ≤ Reu(γsR1, . . . , γsRn)
for any γ ∈ [0, 1). Hence, we deduce that
Θ(sγR1, . . . , sγRn)
∗Θ(sγR1, . . . , sγRn) ≤ Reu(sγR1, . . . , sγRn)
for any γ ∈ [0, 1). Therefore,
Θ(tR1, . . . , tRn)
∗Θ(tR1, . . . , tRn) ≤ Reu(tR1, . . . , tRn)
for any t ∈ [0, s]. This proves that ϕ is a sub-pluriharmonic curve. The proof is complete. 
Let P(m), m = 0, 1, . . ., be the set of all polynomials of degree ≤ m in e1, . . . , en, i.e.,
P(m) := span{eα : α ∈ F
+
n , |α| ≤ m} ⊂ F
2(Hn),
and define the nilpotent operators R
(m)
i : P
(m) → P(m) by
R
(m)
i := PP(m)Ri|P(m) , i = 1, . . . , n,
where R1, . . . , Rn are the right creation operators on the Fock space F
2(Hn) and PP(m) is the orthogonal
projection of F 2(Hn) onto P(m). Notice that R
(m)
α = 0 if |α| ≥ m+ 1.
We can provide now a characterization of the noncommutative Hardy space H2
ball
in terms of pluri-
harmonic majorants.
Theorem 2.3. Let Θ be a free holomorphic function on [B(H)n]1 with coefficients in B(E ,Y). Then Θ
is in H2
ball
if and only if the map ϕ defined by
ϕ(r) := Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn), r ∈ [0, 1),
has a pluriharmonic majorant. In this case, the least pluriharmonic majorant ψ for ϕ is given by
(2.14) ψ(r) := ReW (rR1, . . . rRn), r ∈ [0, 1),
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where W is the free holomorphic function having the Herglotz-Riesz type representation
(2.15) W (X1, . . . , Xn) = (µθ ⊗ id)
(I + n∑
i=1
R∗i ⊗Xi
)(
I −
n∑
i=1
R∗i ⊗Xi
)−1
for (X1, . . . , Xn) ∈ [B(H)n]1, where µθ : R∗n +Rn → B(E) is the completely positive linear map uniquely
determined by the equation
(2.16) 〈µθ(R
∗
eα)x, y〉 := lim
r→1
〈Θ(rR1, . . . , rRn)
∗(IY ⊗ S
∗
eα)Θ(rR1, . . . , rRn)(x⊗ 1), (y ⊗ 1)〉
for α ∈ F+n and x, y ∈ E.
Proof. According to Theorem 2.2, ϕ is a sub-pluriharmonic curve in B(E)⊗min C∗(R1, . . . , Rn). Assume
that ϕ has a pluriharmonic majorant. Let u be a free pluriharmonic function on [B(H)n]1 with coefficients
in B(E) such that ϕ(r) ≤ u(rR1, . . . , rRn) for any r ∈ [0, 1). Let Θ have the representation
(2.17) Θ(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1,
and let u have the representation
u(X1, . . . , Xn) =
∞∑
k=1
∑
|α|=k
B∗(α) ⊗X
∗
α +
∞∑
k=0
∑
|α|=k
B(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1.
Notice that B(0) ≥ 0 and, for each h ∈ E and r ∈ [0, 1), we have∑
α∈F+n
r2|α|‖A(α)h‖
2 = ‖Θ(rR1, . . . , rRn)(h⊗ 1)‖
2
= 〈ϕ(r)(h ⊗ 1), h⊗ 1〉 ≤ 〈u(rR1, . . . , rRn)(h⊗ 1), h⊗ 1〉
= 〈u(0)(h⊗ 1), h⊗ 1〉 =
〈
B(0)h, h
〉
.
Hence, we deduce that there is a constant c > 0 such that
∑
α∈F+n
A∗(α)A(α) ≤ cIE . This shows that Θ is
in H2
ball
.
Conversely, assume that Θ is in H2
ball
. A closer look at the proof of Theorem 2.2 (see relation (2.7))
shows that ReW is a pluriharmonic majorant for ϕ, where W is given by relation (2.3). It remains to
show that ReW is the least pluriharmonic majorant for ϕ and satisfies relation (2.15). Let G be a free
holomorphic function on [B(H)n]1 with coefficients in B(E) such that ReG ≥ 0 and
Θ(tR1, . . . , tRn)
∗Θ(tR1, . . . , tRn) ≤ ReG(tR1, . . . , tRn)
for any t ∈ [0, 1). If s ∈ (0, 1), then we have
Θs(R1, . . . , Rn)
∗Θs(R1, . . . , Rn) ≤ ReG(sR1, . . . , sRn).
Using (2.11), we deduce that
ReWs(R1, . . . , Rn) ≤ ReG(sR1, . . . , sRn).
Taking the compression to E ⊗ P(m) (see the definition preceding this theorem), we obtain
ReWs(R
(m)
1 , . . . , R
(m)
n ) ≤ ReG(sR
(m)
1 , . . . , sR
(m)
n ).
Now, using relation (2.9) and taking s→ 1, we obtain
ReW (R
(m)
1 , . . . , R
(m)
n ) ≤ ReG(R
(m)
1 , . . . , R
(m)
n )
for any m = 0, 1, . . .. According to [56], we deduce that ReW ≤ ReG, which shows that the map
ψ(r) := ReW (rR1, . . . rRn), r ∈ [0, 1), is the least pluriharmonic majorant for ϕ.
Notice that, due to relation (2.5), we have
W (X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
C(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1,
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where
(2.18) C(0) = Γ
∗Γ and C(α) = 2Γ
∗(IY ⊗ S
∗
eα)Γ if |α| ≥ 1.
Using the definition of Γ and the representation (2.17), we deduce that, for any α ∈ F+n and x, y ∈ E ,
〈Γ∗(IY ⊗ S
∗
eα)Γx, y〉 =
〈∑
β∈Fn
A(β)x⊗ eβ˜, (IY ⊗ S
∗
eα)
∑
γ∈Fn
A(γ)x⊗ eγ˜
〉
=
∑
β,γ∈F+n
〈
A(β)x,A(γ)y
〉〈
eβ˜, eα˜γ˜
〉
=
∑
γ∈F+n
〈
A(γα)x,A(γ)y
〉
.
Therefore Γ∗(IY ⊗ S∗eα)Γ =
∑
γ∈F+n
A(γ)A(γα), α ∈ F
+
n , where the convergence is in the week operator
topology.
On the other hand, notice that the limit in (2.16) exists. Indeed, since Θ is in the Hardy space H2
ball
,
we have
∑
β∈F+n
‖Aβx‖2 ≤ c‖x‖2 for some constant c > 0. This implies
lim
r→1
∑
β∈Fn
r|β|A(β)x⊗ eβ˜ =
∑
β∈Fn
A(β)x⊗ eβ˜ ,
whence
lim
r→1
〈Θ(rR1, . . . , rRn)
∗(IY ⊗ S
∗
eα)Θ(rR1, . . . , rRn)(x ⊗ 1), (y ⊗ 1)〉
=
〈∑
β∈Fn
r|β|A(β)x⊗ eβ˜ , (IY ⊗ S
∗
eα)
∑
γ∈Fn
r|γ|A(γ)x⊗ eγ˜
〉
=
〈∑
β∈Fn
A(β)x⊗ eβ˜ , (IY ⊗ S
∗
eα)
∑
γ∈Fn
A(γ)x⊗ eγ˜
〉
= 〈Γ∗(IY ⊗ S
∗
eα)Γx, y〉 .
Therefore µθ(R
∗
eα) = Γ
∗(IY ⊗ S∗eα)Γ and µθ(Reα) = Γ
∗(IY ⊗ Seα)Γ for any α ∈ F
+
n . Consequently,
µθ(p(R1, . . . , Rn)) = Γ
∗[IY ⊗ p(S1, . . . , Sn)]Γ
for any polynomial p(R1, . . . , Rn) =
∑
|α|≤m(bαR
∗
α + aαRα) in R
∗
n + Rn. This implies that µθ has a
unique extension to a completely positive linear map on R∗n +Rn. According to relation (2.18), we have
C(0) = µθ(I) and C(α) = 2µθ(R
∗
eα) if |α| ≥ 1.
Hence and due to the fact that µθ is a bounded linear map, we have
µ˜θ
(I + n∑
i=1
R∗i ⊗Xi
)(
I −
n∑
i=1
R∗i ⊗Xi
)−1
= µ˜θ
I + 2 ∞∑
k=1
∑
|α|=k
R∗α˜ ⊗Xα

= µθ(I) + 2
∞∑
k=1
∑
|α|=k
µ(R∗α˜)⊗Xα
=
∞∑
k=0
∑
|α|=k
C(α) ⊗Xα =W (X1, . . . , Xn),
which proves relation (2.15). This completes the proof. 
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We recall [56] that, in the particular case when f = I, the identity on F 2(Hn), and µ is a bounded linear
functional on C∗(R1, . . . , Rn), then the Berezin transform Bµ(I, · ) coincides with the noncommutative
Poisson transform Pµ : [B(H)n]1 → B(H) associated with µ, i.e.,
(Pµ)(X1, . . . , Xn) := (µ⊗ id) [P (R,X)] , X := (X1, . . . , Xn) ∈ [B(H)
n]1,
where the Poisson kernel is given by
P (R,X) :=
∞∑
k=1
∑
|α=k
Reα ⊗X
∗
α + I +
∞∑
k=1
∑
|α=k
R∗eα ⊗Xα
and the series are convergent in the operator norm topology. In the particular case when n = 1, H = C,
X = reiθ ∈ D, and µ is a complex Borel measure on T, the Poisson transform Pµ can be identified with
the classical Poisson transform of µ, i.e.,
1
2pi
∫ pi
−pi
Pr(θ − t)dµ(t),
where Pr(θ − t) :=
1−r2
1−2r cos(θ−t)+r2 is the Poisson kernel.
Using now Theorem 1.3 and Theorem 2.3, we can deduce the following result.
Corollary 2.4. Let Θ be in H2
ball
and have the representation
Θ(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
A(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1.
Under the conditions of Theorem 2.3, the least pluriharmonic majorant ReW satisfies the relations
ReW (X1, . . . , Xn) = lim
t→1
P 1
t
X [Θ(tR1, . . . , tRn)
∗Θ(tR1, . . . , tRn)]
= (Pµθ)(X1, . . . , Xn)
=
∞∑
k=1
∑
|α|=k
D∗(α) ⊗X
∗
α +
∞∑
k=0
∑
|α|=k
D(α) ⊗Xα
for any X := (X1, . . . , Xn) ∈ [B(H)n]1, where Pµθ is the noncommutative Poisson transform of µθ and
D(α) =
∑
γ∈F+n
A(γ)A(γα), α ∈ F
+
n ,
where the convergence is in the week operator topology.
3. The unit ball of H2
ball
, geometric structure, and representations
In this section we obtain a characterization of the unit ball of H2
ball
and provide a parametrization
and concrete representations of all pluriharmonic majorants for the sub-pluriharmonic curve
ϕ(r) := Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn), r ∈ [0, 1),
where Θ is in the unit ball of H2
ball
.
We need a few notations. As in the previous section, we denote byHball(B(E ,Y)) the set of all free holo-
morphic functions on the noncommutative ball [B(H)n]1 and coefficients in B(E ,Y). Let H∞ball(B(E ,Y))
denote the set of all elements F in Hball(B(E ,Y)) such that
‖F‖∞ := sup ‖F (X1, . . . , Xn)‖ <∞,
where the supremum is taken over all n-tuples of operators (X1, . . . , Xn) ∈ [B(H)n]1, where H is an
infinite dimensional Hilbert space. Denote by H+
ball
(B(E)) the set of all free holomorphic functions f on
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the noncommutative ball [B(H)n]1 with coefficients in B(E), where E is a separable Hilbert space, such
that Re f ≥ 0. Consider the following sets:
H+1 (B(E)) :=
{
f ∈ H+
ball
(B(E)) : f(0) = I
}
and
H∞0 (B(E)) := {g ∈ H
∞
ball
(B(E)) : g(0) = 0} .
According to [57], the noncommutative Cayley transform is a bijection
C : H+1 (B(E))→ [H
∞
0 (B(E))]≤1 defined by C[f ] := g,
where g ∈ [H∞0 (B(E))]≤1 is uniquely determined by the formal power series (f˜ − 1)(1 + f˜)
−1, where f˜ is
the power series associated with f . In this case, we have
C
−1[G](X) = [I +G(X)][I −G(X)]−1, X ∈ [B(H)n]1.
We recall that if T : H → H′ is a contraction, then DT := (I − T ∗T )1/2 and DT := DTH. The first
result of this section provides a parametrization for the pluriharmonic majorants of Θ∗Θ.
Theorem 3.1. Let Θ be a free holomorphic function in the unit ball of H2
ball
(B(E ,Y)), and let F be a
free holomorphic function in Hball(B(E)) such that F (0) = I. Then
(3.1) Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn) ≤ ReF (rR1, . . . , rRn) for r ∈ [0, 1),
if and only if there exists G in the unit ball of H∞0 (B(DΓ)) such that
(3.2) F (X) =W (X) + (DΓ ⊗ I) [I +G(X)][I −G(X)]
−1 (DΓ ⊗ I) , X ∈ [B(H)
n]1,
where Γ is the symbol of Θ and W is defined by relation (2.3). Moreover, F and G uniquely determine
each other.
Proof. Let G be in the unit ball of H∞0 (B(DΓ)) and define F by relation (3.2). Due to (2.5), we have
W (0) = Γ∗Γ⊗ IH. Since G(0) = I, we deduce that
F (0) =W (0) + (DΓ ⊗ IH) [I +G(0)][I −G(0)]
−1 (DΓ ⊗ IH)
= (Γ∗Γ +D2Γ)⊗ IH = I.
According to Theorem 2.2 (see (2.7)), we have
(3.3) Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn) ≤ ReW (rR1, . . . , rRn) for r ∈ [0, 1).
Due to the properties of the noncommutative Cayley transform, we have
ReC−1[G](rR1, . . . , rRn) ≥ 0 for any r ∈ [0, 1).
Consequently, we have
ReF (rR1, . . . , rRn) = ReW (rR1, . . . , rRn) + (DΓ ⊗ I) [ReC
−1[G](rR1, . . . , rRn)] (DΓ ⊗ I)
≥ Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn)
for any r ∈ [0, 1). Therefore, F satisfies inequality (3.1).
Conversely, assume that F is a free holomorphic function with F (0) = I and satisfying relation (3.1).
According to Theorem 2.3,
ReF (rR1, . . . , rRn) ≥ ReW (rR1, . . . , rRn) for any r ∈ [0, 1).
Hence, Ψ := F −W is a free holomorphic function with positive real part and
Ψ(0) = F (0)−W (0) = (I − Γ∗Γ)⊗ IH = D
2
Γ ⊗ IH.
We claim that Ψ has a unique factorization of the form
(3.4) Ψ(X) = (DΓ ⊗ IH)Λ(X)(DΓ ⊗ IH), X ∈ [B(H)
n]1,
where Λ is a free holomorphic function with coefficients in B(DΓ) such that Λ(0) = I and ReΛ ≥ 0. To
this end, assume that Ψ has the representation Ψ(X) =
∑
α∈F+n
Q(α)⊗Xα, Q(α) ∈ B(E), with Q(0) = D
2
Γ.
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For each k ≥ 1, consider the subspace M := span {1, eα : α ∈ F+n and |α| = k}. Notice that, for each
r ∈ [0, 1), the positive operator
PE⊗M[Ψ(rR1, . . . , rRn)
∗ +Ψ(rR1, . . . , rRn)]|E⊗M
has the operator matrix representation
M(r) :=

2D2Γ [r
|α|Q(α) : |α| = k]r|α|Q(α):
|α| = k

2D
2
Γ · · · 0
...
. . .
...
0 · · · 2D2Γ

 ,
where [r|α|Q(α) : |α| = k] is the row operator with the entries r
|α|Q(α), |α| = k. The notation for the
column operator is now obvious. Taking r → 1, we deduce that M :=M(1) ≥ 0.
We recall (see [24]) that a block operator matrix
[
A B
B∗ C
]
, where A ∈ B(H), B ∈ B(G,H), and
C ∈ B(G), is positive if and only if A and C are positive and there exists a contraction T : CG → AH
satisfying B∗ = C1/2T ∗A1/2. Applying this result to the operator M , we find a contraction Z(α):
|α| = k
 : DΓ → ⊕|α|=kDΓ
such that  Q(α):
|α| = k
 =
2DΓ · · · 0... . . . ...
0 · · · 2DΓ

 Z(α):
|α| = k
DΓ
for each k ≥ 1. Hence, we have Q(α) = DΓK(α)DΓ, where K(0) = I and K(α) := 2Z(α) for any α ∈ F
+
n
with |α| = k ≥ 1. Since
∑
|α|=k Z
∗
(α)Z(α) ≤ I, we deduce that limk→∞
∥∥∥∑|α|=kK∗(α)K(α)∥∥∥ 12k ≤ 1. This
implies (see [53]) that
Λ(X1, . . . , Xn) =
∑
k=0
∑
|α|=k
K(α) ⊗Xα, (X1, . . . , Xn) ∈ [B(H)
n]1,
is a free holomorphic function on [B(H)n]1. Using the relations above, we deduce the factorization
Ψ(X) = (DΓ ⊗ IH)Λ(X)(DΓ ⊗ IH), X ∈ [B(H)n]1.
Now, since the operator Λ(rR1, . . . , rRn), r ∈ [0, 1), is acting on the Hilbert space DΓ ⊗ F 2(Hn) and
Ψ(rR1, . . . , rRn)
∗ +Ψ(rR1, . . . , rRn)
= (DΓ ⊗ IF 2(Hn))[Λ(rR1, . . . , rRn)
∗ + Λ(rR1, . . . , rRn)](DΓ ⊗ IF 2(Hn)),
we deduce that Λ(rR1, . . . , rRn)
∗ + Λ(rR1, . . . , rRn) ≥ 0 for any r ∈ [0, 1). Using the noncommutative
Poisson transform, we have ReΛ ≥ 0, which proves our claim. Due to the properties of the Cayley
transform, G := C[Λ] is in the unit ball of H∞0 (B(DΓ)). Finally, since Ψ := F − W and using the
factorization (3.4), we deduce (3.2). The fact that F and G uniquely determine each other is now obvious
since the Cayley transform is a bijection. This completes the proof. 
Corollary 3.2. Under the conditions of Theorem 3.1, there is only one F satisfying (3.1) if and only if
Γ is an isometry. In this case, F =W .
According to [53] and [56], the noncommutative Hardy space H∞ball(B(E ,Y)) can be identified to the
operator space B(E ,Y)⊗¯F∞n (the weakly closed operator space generated by the spatial tensor prod-
uct), where F∞n is the noncommutative analytic Toeplitz algebra (see [40], [39], [43]). We consider the
noncommutative Schur class
Sball(B(E ,Y)) := {G ∈ H
∞
ball(B(E ,Y)) : ‖G‖∞ ≤ 1} ,
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which can be identified to the unit ball of the operator space B(E ,Y)⊗¯F∞n . We also use the notation
S0ball(B(E ,Y)) := {G ∈ Sball(B(E ,Y)) : G(0) = 0}.
In what follows we use the notation E(n) for the direct sum of n-copies of the Hilbert space E . The
next results provides a Schur type representation for the unit ball of H2
ball
.
Theorem 3.3. Let Θ ∈ H2
ball
(B(E ,Y)) be such that ‖Θ‖2 ≤ 1, and let Γθ : E → Y ⊗ F 2(Hn) be
its symbol. Then there is a one-to-one correspondence JΘ between the noncommutative Schur class
Sball(B(DΓθ ,D
(n)
Γθ
)) and the set of all function matrices

L
M1
...
Mn
 in the noncommutative Schur class
Sball(B(E ,Y ⊕ E(n))) satisfying the equation
(3.5) Θ(X) = L(X)
[
IE⊗H −
n∑
i=1
(IE ⊗Xi)Mi(X)
]−1
for X := (X1, . . . , Xn) ∈ [B(H)
n]1.
More precisely, the map
JΘ : Sball(B(DΓθ ,D
(n)
Γθ
))→ Sball(B(E ,Y ⊕ E
(n)))
is defined by setting
JΘ
ϕ1...
ϕn
 =

L
M1
...
Mn
 ,
where L ∈ Hball(B(E ,Y)) is given by
(3.6) L(X) = 2Θ(X)[F (X) + I]−1, X ∈ [B(H)n]1,
the free holomorphic function F ∈ Hball(B(E)) is defined by
F (X) := (Γ∗θ ⊗ IH)
(
IY⊗F 2(Hn)⊗H +
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)
×
(
IY⊗F 2(Hn)⊗H −
n∑
i=1
IY ⊗ S
∗
i ⊗Xi
)−1
(Γθ ⊗ IH)
+ (DΓθ ⊗ IH)
[
I +
n∑
i=1
(IE ⊗Xi)ϕi(X)
][
I −
n∑
i=1
(IE ⊗Xi)ϕi(X)
]−1
(DΓθ ⊗ IH),
(3.7)
and M1, . . . ,Mn ∈ Hball(B(E)) are uniquely determined by the equation
(3.8) (IE ⊗X1)M1 + · · ·+ (IE ⊗Xn)Mn = [F (X)− I][F (X) + I]
−1, X := (X1, . . . , Xn) ∈ [B(H)]1.
In particular, the representation (3.5) is unique if and only if Γθ is an isometry.
Proof. Assume that Θ ∈ Hball(B(E ,Y)) and ‖Θ‖2 ≤ 1. Consider Φ :=
ϕ1...
ϕn
 in the noncommutative
Schur class Sball(B(DΓθ ,D
(n)
Γθ
)). It is easy to see that Φ ∈ Sball(B(DΓθ ,D
(n)
Γθ
)) if and only if the function
χ(X) := (IE ⊗X1)ϕ1(X) + · · ·+ (IE ⊗Xn)ϕn(X), X := (X1, . . . , Xn) ∈ [B(H)
n]1,
is in S0
ball
(B(DΓθ ,DΓθ )). Since[
I +
n∑
i=1
(IE ⊗Xi)ϕi(X)
] [
I −
n∑
i=1
(IE ⊗Xi)ϕi(X)
]−1
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is the noncommutative Cayley transform of χ, it makes sense to define F by relation (3.7). According to
Theorem 3.1, F ∈ Hball(B(E) has the properties F (0) = I, ReF ≥ 0, and
(3.9) Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn) ≤ ReF (rR1, . . . , rRn) for r ∈ [0, 1).
Since F ∈ H+1 (B(E)), the noncommutative Cayley transform of F , i.e., C[F ] := (F − I)(F + I)
−1, is in
H∞0 (B(E)) and ‖C[F ]‖∞ ≤ 1. Consequently, there are some uniqueM1, . . . ,Mn ∈ Hball(B(E)) such that
C[F ](X) = (IE ⊗X1)M1(X) + · · ·+ (IE ⊗Xn)Mn(X), X := (X1, . . . , Xn) ∈ [B(H)]1.
Since ‖C[F ]‖∞ ≤ 1, we deduce that ‖
∑n
i=1(IE ⊗ rSi)Mi(rS1, . . . , rSn)‖ ≤ 1 for r ∈ [0, 1). Taking into
account that S1, . . . , Sn are isometries with orthogonal ranges, we obtain the inequality
n∑
i=1
r2Mi(rS1, . . . , rSn)
∗Mi(rS1, . . . , rSn) ≤ I.
Hence, we deduce that ∥∥∥∥∥∥∥
M1...
Mn

∥∥∥∥∥∥∥
∞
= lim
r→1
∥∥∥∥∥∥∥
M1(rS1, . . . , rSn)...
Mn(rS1, . . . , rSn)

∥∥∥∥∥∥∥ ≤ 1,
which shows that
M1...
Mn
 in is the noncommutative Schur class Sball(B(E , E(n))). Now, consider the free
holomorphic function
(3.10) Ψ(X) := (IE ⊗X1)M1(X) + · · ·+ (IE ⊗Xn)Mn(X), X := (X1, . . . , Xn) ∈ [B(H)]1,
and notice that
I −Ψ = I − C[F ](X)
= [(F + I)− (F − I)](F + I)−1
= 2(F + I)−1.
(3.11)
Hence, and defining L by relation (3.6), we deduce that L = Θ(I−Ψ). Consequently, L ∈ Hball(B(E ,Y))
and
Θ(X) = L(X)
[
IE⊗H −
n∑
i=1
(IE ⊗Xi)Mi(X)
]−1
for X := (X1, . . . , Xn) ∈ [B(H)
n]1.
Therefore, relation (3.5) holds. Now we show that

L
M1
...
Mn
 is in the Schur class Sball(B(E ,Y ⊕ E(n))).
Since F is the inverse Cayley transform of Ψ, i.e., F = (I +Ψ)(I −Ψ)−1, for any r ∈ [0, 1), we have
ReF (rR1, . . . rRn)
=
1
2
[
(I −Ψ(rR1, . . . rRn)
∗)−1(I +Ψ(rR1, . . . rRn)
∗ + (I +Ψ(rR1, . . . rRn))(I −Ψ(rR1, . . . rRn))
−1
]
=
1
2
(I −Ψ(rR1, . . . rRn)
∗)−1 [(I +Ψ(rR1, . . . rRn)
∗)(I −Ψ(rR1, . . . rRn))
+ (I −Ψ(rR1, . . . rRn)
∗)(I +Ψ(rR1, . . . rRn))] (I −Ψ(rR1, . . . rRn))
−1
= (I −Ψ(rR1, . . . rRn)
∗)−1[I −Ψ(rR1, . . . rRn)
∗Ψ(rR1, . . . rRn)](I −Ψ(rR1, . . . rRn))
−1.
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Hence, and using relations (3.5), (3.9), and (3.10), we obtain
(I −Ψ(rR1, . . . rRn)
∗)−1L(rR1, . . . , rRn)
∗L(rR1, . . . , rRn)(I −Ψ(rR1, . . . rRn))
−1
= Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn)
≤ ReF (rR1, . . . , rRn)
= (I −Ψ(rR1, . . . rRn)
∗)−1[(I −Ψ(rR1, . . . rRn)
∗Ψ(rR1, . . . rRn)](I −Ψ(rR1, . . . rRn))
−1
for any r ∈ [0, 1). Consequently, we deduce that
Ψ(rR1, . . . rRn)
∗Ψ(rR1, . . . rRn) + L(rR1, . . . , rRn)
∗L(rR1, . . . , rRn) ≤ I
for any r ∈ [0, 1). Due to relation (3.10), we have
Ψ(rR1, . . . rRn)
∗Ψ(rR1, . . . rRn) =
n∑
i=1
r2Mi(rR1, . . . , rRn)
∗Mi(rR1, . . . , rRn) for r ∈ [0, 1).
Combining these relations, we deduce that
(3.12) r2
n∑
i=1
‖Mi(rR1, . . . , rRn)x‖
2 + ‖L(rR1, . . . , rRn)x‖
2 ≤ ‖x‖2
for any x ∈ E ⊗ F 2(Hn) and any r ∈ [0, 1). Remember that H∞ball(B(N ,M)) can be identified to
the operator space B(N ,M)⊗¯R∞n for any Hilbert spaces N and M. In particular, since L and Mi are
bounded free holomorphic functions, according to [56], there exist M˜i ∈ B(E)⊗¯R∞n and L˜ ∈ B(E ,Y)⊗¯R
∞
n
such that
M˜i = SOT- lim
r→1
Mi(rR1, . . . , rRn) and
L˜ = SOT- lim
r→1
L(rR1, . . . , rRn).
Passing to the limit in (3.12), we obtain
∑n
i=1 ‖M˜ix‖
2+‖L˜x‖2 ≤ ‖x‖2 for any x ∈ E⊗F 2(Hn). Therefore,
L˜
M˜1
...
M˜n
 is a contraction in B(E ,Y ⊕E(n))⊗¯R∞n , which shows that

L
M1
...
Mn
 is in the noncommutative Schur
class Sball(B(E ,Y ⊕ E(n))). We remark that
ϕ1...
ϕn
 and F uniquely determine each other by Theorem
3.1. On the other hand, F and
M1...
Mn
 uniquely determine each other via the noncommutative Cayley
transform. Therefore, Jθ is a one-to-one mapping. Now, let us prove the surjectivity of the correspondence
Jθ. Let

L
M1
...
Mn
 be in the Schur class Sball(B(E ,Y ⊕ E(n))) such that relation (3.5) holds. Therefore, we
have
(3.13) L(rR1, . . . , rRn)
∗L(rR1, . . . , rRn) +
n∑
i=1
Mi(rR1, . . . , rRn)
∗Mi(rR1, . . . , rRn) ≤ I.
Hence
M1...
Mn
 is in Sball(B(E , E(n))), which implies that the free holomorphic function
Ψ(X) := (IE ⊗X1)M1(X) + · · ·+ (IE ⊗Xn)Mn(X), X := (X1, . . . , Xn) ∈ [B(H)]1,
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is in S0
ball
(B(E)). Let F be the inverse Cayley transform of Ψ. Then ReF ≥ 0, F (0) = I, and, due to
relations (3.5) and (3.13), we have
Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn)
= (I −Ψ(rR1, . . . rRn)
∗)−1L(rR1, . . . , rRn)
∗L(rR1, . . . , rRn)(I −Ψ(rR1, . . . rRn))
−1
≤ (I −Ψ(rR1, . . . rRn)
∗)−1[(I −Ψ(rR1, . . . rRn)
∗Ψ(rR1, . . . rRn)](I −Ψ(rR1, . . . rRn))
−1
= ReF (rR1, . . . rRn)
for any r ∈ [0, 1). The latter equality was proved before, using the fact that F is the inverse Cayley
transform of Ψ. In particular, since F (0) = I, we can use the inequality above to deduce that
‖Θ(rR1, . . . , rRn)(h⊗ 1)‖
2 ≤ 〈F (0)(h⊗ 1), h⊗ 1〉 = ‖h‖2
for any h ∈ E and r ∈ [0, 1). Hence ‖Θ‖2 ≤ 1. Moreover, since
Θ(rR1, . . . , rRn)
∗Θ(rR1, . . . , rRn) ≤ ReF (rR1, . . . rRn), r ∈ [0, 1),
we can apply Theorem 3.1 to show that F has the form (3.7) for some
ϕ1...
ϕn
 in Sball(B(DΓθ ,D(n)Γθ )).
Now, since F is the inverse Cayley transform of Ψ we have Ψ = (F − I)(F + I)−1. Notice also that due
to relations (3.5) and (3.11), we deduce that
L(X) = 2Θ(X)[F (X) + I]−1, X ∈ [B(H)n]1.
Therefore, JΘ
ϕ1...
ϕn
 =

L
M1
...
Mn
. Finally, the representation (3.5) is unique if and only if DΓθ = 0, i.e., Γθ
is an isometry. The proof is complete. 
A closer look at the proof of Theorem 3.3 reveals that we have also proved the following result.
Corollary 3.4. Let Θ : [B(H)n]1 → B(E ,Y) ⊗min B(H) be a function. Then Θ is a free holomorphic
function in H2
ball
(B(E ,Y)) with ‖Θ‖2 ≤ 1 if and only if it has a representation
Θ(X) = L(X)
[
IE⊗H −
n∑
i=1
(IE ⊗Xi)Mi(X)
]−1
for X := (X1, . . . , Xn) ∈ [B(H)
n]1,
where

L
M1
...
Mn
 is in the noncommutative Schur class Sball(B(E ,Y ⊕ E(n))).
4. All solutions of the generalized noncommutative commutant lifting problem
We introduce a generalized noncommutative commutant lifting (GNCL) problem, which extends to
a multivariable setting several lifting problems including the classical Sz.-Nagy–Foias¸ commutant lifting
and the extensions obtained by Treil-Volberg, Foias¸-Frazho-Kaashoek, and Biswas-Foias¸-Frazho, as well
as their multivariable noncommutative versions.
We solve the GNCL problem and, using the results regarding sub-pluriharmonic functions and free
pluriharmonic majorants on noncommutative balls, we provide a complete description of all solutions. In
particular, we obtain a concrete Schur type description of all solutions in the noncommutative commutant
lifting theorem.
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An n-tuple T := (T1, . . . , Tn) of bounded linear operators acting on a common Hilbert space H is
called contractive (or row contraction) if
T1T
∗
1 + · · ·+ TnT
∗
n ≤ IH.
The defect operators associated with T are
∆T∗ :=
(
IH −
n∑
i=1
TiT
∗
i
)1/2
∈ B(H) and ∆T :=
(
[δijIH − T
∗
i Tj ]n×n
)1/2
∈ B(H(n)),
while the defect spaces of T are D∗ = DT∗ := ∆T∗H and D = DT := ∆TH(n), where H
(n) := ⊕ni=1H
denotes the direct sum of n copies of H. We say that an n-tuple V := (V1, . . . , Vn) of isometries on a
Hilbert space K ⊃ H is a minimal isometric dilation of T if the following properties are satisfied:
(i) V1V
∗
1 + · · ·+ VnV
∗
n ≤ IK;
(ii) V ∗i |H = T
∗
i , i = 1, . . . , n;
(iii) K =
∨
α∈F+n
VαH.
The isometric dilation theorem for row contractions [37] asserts that every row contraction T has a
minimal isometric dilation V , which is uniquely determined up to an isomorphism. Let ∆i : H →
D⊗ F 2(Hn) be defined by
∆ih := [∆T ( 0, . . . , 0,︸ ︷︷ ︸
i− 1 times
h, 0, . . . , 0)⊗ 1]⊕ 0⊕ 0 · · · .
Consider the Hilbert space K := H ⊕ (D ⊗ F 2(Hn)) and embed H and D in K in the natural way. For
each i = 1, . . . , n, define the operator Vi : K → K by
(4.1) Vi(h⊕ (ξ ⊗ d)) := Tih⊕ [∆ih+ (ID ⊗ Si)(ξ ⊗ d)]
for any h ∈ H, ξ ∈ F 2(Hn) , d ∈ D, where S1, . . . , Sn are the left creation operators on the full Fock
space F 2(Hn). The n-tuple V := (V1, . . . , Vn) is a realization of the minimal isometric dilation of T . Note
that
(4.2) Vi =
[
Ti 0
∆i ID ⊗ Si
]
with respect to the decomposition K = H⊕ [D ⊗ F 2(Hn)].
Let us introduce our generalized noncommutative commutant lifting (GNCL) problem.
A lifting data set {A, T, V, C,Q} for the GNCL problem is defined as follows. Let T := (T1, . . . , Tn),
Ti ∈ B(H), be a row contraction and let V := (V1, . . . , Vn), Vi ∈ B(K), be the minimal isometric
dilation of T on a Hilbert space K ⊃ H given by (4.2). Let Q := (Q1, . . . , Qn), Qi ∈ B(Gi,X ), and
C := (C1, . . . , Cn), Ci ∈ B(Gi,X ), be such that
(4.3) [δijC
∗
i Cj ]n×n ≤ [Q
∗
iQj ]n×n .
Let A ∈ B(X ,H) be a contraction such that
(4.4) TiACi = AQi, i = 1, . . . , n.
We say that B is a contractive interpolant for A with respect to {A, T, V, C,Q} if B ∈ B(X ,K) is a
contraction satisfying the conditions
PHB = A and ViBCi = BQi, i = 1, . . . , n,
where PH is the orthogonal projection from K onto H.
The GNCL problem is to find contractive interpolats B of A with respect to the data set
{A, T, V, C,Q}.
Note that B satisfies relation PHB = A if and only if it has a matrix decomposition
(4.5) B =
[
A
ΓDA
]
: X → H⊕ [D ⊗ F 2(Hn)],
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where Γ : DA → D⊗F 2(Hn) is a contraction. Here DA := (IX −A∗A)1/2 and DA := DAX . We mention
that B and Γ determine each other uniquely. Note that B satisfies the equations ViBCi = BQi for
i = 1, . . . , n, if and only if[
Ti 0
∆i ID ⊗ Si
] [
A
ΓDA
]
Ci =
[
A
ΓDA
]
Qi, i = 1, . . . , n,
which, due to relation (4.4), is equivalent to
(4.6) ∆iACi + (ID ⊗ Si)ΓDACi = ΓDAQi, i = 1, . . . , n.
Therefore, the GNCL problem is equivalent to finding contractions Γ : DA → D ⊗ F 2(Hn) such that
relation (4.6) holds. Using relations (4.3) and (4.4), we deduce that∥∥∥∥∥
n∑
i=1
DAQiyi
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
Qiyi
∥∥∥∥∥
2
−
∥∥∥∥∥
n∑
i=1
AQiyi
∥∥∥∥∥
2
≥
n∑
i=1
‖Ciyi‖
2 −
∥∥∥∥∥
n∑
i=1
TiAQiyi
∥∥∥∥∥
2
=
n∑
i=1
‖ACiyi‖
2 −
∥∥∥∥∥
n∑
i=1
TiAQiyi
∥∥∥∥∥
2
+
n∑
i=1
‖Ciyi‖
2 −
∥∥∥∥∥
n∑
i=1
ACiyi
∥∥∥∥∥
2
= ‖∆T (⊕
n
i=1ACiyi)‖
2
+
n∑
i=1
‖DACiyi‖
2
for any yi ∈ Gi, i = 1, . . . , n. Consider the subspace F ⊂ DA given by
(4.7) F :=
{
n∑
i=1
DAQiyi : yi ∈ Gi, i = 1, . . . , n
}−
.
Due to the estimations above, we can introduce the operator Ω : F → D⊕D
(n)
A by Ω :=
[
Ω1
Ω2
]
, where Ω1
and Ω2 are defined as follows:
Ω1 : F → D, Ω1
(
n∑
i=1
DAQiyi
)
:= ∆T (⊕
n
i=1ACiyi) and
Ω2 : F → ⊕
n
i=1DA, Ω2
(
n∑
i=1
DAQiyi
)
:= ⊕ni=1DACiyi.
(4.8)
Consequently, Ω is a contraction. We remark that Ω is an isometry if and only if we have equality in
(4.3). Now, notice that
n∑
i=1
∆i(ACiyi) = ∆T (⊕
n
i=1ACiyi)⊗ 1, yi ∈ Gi.
It is clear that relation (4.6) is equivalent to
(4.9) ∆T (⊕
n
i=1ACiyi)⊗ 1 +
n∑
i=1
(ID ⊗ Si)ΓDACiyi =
n∑
i=1
ΓDAQiyi, yi ∈ Gi,
which is equivalent to
Ω1
(
n∑
i=1
DAQiyi
)
⊗ 1 + [ID ⊗ S1, . . . , ID ⊗ Sn] (⊕
n
i=1Γ)Ω2
(
n∑
i=1
DAQiyi
)
= Γ
(
n∑
i=1
DAQiyi
)
.
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Therefore, we have
(4.10) EDΩ1 + [ID ⊗ S1, . . . , ID ⊗ Sn]
ΓP1...
ΓPn
Ω2 = Γ|F ,
where ED : D → D⊗F 2(Hn) is defined by EDy = y⊗ 1 and Pj : D
(n)
A → DA is the orthogonal projection
of D
(n)
A onto its j-th coordinate.
Let B be a fixed solution of the GNCL problem and let Γ : DA → D ⊗ F 2(Hn) be the unique
contraction determined by B (see (4.5)). Since relation (4.6) holds and S1, . . . , Sn are isometries with
orthogonal ranges, we deduce that∥∥∥∥∥
n∑
i=1
DΓDAQiyi
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
DAQiyi
∥∥∥∥∥
2
−
∥∥∥∥∥
n∑
i=1
ΓDAQiyi
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
DAQiyi
∥∥∥∥∥
2
−
∥∥∥∥∥
n∑
i=1
∆iACiyi
∥∥∥∥∥
2
−
∥∥∥∥∥
n∑
i=1
(ID ⊗ Si)ΓDACiyi
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
DAQiyi
∥∥∥∥∥
2
− ‖∆T (⊕
n
i=1ACiyi)‖
2 −
n∑
i=1
‖ΓDACiyi‖
2
=
n∑
i=1
‖DΓDACiyi‖
2
+
∥∥∥∥∥
n∑
i=1
DAQiyi
∥∥∥∥∥
2
− ‖∆T (⊕
n
i=1ACiyi)‖
2 −
n∑
i=1
‖DACiyi‖
2
=
n∑
i=1
‖DΓDACiyi‖
2
+
∥∥∥∥∥
n∑
i=1
DAQiyi
∥∥∥∥∥
2
−
∥∥∥∥∥Ω
(
n∑
i=1
DAQiyi
)∥∥∥∥∥
2
=
n∑
i=1
‖DΓDACiyi‖
2 +
∥∥∥∥∥DΩDA
(
n∑
i=1
Qiyi
)∥∥∥∥∥
2
≥
n∑
i=1
‖DΓDACiyi‖
2
for any yi ∈ Gi, i = 1, . . . , n. Therefore,∥∥∥∥∥
n∑
i=1
DΓDAQiyi
∥∥∥∥∥ ≥
(
n∑
i=1
‖DΓDACiyi‖
2
)1/2
, yi ∈ Gi,
where the equality holds if and only if Ω is an isometry. Consequently, we can define a contraction
Λ : FΓ := DΓF → D
(n)
Γ by setting
(4.11) Λ
(
n∑
i=1
DΓDAQiyi
)
:= ⊕ni=1(DΓDACiyi), yi ∈ Gi.
Using the definition of Ω2, we deduce that
(4.12) ΛDΓx = (⊕
n
i=1DΓ)Ω2x, x ∈ F .
We remark that Λ is an isometry if and only if Ω is an isometry.
We introduce the noncommutative Schur class SΛ
ball
(B(DΓ,D
(n)
Γ )) of all bounded free holomorphic
functions Φ ∈ H∞
ball
(B(DΓ,D
(n)
Γ )) with ‖Φ‖∞ ≤ 1 such that C|FΓ = Λ. More precisely, if C has
the representation Φ(X1, . . . , Xn) =
∑
α∈F+n
C(α) ⊗ Xα for some coefficients C(α) ∈ B(DΓ,D
(n)
Γ ), the
latter condition means C(0)|FΓ = Λ and Cα)|FΓ = 0 if |α| ≥ 1. Equivalently, Φ(rR1, . . . , rRn)|FΓ⊗1 =
(Λ⊗ IF 2(Hn))|FΓ⊗1, i.e.,
(4.13) Φ(rR1, . . . , rRn)(x⊗ 1) = Λx⊗ 1
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for any x ∈ FΓ and r ∈ [0, 1). Moreover, notice also that the latter condition is equivalent to Φ˜|FΓ⊗F 2(Hn) =
Λ⊗ IF 2(Hn), where Φ˜ is the boundary function of Φ.
We remark that the set SΛ
ball
(DΓ,D
(n)
Γ ) is nonempty. Indeed, we can take C = ΛPFΓ ⊗ I, where PFΓ
is the orthogonal projection of DΓ onto FΓ.
We say that a bounded free holomorphic function Ψ ∈ H∞
ball
(B(DA,D ⊕ D
(n)
A )) is a Schur function
associated with the data set {A, T, V, C,Q} if ‖Ψ‖∞ ≤ 1 such that Ψ|F = Ω. Equivalently,
(4.14) ‖Ψ(rR1, . . . , rRn)‖ ≤ 1 and Ψ(rR1, . . . , rRn)(y ⊗ 1) = Ωy ⊗ 1
for any r ∈ [0, 1) and y ∈ F . We denote by SΩ
ball
(B(DA,D⊕D
(n)
A )) the set of all Schur functions associated
with the data set {A, T, V, C,Q}.
Let B be a solution of the GNCL problem with the data set {A, T, V, C,Q} and consider the contrac-
tion Γ : DA → D ⊗ F 2(Hn) uniquely determined by B (see (4.5)). Let Θ ∈ H2ball(B(DA,D)) be the free
holomorphic function with symbol Γ. Define the map
JΓ : Sball(B(DΓ,D
(n)
Γ ))→ Sball(B(DA,D ⊕D
(n)
A ))
by setting
(4.15) JΓ
ϕ1...
ϕn
 :=

L
M1
...
Mn
 ,
where L ∈ Hball(B(DA,D)) is given by
(4.16) L(Z) := 2Θ(Z)[F (Z) + I]−1, Z ∈ [B(Z)n]1,
the free holomorphic function F ∈ Hball(B(DA)) is defined by
F (Z) := (Γ∗ ⊗ IZ)
(
ID⊗F 2(Hn)⊗Z +
n∑
i=1
ID ⊗ S
∗
i ⊗ Zi
)
×
(
ID⊗F 2(Hn)⊗Z −
n∑
i=1
ID ⊗ S
∗
i ⊗ Zi
)−1
(Γ⊗ IZ)
+ (DΓ ⊗ IZ)
[
I +
n∑
i=1
(IDA ⊗ Zi)ϕi(Z)
][
I −
n∑
i=1
(IDA ⊗ Zi)ϕi(Z)
]−1
(DΓ ⊗ IZ),
(4.17)
and M1, . . . ,Mn ∈ Hball(B(DA)) are uniquely determined by the equation
(4.18) (IDA ⊗ Z1)M1(Z) + · · ·+ (IDA ⊗ Zn)Mn(Z) = [F (Z)− I][F (Z) + I]
−1
for any Z := (Z1, . . . , Zn) ∈ [B(Z)n]1. Here Z is an infinite dimensional Hilbert space.
In what follows we need the following lemma, which is the core of the main result of this section.
Lemma 4.1. Let {A, T, V, C,Q} be a data set for the GNCL problem. Let Γ : DA → D ⊗ F 2(Hn) be a
contraction and let Φ :=
ϕ1...
ϕn
 be in Sball(B(DΓ,D(n)Γ )). Define Ψ :=

L
M1
...
Mn
 by relations (4.16), (4.17),
and (4.18). Then the following statements hold:
(i) If Γ satisfies relation (4.6), then the free holomorphic function M :=
M1...
Mn
 has the property that
M |F = Ω2 if and only if Φ ∈ SΛball(B(DΓ,D
(n)
Γ ));
(ii) Ψ is in SΩ
ball
(B(DA,D ⊕D
(n)
A )) if and only if Γ satisfies (4.6) and Φ is in S
Λ
ball
(B(DΓ,D
(n)
Γ )).
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Proof. Let Θ ∈ H2
ball
(B(DA,D)) be the free holomorphic function with symbol Γ. Due to relation (4.17),
we have
F (Z) = Γ∗Γ⊗ IZ + 2(Γ
∗ ⊗ IZ)
(
ID⊗F 2(Hn)⊗Z −
n∑
i=1
ID ⊗ S
∗
i ⊗ Zi
)−1( n∑
i=1
ID ⊗ S
∗
i ⊗ Zi
)
(Γ⊗ IZ)
+D2Γ ⊗ IZ + 2(DΓ ⊗ IZ)
[
I −
n∑
i=1
(IDA ⊗ Zi)ϕi(Z)
]−1 [ n∑
i=1
(IDA ⊗ Zi)ϕi(Z)
]
(DΓ ⊗ IZ)
for any Z := (Z1, . . . , Zn) ∈ [B(Z)n]1. Since Γ∗Γ +D2Γ = I, we deduce that
F (Z)− I = 2(Γ∗ ⊗ IZ)
(
ID⊗F 2(Hn)⊗Z −
n∑
i=1
ID ⊗ S
∗
i ⊗ Zi
)−1( n∑
i=1
ID ⊗ S
∗
i ⊗ Zi
)
(Γ⊗ IH)
+ 2(DΓ ⊗ IH)
[
I −
n∑
i=1
(IDA ⊗ Zi)ϕi(Z)
]−1 [ n∑
i=1
(IDA ⊗ Zi)ϕi(Z)
]
(DΓ ⊗ IZ)
(4.19)
for any Z := (Z1, . . . , Zn) ∈ [B(Z)
n]1. Similarly, we obtain
F (Z) + I = 2(Γ∗ ⊗ IZ)
(
ID⊗F 2(Hn)⊗Z −
n∑
i=1
ID ⊗ S
∗
i ⊗ Zi
)−1
(Γ⊗ IZ)
+ 2(DΓ ⊗ IZ)
[
I −
n∑
i=1
(IDA ⊗ Zi)ϕi(Z)
]−1
(DΓ ⊗ IZ )
(4.20)
for any Z := (Z1, . . . , Zn) ∈ [B(Z)n]1.
Now, assume that Γ satisfies relation (4.10) (which is equivalent to (4.6)). Let us show that M :=M1...
Mn
 has the property that M |F = Ω2 if and only if Φ ∈ SΛball(B(DΓ,D(n)Γ )). Let x ∈ F and r ∈ [0, 1).
Since S1, . . . , Sn are isometries with orthogonal ranges, relation (4.10) implies(
n∑
i=1
ID ⊗ S
∗
i ⊗ rRi
)
(Γ⊗ IF 2(Hn))(x ⊗ 1)
=
n∑
i=1
(ID ⊗ S∗i )
EDΩ1x+ [ID ⊗ S1, . . . , ID ⊗ Sn]
ΓP1...
ΓPn
Ω2x
 ⊗ rei

=
n∑
i=1
(ΓPiΩ2x⊗ rei) = (Γ⊗ IF 2(Hn))
n∑
i=1
(PiΩ2x⊗ rei).
Using relation (4.19), we have F (rR1, . . . , rRn)− I = Ar +Br, r ∈ [0, 1), where rR := (rR1, . . . , rRn),
Ar := 2(Γ
∗ ⊗ IF 2(Hn))
(
ID⊗F 2(Hn)⊗H −
n∑
i=1
ID ⊗ S
∗
i ⊗ rRi
)−1( n∑
i=1
ID ⊗ S
∗
i ⊗ rRi
)
(Γ⊗ IF 2(Hn)), and
Br := 2(DΓ ⊗ IF 2(Hn))
[
I −
n∑
i=1
(IDA ⊗ rRi)ϕi(rR)
]−1 [ n∑
i=1
(IDA ⊗ rRi)ϕi(rR)
]
(DΓ ⊗ IF 2(Hn)).
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Taking into account the above calculations, we deduce that
[F (rR1, . . . , rRn)− I](x⊗ 1)
= 2(Γ∗ ⊗ IF 2(Hn))
(
ID⊗F 2(Hn)⊗H −
n∑
i=1
ID ⊗ S
∗
i ⊗ rRi
)−1
(Γ⊗ IF 2(Hn))
n∑
i=1
(PiΩ2x⊗ rei)
+Br(x⊗ 1)
for x ∈ F . Hence and due to (4.20), we obtain
[F (rR1, . . . , rRn)− I](x⊗ 1)
= [F (rR1, . . . , rRn) + I]
n∑
i=1
(PiΩ2x⊗ rei)
− 2(DΓ ⊗ IF 2(Hn))
[
I −
n∑
i=1
(IDA ⊗ rRi)ϕi(rR)
]−1
(DΓ ⊗ IF 2(Hn))
n∑
i=1
(PiΩ2x⊗ rei) +Br(x⊗ 1)
= [F (rR1, . . . , rRn) + I]
n∑
i=1
(PiΩ2x⊗ rei) + 2(DΓ ⊗ IF 2(Hn))
[
I −
n∑
i=1
(IDA ⊗ rRi)ϕi(rR)
]−1
χr,
where
χr :=
n∑
i=1
(IDA ⊗ rRi)ϕi(rR)(DΓ ⊗ IF 2(Hn))(x⊗ 1)− (DΓ ⊗ IF 2(Hn))
n∑
i=1
(PiΩ2x⊗ rei).
Consequently, we have
[F (rR1, . . . , rRn) + I]
−1[F (rR1, . . . , rRn)− I](x⊗ 1)
=
n∑
i=1
(PiΩ2x⊗ rei) + 2[F (rR1, . . . , rRn) + I]
−1(DΓ ⊗ IF 2(Hn))
×
[
I −
n∑
i=1
(IDA ⊗ rRi)ϕi(rR)
]−1
χr.
(4.21)
If Φ ∈ SΛ
ball
(B(DΓ,D
(n)
Γ )), then due to relation (4.13), we have
Φ(rR1, . . . , rRn)(y ⊗ 1) = Λy ⊗ 1
for any y ∈ FΓ and r ∈ [0, 1). Using the definition of FΓ and relations (4.11), (4.12), we deduce that, for
any x ∈ F ,
ϕj(rR1, . . . , rRn)(DΓx⊗ 1) = (Pj ⊗ IF 2(Hn))Φ(rR1, . . . , rRn)(DΓx⊗ 1)
= (Pj ⊗ IF 2(Hn))(ΛDΓx⊗ 1)
= Pj (⊕
n
i=1DΓ)Ω2x⊗ 1
= DΓPjΩ2x⊗ 1
for any x ∈ F . Now, it is clear that χr = 0. Due to relation (4.21), we have
[F (rR1, . . . , rRn) + I]
−1[F (rR1, . . . , rRn)− I](x⊗ 1) =
n∑
i=1
(PiΩ2x⊗ rei).
Hence and using (4.18), we have
Mj(rR1, . . . , rRn)(x ⊗ 1) =
1
r
(IDA ⊗R
∗
j )[F (rR1, . . . , rRn) + I]
−1[F (rR1, . . . , rRn)− I](x ⊗ 1)
= PjΩ2x⊗ 1
for any x ∈ F and j = 1, . . . , n. Consequently, M(rR1, . . . , rRn)(x ⊗ 1) = Ω2x ⊗ 1 for any x ∈ F , i.e.,
M |F = Ω2.
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Conversely, if M |F = Ω2, then, due to relation (4.18), we have
[F (rR1, . . . , rRn) + I]
−1[F (rR1, . . . , rRn)− I](x⊗ 1) =
n∑
i=1
PjΩ2x⊗ rei.
Using relation (4.21), we obtain
2[F (rR1, . . . , rRn) + I]
−1(DΓ ⊗ IF 2(Hn))
[
I −
n∑
i=1
(IDA ⊗ rRi)ϕi(rR)
]−1
χr = 0.
Since χr has the range in DΓ ⊗ F 2(Hn), the operator I −
∑n
i=1(IDA ⊗ rRi)ϕi(rR) in invertible on the
Hilbert space DΓ ⊗ F 2(Hn), and DΓ ⊗ IF 2(Hn) is one-to-one on DΓ ⊗ F
2(Hn), we deduce that χr = 0.
Consequently, we have
n∑
i=1
(IDΓ ⊗ rRi) [ϕi(rR1, . . . , rRn)(DΓx⊗ 1)−DΓPiΩ2x⊗ 1] = 0, x ∈ F .
Since R1, . . . , Rn are isometries with orthogonal ranges, we deduce that
ϕi(rR1, . . . , rRn)(DΓx⊗ 1) = DΓPiΩ2x⊗ 1, i = 1, . . . , n,
for any x ∈ F . On the other hand, due to (4.11) and (4.12), we have
DΓPjΩ2x⊗ 1 = (Pj ⊗ IF 2(Hn))(ΛDΓx⊗ 1), i = 1, . . . , n.
Combining these relations, we deduce that Φ(rR1, . . . , rRn)(y⊗1) = Λy⊗1 for any y ∈ FΓ and r ∈ [0, 1).
Therefore, Φ ∈ SΛ
ball
(B(DΓ,D
(n)
Γ )), which proves part (i).
Assume now that Γ satisfies (4.6) and Φ :=
ϕ1...
ϕn
 is in SΛball(B(DΓ,D(n)Γ )). The result of part (i)
shows that M :=
M1...
Mn
 has the property that M |F = Ω2. In what follows we will use the fact that
JΓ
ϕ1...
ϕn
 =

L
M1
...
Mn
 and that relations (4.16), (4.17), and (4.18) hold. First, notice that (4.18) implies
I −
n∑
i=1
(IDA ⊗ rRi)Mi(rR1, . . . , rRn) = I − [F (rR1, . . . , rRn)− I][F (rR1, . . . , rRn) + I]
−1
= 2[F (rR1, . . . , rRn) + I]
−1
for any r ∈ [0, 1). Hence and using relation (4.16), we get
L(rR1, . . . , rRn) = 2Θ(rR1, . . . , rRn)[F (rR1, . . . , rRn) + I]
−1
= Θ(rR1, . . . , rRn)
[
I −
n∑
i=1
(IDA ⊗ rRi)Mi(rR1, . . . , rRn)
]
.
(4.22)
Therefore, since M |F = Ω2, we have
L(rR1, . . . , rRn)(x ⊗ 1)
= Θ(rR1, . . . , rRn)(x ⊗ 1)−Θ(rR1, . . . , rRn)
n∑
i=1
(IDA ⊗ rRi)Mi(rR1, . . . , rRn)(x ⊗ 1)
= Θ(rR1, . . . , rRn)(x ⊗ 1)−Θ(rR1, . . . , rRn)
n∑
i=1
(PiΩ2x⊗ rei)
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for any x ∈ F . Since L is a bounded free holomorphic function, L˜ := SOT- limr→1 L(rR) exists and it is
in the operator space B(DA,D)⊗¯R
∞
n . Taking r → 1 in the relation above and using (4.10), we obtain
L(rR1, . . . , rRn)(x⊗ 1) = Γx− lim
r→1
Θ(rR1, . . . , rRn)
n∑
i=1
(PiΩ2x⊗ rei)
= Ω1x⊗ 1 +
n∑
i=1
(ID ⊗ Si)ΓPiΩ2x− lim
r→1
Θ(rR1, . . . , rRn)
n∑
i=1
(PiΩ2x⊗ rei).
Now, assume that Θ has the representation Θ(Z1, . . . , Zn) =
∑∞
k=0
∑
|α|=k A(α) ⊗ Zα on [B(Z)
n]1, with∑
α∈F+n
A∗(α)A(α) ≤ I. Then Γy =
∑
α∈F+n
A(α)y ⊗ eα˜, y ∈ DA, and
n∑
i=1
(ID ⊗ Si)ΓPiΩ2x =
∑
α∈F+n
A(α)PiΩ2x⊗ egiα˜, x ∈ F .
On the other hand, we have
Θ(rR1, . . . , rRn)
(
n∑
i=1
(PiΩ2x⊗ rei)
)
=
n∑
i=1
∑
α∈F+n
A(α)PiΩ2x⊗ r
|α|+1egiα˜.
Consequently,
(4.23) lim
r→1
Θ(rR1, . . . , rRn)
(
n∑
i=1
(PiΩ2x⊗ rei)
)
=
n∑
i=1
(ID ⊗ Si)ΓPiΩ2x.
Hence, L˜(x⊗ 1) = Ω1x⊗ 1 for x ∈ F , which implies L|F = Ω1.
Conversely, assume that Ψ :=

L
M1
...
Mn
 is in SΩball(B(DA,D⊕D(n)A )) and letM :=
M1...
Mn
. Then we have
L(rR1, . . . , rRn)(y ⊗ 1) = Ω1y ⊗ 1, y ∈ F , and
M(rR1, . . . , rRn)(y ⊗ 1) = Ω2y ⊗ 1, y ∈ F .
Due to relation (4.22), we deduce that
Ω1y ⊗ 1 = L(rR1, . . . , rRn)(y ⊗ 1)
= Θ(rR1, . . . , rRn)(y ⊗ 1)−Θ(rR1, . . . , rRn)
n∑
i=1
(IDA ⊗ rRi)Mi(rR1, . . . rRn)(y ⊗ 1)
= Θ(rR1, . . . , rRn)(y ⊗ 1)−Θ(rR1, . . . , rRn)
n∑
i=1
(IDA ⊗ rRi)(PiΩ2y ⊗ 1)
for any y ∈ F . As before (see (4.23)), taking r → 1, we get
Ω1y ⊗ 1 = Γy −
n∑
i=1
(IDA ⊗ rRi)(PiΩ2y ⊗ 1), y ∈ F ,
which shows that Γ satisfies relation (4.10). Hence, and using part (i), we deduce that Φ ∈ SΛ
ball
(B(DΓ,D
(n)
Γ )).
The proof is complete.

Now we can prove the following generalized noncommutative commutant lifting theorem, which is the
main result of this section.
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Theorem 4.2. Let {A, T, V, C,Q} be a data set. Then any solution of the GNCL problem is given by
(4.24) B =
[
A
ΓDA
]
: X → H⊕ [D ⊗ F 2(Hn)],
where Γ : DA → D⊗F 2(Hn) is the symbol of a free holomorphic function Θ ∈ H2ball(B(DA,D)) given by
(4.25) Θ(Z) = L(X)
[
IDA⊗Z −
n∑
i=1
(IDA ⊗ Zi)Mi(Z)
]−1
for Z := (Z1, . . . , Zn) ∈ [B(Z)
n]1,
where

L
M1
...
Mn
 is an arbitrary element in the noncommutative Schur class SΩball(B(DA,D ⊕D(n)A )).
Proof. Assume that Ψ :=

L
M1
...
Mn
 is an arbitrary element in SΩball(B(DA,D⊕D(n)A )) and let Θ be given by
(4.25). According to Corollary 3.4, Θ is a free holomorphic function in H2
ball
(B(DA,D)) and ‖Θ‖2 ≤ 1.
Using Theorem 3.3, we deduce that Ψ = JΘΦ for a unique Φ in Sball(B(DΓ,D
(n)
Γ )). Now, since Ψ ∈
SΩ
ball
(B(DA,D ⊕D
(n)
A )), we can use Lemma 4.1 to deduce that Γ satisfies relation (4.6). Therefore, B is
a solution of the GNCL problem.
Conversely, assume that B is a solution of the GNCL problem. Then B has a representation (4.24),
where Γ : DA → D ⊗ F
2(Hn) is a contraction satisfying (4.6). We recall that S
Λ
ball
(B(DΓ,D
(n)
Γ )) is
nonempty. Let Φ ∈ SΛ
ball
(B(DΓ,D
(n)
Γ )) and set Ψ :=

L
M1
...
Mn
 := JΓΦ (see (4.15)). Applying again Lemma
4.1, we deduce that Ψ is in SΩ
ball
(B(DA,D ⊕ D
(n)
A )). Now, using Theorem 3.3, we deduce that Γ is
the symbol of a free holomorphic function Θ ∈ H2
ball
(B(DA,D)) satisfying (4.25). This completes the
proof. 
To obtain a refinement of Theorem 4.2, we need the following result.
Lemma 4.3. Let M,L be Hilbert spaces and Φ be a bounded free holomorphic function with coefficients
in B(M,L). Let N be a subspace of M and A ∈ B(N ,L). Then ‖Φ‖∞ ≤ 1 and Φ|N = A if and only if
(4.26) Φ = (APN ⊗ I) + (DA∗ ⊗ I)Ψ(PN⊥ ⊗ I)
for some Ψ ∈ H∞
ball
(B(N⊥,DA∗)) with ‖Ψ‖∞ ≤ 1, where N
⊥ :=M⊖N . Moreover, Φ and Ψ in (4.26)
determine each other uniquely.
Proof. Let Φ˜ =
∑
α∈F+n
C(α)⊗Rα be the Fourier representation of Φ. The condition Φ|N = A is equivalent
to C(0)|N = A and C(α)|N = 0 for |α| ≥ 1. The latter condition is also equivalent to Φ˜|N⊗F 2(Hn) =
A ⊗ IF 2(Hn). With respect to the decomposition M⊗ F
2(Hn) = [N ⊗ F 2(Hn)] ⊕ [N⊥ ⊗ F 2(Hn)], the
operator Φ˜ :M⊗F 2(Hn)→ L⊗F 2(Hn) has the matrix representation Φ˜ = [Φ˜|N⊗F 2(Hn) Φ˜|N⊥⊗F 2(Hn)].
Taking into account the structure of row contractions (see [24]), [A⊗IF 2(Hn) Φ˜|N⊥⊗F 2(Hn)] is a contraction
if and only if
(4.27) Φ˜|N⊥⊗F 2(Hn) = (DA∗ ⊗ IF 2(Hn))Ψ˜
for a unique contraction Ψ˜ : N⊥ ⊗ F 2(Hn) → DA∗ ⊗ F 2(Hn). Moreover, Ψ˜ is unique. Since Φ˜ is a
multi-analytic operator, i.e., Φ˜(IM ⊗ Si) = (IL ⊗ Si)Φ˜, i = 1, . . . , n, so is its restriction Φ˜|N⊥⊗F 2(Hn),
32 GELU POPESCU
i.e.,
Φ˜|N⊥⊗F 2(Hn)(IN⊥ ⊗ Si) = (IL ⊗ Si)Φ˜|N⊥⊗F 2(Hn), i = 1, . . . , n,
Hence, we deduce that
(DA∗ ⊗ IF 2(Hn))[Ψ˜(IN⊥ ⊗ Si)− (IDA∗ ⊗ Si)Ψ˜] = 0, i = 1, . . . , n.
Since DA∗ ⊗ IF 2(Hn) is one-to-one on DA∗ ⊗ F
2(Hn), we obtain Ψ˜(IN⊥ ⊗ Si) = (IDA∗ ⊗ Si)Ψ˜, i =
1, . . . , n, which proves that Ψ˜ is a multi-analytic operator. According to [53] (see also [56]), Ψ˜ is the
boundary function of a unique bounded free holomorphic function Ψ ∈ Sball(B(N
⊥,DA∗)). The proof is
complete. 
Using Lemma 4.3, we obtain the following refinement of Theorem 4.2.
Remark 4.4. In Theorem 4.2, there is a one-to-one correspondence between the noncommutative Schur
class SΩ
ball
(B(DA,D ⊕D
(n)
A )) and the Schur class Sball(B(G,DΩ∗)), given by the formula
Ψ = (ΩPF ⊗ I) + (DΩ∗ ⊗ I)Ψ1(PG ⊗ I),
where Ω is defined by (4.8), G := DA ⊖ F , and Ψ1 ∈ Sball(B(G,DΩ∗)). Consequently, Theorem 4.2 can
be restated and the Schur class SΩ
ball
(B(DA,D ⊕D
(n)
A )) can be replaced by Sball(B(G,DΩ∗)).
The following result is an addition to Theorem 4.2.
Theorem 4.5. Let B be a solution of the GNCL problem with the data set {A, T, V, C,Q}, let Γ be the
contraction determined by B, and Θ ∈ H2
ball
(B(DA,D)) be the free holomorphic function with symbol
Γ. Then the restriction of the map JΓ (defined by (4.15)) to SΛball(B(DΓ,D
(n)
Γ )) is a one-to-one function
onto the set of all functions

L
M1
...
Mn
 in the Schur class SΩball(B(DA,D⊕D(n)A )) and satisfying the equation
Θ(Z) = L(Z)
[
IDA⊗Z −
n∑
i=1
(IDA ⊗ Zi)Mi(Z)
]−1
for Z := (Z1, . . . , Zn) ∈ [B(Z)
n]1.
Proof. Since B be a solution of the GNCL problem, Γ satisfies relation (4.6). Then Γ = Γθ, where Θ
is given as above and Ψ :=

L
M1
...
Mn
 is in the noncommutative Schur class SΩball(B(DA,D ⊕ D(n)A )). Due
to Theorem 3.3, there exists a unique Φ ∈ Sball(B(DΓ,D
(n)
Γ )) such that JΓΦ = Ψ. By Lemma 4.1,
we deduce that Φ ∈ SΛ
ball
(B(DΓ,D
(n)
Γ )) and the restriction of JΘ to S
Λ
ball
(B(DΓ,D
(n)
Γ )) is a one-to-one
function onto the Schur class SΩ
ball
(B(DA,D ⊕D
(n)
A )). The proof is complete. 
Using Lemma 4.3, we obtain the following refinement of Theorem 4.5.
Remark 4.6. In Theorem 4.5, there is a one-to-one correspondence between the noncommutative Schur
class SΛ
ball
(B(DΓ,D
(n)
Γ )) and the Schur class Sball(B(GΓ,DΛ∗)), given by the formula
Φ = (ΛPFΓ ⊗ I) + (DΓ∗ ⊗ I)Φ1(PGΓ ⊗ I),
where Λ is defined by (4.11), GΛ := DΓ ⊖ FΓ, and Φ1 ∈ Sball(B(GΓ,DΛ∗)). Consequently, Theorem 4.5
can be restated and the Schur class SΛ
ball
(B(DΓ,D
(n)
Γ )) can be replaced by Sball(B(GΓ,DΛ∗)).
Now, we consider a few remarkable particular cases.
Corollary 4.7. Let {A, T, V, C,Q} be a data set. In the particular case when Gi = X and Ci = IX for
i = 1, . . . , n, Theorem 4.2 provides a description of all solutions of the multivariable generalization [50]
of Treil-Volberg commutant lifting theorem [63].
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Let T := (T1, . . . , Tn), Ti ∈ B(H), be a row contraction and let V := (V1, . . . , Vn), Vi ∈ B(K), be the
minimal isometric dilation of T on a Hilbert space K ⊃ H. Let Y := (Y1, . . . , Yn), Yi ∈ B(X ), be a row
isometry and let A ∈ B(X ,H) be a contraction such that TiA = AYi, i = 1, . . . , n. The noncommutative
commutant lifting (NCL) problem (see [37]) is to find B ∈ B(X ,K) such that ‖B‖ ≤ 1,
PHB = A, and ViB = BYi, i = 1, . . . , n.
A parametrization of all solutions in the noncommutative commutant lifting theorem (NCLT) in terms
of generalized choice sequences was obtained in [41]. Using the results of this section, we obtain a more
refined parametrization and, moreover, a concrete Schur type description of all solutions.
Theorem 4.8. Let {A, T, V, C,Q} be a data set in the particular case when, for each i = 1, . . . , n,
Gi = X , Ci = IX , Qi = Yi ∈ B(X ), and Y := (Y1, . . . , Yn) is a row isometry. Then any solution of the
of the NCL problem is given by
(4.28) B =
[
A
ΓDA
]
: X → H⊕ [D ⊗ F 2(Hn)],
where Γ : DA → D⊗F 2(Hn) is the symbol of a free holomorphic function Θ ∈ H2ball(B(DA,D)) given by
(4.29) Θ(Z) = L(X)
[
IDA⊗Z −
n∑
i=1
(IDA ⊗ Zi)Mi(Z)
]−1
for Z := (Z1, . . . , Zn) ∈ [B(Z)
n]1,
where Ψ :=

L
M1
...
Mn
 is an arbitrary element in the noncommutative Schur class SΩball(B(DA,D ⊕ D(n)A )).
Moreover, the solution B and the Schur function Ψ uniquely determine each other via the relations (4.28)
and (4.29). There is a unique solution to the NCL problem if and only if F = DA or ΩF = D ⊕ D
(n)
A ,
where F and Ω are defined by (4.7) and (4.8), respectively.
Proof. The first part of the theorem follows from Theorem 4.2. To prove the second part, let B be a
solution of theNCL problem, let Γ be the contraction determined by B, and Θ ∈ H2
ball
(B(DA,D)) be the
free holomorphic function with symbol Γ. Due to Theorem 4.5, to prove that B and Ψ uniquely determine
each other, it is enough to show that SΛ
ball
(B(DΓ,D
(n)
Γ )) has just one element. Since (Y1, . . . , Yn) is a
row isometry, the operator Ω (see (4.8)) is an isometry and, consequently, so is Λ. From the definition
of Λ (see (4.11)), we deduce that the range of Ω coincides with D
(n)
Λ . Therefore, Λ : FΓ → D
(n)
Λ is a
unitary operator. Consequently, DΛ∗ = {0}. According to Remark 4.6, we deduce that Sball(B(GΓ,DΛ∗))
is a singleton and, therefore, so is SΛ
ball
(B(DΓ,D
(n)
Γ )). Therefore, we have proved that any solution B
corresponds to a unique Schur function Ψ. Now, due to Remark 4.4, there is a unique solution of the
NCL problem if and only if Sball(B(G,DΩ∗)) = {0}. The latter equality holds if and only if G = {0} or
DΩ∗ = {0}. Since Ω is an isometry, the condition DΩ∗ = {0} is equivalent to ΩF = D⊕D
(n)
A . The proof
is complete. 
We remark that one can easily obtain a version of Theorem 4.8 in the more general setting of the NCL
problem when the row isometry (Y1, . . . , Yn) is replaced by an arbitrary row contraction.
Another consequence of Theorem 4.2 is the following multivariable version [50] of the weighted com-
mutant lifting theorem of Biswas-Foias¸-Frazho [7].
Corollary 4.9. Let T := (T1, . . . , Tn), Ti ∈ B(H), be a row contraction and let V := (V1, . . . , Vn),
Vi ∈ B(K), be the minimal isometric dilation of T on a Hilbert space K ⊃ H. Let A ∈ B(X ,H) be such
that A∗A ≤ P , where P ∈ B(X ) be a positive operator. Let Y := (Y1, . . . , Yn), Yi ∈ B(X ), be such that
[Y ∗i PYj ]n×n ≥ [δijP ]n×n and
TiA = AYi, i = 1, . . . , n.
Then there exists B ∈ B(X ,K) such that PHB = A, B∗B ≤ P , and
ViB = BYi, i = 1, . . . , n.
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Proof. Let X˜ := P 1/2X . Since A∗A ≤ P , there exists a unique contraction A˜ : X˜ → H satisfying the
equation A = A˜P 1/2. The condition TiA = AYi, i = 1, . . . , n, implies TiA˜Ci = A˜Qi, i = 1, . . . , n, where
Ci = P
1/2 and Qi = P
1/2Yi : X → X for i = 1, . . . , n. Applying Theorem 4.2, we find a contraction
B˜ : X˜ → K such that PHB˜ = A˜ and ViB˜Ci = B˜Qi for i = 1, . . . , n. Setting B := B˜P 1/2, we have
ViB = ViB˜Ci = B˜Qi = B˜P
1/2Yi = BYi
for i = 1, . . . , n. Note also that PHB = PHB˜P
1/2 = A˜P 1/2A. Since B˜ is a contraction, we have
B∗BP 1/2B˜∗B˜P 1/2 ≤ P . This completes the proof. 
In a future paper, we apply the results of the present paper to the interpolation theory setting to obtain
parametrizations and complete descriptions of all solutions to the Nevanlinna-Pick, Carathe´odory-Feje´r,
and Sarason type interpolation problems for the noncommutative Hardy spaces H∞
ball
and H2
ball
, as well
as consequences to (norm constrained) interpolation on the unit ball of Cn.
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