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Resumo
Segundo a Organizac¸a˜o Mundial de Meteorologia, “e´ necessa´rio lembrar que mesmo as
pequenas obstruc¸o˜es podem causar graves alterac¸o˜es na velocidade do vento e desvios na
direc¸a˜o do mesmo”.
A determinac¸a˜o precisa da distribuic¸a˜o de probabilidade dos valores de velocidade do vento
e´ muito importante na estimativa de potencial energe´tico da velocidade do vento sobre uma
regia˜o. A modelac¸a˜o adequada de ventos e estudo da importaˆncia de varia´veis auxiliares
sobre essa modelac¸a˜o (e´poca do ano, existeˆncia de precipitac¸a˜o, etc.) pode ser fulcral
para entender o que leva, por exemplo, a` baixa rentabilidade de uma vento´ınha eo´lica
ou ate´ ao poss´ıvel descarrilamento de um comboio por combinac¸a˜o de ventos fortes e
direc¸a˜o adversa do mesmo. A previsa˜o com um grau de certeza considera´vel permite
a sua utilizac¸a˜o na meteorologia, aplicac¸a˜o de pra´ticas agr´ıcolas, prevenc¸a˜o de ru´ına de
companhias seguradoras.
Tendo em conta as diferentes aplicac¸o˜es e utilidade deste tipo de estudos, na presente tese sa˜o
considerados os processos de modelac¸a˜o e previsa˜o de velocidades ma´ximas de vento de uma
estac¸a˜o meteorolo´gica italiana. Tem por base o modelo semi-markoviano para a modelac¸a˜o
e faz a sua comparac¸a˜o com o modelo markoviano habitualmente usado. Estuda tambe´m
a previsa˜o da referida varia´vel por a´rvores de regressa˜o, redes neuronais, regressa˜o com
ma´quinas de suporte vetorial e um modelo linear de se´ries temporais. Finalmente refere um
modelo teo´rico de modelac¸a˜o de quantidades de ru´ına de uma seguradora — como refereˆncia
a uma poss´ıvel aplicac¸a˜o do processo modelado. A ideia geral e´ perceber ate´ que ponto e´ que
um processo real — da´ı o uso de uma base de dados de acesso livre — pode ser explorado
com diferentes mecanismos de estudo matema´ticos, abordando a´reas como Data Mining,
Estat´ıstica, Teoria de Risco, Modelac¸a˜o Matema´tica, Processos Estoca´sticos e Simulac¸a˜o
Computacional.
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Abstract
According to World Meteorological Organization, “It must always be remembered that even
small obstructions cause serious changes in wind speed and deviations in wind direction”.
The precise computation of the probability distribution of wind speed values is very im-
portant in the estimation of energy potential of wind speed over a region. The proper
modelling of wind and study of the importance of auxiliary variables on this modelling
(time of year, the presence of precipitation, and so on...) may be crucial to understand
what takes, for instance, low profitability of a wind fan or to a possible derailment of a train
by a combination of strong winds and its direction. Forecast with a considerable degree of
certainty allows its use in meteorology, application of agricultural practices, prevention of
ruin of an insurance company.
Taking into account the different applications and utility of such studies, in this thesis
are considered processes of modelling and prediction of maximum wind speed of an Italian
weather station. It uses the semi-Markovian model for modelling and makes the comparison
with the Markovian model commonly used. It also studies the forecast of the variable
referred with regression trees, artificial neural networks, regression with support vector
machines and a linear time series model. Finally reviews a theoretical model of ruin amounts
for an insurance company — reference to a possible application of the modelled process.
The general idea is to realize to what extent is that a real process — hence the use of an
open access database — can be exploited with different mathematical mechanisms of study,
addressing areas such as Data Mining, Statistics, Risk Theory, Mathematical Modelling,
Stochastic Processes and Computational Simulation.
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Cap´ıtulo 1
Introduc¸a˜o
A forc¸a da Natureza e´ impara´vel. Lembrando que os eventos clima´ticos a ela associados
podem ter consequeˆncias nefastas (ou, pelo contra´rio, constitu´ırem um meio para benef´ıcio
de atividades humanas), torna-se necessa´rio estuda´-los, percebendo como e´ que e´ poss´ıvel
modela´-los e preveˆ-los , uma vez que, quando ocorrem, podem ter grandes impactos
materiais e pessoais.
Para tal, foi feito o estudo de uma base de dados que apresenta diversa informac¸a˜o hora´ria
registada ao longo de dois anos na estac¸a˜o Meteorolo´gica de Settala (Ita´lia) e que pode
ser encontrada no site http://www.lsi-lastem.com 1. O principal foco sera´ o estudo de
velocidades ma´ximas de vento. Ha´ diversas aplicac¸o˜es associadas a este tipo de estudo,
como por exemplo, produc¸a˜o de energia eo´lica, definic¸a˜o de pra´ticas agr´ıcolas, previsa˜o
meteorolo´gica, entre outras [Aigner e Gjengedal (2011), Chi et al. (2007)]. Os processos de
modelac¸a˜o e previsa˜o de eventos clima´ticos teˆm contribu´ıdo para uma melhoria significativa
de estrate´gias de planeamento de atividades frequentemente afetadas pela variabilidade
clima´tica, como energia, agricultura e sau´de [Green et al. (2009)].
A utilizac¸a˜o dos resultados provenientes da modelac¸a˜o e previsa˜o de eventos clima´ticos
obriga ao desenvolvimento de te´cnicas ou me´todos que melhorem e aprimorem este tipo de
trabalho. Ale´m disso, e´ de conhecimento geral que a realidade muitas vezes na˜o se assemelha
a`s simplificac¸o˜es da teoria e que, por isso, as simplificac¸o˜es teo´ricas podem ser demasiadas
para conseguir modelar adequadamente um determinado evento. Do mesmo modo, e´ comum
ver exemplos de dados muito bem comportados para os quais os modelos funcionam muito
bem. E com dados reais, e´ tambe´m esse o comportamento que se deve esperar? Portanto
existe, nesta tese, na˜o so´ uma introduc¸a˜o de te´cnicas usadas para os diferentes objetivos
trac¸ados anteriormente, mas tambe´m uma aplicac¸a˜o dos mesmos a dados reais.
Foi realizada uma separac¸a˜o f´ısica da informac¸a˜o, neste documento, em treˆs cap´ıtulos
fundamentais: os dois primeiros fazem a contextualizac¸a˜o teo´rica inicialmente pensada para
o caso pra´tico, definido no cap´ıtulo seguinte.
1 u´ltima consulta realizada em 28 de Junho de 2015.
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Cap´ıtulo 2
Modelac¸a˜o
“. . . all models are approximations. Essentially, all models are wrong, but some are useful.
However, the approximate nature of the model must always be born in mind. . . ” — George
E.P. Box
As cadeias de Markov [Ross (2014)] sa˜o o processo mais utilizado para modelac¸a˜o dos ventos.
Uma das grandes dificuldades que a modelac¸a˜o de ventos evidencia, quando feita desta
forma, e´ a falta de flexibilidade que as cadeias de Markov apresentam em relac¸a˜o aos tempos
de espera, o que faz com que as simulac¸o˜es dos ventos sejam pouco fie´is aos dados originais.
Os processos semi-markovianos teˆm sido amplamente utilizados para modelar feno´menos
naturais [Asaduzzaman e MahbubLatif (2013), Barbu et al. (2004), Sansom et al. (2001)]
e formam uma classe de processos estoca´sticos que generalizam, em simultaˆneo, cadeias
de Markov e processos de renovamento. A principal vantagem da sua utilizac¸a˜o, quando
comparados com os processos Markovianos, e´ o uso de qualquer distribuic¸a˜o para modelar
os tempos de espera.
2.1 Breve revisa˜o de processos de Markov
Para contextualizar o problema, vai ser feita uma breve revisa˜o de processos estoca´sticos.
Um processo estoca´stico e´ uma famı´lia ou conjunto de varia´veis aleato´rias definidas num
espac¸o de probabilidade - e indexadas no tempo ou no espac¸o.
Assuma-se que {X(t)} e´ um processo aleato´rio indexado no tempo t ∈ T e X(t) e´ o estado
do processo. Se o conjunto T e´ finito ou infinito numera´vel, enta˜o {X(t)} e´ um processo
em tempo discreto. Caso contra´rio, e´ um processo em tempo cont´ınuo. Do mesmo modo,
se {X(t)} e´ definido sob um conjunto conta´vel de estados, enta˜o o processo e´ definido por
uma cadeia, uma vez que e´ discreto nos estados. Caso contra´rio, e´ cont´ınuo nos estados e
designado como uma sequeˆncia.
20 CAPI´TULO 2. MODELAC¸A˜O
Considerando x(t) como as realizac¸o˜es de X(t) e assumindo que x(t) ∈ R, podem definir-se
as seguintes func¸o˜es:
• me´dia como func¸a˜o do tempo: µX(t) = mX(t) = E[X(t)] =
∫∞
−∞ xfX(t)(x(t))dx onde
fX(t) representa a func¸a˜o densidade de probabilidade de X(t)
• autocorrelac¸a˜o de segunda ordem:




• autocovariaˆncia: CX(t1, t2) = Cov(X(t1), X(t2)) = RX(t1, t2)− µX(t1)µX(t2)
(observe-se que V ar(X(t)) = CX(t, t))
Sob um ponto de vista de classificac¸a˜o, e definindo a func¸a˜o de distribuic¸a˜o conjunta como
FX1(t1),...,Xn(tn)(x1, ..., xn) = P (X(t1) ≤ x1, ..., X(tn) ≤ xn),
um processo estoca´stico pode ser classificado como:
• estaciona´rio de ordem n se os momentos de ordem ≤ n sa˜o independentes do
tempo;
• estaciona´rio em sentido estrito se, ∀n,∀{t1, t2, ..., tn},∀τ ∈ R
FX1(t1),...,Xn(tn)(x1, ..., xn) = FX1(t1+τ),...,Xn(tn+τ)(x1, ..., xn);
• estaciona´rio em sentido lato se
µX(t) = E(X(t)) = µX e RX(t+ τ, τ) = RX(τ) τ = t1 − t2
ou seja, se a me´dia for constante ao longo do tempo e a func¸a˜o de autocorrelac¸a˜o so´
depender da diferenc¸a entre t2 e t1. Note-se que um processo estaciona´rio em sentido
lato na˜o implica que o mesmo o seja em sentido estrito, uma vez que a primeira
propriedade e´ menos exigente que a segunda.
Seja {N(t)} o processo de contagem do nu´mero de eventos no intervalo (0, t] e
N(0) = 0 ≤ N(t1) ≤ N(t2) ≤ ... ≤ N(tk) ≤ ... ∀ 0 ≤ t1 ≤ ... ≤ tk ≤ ...
Lembrando que N(t) =
∑
n≥t I{Tn≤t}, onde I{Tn≤t} =
{
1 se Tn ≤ t
0 se Tn > t
, note-se que
{Tn, n ∈ N} ≡ {N(t), t ≥ 0}
porque N(t) = n ⇔ Tn ≤ t < Tn+1 e N(t) ≥ n ⇔ Tn ≤ t. Esta dualidade e´ muito
u´til, porque permite escrever um problema a` custa do outro, caracter´ıstica frequentemente
utilizada no estudo deste tipo de processos.
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Diz-se que o processo de contagem, {N(t), t ≥ 0} tem:
• incrementos independentes se
N(0), N(t1)−N(0), N(t2)−N(t1), ..., N(tn)−N(tn−1)
sa˜o varia´veis aleato´rias independentes, o que significa que o nu´mero de eventos ocorri-
dos ate´ ao instante t e´ independente do nu´mero de eventos que ocorrem entre t e t+s,
para algum s.
• incrementos estaciona´rios, se P (N(t + s) − N(t) = k) = P (N(s) = k) para qualquer
t ≥ 0.
Definic¸a˜o: Diz-se que um processo {N(t), t ≥ 0} e´ de Poisson se tem incrementos esta-
ciona´rios e independentes, N(0) = 0, P (N(h) = 1) = λh+ o(h) e P (N(h) ≥ 2) = o(h).
Proposic¸a˜o: Se {N(t), t ≥ 0} e´ um processo de Poisson, enta˜o N(t) ∼ Poisson(λt),
onde λ e´ o paraˆmetro correspondente a` intensidade do processo.
Assumindo que {N(t)} segue um processo de Poisson, a distribuic¸a˜o dos tempos entre
eventos de uma cadeia de Markov tem distribuic¸a˜o exponencial (a explicac¸a˜o desta afirmac¸a˜o
pode ser encontrada no Anexo A).
Um processo de Markov e´ um processo estoca´stico caracterizado pela propriedade mar-
koviana, segundo a qual, a probabilidade de qualquer comportamento futuro do processo,
quando o seu estado atual e´ conhecido, na˜o e´ alterada pela existeˆncia de conhecimento
adicional sobre o seu comportamento passado. Esta informac¸a˜o e´ traduzida pela seguinte
expressa˜o:
P (X(tk+1) ≤ xk+1 | X(tk) = xk, ..., X(t0) = x0) = P (X(tt+1) ≤ xk+1 | X(tk) = xk).
2.2 Introduc¸a˜o aos processos Semi-markovianos
Um processo estoca´stico de Semi-Markov e´ uma generalizac¸a˜o de um processo de Markov,
uma vez que a informac¸a˜o sobre o tempo de permaneˆncia no estado atual passa a ser rele-
vante. Contudo, mante´m-se irrelevante para o comportamento futuro qualquer informac¸a˜o
sobre os estados visitados no passado. Consequentemente, os tempos entre acontecimentos
sucessivos deixam de estar restritos a` distribuic¸a˜o exponencial, podendo seguir qualquer
distribuic¸a˜o de probabilidade. Seguidamente apresentar-se-a˜o os conceitos fundamentais
para a definic¸a˜o e compreensa˜o de um processo deste tipo, mas uma introduc¸a˜o mais
detalhada pode ser encontrada, por exemplo, em Iosifescu et al. (2013) e Janssen e Manca
(2006).
Considere-se I = {1, ...,M} como um espac¸o finito de estados e (Ω,F ,P ) como um espac¸o
de probabilidade. Sejam
Jn : Ω→ I e Tn : Ω→ N
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duas varia´veis aleato´rias, sendo que Jn representa o estado ocupado pelo sistema imediata-
mente apo´s ter efetuado a n-e´sima transic¸a˜o e Tn representa o instante de tempo em que
ocorreu a n-e´sima transic¸a˜o (n ∈ N). Xn = Tn − Tn−1 e´ o tempo que o sistema levou a
transitar de Jn−1 para Jn. Deste modo, (Xn)n∈N designa uma sequeˆncia de tempos de espera
e (Tn)n∈N uma sequeˆncia de tempos de chegada.
Note-se que N(t) = sup{n : Tn ≤ t} ∀t ∈ N representa o nu´mero de transic¸o˜es que
ocorreram em (0, t].
Por exemplo, considerando M = 2, uma poss´ıvel realizac¸a˜o do processo estoca´stico bidi-
mensional (Jn, Xn) seria aquela em que o sistema comec¸a no estado J0 = 2, transita para 1
apo´s 2 unidades de tempo (J1 = 1, X1 = 2) e transita novamente para 2 apo´s 3 unidades de
tempo (J2 = 2, X2 = 3).
O par (Jn, Tn) designa o processo Markoviano na˜o-homoge´neo de renovamento.
Note-se que os processos de renovamento fornecem modelos teo´ricos de investigac¸a˜o para
a ocorreˆncia de padro˜es em experieˆncias independentes e repetidas [Pyke (1961)]. De um
modo informal, pode escrever-se que o termo renovamento vem do pressuposto ba´sico de
que, quando o padra˜o de interesse ocorre pela primeira vez, o processo se repete, no sentido
em que a situac¸a˜o inicial e´ restabelecida.
Introduzidos os conceitos ba´sicos necessa´rios para a compreensa˜o de um modelo semi-
markoviano, introduz-se o nu´cleo na˜o-homoge´neo semi-markoviano associado a este processo,
Q = [Qij(s, t)], que representa a probabilidade de chegada a um determinado estado ate´ um
determinado instante, sabendo qual o estado e instante da transic¸a˜o anterior, e e´ definido
como
Qij(s, t) = P (Jn+1 = j,Xn+1 ≤ t− s | Jn = i, Tn = s)
= P (Jn+1 = j, Tn+1 ≤ t | Jn = i, Tn = s)
portanto P = [pij(s)] define a matriz de transic¸o˜es, onde
pij(s) = P (Jn+1 = j | Jn = i, Tn = s)
devolve a probabilidade do sistema estar no estado j sabendo que no instante s estava no
estado i. Note-se ainda que
pij(s) = lim
t→∞
Qij(s, t) i, j ∈ I; s, t ∈ N, s ≤ t.
Para ale´m do nu´cleo Q, existem outras probabilidades condicionadas relevantes para a
definic¸a˜o de um processo semi-markoviano. Uma func¸a˜o particularmente relacionada com
a construc¸a˜o do nu´cleo e´ a func¸a˜o de distribuic¸a˜o condicional do tempo de espera em cada
estado i, dado o estado subsequente ocupado:
Fij(s, t) = P (Xn+1 ≤ t− s | Jn = i, Jn+1 = j, Tn = s)
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se pij(s) 6= 0
1 se pij(s) = 0
Note-se que esta func¸a˜o pressupo˜e que uma certa transic¸a˜o vai, de facto, ocorrer, devolvendo
apenas a probabilidade de ocorrer numa certa durac¸a˜o (ou, de modo equivalente, ate´ um
determinado instante de tempo).
Uma vez que o nu´cleo markoviano e´ a func¸a˜o responsa´vel pela produc¸a˜o de qualquer
resultado deste modelo (da´ı a sua designac¸a˜o), e´ comum utilizar P e F para a construc¸a˜o
do nu´cleo Q, fazendo uso da relac¸a˜o vista anteriormente.
Com a finalidade de simplificar a construc¸a˜o do modelo, considerem-se as func¸o˜es que
definem:
• A probabilidade de que o processo deixe um determinado estado i ate´ ao instante t,
sabendo que no instante s tinha chegado ao estado i:




• a probabilidade de que o sistema chegue ao estado j no instante t, sabendo que no
instante s tinha chegado ao estado i:
bij(s, t) = P (Jn+1 = j, Tn+1 = t | Jn = i, Tn = s).
Note-se que esta probabilidade apenas pode ser definida quando se assume que o
processo segue um percurso temporal discreto e que, por sua vez, pode ser escrita em
func¸a˜o de Qij(s, t):
bij(s, t) =
{
Qij(s, t)−Qij(s, t− 1) se s < t
0 se s = t
Esta˜o agora definidas as ferramentas necessa´rias para caracterizar um dos principais outputs
deste modelo, e uma das suas func¸o˜es de interesse: o processo semi-markoviano de
primeira ordem, na˜o-homoge´neo em tempo discreto Z = (Z(t)), que representa,
para cada instante de tempo t, o estado ocupado pelo processo. As probabilidades de
transic¸a˜o para este processo sa˜o dadas por
φij(s, t) = P (Z(t) = j | Z(s) = i).
Note-se que Z(t) e JN(t) sa˜o o mesmo processo. No entanto, φij(s, t) difere de Qij(s, t), na
medida em que o primeiro considera a possibilidade de transic¸o˜es interme´dias ate´ a` chegada
ao estado j, ao passo que o segundo considera a probabilidade de chegada a esse estado na
transic¸a˜o seguinte.
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As probabilidades de transic¸a˜o do processo Z(t) sa˜o definidas como





biβ(s, ϑ)φβj(ϑ, t) [Janssen e Manca (2002)]. (2.1)
onde δij representa o delta de Kronecker, dado por δij =
{
1 se i = j
0 se i 6= j . O resultado
anterior foi provado pelos mesmos autores, que tambe´m demonstraram que esta equac¸a˜o
admite uma soluc¸a˜o u´nica [Janssen e Manca (2006)]. Para uma maior intuic¸a˜o do conceito,
deve interpretar-se a expressa˜o anterior: o primeiro termo representa a probabilidade de
permaneˆncia do processo no estado i durante os instantes s e t (porque o percurso do
processo na˜o e´ pre´-definido e na˜o existe garantia de que transite de estado) e o segundo
termo representa a probabilidade de transic¸a˜o do processo do estado i para o estado j entre
os instantes s e t (notando que entretanto pode passar por outros estados β em instantes
interme´dios ϑ). Como esta e´ uma func¸a˜o diferencial que depende de Hi(s, t) e de biβ(s, ϑ),
basta a definic¸a˜o de uma condic¸a˜o de fronteira para que se possa resolver. Quando s = t, e
como no mesmo instante de tempo na˜o se pode estar em dois estados diferentes, a condic¸a˜o
referida sera´ dada por
φij(s, s) =
{
1 se i = j
0 se i 6= j
e a equac¸a˜o pode ser resolvida do seguinte modo:
• Define-se um valor ma´ximo para o tempo que se vai estudar, Tmax.
Define-se φij(s, s) ∀s ∈ 0, ..., Tmax;
• Calcula-se φij(Tmax− 1, Tmax). Analisando a equac¸a˜o que define o processo, verifica-se
que este e´ um ca´lculo trivial, uma vez que so´ depende de φij(Tmax, Tmax), conhecido
pelo passo anterior;
• Calcula-se φij(Tmax − 2, Tmax), que necessita de φij(Tmax − 1, Tmax) e φij(Tmax, Tmax),
ambos valores ja´ obtidos;
• Calcula-se φij(Tmax − 3, Tmax), que depende de φij(Tmax − 1, Tmax), φij(Tmax, Tmax) e
φij(Tmax − 2, Tmax), entretanto conhecidos;
• Continua-se o processo ate´ que φij(0, Tmax) esteja calculado;
• Repete-se o processo, iniciando em φij(Tmax − 1, Tmax−1).
Uma vez resolvida esta equac¸a˜o, sera´ poss´ıvel analisar todas as probabilidades de transic¸a˜o
e permaneˆncia do sistema Z.
Lembrando a definic¸a˜o de N(t), seja ainda
B(t) = t− TN(t), t ∈ N
o tempo desde a u´ltima transic¸a˜o, podendo ser interpretado como o processo temporal
recursivo de Z(t) (backward process). Notando que (Z,B) e´ um processo de Markov, e´ agora
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poss´ıvel escrever as diferentes func¸o˜es vistas anteriormente, mas tendo agora em considerac¸a˜o
este novo processo B:
bHi(u, s, t) = P (TN(s)+1 ≤ t | JN(s) = i, TN(s) = u, TN(s)+1 > s) (u ≤ s < t)
bQi,j(u, s, t) = P (TN(s)+1 ≤ t, JN(s)+1 = j | JN(s) = i, TN(s) = u, TN(s)+1 > s) (u ≤ s < t)
Observando que bHi(s, s, t) = Hi(s, t) e
bQi,j(s, s, t) = Qi,j(s, t), conclui-se que
bQi,j(u, s, t) =
bQi,j(u, u, t)
1− bHi(u, u, t) =
Qi,j(u, t)
1−Hi(u, s)
Portanto bφi,j(u, s, t) = P (Z(t) = j | TN(s) = u, Z[u, s] = i) =
= P (Z(t) = j | Z(s) = i, B(s) = s− u)
devolve a probabilidade, sabendo que o sistema no instante de tempo s estava no estado
i e que entrou nesse estado no instante u (por outras palavras, que estava no estado i ha´
s − u unidades de tempo), de estar no instante t no estado j. Este e´ um resultado com
muito potencial. Por exemplo, a probabilidade do sistema se encontrar num estado de vento
considerado grave podera´ depender de ha´ quanto tempo e´ que se encontra num estado com
essa categorizac¸a˜o.
Para construir qualquer output do modelo e´ necessa´rio estimar Q. Ha´ duas formas de o
fazer:
1 Estimar as func¸o˜es pij(s) e Fij(s, t). Foque-se a forma emp´ırica: definir pij(s) como
a raza˜o entre o nu´mero de observac¸o˜es que se encontravam no estado i no instante s
cujo estado seguinte foi j e o nu´mero de observac¸o˜es que se encontravam no estado
i no instante s. Considerando aij como o nu´mero de transic¸o˜es que ocorreram do




se aproxima do estimador por ma´xima verosimilhanc¸a. Sera´ este o
utilizado nas simulac¸o˜es.
Analogamente, definir empiricamente Fij(s, t) como a raza˜o entre o nu´mero de ob-
servac¸o˜es que se encontravam no estado i no instante s, cujo estado seguinte foi j e
cuja transic¸a˜o aconteceu no instante t e o nu´mero de observac¸o˜es que se encontravam
no estado i no instante s, cujo estado seguinte foi j. Observe-se ainda que pij(s) na˜o
tem necessariamente de depender de s. Pode assumir-se que pij(s) = pij(0) ∀s, pelo
que a probabilidade de transic¸a˜o entre estados seria a mesma ao longo do tempo.
2 Estimar diretamente Qij(s, t). Para a estimac¸a˜o direta de Q, note-se que a estimac¸a˜o
emp´ırica consistiria na ana´lise da probabilidade de haver uma transic¸a˜o no preciso
instante de tempo em estudo, e fazer essa ana´lise para todos os instantes de tempo
considerados. Por ser menos intuitiva, apesar de exequ´ıvel, analisar-se-a´ apenas o caso
anterior.
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No entanto, o modelo anteriormente definido pode ser ainda mais abrangente. Um exemplo
e´ a abordagem feita em D’Amico et al. (2013), que sugere o uso do modelo semi-markoviano
de segunda ordem no espac¸o de estados e de tempos. Para referir os conceitos principais
e simplificados deste modelo, va˜o utilizar-se notac¸o˜es similares a`s anteriores. No modelo
semi-markoviano de segunda ordem sugerido nesse artigo:
• E´ assumida a seguinte relac¸a˜o:
P (Jn+1, Tn+1 − Tn = t | σ(Js, Ts), Jn = k, Jn−1 = i, Tn − Tn−1 = x, 0 ≤ s ≤ n)
= P (Jn+1, Tn+1 − Tn = t | Jn = k, Jn−1 = i, Tn − Tn−1 = x)
(onde σ(Js, Ts) representa o conjunto poss´ıvel de estados e de tempos da transic¸a˜o s
estudada - esta e´ uma mera formalidade de escrita usada para garantir o conhecimento
dos valores poss´ıveis das grandezas estudadas) que garante que o conhecimento dos
estados Jn e Jn−1, assim como dos tempos Tn e Tn+1 e´ suficiente para construir a
distribuic¸a˜o condicional de Jn+1 e Tn+1;
• xQi,k,j(t) = P (Jn+1 = j, Tn+1− Tn ≤ t | Jn = k, Jn−1 = i, Tn− Tn−1 = x) representa o
nu´cleo semi-markoviano de segunda ordem;
• xFi,k,j(t) = P (Tn+1 − Tn ≤ t | Jn = k, Jn−1 = i, Jn+1 = j, Tn − Tn−1 = x) representa
a distribuic¸a˜o condicional dos tempos de permaneˆncia, dado o estado subsequente
ocupado;
• A func¸a˜o que modela a distribuic¸a˜o dos tempos de permaneˆncia nos estados i e k com
durac¸a˜o x e´ dada por xHi,k(t) = P (Tn+1 − Tn ≤ t | Jn = k, Jn−1 = i, Tn − Tn−1 = x).
Dadas estas definic¸o˜es, a cadeia semi-markoviana neste modelo seria
Z(t) = (Z1(t), Z2(t)) = (JN(t)−1, JN(t)).
As simplificac¸o˜es e detalhes da implementac¸a˜o num caso pra´tico sera˜o explicados no cap´ıtulo
de Aplicac¸a˜o.
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Modelac¸a˜o e Previsa˜o de Velocidade de Ventos
Cap´ıtulo 3
Previsa˜o
“Prediction is very difficult, especially if it’s about the future.” — Niels Bohr
O vento e´, ainda hoje, considerado uma das varia´veis de clima mais dif´ıceis de ser prevista.
No caso da base de dados de que se dispo˜e, o objetivo sera´ fazer a previsa˜o de velocidade
do vento tendo por base a se´rie temporal do mesmo. Recorrendo a` informac¸a˜o temporal
que existe, o principal objetivo deste cap´ıtulo foi perceber ate´ que ponto e´ que e´ poss´ıvel
prever quais as velocidades de vento futuras naquela regia˜o de Ita´lia e, se for poss´ıvel, fazeˆ-lo.
A estrate´gia para previsa˜o de dados, quaisquer que sejam, deve compreender as etapas de
identificac¸a˜o do modelo, estimac¸a˜o de paraˆmetros e verificac¸a˜o de diagno´stico. Estas etapas
sa˜o repetidas iterativamente ate´ ser encontrado um modelo satisfato´rio para os dados.
3.1 Previsa˜o - Se´ries Temporais & Modelos ARIMA
Uma se´rie temporal pode ser definida como um conjunto de observac¸o˜es de uma varia´vel
realizadas em per´ıodos sucessivos de tempo. Sa˜o usualmente analisadas a partir de ca-
racter´ısticas como tendeˆncia, ciclo, sazonalidade e variac¸o˜es aleato´rias e existem diversas
famı´lias de modelos propostos na literatura para a ana´lise de se´ries temporais [Gonc¸alves e
Lopes Mendes (2008)].
A principal ideia das se´ries temporais e´ a suposic¸a˜o de que o valor seguinte de uma se´rie
se pode explicar a partir dos valores anteriores e da influeˆncia de perturbac¸o˜es aleato´rias,
formando uma se´rie de ru´ıdo branco. As diferentes combinac¸o˜es destas influeˆncias resultam
em diferentes formatos de modelos, cuja construc¸a˜o depende de fatores, como o comporta-
mento esperado do feno´meno ou o conhecimento a priori que se tem sobre ele.
Existem dois indicadores estat´ısticos dos dados, frequentemente usados, que permitem inferir
alguma informac¸a˜o sobre a autocorrelac¸a˜o dos mesmos, constitu´ındo uma ferramenta de
decisa˜o sobre que modelo de previsa˜o se deve usar para a se´rie temporal em estudo:
• Func¸a˜o de autocorrelac¸a˜o ACF
• Func¸a˜o parcial de autocorrelac¸a˜o PACF
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A ACF e´ uma func¸a˜o que avalia a correlac¸a˜o entre a se´rie estudada e ela pro´pria desfasada





E[(Yt − Y¯ )(Yt+k − Y¯ )]
σ2
, k = 1, ..., n− 1
onde Yt corresponde ao valor observado no tempo t, Y¯ ao valor me´dio da se´rie temporal, σ
2
a` variaˆncia e n ao nu´mero de observac¸o˜es dispon´ıveis. A PACF devolve os coeficientes de







1−∑τ−1j=1 Pρτ−1,jρτ−j , para τ > 1.
Portanto, enquanto que a autocorrelac¸a˜o de ordem k mede a dependeˆncia linear entre Yt−k
e Yt, a autocorrelac¸a˜o parcial de ordem k e´ a correlac¸a˜o existente entre os res´ıduos de Yt e
Yt−k, apo´s efectuar a regressa˜o linear de cada uma destas varia´veis sobre Yt−1,...,Yt−k+1.
Um modelo frequentemente utilizado para fazer previsa˜o em se´ries temporais e´ o mo-
delo ARIMA (Autoregressive Integrated Moving Average), que depende de treˆs paraˆmetros:
p, d, q. O paraˆmetro p e´ referente a` parte auto-regressiva, o paraˆmetro d diz respeito ao
nu´mero de diferenciac¸o˜es que sa˜o necessa´rias para transformar a se´rie na˜o estaciona´ria numa
se´rie estaciona´ria e o paraˆmetro q determina o nu´mero de me´dias mo´veis a ser usado. Para
se aplicar um modelo deste tipo, devem seguir-se os seguintes passos:
1. Caso a se´rie temporal na˜o seja estaciona´ria, transforma´-la para que o seja (em sentido
lato); para o fazer, pode diferenciar-se a se´rie d vezes. Observe-se que, pelo termo
“diferenciar”, se assume a transformac¸a˜o dada pelas diferenc¸as sucessivas da se´rie
original (isto e´, se Yt for a se´rie temporal, enta˜o 4Yt = Yt − Yt−1 sera´ a primeira
diferenciac¸a˜o, 42Yt = 4[4Yt] = Yt − 2Yt−1 + Yt−2 a segunda, ...);
2. Estimar os paraˆmetros p e q.
Estes modelos foram introduzidos por Box e Jenkins (1970) e teˆm a vantagem de serem
bastante flex´ıveis, na medida em que podem representar diferentes tipos de se´ries temporais,
separando-se em auto-regressivo puro (AR), me´dias mo´veis puro (MA) e se´rie combinada
ARMA. No entanto, assumem uma estrutura de correlac¸a˜o linear entre os valores da se´rie
temporal, pelo que os padro˜es na˜o-lineares podem ser capturados pelos res´ıduos do modelo.
Note-se que um modelo e´ designado por autoregressivo e de me´dias mo´veis quando e´ poss´ıvel
escrever a se´rie temporal a partir dos seus valores passados e de eventuais perturbac¸o˜es
aleato´rias, respetivamente.
Formalmente:
• Um processo estoca´stico centrado Y = (Yt, t ∈ Z) de segunda ordem, estaciona´rio ou
na˜o, admite uma representac¸a˜o auto-regressiva de ordem p se existem nu´meros reais
ϕ1, ϕ2, ..., ϕp e um ru´ıdo branco εt, t ∈ Z de variaˆncia σ2 (σ2 > 0) tais que
Yt − ϕ1Yt−1 − ...− ϕpYt−p = εt com ε 6= 0.
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Note-se que uma sequeˆncia {εt} e´ dita ru´ıdo branco se cada valor da se´rie tiver me´dia
zero, variaˆncia constante e na˜o apresentar correlac¸a˜o serial.
• Um processo de segunda ordem Y = (Yt, t ∈ Z) admite uma representac¸a˜o me´dia de
ordem q se
Yt = εt − θ1εt−1 − θ2εt−2 − ...− θqεt−q ∀t ∈ Z
• Um processo Y = (Yt, t ∈ Z) que admita uma representac¸a˜o auto-regressiva me´dia
mo´vel verifica uma equac¸a˜o da forma
Yt − ϕt−1Yt−1 − ...− ϕpYt−p = εt − θ1εt−1 − θ2εt−2 − ...− θqεt−q.
Note-se que os recursos de estudo de se´ries temporais foram elaborados sobretudo para se´ries
estaciona´rias. Portanto e´ necessa´rio perceber como se pode testar a estacionariedade de uma
se´rie temporal. Uma das formas de o fazer e´ testando a existeˆncia de alguma ra´ız unita´ria
com base nas seguintes hipo´teses:
H0 = “Existe pelo menos uma raiz dentro do c´ırculo unita´rio”
H1 = “Na˜o existem ra´ızes dentro do c´ırculo unita´rio”.
Um processo estoca´stico linear tem uma ra´ız unita´ria se 1 e´ ra´ız da equac¸a˜o caracter´ıstica1.
Um processo com essa caracter´ıstica e´ na˜o estaciona´rio. Se as outras ra´ızes da equac¸a˜o
caracter´ıstica esta˜o dentro do c´ırculo unita´rio, isto e´, teˆm valor absoluto inferior a 1, a
primeira diferenciac¸a˜o do processo sera´ estaciona´ria. Por esse motivo, e´ comum encontrar
testes de hipo´teses associados a` ra´ız unita´ria de um determinado processo estoca´stico, para
testar a estacionariedade de uma se´rie temporal. Os mais utilizados e que va˜o ser aplicados
a` base de dados estudada, sa˜o explicados agora:
1. Dickey-Fuller Aumentado (Augmented Dickey-Fuller): Este teste requer o estudo
da regressa˜o




onde β1 e´ a intercec¸a˜o, β2 e´ o coeficiente de tendeˆncia, δ e´ o coeficiente de presenc¸a
de raiz unita´ria e m e´ o nu´mero de desfasamentos considerados. A hipo´tese nula e´
dada por δ = 0. Faz-se uma regressa˜o de ∆yt em yt−1,∆yt−1, . . . ,∆yt+p−1 e calcula-se
a estat´ıstica de teste dada por
δˆ
σˆ(δ)
onde δˆ e´ um estimador para δ e σˆ(δ) e´ um estimador para o desvio-padra˜o do erro de
δ.
1A equac¸a˜o caracter´ıstica e´ diferente consoante o processo analisado. Pode considerar-se, no caso de um
modelo AR(p), o polino´mio autoregressivo f de ordem p e a equac¸a˜o caracter´ıstica sera´ dada por f(L) = 0,
onde L e´ o operador de diferenciac¸a˜o (ou lag) do processo; no caso de um modelo MA(q), o polino´mio g de
me´dias mo´veis de ordem q, cuja equac¸a˜o caracter´ıstica sera´ dada por g(L) = 0. Mais informac¸a˜o pode ser
encontrada em Gonc¸alves e Lopes Mendes (2008).
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O detalhe da proposta original deste teste pode ser consultado em Dickey e Fuller
(1979).
2. Phillips-Perron: Este teste foi formulado com o objetivo de resolver o vie´s assinto´tico
do teste original de Dickey-Fuller, nos casos em que existe correlac¸a˜o entre os res´ıduos
[Davidson e MacKinnon (1993)]. O teste de Phillips-Perron faz uma correc¸a˜o na˜o
parame´trica para a estat´ıstica de teste, estudando a mesma regressa˜o e hipo´tese
nula vistas anteriormente, mas permitindo a sua utilizac¸a˜o na presenc¸a de varia´veis
desfasadas dependentes e correlac¸a˜o entre os res´ıduos da se´rie.

























onde ri representa o res´ıduo em yi, k o nu´mero de covaria´veis na regressa˜o e q o nu´mero
de desfasamentos temporais usados em λˆ2n.
No entanto, Davidson e MacKinnon (2004) relatam que o teste de Phillips-Perron tem
um pior desempenho em amostras finitas do que o teste de Dickey-Fuller aumentado.
3. KPSS: Teste proposto por Denis Kwiatkowski , Peter C. B. Phillips, Peter Schmidt
e Yongcheol Shin [Kwiatkowski et al. (1992)]. As hipo´teses a testar sa˜o:
H0 = “A se´rie e´ estaciona´ria”
H1 = “A se´rie apresenta raiz unita´ria”.
Considere-se
Yt = βt+ rt + t,
e assuma-se que a se´rie admite decomposic¸a˜o em componentes de tendeˆncia, passeio
aleato´rio e erro, com rt = rt−1 + µt (onde µt i.i.d, com me´dia zero e variaˆncia σ2µ) e
res´ıduos (t)t=1,2,...,T (onde T e´ o instante temporal ma´ximo avaliado). A estat´ıstica





denotando σˆ2t como estimador para a variaˆncia dos erros nesta regressa˜o e St =
∑t
i=1 i
como a soma parcial dos res´ıduos. A estat´ıstica considerada tem valores cr´ıticos
tabelados.
Sob ponto de vista anal´ıtico, a ideia sera´ aplicar os testes em conjunto para avaliar a
estacionariedade da se´rie.
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3.2 Previsa˜o - Me´todos de Data Mining
Inserida num contexto de processamento computacional e de procura de padro˜es em grandes
conjuntos de dados, esta secc¸a˜o visa apresentar previsa˜o atrave´s de diferentes me´todos
vulgarmente usados em Data Mining [Hand et al. (2001)]. E´ importante lembrar que a
previsa˜o apenas e´ poss´ıvel se se assumir que existe alguma regularidade nas observac¸o˜es do
evento a prever. Os problemas de previsa˜o separam-se em classificac¸a˜o - caso a varia´vel
a prever seja nominal - e regressa˜o - caso a varia´vel a prever seja nume´rica. Existem
va´rias te´cnicas que podem ser usadas para previsa˜o, mas todas teˆm em comum algumas
caracter´ısticas:
• Suposic¸a˜o de uma forma funcional para a func¸a˜o que explica a varia´vel a prever, com
base nas varia´veis que a descrevem (ou explicam);
• Definic¸a˜o de um crite´rio de decisa˜o para a escolha do melhor modelo de previsa˜o. O
crite´rio preferencial e´ o da minimizac¸a˜o do erro de previsa˜o.
As te´cnicas utilizadas sera˜o as seguintes:
• Redes Neuronais Artificiais;
• A´rvores de Regressa˜o;
• Regressa˜o com Ma´quinas de Suporte Vetorial.
3.2.1 Redes Neuronais Artificiais
Este me´todo faz uma analogia com o funcionamento das redes neuronais do sistema nervoso
(como ilustrado na Figura 3.1), sendo por isso um modelo inspirado nesta estrutura de
unidades celulares que adquirem conhecimento atrave´s da experieˆncia. As ANN (Artificial
Neural Network) sa˜o frequentemente utilizadas em reconhecimento de padro˜es, classificac¸a˜o
de se´ries temporais e aproximac¸a˜o de func¸o˜es, entre outras aplicac¸o˜es [LeCun et al. (1998)].
Figura 3.1: Analogia de Comportamento de Neuro´nios (Biolo´gico e Artificial).
Uma t´ıpica rede neuronal e´ constitu´ıda por neuro´nios artificiais ligados entre si e que sa˜o
capazes de processar informac¸a˜o. Existe um nu´mero elevado de elementos simples chamados
unidades e uma rede de ligac¸o˜es direcionadas (com pesos atribu´ıdos) entre eles. Cada
unidade processa uma func¸a˜o de um nu´mero limitado de sa´ıdas de outra unidade da rede,
sa´ıdas essas que sa˜o pesadas e se tornam as entradas da unidade seguinte. Portanto uma
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rede na˜o e´ mais do que um conjunto de no´s, em que alguns esta˜o na camada de entrada (onde
as unidades recebem os padro˜es), alguns nas camadas interme´dias / escondidas (onde sa˜o
efetuados o processamento e extrac¸a˜o de caracter´ısticas) e alguns na camada de sa´ıda (que
apresenta o resultado final do processamento que se desencadeia na camada interme´dia). A
lo´gica da rede neuronal esta´ sobretudo nestes processamentos, que podem ser muito simples
(cingindo-se a` soma de inputs, por exemplo) ou muito complexos (se um no´ contiver uma
rede neuronal, por exemplo).
Figura 3.2: Ilustrac¸a˜o de uma Rede Neuronal Artificial.
Uma ANN tem a capacidade de aprender com a informac¸a˜o que lhe e´ fornecida, melhorando
o seu desempenho durante o processo de aprendizagem, uma vez que aprende por um
processo iterativo de ajuste de pesos (forc¸as sina´pticas). Em cada iterac¸a˜o do processo de
aprendizagem, apresenta a capacidade de aperfeic¸oar a sua representac¸a˜o porque aprende
por treino (segundo certas regras pre´-definidas). Ao conjunto de regras pre´-definidas pelo
qual se faz a alterac¸a˜o dos pesos da´-se o nome de algoritmo de aprendizagem, que define a
forma como os pesos sa˜o corrigidos e qual a estrutura da rede. O algoritmo mais utilizado
e´ o Backpropagation.
Por norma, um dos maiores problemas das ANN e´ a definic¸a˜o da estrutura / arquitetura
da rede, isto e´, a estimac¸a˜o do nu´mero de camadas ocultas e do nu´mero de neuro´nios em
cada camada. Cada neuro´nio recebe impulsos de entrada e calcula a informac¸a˜o de sa´ıda
como func¸a˜o desses impulsos, pelo que e´ realizado um ca´lculo linear inicial nos inputs e,
seguidamente, aplicada uma func¸a˜o de ativac¸a˜o (Tabela 3.1).
Func¸a˜o de Ativac¸a˜o Expressa˜o




Sigmo´ide f(x) = 2
1+e−x − 1
Gaussiana f(x) = e−
x2
2
Tabela 3.1: Func¸o˜es de Ativac¸a˜o Usuais na Aplicac¸a˜o de Redes Neuronais Artificiais.
Os sinais resultantes sa˜o posteriormente somados e a` soma resultante e´ aplicada uma func¸a˜o
na˜o linear - func¸a˜o transfereˆncia - que verifica se o valor resultante da soma entre o produto
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dos sinais de entrada pelos respetivos pesos atingiu ou na˜o um valor limite pre´-definido,
sendo assim gerado o output [Faraway (2005)].
Uma das arquiteturas de redes mais utilizada e´ a feedforward, tambe´m chamada rede sem
realimentac¸a˜o, que se caracteriza pelo agrupamento de neuro´nios em camadas e pelo facto de
o sinal percorrer a rede numa u´nica direc¸a˜o (da entrada para a sa´ıda), na˜o se estabelecendo
ligac¸o˜es entre os neuro´nios de uma mesma camada. Relembre-se ainda que, de acordo com
um dos Teoremas da Aproximac¸a˜o Universal [Suykens et al. (2012)], “uma rede feedforward
com uma u´nica camada escondida que conte´m um nu´mero finito de neuro´nios, pode
aproximar func¸o˜es cont´ınuas em subconjuntos compactos de Rn, sob suposic¸o˜es leves na
func¸a˜o de ativac¸a˜o” [Gybenko (1989)]. Neste caso, a rede neuronal feedforward com uma








onde fo representa a func¸a˜o de transfereˆncia, fh representa a func¸a˜o de ativac¸a˜o e w
representa os pesos das ligac¸o˜es da rede (who nas ligac¸o˜es entre o input e os neuro´nios da
camada escondida e whi nas ligac¸o˜es entre os neuro´nios da camada escondida e o output).
xi representam os inputs da rede. Sera´ esta a rede neuronal utilizada no caso pra´tico, a ver
no cap´ıtulo de Aplicac¸a˜o.
Observac¸a˜o: Na estimac¸a˜o do nu´mero de camadas e neuro´nios da rede, devera˜o ser tidos
em conta os seguintes dois efeitos poss´ıveis: underfitting, caracterizado pela definic¸a˜o de
poucos neuro´nios, na˜o suficientes para que se consiga estabelecer uma rede neuronal fia´vel
(ou para que sejam identificados padro˜es) e overfitting, definida pela existeˆncia de muitos
neuro´nios, que sa˜o treinados por um nu´mero limitado de informac¸a˜o contida no conjunto
de dados.
Uma rede neuronal treinada pode ser usada para fornecer projec¸o˜es face a situac¸o˜es de
interesse.
3.2.2 A´rvores de Regressa˜o
As a´rvores podem ser usadas em problemas de regressa˜o ou classificac¸a˜o. A principal dife-
renc¸a reside no facto de as folhas das a´rvores de regressa˜o conterem previso˜es nume´ricas e
na˜o deciso˜es. O objetivo deste me´todo consiste na partic¸a˜o do espac¸o preditivo do conjunto
de treino em regio˜es, de modo que essas regio˜es (subconjuntos finais) sejam ta˜o “puras”
quanto poss´ıvel. A partic¸a˜o passo a passo obtida corresponde a uma aproximac¸a˜o da partic¸a˜o
o´tima.
Para cada no´ da a´rvore, e´ necessa´rio escolher a varia´vel que melhor segmenta esse no´,
definindo-se uma medida de impureza de tal modo que os descendentes do no´ sejam mais
puros (existindo menos mistura de informac¸a˜o das regio˜es ate´ a´ı definidas) do que o no´ que
lhes deu origem.
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No caso de uma a´rvore de classificac¸a˜o, as medidas de impureza para um dado no´ que
sa˜o mais frequentemente utilizadas (por favorecem os no´s mais puros quando comparadas
com o erro de classificac¸a˜o), sa˜o:
• Quantidade de Informac¸a˜o de Shannon: −∑j P (cj)log2(P (cj))
• I´ndice de Gini: 1−∑j P 2(cj)
Note-se que P (cj) e´ a frac¸a˜o das varia´veis independentes no no´ em ana´lise que pertencem a`
regia˜o cj (sejam c = (c1, c2, ...) as regio˜es definidas pelo algoritmo de aprendizagem). Estas
medidas satisfazem as propriedades definidas em Breiman et al. (1984).
No caso de uma a´rvore de regressa˜o, o custo de escolher o valor y = a num dado no´ e´
em geral determinado por uma das duas seguintes medidas:
E[(Y − a)2] ou E[|Y − a|].
A ac¸a˜o que minimiza o custo, no primeiro caso, e´ a atribuic¸a˜o a a do valor da me´dia de
Y (a =E[Y ]), enquanto que no segundo caso e´ a atribuic¸a˜o a a do valor da mediana de Y
(a = εY ). Por este motivo, as medidas de impureza a considerar em regressa˜o sa˜o:
• Desvio quadra´tico me´dio: E[(Y−E[Y ])2]
• Desvio absoluto me´dio: E[|Y − εY |]
A medida de impureza utilizada no caso pra´tico sera´ a dada pelo desvio quadra´tico me´dio.
3.2.3 Regressa˜o com Ma´quinas de Suporte Vetorial
A noc¸a˜o de Regressa˜o com Ma´quinas de Suporte Vectorial (Support Vector Regression,
SVRs) [Vapnik (1995)] surgiu como uma generalizac¸a˜o das Ma´quinas de Suporte Vetorial
(SVMs), que por sua vez surgiram para resolver os problemas computacionais do me´todo
do nu´cleo. Estes estavam relacionados com a lentida˜o de resposta para grandes conjuntos
de dados e necessidade de armazenamento de toda a base de dados para fazer previsa˜o.
De modo informal, o me´todo do nu´cleo e´ um me´todo na˜o parame´trico para estimac¸a˜o de
curvas de densidades onde cada observac¸a˜o e´ ponderada pela distaˆncia em relac¸a˜o a um
valor central, designado como nu´cleo, cuja ideia foi introduzida para previsa˜o por Nadaraya
(1964) e Watson (1964).
O me´todo SVR e´ complexo e a sua explicac¸a˜o na˜o sera´ exaustiva, mas intuitiva (ver Figura
3.3). A explorac¸a˜o deste me´todo pode ser consultada, por exemplo, no tutorial Burges
(1998). De um modo muito geral, nas SVMs, atrave´s da aplicac¸a˜o de uma func¸a˜o de nu´cleo
(K) a`s observac¸o˜es, estas sa˜o projetadas num espac¸o de maior dimensa˜o no qual os dados
podem ser separados por um hiperplano. Quando os dados de treino sa˜o separa´veis, o
hiperplano o´timo no espac¸o caracter´ıstico apresenta a ma´xima margem de separac¸a˜o.
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Figura 3.3: Ilustrac¸a˜o de uma SVM.
Dado um conjunto de treino (xi, yi)i, onde xi ∈ Rn e y ∈ {1,−1}l, procura-se resolver o










Tκ(xi) + b) ≥ 1− ξi i = 1, . . . , l.
ξi ≥ 0,
onde xi representa os vetores de treino, w
T representa a transposta de w, C > 0 o paraˆmetro
de penalizac¸a˜o dos erros ξi e K(xi,xj) ≡ κ(xi)Tκ(xj) e´ a chamada func¸a˜o nu´cleo (ver Tabela








Radial exp(−γ||xiTxj||2) γ > 0
Sigmo´ide tanh(γxi
Txj + r)
Tabela 3.2: Func¸o˜es Nu´cleo Usuais na Aplicac¸a˜o de SVMs.
3.3 Avaliac¸a˜o dos Modelos
Para fazer a avaliac¸a˜o dos modelos de previsa˜o, o conjunto de dados e´ particionado em dois
subconjuntos: um de treino, usado para a aprendizagem do modelo, e outro de teste, para
analisar o erro associado ao modelo. Se assim na˜o fosse, o modelo encontrado ja´ estaria
ajustado aos dados de teste, produzindo previso˜es otimistas (e falseando, de algum modo,
os resultados).
A separac¸a˜o pode ser realizada por validac¸a˜o cruzada (me´todo k-fold [Witten e Frank
(2005)]) no caso dos algoritmos que aplicam os me´todos de Data Mining acima referidos.
Pore´m, e´ muito importante lembrar que, para se´ries temporais, qualquer forma de reamos-
tragem altera a ordem inicial dos dados e, por isso mesmo, esta te´cnica na˜o pode ser aplicada,
pelo que, nesse caso em particular, foi usado um me´todo designado por Sliding Window, que
consiste na divisa˜o dos dados existentes em duas janelas: uma que conte´m as observac¸o˜es
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anteriores a um dado instante de tempo e outra que conte´m as restantes observac¸o˜es, e
onde, para a aprendizagem no conjunto de teste, e´ constru´ıdo um novo modelo, para cada
conjunto de teste, obtido treinando todos os dados anteriores a ele (note-se que, de cada vez
que uma nova observac¸a˜o e´ adicionada ao conjunto de treino, uma mais antiga e´ removida).
As principais me´tricas usadas para avaliar os erros de previsa˜o dos modelos anteriormente
explicados sa˜o definidas na Tabela 3.3, onde n representa o nu´mero de observac¸o˜es dis-
pon´ıveis, Yt o valor observado em t e Yˆt a previsa˜o do modelo para esse mesmo valor.
Denominac¸a˜o Acro´nimo Expressa˜o




Ra´ız do Erro Quadra´tico Me´dio RMSE
√
MSE
Erro Absoluto Me´dio MAD 1
n
∑n
i=1 |Yt − Yˆt|




Tabela 3.3: Me´tricas Comuns na Avaliac¸a˜o dos Erros dos Modelos de Previsa˜o.
Observe-se que o MSE apresenta uma grande sensibilidade a erros elevados, uma vez que
considera o quadrado das diferenc¸as entre os valores observados e previstos. E´ por esse
motivo que muitas vezes se considera o RMSE, que atenua essa desvantagem. O MAD,
quando comparado com o MSE, apresenta a vantagem de avaliar os erros na unidade original
dos dados (e na˜o ao quadrado), tratando-os de igual modo. O MAPE, que sera´ o erro usado
no caso pra´tico, mede o “tamanho do erro” e corresponde a` me´trica que mais informac¸a˜o
da´ relativamente a` qualidade preditiva do modelo. Note-se que, nesta u´ltima me´trica, as
observac¸o˜es tais que Yt = 0 na˜o podem ser avaliadas.
Uma vez definidas as ferramentas teo´ricas fundamentais propostas para utilizac¸a˜o, e´ poss´ıvel
continuar a ana´lise, agora sobre a aplicac¸a˜o das mesmas a dados reais.
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Modelac¸a˜o e Previsa˜o de Velocidade de Ventos
Cap´ıtulo 4
Aplicac¸a˜o
A base de dados analisada apresenta algumas varia´veis clima´ticas (referidas na Tabela 4.1
e cuja nomenclatura sera´, daqui em diante, a presente na segunda coluna da mesma) cujas
caracter´ısticas sa˜o detalhadas no Anexo D.





Estac¸a˜o do Ano E -
Direc¸a˜o do Vento Hora´ria DV Graus
Precipitac¸a˜o Total Hora´ria PT mm
Temperatura Mı´nima Hora´ria TMin Graus Celsius
Temperatura Me´dia Hora´ria TMed Graus Celsius
Temperatura Ma´xima Hora´ria TMax Graus Celsius
Humidade Relativa Mı´nima Hora´ria HMin %
Humidade Relativa Me´dia Hora´ria HMed %
Humidade Relativa Ma´xima Hora´ria HMax %
Radiac¸a˜o Global Mı´nima Hora´ria RMin W/m2
Radiac¸a˜o Global Me´dia Hora´ria RMed W/m2
Radiac¸a˜o Global Ma´xima Hora´ria RMax W/m2
Velocidade de Vento Mı´nima Hora´ria VMin m/s
Velocidade de Vento Me´dia Hora´ria VMed m/s
Velocidade de Vento Ma´xima Hora´ria VMax m/s
Tabela 4.1: Varia´veis da Base de Dados.
Para se avaliar quais as varia´veis com maior influeˆncia sobre a velocidade ma´xima de vento,
foi efetuada uma pequena ana´lise, precedida de um tratamento da base de dados. Neste
u´ltimo, executou-se :
• preenchimento de valores em falha (vulgarmente designados por NA - Not Available),
que surgiam em seis das varia´veis (HMed, HMin e HMax, em aproximadamente 3%
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do tamanho da amostra; PT, em duas observac¸o˜es; VMin e VMax, numa observac¸a˜o),
substituindo-os pelo correspondente valor da mediana da varia´vel (seguindo a aborda-
gem sugerida por Torgo (2010)).
• dada a eventual importaˆncia que a varia´vel temporal “Data” podera´ ter no estudo,
esta foi substitu´ıda por cinco outras varia´veis: Ano, Meˆs, Dia, Hora e Estac¸a˜o do Ano.
Tal como escrito anteriormente, o foco incidira´ sobre a varia´vel vento, em particular sobre
a varia´vel velocidade ma´xima do vento da base de dados.
Como as instruc¸o˜es implementadas em R para o ca´lculo da correlac¸a˜o na˜o aceitam varia´veis
catego´ricas, a varia´vel Estac¸a˜o do Ano foi tranformada em nume´rica apenas para que este
ca´lculo pudesse ter em conta todas as varia´veis da base de dados. Note-se que, dado um
conjunto de dados com diversas varia´veis, se o objetivo for diminuir o seu nu´mero, na˜o
se deve considerar as que esta˜o altamente correlacionadas entre si (uma vez que conteˆm a
mesma informac¸a˜o, tornando-se redundantes). Pela observac¸a˜o de boxplots e pela matriz de
correlac¸a˜o entre varia´veis, na˜o aparenta existir uma dependeˆncia clara entre a varia´vel em
estudo e as restantes (exceto no caso em que a varia´vel clima´tica e´ a mesma, mas analisada
em relac¸a˜o aos seus valores ma´ximo, mı´nimo e me´dio hora´rios).
Figura 4.1: Correlac¸o˜es Amostrais.
No entanto, o facto de na˜o aparentar existir correlac¸a˜o linear entre as varia´veis, quando
analisadas duas a duas, na˜o significa que a varia´vel em estudo na˜o possa ser descrita por
uma combinac¸a˜o das outras varia´veis. Nesse caso, poder-se-ia proceder ao estudo dessa
relac¸a˜o considerando a velocidade ma´xima de vento como varia´vel resposta de um modelo
de regressa˜o linear mu´ltipla e essa varia´vel, seguidamente designada por V , poderia ser
escrita como
V = β0 +Xβ1 + ...+ βpXp + u = Xβ
onde X1, ..., Xp sa˜o as varia´veis explicativas, u os erros (tambe´m designados por res´ıduos)
do modelo e β = (β0, β1, ...., βp) os coeficientes da regressa˜o a estimar.
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No modelo cla´ssico de regressa˜o linear assume-se que os erros u sa˜o i.i.d., u ∼ N(0; ε = σ2Id)
e V segue uma distribuc¸a˜o normal com me´dia dependente de modo linear das varia´veis
explicativas, isto e´, V |X ∼ N(µ(X), σ2(X)), E(V |X) = β0 +Xβ1 + ...+ βpXp.
De um modo sucinto, face a` expressa˜o geral de definic¸a˜o do modelo de regressa˜o linear e
para que se fac¸a a correta interpretac¸a˜o dos coeficientes estimados no modelo, e´ importante
referir que:
• O coeficiente independente, β0, representa a resposta caso todas as varia´veis explica-
tivas sejam nulas.
• Para j = 1, ..., p o coeficiente j representa o incremento me´dio de V quando a varia´vel
explicativa Xj e´ aumentada de uma unidade e as restantes varia´veis explicativas se
manteˆm constantes, o que permite avaliar a intensidade da relac¸a˜o entre V e Xj.
A primeira avaliac¸a˜o dos modelos deve ser feita por ana´lise de testes de hipo´teses,
crite´rios de informac¸a˜o e res´ıduos. Antes de se observarem os resultados, e´ necessa´rio
salientar alguns aspetos:
• Como o problema a resolver e´ o da estimac¸a˜o dos paraˆmetros β e σ2, mantendo σ2
fixo, β pode ser estimado pelo me´todo da ma´xima verosimilhanc¸a, pelo que, supondo
a independeˆncia entre as observac¸o˜es, a func¸a˜o de verosimilhanc¸a a maximizar sera´
dada por













Como a func¸a˜o logaritmo e´ crescente, maximizar L equivale a maximizar log(L), ou
seja
















Os crite´rios de informac¸a˜o sa˜o usados para comparac¸a˜o de modelos na˜o encaixados
e aplicados a modelos constru´ıdos a partir da maximizac¸a˜o do logaritmo da verosi-
milhanc¸a acima definido. Caracterizam-se pela penalizac¸a˜o de modelos com maior
nu´mero de paraˆmetros e os mais usados sa˜o, segundo Pinheiro e Bates (2000):
– crite´rio de informac¸a˜o de Akaike (AIC), dado por −2l(βˆ, σˆ2) + 2npar
– crite´rio de informac¸a˜o Bayesiana (BIC), dado por −2l(βˆ, σˆ2) + 2nparlog(N)
onde npar e´ o nu´mero de paraˆmetros do modelo e N o nu´mero de observac¸o˜es.
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• Os principais testes envolvidos no teste de um modelo de regressa˜o linear sa˜o os
seguintes [Faraway (2009)]:
– teste de Wald, que indica a significaˆncia para o modelo de cada um dos coefici-
entes estimados, testando a hipo´tese nula de que βj = 0 para algum j = 0, 1, ..., p;
a ana´lise dos resultados deste teste deve ser feita com precauc¸a˜o, uma vez que
a rejeic¸a˜o da hipo´tese nula na˜o implica que todas as varia´veis na˜o significativas
devam ser exclu´ıdas do modelo. A remoc¸a˜o de uma varia´vel explicativa pode
fazer com que outras, que antes na˜o eram consideradas significativas, o passem a
ser.
– teste-F, atrave´s do qual se pretende averiguar se um determinado grupo de
varia´veis explicativas e´ ou na˜o significativo na explicac¸a˜o da varia´vel resposta
do modelo de regressa˜o, testando a hipo´tese nula de que β0 = β1 = ... =
βp = 0, e a alternativa dada por ∃ j ∈ {1, ..., p} tal que βj 6= 0. E´ usual
apresentar o resultado de uma ana´lise de regressa˜o sob a forma de uma tabela
de ana´lise da variaˆncia, ANOVA, onde se indicam alguns valores necessa´rios ao
desenvolvimento do teste de hipo´teses anterior.
Ale´m disso, a variac¸a˜o da varia´vel de resposta e´ decomposta na soma da variac¸a˜o
devida a` regressa˜o (Regression Sum of Squares) e da variac¸a˜o residual (Residual
Sum of Squares). Por esse motivo, tal como intuitivamente faz sentido, um
modelo que apresente um bom ajustamento aos dados sera´ um modelo em que a
variac¸a˜o total sera´ essencialmente devida a` regressa˜o, apresentando uma variac¸a˜o
residual baixa.
Neste aˆmbito, foram avaliados modelos com e sem algumas das varia´veis. As referentes aos
valores me´dios, uma vez que correspondem a valores calculados e na˜o medidos, na˜o foram
consideradas. Como visto na Figura 4.1, a informac¸a˜o recolhida mostrou que algumas das
varia´veis sa˜o altamente correlacionadas. Para decidir quais dessas varia´veis se deveria incluir
no modelo, optou-se pelas menos correlacionadas entre si. Consequentemente, retiveram-
se as varia´veis TMin, HMax e RMin em detrimento das varia´veis TMax, HMin e RMax,
respetivamente.
As diferentes aproximac¸o˜es do modelo por regressa˜o linear sugeriram que algumas das
varia´veis na˜o eram significativas (valor-p superior a 0.05). Estas foram removidas uma a
uma e os resultados analisados. O resultado final dessa ana´lise, obtido em R, foi o seguinte:
Call:
lm(formula = VMax ~ I(A) + I(M) + I(Estacao) + TMin + HMax +
RMin + DV + PT, data = BaseDados)
Residuals:
Min 1Q Median 3Q Max
-16.0302 -1.9165 -0.2585 1.6601 18.3484
Coefficients: Estimate Std. Error t value Pr(>|t|)
(Intercept) -1.941e+02 9.442e+01 -2.056 0.0398 *
I(A) 1.025e-01 4.686e-02 2.188 0.0287 *
I(M) 2.951e-02 1.328e-02 2.222 0.0263 *
I(Estacao)Outono 4.924e-01 1.242e-01 3.966 7.35e-05 ***
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I(Estacao)Primavera -8.014e-01 8.810e-02 -9.097 < 2e-16 ***
I(Estacao)Ver~ao -3.265e-01 1.288e-01 -2.535 0.0112 *
TMin -1.795e-01 7.098e-03 -25.294 < 2e-16 ***
HMax -3.998e-02 1.519e-03 -26.330 < 2e-16 ***
RMin 2.204e-03 1.537e-04 14.341 < 2e-16 ***
DV -1.347e-02 2.179e-04 -61.822 < 2e-16 ***
PT 4.609e-01 2.431e-02 18.955 < 2e-16 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 3.227 on 17732 degrees of freedom
Multiple R-squared: 0.3568,Adjusted R-squared: 0.3564
F-statistic: 983.4 on 10 and 17732 DF, p-value: < 2.2e-16
Comenta´rio: A rejeic¸a˜o da hipo´tese nula no teste-F na˜o significa que o modelo seja
bom. Alia´s, observando o valor do coeficiente de determinac¸a˜o (quadrado do coeficiente
de correlac¸a˜o linear de Pearson amostral entre os valores observados e os ajustados), que
deveria ser pro´ximo de 1, pode concluir-se que o modelo apresenta uma variac¸a˜o residual
alta (o coeficiente de determinac¸a˜o e´ igual a 0.3568), pelo que e´ um indicador de um mau
ajustamento aos dados. A inexisteˆncia de relac¸a˜o linear entre a varia´vel resposta e as
varia´veis explicativas conduz a valores de coeficiente de determinac¸a˜o pro´ximos de 0. Este
tambe´m na˜o parece ser o caso. Vai ser necessa´rio analisar os res´ıduos e outras medidas de
significaˆncia.
Figura 4.2: Ana´lise Gra´fica de Res´ıduos (caso hora´rio).
Chegou-se a` conclusa˜o que o modelo apresenta 2485 observac¸o˜es com res´ıduo superior a
3.3 que, segundo a literatura da a´rea, e´ o valor de refereˆncia a partir do qual as observac¸o˜es
devem ser analisadas uma a uma, com o intuito de perceber qual a sua influeˆncia sobre o
modelo estimado pela regressa˜o, o que na˜o parece ser exequ´ıvel dado o elevado nu´mero de
observac¸o˜es nessas condic¸o˜es!
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Com o mesmo objetivo, analisaram-se as distaˆncias de Cook 1 e leverages (ou pontos
de alta influeˆncia) obtidos pelo modelo. Pontos com distaˆncia de Cook superior a 4
N
(mantendo a notac¸a˜o anterior) podem ser pontos influentes pelo que o seu impacto no
ajustamento do modelo deve ser averiguado e, nesse caso, quase toda a amostra deveria ser
analisada. Ate´ agora, tudo aponta para que esta na˜o seja uma boa soluc¸a˜o de ajuste
a` varia´vel resposta V . Como u´ltimo elemento de ana´lise, foi estudado o fator de inflac¸a˜o
da variaˆncia para Xi (VIF
2), que e´ uma medida de aumento da variaˆncia de βi quando
as restantes varia´veis explicativas esta˜o correlacionadas. Este foi o principal crite´rio para
eliminar modelos que apresentavam valores superiores de coeficiente de determinac¸a˜o, mas
que tambe´m apresentavam muticolinearidade (i.e, VIF> 10 para algum Xi). Note-se que a
multicolinearidade pode interferir com os paraˆmetros estimados, falseando a resposta dada
pelo modelo de regressa˜o [Belsley et al. (1980)].
A ana´lise gra´fica do histograma mostra o que na˜o parece ser uma ma´ aproximac¸a˜o de
uma distribuic¸a˜o normal, mas a ana´lise do gra´fico dos quantis amostrais contra os quantis
de uma distribuic¸a˜o gaussiana mostra que, nos valores de cauda, os res´ıduos se afastam
do comportamento esperado para uma normal. Finalmente, fez-se a ana´lise dos res´ıduos
estandardizados contra os valores ajustados (gra´fico inferior esquerdo da Figura 4.2). De-
veria observar-se a variaˆncia constante na direc¸a˜o dos res´ıduos e as observac¸o˜es deveriam
formar uma nuvem sem tendeˆncia, mas na˜o e´ esse o padra˜o observado. A inexisteˆncia
deste padra˜o sugere heterocedasticidade e / ou na˜o linearidade, o que, pela ana´lise
do gra´fico anterior, sugere que seja esta a situac¸a˜o dos dados analisados.
Assumiu-se, ate´ agora, que a matriz de covariaˆncia entre os erros, ε, e´ tal que ε = σ2Id, mas
pode acontecer que os res´ıduos tenham variaˆncia na˜o constante ou estejam correlacionados.
Para testar esta u´ltima hipo´tese, usou-se o teste de Durbin e Watson (1950), que rejeitou
a existeˆncia de independeˆncia entre os res´ıduos. Considere-se, por esse motivo, um outro
modelo de regressa˜o normalmente usado em estudos de dados longitudinais (caracterizados
pela dependeˆncia das observac¸o˜es ao longo do tempo) e cujo detalhe teo´rico e pra´tico
pode ser consultado em Cabral e Gonc¸alves (2011). Suponha-se, enta˜o, que ε = σ2Σ,
onde Σ e´ conhecido e σ2 e´ desconhecido. Assim, o me´todo dos mı´nimos quadrados




Escrevendo Σ = SST, onde S e´ uma matriz triangular, v′ = S−1v, X ′ = S−1X e ε′ = S−1ε,
tem-se, pela decomposic¸a˜o de Cholesky [Brezinski e Zaglia (2005)], que




1 , onde vˆ
2
j/i representa o valor ajustado para vj quando o modelo e´ estimado
excluindo a observac¸a˜o i.
2 dado por VIF(Xi) =
1
1−Ri2 onde Ri
2 e´ o coeficiente de determinac¸a˜o de Xi sobre as restantes varia´veis
explicativas.
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Analisando a variaˆncia dos res´ıduos da nova regressa˜o considerada, tem-se que
var ε′ = var(S−1ε) = S−1(var ε)S-T = S−1σ2SSTS-T = σ2Id
portanto as varia´veis v′ e X ′ esta˜o relacionadas por uma equac¸a˜o de regressa˜o com erros
na˜o correlacionados com igual variaˆncia. No entanto, existem func¸o˜es de variaˆncia que
podem ser usadas para modelar a estrutura de variaˆncia dos erros e que sa˜o apresentadas na
Tabela 4.2, onde %it e´ o vetor de covaria´veis tais que i = 1, ..., n; t = 1, ..., Ti, δ e´ o vetor de
paraˆmetros da variaˆncia, sit uma varia´vel de estratificac¸a˜o e δ1, δ2 paraˆmetros das func¸o˜es
de variaˆncia.
Classe Variaˆncia
VarFixed - variaˆncia com covaria´vel u´nica σ2%it
VarIdent - variaˆncia que difere por categoria da covaria´vel σ2δ2sit
VarPower - poteˆncia de uma covaria´vel σ2|%it|2δ
VarExp - exponencial de uma covaria´vel σ2exp(2δ%it)
VarConstPower - constante + poteˆncia de uma covaria´vel σ2(δ1 + |%it|δ2)2
Tabela 4.2: Func¸o˜es de Variaˆncia para a Modelac¸a˜o da Heterocedasticidade.
Comenta´rio: Aplicando o me´todo dos mı´nimos quadrados generalizados ao caso de estudo,
os resultados da significaˆncia dos paraˆmetros estimados assemelharam-se aos obtidos na
regressa˜o linear (o resultado pode ser visto no Anexo A). No entanto, esta revelou-se mais
eficaz no tratamento da variaˆncia. Concluiu-se, pelos gra´ficos dos res´ıduos estandardiza-
dos em cada uma das varia´veis do modelo, que os res´ıduos estandardizados associados a`s
varia´veis DV e TMin apresentavam tendeˆncia. Foram usadas diferentes func¸o˜es de variaˆncia
para modelar a variaˆncia dessas varia´veis e foi feita a respetiva avaliac¸a˜o do modelo GLS
produzido (por avaliac¸a˜o de crite´rios de informac¸a˜o, uma vez que algumas das combinac¸o˜es
testadas obrigavam a` avaliac¸a˜o de dois modelos na˜o encaixados - isto e´, em que os paraˆmetros
de um dos modelos na˜o constitu´ıam um subconjunto dos paraˆmetros do outro modelo).
Foram testadas:
• func¸a˜o VarPower aplicada varia´vel TMin.
• func¸a˜o VarIdent aplicada a` varia´vel E, uma vez que foi detetada uma pequena diferenc¸a
visual nos res´ıduos por Estac¸a˜o do Ano.
• func¸a˜o VarPower aplicada a` varia´vel TMin, restrita por E. Deste modo, vai ser esti-
mado um paraˆmetro por estac¸a˜o para a covaria´vel TMin.
• foram testados os treˆs modelos anteriores, substituindo a func¸a˜o VarPower pela func¸a˜o
VarExp.
Comenta´rio: Verificou-se que o melhor modelo foi o que usou a func¸a˜o VarExp sobre
a covaria´vel TMin, definindo um paraˆmetro por Estac¸a˜o do Ano. Isto significa que o
modelo estimou uma variaˆncia diferente por estac¸a˜o que diminui (uma vez que os paraˆmetros
estimados foram todos negativos) de forma exponencial com a Temperatura Mı´nima. Apre-
sentou valores de AIC=88984.99 e BIC=89109.52, os mais baixos de todos os testados. Os
resultados podem ser vistos no Anexo A.
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A rejeic¸a˜o da independeˆncia dos erros na regressa˜o tambe´m pode ser um fator importante
para explicar a alta componente residual nos modelos vistos ate´ agora. Por esse motivo,
consideraram-se os valores ma´ximos dia´rios de vento (escolhendo o valor ma´ximo hora´rio
de cada dia) e aplicou-se regressa˜o linear mu´ltipla nos mesmos moldes que anteriormente.
A ana´lise gra´fica de res´ıduos, nesse caso, e´ apresentada na Figura 4.3:
Figura 4.3: Ana´lise Gra´fica de Res´ıduos (caso dia´rio).
Apesar dos testes de independeˆncia entre res´ıduos continuarem a rejeitar a hipo´tese nula,
a variaˆncia dos res´ıduos ja´ na˜o parece comportar tanta informac¸a˜o como no caso visto
anteriormente, o que intuitivamente faz sentido, visto que se passou de 17743 observac¸o˜es
para 730.
Olhando agora para o histograma da principal varia´vel em estudo, e´ poss´ıvel observar que
a forma da mesma na˜o aparenta seguir distribuic¸o˜es conhecidas. Assim, face a` dificuldade
em modelar a distribuic¸a˜o seguida pelas velocidades de ventos desta estac¸a˜o meteorolo´gica
(apo´s diversas tentativas de ajuste a va´rias distribuic¸o˜es, com estimac¸a˜o dos respectivos
paraˆmetros por me´todo de ma´xima verosimilhanc¸a, e execuc¸o˜es de testes de hipo´teses tipo
Kolmogorov-Smirnov para comparac¸a˜o de duas distribuic¸o˜es - a emp´ırica com a estimada
- com valores-p sempre inferiores ao valor de refereˆncia 0.05) optou-se por uma estimac¸a˜o
na˜o parame´trica da func¸a˜o densidade de probabilidade da velocidade ma´xima dos ventos,
dada por uma modificac¸a˜o do me´todo do nu´cleo e explicada em Bessa et al. (2012), cujo
resultado se apresenta na Figura 4.4.
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Figura 4.4: Func¸a˜o Densidade de probabilidade Estimada pelo Me´todo do Nu´cleo Modifi-
cado.
Esta informac¸a˜o e´ mostrada apenas para corroborar os resultados vistos. Efetivamente,
a varia´vel resposta dos modelos usados ate´ agora na˜o tem um comportamento que possa
ser associado a` distribuic¸a˜o normal. Tambe´m foram feitas transformac¸o˜es dos dados (ra´ız
quadrada, logaritmo e transformac¸a˜o de Box) e feita uma ana´lise semelhante a` referida, mas
os resultados na˜o melhoraram, pelo que se optou pela na˜o colocac¸a˜o desse trabalho na tese.
A tentativa de ajuste da func¸a˜o densidade de probabilidade dos dados a`s distribuic¸o˜es que
caracterizam tipicamente este tipo de feno´meno, como Weibull, Gumbel ou GEV (Genera-
lized Extreme Value) tambe´m na˜o se mostrou eficaz.
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4.1 Modelac¸a˜o
Relativamente ao processo de modelac¸a˜o de velocidade de ventos, e antes da apre-
sentac¸a˜o de resultados, deve explicar-se alguns detalhes computacionais.
Detalhes de Implementac¸a˜o:
• E´ comum na˜o se considerarem as transic¸o˜es de um estado para si mesmo. Nesse
sentido, na implementac¸a˜o em R sa˜o consideradas apenas as transic¸o˜es de um estado i
para um estado j, com i 6= j (logo pii = 0). Para o processo de simulac¸a˜o, assumiu-se
que pij(s) = pij(0) ∀s.
• Para estimar Fi,j, e´ definida uma matriz com treˆs dimenso˜es: nu´mero de linhas (estado
para onde o sistema transitou na (n− 1)-e´sima transic¸a˜o), nu´mero de colunas (estado
para onde o sistema transitou na n-e´sima transic¸a˜o) e tempos considerados para
estudo. Isto acontece porque, na verdade, va˜o existir tantas matrizes F quantas o
nu´mero de unidades temporais estudadas. Para a definic¸a˜o desta func¸a˜o de distri-
buic¸a˜o, foi definida uma varia´vel auxiliar tempora´ria ftemp que guarda o nu´mero de
vezes que o sistema se encontra no estado i e transita para o estado j ao fim de t
unidades de tempo. Assim, o objetivo desssa varia´vel auxiliar e´ fazer a contagem das
unidades de tempo em que o sistema permanece num dado estado. Para exemplificar,
se o sistema em estudo fosse o seguinte, 11111222111112, enta˜o ftemp[1, 2, 5] = 2 e
ftemp[2, 1, 3] = 1. Uma vez que ftemp conte´m a contagem das vezes que o sistema
esteve no estado i e transitou para j ao fim de t unidade de tempo, e´ poss´ıvel
calcular agora a func¸a˜o de probabilidade F , bastando para isso dividir esse nu´mero de
ocorreˆncias pelo nu´mero total de vezes que se transitou de i para j.
• E´ ainda necessa´rio referir que o modelo de segunda ordem considerado para as si-
mulac¸o˜es na˜o e´ exatamente como o definido na contextualizac¸a˜o teo´rica, na medida
em que e´ de segunda ordem nos estados mas e´ de primeira ordem no tempo. Difere
do de primeira ordem apenas na considerac¸a˜o na˜o so´ do estado onde o sistema se
encontra, mas tambe´m do estado de onde o sistema saiu.
Algoritmo:
Simulac¸a˜o de uma cadeia semi-markoviana ate´ t = Tmax:
1. Definir T0 = 0, n = 0.
2. Definir J0 como o estado do sistema original.
3. Enquanto t < Tmax: GERAR Jn a partir de PJn,∗(Tn−1); Definir n = n + 1; GERAR
F ; Atribuir t = t+ F ; tn = t
Caso contra´rio: pa´ra o processo.
4. Voltar ao primeiro passo.
Usando este algoritmo, foi poss´ıvel simular dados sinte´ticos de velocidade de vento.
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Observac¸o˜es:
• Note-se que nas simulac¸o˜es computacionais se utiliza sempre a probabilidade acu-
mulada, uma vez que com a func¸a˜o densidade de probabilidade na˜o se conseguem
distinguir as probabilidades de cada elemento. Quando se gera uma determinada
func¸a˜o de probabilidade, e´ comum fazeˆ-lo pela gerac¸a˜o de um nu´mero aleato´rio entre
0 e 1, para que se possa fazer pleno uso da definic¸a˜o de probabilidade.
• Para na˜o criar uma quarta dimensa˜o e na˜o se ter de alterar o co´digo definido para
as simulac¸o˜es markovianas e semi-markovianas de primeira ordem, foi decidido que,
para a simulac¸a˜o semi-markoviana de segunda ordem (onde, recorde-se, existem treˆs
estados de refereˆncia para o sistema: onde estava, onde esta´ e para onde vai apo´s t
unidades de tempo), se codificariam os estados de 1 a 36, correspondeˆncia associada a
todas as combinac¸o˜es de onde estava o sistema e onde esta´ agora. Assim, o algoritmo
usado foi o visto anteriormente, uma vez que a informac¸a˜o a considerar ja´ esta´ inclu´ıda
na codificac¸a˜o dos estados. Essa codificac¸a˜o e´ mostrada na Tabela 4.3.
E´ necessa´rio referir que nem todas as transic¸o˜es sa˜o poss´ıveis. Exemplificando, a
cadeia 2 1 significa que o sistema estava em 1, esta´ em 2 e vai para 1 apo´s t unidades
de tempo. A cadeia 11 25 significa que o sistema estava em 2, esta´ em 5 e vai para 1
apo´s t unidades de tempo. O estado interme´dio tem de ser comum entre a primeira
transic¸a˜o analisada e a segunda, para que esta exista efetivamente. Por essa raza˜o, a
cadeia 4 7, por exemplo, na˜o faz sentido. Este modo de entrada dos estados e´ usado
apenas para a simulac¸a˜o e e´ realizada a transformac¸a˜o inversa no final do processo para
que se tenha o mesmo nu´mero de estados nos resultados finais (e, consequentemente,
para que seja poss´ıvel a sua ana´lise e comparac¸a˜o).
Transic¸a˜o Estado Transic¸a˜o Estado Transic¸a˜o Estado
1→ 1 1 2→ 1 7 3→ 1 13
1→ 2 2 2→ 2 8 3→ 2 14
1→ 3 3 2→ 3 9 3→ 3 15
1→ 4 4 2→ 4 10 3→ 4 16
1→ 5 5 2→ 5 11 3→ 5 17
1→ 6 6 2→ 6 12 3→ 6 18
Transic¸a˜o Estado Transic¸a˜o Estado Transic¸a˜o Estado
4→ 1 19 5→ 1 25 6→ 1 31
4→ 2 20 5→ 2 26 6→ 2 32
4→ 3 21 5→ 3 27 6→ 3 33
4→ 4 22 5→ 4 28 6→ 4 34
4→ 5 23 5→ 5 29 6→ 5 35
4→ 6 24 5→ 6 30 6→ 6 36
Tabela 4.3: Correspondeˆncia de Estados usada na Simulac¸a˜o Semi-markoviana de Segunda
Ordem.
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Com base em todo o processo explicado na secc¸a˜o teo´rica de modelac¸a˜o desta tese, foi obtida
a matriz de transic¸o˜es do sistema (ver equac¸a˜o (2.1) referida na Introduc¸a˜o aos Processos
Semi-Markovianos). A explorac¸a˜o da mesma poderia ser nume´rica, mas optou-se pela ana´lise
gra´fica, uma vez que permite uma leitura mais intuitiva acerca do potencial da informac¸a˜o
obtida por este modelo. A varia´vel estudada foi discretizada em 6 estados: dois de vento
fraco, dois de vento interme´dio e dois de vento forte (ver Tabela 3 do Anexo C). Alguns dos
gra´ficos obtidos pelo estudo de φij(1, t), t = 1, ..., Tmax (efetuado a partir da primeira hora
registada na base de dados, para Tmax = 50 horas) foram os seguintes:
Para i = 1 Para i = 2
Para i = 3 Para i = 4
Para i = 5 Para i = 6
Tabela 4.4: Probabilidades de Transic¸a˜o Estimadas (da Cadeia Semi-markoviana de
Primeira Ordem).
Comenta´rio: A ana´lise gra´fica permite constatar que, no final das 50 horas analisadas,
existe uma estabilizac¸a˜o dos valores das probabilidades de transic¸a˜o. E´ tambe´m poss´ıvel
observar que, nos estados de vento fraco (1 e 2), a probabilidade de transic¸a˜o para estado
de vento forte sa˜o muito baixas e que o acontecimento mais prova´vel e´ a transic¸a˜o para o
4.1. MODELAC¸A˜O 49
outro estado de vento fraco. Quanto aos estados de vento forte (5 e 6), e´ interessante
verificar que, apo´s algumas horas, e´ mais prova´vel que o sistema retorne a um estado de
vento fraco do que se mantenha num de vento forte ou interme´dio (3 e 4). Este facto
permite, de algum modo, confirmar o que o senso comum nos diz: “depois da tempestade
vem a bonanc¸a”. No caso do estado 5, nas primeiras horas, e´ mais prova´vel que transite para
um estado interme´dio (3 ou 4), ao passo que no estado 6 e´ mais prova´vel que transite para
um estado de vento forte (5). As primeiras 15 horas tambe´m parecem ser determinantes no
decorrer do processo, em particular nos estados de vento interme´dios e nos estados de
vento forte, na medida em que a probabilidade de transic¸a˜o para estados com velocidade
de vento pro´ximas das que o estado original apresenta sa˜o mais prova´veis nessas primeiras
horas do que nas seguintes. Note-se que so´ se observou o comportamento do sistema nas
primeiras horas uma vez que a matriz de transic¸a˜o P considerada e´ igual para todos os
instantes de tempo. Se fosse diferente para cada instante, o estudo de outros domı´nios
temporais poderia ser mais informativo.
Esta func¸a˜o fornece quase toda a informac¸a˜o necessa´ria sobre o processo, uma vez que
e´ poss´ıvel ao leitor estudar as probabilidades de transic¸a˜o entre os estados de interesse,
nos instantes de interesse. A explorac¸a˜o desta informac¸a˜o seria u´til, por exemplo, caso
existissem va´rias regio˜es em ana´lise. Nesse caso, seria poss´ıvel a uma qualquer companhia
seguradora analisar qual o comportamento esperado do vento nas diferentes regio˜es, fazendo
diferentes atribuic¸o˜es de pre´mios (pricing) consoante a regia˜o do segurado. Do mesmo modo,
esta informac¸a˜o poderia ser usada para estudar o potencial energe´tico de uma determinada
regia˜o (acrescentando ao estudo outro tipo de varia´veis), aliando informac¸a˜o relativa na˜o so´
a` velocidade de vento, mas tambe´m a` sua direc¸a˜o [D’Amico et al. (2012)].
Fez-se uma ana´lise de diagno´stico com base num histograma para se perceber se este seria
semelhante a` se´rie original de forma a testar empiricamente se o ca´lculo da matriz F foi feito
corretamente e se as cadeias semi-markovianas (de primeira e segunda ordens) conseguiam
modelar os dados ou na˜o. Os resultados obtidos relativos a`s simulac¸o˜es foram os seguintes:
Figura 4.5: Simulac¸o˜es e respetivas Func¸o˜es de Correlac¸a˜o.
Comenta´rio: Em qualquer um dos gra´ficos, os processos semi-markovianos aparentam
fazer uma modelac¸a˜o que se aproxima do processo original de um modo mais coerente do
que o processo markoviano. Note-se que o gra´fico da esquerda apenas permite avaliar a
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representatividade dos estados no final do processo, mostrando o nu´mero de vezes que o
sistema esteve em cada um dos estados. A observac¸a˜o do gra´fico de autocorrelac¸a˜o (lado
direito da Figura 4.5) tambe´m corrobora a primeira afirmac¸a˜o, na medida em que a ana´lise
temporal definida por esta medida sugere um comportamento por parte dos processos semi-
markovianos mais pro´ximo do original, quando comparada com a autocorrelac¸a˜o do processo
markoviano.
No entanto, a ana´lise gra´fica na˜o basta para fazer concluso˜es. Para resultados mais elu-
cidativos, mostram-se tabelas com quantidades de interesse, resultantes de 1000 simulac¸o˜es
Monte Carlo dos treˆs processos. A Tabela 4.5 exibe as probabilidades me´dias de transic¸a˜o
estimadas (medidas em percentagem e arredondadas a duas casas decimais) e a Tabela 4.6
os tempos me´dios de espera estimados (hora´rios, arredondados a duas casas decimais) antes
de ocorrer transic¸a˜o. Os resultados mais pro´ximos dos originais (avaliados pela diferenc¸a
em valor absoluto) esta˜o assinalados a azul 3.
Reais Markov
1 2 3 4 5 6
1 − 96.28 3.72 0.00 0.00 0.00
2 64.12 − 34.67 1.21 0.00 0.00
3 1.34 60.22 − 37.10 1.12 0.22
4 0.23 4.22 77.00 − 18.08 0.47
5 0.00 1.14 14.77 80.68 − 3.41
6 0.00 0.00 14.28 71.43 14.29 −
1 2 3 4 5 6
1 − 95.64 4.36 0.00 0.00 0.00
2 62.46 − 35.89 1.65 0.00 0.00
3 1.91 63.74 − 33.06 1.29 0.00
4 0.16 6.13 78.39 − 14.84 0.48
5 0.00 0.00 16.97 78.57 − 4.46
6 0.00 0.00 12.50 75.00 12.50 −
Semi-Markov de Ordem 1 Semi-Markov de Ordem 2
1 2 3 4 5 6
1 − 95.86 4.14 0.00 0.00 0.00
2 65.59 − 33.10 1.31 0.00 0.00
3 1.24 57.80 − 39.28 1.57 0.11
4 0.44 2.44 78.93 − 17.52 0.67
5 0.00 1.08 15.05 79.57 − 4.30
6 0.00 0.00 0.00 100.00 0.00 −
1 2 3 4 5 6
1 − 96.40 3.60 0.00 0.00 0.00
2 65.52 − 33.44 1.04 0.00 0.00
3 1.48 60.27 − 36.77 1.25 0.23
4 0.25 5.42 78.08 − 15.76 0.49
5 0.00 2.59 12.99 84.42 − 0.00
6 0.00 0.00 25.00 25.00 50.00 −
Tabela 4.5: Probabilidades Me´dias de Transic¸a˜o Estimadas (em %).
Comenta´rio: A informac¸a˜o presente na primeira tabela na˜o indica que exista efetivamente
um melhor ajuste dos modelos semi-markovianos. Apesar de grande parte dos melhores
resultados estar assinalada sobre os resultados da modelac¸a˜o semi-markoviana, ainda ha´
situac¸o˜es em que o modelo markoviano e´ o melhor. De facto, existem situac¸o˜es em que os
processos semi-makovianos se aproximam dos originais (como por exemplo nas transic¸o˜es
1 → 2, 2 → 4, 4 → 3 e 5 → 6) em detrimento do de Markov. Ha´ outras situac¸o˜es em que
esse facto na˜o se verifica (como por exemplo nas transic¸o˜es do estado 6 para qualquer um
dos outros estados). Sera´ necessa´rio um crite´rio de decisa˜o mais forte para decidir qual o
processo que melhor aproxima as caracter´ısticas do processo original.
3 caso existam valores iguais, sa˜o todos assinalados. Para esta avaliac¸a˜o sa˜o consideradas apenas as
probabilidades e tempos diferentes de 0.
4.1. MODELAC¸A˜O 51
Por esse motivo, foram analisados os tempos de espera, onde os modelos semi-markovianos
apresentam claramente melhores resultados do que o modelo markoviano, em particular nos
estados de vento fraco e interme´dio.
Reais Markov
1 2 3 4 5 6
1 − 8.56 9.44 0.00 0.00 0.00
2 3.42 − 3.10 4.06 0.00 0.00
3 1.33 3.03 − 3.21 1.60 4.50
4 1.00 1.28 2.12 − 2.56 1.00
5 0.00 1.00 1.08 1.80 − 1.00
6 0.00 0.00 1.00 1.00 1.00 −
1 2 3 4 5 6
1 − 3.66 3.65 0.00 0.00 0.00
2 2.83 − 2.83 2.80 0.00 0.00
3 2.44 2.45 − 2.45 2.43 0.00
4 1.82 1.81 1.82 − 1.83 1.83
5 0.00 1.30 1.30 1.29 − 1.30
6 0.00 0.00 1.00 1.00 1.00 −
Semi-Markov de Ordem 1 Semi-Markov de Ordem 2
1 2 3 4 5 6
1 − 8.55 9.47 0.00 0.00 0.00
2 3.43 − 3.10 4.07 0.00 0.00
3 1.33 3.03 − 3.20 1.60 4.42
4 1.00 1.28 2.12 − 2.57 1.00
5 0.00 1.00 1.08 1.81 − 1.00
6 0.00 0.00 1.00 1.00 1.00 −
1 2 3 4 5 6
1 − 8.55 9.43 2.00 0.00 0.00
2 3.42 − 3.10 4.03 0.00 0.00
3 1.34 3.03 − 3.21 1.60 4.56
4 1.00 1.28 2.12 − 2.56 1.00
5 0.00 1.00 1.07 1.80 − 1.00
6 0.00 0.00 1.00 1.00 1.00 −
Tabela 4.6: Tempos de Espera Me´dios Estimados.
Esta ana´lise tambe´m permite inferir alguma informac¸a˜o interessante sobre o processo de
velocidade de ventos na regia˜o de Settala: as transic¸o˜es entre estados de vento forte ocorrem
num intervalo temporal curto, uma vez que o tempo me´dio de espera para a ocorreˆncia de
transic¸a˜o do estado 5 para o estado 6 ou do estado 6 para o estado 5 e´ de uma hora.
Em me´dia, o tempo que o sistema demora a transitar para o estado 2, quando vem do estado
1, e´ de aproximadamente 8.56 horas. Curiosamente, e´ mais ra´pido a transitar para o estado
1 se provier do estado 2 - demora aproximadamente 3.43 horas. No entanto, relembrando os
crite´rios climatolo´gicos usados para a discretizac¸a˜o em estados, e´ natural que os tempos de
transic¸a˜o nos estados de vento fraco tenham uma banda temporal mais larga, uma vez que
conteˆm velocidades de vento baixas e comuns na regia˜o, que podem variar de modo gradual
ao longo do dia (note-se que variac¸o˜es de 1 m/s para 3 m/s ou de 4.5 m/s para 8.5 m/s, por
exemplo, esta˜o contempladas no mesmo estado - estados 1 ou 2, respetivamente - e por isso
na˜o sa˜o controladas). Em relac¸a˜o aos resultados temporais, realce-se que eram expecta´veis,
uma vez que a grande diferenc¸a entre a abordagem tradicional (de Markov) e a realizada na
presente tese e´ a da considerac¸a˜o de informac¸a˜o temporal.
Antes de terminar a ana´lise da modelac¸a˜o, deve salientar-se que, em relac¸a˜o a`s quantidades
de interesse avaliadas nesta secc¸a˜o, na˜o foram observadas melhorias significativas pela
considerac¸a˜o do processo semi-markoviano de segunda ordem em relac¸a˜o ao de primeira
ordem. No entanto, como ja´ foi referido, o processo considerado e´ de segunda ordem
nos estados e de primeira ordem no tempo. D’Amico et al. (2013) referem melhorias na
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aproximac¸a˜o a dados reais por modelos semi-markovianos de segunda ordem nos estados e
no tempo.
Globalmente, os resultados vistos permitem afirmar que a modelac¸a˜o semi-markoviana
aparenta fazer um melhor ajuste aos dados reais de velocidade ma´xima de vento
hora´ria do que a modelac¸a˜o markoviana.
4.2 Previsa˜o - Mecanismos de Explorac¸a˜o
Relativamente aos processos de previsa˜o de velocidade de vento, face aos maus resul-
tados obtidos nas tentativas de previsa˜o hora´ria, a partir deste momento a ana´lise sera´ feita
sobre os dados dia´rios ma´ximos de velocidade de vento. A se´rie a analisar e´ a da Figura 4.6.
Figura 4.6: Se´rie Temporal Dia´ria. Figura 4.7: ARIMA(3,0,1).
Tentou modelar-se a se´rie temporal por um ARIMA usando a instruc¸a˜o auto.arima do
R (cujo algoritmo foi desenvolvido, apresentado e implementado em Hyndman e Khandakar
(2007)). Esta func¸a˜o sugere o modelo ARIMA que melhor se adapta aos dados (com base
em testes de ra´ız unita´ria para determinar o valor de d e com base nos crite´rios AIC, BIC
ou AICc (AIC corrigido) para os outros dois paraˆmetros).
Segundo os testes de Dickey-Fuller e Phillips-Perron referidos na parte teo´rica, e´ rejeitada
a hipo´tese de existir pelo menos uma ra´ız dentro do c´ırculo unita´rio, para um n´ıvel de
significaˆncia de 5%. O teste de KPSS na˜o rejeita a hipo´tese de estacionariedade da se´rie. Os
valores-p para cada teste foram, respetivamente, 0.01, 0.01 e 0.1. No caso destes testes, na˜o
sera´ poss´ıvel haver concordaˆncia entre os resultados, uma vez que a hipo´tese de interesse e´ a
hipo´tese nula num dos testes e a alternativa no outro. Como a na˜o rejeic¸a˜o de uma hipo´tese
nula na˜o implica a sua aceitac¸a˜o, pode dizer-se apenas que, segundo os dois primeiros testes,
a hipo´tese de na˜o estacionariedade e´ rejeitada e segundo o terceiro teste, a estacionariedade
na˜o e´ rejeitada. Deste modo, supo˜e-se que o modelo ARIMA podera´ ser aplicado a esta
se´rie sem necessidade de a diferenciar.
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Face a` previsa˜o por se´ries temporais, note-se que a reta de refereˆncia no correlograma da ACF




), e portanto depende do nu´mero de observac¸o˜es (n). Em seguida
apresentam-se os correlogramas das autocorrelac¸o˜es totais e parciais, respetivamente, da
se´rie temporal em ana´lise.
Figura 4.8: ACF. Figura 4.9: ACF (500 lags). Figura 4.10: PACF.
A ACF na˜o estabiliza abaixo da reta de refereˆncia nos primeiros lags observados. Para
um maior nu´mero de lags, a ACF parece ter um comportamento ana´logo ao de uma onda
criticamente amortecida. Como nem sempre a ana´lise gra´fica e´ correta e suficiente para
justificar uma decisa˜o, aliada ao facto de na˜o se encontrarem refereˆncias com um suporte
teo´rico so´lido aos me´todos gra´ficos de apoio a` decisa˜o do modelo, devem testar-se va´rias
ordens e escolher a que apresentar melhores resultados. Neste caso, como os dois modelos
referidos nesta secc¸a˜o foram utilizados sobretudo como mecanismos de explorac¸a˜o da
se´rie temporal, esse estudo na˜o foi feito. O modelo escolhido pela instruc¸a˜o usada foi
um ARIMA(3,0,1) com me´dia diferente de zero e AIC= 3966.32, AICc= 3966.43 e
BIC= 3993.86. A ana´lise dos res´ıduos mostra que a hipo´tese de independeˆncia dos res´ıduos
na˜o e´ rejeitada (ate´ 10 lags), para o teste de Ljung-Box [Ljung e Box (1978)].
Figura 4.11: Ana´lise de Res´ıduos do Modelo ARIMA.
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Para fornecer uma maior consisteˆncia aos resultados, utilizou-se o mesmo teste de Ljung-Box
para testar a independeˆncia serial na se´rie original, que por sua vez foi rejeitada (note-se que
este teste faz uma aproximac¸a˜o a` se´rie por modelos ARMA). Foi tambe´m utilizado um teste
na˜o parame´trico de Kruskall-Wallis para testar a igualdade de distribuic¸o˜es emp´ıricas
entre a varia´vel Dia e varia´vel Velocidade de Vento, que na˜o foi rejeitada, tendo obtido um
valor-p de 0.48. Apesar de os resultados aparentarem aproximar um sinal de ru´ıdo branco
(tal como se espera), na˜o se deve esquecer que os modelos ARIMA usados sa˜o lineares e,
existindo padro˜es na˜o-lineares, podem ser captados pelo modelo e adulterar as previso˜es por
ele feitas.
Por esse motivo, foi explorada uma outra te´cnica, designada por Ana´lise Espetral Singular
(SSA) [Elsner e Tsonis (2013)], que na˜o obriga ao conhecimento sobre o modelo parame´trico
da se´rie temporal. E´ composta pelas etapas de decomposic¸a˜o - por sua vez composta nas
etapas de embutimento e decomposic¸a˜o em valores singulares - e reconstruc¸a˜o -
por sua vez composta pelo agrupamento de triplos pro´prios e me´dia da diagonal.
Assumindo que a se´rie estudada e´ decomposta na soma de tendeˆncia, componentes osci-
lato´rias e ru´ıdo, este me´todo so´ obriga a` definic¸a˜o de dois paraˆmetros: tamanho da janela
L (cujo comprimento o´timo e´ dado por Lmax =
N
2
, onde N e´ o nu´mero de observac¸o˜es da
se´rie; para se conseguir alcanc¸ar separabilidade suficiente das componente, aconselha-se a
escolha de um valor de L proporcional ao per´ıodo de sazonalidade dos dados [Golyandina
et al. (2001)]) a usar e triplos pro´prios a agrupar. Estes conceitos sera˜o explicados de seguida.
Procedimento SSA:
Cada triplo e´ um vetor pro´prio, um vetor fator e um vetor singular. Na etapa sequencial de
SSA, inicialmente faz-se a extrac¸a˜o de tendeˆncia usando o primeiro vetor pro´prio, tal como
descrito por Golyandina e Korobeynikov (2014). Em seguida extraem-se as componentes
aleato´rias dos res´ıduos. Para tal, devem agrupar-se os triplos pro´prios com valores singulares
pro´ximos, uma vez que a quebra no espetro dos valores pro´prios permite detetar uma
sequeˆncia lentamente decrescente de valores singulares produzida por um sinal de ru´ıdo
branco. Antes de decidir quais os triplos pro´prios a agrupar, deve analisar-se a matriz
de correlac¸o˜es ponderadas entre as componentes obtidas na separac¸a˜o de valores pro´prios
(componentes reconstru´ıdas).
Deve analisar-se ainda o gra´fico dos vetores pro´prios sucessivos, agrupando os triplos pro´prios
associados a pol´ıgonos regulares. Note-se que este mecanismo funciona com base no conceito
de separabilidade, defendendo que as diferentes componentes da se´rie sa˜o identifica´veis e
separa´veis, permitindo decompor a mesma. Habitualmente toma-se para a extrac¸a˜o de
tendeˆncia um valor de L proporcional ao per´ıodo da se´rie, mas como na˜o se identifica (visu-
almente) nenhum per´ıodo na se´rie original, considerar-se-a´, nas duas fases do procedimento,
que o tamanho da janela sera´ L = 728
2
= 364 (dias).
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Figura 4.12: SSA - Valores Singula-
res.
Figura 4.13: SSA - Matriz de Correlac¸o˜es
entre as Componentes.
Figura 4.14: SSA - Vetores Pro´prios e Pares de Vetores Pro´prios.
Embora a ana´lise gra´fica na˜o tenha sido trivial, uma vez que apenas o par (4, 5) e´ claramente
identifica´vel (porque estes dois vetores esta˜o emparelhados na Figura 4.12, apresentam igual
comportamento nos vetores pro´prios da Figura 4.14 e correspondem a`s poucas componentes
claramente identificadas por uma alta correlac¸a˜o na Figura 4.13), pela ana´lise gra´fica destas
treˆs componentes de decisa˜o, os triplos escolhidos foram os seguintes: (4, 5) e (7, 8).
Observe-se tambe´m que a SSA na˜o identifica periodicidade na se´rie, uma vez que na˜o existem
pol´ıgonos regulares definidos no gra´fico de Pares de Vetores Pro´prios da Figura 4.14. Esta
informac¸a˜o e´ u´til para concluir algo que ja´ se desconfiava: a se´rie aparenta ser definida por
diversas componentes oscilato´rias, cada uma com a sua quota parte de participac¸a˜o na se´rie
original, mas na˜o parece existir periodicidade em nenhuma das componentes dos triplos
selecionados, pelo que a separabilidade da se´rie pode ser feita (usando os triplos pro´prios e
a tendeˆncia entretanto extra´ıdos), mas na˜o se consegue fazer uma interpretac¸a˜o f´ısica das
mesmas.
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Uma vez feito o agrupamento, prosseguiu-se com a reconstruc¸a˜o da se´rie, que se encontra na
Figura 4.15, onde se veˆ a se´rie original, a remoc¸a˜o da tendeˆncia (a azul) na primeira etapa
da SSA sequencial e que centra a se´rie, e a reconstruc¸a˜o da mesma com base nos triplos
pro´prios definidos anteriormente.
Figura 4.15: SSA - Reconstruc¸a˜o da Se´rie.
Com esta informac¸a˜o, e´ poss´ıvel prever dados com base no algoritmo (de recorreˆncia) descrito
no cap´ıtulo 5 da obra de Golyandina et al. (2001).
Figura 4.16: SSA - Previsa˜o.
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4.3 Previsa˜o - Aplicac¸a˜o e Comparac¸a˜o de Resultados
Para a previsa˜o, tal como referido no Cap´ıtulo 3, foram usadas Redes Neuronais Artificiais,
Ma´quinas de Suporte Vetorial e A´rvores de Regressa˜o (cujas instruc¸o˜es em R sa˜o dadas
por nnet, svm e rpart, respetivamente). Relembrando, a validac¸a˜o cruzada e´ usada para
avaliar a capacidade de predic¸a˜o/previsa˜o do modelo com uns determinados paraˆmetros (o
k-fold e´ o me´todo de partic¸a˜o dos dados e e´ independente do me´todo que se usa para a
separac¸a˜o inicial; e´ usado para que haja reamostragem e o treino na˜o seja feito sempre sobre
os mesmos dados). Usaram-se 10 folds para a validac¸a˜o, o que significa que o algoritmo na
validac¸a˜o cruzada e´ treinado com 90% do treino e testado nos restantes 10% do treino. O
erro de previsa˜o final do modelo, nesta etapa, e´ dado pelo MAPE no conjunto de treino
(embora tambe´m tenha sido calculado o erro MAD). Com a informac¸a˜o que se obte´m do
passo anterior, determinam-se os paraˆmetros que obteˆm um menor erro no treino (isto para
cada um dos me´todos estudados). Nesta etapa, ja´ se dispo˜e dos valores de desempenho de
cada modelo. Comparando-os, existe um modelo vencedor e e´ esse modelo que vai ser
usado para fazer previso˜es no conjunto de teste.
Os conjuntos de treino e teste iniciais foram definidos de duas formas:
• Aleato´ria: separac¸a˜o aleato´ria da amostra em dois conjuntos: treino - 70% e teste -
30%.
• Sequencial: separac¸a˜o da amostra em dois conjuntos: treino - primeiros 70% das
observac¸o˜es da base de dados - e teste - restantes 30% das observac¸o˜es da base de
dados. Uma vez que esta separac¸a˜o e´ organizada no tempo, e´ poss´ıvel comparar os
modelos acima vistos com o modelo ARIMA, usando a te´cnica de Sliding Window.
Far-se-a´ de seguida a ana´lise dos resultados obtidos.
Ana´lise dos resultados da separac¸a˜o inicial aleato´ria:
Os resultados da validac¸a˜o cruzada para cada modelo foram os seguintes:
• A´rvores de regressa˜o:
Figura 4.17: Previso˜es Nume´ricas por A´rvores de Regressa˜o.
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O erro percentual me´dio absoluto deste me´todo, estimado por validac¸a˜o cruzada, foi de
32.24 % e o erro absoluto me´dio foi de 2.72. As previso˜es nume´ricas mostraram que a
Direc¸a˜o de Vento e´ uma varia´vel fundamental no processo de decisa˜o, o que justifica o facto
de, em grande parte dos estudos eo´licos, estas duas varia´veis serem estudadas em conjunto.
Para direc¸o˜es de vento iguais ou superiores a 45o, preveˆem-se, no ma´ximo, ventos de 10
m/s, ao passo que, para direc¸o˜es inferiores a 45o, se podem prever ventos ate´ 15 m/s. Para
se alcanc¸ar este u´ltimo valor, por exemplo, seria necessa´rio que, na regia˜o de Settala, se
verificasse uma das seguintes condic¸o˜es (clima´ticas):
1. Direc¸a˜o de Vento inferior a 45o medidos relativamente a` direc¸a˜o de refereˆncia, Tempe-
ratura Mı´nima superior a 14oC e inferior a 18oC, bem como Radiac¸a˜o Global Ma´xima
superior a 396 W/m2;
2. Direc¸a˜o de Vento inferior a 45o medidos relativamente a` direc¸a˜o de refereˆncia, Tem-
peratura Mı´nima inferior a 14oC e Humidade Relativa Mı´nima superior a 59%;
3. Direc¸a˜o de Vento inferior a 45o medidos relativamente a` direc¸a˜o de refereˆncia, Tem-
peratura Mı´nima inferior a 11oC e superior a 8.4oC.
Tomando mais atenc¸a˜o a` varia´vel Direc¸a˜o de Vento, note-se que ate´ agora apenas se sabe
que e´ expressa em graus e a sua interpretac¸a˜o e´ feita de modo relativo (como visto acima).
No entanto, apo´s alguma pesquisa, encontrou-se, no site da Organizac¸a˜o Mundial de Mete-
orologia, a seguinte informac¸a˜o: “Os ventos sa˜o denominados a partir da direc¸a˜o de onde
sopram” e as suas direc¸o˜es de refereˆncia sa˜o as seguintes:
N NNE NE ENE E ESE SE SSE S SSW SW WSW W WNW NW NNW
0o 22.5o 45o 67.5o 90o 112.5o 135o 157.5o 180o 202.5o 225o 247.5o 270o 293.5o 315o 337.5o
Tabela 4.7: Valores de Refereˆncia na Medic¸a˜o da Direc¸a˜o do Vento.
Conclui-se, com esta informac¸a˜o, que segundo a previsa˜o executada pelas a´rvores de
regressa˜o, os ventos mais fortes (previstos) sa˜o determinados por Temperaturas Mı´nimas
inferiores a 18oC e ventos que sopram de Norte (N) a Nordeste (NE).
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• Redes neuronais artificiais: Por cada combinac¸a˜o de paraˆmetros (size, decay) da
instruc¸a˜o nnet em R (onde size e´ o nu´mero de neuro´nios na camada escondida e
decay e´ um paraˆmetro de decaimento dos pesos atribu´ıdos na rede), sa˜o calculados o
MAPE me´dio, MAD me´dio e o desvio padra˜o para MAPE e MAD. Tal como ja´ foi
referido, o crite´rio de decisa˜o sera´ o valor me´dio do erro MAPE.
size decay µˆMAPE σˆMAPE µˆMAD σˆMAD
1 0.1 48.13% 9.12% 3.62 0.67
2 0.1 41.89% 10.29% 3.24 0.62
3 0.1 50.58% 6.99% 3.70 0.36
4 0.1 48.61% 10.25% 3.59 0.42
5 0.1 41.67% 12.67% 3.11 0.47
1 0.01 50.92% 6.84% 3.75 0.37
2 0.01 50.92% 6.83% 3.75 0.37
3 0.01 50.12% 8.43% 3.69 0.45
4 0.01 49.71% 8.95% 3.69 0.47
5 0.01 50.92% 6.84% 3.75 0.37
1 0.05 41.43% 12.58% 3.21 0.78
2 0.05 45.82% 10.47% 3.46 0.74
3 0.05 45.68% 10.86% 3.46 0.64
4 0.05 46.62% 11.92% 3.51 0.72
5 0.05 48.09% 10.12% 3.58 0.49
Tabela 4.8: Informac¸a˜o de Decisa˜o Proveniente da Validac¸a˜o Cruzada nas ANN.
A informac¸a˜o dada na Tabela 4.8 mostra que o menor erro percentual me´dio absoluto,
estimado por validac¸a˜o cruzada, foi registado para os paraˆmetros size= 1 e decay= 0.05.
• Regressa˜o com ma´quinas de suporte vetorial: Por cada combinac¸a˜o de paraˆmetros
(cost, gamma e epsilon) da instruc¸a˜o svm em R (onde cost e´ uma constante de regula-
rizac¸a˜o do processo, gamma e´ um paraˆmetro da func¸a˜o nu´cleo e epsilon e´ designada por
insensitive-loss function), sa˜o calculados os mesmos erros ja´ introduzidos. Tal como
ja´ foi referido na contextualizac¸a˜o teo´rica da tese, o crite´rio de decisa˜o sera´ o valor
me´dio do erro MAPE. Uma vez que foram testadas va´rias combinac¸o˜es de valores
para os paraˆmetros desta func¸a˜o (cost ∈ {0.5, 1.5, ..., 6}, gamma ∈ {0.1, 0.3, ..., 1},
epsilon ∈ {0.1, 0.2, ..., 1}), apresenta-se o resultado final (evitando a apresentac¸a˜o de
uma tabela exaustiva com a apresentac¸a˜o da informac¸a˜o fundamental: a dos valores
dos paraˆmetros que obtiveram menor erro me´dio MAPE na validac¸a˜o cruzada).
cost gamma epsilon µˆMAPE σˆMAPE µˆMAD σˆMAD
2.5 0.3 0.1 27.51% 5.42% 2.33 0.37
Tabela 4.9: Informac¸a˜o de Decisa˜o Proveniente da Validac¸a˜o Cruzada nas SVM.
Comenta´rio: Do processo de validac¸a˜o cruzada, ja´ se teˆm os menores valores de erro me´dio
para cada modelo. Consequentemente, o modelo que vai ser usado no conjunto de teste e´
o modelo de regressa˜o com ma´quinas de suporte vetorial, uma vez que apresentou o
menor valor µˆMAPE.
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O treino e´ usado para escolher o melhor modelo. Os valores que se va˜o prever sa˜o os do
conjunto de teste. Pode fazer-se uma u´ltima avaliac¸a˜o do mesmo, desenhando os valores
previstos e reais para o conjunto de teste e pode complementar-se essa ana´lise com o valor
dos erros. Antes de o fazer, mostram-se os resultados obtidos pela separac¸a˜o sequencial dos
dados amostrais.
Ana´lise dos resultados da separac¸a˜o inicial sequencial:
• A´rvores de Regressa˜o:
µˆMAPE µˆMAD
30.02% 2.46
Tabela 4.10: Erros nas A´rvores de Regressa˜o, no Caso Sequencial.
• Redes neuronais artificiais:
size decay µˆMAPE σˆMAPE µˆMAD σˆMAD
1 0.1 40.97% 10.96% 3.03 0.6
2 0.1 45.84% 8.80% 3.38 0.49
3 0.1 48.08% 7.85% 3.53 0.44
4 0.1 45.39% 9.37% 3.38 0.56
5 0.1 43.03% 10.98% 3.20 0.59
1 0.01 49.52% 4.76% 3.60 0.23
2 0.01 49.52% 4.76% 3.60 0.24
3 0.01 49.52% 4.76% 3.60 0.24
4 0.01 49.51% 4.77% 3.60 0.24
5 0.01 45.71% 10.44% 3.33 0.52
1 0.05 39.47% 10.79% 3 0.66
2 0.05 47.78% 6.47% 3.48 0.38
3 0.05 42.43% 11.49% 3.10 0.68
4 0.05 45.34% 9.77% 3.35 0.57
5 0.05 48.12% 5.77% 3.49 0.34
Tabela 4.11: Erros nas Redes Neuronais Artificiais, no Caso Sequencial.
• Regressa˜o com ma´quinas de suporte vetorial:
cost gamma epsilon µˆMAPE σˆMAPE µˆMAD σˆMAD
1.5 0.3 0.1 26.68% 4.19% 2.23 0.24
Tabela 4.12: Erros nas SVM, no Caso Sequencial.
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• ARIMA: gra´fico com os erros MAPE em cada combinac¸a˜o (p,0,q) testada:
Figura 4.18: Erros nos modelos ARIMA, no Caso Sequencial.
Comenta´rio: Para se determinar a melhor ordem no caso ARIMA, analisa-se o valor
do erro MAPE em cada um dos steps (isto e´, nu´mero de dias analisado em cada janela
deslizante no me´todo Sliding Window), para cada uma das combinac¸o˜es testadas. Poste-
riormente seleciona-se a menor me´dia de MAPE desses valores e procura-se a combinac¸a˜o
ARIMA(p,0,q) que lhe esta´ associada. Neste caso, a ordem com menor erro foi a dada por
um ARIMA(1,0,1), com erro MAPE me´dio de 44.9%.
Figura 4.19: Previsa˜o por SVM aleato´ria. Figura 4.20: Previsa˜o por SVM sequencial.
Concluindo, o modelo SVM foi o escolhido, nas duas situac¸o˜es de partic¸a˜o inicial da
amostra, para fazer previsa˜o no conjunto de teste. Na˜o parece haver grandes diferenc¸as,
nume´ricas ou gra´ficas, entre os resultados dos dois modelos. Tendo em conta a estrutura
temporal dos dados e a ordem de grandeza dos erros, parece natural a escolha do modelo
sequencial.
- MAPE MAD
Caso Aleato´rio 29.94% 2.22915
Caso Sequencial 30.94% 2.23455
Tabela 4.13: Erros no Conjunto de Teste.
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Modelac¸a˜o e Previsa˜o de Velocidade de Ventos
Cap´ıtulo 5
Modelo Generalizado de Sparre
Andersen
Neste cap´ıtulo sera˜o feitas refereˆncias teo´ricas a` atividade seguradora, em particular ao
modelo de Sparre Andersen (GMSA), que pode ser usado na sua modelac¸a˜o. E´ importante
referir que uma modelac¸a˜o adequada dos eventos que podera˜o dar origem a indemnizac¸o˜es
extremas e´ essencial para a atividade de uma Companhia de Seguros, porque lhe permite
modelar corretamente essas indemnizac¸o˜es, definindo um pre´mio apropriado, modelando
adequadamente o resseguro e determinando o capital necessa´rio para minimizar a probabi-
lidade de insolveˆncia da Companhia, em particular na a´rea de Seguros de Na˜o Vida cujas
indemnizac¸o˜es, em caso de sinistro, sa˜o muitos altas.
Deve salientar-se que o modelo que se apresenta em seguida e´ uma refereˆncia teo´rica e
explicada de um modo que se espera mais intuitivo do que o original, mas que ja´ foi definida
por Drekic e Mera (2011) e Alfa e Drekic (2007), baseada em processos markovianos. Esta
abordagem refere-se aos conceitos matema´ticos (tentando uma explicac¸a˜o acess´ıvel) que
permitem a configurac¸a˜o do problema, na˜o se focando tanto na algoritmia como os autores
referidos o fizeram.
A vantagem da generalizac¸a˜o que este modelo apresenta, permite que, ao longo das pro´ximas
pa´ginas se possa presumir que estamos perante um processo de modelac¸a˜o de quantidades
de ru´ına de uma seguradora que se dedica apenas a danos por velocidades de vento, ou
enta˜o que se dedica a um outro qualquer ramo segurador, claramente orientado, uma vez
que o sistema em estudo deixa de ser o dano (ou a sua causa), mas a entidade que gere os
acontecimentos (graves) por ele desencadeadas.
5.1 Quantidades de Ru´ına e Limiar de Pre´mio
O GMSA e´ utilizado sobretudo em Teoria de Risco, em alternativa ao modelo cla´ssico. O
principal objetivo do uso deste modelo e´ a modelac¸a˜o das principais quantidades associadas
a` ru´ına: instante de ru´ına, de´fice na ru´ına e supera´vit imediatamente anterior a` ru´ına. Esta
u´ltima corresponde a` quantia exata de que a seguradora dispunha imediatamente antes da
ocorreˆncia de ru´ına.
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Assume-se que o processo do nu´mero de indemnizac¸o˜es, dado por {Nt : t = 0, 1, ...}, e´ um
processo de renovamento modificado em tempo discreto, com tempos entre indemnizac¸o˜es
positivos e independentes, onde W1 e´ a durac¸a˜o do tempo 0 ate´ ao instante da primeira
indemnizac¸a˜o e Wi o tempo entre as (i-e´sima-1) e i-e´sima indemnizac¸a˜o. Ha´ que notar
que (W1,W2,...) forma uma sequeˆncia de varia´veis aleato´rias independentes e identicamente
distribu´ıdas com func¸a˜o de probabilidade dada por
aj = P (Wi = j) j = 1, 2, ..., na (na <∞)
e correspondente func¸a˜o de sobreviveˆncia




Assume-se tambe´m que a distribuic¸a˜o do tempo entre indemnizac¸o˜es tem suporte finito.
No contexto da ana´lise de risco feita numa seguradora, segundo o modelo cla´ssico, os
tempos entre indemnizac¸o˜es formam uma sequeˆncia de varia´veis aleato´rias independentes
com distribuic¸a˜o exponencial de paraˆmetro λ. Assim, o nu´mero de indemnizac¸o˜es segue um
processo de Poisson, o que, devido a` perda de memo´ria que caracteriza a a exponencial, faz
com que as varia´veis “tempo ate´ a` primeira indemnizac¸a˜o” (W1) e “instante da primeira
indemnizac¸a˜o” (T1) tenham a mesma distribuic¸a˜o. No caso do GMSA, a forma como
este processo e´ conduzido e´ geral, na medida em que a distribuic¸a˜o dos tempos entre
indemnizac¸o˜es e´ arbitra´ria (e portanto a distribuic¸a˜o de W1 na˜o sera´ necessariamente a
mesma de T1, a na˜o ser que tenha ocorrido alguma indemnizac¸a˜o no instante 0).
Ora, como W1 sera´ tratado como um caso a` parte, uma vez que na˜o existe informac¸a˜o
sobre o que se passou antes da ocorreˆncia da primeira indemnizac¸a˜o, ha´ duas considerac¸o˜es
feitas habitualmente:
• assume-se que ocorreu uma indemnizac¸a˜o antes de 0, pelo que W1,W2,... passam a ter
a mesma distribuic¸a˜o
• assume-se o modelo mais geral, em queW1 segue uma qualquer func¸a˜o de probabilidade
rj = P (W1 = j) j = 1, 2, ..., nr (nr <∞) e correspondente func¸a˜o de sobreviveˆncia












onde Ut representa o montante do supera´vit da seguradora no instante t, ou seja, a reserva
de risco de uma carteira no instante t. Este processo e´, na verdade, um balanc¸o de contas
entre o que entra de pre´mios na seguradora e o que sai para pagamento de indemnizac¸o˜es,
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na˜o esquecendo a reserva inicial dada por u = U0 ∈ N .
Da forma como se define, Ut representa o montante de supera´vit no final do intervalo (t−1, t].
Em relac¸a˜o a este intervalo em particular, assume-se que os pre´mios sa˜o recebidos em (t−1)+
e as indemnizac¸o˜es pagas em t−, garantindo um balanc¸o real em t.
E´ agora adicionada ao supera´vit da seguradora uma quantia Υ ∈ Z+ que afeta o pre´mio
recebido num certo instante e que funciona como um limiar entre um pre´mio constante e um
pre´mio aleato´rio (isto porque, a partir de um determinado montante de reserva, a companhia
ja´ tem seguranc¸a financeira suficiente para flexibilizar os pre´mios dos seus clientes). Assim,
define-se que um pre´mio aleato´rio
pt =
{
c se Ut < Υ
Xt se Ut ≥ Υ
com c ∈ Z+ como o pre´mio sem encargos e Xt como um pre´mio aleato´rio recebido em t,
com




c1, c2 sa˜o, respetivamente, os valores mı´nimo e ma´ximo do suporte da distribuic¸a˜o de Xt,
com c1, c2 ∈ {0, 1, ..., c} e c1 ≤ c2. Assim, a quantia c− pt pode ser interpretada como a
participac¸a˜o de resultados, muitas vezes referida no mundo segurador.
Sejam {Y1, Y2, Y3...} os montantes individuais das indemnizac¸o˜es que a seguradora tem de
pagar - varia´veis aleato´rias positivas i.i.d. com func¸a˜o densidade de probabilidade
αj = P (Yi = j) j = 1, 2, ...,mα




αk (mα ≤ ∞).
Consideram-se as seguintes quantidades de ru´ına:
• o instante de ru´ına, escrito como
T = min{t ∈ Z+ | Ut < 0}
e T =∞ se Ut ≥ 0 ∀t ∈ Z+
• se a ru´ına ocorrer, o de´fice na ru´ına e´ dado por | UT |
• se a ru´ına ocorrer, o supera´vit imediatamente anterior a` ru´ına e´ dado por
UT− = UT−1 + pT−1
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Portanto T =∞ se mα ≤ min{c,Υ + c1}. Por outro lado, se mα > min{c,Υ + c1}, enta˜o
| UT |∈ {1, 2, ...,mα −min{c,Υ + c1}} e
UT− ∈ {min{c,Υ + c1},min{c,Υ + c1}+ 1, ...,mα − 1}}.
O que a notac¸a˜o acima definida mostra e´ que, se o valor das indemnizac¸o˜es a pagar
aos segurados e´ superior a` entrada de dinheiro que existe na seguradora, proveniente do
pagamento de pre´mios, a ru´ına e´ certa e o de´fice da ru´ına pode ir desde uma unidade
moneta´ria ate´ a` diferenc¸a entre o valor que a companhia teve de pagar em indemnizac¸o˜es
e o montante de que dispunha ate´ esse acontecimento. Do mesmo modo, o supera´vit
imediatamente anterior a` ru´ına pode ir desde o valor ma´ximo de que a seguradora dispunha
antes da indemizac¸a˜o (caso mα = min{c,Υ + c1}) ate´ a uma unidade moneta´ria a menos
que a necessa´ria para pagar essa mesma indemnizac¸a˜o.
Uma vez definidas as quantidades de ru´ına a modelar, devem introduzir-se as probabilidades
conjuntas que lhes esta˜o associadas e onde se pretende chegar para que a modelac¸a˜o seja
poss´ıvel. Sejam:
• ωn,i(u) = P (T = n, UT− = i, | U0 = u)
• φn,j(u) = P (T = n, | UT |= j | U0 = u)
• ψn,i,j(u) = P (T = n, UT− = i, | UT |= j | U0 = u)
Mais a` frente, sera´ visto o modo de estimar as probabilidades associadas com o uso das
varia´veis aleato´rias | UT | e UT− .
5.2 Formulac¸a˜o do Modelo
Daqui em diante, seja W = Wi arbitra´rio com i = 2, 3, ... e
τj = P (W > j | W > j − 1) = Aj
Aj−1
(τ1 = A1 e τna−1 = 0)
a probabilidade do tempo entre indemnizac¸o˜es ser superior a j unidades de tempo, sabendo




0 τ1 0 · · · 0
0 0 τ2 · · · 0
...
...
. . . . . .
...
0 0
. . . 0 τna−1
0 0
. . . 0 0







 e e1 =
(
1, 0, ..., 0
)
tais que aj = P (Wi = j) = e1S
j−1s. Esta definic¸a˜o foi dada e demonstrada por Wu e
Li (2008).
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O objetivo interme´dio deste modelo e´ a construc¸a˜o do processo bivariado
{(Ut, Lt) : t = k, k + 1, ...}.
em que Ut representa - tal como visto anteriormente - o supera´vit da seguradora no instante
t e Lt denota um contador de tempo em t que mede o “tempo que falta” ate´ a` pro´xima
indemnizac¸a˜o. Note-se ainda que a componente U corresponde ao n´ıvel do processo, ao passo
que a componente L corresponde a` fase do processo, que segue uma relac¸a˜o Markoviana:
(Ut+1, Lt+1) =
{
(Ut + pt, Lt + 1) se na˜o existe indemnizac¸a˜o em (t+ 1)
+
(Ut + pt − Y, 1) se existe uma indemnizac¸a˜o de Y em (t+ 1)+
E´ agora poss´ıvel analisar a matriz que conte´m as probabilidades de transic¸a˜o associadas
a esta cadeia de Markov (com um espac¸o de estados dado por ∆ = Z x {1, 2, ..., na}):






... · · · ... ... ... ...
−1 · · · Bc Bc−1 Bc−2 · · · Bc−Υ+1 Bc−Υ Bc−Υ−1 · · ·
0 · · · Bc+1 Bc Bc−1 · · · Bc−Υ+2 Bc−Υ+1 Bc−Υ · · ·
1 · · · Bc+2 Bc+1 Bc · · · Bc−Υ+3 Bc−Υ+2 Bc−Υ+1 · · ·
... · · · ... ... ... . . . ... ... ... ...
Υ− 2 · · · BΥ+c−1 BΥ+c−2 BΥ+c−3 · · · Bc Bc−1 Bc−2 · · ·
Υ− 1 · · · AΥ+1 AΥ AΥ−1 · · · A2 A1 A0 · · ·
Υ · · · AΥ+2 AΥ+1 AΥ · · · A3 A2 A1 · · ·
Υ + 1 · · · AΥ+3 AΥ+2 AΥ+1 · · · A4 A3 A2 · · ·
... · · · ... ... ... · · · ... ... ... . . .
onde cada elemento da matriz e´ uma de duas matrizes por blocos, definidas como
Bi =

Ona if i ∈ Z−
S se i = 0





Note-se que este processo e´ uma cadeia de Markov dupla, cuja matriz P apresenta blocos
finitos de dimensa˜o na x na. Como cada elemento da matriz corresponde a outra matriz,
a Figura 5.1 seguinte tenta ilustrar a estrutura da matriz, para que haja uma melhor
interpretac¸a˜o da mesma.
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Figura 5.1: Estrutura Matricial de Transic¸o˜es no GMSA.
Considere-se agora um espac¸o de estados onde ∆1 = N x {1, 2, ..., na} e ∆2 = Z− x {1, 2, ..., na}
sa˜o tais que
∆1 ∩∆2 = ∅.
Tomem-se agora duas matrizes de transic¸a˜o (sub-matrizes de P )
C : ∆1 → ∆1 e D : ∆1 → ∆2
que mapeiam, respetivamente, estados de na˜o ru´ına em ∆1 e estados de ru´ına em ∆2 (C e´
o quadrante inferior direito de P e D e´ o quadrante inferior direito de P horizontalmente
invertida).
Para o ca´lculo das quantidades relacionadas com a ru´ına e vistas anteriormente, tera˜o de
ser acrescentadas algumas definic¸o˜es, necessa´rias mais a` frente. Sejam:
• zt =
{
min{i ∈ {1, 2, ..., t} | u+ c(i− 1)} se u < T





dj,1dm−j,n−1 se m = nc1, nc1 + 1, ..., nc2
0 caso contra´rio
lembrando que
dm,0 = δm,0 (onde δ e´ a func¸a˜o de Kronecker)
dm,1 =
{
dm se m = nc1, nc1 + 1, ..., nc2
0 caso contra´rio
Como W1 = k, b
(k) e´ o vector-linha com as probabilidades iniciais de estar nos estados de
∆1 e e´ dada por
(k−zk)c2∑
m=(k−zk)c1
dm,k−zk(αu+czk+me1, αu+czk+m−1e1, ..., α2e1, α1e1,0,0, ...).
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Agora sa˜o definidos dois vectores-coluna fundamentais:




n,2, ...) = b
(k)Cn n ∈ N, correspondente a` probabilidade de transic¸a˜o
de um estado de na˜o ru´ına para outro de na˜o ru´ına em k unidades de tempo;






n,−3, ...) = b
(k)Cn−1D n ∈ Z+, que corresponde a` probabili-






n,j(u), 0, ..., 0) com n ∈ Z+
φ
(k)
n,j(u) = P (T = k + n, | UT |= j | Uk ∈ Ωk)









Aplicando o mesmo racioc´ınio, obte´m-se uma representac¸a˜o para
ψ
(k)
n,i,j(u) = P (T = k + n, UT = i, | UT |= j | Uk ∈ Ωk)






Uma vez que e´ utilizado um limiar Υ e que as quantidades de ru´ına podem tomar valores
muito particulares (como se vera´), a u´ltima probabilidade pode ser calculada com base nas
expresso˜es ja´ vistas, dada pelo seguinte corola´rio [Drekic e Mera (2011)]:
Corola´rio para calcular g
(k)
n−1,i−pk+n−1
• se min{c,Υ + c1} = c, enta˜o
g
(k)













n−1,i−j se i = Υ + c,Υ + c+ 1, ...,mα − 1
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n−1,i−c se i = Υ + c,Υ + c+ 1, ...,mα − 1














n = nr + 1, nr + 2, ...
No entanto, pode acontecer que T = n para n = 1, 2, ..., nr, caso que na˜o se deve esquecer.
Ha´ duas explicac¸o˜es poss´ıveis para que acontec¸a:





2. a primeira indemnizac¸a˜o ocorre num instante k− k ∈ {1, 2, ..., n−1} e a ru´ına ocorre
n− k unidades de tempo depois.
Combinando a informac¸a˜o anterior com a que resulta para os casos em que n = nr + 1, nr +
2, ... (n ∈ Z+), definem-se agora as expresso˜es gerais para as quantidades de ru´ına que se















n−k,i,j(u) + rn di−u−czn,n−zn αi+j.
Notando que Λu+cn+mα−i = 0 se mα =∞,
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Concluindo a explicac¸a˜o, e´ de referir que, para que seja poss´ıvel analisar todo o processo,
e uma vez que as expresso˜es imediatamente acima resultam da soma das ja´ obtidas para
todos os valores de k unidades de tempo a considerar (e que dependera˜o obviamente de cada
situac¸a˜o que se pretenda analisar), sera´ necessa´rio somar todos os valores que se pretendam
estudar para o de´fice na ru´ına e supera´vit imediatamente anterior a` ru´ına, obtendo assim a
func¸a˜o de distribuic¸a˜o trivariada Ψn,x,y(u), definida como








Este modelo foi inicialmente pensado como principal foco de trabalho, tendo sido iniciada
a sua implementac¸a˜o. No entanto, devido a`s dificuldades enfrentadas nos processos de
modelac¸a˜o e previsa˜o de velocidade ma´xima de ventos, optou-se pela sua definic¸a˜o teo´rica,
que, apesar de na˜o ser original, salienta a capacidade de generalizac¸a˜o associada a` modelac¸a˜o
de um processo ta˜o complexo quanto o de montantes geridos por uma Seguradora, que se
constitui como um dos processos de gesta˜o mais lucrativos que se conhece.
Ilustrac¸a˜o: Apresentam-se de seguida alguns resultados obtidos ate´ ao momento pela
implementac¸a˜o parcial deste modelo em R (com base em exemplos definidos em Drekic
e Mera (2011)). Para o caso apresentado, assumem-se os seguintes paraˆmetros:















se j = na
para na = 10






















, para i = 0, ..., c
• c = 5, u = 2, Υ = 50
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Apresenta-se de seguida uma parte do output da matriz P, definida por blocos:
Figura 5.2: P definida por Blocos e Extrac¸a˜o de C e D - Exemplo Implementado.
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Cap´ıtulo 6
Trabalho Futuro
Janssen e Manca (1997), que sa˜o os principais impulsionadores da aplicac¸a˜o de modelos
semi-markovianos a`s mais variadas a´reas, e que deteˆm diversas publicac¸o˜es sobre o tema,
escrevem que o “Sob o ponto de vista computacional” (...) “e´ claro que este modelo
na˜o pode ser utilizado como um modelo de simulac¸a˜o sem ser na presenc¸a de uma boa
ma´quina”1. Efetivamente, estes sa˜o modelos conceptualmente e computacionalmente “pe-
sados”, respetivamente devido a` quantidade de informac¸a˜o de que dispo˜em e devido ao facto
de terem, por norma, processos definidos por recorreˆncia (como se pode ver na equac¸a˜o de
evoluc¸a˜o do processo semi-markoviano de primeira ordem). Os modelos semi-markovianos
sa˜o uma generalizac¸a˜o dos modelos de markov, motivo pelo qual da˜o uma maior liberdade
na abordagem em qualquer tipo de problema que comporte modelac¸a˜o de processos que
dependam do tempo, filas de espera, etc.
Como trabalho futuro seria interessante executar o mesmo tipo de simulac¸a˜o feita na
modelac¸a˜o tendo em conta a recorreˆncia temporal no processo de segunda ordem e avaliando
as suas diferenc¸as comportamentais em comparac¸a˜o com as restantes simulac¸o˜es. Seria
tambe´m poss´ıvel a considerac¸a˜o de varia´veis explicativas no processo de modelac¸a˜o das
velocidades de vento (por exemplo, as que se declararam significativas nos modelos de
regressa˜o), usando-as na estimac¸a˜o de P e F.
Relativamente a` modelac¸a˜o da func¸a˜o densidade de probabilidade, e se se dispusesse de
uma amostra temporal mais alargada, poder-se-ia recorrer a outros me´todos de estimac¸a˜o
da mesma, parame´tricos ou na˜o parame´tricos, ou ate´ uma conjugac¸a˜o dos dois (ver, por
exemplo, McNeil (1999)). Do ponto de vista da previsa˜o, uma ana´lise mais aprofundada
dos modelos ARIMA poderia sugerir melhores resultados a partir de um estudo temporal
diferente dos mesmos dados (semanal, quinzenal, trimestral, mensal, avaliac¸a˜o por estac¸o˜es
do ano, etc.). Note-se ainda que, para o tipo de problema considerado, dois anos de dados
podem na˜o ser suficientemente informativos sobre o processo, compromentendo a efica´cia
da previsa˜o. Para ale´m do trabalho efetuado, poder-se-iam considerar modelos na˜o lineares
para a previsa˜o.
1 traduc¸a˜o livre da autora.
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Cap´ıtulo 7
Concluso˜es
Como e´ poss´ıvel fazer uma previsa˜o consistente quando se trata uma varia´vel insta´vel como o
vento? A compreensa˜o total deste tipo de processos ainda esta´ longe de ter sido conseguida.
A sua instabilidade e constante alterac¸a˜o de comportamento fazem com que sejam dos
processos mais dif´ıceis de prever e modelar, o que obriga a` constante atualizac¸a˜o dos me´todos
usados nestas tarefas.
Dada a dificuldade de conseguir bons resultados na previsa˜o de velocidades ma´ximas (hora´rias
e dia´rias) de vento, esta tese acabou por se tornar num mecanismo de descoberta e explorac¸a˜o
de me´todos alternativos aos tradicionais. Uma boa parte do trabalho foi dedicada a` mo-
delac¸a˜o das func¸o˜es densidade de probabilidade da varia´vel em estudo, bem como a` previsa˜o
por diversos me´todos. Com efeito, os ensaios e tentativas de encontrar soluc¸o˜es satisfato´rias
foram-se sucedendo, ora encorajadores ora de alguma desilusa˜o. Na sequeˆncia desse esforc¸o,
acabou por se optar pelo estudo dos valores dia´rios na previsa˜o, simplificando o problema.
Concluiu-se que a abordagem linear ao problema pode na˜o fornecer uma boa metodologia
de tratamento do mesmo.
Quanto a` modelac¸a˜o, os resultados foram um pouco mais satisfato´rios, na medida em que
foi explorado um processo de modelac¸a˜o com muito potencial, e que pode ser aplicado a
muitas a´reas para ale´m da Climatologia (existindo diversas aplicac¸o˜es do mesmo em Seguros
de Sau´de, Seguros de Invalidez, Fundos de Penso˜es, A´rea da Banca, etc.). Em relac¸a˜o ao
aˆmbito tratado nesta tese, mostrou-se que se trata de um modelo que apresenta melhores
resultados quando comparado com o tradicional.
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Anexo A
Demonstrac¸a˜o. (referente a` pagina 21). Seja Pn(t) = P (N(t) = n). Considere-se
P0(t+ h) = P (N(t+ h) = 0) = P (N(t) = 0, N(t+ h)−N(t) = 0)















A soluc¸a˜o desta equac¸a˜o e´ P0(t) = Ce
−λt. Usando a condic¸a˜o inicial P0(0) = 1, obte´m-se
C = 1 e conclui-se que P0(t) = e
−λt.
Para n > 0, obte´m-se:




Pn−k(t)P (N(t+ h)−N(t) = k)




























= −λPn(t) + λPn−1(t).
Reescrevendo a equac¸a˜o, tem-se
eλt(P
′





















Informac¸a˜o de apoio a` decisa˜o
Aqui esta˜o inclu´ıdas algumas ana´lises gra´ficas ou nume´ricas de outputs das diferentes ins-
truc¸o˜es usadas em R ao longo desta tese. Esta informac¸a˜o e´ referida de modo contextuali-
zado, referente ao Cap´ıtulo de Aplicac¸a˜o:
• CAPI´TULO 4 - APLICAC¸A˜O:
– Resultado da aplicac¸a˜o do me´todo dos mı´nimos generalizados no caso hora´rio da
primeira etapa de ana´lise da base de dados:
Generalized least squares fit by REML





Value Std.Error t-value p-value
(Intercept) -193.63100 94.41517 -2.05085 0.0403
I(A) 0.10226 0.04686 2.18209 0.0291
I(M) 0.02959 0.01328 2.22820 0.0259
I(H) 0.00537 0.00356 1.51173 0.1306
I(E)Outono 0.49885 0.12423 4.01566 0.0001
I(E)Primavera -0.79088 0.08837 -8.94990 0.0000
I(E)Ver~ao -0.30683 0.12943 -2.37060 0.0178
TMin -0.18092 0.00716 -25.28111 0.0000
HMax -0.03994 0.00152 -26.30061 0.0000
RMin 0.00220 0.00015 14.27522 0.0000
DV -0.01349 0.00022 -61.81387 0.0000
PT 0.46016 0.02432 18.92248 0.0000
– Resultado da aplicac¸a˜o da regressa˜o linear no caso dia´rio da primeira etapa de
ana´lise da base de dados:
Call:
lm(formula = VMax ~ I(E) + TMed +
HMed + DV + PT,data = d)
Residuals:
Min 1Q Median 3Q Max
-9.3278 -2.3320 -0.3839 2.0254 14.5806
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 18.825446 0.679681 27.697 < 2e-16 ***
I(d$Estacao)Outono 1.269779 0.426506 2.977 0.003007 **
I(d$Estacao)Primavera 0.237417 0.460728 0.515 0.606496
I(d$Estacao)Ver~ao 1.818327 0.612668 2.968 0.003098 **
d$Tmed -0.403030 0.034928 -11.539 < 2e-16 ***
d$HMed -0.031680 0.008215 -3.856 0.000125 ***
d$DV -0.014155 0.001664 -8.505 < 2e-16 ***
d$PT 0.169784 0.071727 2.367 0.018192 *
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---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 3.488 on 720 degrees of freedom
Multiple R-squared: 0.4042,Adjusted R-squared: 0.3984
F-statistic: 69.77 on 7 and 720 DF, p-value: < 2.2e-16
– Resultado da aplicac¸a˜o das func¸o˜es de modelac¸a˜o de variaˆncia - melhor modelo
obtido:
Generalized least squares fit by REML





Structure: Exponential of variance covariate, different strata
Formula: ~TMin | E
Parameter estimates:
Ver~ao Outono Inverno Primavera
-0.04943755 -0.03987934 -0.05740226 -0.05254327
Coefficients:
Value Std.Error t-value p-value
(Intercept) -620.2921 77.89434 -7.96325 0.0000
I(A) 0.3139 0.03866 8.11979 0.0000
I(M) 0.0840 0.01374 6.11193 0.0000
I(Estacao)Outono 0.5408 0.12735 4.24620 0.0000
I(Estacao)Primavera -0.7176 0.08818 -8.13741 0.0000
I(Estacao)Ver~ao -0.3545 0.11579 -3.06165 0.0022
TMin -0.1638 0.00631 -25.94540 0.0000
HMax -0.0491 0.00139 -35.30828 0.0000
RMin 0.0018 0.00010 17.51989 0.0000
DV -0.0106 0.00019 -54.70199 0.0000
PT 0.4684 0.02762 16.95941 0.0000
Correlation:
(Intr) I(A) I(M) I(Es)O I(Es)P I(Es)V TMin HMax RMin DV
I(A) -1.000
I(M) -0.251 0.250
I(Estacao)O -0.057 0.057 -0.678
I(Estacao)P 0.150 -0.150 -0.236 0.608
I(Estacao)V -0.132 0.133 -0.395 0.763 0.779
TMin -0.036 0.035 -0.091 -0.245 -0.536 -0.631
HMax 0.049 -0.050 0.025 -0.205 -0.221 -0.228 0.215
RMin -0.037 0.037 0.079 0.058 0.098 0.164 -0.437 0.258
DV -0.027 0.028 -0.017 0.062 0.029 0.015 -0.042 -0.280 0.015
PT -0.008 0.008 -0.046 0.033 0.032 0.027 0.054 -0.120 -0.040 0.037
Standardized residuals:
Min Q1 Med Q3 Max
-3.9028458 -0.6491694 -0.1364726 0.5777264 6.6580570
Residual standard error: 6.743717
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Seguidamente sa˜o apresentados os resultados da previsa˜o temporal (hora´ria) por uso do
modelo linear ARMA (com base na transformac¸a˜o de dados e determinac¸a˜o da componente
sazonal do modelo) e por uso de redes neuronais artificiais, com 1 camada escondida (e
divisa˜o de dados em 70% para teste, 15% para treino e 15% para validac¸a˜o). Devido a`
alta correlac¸a˜o residual, optou-se pela colocac¸a˜o destes resultados apenas para visualizac¸a˜o.
Note-se que a componente sazonal parece ter um bom ajuste aos dados, mas foi estimada
com base numa se´rie harmo´nica (combinac¸a˜o linear de senos e cossenos) por regressa˜o linear.
Ora, ja´ foi visto que a regressa˜o linear na˜o deve ser considerada nestes dados, uma vez que
na˜o apresentam independeˆncia.
Figura 1: Modelo Arima em Dados Hora´rios.
Figura 2: Redes Neuronais Artificiais em Dados Hora´rios.
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Anexo B
Ferramentas de trabalho
Para a explorac¸a˜o da base de dados e implementac¸a˜o dos modelos ja´ referidos, foram
utilizadas duas ferramentas de programac¸a˜o: R e MATLAB.
O R [R Core Team and others (2012)] e´ um ambiente de desenvolvimento integrado orientado
a objetos, direcionado sobretudo para ana´lise e manipulac¸a˜o de dados. Entre as suas
principais vantagens, destacam-se o facto de ser uma aplicac¸a˜o de distribuic¸a˜o gratuita e de
co´digo pu´blico, existindo verso˜es ja´ compiladas para os principais sistemas operativos, que,
na sua maioria, sa˜o fornecidas pela comunidade de utilizadores. E´ particularmente u´til para
lidar com grandes conjuntos de dados [Torgo (2010)] e apresenta bons tempos de execuc¸a˜o
nessas circunstaˆncias [Matloff (2011)]. No entanto, existe uma desvantagem de relevo: a
existeˆncia de packages pre´-implementados ou definidos pelos utilizadores - e dispon´ıveis
para os restantes - obriga ao conhecimento da teoria que esta´ por tra´s das implementac¸o˜es,
para que se possa fazer pleno uso desses packages. O que se pretende dizer com isto e´ que o
uso de pre´-implementac¸o˜es na˜o deve ser feito de forma despreocupada e sem tentar perceber
qual o racioc´ınio que lhes esta´ associado, quando este na˜o e´ o´bvio. O co´digo fonte para o
ambiente de software e´ escrito principalmente em C, FORTRAN e R.
Para uma programac¸a˜o mais intuitiva neste ambiente, optou-se pela utilizac¸a˜o do RStudio
[Torfs e Brauer (2014)], que e´ um ambiente de desenvolvimento integrado (IDE) para o R e
que, por esse motivo, apresenta caracter´ısticas e ferramentas de apoio ao desenvolvimento
de software com o objetivo de agilizar este processo (como autocomplete de comandos,
indicac¸o˜es gra´ficas de fecho e abertura de pareˆntesis, indicac¸o˜es de nomes internos de func¸o˜es,
disponibilizac¸a˜o fa´cil do co´digo das intruc¸o˜es, etc.).
O MATLAB (diminutivo de MATrix LABoratory), e´ um software interativo particularmente
indicado para o ca´lculo nume´rico e usado desde a de´cada de 70 [Moler et al. (1980), Haigh
(2008)], que integra ana´lise nume´rica, ca´lculo matricial, me´todos de processamento de sinais
e construc¸a˜o gra´fica. Esta ferramenta foi utilizada como validac¸a˜o de alguns resultados
obtidos, tendo sido usadas as toolbox de Redes Neuronais e a aplicac¸a˜o Semi-Markov.
Esta u´ltima foi utilizada para poder comparar os resultados provenientes do algoritmo
implementado pela autora desta tese e os resultados provenientes dessa toolbox, vistos no
gra´fico da esquerda da Figura 4.5.
88
FCUP 89
Modelac¸a˜o e Previsa˜o de Velocidade de Ventos
Anexo C
Categorizac¸a˜o da velocidade de vento
Existe mais do que uma escala de categorizac¸a˜o de vento, entre as quais a escala Beaufort,
que e´ um sistema que relaciona a velocidade do vento com as condic¸o˜es observadas no mar
ou em terra, isto e´, com os efeitos da mesma sobre estes dois meios f´ısicos.
Os crite´rios esta˜o descritos nas Tabelas 1 e 2 e foram baseados na informac¸a˜o que se pode
encontrar no site da Organizac¸a˜o Mundial de Meteorologia https://www.wmo.int/pages/
index_en.html 1. Note-se que na base de dados em estudo, na estac¸a˜o meteorolo´gica de
Settala, cuja localizac¸a˜o geogra´fica se mostra em seguida, o valor ma´ximo de velocidade de
vento e´ de 25 m/s, na˜o se justificando a considerac¸a˜o de intensidades de vento elevadas. No
entanto, ponderou-se a discretizac¸a˜o (separac¸a˜o de valores por estado) aliada a um crite´rio
climatolo´gico, tambe´m descrito abaixo, na Tabela 3.
Intensidade Descric¸a˜o mph m/s
0 Calmo < 1 < 0.3
1 Aragem 1 - 3 0.3 - 1.5
2 Brisa Leve 4 - 7 1.6 - 3.3
3 Brisa Fraca 8 - 12 3.4 - 5.4
4 Brisa Moderada 13 - 18 5.5 - 7.9
5 Brisa Forte 19 - 24 8 - 10.7
6 Vento Suave 25 - 31 10.8 - 13.8
7 Vento Forte 32 - 38 13.9 - 17.1
8 Ventania 39 - 46 17.2 - 20.7
9 Ventania Forte 47 - 54 20.8 - 24
10 Tempestade 55 - 63 24.5 - 28.4
11 Tempestade Violenta 64 - 74 28.5 - 32.6
12 Furaca˜o ≥ 74 ≥ 32.7
Tabela 1: Escala de Beaufort - Intensidades de vento.
1 u´ltima consulta realizada em 30 de Agosto de 2015.
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ondulac¸a˜o ate´ 60 cm
desfraldar de bandeiras
4
ondulac¸a˜o ate´ 1 m
movimentac¸a˜o de galhos das a´rvores
5
ondulac¸a˜o ate´ 2.5 m
movimentac¸a˜o de galhos e a´rvores pequenas
6
grandes ondas ate´ 3.5 m
movimentac¸a˜o dos ramos das a´rvores
7
mar revolto ate´ 4.5 m
movimentac¸a˜o de grandes a´rvores
8
mar revolto ate´ 5 m com rebentac¸a˜o
quebra de galhos de a´rvores
9
mar revolto ate´ 7 m
Danos em a´rvores e pequenas construc¸o˜es
10
mar revolto ate´ 9 m
a´rvores arrancadas e danos estruturais em construc¸o˜es
11
mar revolto ate´ 11 m
estragos generalizados em cosntruc¸o˜es
12
mar revolto ate´ 14 m, sem visibilidade
estragos graves e generalizados em construc¸o˜es
Tabela 2: Escala de Beaufort - Efeitos da velocidade do vento.
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Estado Velocidade de Vento (em m/s)
1 < 4.27
2 4.27 - 8.53
3 8.53 - 12.8
4 12.8 - 17.1
5 17.1 - 21.3
6 ≥ 21.3
Tabela 3: Crite´rio de Discretizac¸a˜o da Varia´vel Velocidade Ma´xima de Vento.
Contextualizac¸a˜o geogra´fica do problema
Settala e´ uma comuna italiana da regia˜o da Lombardia, prov´ıncia de Mila˜o, com cerca de
5790 habitantes. Estende-se por uma a´rea de 17 km2, tendo uma densidade populacional
de 341 hab/km2. Seguidamente e´ mostrado um mapa que fornece a localizac¸a˜o geogra´fica
da estac¸a˜o meteorolo´gica onde foram realizadas as medic¸o˜es presentes na base de dados.
Figura 3: Mapa da Localizac¸a˜o da Estac¸a˜o Meteorolo´gica de Settala.
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Modelac¸a˜o e Previsa˜o de Velocidade de Ventos
Anexo D
Explorac¸a˜o da Base de Dados
Este anexo e´ usado para avaliar, uma a uma, as 14 varia´veis na˜o temporais nume´ricas e a
varia´vel sazonal catego´rica presentes na versa˜o tratada da base de dados, fazendo um suma´rio
das caracter´ısticas das mesmas. Como as unidades de medida das diferentes varia´veis
clima´ticas sa˜o diferentes, foi realizada uma normalizac¸a˜o das mesmas, cujos diagramas de
caixa e bigodes (vulgo boxplot) se mostram em seguida:
Figura 4: Boxplot dos Dados Normalizados.
E´ poss´ıvel observar que as varia´veis associadas com a Humidade Relativa, Radiac¸a˜o Global,
Velocidade de Vento e Precipitac¸a˜o Total apresentam outliers. As varia´veis associadas a` Ra-
diac¸a˜o Global aparentam ser assime´tricas negativas (apresentam enviesamento a` esquerda),
ao passo que as restantes referidas na frase anterior aparentam ser assime´tricas positivas
(enviesadas a` direita).
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Seguidamente e´ feita uma descric¸a˜o gra´fica e nume´rica das varia´veis da base de dados.
E: Estac¸a˜o do Ano
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Inverno: 4319 observac¸o˜es
• Outono: 4366 observac¸o˜es
• Primavera: 4319 observac¸o˜es
• Vera˜o: 4739 observac¸o˜es
TMed: Temperatura Me´dia
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 1.6
• Me´dia amostral: 17.18
• Ma´ximo amostral: 33.7
• 1º Quartil: 12.3
• 2º Quartil: 17
• 3º Quartil: 22.2
TMin: Temperatura Mı´nima
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 1.5
• Me´dia amostral: 17.18
• Ma´ximo amostral: 33.5
• 1º Quartil: 11.8
• 2º Quartil: 16.6
• 3º Quartil: 21.8
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TMax: Temperatura Ma´xima
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 1.8
• Me´dia amostral: 17.67
• Ma´ximo amostral: 34.3
• 1º Quartil: 12.7
• 2º Quartil: 17.5
• 3º Quartil: 22.6
HMed: Humidade Relativa Me´dia
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 7.8
• Me´dia amostral: 64.16
• Ma´ximo amostral: 100.0
• 1º Quartil: 51.8
• 2º Quartil: 66.3
• 3º Quartil: 77.9
HMin: Humidade Relativa Mı´nima
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 6.7
• Me´dia amostral: 61.33
• Ma´ximo amostral: 100.0
• 1º Quartil: 49
• 2º Quartil: 63.6
• 3º Quartil: 75
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HMax: Humidade Relativa Ma´xima
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 8.7
• Me´dia amostral: 66.93
• Ma´ximo amostral: 100.0
• 1º Quartil: 54.3
• 2º Quartil: 69.3
• 3º Quartil: 80.7
RMed: Radiac¸a˜o Global Me´dia
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 0.0
• Me´dia amostral: 149.1
• Ma´ximo amostral: 988.0
• 1º Quartil: 0.0
• 2º Quartil: 4.4
• 3º Quartil: 220
RMin: Radiac¸a˜o Global Mı´nima
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 0.0
• Me´dia amostral: 103.5
• Ma´ximo amostral: 958.9
• 1º Quartil: 0.0
• 2º Quartil: 0.0
• 3º Quartil: 118.6
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RMax: Radiac¸a˜o Global Ma´xima
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 0.0
• Me´dia amostral: 203.31
• Ma´ximo amostral: 988.0
• 1º Quartil: 0.1
• 2º Quartil: 14.1
• 3º Quartil: 347
VMed: Velocidade de Vento Me´dia
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 0.0
• Me´dia amostral: 2.016
• Ma´ximo amostral: 8.4
• 1º Quartil: 0.7
• 2º Quartil: 1.6
• 3º Quartil: 2.9
VMin: Velocidade de Vento Mı´nima
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 0.0
• Me´dia amostral: 0.3976
• Ma´ximo amostral: 3.3
• 1º Quartil: 0.0.0
• 2º Quartil: 0.3
• 3º Quartil: 0.6
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VMax: Velocidade de Vento Ma´xima
Descric¸a˜o Nume´rica Descric¸a˜o Gra´fica
• Mı´nimo amostral: 0.0
• Me´dia amostral: 5.35
• Ma´ximo amostral: 25.6
• 1º Quartil: 2.1
• 2º Quartil: 4.2
• 3º Quartil: 7.8
Seguidamente sa˜o consideradas duas medidas de infereˆncia estat´ıstica u´teis para fazer con-
siderac¸o˜es teo´ricas sobre a varia´vel que esta´ a ser estudada (seja X essa varia´vel, onde
X = x1, x2, ..., xn e´ a amostra analisada):




− 3 = E[(X − E[X])
4]
(E[(X − E[X])2])2 − 3,
onde µ2 e µ4 sa˜o, respetivamente, os momentos centrados de segunda e quarta ordens.
Caso γ2 > 0, a distribuic¸a˜o da varia´vel e´ apelidada de leptocu´rtica; caso γ2 < 0, diz-se
platicu´rtica e apresenta uma distrubuic¸a˜o plana dos dados; quando γ2 = 0, diz-se
mesocu´rtica e deve ter um comportamento semelhante a uma populac¸a˜o distribu´ıda
segundo uma Normal.











(E[(X − E[X])2]) 32 .
γ1 > 0 significa que a populac¸a˜o em ana´lise apresenta uma me´dia superior a` mediana,
denominando-se como assime´trica a` direita. Caso contra´rio, e´ assime´trica a` esquerda
e apresenta maior mediana do que me´dia. µ3 e´ o momento centrado de terceira ordem.
Varia´vel TMed TMin TMax HMed HMin HMax RMed
γ1 0.054 0.056 0.055 −0.449 −0.382 −0.499 1.636
γ2 −0.821 −0.819 −0.812 −0.219 −0.240 −0.191 1.542
Varia´vel RMin RMax VMed VMin VMax
γ1 2.224 1.423 1.086 1.684 0.987
γ2 4.38 0.868 0.677 3.323 0.359
