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Resumen
El objetivo principal de este proyecto es el desarrollo de una metodolog´ıa para el disen˜o de redes de
datos que soporten de una forma efectiva, aplicaciones en tiempo real como es el caso de la VoIP.
As´ı mismo se plantea la implementacio´n de un sistema multiagente para la gestio´n del tra´fico en la
red, mejorando el desempen˜o de e´sta, permitiendo la priorizacio´n efectiva del tra´fico.
Este proyecto utiliza los conceptos ba´sicos para disen˜o de redes LAN como son la segmentacio´n
de tra´fico, los dominios de broadcast y de colisiones para proponer un disen˜o f´ısico y lo´gico de la red.
Se analizan las caracter´ısticas de una red de datos existente como la capacidad de procesamiento
y conmutacio´n de los equipos activos de red, la funcio´n de distribucio´n de probabilidad de tra´fico,
el sistema operativo, la velocidad de transmisio´n y los servicios utilizados por las estaciones de
trabajo. Se realiza la simulacio´n de la red de datos utilizando software especializado como el OP-
NET, proceso que permite obtener informacio´n de la capacidad y la utilizacio´n de la red, variables
requeridas por los algoritmos como SLoPS y TOPP, para determinar el ancho de banda disponible
para el tra´fico de VoIP.
La insercio´n del trafico de VoIp tambie´n es simulado para determinar si es necesario un re-
planteamiento de la estructura de la red.
Se utiliza la metodolog´ıaMAS CommonKads [25] para el disen˜o y la implantacio´n del SMA, sistema
encargado de mantener una calidad del servicio adecuada en los momentos de tra´fico pico de la red.
x
Abstract
The main objective of this project is the development of a methodology in order to design data
networks that can support in a effective way real time applications such as VoIP. Also it is proposed
the implementation of a Multi Agent System for the management of the network traffic, enhancing
the performance of the network, and allowing the effective scheduling of the traffic.
This project uses basic concepts for the design of LAN networks such as traffic segmentation,
broadcast and collision domains to propose a physical and logical design of the network.
The characteristics of an existing network are analyzed, including the process and switching ca-
pacities of active network equipment, the traffic probability function, the operating system, the
transmission rate and the services utilized by the workstations. The simulation of the data network
is done using specialized software such as OPNET. This process allows to get information about
the capacity and the utilization of the network, which are important variables required by the
algorithms such as SLoPS and TOPP in order to calculate the available bandwidth for the VoIP
traffic.
The VoIP traffic insertion is also simulated to calculate if it is necessary to change the network
structure.
The methodology MAS CommonKads [25] is used in order to design and implement the MAS,
which is the system that has to maintain an adequate QoS at the peak traffic hours of the network.
xi
Cap´ıtulo 1
Marco Teo´rico
1.1. Generalidades de VoIP
VoIP es un te´rmino gene´rico que se refiere a todos los tipos de comunicacio´n de voz utilizando
el protocolo IP -Internet Protocol- a cambio de la tecnolog´ıa tradicional de conmutacio´n de cir-
cuitos [9]. Esto incluye la utilizacio´n de redes de conmutacio´n de paquetes.
La voz sobre IP se trabaja tanto en Internet como en redes LAN. La telefon´ıa por internet puede
ser considerada como un caso especial de VoIP.
1.1.1. Transmisio´n de VoIP
La voz es un sonido producido por el aparato fonador humano, el cual tiene dos mecanismos ba´sicos
de produccio´n de voz; el primero de ellos es la vibracio´n de las cuerdas vocales y el segundo son las
interrupciones en el flujo de aire que sale de los pulmones. La voz es emitida y se propaga a trave´s
del aire, producida por la vibracio´n de las part´ıculas en forma de ondas; cuando un micro´fono recibe
estas ondas, las pasa a un dispositivo ya sea un tele´fono IP o un computador. Esta sen˜al analo´gica
es la base para la transmisio´n de VoIP.
En la figura 1.1 se puede observar el proceso que se debe realizar para obtener un paquete de
VoIP que pueda ser transmitido sobre una red de datos. Se debe digitalizar la sen˜al, (En este
1
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caso utilizando PCM), luego el empaquetamiento TCP/UDP y los encabezados necesarios para su
transmisio´n sobre redes Ethernet.
Figura 1.1: Proceso de Transmisio´n de VoIP
Para el sistema VoIP no es conveniente utilizar PCM debido a que e´ste toma unas muestras muy
grandes y no comprime la sen˜al lo suficiente para enviarla como datos a trave´s de la red y por ello
ocupa mucho ancho de banda; para la modulacio´n de la sen˜al, el sistema PCM ha evolucionado
y ha mejorado la forma de modular las sen˜ales; su primer avance fue Modulacio´n Diferencial por
Codificacio´n de Pulsos (DPCM). Dicho sistema de modulacio´n busca comprimir la transferencia de
datos por medio de la prediccio´n, mediante la determinacio´n de muestras, es decir, en el sistema
existe un filtro de prediccio´n, que a trave´s de la sen˜al muestreada, toma una muestra y la compara
con la muestra de la sen˜al de entrada original; si las muestras comparadas son iguales, entonces la
muestra no es enviada, debido a que en el lado del emisor hay otro filtro de prediccio´n que funciona
exactamente igual al filtro del receptor; debido a esto, en el lado del receptor se toma la muestra que
el filtro de prediccio´n tomo´ y la incluye dentro de las muestras que han sido recibidas y predichas
para luego convertir la sen˜al en ana´loga y por ende, que el receptor escuche lo que el emisor envio´.
A partir de DPCM surge su evolucio´n, llamada Modulacio´n Diferencial Adaptable por Codificacio´n
de Pulsos (ADPCM) [4], la cual pretende reducir la cantidad de muestras que se van a transmitir y
de esta forma se puede pasar de 64 Kbps, que representa la taza de bits y es la utilizada en PCM,
a 32, 16, 8, o´ hasta 4 Kbps y a su vez, mientras PCM toma 8 bits por muestra, ADPCM toma
4 bits por muestra, lo cual hace reducir el taman˜o total de la muestra que se pretende enviar, y
ello mejora el rendimiento de la red debido al taman˜o de los paquetes que se transmiten y no es
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necesario tanto ancho de banda como el requerido para PCM.
A continuacio´n se describen los pasos para que exista una comunicacio´n de VoIP entre dos usuarios:
Paso 1: Debido a que todas las transmisiones deben ser digitales, la voz es digitalizada en
su origen. Esto puede ser realizado por la compan˜´ıa telefo´nica, por un proveedor de servicios
de internet o por un PC.
Paso 2: Utilizando diversos algoritmos como G.711 (Ley A y ley µ) y G.729, la voz digital
es comprimida y luego fragmentada en paquetes. Los paquetes son direccionados y enviados
a trave´s de la red utilizando el protocolo IP, para ser reconstruidos en el orden correcto en el
destino. De nuevo este re-ensamblaje puede ser realizado por un la compan˜´ıa telefo´nica, un
ISP o un PC.
Paso 3: Durante la transmisio´n en la red, los paquetes se pueden perder o retrasarse, o los
errores pueden dan˜ar los paquetes. Algunas te´cnicas de correccio´n de errores pedir´ıan la re-
transmisio´n de paquetes perdidos o inservibles, pero si la transmisio´n es una comunicacio´n de
voz en tiempo real, e´sta te´cnica obviamente no funcionar´ıa. Por lo tanto se tienen sistemas
de deteccio´n y correccio´n de errores que en ocasiones crean sonidos para llenar los espacios
dejados por los paquetes inservibles. Este proceso guarda una porcio´n de la sen˜al recibida y
utiliza algoritmos para reconstruir el contenido del paquete perdido y crea un nuevo sonido
para mejorar la comunicacio´n.
Paso 4: Luego de que los paquetes son transmitidos y estos arriban al destino, la transmisio´n
es ensamblada y descomprimida para restaurar los datos a una aproximacio´n de la forma
original.
Como lo sugiere esta explicacio´n, la tecnolog´ıa que funciona bien para enviar datos puede ser menos
que perfecta para la transmisio´n de voz.
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1.1.2. Ventajas de VoIP
A modo de justificacio´n del impacto de este proyecto se muestran algunas de las ventajas de VoIP
son [22]:
Mayor Eficiencia: La tecnolog´ıa tradicional de telefon´ıa basada en la conmutacio´n de cir-
cuitos requiere un circuito entre el switch de la compan˜´ıa telefo´nica y el usuario para que
este´ abierto y ocupado durante la duracio´n total de la llamada, sin importar la cantidad
de informacio´n transmitida. En contraste, en redes IP, todo el contenido -as´ı sea voz, texto,
video, programas de computadora- viaja a trave´s de la red en paquetes que son dirigidos a su
destino por diferentes routers, compartiendo los mismos enlaces f´ısicos ma´s eficientemente.
Menor Costo: Los sistemas IP ofrecen medios ma´s econo´micos para brindar conexiones
de comunicaciones. Adema´s la tecnolog´ıa de internet, permite que cualquiera que tenga un
mo´dem y un PC pueda traspasar la RTPC (Red de Telefon´ıa Pu´blica Conmutada) de larga
distancia.
Mayor confiabilidad: Un factor que ofrece una mayor confiabilidad potencial es el hecho de
que las redes IP re-enrutan los paquetes en el momento de encontrar un desperfecto en la red,
causado por un malfuncionamiento en el enlace o en un elemento como un router o switch.
Adema´s las redes IP no dependen de redes de sen˜alizacio´n independientes, que pueden causar
una suspensio´n temporal del servicio.
Soporte de innovacio´n: IP es un esta´ndar no propietario y ha sido ampliamente adoptado
por desarrolladores de software y hardware. Esta arquitectura abierta permite que compan˜´ıas
emprendedoras desarrollen nuevos elementos de hardware y software que puedan ser integra-
dos a la red. En contraste la telefon´ıa tradicional opera en un ambiente cerrado, haciendo
ma´s dif´ıcil la labor de crear nuevos productos y servicios.
1.1.3. Otras consideraciones de VoIP
Uno de los mas grandes retos de la VoIP es garantizar la calidad de la voz [7], y uno de los factores
de ma´s influencia en este aspecto es el ancho de banda.
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Si se puede garantizar que existe un ancho de banda suficiente para permitir voz de alta calidad,
entonces se necesita controlar y priorizar el acceso al ancho de banda disponible. Actualmente este
control no existe sobre redes Ethernet cuyos equipos activos de red no manejen pol´ıticas que permi-
tan manipular la calidad del servicio. De hecho, cada usuario de una red Ethernet esta´ a la merced
de los dema´s usuarios. Una persona que desee transferir un archivo demasiado grande puede causar
que el acceso a servicios de los dema´s usuarios se realice de una forma ma´s lenta.
Es por esto que el presente trabajo pretende dar las bases para que en una red se pueda propender
la calidad del servicio o QoS (por sus siglas en ingle´s Quality of Service), utilizando un sistema
multiagente que se encargue de administrar el tra´fico en la red.
IP es una eleccio´n atractiva para el transporte de voz por varias razones, incluyendo las siguientes:
Bajo costo de equipos.
Integracio´n de aplicaciones de voz y datos.
Menores requerimientos de ancho de banda.
La gran disponibilidad de IP.
Aunque existen cientos de esta´ndares y especificaciones te´cnicas para sistemas de telefon´ıa tradi-
cional, e´stos son generalmente propietarios en naturaleza. Un conmutador de un proveedor utilizar´ıa
hardware y sistema operativo propietario, y software propietario. Un proveedor debe disen˜ar y pro-
ducir procesadores, tarjetas de memoria, cableado, fuentes de poder, el sistema operativo y las
aplicaciones de software. Las oportunidades para que terceras partes desarrollen nuevas aplica-
ciones de software para esos sistemas son extremadamente limitadas.
Para operar y administrar este tipo de sistemas se requiere un entrenamiento extensivo. Conse-
cuentemente cuando un operador escoge implementar sistemas de un determinado proveedor, es
usual que esta operacio´n se realice so´lo con un proveedor para la red completa. Si el operador desea
reemplazar un equipo con un dispositivo de otro proveedor, el costo y el esfuerzo que este proceso
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involucra es muy alto.
El resultado es que el proveedor de los equipos, una vez escogido, esta en una posicio´n de generar
ganancias no solo de la venta de los equipos sino del entrenamiento, soporte y actualizaciones. En
este entorno, los sistemas propietarios son el pan de cada d´ıa.
Los sistemas IP tienden a utilizar sistemas de arquitectura cliente/servidor distribuida, lo que sig-
nifica que el crecimiento en te´rminos de infraestructura se puede realizar de forma efectiva.
Los esta´ndares IP son mas abiertos y flexibles que los esta´ndares de telefon´ıa, permitiendo la imple-
mentacio´n de caracter´ısticas u´nicas de forma tal que el proveedor de servicios puede ofrecer nuevos
productos de una forma ma´s ra´pida. Un servicio nuevo puede ser desarrollado en unos pocos meses,
lo que crea una gran diferencia del mundo de la telefon´ıa tradicional, donde los nuevos desarrollos
pueden tomar varios an˜os.
Es necesario en Voz sobre IP, utilizar y definir dispositivos y protocolos que hacen parte de la red y
de la administracio´n para poder realizar una conexio´n de voz enviada en paquetes. El protocolo de
sen˜alizacio´n con ma´s trayectoria y ma´s frecuente es el esta´ndar H.323 definido por la International
Communication Union (ITU), el cual utiliza ciertos dispositivos necesarios para establecer una
red de VoIP. Este protocolo, ma´s que un esta´ndar, es una recomendacio´n definida tambie´n por
la International Engineering Task Force (IETF) en sus Request For Comments (RFC) que hacen
e´nfasis en el uso de gateways, gatekeepers, terminales y Unidades de Control Multipunto (MCU),
y define los objetivos de las zonas [28].
Los terminales, son lo que comu´nmente en las redes de telefon´ıa convencional se llaman abonados,
es decir un terminal puede ser un tele´fono IP o un computador, el cual proporciona al hablante la
interfaz por donde va a realizar la comunicacio´n [28]. Tambie´n se pueden definir como los clientes
finales que soportan una comunicacio´n bidireccional en tiempo real [27].
El gatekeeper o administrador de la red es el cerebro de la red H.323; es opcional, pero se recomienda
utilizarlo debido a que le puede proporcionar direcciones IP a los terminales y se encarga de dirigir
y enviar los paquetes de voz por diferentes canales. [28] Adema´s proporcionan servicios de control
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de llamada entre extremos finales H.323, tales como traduccio´n de direcciones y gestio´n de ancho
de banda [27].
El gateway o puerta de enlace es normalmente un dispositivo que permite a una red de VoIP realizar
llamadas a la Red Telefo´nica Pu´blica Conmutada (RTPC) y es el encargado de hacer el enlace y
convertir los datos para que puedan ser interpretados en ambos sentidos desde la RTPC y la red
VoIP. [28] E´ste se encarga de traducir los protocolos de establecimiento y liberacio´n de llamadas y
de la conversio´n de formatos de la informacio´n entre diferentes tipos de redes as´ı como de transferir
la informacio´n entre redes H.323 y redes no H.323 [27].
Las Unidades de Control Multipunto (MCUs) son dispositivos o nodos que ofrecen la capacidad
para conectar tres o ma´s terminales y gateways, y son las encargadas fundamentalmente de permitir
conferencias entre 3 o ma´s hablantes. Soporta la conferencia H.323 entre dos o ma´s puntos. Se
encarga del intercambio de capacidades entre terminales para el establecimiento de comunicaciones.
[27].
Cuando se desea iniciar una conversacio´n, desde el primer instante en que se comienza a marcar
desde el terminal, los datos que se ingresan se deben interpretar y enviarlos por la red, pasando
a trave´s del gatekeeper si es que e´ste existe, para que al entrar al servidor, se pueda determinar
que´ hacer con la informacio´n y enviar una sen˜al al destino para que se prepare para recibir una
llamada; sin embargo, antes de realizar este procedimiento, es necesario revisar el estado del destino
(ocupado - desocupado) para determinar que´ se puede hacer, ya sea mandar la sen˜al de llamada
entrante al destino o mandar una sen˜al de destino ocupado al emisor. A trave´s de estos flujos
de informacio´n es que se realiza la sen˜alizacio´n, la cual es la encargada de hacer todos los pasos
lo´gicos intermedios antes de establecer una llamada y despue´s de que uno de los hablantes finalice
la conversacio´n.
Otro protocolo de sen˜alizacio´n utilizado en Voz sobre IP es Session Initiation Protocol (SIP), el
cual tiene un funcionamiento muy similar a un software de mensajer´ıa instanta´nea; su objetivo
principal es iniciar, cerrar y administrar sesiones de telefon´ıa IP. Dicho protocolo es ma´s avanzado
que el protocolo H.323, debido a que tiene ciertas ventajas como su escalabilidad, donde se puede
establecer la llamada con poca cantidad de paquetes; su versatilidad, debido a que SIP funciona o
se distribuye con cualquier tipo de dispositivo que funcione dentro de la red, y a su vez, soporta
cualquier tipo de medios, como son los mensajes instanta´neos, el video y la voz [28].
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Una de las ventajas que trae SIP en materia de seguridad es la autenticacio´n y el control de acceso,
pues el cliente tiene la capacidad de rechazar llamadas indeseadas, personas desconocidas o no
autorizadas.
Cuando se habla de transmisio´n de Voz sobre IP necesariamente hay que hablar de RTP (Real
Time Protocol), ya que es el protocolo de transporte en tiempo real y trabaja bajo User Datagram
Protocol (UDP). El protoclo UDP es un protocolo de la capa de transporte no orientado a conexio´n
y no seguro [29]. Cuando se env´ıa una muestra de voz hasta su destino, e´sta es encapsulada en
paquetes Real Time Protocol (RTP), y luego cada paquete es encapsulado en paquetes UDP para
su env´ıo. Este paquete es enviado al receptor y consta de una cabecera la cual trae informacio´n
elemental acerca de la secuencia de los paquetes, el tipo de codificacio´n, la marca de tiempo que
contiene el dato del primer instante de la creacio´n del paquete RTP y cuando el receptor recibe
este paquete, sustrae la parte de voz y la cabecera del paquete es utilizada para poder decodificar
y reproducir con cadencia, la parte de audio.
Conjuntamente con RTP existe el Protocolo de Control de Tiempo Real (RTCP) el cual realiza
comprobaciones de calidad de servicio durante toda la transmisio´n, mediante el env´ıo de paquetes
de control a todos los usuarios de la sesio´n y con los cuales se da cuenta de las fallas que existen en
la red; sin embargo, con este tipo de controles se ocupa un poco ma´s de ancho de banda y algunos
administradores lo prefieren con tal de detectar las fallas ra´pidamente para poder solucionarlas.
La tarea principal de Voz sobre IP es transportar voz, lo que posibilita utilizar las redes de datos
para generar y recibir llamadas telefo´nicas y a su vez, usar diferentes aplicaciones que permitan
controlar las llamadas; por lo tanto la Voz sobre IP no se puede tomar como un servicio, sino como
una tecnolog´ıa capaz de empaquetar la voz para transmitirla por la red de datos, sin necesitad de
utilizar la telefon´ıa convencional.
1.2. Calidad de Servicio de VoIP
La gran mayor´ıa de redes de datos, al implementar un sistema de VoIP, no poseen mecanismos
de control que permitan administrar de una forma efectiva el ancho de banda disponible, lo que
obliga, a que a medida que se agrega nuevo tra´fico a la red, e´ste se mezcle con el ya existente,
y se empiece a producir una serie de alteraciones en el desempen˜o de la aplicacio´n de VoIP, al
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presentarse perdida de paquetes y retraso significativo. Esto se debe a que el tra´fico agregado hace
que la red vaya ma´s alla´ de sus capacidades. Es por esto que se hace necesario la inclusio´n de un
mecanismo que permita la gestio´n inteligente del tra´fico, y del ancho de banda disponible en el
sistema, y as´ı aprovisionar a la red de una Calidad de Servicio aceptable. [21]
El asegurar una Calidad de servicio en cualquier aplicacio´n segu´n [1] depende generalmente de la
relacio´n existente entre tres factores fundamentales: la demanda, la capacidad y el desempen˜o.
Figura 1.2: Caracter´ısticas de la Calidad del Servicio
La Figura 1.2 presenta de una forma clara los factores que influyen la Calidad de servicio de una
aplicacio´n. Se podr´ıa decir que para el objetivo de este trabajo se abordara´ el tema de la gestio´n
de tra´fico de VoIP sobre redes Ethernet tomando en cuenta estos tres elementos.
En cuanto a la Demanda se debe analizar las caracter´ısticas del tra´fico IP para poder determinar
la forma en la cual se realizara´ su control. La parte que ma´s atacara´ este proyecto es la Capacidad,
que es la encargada de manejar el ancho de banda y la forma en la cual e´ste es distribuido entre
las aplicaciones de la red. Es en esta parte en la cual se basara´ el disen˜o del sistema multiagente.
Una vez se haya creado una te´cnica para la gestio´n de VoIP sobre la red Ethernet, se utilizaran
medidas de Desempen˜o para determinar la fiabilidad y utilidad del sistema implementado.
1.3. Ancho de banda de VoIP
El esta´ndar G.114 establece que el retraso ma´ximo de un paquete en un sola v´ıa, no debe exceder
los 150ms para aplicaciones de VoIP. En [2] se establece que un tiempo de retraso aceptable y que
garantiza una buena calidad de la voz es de 200ms.
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El retraso en el cual incurre un paquete en una sola v´ıa se podr´ıa dividir en tres secciones:
Retraso de fuente: En este retraso influye la codificacio´n, compresio´n y paquetizacio´n.
Retraso de medio: En este caso se consideran los retrasos de propagacio´n, transmisio´n y
encolado.
Retraso de receptor : incluyendo descompresio´n, despaquetizacio´n, decodificacio´n y reproduc-
cio´n.
El esta´ndar G.711 se definen los siguientes retrasos:
Retraso de codificacio´n: 1ms
Retraso de paquetizacio´n: 20ms
Retraso de Jitter Delay: 40ms
Retraso por decodificacio´n y despaquetizacio´n: 5ms
Segu´n K. Salah y Alkohraidly [3] un valor razonable para el retraso incurrido por el proceso de
compresio´n es de 4ms.
Si se suman los valores de los retrasos indicados en el esta´ndar G.711 se obtiene un tiempo total
de 70ms. Este retraso es ocasionado por la fuente y por el receptor; por lo tanto se concluye que el
retraso en la red no debe ser superior a los 80ms.
El ancho de banda requerido para la transmisio´n de VoIP utilizando G.711 en una sola v´ıa es de
64Kbps. Utilizando el esta´ndar G.711 muestrea 20ms de voz por paquete. Adicional a esto, 50 de
estos paquetes deben ser transmitidos por segundo. Cada paquete es enviado en tramas Ethernet.
A cada paquete de 160 bytes, se le adicionan cabeceras y protocolos de capa. Estas cabeceras
incluyen RTP + UDP + IP + Ethernet, con unos taman˜os de prea´mbulo de 12 + 8 + 20 + 26
bytes respectivamente. Por lo tanto se deben transmitir 226 bytes 50 veces en un segundo, lo que
equivale a una tasa de transmisio´n de 90,4Kbps en una direccio´n. Para una comunicacio´n en dos
direcciones se necesita un ancho de banda de 180,8Kbps equivalente a 100pps.
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Codec Tiempo de Bytes por Paquetes por Ancho de
muestreo paquete segundo banda
G.711 20 ms 160 50 64 kbps
G.711 30 ms 240 33 64 kbps
G.729A 20 ms 20 50 8 kbps
G.729A 30 ms 30 33 8 kbps
Tabla 1.1: Ancho de banda para transmisio´n de VoIP
Codec Ethernet 14 bytes Ethernet 26 bytes
de cabecera de cabecera
G.711 a 50 pps 85.6 kbps 90.4 kbps
G.711 a 33 pps 78.4 kbps 80.784 kbps
G.729A a 50 pps 29.6 kbps 34.4 kbps
G.729A a 33 pps 22.4 kbps 25.344 kbps
Tabla 1.2: Ancho de Banda para transmisio´n de VoIP con formato
Ahora, tomando como referencia el esta´ndar G.729, cada paquete es de 20 bytes, y como en el
caso anterior, se le deben agregar los 66 bytes de cabeceras. Esto nos da un total de 86 bytes por
cada paquete. Teniendo en cuenta que se deben transmitir 50 de estos paquetes por segundo se
obtiene una tasa de transmisio´n de 34,4Kbps en una sola v´ıa. Para una comunicacio´n bidireccional
se necesitar´ıan 68,8Kbps. Claramente se observa que el taman˜o de los paquetes y la tasa de env´ıo es
menor al necesario para una transmisio´n utilizando el esta´ndar G.711. El inconveniente de utilizar
este esta´ndar es que en la fuente se tiene un retraso de paquetizacio´n de 40ms, el doble del producido
por el esta´ndar G.711 [57].
El retraso de paquetizacio´n puede ser reducido produciendo paquetes de informacio´n ma´s pequen˜os;
pero esto va en detrimento de la calidad del tra´fico generado en la red, al estar transmitiendo bytes
de cabecera con una frecuencia mayor.
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1.4. Sistemas multiagente
Aunque no existe una definicio´n formal, una de las ma´s aceptadas actualmente es la encontrada en
Wooldridge and Jennings (1995). Segu´n ellos un agente es un sistema computacional que esta´ situ-
ado en un ambiente y esta dotado de autonomı´a para sus acciones en este entorno, para cumplir
con los objetivos de disen˜o.
Tambie´n se podr´ıa decir que e´stos son por lo general vistos como entidades inteligentes -equivalentes
en te´rminos computacionales a un proceso del sistema operativo- que existen dentro de cierto con-
texto o ambiente, y que pueden interactuar a trave´s de un mecanismo de comunicacio´n inter-proceso
(usualmente un sistema de red) utilizando protocolos de comunicacio´n.
El dominio del sistema multiagente o de inteligencia artificial distribuida es una ciencia y una te´cni-
ca que trata con los sistemas de inteligencia artificial en red. El bloque fundamental de construccio´n
de un sistema multiagente, como es de esperarse, son los agentes.
Un sistema multiagente es un sistema distribuido en el cual los nodos o elementos son sistemas
de inteligencia artificial, o bien un sistema distribuido donde la conducta combinada de dichos
elementos produce un resultado en conjunto inteligente. Hay que notar que los agentes no son nece-
sariamente inteligentes.
Existen -como en todo el resto del dominio de la inteligencia artificial-, dos enfoques para construir
sistemas multiagentes:
El enfoque formal o cla´sico, que consiste en dotar a los agentes de la mayor inteligencia posible
utilizando descripciones formales del problema a resolver y de hacer reposar el funcionamiento
del sistema en tales capacidades cognitivas. Usualmente la inteligencia es definida utilizando
un sistema formal (por ejemplo, sistemas de inferencia lo´gica) para la descripcio´n, raciocinio,
inferencia de nuevo conocimiento y planificacio´n de acciones a realizar en el medio ambiente.
El enfoque constructivista, que persigue la idea de brindarle inteligencia al conjunto de todos
los agentes, para que a trave´s de mecanismos ingeniosamente elaborados de interaccio´n, el
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sistema mismo genere comportamiento inteligente que no necesariamente estaba planeado
desde un principio o definido dentro de los agentes mismos (que pueden ser realmente simples).
Este tipo de conducta es habitualmente llamado comportamiento emergente.
1.4.1. Metodolog´ıas para el desarrollo de SMAs
A medida que los sistemas multiagentes se posicionan cada vez ma´s en la comunidad de las ciencias
de la computacio´n, se espera ver un esfuerzo incrementado encaminado al desarrollo de metodolog´ıas
para soportar el desarrollo de sistemas de agentes. Es necesario aclarar que al ser los SMAs una
nueva tendencia de programacio´n, las metodolog´ıas propuestas esta´n aun lejos de ser a prueba de
fallos y por el contrario se encuentran en constante evolucio´n [12].
La metodolog´ıa AAII
En los 90s, el Instituto Australiano de Inteligencia Artificial o AAII (Australian AI Institute) por
sus siglas en Ingle´s desarrollo´ un grupo de systemas basados en agentes utilizando su tecnolog´ıa
PRS (Procedural Reasoning System) o BDI (Belief, Desire, Intention) Creencia-Deseo-Intensio´n y
el sistema de raciocinio multiagente distribuido. La metodolog´ıa AAII para el ana´lisis orientado
a agentes y disen˜o fue desarrollado como resultado de la experiencia ganada con el desarrollo de
aplicaciones. Se basa principalmente en metodolog´ıas orientadas a objetos, y las mejora con algunos
conceptos relacionados con agentes. La metodolog´ıa por si misma trata de construir un grupo de
modelos que cuando son totalmente elaborados define la especificacio´n de un sistema de agente.
La metodolog´ıa AAII proporciona modelos tanto internos como externos. Los modelos externos
presentan una vista a nivel del sistema: los principales componentes visibles en este modelo son los
agentes mismos. El modelo externo esta´ relacionado principalmente con los agentes y las relaciones
entre ellos. E´ste no toma en cuenta las caracter´ısticas internas de los agentes. En contraste el mod-
elo interno esta totalmente involucrado con la parte interna de los agentes: sus creencias, deseos
e intenciones. El modelo externo para definir las relaciones de herencia entre las clases de agentes
y para identificar las instancias de esas clases que aparecera´n en tiempo de ejecucio´n. Esta´ com-
puesto por el modelo de agente y el modelo de interaccio´n. El modelo de agente esta´ dividido en el
modelo de clase y un modelo de la instancia de agente. Estos dos modelos definen los agentes y las
clases de agentes que pueden aparecer, y relaciona unas clases con otras via herencia, agregacio´n
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y relaciones de instancias. Cada clase de agente se asume tener al menos tres atributos: creencias,
deseos e intenciones. El analista debe ser capaz de definir como son sobreescritos estos atributos
durante la herencia. No se dan detalles del modelo interno, pero parece claro que desarrollar un
modelo interno corresponde a implementar un agente PRS, por ejemplo, disen˜ando las estructuras
de creencias, deseos e intenciones de los agentes.
Esta metodolog´ıa se podr´ıa resumir en los siguientes items:
1. Identificar los roles relevantes en el dominio de la aplicacio´n, y basados en estos, desarrollar
la jerarqu´ıa de las clases de los agentes.
2. Identificar las responsabilidades asociadas con cada rol, los servicios requeridos y propor-
cionados por el rol, y luego determinar los objetivos relacionados con cada servicio.
3. Para cada objetivo, determinar los planes que pueden ser utilizados para alcanzarlos y las
condiciones de contexto sobre las que cada plan es apropiado.
4. Determinar la estructura de creencias del sistema, los requerimientos de informacio´n para
cada plan y objetivo.
GAIA
La metodolog´ıa GAIA esta´ propuesta para permitir a un analista ir de una forma sistema´tica desde
una lista de requerimientos a un disen˜o que es suficientemente detallado que puede ser implementado
directamente. Al aplicar GAIA, el analista se mueve de lo abstracto a lo concreto. Cada paso
sucesivo introduce preconcepciones sobre el proceso de implementacio´n y reduce el espacio de
posibles sistemas que pueden ser implementados para satisfacer la lista de requerimientos originales.
De todas formas, esta metodolog´ıa no es un intento vago para tratar de aplicar estos me´todos en
el desarrollo de aplicaciones orientadas a agentes. A cambio, proporciona un grupo espec´ıfico de
conceptos de agentes a trave´s de los cuales un ingeniero de software puede entender y modelar
un sistema complejo. En particular, Gaia motiva al desarrollador a pensar en la construccio´n de
sistemas basados en agentes como un proceso de disen˜o organizacional. Los principales conceptos
de GAIA pueden ser divididos en 2 categor´ıas: abstractas y concretas. Las entidades abstractas son
aquellas utilizadas durante el ana´lisis para conceptualizar el sistema, pero no necesariamente tiene
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una realizacio´n directa dentro del sistema. Las entidades concretas, en contraste, son utilizadas en
el proceso de disen˜o, y t´ıpicamente tendra´n su contra parte en el sistema en tiempo de ejecucio´n. El
objetivo de la etapa de disen˜o es desarrollar un entendimiento del sistema y su estructura. En el caso
de GAIA, este entendimiento es obtenido en la organizacio´n del sistema. Una organizacio´n esta´ vista
como una coleccio´n de roles que tienen una relacio´n espec´ıfica y que toman parte en interacciones
sistema´ticas y con patrones institucionalizados con otros roles. La idea de un sistema como una
sociedad es u´til cuando se piensa en el siguiente nivel en el concepto jera´rquico: roles. Puede parecer
extran˜o pensar en un sistema computacional definido por un grupo de roles, pero la idea es muy
natural cuando se adapta una visio´n organizacional del mundo. Para las responsabilidades, un rol
tiene un grupo de permisos. Los permisos son derechos asociados con un rol. Los permisos de un rol
por lo tanto, identifican los recursos que esta´n disponibles para ese rol con el objetivo de realizar
sus responsabilidades. Los permisos, tienen a ser recursos de informacio´n. Las actividades de un
rol son acciones asociadas con el rol que pueden ser realizadas por el agente sin interactuar con
otros agentes. Las actividades son por lo tanto acciones privadas. Finalmente un rol esta´ tambie´n
identificado con un nu´mero de protocolos, los que definen la forma en la cual e´ste puede interactuar
con otros roles [16].
Agent UML
En las dos de´cadas pasadas, muchas notaciones diferentes y metodolog´ıas asociadas han sido creadas
dentro de la comunidad de desarrolladores orientados a objetos. A pesar de muchas similaridades
entre estas notaciones y me´todos, existen inconsistencias fundamentales. UML es un intento por
parte de tres de las ma´s grandes figuras detra´s del ana´lisis y disen˜o orientado a objetos (Grady
Booch, James Rumbaugh e Ivar Jacobson) para desarrollar una notacio´n u´nica para el modelamien-
to de sistemas orientados a objetos. Es importante notar que UML no es una metodolog´ıa, como su
nombre lo sugiere es un lenguaje para documentar modelos de sistemas; asociada con UML existe
una metodolog´ıa que es denominada RUP (Rational Unified Process). El hecho de que UML sea
un esta´ndar para el modelado orientado a objetos ha promovido RUP ra´pidamente. Cuando se
decidio´ buscar una metodolog´ıa orientada a agentes muchos investigadores pensaron que UML era
el punto de partida obvio [17]. El resultado ha sido un nu´mero de intentos para adaptar la notacio´n
UML para el modelado de sistemas de agentes. Las modificaciones propuestas incluyen:
soporte expreso para hilos de interaccio´n concurrentes (como mensajes de broadcast), y por
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lo tanto habilitando UML para modelar estos protocolos de agentes bien conocidos como la
red de contratos.
Una nocio´n de rol que extienda la proporcionada por UML y en particular permita el mode-
lamiento de un agente jugando varios roles.
DESIRE
DESIRE es un framework para el disen˜o y especificacio´n formal de sistemas composicionales. A la
vez que proporciona una notacio´n gra´fica para especificar estos sistemas composicionales, DESIRE
asocia a e´ste un editor gra´fico y otras herramientas para soportar el desarrollo de sistemas de
agentes [15].
Cassiopeia
En contraste a las metodolog´ıas GAIA y a AIII, el me´todo Cassiopeia propuesto por Collinot es
esencialmente inductivo en naturaleza; es decir va de lo detallado a lo general. Ba´sicamente con el
me´todo Cassiopeia, se empieza desde los comportamientos requeridos para realizar algunas tareas.
La metodolog´ıa propone tres pasos ba´sicos [14].
1. Identificar los comportamientos elementales que implican la tarea general del sistema.
2. Identificar la relacio´n entre comportamientos elementales.
3. Identificar los comportamientos organizacionales del sistema, por ejemplo, la forma en la que
los agentes se forman a si mismos en grupos.
Agentes en Z
Luck y d’Inverno [13] han desarrollado un framework para la especificacio´n de agentes en el lenguaje
Z, aunque los tipos de agentes considerados en este framework son de alguna forma diferentes a
los discutidos en las metodolog´ıas anteriores. Ellos definen una jerarqu´ıa de cuatro capas de las
entidades que pueden existir en un sistema basado en agentes. Ellos empiezan con las entidades,
que son objetos inanimados que tienen atributos (como color, peso, posicio´n) pero nada ma´s. Luego
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definen objetos como entidades que tienen habilidades. Luego se definen los agentes como objetos
que tienen objetivos, y que por lo tanto son en algu´n sentido activos. Finalmente se definen los
agentes auto´nomos que son agentes con motivaciones.
Message
Se puede relacionar la metodolog´ıa Message con UML teniendo en cuenta lo siguiente:
Comparte un lenguaje de meta modelo en comu´n con UML y MOF
Extiende el meta modelo de UML con conceptos orientados a agentes con nivel de conocimien-
to.
Se utilizan los conceptos de UML para modelar las entidades MESSAGE en detalle. Esto es, desde
un punto de vista estructural son objetos con atributos y operaciones realizadas por me´todos; desde
un punto de vista de comportamiento e´stos son ma´quinas de estado. Los principales conceptos de
comportamiento de UML que son utilizados para definir la f´ısica del mundo de las entidades Message
son accio´n, evento y estado. El mundo es visto como una coleccio´n de ma´quinas de estado. Una
descripcio´n total de los estados del mundo consiste en una descripcio´n de los estados de cada
ma´quina de estados que lo componen en un punto determinado en el tiempo. La evolucio´n del
mundo en el tiempo puede ser descrita de una forma completa por la descripcio´n de los estados del
mundo en un punto espec´ıfico en el tiempo y una lista de todos los eventos en los cuales el mundo
participa antes y despue´s de ese tiempo. Esta descripcio´n completa se le conoce como historia del
mundo. Una situacio´n es un nivel de conocimiento ana´logo a un estado del mundo. [18]
MAS CommonKads
La metodolog´ıa utilizada para el disen˜o e implementacio´n del sistema multiagente es la denominada
MAS CommonKads [25]. Se escogio´ e´sta, porque esta´ muy bien documentada, posee aspectos de
UML lo que hace fa´cil su utilizacio´n y se adapta a las condiciones del problema.
La metodolog´ıa MAS-CommonKADS es una extensio´n de una metodolog´ıa disen˜ada para el desar-
rollo de sistemas basados en conocimeinto o KBS (Knowledge Based Systems) analogos a me´todos
SMA Aplicado a la Gestio´n de Tra´fico de Voz en Redes LAN 18
de Ingenier´ıa de Software. La Metodolog´ıa empieza con una fase de conceptualizacio´n que es una
etapa informal para colectar los requerimientos del usuario y obtener la primera descripcio´n del
sistema desde el punto de vista del usuario. Para este proposito se utiliza la te´cnica de caso de uso
y las interacciones de los casos de usos son formalizadas con diagramas de secuencia de mensajes o
MSC (Mesage Sequence Charts). La metodolog´ıa define un set de modelos (modelo de organizacio´n,
modelo de tarea, modelo de agente, modelo de comunicacio´n, modelo de disen˜o) para el ana´lisis y
disen˜o del sistema. Para cada modelo la metodolog´ıa establece los constituyentes (entidades a ser
modeladas) y las relaciones entre ellas.
Cap´ıtulo 2
Estado del Arte
De los art´ıculos ma´s relevantes, y que tienen un grado de similitud con el presente proyecto se
encuentra [20] donde se propone una te´cnica activa de la red, que combina un comportamiento
reactivo y proactivo de envio de mensaje usando el me´todo de SART (Split Agent-based Routing
Technique) el cual permite la reservacio´n de ancho de banda y adaptacio´n del sistema a las nuevas
condiciones topolo´gicas. El grado de similitud con el presente proyecto radica en el reconocimiento
de paquetes y la accio´n de control para reservar ancho de banda. El tra´fico que requiere de tiempo
real esta´ marcado segu´n la prioridad dada. Los agentes reconocen estos paquetes y realizan una
reserva continua de ancho de banda.
El mecanismo para la reserva de ancho de banda se activa para la prioridad de encaminamiento.
Para la aplicacio´n del me´todo se hace un estudio cuidadoso de la clase del servicio que requiere
tiempo real y un manejo de Qos adecuado. Es importante resaltar que en [20] se advierte, que el
paradigma de infraestructura de red, ha enfocado la investigacio´n sobre nivel del transporte como
el lugar apropiado para tratar la congestio´n. Hecho utilizado en este proyecto de grado, debido a
que la gestio´n de los agentes propuestos, se realiza en esta capa de modelo OSI.
SART no es utilizada en este proyecto debido a que su enfoque depende de mensajes enviados a los
routers dentro de una red WAN y es importante aclarar que la metodolog´ıa que se propone debe
funcionar sobre equipos activos de red no administrables y el ambiente formulado es el de una red
LAN.
19
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2.1. Calidad de servicio
La voz requiere de poco retraso, poca variacio´n de retraso (jitter), y poca perdida. Para sobrepo-
nerse a estas necesidades se requiere un mecanismo que brinde un nivel de QoS determinado. De
todas formas, las redes IP operan bajo el principio de mejor esfuerzo y carecen de mecanismos de
control de QoS. La congestio´n es un aspecto inevitable en redes IP y puede resultar en retraso,
variacio´n de retraso y perdida de paquetes, que directamente influyen en la calidad de servicio de
VoIP. La actual arquitectura de Redes IP debe ser mejorada por algu´n mecanismo que permita
garantizar una calidad de servicio para aplicaciones en tiempo real.
Como se ha descrito a lo largo de este documento, el presente trabajo pretende brindar a la comu-
nidad de usuarios de sistemas de comunicacio´n el mecanismo que permita garantizar una calidad de
servicio adecuada para aplicaciones en tiempo real y de una forma ma´s espec´ıfica VoIP. Se reconoce
la gran importancia de garantizar una calidad de servicio aceptable por el sistema implementado
teniendo como base su caracter´ıstica de aplicacio´n en tiempo real. No se deben sacrificar aspectos
de la metodolog´ıa que impacten de una forma directa la calidad de servicio tratando de beneficiar
otros factores como lo es la simplicidad en el disen˜o del mismo.
En [19] y [21] se presentan algunas consideraciones de u´ltima generacio´n que deben ser tomadas
en cuenta en el momento de disen˜ar el sistema de VoIP. Las consideraciones ma´s importantes se
describen a continuacio´n:
Retraso punto a punto: Uno de los factores ma´s importantes (sino es el ma´s importante)
en cuanto a la calidad de servicio es el retraso punto a punto. Cuando este excede un valor
espec´ıfico (150ms para el esta´ndar G.114) la comunicacio´n se convierte en una interaccio´n
ma´s parecida a la de un canal half-duplex. Existen retrasos debido a el proceso que se le
realiza a la sen˜al de voz y el que se debe a la propagacio´n. El retraso debido a el proceso
esta definido para cada esquema de codificacio´n, y el de propagacio´n depende en una amplia
forma de la topolog´ıa de la red y de los equipos utilizados para la implementacio´n del sistema
de VoIP. Las u´ltimas te´cnicas utilizadas para la reduccio´n de este retraso punto a punto
son descritas en el documento RTC 2598 del IETF. E´ste documento describe el servicio
denominado .Expedited Forwarding”. Otros esquemas para la reduccio´n del retraso punto a
punto pueden ser encontrados en los esta´ndares IEEE 802.1q e IEEE 802.1p.
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Retraso JITTER La variacio´n en el retraso, o Jitter, es un factor que afecta la reconstruc-
cio´n de los paquetes de datos en su secuencia y patro´n perio´dico original. Este retraso esta
principalmente identificado como la diferencia entre el retraso punto a punto de dos paque-
tes consecutivos en el flujo. Las te´cnicas para la eliminacio´n o atenuacio´n del Jitter consisten
ba´sicamente en crear un buffer de reproduccio´n que almacene los paquetes que llegan al desti-
no final e iniciar la reproduccio´n de la secuencia de voz bajo un itinerario determinado. En [23]
se presentan los esquemas actuales para la atenuacio´n de Jitter, los cuales se diferencian en la
forma de calcular el nuevo itinerario de reproduccio´n para el buffer de almacenamiento. En
el primer caso, el tiempo en el retraso de reproduccio´n para cada paquete es el mismo. En
el segundo, e´ste tiempo se ajusta durante los periodos de silencio dependiendo de los retraso
de la red. En el tercero y u´ltimo de los casos, se trata de adaptar constantemente el tiempo
de reproduccio´n de cada paquete, lo que requiere el escalamiento de los paquetes de voz para
mantener una reproduccio´n continua.
Frame Erasure: E´ste feno´meno ocurre cuando un paquete IP que transporta una trama de
voz no llega al destino a tiempo. Esto puede suceder cuando el paquete ha sido corrompido
durante la transmisio´n a trave´s de la red, o el paquete se ha ca´ıdo a causa de una congestio´n, el
paquete se ha perdido por un desperfecto en la red o simplemente llego´ demasiado tarde para
ser incluido en el proceso de reproduccio´n y por lo tanto es descartado. En [24] se presentan
te´cnicas que permiten mitigar los efectos de este feno´meno en aplicaciones en tiempo real.
2.2. Mecanismos de Control de QoS
Los mecanismos de control de QoS operan en escalas de tiempo cercanas a las velocidades de
transmisio´n de multimedia. E´stos proporcionan control de tra´fico de flujos en tiempo real basados
en niveles requeridos de QoS establecidos durante la fase de provisio´n de QoS. Esto se obtiene
proporcionando mecanismos de control de tra´fico adecuados y arreglos para la administracio´n de
un buffer con restricciones de tiempo y la operacio´n de un protocolo de comunicacio´n [39]. Los
bloques fundamentales del control de tra´fico incluyen los siguientes:
Moldear el tra´fico regula los flujos basado en la especificacio´n del desempen˜o de flujo
proporcionada por el usuario. El moldeado del flujo puede basarse en una tasa fija simple o
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alguna forma de representacio´n estad´ıstica. El beneficio de modelar el tra´fico es que permite
al mecanismo de QoS comprometer suficientes recursos extremo a extremo para configurar
cronogramas de flujo para regular tra´fico a trave´s de sistemas finales y la red. Se ha probado
matema´ticamente que la combinacio´n del moldeado de tra´fico y la planificacio´n en la red
pueden brindar grandes garant´ıas de desempen˜o. Parekh [45] ha demostrado que si una fuente
es moldeada y priorizada por el servicio de encolamiento de peso justo [46], es posible alcanzar
fuertes garant´ıas en cuanto a los retrasos.
Planificacio´n de flujo administra los flujos salientes en el sistema final [48] [49] [50] y la red
en una manera integrada [51]. Los flujos son generalmente planificados independientemente
en los sistemas finales pero puede ser agregado y planificado en un´ısono con la red. Esto es
dependiente del nivel de servicio y de el esquema de planificacio´n adoptado.
Pol´ıticas de Tra´fico: E´stas, comu´nmente son so´lo utilizadas apropiadamente donde se
cruzan fronteras administrativas y de carga, por ejemplo en una interfase usuario a red. [52].
Un buen esquema de moldeado en la fuente, permite que las pol´ıticas de tra´fico detecten
fa´cilmente el tra´fico que se comporta de una forma no deseada. Las acciones tomadas por las
pol´ıticas de tra´fico van desde aceptar las violaciones y simplemente notificar al usuario hasta
moldear el tra´fico de entrada a un nivel aceptable de QoS.
Control de flujo: E´ste incluye control de flujo en lazo cerrado y en lazo abierto. El control
en lazo abierto es utilizado ampliamente en telefon´ıa y permite a la persona que env´ıa datos
inyectar informacio´n en la red a los niveles aceptados dado que los recursos han sido reservados
con antelacio´n. El control en lazo cerrado requiere que la persona que env´ıa ajuste su tasa
basada en la realimentacio´n desde el receptor o la red [53]. Las aplicaciones que utilizan
control de flujo en lazo cerrado deben adaptarse a las fluctuaciones en los recursos disponibles.
Afortunadamente, muchos aplicaciones multimedia son adaptativas [54] [55] y pueden operar
en estos ambientes. Alternativamente, las aplicaciones multimedia que se pueden ajustar a
los cambios en el QoS entregado son ma´s adecuadas para un esquema de control en lazo
abierto donde el ancho de banda, retraso, y perdida pueden ser garantizados de una forma
determin´ıstica para la duracio´n de la sesio´n.
Sincronizacio´n de flujo: es requerida para el control de el orden de los eventos y la pre-
cisio´n en los tiempos de las interacciones multimedia. Lip-Sync es la forma ma´s comu´n de
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sincronizacio´n multimedia. Este pone requerimientos fundamentales de QoS en los protocolos
de sincronizacio´n de flujo [56].
2.3. Control de tra´fico de VoIP
En el apartado anterior se resalta la importancia de brindar una buena calidad de servicio, y lograr
esto sin un control de tra´fico en la red ser´ıa una tarea quijotesca. Es por este motivo que se presenta
como una herramienta en el desarrollo del sistema multiagente, el proceso de control de tra´fico sobre
la red. Este proceso de control de tra´fico sobre la red permite optimizar la distribucio´n del ancho de
banda entre las aplicaciones que esta´n compartiendo el medio f´ısico en un momento determinado.
Como es de esperarse, una optimizacio´n en el ancho de banda disponible para el transporte de voz,
implica un mejoramiento en la calidad de servicio de este tipo de aplicaciones.
Una de las u´ltimas te´cnicas utilizadas para la gestio´n de tra´fico de VoIP, es plantear una solucio´n
basada en los sistemas de control de admisio´n de llamadas (CAC -Call Admission Control-) que
se encuentran en la telefon´ıa convencional [47]. Este modelo de control de tra´fico IP, emula el fun-
cionamiento de los CAC en la telefon´ıa convencional, permitiendo gestionar el tra´fico en las redes
IP. Existen dos variaciones de esta tecnolog´ıa, una basada en la utilizacio´n del sitio (SU-CAC Site
Utilization CAC) y otra en la utilizacio´n del enlace (LU-CAC Link Utilization CAC). En este tipo
de control, se tiene en cuenta la utilizacio´n del sitio o del enlace, y con respecto a esto, se generan
pol´ıticas de gestio´n de tra´fico.
En [5] se plantea la creacio´n de un sistema para la gestio´n de tra´fico de VoIP que garantice un
determinado QoS, basado en la mezcla de los dos sistemas de control de llamada para VoIP es
decir, SU-CAC y LU-CAC. El sistema disen˜ado plantea la posibilidad de ser integrado a redes de
VoIP existentes y permite la administracio´n de tra´fico tanto determin´ıstico -Utilizado SU-CAC- y
el aleatorio -basado en LU-CAC-.
En [6] se utilizan los protocolos para la transmisio´n de tra´fico de VoIP, es decir TCP, UDP y
RTP para realizar el control. Para esto se tiene en cuenta que el tra´fico de control de llamada se
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transporta sobre TCP, mientras que el contenido multimedia se hace sobre UDP y RTP. En este
documento se plantea la implementacio´n de un sistema de gestio´n de tra´fico que tome ventaja
de e´sta caracter´ıstica del tra´fico de VoIP y utilice firewalls y routers para explotar las diferencias
existentes entre TCP y RTP/UDP. Uno de los puntos de´biles de este esquema de control de tra´fico
es la necesidad de incluir nuevos elementos f´ısicos a la red existente, como es el caso de los routers
y los firewalls.
Por su parte en [8] se presenta un esquema para la implementacio´n de un VCS -Virtual Communica-
tion Support- que es el encargado de administrar el tra´fico en la red. Este esquema de comunicacio´n
permite en cierta forma predecir el comportamiento del tra´fico en la red, y por lo tanto habilitar
la intervencio´n de e´ste y por ende la optimizacio´n en la asignacio´n del ancho de banda. La base
de este esquema es un sistema distribuido, que en su etapa final termina siendo ma´s parecido a
un protocolo nuevo que un sistema como tal. Una de las propuestas de este documento es agregar
informacio´n de transporte junto con el protocolo UDP. Este trabajo se aleja de lo propuesto por
las compan˜´ıas mencionadas porque la insercio´n de los agentes en el sistema tienen como objetivo
mantener la estabilidad del tra´fico de VoIp independiente de los equipo activos utilizados.
2.4. Ca´lculo de la Capacidad de VoIP
En comunicaciones de capa f´ısica, el termino Ancho de banda se refiere a la longitud espectral de
sen˜ales electromagne´ticas o las caracter´ısticas de propagacio´n de un sistema de comunicacio´n. En
el contexto de las redes de datos el termino Ancho de banda cuantifica la tasa de datos que la red
puede transferir [11].
El concepto de ancho de banda es central en comunicaciones digitales, y espec´ıficamente en redes
de paquetes, debido a que se refiere a la cantidad de datos que un enlace de red o una ruta puede
entregar por unidad de tiempo. Para muchas aplicaciones que requieren de una transferencia in-
tensa de datos, el ancho de banda disponible para la aplicacio´n afecta directamente el desempen˜o
de e´sta. Au´n las aplicaciones interactivas, que son usualmente ma´s sensibles a una latencia menor
que a un throughput ma´s alto, se ven beneficiadas de los menores retrasos end to end, asociados a
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un ancho de banda holgado y a bajas latencias de transmisio´n de paquetes.
La capacidad de VoIP se calcula teniendo en cuenta la metodolog´ıa planteada en [11] tomando como
punto de partida la capacidad de los elementos que conforman la red, para luego pasar a determinar
el ancho de banda disponible teniendo en cuenta los niveles de utilizacio´n de los elementos.. Con
el ancho de banda disponible y un valor de reserva para el futuro crecimiento de la red se pasa a
establecer el nu´mero de llamadas que la red puede soportar antes de que se ponga en marcha el
mecanismo de gestio´n de tra´fico.
2.4.1. Capacidad
Un enlace capa 2, puede normalmente transferir datos a una tasa de bits constante, que es la
tasa de transmisio´n del segmento. Por ejemplo, esta tasa es 10Mbps en un segmento Ethernet
10BaseT, y 1,544Mbps en un segmento T1. La tasa de transmisio´n de un segmento esta´ limitada
por el medio de propagacio´n y el hardware de transmisio´n/recepcio´n. En la capa IP, se entrega
una tasa de transmisio´n menor a la nominal debido a la encapsulacio´n, y los bytes adicionales de
cabecera. Espec´ıficamente, si se supone que la capacidad nominal de un segmento es CL2, el tiempo
de transmisio´n para un paquete IP LL3 bytes es:
∆L3 =
LL3 +HL2
CL2
(2.1)
Donde HL2 es la cabecera total en capa 2 necesaria para encapsular el paquete IP. Por lo tanto la
capacidad CL3 de ese segmento en la capa IP es:
CL3 =
LL3
∆L3
=
LL3
LL3+HL2
CL2
= CL2
1
1 + HL2LL3
(2.2)
Se debe tener en cuenta que la capacidad de la capa IP depende de el taman˜o de los paquetes
IP en cuanto a la cabecera de capa 2. Adema´s en la ecuacio´n 2.2 se observa que la capacidad es
directamente proporcional al taman˜o de los paquetes IP, es decir a mayor taman˜o de los paque-
tes, mayor capacidad; pero se debe recordar que paquetes ma´s grandes, requieren un tiempo de
paquetizacio´n mayor en la fuente y de despaquetizacio´n en el destino, lo que ocasiona retrasos, no
asociados al tra´fico sobre la red, sino de procesamiento de los datos en los puntos finales. Como
ejemplo se puede considerar un enlace Ethernet 10BaseT, en el cual CL2 es 10Mbps y HL2 es 38 (18
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bytes para el encabezado de Ethernet, 8 para prea´mbulo, y 12 para el espacio entre frames). Segu´n
lo anterior, para paquetes de 100bytes se tiene que CL3 es 7,24Mbps y para paquetes de 1500bytes
CL3 es 9,75Mbps.
La capacidad extremo a extremo de un canal es la tasa ma´xima de capa 2 que e´ste puede trans-
ferir desde la fuente hasta el destino. La capacidad mı´nima de un enlace en el canal, determina la
capacidad extremo a extremo.
C = mı´n
i=1,...,H
Ci (2.3)
Donde Ci es la capacidad del i-esimo salto, y H es el nu´mero de saltos del Canal. El salto con la
mı´nima capacidad es el enlace ma´s angosto del canal.
2.4.2. Ancho de banda disponible
Otra caracter´ıstica importante es el ancho de banda disponible de un enlace o extremo a extremo, y
se refiere a la capacidad no usada de un enlace durante un periodo determinado de tiempo. Aunque
la capacidad de un enlace depende de la tecnolog´ıa de transmisio´n y el medio de propagacio´n, el
ancho de banda disponible de un enlace, depende adicionalmente de la carga de tra´fico en ese enlace
y e´sta es una funcio´n que depende del tiempo. En un instante espec´ıfico en el tiempo, un enlace
esta´ o transmitiendo un paquete a la capacidad total del enlace o esta´ en espera, por lo tanto la
utilizacio´n instanta´nea de un enlace puede ser solamente 0 o 1 .
Es por esto que cualquier definicio´n valiosa de ancho de banda disponible requiere un promedio de
la utilizacio´n instanta´nea sobre el intervalo de tiempo de intere´s. La utilizacio´n promedio u(t− τ, t)
para el periodo de tiempo (t− τ, t) esta dada por:
u(t− τ, t) = 1
τ
∫ t
t−τ
u(x)dx (2.4)
donde u(x) es el ancho de banda instanta´neo disponible en el enlace en un tiempo x.
Ahora, si Ci es la capacidad del salto i y ui es la utilizacio´n promedio de ese salto en un intervalo
de tiempo dado, entonces el ancho de banda promedio disponible Ai del salto i esta´ dado por la
fraccio´n no utilizada de la capacidad:
Ai = (1− ui)Ci (2.5)
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Retomando lo realizado para el ca´lculo de la capacidad, el ancho de banda disponible de un canal
extremo a extremo es el mı´nimo ancho de banda disponible en todos los saltos:
A = mı´n
i=1,...,H
Ai (2.6)
2.4.3. Te´cnicas de estimacio´n de ancho de banda
Un administrador de la red con acceso a los routers y switches conectados a un enlace de intere´s,
puede obtener algunos datos del ancho de banda directamente. Espec´ıficamente un administrador
de la red puede simplemente leer la informacio´n asociada con el router o switch (para´metros de
configuracio´n, tasa de bits nominal del enlace, utilizacio´n promedio, bytes o paquetes transmitidos
sobre un periodo de tiempo) utilizando el protocolo para la administracio´n de la red SNMP. De
todas formas, ese acceso es t´ıpicamente disponible solo para administradores y no para usuarios
finales. Los usuarios finales, por otro lado, pueden solo estimar el ancho de banda de los enlaces
o canales a partir de mediciones extremo a extremo, sin ninguna informacio´n de los routers de la
red. Adicionalmente los administradores de la red, tienen algunas veces la necesidad de determinar
el ancho de banda desde hosts sobre su control hasta hosts fuera de su infraestructura, se deben
basar en mediciones extremo a extremo.
Aunque existen varias te´cnicas para la estimacio´n de la capacidad y ancho de banda como lo son
VPS y PPDT, se tendra´n en cuenta solamente SLoPS y TOPP, al ser te´cnicas que permiten obtener
un valor del ancho de banda disponible extremo a extremo, a diferencia de las primeras dos que
dan la posibilidad de determinar la capacidad de los canales y los enlaces.
SLoPS
SLoPS es una metodolog´ıa reciente para estimar el ancho de banda disponible extremo a extremo.
La fuente env´ıa un numero K ≈ 100 de paquetes de igual taman˜o al receptor a una tasa determi-
nada. La metodolog´ıa involucra el monitoreo de las variaciones de los retrasos en una v´ıa de los
paquetes de prueba. Si la tasa del flujo R es mayor que el ancho de banda disponible del canal A, el
flujo causara´ una sobrecarga temporal en la cola del enlace con menor ancho de banda. Los retrasos
de una v´ıa de los paquetes de prueba se seguira´n incrementando a medida que cada paquete del
flujo se encola en el enlace. Por otro lado, si la tasa de flujo R es menor al ancho de banda A
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disponible, los paquetes de prueba ira´n a trave´s del canal sin causar encolamiento en el enlace con
un ancho de banda menor.
En SLoPS la fuente intenta llevar la tasa de flujo R cerca al ancho de banda disponible A siguiendo
un algoritmo iterativo, similar a la bu´squeda binaria. La fuente prueba el canal con trenes de
paquetes de diferentes tasas, mientras que el receptor notifica a la fuente a cerca del patro´n de los
retrasos de una v´ıa de cada flujo. La fuente tambie´n se asegura que la red no tiene mas de un flujo
a la vez. Adema´s crea un periodo de silencio entre flujos sucesivos para mantener la tasa del tra´fico
de prueba menor al 10% del ancho de banda del canal. El ancho de banda disponible estimado A
puede variar durante las mediciones. SLoPS detecta estas variaciones cuando nota que los retrasos
en una v´ıa de un flujo no muestra un patro´n claro de crecimiento o estabilidad. En este caso la
metodolog´ıa reporta una regio´n gris, que esta´ relacionada con el rango de variacio´n de A durante
las mediciones.
TOPP
TOPP env´ıa muchas parejas de paquetes a tasas que se incrementan gradualmente desde la fuente
hasta el destino. Supongase que una pareja de paquetes es enviada desde la fuente con una dispersio´n
inicial ∆s. Los paquetes de prueba tienen un taman˜o de L bytes y por lo tanto la tasa ofrecida de la
pareja de paquetes es R0 = L∆s . Si R0 es mayor al ancho de banda extremo a extremo disponible A, el
segundo paquete de prueba sera´ encolado detra´s del primer paquete, y la tasa medida en el receptor
sera´ Rm < R0. Por otro lado si R0 < A, TOPP asume que la pareja de paquetes arribara´ al receptor
con la misma tasa que ten´ıa en la fuente. Se puede notar que esta idea ba´sica es ana´loga a SLoPS.
De echo la mayor parte de las diferencias entre los dos me´todos esta´n relacionadas al procesamiento
estad´ıstico de las mediciones; TOPP incrementa la tasa ofrecida linealmente, mientras que SLoPS
utiliza una bu´squeda binaria para ajustar la tasa ofrecida. Una diferencia importante entre TOPP
y SLoPS es que TOPP tambie´n puede calcular la capacidad del enlace con menor ancho de banda
del canal. No´tese que esta capacidad puede ser mayor que la capacidad del canal, si el enlace con
menor capacidad es diferente al enlace con menor ancho de banda.
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2.5. Metodolog´ıas para la implantacio´n de redes de VoIp
Durante la revisio´n bibliogra´fica no se encontro´ una metodolog´ıa para la implementacio´n de VoIP
utilizando SMA.
Compan˜´ıas como Cisco y Avaya poseen sus propias metodolog´ıas para la implantacio´n de redes que
transporten VoIp las cuales se referencian en [10] [41].En estos documentos se describen proced-
imiento en los cuales se potencia la utilizacio´n de los equipos que cada compan˜´ıa suministra. De
estas metodolog´ıas se obtienen como insumo para este trabajo los formatos para la recoleccio´n de
la informacio´n de las estaciones de trabajo.
Cap´ıtulo 3
Metodolog´ıa
3.1. Introduccio´n
Una metodolog´ıa se pude definir como un conjunto de me´todos que se siguen en una investigacio´n
cient´ıfica o en una exposicio´n doctrinal [26].
Las principales actividades de una metodolog´ıa [25] son:
La definicio´n y descripcio´n del problema que se desea resolver.
El disen˜o y descripcio´n de una solucio´n que se ajuste a las necesidades del usuario.
La construccio´n de la solucio´n.
La prueba de la solucio´n implementada.
Entre los requisitos que debe cumplir una metodolog´ıa se pueden citar los siguientes:
La metodolog´ıa esta´ documentada: el procedimiento de uso de la metodolog´ıa esta´ contenido
en un documento o manual de usuario.
La metodolog´ıa es repetible: cada aplicacio´n de la metodolog´ıa es la misma.
La metodolog´ıa es ensen˜able: los procedimientos descritos tienen un nivel suficientemente de-
tallado y existen ejemplos para que personal cualificado pueda ser instruido en la metodolog´ıa.
30
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La metodolog´ıa esta´ basada en te´cnicas probadas: la metodolog´ıa implementa procedimientos
fundamentales probados u otras metodolog´ıas ma´s simples.
La metodolog´ıa ha sido validada: la metodolog´ıa ha funcionado correctamente en un gran
nu´mero de aplicaciones.
La metodolog´ıa es apropiada al problema que quiere resolverse.
A continuacio´n se definen las delimitaciones de la metodolog´ıa enfocadas desde la orientacio´n,
requerimientos y funcionalidad.
La metodolog´ıa esta´ orientada a:
Segmentar el tra´fico.
Proporcionar un direccionamiento IP adecuado.
Dimensionar la capacidad de tra´fico de una red LAN existente.
Implantar un sistema multiagente que de estabilidad a la transmisio´n de VoIp en los momentos
de congestio´n de la red.
Ahora se pasa establecer los requerimientos de la metodolog´ıa:
Red LAN existente.
Asterisk para redes de datos.
Software para ana´lisis de tra´fico como ethereal o otros.
Software para simulacio´n de redes OPNET.
Plataforma de desarrollo JAVA Eclipse.
JADE.
Firewall como Netlimiter o Iptable.
Contexto funcional de la metodolog´ıa:
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Los equipos activos de red switchs y routers pueden ser administrables o no administrables
con o sin priorizacion de tra´fico.
Esta metodolog´ıa es para la implantacio´n de VoIp en una red LAN, con te´cnica de acceso al
medio CSMA/CD y cableado estructurado categor´ıa 5, 5e, 6 de acuerdo a los esta´ndares de
cableado de la EIA/TIA.
La gestio´n de tra´fico del sistema multiagente es sobre los computadores de la red y no sobre
los tele´fonos IP o los equipos activos.
Los cambios de topolog´ıa de la red son requerimientos funcionales de la metodolog´ıa.
La metodolog´ıa esta´ orientada a la gestio´n de tra´fico de VoIp y no plantea pol´ıticas de
seguridad informa´tica.
Es independiente del tipo de codificacio´n de VoIP.
Los computadores pueden tener un sistema operativo Windows XP o Linux.
La metodolog´ıa se plantea en tres fases, la primera es la recopilacio´n de informacio´n de la red, la
simulacio´n y el redisen˜o de la topolog´ıa, la segunda es el dimensionamiento de las capacidades de
la red para transportar VoIp y en tercer lugar la implantacio´n del sistema multiagente.
En la figura 3.1 se presenta el diagrama de flujo propuesto para la implementacio´n de la metodolog´ıa.
Cada fase se fundamenta en el estado de arte y posteriormente se propone los pasos de la metodolog´ıa
en cada fase y en el caso de estudio se muestra como se implementa.
3.2. Metodolog´ıa para la gestio´n del tra´fico de Voz IP en redes
LAN utilizando SMA
El disen˜o aqu´ı propuesto esta´ orientado a la implantacio´n del sistema multiagente en la red LAN
y no privilegia caracter´ısticas de equipos, software propietario o libre.
SMA Aplicado a la Gestio´n de Tra´fico de Voz en Redes LAN 33
Figura 3.1: Diagrama de Flujo de la metodolog´ıa propuesta
3.2.1. Caracterizacio´n del tra´fico de datos existente
Se requiere evaluar la infraestructura existente de datos para ayudar a determinar los requerimien-
tos de actualizacio´n para las soluciones de VoIP. Se necesita proporcionar una infraestructura para
ancho de banda adicional, desempen˜o consistente, o mayor disponibilidad requerida para el ambi-
ente convergente [10].
Se debe documentar y evaluar la infraestructura de datos existente en terminos de:
Nuevos requerimientos de desempen˜o de voz
Requerimientos de disponibilidad
Requerimientos de las caracter´ısticas
Capacidad potencial de la red o impacto.
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El ana´lisis de la infraestructura determina los problemas de ancho de banda que pueden afectar la
calidad y disponibilidad de VoIP. Se deben tomar los siguientes tipos de informacio´n para realizar
el ana´lisis:
Topolog´ıa LAN.
Plan de direccionamiento IP.
Ubicacio´n de los servidores TFTP, DNS, DHCP, firewalls, NAT (Network Address Transla-
tion) gateways, y PAT (Port Address Translation) gateways.
Ubicacio´n de gateway y clusters de CallManager.
Implementacio´n de protocolos, incluyendo enrutamiento IP, Spanning Tree, VTP, IPX, y
protocolos IBM.
Ana´lisis de dispositivos, incluyendo versiones de software, mo´dulos, puertos, velocidades e
interfaces.
Tra´fico de datos caracter´ıstico generado por los equipos
Tipo de conexio´n telefo´nica planta digital, ana´loga o sistema h´ıbridos.
Caracter´ısticas te´cnicas de la planta
Se analizan los dispositivos de red existentes para ayudar a identificar las situaciones de Hardware y
Software asociadas con VoIP. Muchos dispositivos pueden no tener los recursos de control de plano
deseables, ancho de banda de interfaces, funcionalidad de QoS, o habilidades para la administracio´n
de Energ´ıa Ele´ctrica. A continuacio´n se listan los atributos de los dispositivos que pueden ser
importantes:
Dispositivo (Tipo e identificacio´n del producto)
Versiones de Software.
Cantidad en uso.
Mo´dulos y redundancia.
Servicios configurados.
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Ancho de banda.
Dominios de colisiones y dominios de broadcast
Taman˜o de las subredes, dispositivos por subred.
La recopilacio´n de la informacio´n proporciona los datos para determinar las pol´ıticas que llevara´n
al replanteo de la topolog´ıa f´ısica y lo´gica de la red, con el fin de obtener suficiente capacidad para
el tra´fico de voz.
3.2.2. Determinacio´n del flujo y la distribucio´n del tra´fico de Voz Existente
En este punto existen dos variables a medir la cantidad de tra´fico generado por cada usuario y el
flujo del mismo. Si la planta telefo´nica existente lo permite la medicio´n de las anteriores variables de
disco duro de la misma, de lo contrario se debe obtener la informacio´n de forma manual utilizando
te´cnicas de recoleccio´n estad´ıstica.
Una vez se obtiene el sentido de flujo de tra´fico de VoIP, e´ste se utiliza para realizar otra simulacio´n
en la cual se introduzca el tra´fico de VoIP para determinar de nuevo cuales son los equipos activos
de red que presentan mayor congestio´n y se procede a realizar un replanteamiento de la topolog´ıa
si es necesario.
3.2.3. Plantear una estructura f´ısica y lo´gica de la red
Red Base
Se puede utilizar una red como base, tomando la infraestructura LAN existente para planeacio´n de
la capacidad de VoIP. Esto ayuda a determinar los problemas de calidad de voz y el impacto en el
ambiente existente. Las mediciones de las siguientes caracter´ısticas son de vital importancia para
la caracterizacio´n de la red:
CPU promedio y pico de los dispositivos.
Memoria promedio y pico de los dispositivos.
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Utilizacio´n pico de backplane
Utilizacio´n promedio de los enlaces (preferiblemente el promedio en la hora pico para planeacio´n
de capacidad)
Utilizacio´n pico de los enlaces (preferiblemente un promedio de 5 minutos o un intervalo
menor)
Como requisito para la implantacio´n del Sistema Multiagente es necesario construir una infraestruc-
tura LAN utilizando un modelo de acceso, distribucio´n y nu´cleo jera´rquico, comu´nmente conocida
como una topolog´ıa de red en estrella que se muestra en la figura 3.2. Esta topolog´ıa posee las
ventajas de una red en estrella como se muestra en [33] y en el caso concreto de la implementacio´n
del SMA, presenta una ventaja muy importante como lo es la segmentacio´n f´ısica y lo´gica de la
accio´n de control. En caso de existir una llamada de VoIp del Host 2 al Host 7 y producirse una
congestio´n, la cual se detecta cuando el tiempo de retardo de los paquetes de VoIP supera los 70ms
se puede determinar que la accio´n de control en la cual se limita el tra´fico de aplicaciones que no
requieren de tiempo real debe realizarse sobre equipos que este´n conectados en el Switch P1 y en
el Switch P3. La forma en que se produce esta accio´n de control se explicara´ con ma´s detalle en la
arquitectura del SMA.
Figura 3.2: Configuracio´n en Estrella
En topolog´ıas en cascada como la que muestra en la figura 3.3, se aumenta el tiempo en que la
accio´n de control de los agentes se hace efectiva, debido a que a ubicacio´n del equipo al cual se le va
a limitar el tra´fico es mas compleja. En el evento de que se produzca una llamada como la citada
anteriormente la congestio´n puede ser causada por equipos conectados al Switch P2 o al Switch
SMA Aplicado a la Gestio´n de Tra´fico de Voz en Redes LAN 37
P4 en este caso el control debera´ realizarse en mas sitios con niveles de dificultad mas elevados los
costos computacionales y de tra´fico son altos comparados con los beneficios que proporciona un
topolog´ıa en cascada.
Figura 3.3: Configuracio´n en Cascada
Una vez se tiene la topolog´ıa de red en estrella podemos dividir el entorno de ana´lisis en dos grandes
grupos las redes que poseen equipos activos de red administrables que soporten VLAN, MPLS y
las redes que no posen equipos administrables
Ubicacio´n de Servidores y Gateways
Una vez se establece el mapa de la topolog´ıa, a e´ste se le debe adicionar la ubicacio´n de los servidores
TFTP, DNS, DHCP, Firewalls y Gateways.
Se deben identificar la ubicacio´n de los servidores de red y los gateways para los siguientes elementos:
Servidor TFTP.
Servidor DNS.
Servidor DHCP.
Firewalls.
Ubicacio´n del CallManager.
Ubicacio´n del Gateway.
En esta ubicacio´n se debe tener en cuenta tres escenarios espec´ıficos
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Red de datos con u´nico dominio de colisiones
Si es un u´nico dominio de colisiones (Solo existe un Hub) no importa la ubicacio´n del gateway de
VoIP, de los servidores o las estaciones de trabajo, se pasa a la etapa de simulacio´n y se ubican los
equipos de mayor capacidad en el centro de la topolog´ıa y en los sitos de mayor tra´fico.
Red de datos con dominios de colisiones segmentado
Si la red pose switchs se propone la topolog´ıa de red que se muestra en la figura 3.4. Esta distribucio´n
topolo´gica busca balancear las cargas de tra´fico en la red, la infraestructura de datos existente
orienta su carga primordialmente a la granja de servidores y ubicar el gateway para el tra´fico de
voz en el mismo equipo Switch producirla un desbalance en el tra´fico de la red, por lo tanto es
importante ubicar los servidores DNS, DHCP, Correo y WEB en un switch diferente al que se
conecta el Gateway de Voz y el CallManager, si el taman˜o de la red los admite el Gateway y el
CallManager deben estar en Switch diferentes pero no en la granja de servidores.
Figura 3.4: Red IP con equipos activos administrables
Red de datos con equipos administrables con VLANs, y priorizacion de tra´fico
En este caso el disen˜o de la topolog´ıa de red es mucho mas elaborada, en la cual se deben configurar
servicios como:
Configuracio´n de VLANs, se segmenta el tra´fico creando dominios de broadacast asociados a
la distribucio´n de tra´fico de VoIp obtenida del ana´lisis anterior.
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Priorizacio´n de tra´fico
Servidor DHCP.
Firewalls.
Gateways NAT o PAT.
Ubicacio´n del CallManager.
Ubicacio´n del Gateway
Plan de direccionamiento IP
Se deben revisar las siguientes caracter´ısticas del plan de direccionamiento IP y la implementacio´n:
Plan de direccionamiento telefo´nico IP.
Taman˜o promedio de la subred de usuarios IP utilizada para el entorno.
Resumen del plan de enrutamiento IP.
Plan del servidor DHCP (Direccionamiento fijo y variable).
Convenciones de nombres en DNS.
Algunas consideraciones potenciales con respecto al direccionamiento IP son:
Escalabilidad de enrutamiento con la telefon´ıa IP.
Reserva de espacio para tele´fonos en las subredes IP.
Funcionalidad de DHCP con direccionamiento secundario.
Sobreposicio´n se subredes IP.
Direccionamiento IP duplicado.
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3.2.4. Simulacio´n de tra´fico de la red de datos
La informacio´n recopilada en la evaluacio´n y documentacio´n de la infraestructura de la red de
datos existente se utiliza para analizar el tra´fico de datos y como seria el comportamiento del
tra´fico existente en la nueva topolog´ıa red propuesta en el anterior item. El propo´sito de este
ana´lisis es verificar que los equipos activos de red de mayor capacidad esta´n ubicados en los lugares
adecuados.
Para realizar este ana´lisis es necesario retomar algunos de los ı´tems planteados en la caracterizacio´n
de la red realizado en la seccio´n 3.2.3 como lo son los siguientes:
CPU promedio y pico de los dispositivos.
Memoria promedio y pico de los dispositivos.
Utilizacio´n promedio de los enlaces (preferiblemente el promedio en la hora pico para planeacio´n
de capacidad)
Utilizacio´n pico de los enlaces (preferiblemente un promedio de 5 minutos o un intervalo
menor)
Para realizar esta simulacio´n debe recordar que VoIP requiere un desempen˜o y calidad consis-
tente, por lo tanto, todas las a´reas deben ser sobre dimensionadas con respecto a los valores de
umbral recomendados en todo momento. Se pueden utilizar las siguientes gu´ıas generales para las
consideraciones de umbral:
CPU: Es un requerimiento para todo el procesamiento de fondo. El procesamiento de fondo
incluye actualizaciones de enrutamiento, administracio´n de red, y otros procesos cr´ıticos para
mantener la red en funcionamiento y estable. Durante tiempos de congestio´n de la red como
los causados por ondulaciones en los enlaces, una parte significativa de la CPU sera´ utilizada
para garantizar que la red se mantiene estable e intacta. Debido a que una porcio´n significativa
de la CPU puede ser utilizada durante situaciones de congestio´n una buena regla es 50% como
valor pico y un 30% como valor promedio.
Memoria: Al igual que con la CPU, la memoria principal es utilizada para el procesamiento
de fondo y de tra´fico. Y como en el caso de la CPU, cantidades significantes de memoria
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pueden ser utilizadas para procesamiento durante oscilaciones en los enlaces, cambios en el
enrutamiento y el cache´. Debido a que se pueden presentar cambios significativos que requieren
de memoria, una buena regla es 50% como valor pico y 30% como valor promedio.
Utilizacio´n de los enlaces: Una buena regla es incrementar la utilizacio´n del ancho de
banda en un 40% para determinar una medicio´n real de la utilizacio´n de pico en horarios
pico. La utilizacio´n promedio puede ser inu´til si ocurre un tra´fico pico cr´ıtico durante un
intervalo ma´s corto de una hora. La comunidad de telecomunicaciones piensa en te´rminos de
la ”hora pico”. Si se realiza una planeacio´n de la capacidad utilizando esta hora pico, entonces
los administradores de red, pueden consistentemente cumplir los requerimientos de voz y de
datos.
Esta simulacio´n se puede implementar en un software como OPNET, un caso t´ıpico de simulacio´n
se muestra en el anexo B
3.2.5. Determinacio´n de la capacidad de la red propuesta para soportar VoIP
Para realizar el ca´lculo del nu´mero de llamadas VoIP que soporta el sistema es necesario obtener
cierto tipo de informacio´n sobre los elementos activos de la red. Como se indica en la primera parte
de la seccio´n 2.4.3, la mayor´ıa de los datos necesarios pueden ser obtenidos utilizando el protocolo
SNMP. En caso de no contar con esta opcio´n, es posible realizar una simulacio´n utilizando OPNET,
tomando como referencia la informacio´n recopiladas en la seccio´n 3.2. Los datos ma´s significativos
para el ana´lisis son la utilizacio´n del elemento y su capacidad nominal. La utilizacio´n puede ser
obtenida como se menciono´ anteriormente utilizando SNMP u OPNET y la capacidad nominal
es un dato de placa que puede ser encontrado en el manual del equipo o en la pa´gina web del
fabricante.
Partiendo de los resultados obtenidos en la seccio´n 2.4.2 se procede a calcular el nu´mero ma´ximo
de llamadas VoIP soportadas en la red. Inicialmente se determina el ancho de banda disponible uti-
lizando la ecuacio´n 2.5 donde Ci y µi es la capacidad y la utilizacio´n del i-esimo elemento. Seguida-
mente se determina el ancho de banda disponible real, restando del ancho de banda disponible un
valor espec´ıfico que se propone para futura ampliacio´n de la red. Este valor esta´ definido como
β.Expresado matema´ticamente ser´ıa:
Air = (1− β)Ai (3.1)
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Una vez calculado el ancho de banda real disponible se pasa a dividirlo por el ancho de banda de
una llamada de VoIP para obtener el nu´mero de llamadas.
Ni =
Air
BWLlamada
(3.2)
En este caso Ni representa el nu´mero ma´ximo de llamadas soportadas por el i-esimo elemento.
Finalmente se establece que el nu´mero ma´ximo de llamadas soportadas por el sistema es el mı´nimo
nu´mero de llamadas soportadas por los elementos activos de la red.
Ntotal = mı´n
i=1,...,H
Ni (3.3)
3.2.6. Instalacio´n y Configuracio´n del SMA
Arquitectura
La arquitectura propuesta, tiene como finalidad la distribucio´n de los agentes de control de red,
con el fin de reducir los tiempos de ejecucio´n de las acciones de control. En la figura 3.5 se observa
el centro e cableado principal y cuatro centros de cableado con sus respectivos equipos de red. Por
cada centro de cableado se configura un equipo como servidor de control del segmento de red, con
el fin de que los mensajes enviados a los agentes de control no sufran los retardos que se presentan
en los tiempos de congestio´n.
En cada centro de cableado se debe seleccionar un equipo para configurarlo como servidor control
de red, para la instalacio´n de este servidor se requieren los siguientes recursos:
Requisitos para PC bajo Windows
Memoria Ram 64Mb
Sistema Operativo Windows Xp, Windows 98, Windows Xp Home o Windows
2000
Espacio en disco duro 94Mb
Arquitectura 32 bits
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Figura 3.5: Arquitectura de red para la instalacio´n del SMA
Requisitos para PC bajo Linux
Memoria Ram 32Mb
Sistema Operativo Red Hat 7.3, Red Hat 8.0, SuSE 8.0 Red Hat Enterprise
Linux WS 2.1
Espacio en disco duro 75Mb
Arquitectura 32 bits
Software instalado en Windows:
JRE
Java
Jpcap
Winpcap
Software instalado en Linux:
JRE
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Java
Jpcap
Ipcap
En las estaciones de trabajo de toda la red se debe instalar el software de cliente, para lo cual se
requiere de los siguientes recursos.
Requisitos para PC bajo Windows
Memoria Ram 64Mb
Sistema Operativo Windows Xp, Windows 98, Windows Xp Home o Windows
2000
Espacio en disco duro 94Mb
Arquitectura 32 bits
Requisitos para PC bajo Linux
Memoria Ram 32Mb
Sistema Operativo Red Hat 7.3, Red Hat 8.0, SuSE 8.0 Red Hat Enterprise
Linux WS 2.1
Espacio en disco duro 75Mb
Arquitectura 32 bits
Software instalado en Windows:
Software de VoIP, Asterisk
JRE
Java
Jpcap
Winpcap
Netlimiter
Software instalado en Linux:
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Software de VoIp, Asterisk
JRE
Java
Jpcap
Ipcap
Iptable
Despue´s de instalar el software antes mencionado se configura los servidores de control de red con
el direccionamiento topolo´gico de la red y el nu´mero de llamadas permitidas por el sistema.
Cap´ıtulo 4
Caso de Estudio
4.1. Implementacio´n de la Metodolog´ıa
4.1.1. Caracterizacio´n del tra´fico de datos existente
En el caso de la Universidad de Manizales, la topolog´ıa de la red es en estrella, en la cual todos los
switch hijos se conectan a un nodo central, un switch 3COM 4400. Todas las transacciones pasan
a trave´s del nodo central, siendo e´ste el encargado de administrar todas las comunicaciones. La
ventaja principal es la seguridad, debido a que si un segmento de red presenta una falla, es ma´s
fa´cil de detectar y no dan˜a el resto de la red en cuanto a incomunicacio´n entre los dema´s segmentos,
ya que se encuentra directamente conectado al nodo principal.
Este nodo principal esta´ conectado a cada uno de los centros de cableado secundarios por fibra
o´ptica para optimizar su rendimiento, adema´s en algunos de estos centros de cableado existen
servidores que esta´n controlando los servicios de la red, o normalmente esta´n siendo visitados por
usuarios, lo cual necesita velocidad y capacidad en el canal para soportar la gran cantidad de datos
que circulan por la red hacia y desde los servidores.
En la figura 4.1 se encuentra el mapa de la topolog´ıa actual de la red de la Universidad de Manizales
cuyo nodo principal se encuentra en el segundo piso y esta´ ubicado al frente de la entrada del aula
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ma´xima y algunos de los centros de cableado secundarios esta´n en las Facultades de Psicolog´ıa e
Ingenier´ıa, en Divisio´n Financiera, y en la oficina de Relaciones Internacionales; adema´s este nodo
principal tambie´n esta´ conectado con otros dispositivos que esta´n en la Universidad, manejando
cada una de las salas que esta´n en las diferentes facultades, incluyendo las salas de la Facultad de
Ingenier´ıa.
Para el acceso a Internet se tiene una conexio´n desde el nodo principal a un Router Cisco 1600,
que realiza la conexio´n f´ısica a Internet por medio de sate´lite.
Por medio de esta red y de la conexio´n a Internet que la Universidad posee, se brindan servicios
de acceso a Web, E-mail, FTP, entre otros. El acceso es asignado por cada unidad a los diferentes
sectores de acuerdo con los requerimientos y objetivos propios.
La figura 4.1, muestra la topolog´ıa general de la red troncal de la Universidad de Manizales
Figura 4.1: Topolog´ıa de la red de la Universidad de Manizales
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4.1.2. Determinacio´n del flujo y la distribucio´n del tra´fico
Es necesario comprender que las tramas que viajan por la red de la Universidad esta´n regidas por
unas reglas y unos esta´ndares que hacen que esas reglas se cumplan, adema´s, se han creado unos
protocolos que hacen que las redes funcionen y cada una de las transmisiones que se hacen son
controladas, conducidas y manipuladas no solo por los dispositivos sino tambie´n por los protocolos;
a continuacio´n se explican algunos de los protocolos que hacen parte directamente con el flujo de
datos capturados a trave´s del analizador de tra´fico.
LLC (Logical-link Control) Control de Enlace Lo´gico: Cuando provee el servicio ori-
entado a la conexio´n, en la que la sesio´n es iniciada cuando encuentra el destino y terminada
cuando la transferencia de los datos es finalizada, incorpora los controles de errores y de flujo.
ARP (Address Resolution Protocol): ARP es el protocolo de resolucio´n de direcciones, es
responsable de convertir las direcciones de protocolo de alto nivel (direcciones IP) a direcciones
de red f´ısicas.
ICMP (Internet Control Message Protocol): Es el responsable de proporcionar infor-
macio´n de control sobre la capa IP. Se encarga, de informar a la ma´quina origen de los posibles
errores IP que puedan surgir a lo largo del tra´nsito de un datagrama.
IP Versio´n 6: IPv6 es una nueva versio´n del Protocolo de Internet (IP) evolucionada de
IPv4. IPv6 se puede instalar como una actualizacio´n de software en las ma´quinas y es capaz
de trabajar con el protocolo actual IPv4.
IGMP (Internet Group Management Protocol): Es usado, para informar a los dispos-
itivos de encaminamiento que un miembro del grupo multicast esta´ en la red conectada al
nodo. Esta´ informacio´n de los miembros del grupo multicast tambie´n es transmitida al emisor
del multicast utilizando este protocolo.
TCP (Transmission Control Protocol): TCP provee un flujo de bytes confiable de ex-
tremo a extremo sobre una red no confiable. TCP puede adaptarse dina´micamente a las
propiedades de Internet y manejar fallas de muchas clases.
UDP ( User Datagram Protocol): Este protocolo es no orientado a la conexio´n, y por lo
tanto no proporciona ningu´n tipo de control de errores ni de flujo, aunque si utiliza mecanismos
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de deteccio´n de errores. Cuando se detecta un error en un datagrama en lugar de entregarlo
a la aplicacio´n se descarta.
Caracterizacio´n del tra´fico de la red
Se realizaron mediciones del tra´fico de las facultades, departamentos y salas de computo. Estos datos
se tomaron durante una semana en diferentes horarios laborales. Para efectos de caracterizacio´n se
tomaron los datos de mayor nivel de tra´fico. Los tiempos de medicio´n fueron de media hora, los
datos se tomaron todos los d´ıas a las 10 am, 3pm, y 6:30pm. La variacio´n entre las muestras tomadas
no fue significativa. La figura 4.2 muestra los tipos de protocolos que viajan por la red de datos de
la Universidad de Manizales, antes de implementar el software de VoIP. Estos datos demuestran
que el flujo de informacio´n en las diferentes dependencias y salas. Los datos que arrojo´ cada captura
fueron analizados y se graficaron los protocolos ma´s significativos en cuanto a la cantidad de flujo.
Figura 4.2: Tra´fico Caracter´ıstico Facultades Universidad de Manizales
En la anterior gra´fica se caracterizaron los protocolos, en la gra´fica 4.3 se muestra la carga promedio
de uno de los equipos de la sala de internet. De igual forma se caracterizaron los equipos de uso
t´ıpico de toda la red.
En la figura 4.4 se muestra un resumen del tra´fico del equipo analizado perteneciente a la sala de
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Figura 4.3: Medicio´n de trafico t´ıpico equipo sala de internet
internet
Figura 4.4: Resumen trafico equipo sala
Caracter´ısticas de los equipos activos de red y los equipos de computo
Se recogen las caracter´ısticas de los equipos a trave´s de encuestas o de una base de datos en l´ınea
donde los usuarios introduzcan informacio´n clave de cada equipo. En las tablas 4.1, 4.2, 4.3, 4.4 se
muestra la informacio´n solicitada.
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Sistema Operativo Windows XP
Procesador 1.2 Ghz
Memoria RAM 256 MBytes
Disco Duro 40 GBytes
Tabla 4.1: Datos Relevantes (Estaciones de Trabajo)
Switch 3COM 4400
Administrable / No Administrable Administrable
Capa 2
Nu´mero de Puertos 24
Paquetes/seg 6.6 millones
Velocidad 10/100
Tabla 4.2: Datos Relevantes (Switch 1)
Switch 3COM 3300
Administrable / No Administrable Administrable
Capa 2
Nu´mero de Puertos 16
Paquetes/seg 4 millones
Velocidad 10/100
Tabla 4.3: Datos Relevantes (Switch 2)
Switch Netgear 2 Gbic
Administrable / No Administrable Administrable
Capa 2
Nu´mero de Puertos 24
Paquetes/seg 14.8 millones
Velocidad 10/100
Tabla 4.4: Datos Relevantes (Switch 3)
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4.1.3. Plantear una estructura f´ısica y lo´gica de la red
En la gra´fica 4.5 se muestra la topolog´ıa propuesta en la cual hay un Switch de core y los switches
en los centros de cableado se encuentran apilados. Adicionalmente se propone la configuracio´n de
VLANs.
Figura 4.5: Topolog´ıa propuesta de la red de la Universidad de Manizales
Una VLAN consiste en una red de computadores que se comportan como si estuviesen conectados
al mismo cable, aunque pueden estar en realidad conectados f´ısicamente a diferentes segmentos de
una red de a´rea local. Los administradores de red configuran las VLANs mediante software, lo que
las hace extremadamente flexibles. Una de las mayores ventajas de las VLANs surge cuando se
traslada f´ısicamente una computadora a otra ubicacio´n: puede permanecer en la misma VLAN sin
necesidad de ninguna reconfiguracio´n hardware.
Se propone la configuracio´n de VLAN con el fin de segmentar los dominios de Broadcast de la
red. La red de la Universidad de Manizales esta compuesta por cuatro centros de cableados, que
llevan la informacio´n a las diferentes dependencias y sitios de la Universidad, se propone crear dos
VLANs. En la VLAN uno se pretende insertar el tra´fico de las salas de computo y de Internet y en la
VLAN dos introducir las oficinas administrativas y las facultades, sitios donde va a circular la VoIp.
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Con los datos obtenidos anteriormente se procede a realizar la simulacio´n del comportamiento de
la red en OPNET. La simulacio´n no arrojo´ ningu´n replanteo del tra´fico de la red.
4.1.4. Determinacio´n de la capacidad de la red propuesta
Para hallar el nu´mero de llamadas que soporta el enlace utilizado, es necesario conocer la tasa de
paquetes por segundo BPDU de cada switch, la cantidad de paquetes por segundo de una llamada
de voz sobre IP y el porcentaje de utilizacio´n del enlace con tra´fico general de fondo. Esto se explica
en la seccio´n 3.2.5. Para este caso BPDU ser´ıa el equivalente de Ci y el tra´fico general de fondo
corresponde a µi en la ecuacio´n 2.5. El valor reservado para un futuro crecimiento de la red se
establece en un 50% es decir que β = 0,5 en la ecuacio´n 3.1.
En la figura 4.6 se muestra un esquema de los centros de cableado de la Universidad de Manizales,
en donde adema´s se detalla en porcentaje de utilizacio´n de cada uno.
Figura 4.6: Porcentajes de Utilizacio´n de los centros de Cableado
Llamadas para la seccio´n financiera
Para el caso de la seccio´n financiera de la Universidad de Manizales se tienen los siguientes datos:
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Ci = BPDU = 100,000
µi = 25% = 0,25
Afinanciera = (1− 0,25)100,000 = 75,000 (4.1)
Arealfinan = (1− 0,5)Afinanciera = 37,500 (4.2)
Nfinanciera =
37,500
100
= 375 (4.3)
Por lo tanto el nu´mero total de llamadas permitidas por la divisio´n financiera es de 375 Llamadas
de VoIP.
Llamadas para la seccio´n Relaciones Internacionales
Para el caso de la oficina de Relaciones Internacionales de la Universidad de Manizales se tienen
los siguientes datos:
Ci = BPDU = 100,000
µi = 22% = 0,22
Arelaciones = (1− 0,22)100,000 = 78,000 (4.4)
Arelaciones = (1− 0,5)Arelaciones = 39,000 (4.5)
Nrelaciones =
39,000
100
= 390 (4.6)
Por lo tanto el nu´mero total de llamadas permitidas por la oficina de relaciones internacionales es
de 390 Llamadas de VoIP.
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Llamadas para el departamento de Ingenier´ıa
Para el caso del departamento de Ingenier´ıa la Universidad de Manizales se tienen los siguientes
datos:
Ci = BPDU = 100,000
µi = 10% = 0,1
Aingenieria = (1− 0,1)100,000 = 90,000 (4.7)
Arealinge = (1− 0,5)Afinanciera = 45,000 (4.8)
Ningenieria =
45,000
100
= 450 (4.9)
Por lo tanto el nu´mero total de llamadas permitidas por el departamento de Ingenier´ıa es de 450
Llamadas de VoIP.
Llamadas para la Facultad de Psicolog´ıa
Para el caso de la Facultad de Psicolog´ıa de la Universidad de Manizales se tienen los siguientes
datos:
Ci = BPDU = 100,000
µi = 8% = 0,08
Apsicologia = (1− 0,0,08)100,000 = 92,000 (4.10)
Arealpsico = (1− 0,5)Afinanciera = 46,000 (4.11)
SMA Aplicado a la Gestio´n de Tra´fico de Voz en Redes LAN 56
Npsicologia =
46,000
100
= 460 (4.12)
Por lo tanto el nu´mero total de llamadas permitidas por la facultad de Psicolog´ıa es de 460 Llamadas
de VoIP.
Llamadas para el Core Central
Para el caso del Core Central de la Universidad de Manizales se tienen los siguientes datos:
Ci = BPDU = 100,000
µi = 35% = 0,35
Acore = (1− 0,35)100,000 = 65,000 (4.13)
Arealcore = (1− 0,5)Afinanciera = 32,500 (4.14)
Ncore =
32,500
100
= 325 (4.15)
Por lo tanto el nu´mero total de llamadas permitidas por el departamento de Ingenier´ıa es de 325
Llamadas de VoIP.
4.1.5. Instalacio´n y Configuracio´n del SMA
Las pruebas se realizaron en un segmento de red de la Universidad de Manizales, se trabajo con
el centro de cableado de la facultad de ingenier´ıa y el centro de cableado principal. La figura 4.7
muestra la arquitectura del segmento.
Con el fin de propiciar la congestio´n, los equipos del aula 323 se conectaron a un Hub de 10 Mbps,
la estructura de esta sala en particular se muestra en la figura 4.8
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Figura 4.7: Red de datos experimental
Para evidenciar la presencia del tra´fico existente en la red de datos se instalo un servidor WEB,
otro FTP y un Proxy.
Las estaciones de trabajo de esta aula ten´ıan las siguientes caracter´ısticas.
El software que se utilizo en cada estacio´n:
Como se establecio´ en la seccio´n 1.3, el tiempo de retardo admitido entre paquetes de VoIp durante
su transmisio´n sobre la red es de 80 ms.
Para alcanzar estos niveles de retardo tendr´ıamos que tener 78 llamadas, de acuerdo con la simu-
lacio´n.
Se limito el tiempo de retardo a 30ms ma´ximo, para poder alcanzarlo en el entorno experimental
en la tabla 4.6, se muestra el aumento de retardo a mediada que aumentan las llamadas. Datos
tomados desde un computador con Ethereal y se muestra el retardo promedio percibido.
En la gra´fica 4.9 se muestra los tiempos de retardo de una llamada de VoIp, tomados en un
computador durante 10 minutos. Ambiente de prueba
En la gra´fica 4.10 se muestra los tiempos de retardo pico de una llamada de VoIp, tomados en un
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AMBIENTE CARACTERI´STICAS
Trafico WEB Activo
Trafico FTP Activo
Carpetas Compartidas Windows Activo
Sistema Multi Agente Inactivo
Tabla 4.5: Caracter´ısticas de los equipos
Numero de Llamadas VoIp Retardo promedio percibido en la
estacio´n de trabajo (ms)
1 0,00123
2 0,00271
3 0,00381
4 0,00451
5 0,00541
6 0,00784
7 0,00932
8 0,01244
9 0,01401
10 0,01532
Tabla 4.6: Comportamiento del retardo de las llamadas
AMBIENTE CARACTERI´STICAS
Numero de llamadas de VoIp 10
Trafico WEB Activo
Trafico FTP Activo
Carpetas Compartidas Windows Activo
Sistema Multi Agente Inactivo
Tabla 4.7: Ambiente de Prueba
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Figura 4.8: Red de datos prueba piloto
computador durante 10 minutos. Los datos se tomaron en los 10 computadores y los resultados
fueron semejantes. Ambiente de prueba
Se puede apreciar que el retardo ma´ximo fue de 41,84 milisegundos y el sistema fue adecuado para
soportar un retraso ma´ximo de 30 ms.
El pico de la 41,84 ocurrio´ en el momento que sistema multiagente entro e funcionamiento, posteri-
ormente se redujo el trafico en el equipo de Nro 9. Como se puede apreciar en la gra´fica 4.10 en el
instante que el sistema SMA entra en funcionamiento se produce un pico no deseado el cual puede
ser tolerado dentro de los limites subjetivos esperados para la calidad del servicio.
Posteriormente se puede apreciar que el pico de trafico es controlado por el SMA y entra dentro de
los limites aceptables.
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Tiempo de medicio´n Retardo ma´ximo percibido en el in-
tervalo de medicio´n (1m), tiempo ex-
presado en ms(Antes de SMA)
1 0,02021
2 0,01822
3 0,04410
4 0,04610
5 0,03705
6 0,05201
7 0,02401
8 0,01121
9 0,02101
10 0,01823
Tabla 4.8: Retraso medido en 10m
AMBIENTE CARACTERI´STICAS
Numero de llamadas de VoIp 10
Trafico WEB Activo
Trafico FTP Activo
Carpetas Compartidas Windows Activo
Sistema Multiagente Activo
Tabla 4.9: Ambiente de Prueba
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Tiempo de medicio´n Retardo ma´ximo percibido en el in-
tervalo de medicio´n (1m), tiempo ex-
presado en ms (Despue´s de SMA)
1 0,01032
2 0,01703
3 0,02410
4 0,02101
5 0,04184
6 0,03141
7 0,02003
8 0,01201
9 0,01843
10 0,01101
Tabla 4.10: Retraso medido en 10m
Tiempo de
medicio´n
Retardo ma´ximo percibido en
el intervalo de medicio´n (1m),
tiempo expresado en ms (Antes
de SMA)
Retardo ma´ximo percibido en
el intervalo de medicio´n (1m),
tiempo expresado en ms (De-
spue´s de SMA)
1 0,02021 0,01032
2 0,01822 0,01703
3 0,04410 0,02410
4 0,04610 0,02101
5 0,03705 0,04184
6 0,05201 0,03141
7 0,02401 0,02003
8 0,01121 0,01201
9 0,02101 0,01843
10 0,01823 0,01101
Tabla 4.11: Comparacio´n del comportamiento del retardo (Con y despue´s del SMA)
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Figura 4.9: Retraso de llamada de VoIP
Figura 4.10: Retraso de llamada de VoIP Agente
Cap´ıtulo 5
Conclusiones
Se desarrollo una metodolog´ıa para la implantacio´n de VoIp en una red LAN utilizando sis-
temas multiagente, basada en la caracterizacio´n del trafico existente en la red, la simulacio´n y
la metodolog´ıa de disen˜o de agentes MAS CommonKads.
Con la metodolog´ıa empleada se logro mantener el retardo de la comunicacio´n de VoIp en el caso
piloto, dentro de los para´metros establecidos en los momentos de congestio´n de la red.
La metodolog´ıa permite implantar el sistema sobre cualquier red LAN sin importar los equipos
activos utilizados.
Los sistemas multiagente son una solucio´n adecuada a problemas de retardo en redes LAN, por la
capacidad de comunicacio´n, distribucio´n y coordinacio´n que poseen.
Los sistemas mulltiagente son adecuados para la gestio´n de tra´fico en redes LAN, debido a sus
facilidades comunicativas y adaptativas
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Cap´ıtulo 6
Trabajos Futuros
Analizar las vulnerabilidades que producen los permisos que se le otorgan a los agentes sobre
las estaciones de trabajo.
Revisar el comportamiento de los sistemas multiagente a las redes WAN.
Utilizar los SMA para controlar los dispositivos activos de red que posean SNMP.
Disen˜ar un sistema que aplique pol´ıticas de gestio´n de tra´fico en tiempo real, como un mane-
jador de descargas.
Desarrollar un software que permita escribir sobre paquetes creados por otros aplicativos.
Analizar la aplicacio´n del SMA a la transmisio´n de video.
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Ape´ndice A
Sistema de Control
En la figura A.1 se muestra un diagrama de los actores existentes, en las acciones de control ejercidas
por el sistema.
Figura A.1: Sistema Piloto para los Agentes
En la figura A.2 se puede apreciar la lo´gica del programa con los agentes participantes.
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Figura A.2: Diagrama Proceso de Control
A.1. Estructura Interna del Sistema
A.1.1. Usuario
El usuario puede, administrar y parametrizar el sistema (permisos, l´ımite de llamadas, etc) o
intervenir en una llamada (marcar o contestar).
Funciones:
Administrador del sistema: Encargado de administrar el sistema, de establecer permisos y
determinar el numero de llamadas de VoIp permitidas por el sistema con los datos arrojados
por el dimensionamiento de la capacidad de la red y define la topolog´ıa y el direccionamiento.
A.1.2. Equipo
El equipo contiene el Software de VoIP a trave´s del cual se va a realizar la llamada. Puede estar
ejecutando otras tareas que consuman recursos de red. En el se encuentran instalados los agentes.
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Existen dos tipos de equipos, uno el de uso normal y el otro el de control de la red.
Funciones:
Permitir la ejecucio´n del Software de VoIP para realizar las llamadas
Realizar las tareas de control de la red si este cuenta con un ACT
A.1.3. Agente de monitoreo de tra´fico
El agente de monitoreo de tra´fico actu´a como un sniffer capturando el tra´fico que pasa por la NIC
para determinar su tipo y procesarlo. Dentro de la simulacio´n el agente recibira´ una copia del tra´fico
enviado de parte del equipo en el que esta instalado para poder analizarlo.
Funciones:
El agente inicialmente supervisa el trafico entrante y saliente de la NIC.
Cuando detecta el tra´fico, loguea el tipo de este y el numero de bits para determinar el uso
comu´n del equipo y se lo informa al agente de control.
Al detectar trafico de una llamada VoIP determina si es entrante o saliente, es decir si el
equipo en el que esta hace la llamada o la recibe.
Reporta la estad´ıstica del sistema al agente de monitoreo de llamada y tambie´n reporta si se
esta´ realizando una llamada y si esta es entrante o saliente.
Cuando detecta una llamada le reporta el equipo origen y el destino al agente de control de
tra´fico.
A.1.4. Agente de monitoreo de llamada
El agente de monitoreo de llamada se encarga de mantener informacio´n acerca de la llamada de VoIP
para determinar el funcionamiento de la misma, el retardo que puede ser perjudicial para la fluidez,
es medido por este agente y es reportado al agente de control quien tomara las determinaciones
pertinentes
Funciones:
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El monitor de tra´fico le indica cuando se han enviado o recibido paquetes de VoIP para que
este determine el retardo.
Si el retardo se mantiene dentro de los l´ımites permitidos se mantiene a la expectativa y
mantiene estad´ısticas de la comunicacio´n.
Cuando el retardo se acerca al l´ımite y la tendencia es a aumentar lo reporta al agente de
control de red.
A.1.5. Agente de control de Tra´fico
El agente de control de tra´fico maneja la NIC de acuerdo con la informacio´n que le sea enviada de
parte del control de la red, si se le indica que el equipo esta´ causando congestio´n, este disminuye el
tra´fico de baja prioridad.
Funciones:
Se mantiene expectante a lo que le reporte el agente de control de tra´fico.
Si el agente de control de red le indica que es necesario bajar la cantidad de trafico generado,
este baja la tasa de transferencia en este equipo de acuerdo a las prioridades que tenga.
A.1.6. Agente de control de la red
El agente control de la red se encarga de recolectar la informacio´n acerca del uso de los equipos de
parte de los agentes de control. Adema´s es el encargado de ejercer las funciones de control de la red
a partir de dicha informacio´n, debido a que cuando recibe un reporte de congestio´n, este determina
que equipos no son prioritarios dentro de las redes afectadas y le indica a sus agentes de control de
tra´fico que disminuyan el uso de recursos.
Funciones:
Cuando inicia espera a recibir informacio´n estad´ıstica proveniente de los agentes de monitoreo
de tra´fico.
Permite establecer la llamada de VoIP, ya que el S.W. VoIP le consulta antes de lanzar una
llamada acerca del estado de la red.
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Recibe de los agentes de monitoreo de llamada informacio´n cuando hay una en progreso, 2
agentes le indican esto, siendo uno el del equipo que marca y el otro el del equipo que contesta.
Con esta informacio´n el agente sabe ya a que segmento de red pertenece cada uno.
Si los monitores de llamada le reportan retardo en alguna, el equipo mira en su base de datos
cual es la utilizacio´n de los equipos en cada red y de acuerdo a las prioridades determina
que´ equipo debe disminuir su tra´fico en cada red y le informa al agente de control de tra´fico
de dichos equipos.
Cuando ambos agentes de monitoreo de llamada le informan que la llamada ha finalizado le
avisa a los agentes de control de tra´fico de los pc’s en los que hubiese sido necesario disminuir
el tra´fico para que puedan restituir el trafico a niveles normales
A.1.7. Procedimiento de control
Al realizarse una llamada:
El software de VoIp lanza en ambos extremos de la comunicacio´n, el agente monitoreo de
llamada cual env´ıa un mensaje al agente control de sistema para informar que se produjo una
llamada.
El AMLL empieza a tomar tiempos de retardo de acuerdo a lo que le reporta AMT, en caso
de sobrepasar el umbral de acuerdo con el tipo de codificacio´n definido realiza un reporte al
ACR.
El agente control de sistema selecciona un equipo candidato a intervenir de acuerdo con la
informacio´n recopilada en la etapa inicial por el AMT y espera la notificacio´n del ACT que
le indica si la accio´n de control fue o no exitosa, en caso de no ser exitosa, se le informa al
ACR para que seleccione otro equipo candidato hasta encontrar una respuesta positiva por
parte de uno de los ACT, posteriormente se verifica con el agente monitoreo de llamada si
el si la accio´n de control fue efectiva, en caso de no ser as´ı se repite el procedimiento hasta
alcanzar una accio´n de control efectiva. Cada accio´n de control dura el tiempo el tiempo
ma´ximo establecido por la simulacio´n para una congestio´n pico.
Caso de uso: Realizar llamada.
Participante: Usuario del sistema.
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Figura A.3: Sistema de control de tra´fico
Descripcio´n: El usuario inicia el software de VoIp y se autentica en el sistema, verifica que existe la
disponibilidad para realizar la llamada. El usuario puede finalizar la llamada en cualquier momento.
Caso de uso: Administrador del Sistema. Participante: Usuario Administrador del Sistema.
Descripcio´n: Usuario encargado de administrar el sistema, de establecer permisos y determinar
el nu´mero de llamadas de VoIp permitidas por el sistema con los datos arrojados por la simulacio´n
de la capacidad de la red, define la topolog´ıa de la red y el direccionamiento.
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Accio´n del Actor Respuesta del Sistema
1. Se inicia cuando el usuario abre el soft-
ware de VoIp
2. El sistema ejecuta todos los procesos y
se mantiene a la espera de que el usuario
haga su intervencio´n.
3. El Usuario lanza una llamada seleccio-
nando a un equipo de la red.
4. El sistema detecta la llamada realizan-
do los procesos de control de acuerdo al
tra´fico que tiene el sistema en cada mo-
mento.
Tabla A.1: Curso Normal de Eventos (Realizar Llamada)
Accio´n del Actor Respuesta del Sistema
1. El usuario se autentica en el servidor de
control de red como administrador.
2. El sistema le permite acceder a las op-
ciones de configuracio´n.
3. El usuario ingresa las opciones de con-
figuracio´n, numero de llamadas permitidas
y el plan de direccionamiento de la red.
4. El sistema controla en numero de lla-
madas, ejerce adecuadamente las acciones
de control.
Tabla A.2: Curso Normal de Eventos (Administrador del Sistema)
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Figura A.4: Caso de uso
Contrato
Nombre Iniciar Software de VoIP
Responsabilidades El proceso de iniciar Software de VoIP, encargado de iniciar
y finalizar la llamada
Referencias Cruzadas Lanzar llamada
Terminar Llamada
Caso de uso: Iniciar Llamada
Notas El software posee un servidor ubicado en el equipo Gate-
keeper
Excepciones Si ya se esta´ realizando no se puede volver a lanzar
Salida El informe estad´ıstico acerca del tra´fico de la red
Precondiciones El cada usuario debe estar autenticado en el servidor de VoIp
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Contrato
Nombre Iniciar Llamada
Responsabilidades Comienza todo el proceso relacionado con el proceso de lla-
mar Tipo
Referencias Cruzadas Iniciar Software de VoIp
Terminar Llamada
Caso de uso: Iniciar Llamada
Notas
Excepciones
Salida Se muestra informacio´n acerca del transcurso de la llamada
si esta la ha lanzado el usuario
Precondiciones Autenticacio´n por parte del servidor
Contrato
Nombre Terminar Llamada
Responsabilidades Libera todos los recursos ocupados por el proceso de lanzar
llamada
Referencias Cruzadas Lanzar Llamada
Iniciar Software de VoIp
Caso de uso: Iniciar Llamada
Notas
Excepciones
Salida Fin de la llamada y liberacio´n de recursos por parte del
sistema si es necesario
Precondiciones Debe haber iniciado una llamada y la accio´n de control si
fuese necesario. El sistema continua con su accione de mon-
itoreo pero ha liberado el tra´fico generado por la llamada
A.2. Modelo de Agentes
Tras el ana´lisis de las tareas realizadas se propone los modelos para los agentes:
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Figura A.5: Cuadro de Convenciones
A.2.1. Agente Monitoreo de Llamadas
Agente: Agente Monitoreo de Llamada.
Capacidad de Razonamiento: Ninguna.
Servicio: Monitoreo de Llamada.
Sensores: Deteccio´n de inicio de llamada por parte del software de VoIp,deteccio´n de retardo.
Efectores: Envio´ de mensaje de inicio de llamada al agente control de trafico, mensaje de existen-
cia de retardo.
Grupo de agentes al que pertenece: Agente Gestio´n.
Clase de Agente: Agente Ba´sico.
Objetivo 1: Avisar existencia de llamada.
Tipo:Ba´sico.
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Para´metros de Entrada: Mensaje de AMT acerca de inicio de llamada.
Para´metros de Salida:Mensaje al ACR, con la direccio´n Ip de origen y destino de la llamada.
Condiciones de Actividad: Se activa con el inicio de llamada por parte del usuario.
Condiciones de Finalizacio´n:Fin de la llamada por parte del usuario.
Descripcio´n:Informa la existencia de una llamada con los respectivos datos de origen y destino
de la misma.
Objetivo 2: Decretar retardo en la llamada.
Tipo:Ba´sico.
Para´metros de Entrada: Tiempo de retardo de la llamada de VoIp.
Para´metros de Salida:Mensaje de aviso de retardo para el ACR.
Condiciones de Actividad:Retardo por encima del valor especificado.
Condiciones de Finalizacio´n:Fin de la accio´n de control decretado por el ACR, o fin decretado
por el temporizador.
Descripcio´n: Informa la existencia de un retardo en la llamada de VoIp.
Tipo de Agente:Agente Gestion.
Capacidad de Razonamiento: Ninguna.
Descripcio´n:El agente de monitoreo de llamada se encarga de mantener informacio´n acerca de la
llamada de VoIP para determinar el funcionamiento de la misma, el retardo que puede ser perju-
dicial para la fluidez, es medido por este agente y es reportado al agente de control quien tomara
las determinaciones pertinentes.
A.2.2. Agente Monitoreo de Tra´fico
Agente:Agente Monitoreo de Tra´fico.
Capacidad de Razonamiento: Ninguna.
Servicio:Monitoreo de Tra´fico
Sensores:Puerto lo´gico del Software de VoIp, tipo de tra´fico generado por el equipo, direccio´n de
origen y destino del tra´fico de datos generado en la red.
Efectores: Envio´ de mensaje de inicio, con la informacio´n estad´ıstica del trafico al ACR.
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Figura A.6: Agente de Monitoreo de Llamadas
Grupo de agentes al que pertenece: Agente Gestio´n.
Clase de Agente: Agente Ba´sico.
Objetivo 1: Enviar informe estad´ıstico al ACR.
Tipo:Ba´sico.
Para´metros de Entrada:Para´metros de Entrada: Puerto lo´gico de la aplicacio´n de VoIp, direc-
cio´n Ip de origen y destino del trafico generado, tipo de trafico, puertos lo´gicos activos.
Para´metros de Salida: Mensaje al ACR con el tra´fico promedio en paquetes por segundo, direc-
cio´n ip de destino de los paquetes que no son trafico de VoIp.
Condiciones de Actividad: Peticio´n del informe por parte del ACR.
Condiciones de Finalizacio´n: Fin de entrega del informe.
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Descripcio´n:Informa la caracter´ısticas del tra´fico existente en la red al ACR.
Objetivo 2: Generar informe estad´ıstico.
Tipo:Ba´sico.
Para´metros de Entrada:Puerto lo´gico de la aplicacio´n de VoIp, direccio´n Ip de origen y destino
del trafico generado, tipo de trafico, puertos lo´gicos activos.
Para´metros de Salida: Puerto lo´gico de la aplicacio´n de VoIp, direccio´n Ip de origen y destino
del trafico generado, tipo de trafico, puertos lo´gicos activos.
Condiciones de Actividad: Mensaje de inicio de informe por parte del ACR.
Condiciones de Finalizacio´n:Mensaje de fin de la creacio´n del informe por parte del ACR.
Descripcio´n: Genera el informe estad´ıstico a peticio´n del agente control de red.
Objetivo 3: Determinar si la accio´n de control fue efectiva.
Tipo:Ba´sico.
Para´metros de Entrada:Puerto lo´gico de la aplicacio´n a intervenir, magnitud de la disminucio´n
del tra´fico.
Para´metros de Salida:Bandera con la notificacio´n de si por el puerto establecido existe o no
tra´fico.
Condiciones de Actividad:Mensaje de inicio por parte del ACT.
Condiciones de Finalizacio´n:Entrega del informe de existencia o no existencia del tra´fico por el
puerto al ACT.
Descripcio´n: Informa si existe tra´fico en un puerto.
Tipo de Agente:Agente Gestion.
Capacidad de Razonamiento: Ninguna.
Descripcio´n:El agente de monitoreo de tra´fico actu´a como un sniffer capturando el tra´fico que
pasa por la NIC para determinar su tipo y procesarlo. Dentro de la simulacio´n el agente recibira´ una
copia del tra´fico enviado de parte del equipo en el que esta instalado para poder analizarlo.
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Figura A.7: Agente de Monitoreo de Tra´fico
A.2.3. Agente Control de Tra´fico
Agente: Agente Control de Tra´fico.
Capacidad de Razonamiento:Ninguna.
Servicio:Control de Tra´fico
Sensores: Aplicativo a intervenir, efectividad de la accio´n, duracio´n de la accio´n de control.
Efectores: Lanzamiento del API, envio´ de mensaje al ACR informando la efectividad de la accio´n
de control inicio con la informacio´n estad´ıstica del tra´fico al ACR.
Grupo de agentes al que pertenece: Agente Gestio´n.
Clase de Agente: Agente Ba´sico.
Objetivo 1: Ejecutar accio´n de control.
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Tipo:Ba´sico.
Para´metros de Entrada:Aplicativo a intervenir, duracio´n de la accio´n de control.
Para´metros de Salida:Aplicativo a intervenir, duracio´n de la accio´n de control.
Condiciones de Actividad:Peticio´n por parte del ACR.
Condiciones de Finalizacio´n:Fin del temporizado, mensaje de fin por parte del ACR.
Descripcio´n: Ejecutar la accio´n de control en el computador.
Objetivo 2: Informar al ACR la efectividad de la accio´n de control.
Tipo:Ba´sico.
Para´metros de Entrada: Existe tra´fico por el puerto del aplicativo a intervenir.
Para´metros de Salida:Bandera con el informe al ACR con la efectividad de la accio´n.
Condiciones de Actividad:Peticio´n de accio´n de control del ACR.
Condiciones de Finalizacio´n:Entrega del informe al ACR sobre la efectividad de la accio´n.
Descripcio´n: Genera el informe sobre la efectividad de la accio´n de control.
Tipo de Agente:Agente Gestio´n.
Capacidad de Razonamiento: Ninguna.
Descripcio´n:El agente de control de tra´fico maneja la NIC de acuerdo con la informacio´n que le
sea enviada de parte del control de la red, si se le indica que el equipo esta´ causando congestio´n,
este disminuye el tra´fico..
A.2.4. Agente Control de red
Agente:Agente Control de Red.
Capacidad de Razonamiento:Ninguna.
Servicio:Control de Red.
Sensores: Numero de llamadas permitidas en el segmento, trafico de los equipos del segmento,
efectividad de la accio´n de control.
Efectores: Seleccio´n del equipo a intervenir, accio´n de bloqueo.
Grupo de agentes al que pertenece: Agente Gestio´n.
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Figura A.8: Agente de Control de Tra´fico
Clase de Agente: Agente Ba´sico.
Objetivo 1:Seleccio´n del equipo a intervenir.
Tipo:Ba´sico.
Para´metros de Entrada:Direccio´n Ip de los equipos con mayor tra´fico en la red.
Para´metros de Salida:Mensaje de la accio´n de control al ACT del equipo seleccionado.
Condiciones de Actividad:Reporte de congestio´n por parte del AMLL.
Condiciones de Finalizacio´n:Confirmacio´n del accio´n de control exitosa por parte del ACT.
Descripcio´n:Seleccio´n el computador al cual se la va a restringir el tra´fico.
Objetivo 2: Almacenamiento de la estad´ıstica del tra´fico del segmento correspondiente.
Tipo:Ba´sico.
Para´metros de Entrada: Destino del trafico generado, tipo de trafico, puertos lo´gicos activos.
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Para´metros de Salida: Base de datos de conocimiento para la seleccio´n de los equipos a inter-
venir.
Condiciones de Actividad: Peticio´n del informe por parte del ACR.
Condiciones de Finalizacio´n:Fin de entrega del informe. Descripcio´n: Recopilacio´n de las car-
acter´ısticas del tra´fico existente en la red por parte de los AMT.
Tipo de Agente:Agente Gestio´n.
Capacidad de Razonamiento:Determinacio´n de el equipo a intervenir en la red.
Descripcio´n:El agente control de la red se encarga de recolectar la informacio´n acerca del uso de
los equipos de parte de los agentes de monitoreo de trafico. Adema´s es el encargado de ejercer las
funciones de control de la red a partir de dicha informacio´n, debido a que cuando recibe un reporte
de congestio´n, este determina que equipos no son prioritarios dentro de las redes afectadas y les
indica a los agentes de control de tra´fico que disminuyan el uso de recursos.
A.3. Modelo de Tareas
En la figura A.10 se muestra el modelo de tareas para los agentes.
A.3.1. Descomposicio´n de Tareas
Tarea T1: Detecta llamada
Objetivo: Detectar el inicio de una llamada de VoIp en el sistema.
Entrada: Peticio´n de inicio de llamada por parte del software de VoIp.
Salida: Informe de llamada al ACR.
Precondicio´n: Inicio del software de VoIp, instalacio´n de los agentes en los
equipos de computo y en el servidor.
Subtareas: Ninguna
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Figura A.9: Agente de Control de Red
Tarea T2: Detecta Retardos
Objetivo: Detectar un retardo en una llamada de VoIp.
Entrada: Retardo permitido, seleccio´n de puertos y paquetes del soft-
ware de VoIp.
Salida: Informe de retardo al ACR.
Precondicio´n: Establecimiento de la llamada de VoIp.
Subtareas: Ninguna
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Figura A.10: Modelo de Tareas
Tarea T3: Control de tra´fico
Objetivo: Limitar el tra´fico que no requiere tiempo real.
Entrada: Informe de retardo.
Salida: Direccio´n Ip del equipo a intervenir, inicio y fin de la accio´n
de control al agente control de trafico.
Precondicio´n: Reporte de congestio´n decretado por el AMLL.
Subtarea ST1: Selecciona equipos.
Subtarea ST2: Interviene equipo.
Subtarea ST3: Restaura el trafico.
Subtarea ST1: Selecciona equipos
Objetivo: Seleccionar el equipo mas adecuado para lograr un impacto
directo en las causas de la congestio´n.
Entrada: Numero de llamadas de los reportadas por los ACR, informe
estad´ıstico reportado por el AMT.
Salida: Direccio´n Ip del equipo a intervenir.
Precondicio´n: Reporte de congestio´n decretado por el AMLL.
Subtarea ST2: Interviene equipos.
Objetivo: Limitar el tra´fico en el equipos seleccionado
Entrada: Direccio´n IP del equipo a intervenir.
Salida: Direccio´n IP del equipo a intervenir, servicio a intervenir,
duracio´n de la accio´n de control.
Precondicio´n: Reporte de congestio´n decretado y seleccio´n del equipo a
intervenir.
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Agente Detecta Llamada Control de Tra´fico Detecta Retardo Interviene Equipo
AMT X
ACR X
ACT X X
AMLL X X
Tabla A.3: Matriz de Agentes Vs Tareas
Subtarea ST3: Restaura trafico.
Objetivo: Restaurar el tra´fico en el equipos seleccionados.
Entrada: Direccio´n IP del equipo a restaurar.
Salida: Direccio´n IP del equipo a restaurar y el servicio a restaurar.
Precondicio´n: Ejecucio´n de una accio´n de control exitosa.
A.4. Modelo de Comunicacio´n
Identificar Conversacio´n
Descubrir Conversacio´n
C1: Inicio de Llamada Software de VoIp.
Tipo: Comunicacio´n Interna.
Descripcio´n: Inicio de una llamada por parte de un usuario del sistema.
Agentes: AMLL, ACR
Inicia: Software de VoIp.
Servicio: Llamada de VoIp.
Precondicio´n: Software de voz y agentes instalados en el computador.
Postcondicio´n: Autorizacio´n de la llamada.
Tiempo de Ejecucio´n: 2 ms
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C2: Congestio´n de tra´fico de VoIp.
Tipo: Comunicacio´n Interna.
Descripcio´n: Retardo por encima del valor establecido.
Agentes: AMLL, ACR
Inicia: AMLL.
Servicio: Garantizar el ancho de banda para la llamada.
Precondicio´n: Llamada de VoIp establecida.
Postcondicio´n: Accio´n de control realizada, no medir de nuevo el retardo
hasta que el ACR lo indique.
Tiempo de Ejecucio´n: 5 ms
C3: Informe estad´ıstico de tra´fico.
Tipo: Comunicacio´n Interna.
Descripcio´n: Informe del tra´fico existente en los equipos existentes en el
segmento de red correspondiente al ACR.
Agentes: AMT, ACR
Inicia: ACR.
Servicio: Caracterizar el trafico existente en los equipos del segmento.
Precondicio´n: Requerimiento de ana´lisis de trafico.
Postcondicio´n: Actualizacio´n de la tabla de trafico del ACR, para generar
la base de conocimiento.
Tiempo de Ejecucio´n: 5 ms
C4: Orden accio´n de control.
Tipo: Comunicacio´n Interna.
Descripcio´n: Interaccio´n entre el ACR y el ACT hasta que la accio´n de
control sea exitosa.
Agentes: ACT, ACR
Inicia: ACR.
Servicio: Limitar el tra´fico.
Precondicio´n: Estado de congestio´n decretado por el AMLL.
Postcondicio´n: Preguntar al AMLL si la congestio´n ya finalizo.
Tiempo de Ejecucio´n: 5 ms
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C5: Ejecucio´n de la accio´n de control.
Tipo: Comunicacio´n Interna.
Descripcio´n: Limita o restaura el trafico en el PC seleccionado para in-
tervenir.
Agentes: ACT
Inicia: ACR.
Servicio: Limita y restaura el tra´fico de datos.
Precondicio´n: Seleccio´n de equipo exitosa.
Postcondicio´n: Restaurar tra´fico.
Tiempo de Ejecucio´n: 5 ms
C6: Verificacio´n de la accio´n de control
Descripcio´n: Verifica si la accio´n de control fue o no exitosa
Agentes: ACT y AMT
Inicia: ACT.
Servicio: Efectividad accio´n de control.
Precondicio´n: Accio´n de control decretada.
Postcondicio´n: Ejecucio´n de la accio´n de control.
Tiempo de Ejecucio´n: 5 ms
A.4.1. Protocolo de Comunicacio´n
P1: Inicio de Llamada Software de VoIp.
1: Software de VoIp informa a AMLL sobre el Inicio de llamada
2: El AMLL solicita al ACR permiso para realizar la llamada
3: El ACR autoriza al AMLL la ejecucio´n de la Llamada
4: El AMLL autoriza al software de VoIp el inicio de la Llamada
P2: Congestio´n de tra´fico de VoIp.
1: El AMLL informa al ACR la existencia de la congestion
2: El ACR informa que la accio´n de control fue realizada
P3: Informe estad´ıstico de tra´fico.
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1: El ACR solicita informe estad´ıstico al AMT
2: Entrega del informe del AMT al ACR
P4: Orden accio´n de control.
1: El agente ACR pregunta al ACT si el equipo seleccionado posee tra´fico
2: Si no fue exitosa el ACT solicita al ACR una nueva seleccio´n.
3: El ACR realiza un nueva seleccio´n y pregunta de nuevo al ACT
4: El ACT informa al ACR que la accio´n de control fue exitosa.
5: El ACR determina el fin de la accio´n de control.
P5: Ejecucio´n de la accio´n de control.
1: El ACT solicita al Netlimiter limitar tra´fico
2: El ACT solicita al Netlimiter restaurar tra´fico
P6: Verificacio´n de la accio´n de control
1: El agente ACT pregunta al AMT si existe tra´fico de datos
2: El agente AMT informa al ACT si que no hay datos
3: El agente ACT pregunta al AMT si de otro equipo si existe tra´fico de datos
4: El AMT informa al agente ACT que si existen trafico de datos
Figura A.11: LLamada Software VoIP
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Figura A.12: Congestio´n de Tra´fico de VoIP
Figura A.13: Informe Estad´ıstico de Tra´fico
Figura A.14: Orden Accio´n de control
Figura A.15: Ejecucio´n Accio´n de Control
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Figura A.16: Verificacio´n Accio´n de Control
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Figura A.17: Modelo de comunicacio´n
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Figura A.18: Arquitectura de los agentes
Ape´ndice B
Introduccio´n a OPNET
Al iniciar el programa IT GURU de OPNET se obtiene la ventana que se muestra en la figura B.1
Figura B.1: Ventana Principal IT GURU ACADEMIC EDITION
Para acceder a un nuevo proyecto, es necesario seleccionar la opcio´n New en el menu´ File. Esto se
muestra en la figura B.2.
Luego de haber seleccionado la opcio´n New, se inicia la creacio´n de un nuevo proyecto. Para realizar
esto, es necesario escoger la opcio´n Project en el menu´ desplegable. E´sto se aprecia en la figura B.3.
Luego de haber escogido la opcio´n de Projecto, se observa una nueva ventana, un poco ma´s grande
que la ventana inicial del IT GURU. Es en este paso donde se debe definir el nombre del proyecto
y del escenario que se esta´ planteando. En la figura B.4 se puede ver como debe lucir esta ventana.
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Figura B.2: Seleccio´n de la opcio´n File
Figura B.3: Creacio´n de un nuevo Proyecto
Luego de haber puesto un nombre al proyecto y al escenario, se debe pasar a la creacio´n de un
escenario vacio´, lo cual se logra seleccionado la opcio´n Create Empty Scenario que se encuentra en
la seccio´n de Initial Topology. Esto se detalla en la figura B.5
Ahora, se pasa a determinar el tipo de instalacio´n sobre la que se va a trabajar, es decir si es
un cuarto, una oficina, un campus, etc . . . . Esto se realiza segu´n las necesidades de simulacio´n de
cada aplicacio´n espec´ıfica. Como ejemplo se escogio´ la escala de red como Campus, como se puede
apreciar en la figura B.6.
Luego de establecer la escala de la aplicacio´n, es necesario especificar de una forma adecuada las
medidas de las instalaciones. Para ejemplificar este paso, se escogio´ un valor por defecto de 10 Km
de ancho y 10km de largo. En la figura B.7 se puede observar este proceso.c¸
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Figura B.4: Nombre del proyecto y del escenario
Figura B.5: Creacio´n de un Escenario vac´ıo
El siguiente paso, es incluir las tecnolog´ıas que se van a utilizar en el proyecto. Algunas de las
opciones son 3COM, Cisco, Ethernet etc, . . . . Esto se aprecia en la figura B.8
El u´ltimo paso de la configuracio´n inicial es la revisio´n, en la cual se presenta un resumen de las
especificaciones dadas en cada uno de los pasos de la configuracio´n. Para el ejemplo esto se muestra
en la figura B.9
El a´rea de trabajo y la paleta de objetos son los dos componentes princiaples de el entorno de
desarrollo de OPNET IT GURU ACADEMIC EDITION. Estos elementos se encuentran luego de
pasar la configuracion inicial y se muestran en la figura B.10
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Figura B.6: Seleccio´n del tipo de Instalaciones
Figura B.7: Especificacio´n de las medidas de las Instalaciones
En la paleta de objetos se encuentran los elementos necesarios para la realizacio´n de pra´cticamente
cualquier proyecto. Se encuentran tanto los elementos activos como los enlaces necesarios para la
interconexio´n. En esta paleta de objetos por default se encuentran las tecnolog´ıas incluidas en el
proceso de configuracio´n. Adicionalmente se puede acceder a cada una de las tecnolog´ıas incluidas
en OPNET IT GURU ACADEMIC EDITION por medio de esta paleta.
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Figura B.8: Especificacio´n de las tecnolog´ıas a utilizar en el proyecto
Figura B.9: Revisio´n de las caracter´ısticas escogidas
B.0.2. Configuracio´n de una Red Ba´sica
El modelo que se plantea en este Anexo es una red con topolog´ıa estrella en la cual existen tres
dependencias conectadas a un Switch central. Estas dependencias son Ingenier´ıa, Relaciones Inter-
nacionales y el Departamento Administrativo.
Para facilidad de configuracio´n cada dependencia se creara´ so´lo con cuatro equipos y un servidor
cada una. Utilizando las herramientas que presenta OPNET se especificara´n diferentes tipos de
tra´fico como es el caso de Email, Acceso a bases de datos y transferencia de archivos.
Para dar una mayor claridad, en la figura B.11 se muestra la red que se va a simular en OPNET y
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Figura B.10: Escenario de Trabajo y Paleta de Objetos
luego se explica paso a paso la creacio´n de esta topolog´ıa.
Figura B.11: Red de datos a simular
Lo primero que se hace es tomar en la paleta de objetos (figura B.10) los elementos correspondientes
al entorno Ethernet. Una vez elegida esta opcio´n, se tienen todos los elementos necesarios para la
configuracio´n de la red, como lo son las estaciones de trabajo, los servidores, los enlaces, los Switchs
y las definiciones de aplicaciones y de perfiles.
De la paleta de objetos se toman los switchs (para el caso del ejemplo se utilizo´ el ethernet16 switch),
y se ubican en el a´rea de trabajo. Una vez seleccionado un item, se da click izquierdo en el a´rea de
trabajo para ubicarlo. Para liberar el cursor del mouse del elemento arrastrado, se da click derecho.
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Luego de haber liberado el cursor, es posible llevar los elementos a posiciones arbitrarias dentro del
a´rea de trabajo. La ubicacio´n de los Switchs, se muestra en la figura B.12.
Figura B.12: Ubicacio´n de los Switches en el a´rea de trabajo
Posteriormente se unen los switchs utilizando enlaces 100BaseT, que al igual que los switchs y los
dema´s elementos se encuentran en el entorno Ethernet en la paleta de objetos.
El paso siguiente es colocar las estaciones de trabajo en el proyecto(Para el caso del ejemplo se
utiliza el item ethernet wkstn). Esto se hace de forma similar a lo realizado para la ubicacio´n de
los Switchs.
Figura B.13: Ubicacio´n de estaciones de Trabajo
De igual forma se incluyen los servidores de cada dependencia en el a´rea de trabajo (Utilizando el
elemento ethernet server).
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Posteriormente se conectan las estaciones de trabajo y los servidores a los switches respectivos,
utilizando un enlace 10BaseT.
Figura B.14: Ubicacio´n de servidores
Finalmente se realiza la configuracio´n de la Aplicacio´n y de los Perfiles (Profile Config y Application
Config en la paleta de objetos).
E´ste es quiza´s el paso ma´s complicado pero tambie´n el ma´s importante para garantizar el e´xito de
la simulacio´n del proyecto, pues es aca´ donde se configura el tipo y las caracter´ısticas del tra´fico
que se desea analizar. Para el caso de nuestro ejemplo, se incluyen tres tipos de tra´fico como lo son
email, acceso a bases de datos y transferencia de archivos.
Figura B.15: Red de datos
Dando click derecho sobre la Configuracio´n de Aplicacio´n, y seleccionado la opcio´n Edit Attributes
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se accede a la configuracio´n de las aplicaciones que se van a tener dentro del proyecto. En este
nuevo menu´, se ubica la opcio´n Application Definitions, luego se selecciona Edit. Al dar click en
Edit, se abre una nueva ventana, que es la tabla de aplicaciones. En la parte inferior izquierda de
esta tabla se encuentra el campo Rows. Para el caso del ejemplo se deben definir 3 aplicaciones,
por lo tanto se selecciona 3 como para´metro de Rows. Al seleccionar el nu´mero tres, por defecto
OPNET IT GURU carga de forma automa´tica tres aplicaciones a las cuales se les deben configurar
sus para´metros. Primero se configura el nombre de las aplicaciones, simplemente sobreescribiendo
el campo Enter Application Name . . . . Al frente del nombre de cada una de las aplicaciones, se
encuentra el campo Description, y es en esta parte donde se selecciona que tipo de aplicacio´n es la
que se ha nombrado. Por defecto este campo se encuentra en None, pero seleccionando la opcio´n
Edit se accede a la tabla de Descripcio´n. En la figura B.16 se muestra la tabla de Descripcio´n para
la aplicacion de correo electro´nico. Al ser un servicio de correo, pues lo ma´s lo´gico es activar el
atributo Email. Su valor es de eleccio´n del usuario, pues puede ser Low Load, Medium Load, High
Load o Edit.Para el caso del ejemplo se selecciona la opcio´n Low Load.
Figura B.16: Red de datos a simular
La opcio´n Edit se utiliza si se conoce de cerca las caracter´ısticas del tra´fico que maneja una apli-
cacio´n de correo pues es necesario configurar para´metros espec´ıficos. Solo como ejemplo en la figura
B.17 se muestran los para´metros que se deben configurar si se selecciona la opcio´n Edit para la
aplicacio´n de correo.
Las aplicaciones de Acceso a Bases de datos y de Transferencia de Archivos, se configuran de manera
muy similar a la aplicacio´n de correo electro´nico.
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Figura B.17: Configuracio´n de la aplicacio´n de Correo Electro´nico
Ahora se pasa a la Configuracio´n del Perfil, lo que se hace, dando click derecho sobre el elemento
Profile Definition y seleccionando Edit Attributes. Luego se da selecciona la Opcion Edit del campo
Profile Configuration. En esta nueva tabla, se inserta el nu´mero uno en el campo Rows. Se Inserta
el nombre del perfil. Se edita el campo de aplicaciones y se pone el nu´mero tres en el campo Rows
en esta nueva ventana. Para configurar los nombres de las aplicaciones basta con dar click sobre el
campo Name y aparecera´ una lista de las aplicaciones disponibles (Las que fueron configuradas en
la Definicio´n de aplicaciones).
E´ste es el proceso que se debe seguir para la configuracio´n de aplicaciones en OPNET IT GURU,
pero es necesario aclarar que no es TODO lo que se puede especificar. OPNET IT GURU es una
herramienta de simulacio´n de amplia versatilidad que permite la configuracio´n de un gran nu´mero
de caracter´ısticas de los sistemas de comunicaciones.
