. The numerical result with x(0)=1.2 is shown in Fig. 1 , where the solid line denotes the solution of the equation and the white dots denote the predicted points with the interval 1.7 [s] . Figure 1 implies that the highly accurate prediction will be made when the white dots are on the solid line. It is clear from Fig. 1 that most of the white dots are not on the solid line and the highly accurate prediction cannot be made with the conventionally used RBF network. It is assumed that the conventionally used RBF network still has this issue, and it is important to resolve this issue with a simple manner. Note that, as described in the literature review, optimizing the width in the Gaussian kernel will be valid to resolve this issue. However, the optimization is computationally expensive, and this approach will not be applicable to practical nonlinear time series prediction for which inexpensive computational cost is requested.
Fig. 1 Illustrative example of nonlinear prediction using conventional radial basis function network
This letter proposes a method for modeling and prediction using the RBF network incorporating the coordinate transformation, in which the direction of time series is taken into account. By incorporating the coordinate transformation, highly accurate modeling and prediction can be made. The proposed approach is numerically easy to implement with the computationally inexpensive procedure. Through three benchmarks, the validation and characteristics of the proposed approach are examined. Major symbols used in this letter are listed in Table 1 . 
K(・)
Gaussian kernel
Input vector at time t in the embedding dimension p, which is given as 
Nonlinear modeling and prediction using radial basis function network
 be the set of training data (He and Lapedes, 1993) . The nonlinear modeling using the RBF network where the Gaussian kernel is given by Eq. (3).
In addition, rj denotes the width of j-th Gaussian kernel. The weight vector
(2) can be obtained from the following equations (Nakayama et al., 2002) .
where the matrix 
Next, the prediction
As described in introduction, the width in the Gaussian kernel has an influence on the modeling and prediction performance. In this letter, the following simple estimate is used for the width (Kitayama et al., 2011) .
,max 1, 2, , 1
where dj,max denotes the maximum distance between the j-th input vector and another one in the input vector. It is found from Eqs. (4) and (5) that the weight is mainly calculated by the matrix of m m × . In addition, the width of Gaussian kernel is determined by Eq. (7), unlike Du and Zhang (Du and Zhang, 2008) . Therefore, the modeling and prediction method using the RBF network in this letter can be made with computationally inexpensive procedure.
Let us explain the nonlinear modeling and prediction using Fig. 2 . The set of training data is given as
, and ( ) t y  is constructed by using the training data (See Eq. (2)). Here, note that all input vectors are considered in embedding dimension. To predict (6)). Three arrows are used to each input vector in Fig. 2 , and this is determined by the parameter p in Table 1 . Based on the Taken's embedding theorem, p is set to 3 in this letter (Casdagli, 1989; He and Lapedes, 1993) . Kitayama, Tamada and Kanno, Mechanical Engineering Letters, Vol.5 (2019) [DOI: 10.1299/mel.18-00517]
Coordinate transformation using affine transformation
As shown in Fig. 1 , highly accurate prediction is not always made by the conventional approach. To make the highly accurate modeling and prediction under this condition, a large number of training data are generally used. However, this leads to high computational cost. To make highly accurate modeling and prediction without increasing the number of training data, the coordinate system is transformed by using the affine transformation in the proposed approach. The concept is show in Fig. 3 , in which the black dots denote the time series and the white dot denotes the predicted point. The rotated coordinate system shown in Fig. 3 is adopted in the proposed approach. (tO, yO) in Fig. 3 denotes a point in the absolute coordinate system, and this point also corresponds to the origin O in the rotated coordinate system. Note that in T and Y(T) in Fig. 3 denote the axis in the rotated coordinate system. In order to generate the set of training data in the rotated coordinate system, the affine transformation given by Eq. (8) in the absolute one. Likewise, X in the rotated coordinate system corresponds to x (t) in the absolute one. The straight line connecting between y3 (t) and y2 (t) is generated, and the angle to the t axis is set to θ . Since θ is determined, it is possible to transform the
and X by Eq. (8). The modeling using the RBF network is then constructed in the rotated coordinate system. Note that the width of Gaussian kernel by Eq. (7) and the weight vector by Eq. (4) are calculated in the rotated coordinate system. X is used to predict value Y  as shown in Fig. 3 . Finally, Y  is re-transformed to
in the absolute coordinate system. Let us explain this transformation using Fig. 4 , in which T  in the rotated coordinate system corresponds to t τ + in the absolute one. Fig. 4 Relation between rotated and absolute coordinate system Eq. (9) is used for this re-transformation, without using the inverse matrix of Eq. (8).
The relation of predicted value between the absolute and the rotated coordinate system is given by Eq. (10).
( ) cos sin sin cos 1
Using Eq. (10), T  is simply expressed by Eq. (11).
Note that t=tO is used (See Figs. 3 and 4) . Finally,
is determined by Eq. (12).
( ) sin cos tan sin cos cos
Numerical procedure of proposed approach
The numerical procedure is summarized in this section. in the absolute coordinate system is calculated by Eq. (12). STEP5: Time t is compared with the end time tend. When t is smaller than tend, t is updated as : t t τ = + . Then, the procedure returns to STEP1. Otherwise, the procedure will be terminated.
Numerical results
Through three benchmarks, the validity and characteristics of the proposed approach are examined. In particular, the effect with and without the coordinate transformation using the affine transformation is examined. At least three points are required for expressing a nonlinearity, and the number of training data m is set to 3 throughout the benchmarks. This indicates that weight is calculated by the matrix of 3 3 × . In this section, the white dots in figure denote the predicted points, and the figure visually shows that the accurate prediction will be made when the white dots are on the solid line. The root mean square error (RMSE) given by Eq. (13) is also adopted to numerically evaluate the prediction accuracy. where M denotes the number of predicted points till the end time of computation, which is equal to the number of white dots. i y and i y  are the real and predicted values, respectively.
Mackey-Glass delay-differential equation
The equation has already been given by Eq. (1), and the result is shown in Fig. 5 with RMSE. Note that the delay time τ is set to 1.7[s]. It is found from Fig. 5 that the prediction by the proposed approach is much improved, compared with the one by the conventional approach. This is clear from the RMSE values. 
Worldwide harmonized light duty driving test cycle (WLTC)
Worldwide harmonized Light duty driving Test Cycle (WLTC) is the standard driving cycle for fuel consumption and emissions in the world (Kitayama et al., 2015) . In this benchmark, the vehicle speed is predicted by using the torque and the engine speed. In this case, k in Table 1 are set to 2 (the torque and the engine speed), and n is 6 ( n k p = × ). Therefore, the input vector is given as = = x where the symbols Tq and ω denote the torque and the engine speed, respectively. τ is set to 1[s]. This prediction is useful for developing a new energy management system to improve fuel consumption and reduce emissions. Since it is difficult to find the clear difference throughout the driving cycle, two regions enclosed by the rectangular box in Fig. 6 are selected for the comparison. The vehicle speed drastically changes in these regions, and it is important to predict the vehicle speed accurately. Note that RMSE is calculated throughout the driving cycle. It is found from Fig. 6 and RMSE that the highly accurate prediction can be made by the proposed approach.
Prediction of electric power consumption
Finally, the prediction of electric power consumption is made. The numerical data at every hour is opened from the website of TEPCO power grid (TEPC power grid). It is important to predict the electric power consumption as accurately as possible for the electric power supply, the energy saving and the green environment. In this section, the electric power consumption during 48 hours is considered, which is denoted by the solid line in Fig. 7 . The electric power consumption is totally like a wave, but is drastically restrained around 12:00 in 2 days.
The numerical result using
is shown in Fig. 7 with RMSE. Compared with the result by the conventional approach, many white dots are plotted around the solid line. In addition, the value of RMSE by the proposed approach is smaller than that by the conventional approach. Therefore, it is considered that the highly accurate prediction can be made by the proposed approach. Like sections 5.1 and 5.2, the prediction by the conventional approach is poor.
However, the proposed approach has a drawback. The angle θ in Eqs. (8) and (12) completely depends on the output vector (See Fig. 3 , in which the angle θ is determined by the straight line connecting two points ( y3 (t) and y2 (t) ) and the t axis). Consequently, highly accurate prediction will be made with a small number of training data when the time series data are generated along the straight line or the variation of output vector used as the training data is small. Otherwise, as shown in Fig. 7(a) , the prediction is poor. Proposed approach Conventional approach Kitayama, Tamada and Kanno, Mechanical Engineering Letters, Vol.5 (2019) [DOI: 10.1299/mel.18-00517]
Concluding remarks
Nonlinear modeling and prediction method using the RBF network is proposed in this paper, in which the direction of time series is considered. The coordinate system is fixed in the conventional modeling and prediction, which causes poor prediction. Then, the coordinate transformation for the training data using the affine transformation is introduced for highly accurate modeling and prediction using the RBF network. The numerical procedure is so simple and the parameters optimization in the RBF network is not necessary. Consequently, the proposed approach is numerically easy to implement with the computationally inexpensive procedure. The characteristics of the proposed approach has been clarified through three benchmarks.
