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Diffuse scattering is a rich source of information about disorder in crystalline materials, which can be mod-
elled using atomistic techniques such as Monte Carlo and molecular dynamics simulations. Modern X-ray and
neutron scattering instruments can rapidly measure large volumes of diffuse-scattering data. Unfortunately, cur-
rent algorithms for atomistic diffuse-scattering calculations are too slow to model large data sets completely,
because the fast Fourier transform (FFT) algorithm has long been considered unsuitable for such calculations
[1]. Here, I present a new approach for ultrafast calculation of atomistic diffuse-scattering patterns. I show that
the FFT can be actually be used to perform such calculations rapidly, and that a fast method based on sampling
theory can be used to reduce high-frequency noise in the calculations. I benchmark these algorithms using real-
istic examples of compositional, magnetic, and displacive disorder. They accelerate the calculations by a factor
of at least 100, making refinement of atomistic models to large diffuse-scattering volumes practical.
I. INTRODUCTION
Disorder plays an increasingly important role in our un-
derstanding of crystalline materials. Whereas conventional
crystallography is primarily concerned with the average posi-
tions of atoms or molecules, local deviations from the average
structure are fundamental to the properties of many important
systems. Topical examples include fast-ion conductors [2],
frustrated magnets [3, 4], the polar nanodomains of lead-based
perovskite ferroelectrics [5, 6], and the orbital correlations
of colossal magnetoresistance manganites [7]. Diffuse scat-
tering—the weak features observed beneath and between the
Bragg peaks in scattering experiments—plays a central role
in helping us to understand structural disorder [8]. Whereas
Bragg peaks arise from the ideal periodicity of the average
structure and yield information about single-particle correla-
tions, diffuse scattering arises from local deviations from the
average structure and yields information about pairwise cor-
relations. In disordered crystals, strong pairwise correlations
are often present at the nanoscale, yielding highly-structured
diffuse-scattering patterns [9–11]. Disorder in crystalline ma-
terials can often be divided into three broad categories: local
atomic displacements, which may be either static or dynamic;
local variations in chemical composition such as site mixing
and atomic vacancies; and disordered spin arrangements in
magnetic materials. In all cases, the modulation of the diffuse-
scattering intensity provides vital information about how the
relevant degrees of freedom—whether displacive, composi-
tional, or magnetic—are locally correlated.
Recent advances in instrumentation have allowed rapid
collection of large three-dimensional (3D) diffuse-scattering
datasets from single crystals. In neutron-scattering experi-
ments, such datasets can be measured in a matter of days
using time-of-flight instruments with large detector coverage,
such as SXD at the ISIS Neutron Source [12] and Corelli at
the Oak Ridge National Laboratory [13]. In X-ray scatter-
ing experiments, single-photon-counting area detectors such
as the Pilatus [14] allow such datasets to be obtained in min-
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utes. These experimental developments have been coupled
with advances in 3D atomistic modelling. Atomistic models
may be generated using Monte Carlo or molecular dynamics
simulations based on a set of interaction parameters, which
are determined either from first-principles simulations [15] or
by fitting to experimental data [16–18]. Alternatively, atom-
istic models may be generated by fitting atomic positions or
magnetic-moment orientations directly to experimental data,
in an approach called reverse Monte Carlo refinement [19–
21]. Improvements in computing power have greatly reduced
the time required to generate atomistic models using these ap-
proaches.
A key step in atomistic diffuse-scattering analysis is cal-
culating the diffuse-scattering intensity, which must usually
be repeated several times as the model is improved. In prin-
ciple, this involves the straightforward procedure of taking
the Fourier transform of a set of atomic positions. In prac-
tice, however, such calculations are limitingly slow, because
of two main problems. The first problem is that the fast
Fourier transform (FFT) algorithm—which can yield enor-
mous increases in speed compared to direct Fourier summa-
tion—has been considered unsuitable for these calculations
[1]. This is because the FFT requires sampling atomic posi-
tions on an equally-spaced grid [22], but a grid that sampled
local atomic displacements accurately would need so many
samples that the computational advantages of the FFT would
be negated [1, 23, 24]. The second problem is that diffuse-
scattering calculations are often marred by high-frequency
noise. This occurs because the entire atomistic model is as-
sumed to scatter coherently, which often allows the many
essentially-uncorrelated atomic displacements at large inter-
atomic distances to dominate the calculation [1]. Current soft-
ware addresses this problem by dividing the supercell into
many smaller regions called “sub-boxes” or “lots” and av-
eraging the scattering intensity over sub-boxes [1, 25]. This
approach is effective at reducing noise, but has a large compu-
tational cost that can only be reduced by parallelization [26].
Because of their computational cost, diffuse-scattering calcu-
lations have typically been restricted to a few 2D sections of
reciprocal space [17]. In most cases, therefore, the informa-
tion content of 3D diffuse-scattering data has yet to be fully
explored.
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2Here, I present an approach to diffuse-scattering calcula-
tions that seeks to address the computational limitations of
current algorithms. I present two main results. First, I crit-
ically reassess the assumption that the FFT is not useful for
atomistic diffuse-scattering calculations. I show that, on the
contrary, the FFT can be used to perform such calculations
rapidly. This FFT-based approach is exact for systems in
which the disorder is compositional, magnetic, or in which
atomic displacements are drawn from a discrete set of values;
if atomic displacements can take a continuous range of values,
then the FFT can be applied to a specified order of approxima-
tion. Second, I show that the desirable noise-reduction proper-
ties of the “sub-box” approach can also be obtained by a faster
method based on sampling theory. I demonstrate the practi-
cality of these algorithms by presenting example calculations
based on real materials, and by providing a program SCATTY
for ultrafast diffuse-scattering calculations [27]. These devel-
opments accelerate atomistic diffuse-scattering calculations
by several orders of magnitude compared to current algo-
rithms, making refinement of atomistic models to 3D diffuse-
scattering data a practical possibility.
This article is structured as follows. In Section II, I review
the scattering equations and aspects of sampling theory in the
context of atomistic models. In Section III, I show how the
FFT can be used to accelerate atomistic diffuse-scattering cal-
culations. In Section IV, I present example calculations for
model systems that exhibit occupational, magnetic, and dis-
placive disorder, in which highly-structured diffuse scattering
is driven by “ice rules”. In Section V, I show how noise in
the calculations can be reduced using a resampling approach.
I conclude in Section VI with a discussion of the implications
of this work.
II. ATOMISTIC SIMULATIONS
In atomistic simulations, disorder is modelled using a “vir-
tual crystal”. This is a supercell of the crystallographic unit
cell, typically containing N ∼ 104 atomic positions, in which
each atomic position is decorated by variables corresponding
to its occupancy by a certain element, its displacement from
its average position, and/or the orientation of its magnetic mo-
ment. I consider a supercell that consists of n1n2n3 crystal-
lographic unit cells, where n1, n2, and n3 are the numbers of
unit cells parallel to the a,b, and c crystal axes, respectively.
An atomic position in the supercell is given by
r = n1r1a+ n2r2b+ n3r3c; 0 ≤ rα < 1. (1)
An interatomic vector is denoted ∆r, with components ∆rα.
A general wavevector is given by
Q = ha∗ + kb∗ + lc∗ (2)
≡ Q1
n1
a∗ +
Q2
n2
b∗ +
Q3
n3
c∗; Qα ∈ R, (3)
where reciprocal-lattice vectors are defined as a∗ = 2pib ×
c/V , etc., where V is the unit-cell volume. Atomistic simu-
lations usually impose periodic boundary conditions to avoid
edge effects, and I assume throughout this article that this is
the case. The Bragg positions of the periodic supercell are
then given by
G =
G1
n1
a∗ +
G2
n2
b∗ +
G3
n3
c∗; Gα ∈ Z, (4)
and become increasingly closely spaced as the number of unit
cells in the supercell is increased.
The coherent neutron-scattering intensity from a real crys-
tal is given, in the kinematic approximation, by
I(Q) =
1
N
∑
j,k
〈bjbk exp [iQ · (rj − rk)]〉 (5)
≡
∑
∆r
ρ(∆r) exp(iQ ·∆r), (6)
where bj is the coherent neutron scattering length of atom
j, and ρ(∆r) = 1N
∑
j,k
〈
bjbkδ∆r,rj−rk
〉
is the 3D pair-
distribution function [11]. Angle brackets denote spatial and
temporal averaging, which can be approximated in atomistic
modelling by averaging over many supercells. For X-ray scat-
tering, the bj are replaced by |Q|-dependent X-ray form fac-
tors, fj(|Q|). Conventional diffraction measurements do not
resolve the energy of the scattered beam and therefore inte-
grate over energy; this integration is complete provided that
the incident radiation energy significantly exceeds the energy
of structural fluctuations in the sample. The ρ(∆r) obtained
from energy-integrated data is the correlation function of the
instantaneous (equal-time) atomic positions [28], and atom-
istic models of energy-integrated data similarly function as
“snapshots” of the instantaneous atomic positions [29].
By factorizing the double summation in Eq. (5), the scatter-
ing intensity can be rewritten as
I(Q) =
1
N
〈|F (Q)|2〉 , (7)
where the structure factor is a discrete Fourier transform,
F (Q) =
N∑
j=1
bj exp(iQ · rj). (8)
In general, the scattering intensity from a disordered crystal
can be separated into its Bragg and diffuse contributions,
I(Q) = IBragg(Q) + Idiffuse(Q), (9)
=
1
N
|〈F (Q)〉|2 + 1
N
〈
|F (Q)− 〈F (Q)〉|2
〉
, (10)
which arise from the average structure and local modulations
away from the average, respectively [30].
Atomistic models inevitably contain far fewer unit cells
(∼103) than do real crystals (∼1023), and it is important to
consider how this affects scattering calculations. Fundamen-
tally, a periodic supercell only contains information about pair
correlations for which −rcut ≤ ∆rα < rcut, where rcut =
0.5. Scattering calculations may account for this in two dif-
ferent ways. First, if the scattering is calculated using Eq. (5),
3then the separation between pairs is taken to be the shortest
separation between their periodic images; this is called the
nearest-image convention and involves replacing ∆rα with
∆rα ± 1 where necessary to ensure −rcut ≤ ∆rα < rcut.
This procedure can be conceptualized as multiplying the pair-
distribution function for an infinite tiling of the supercell,
ρinf(∆rα), by a cutoff function, so that
ρ(∆rα) = ρinf(∆rα)× cutoff(∆rα), (11)
where cutoff(∆rα) is a rectangular function equal to 1 for
−rcut ≤ ∆rα < rcut and zero elsewhere. In this case, the
calculated I(Q) is a smooth function of wavevector, which
contains finite-size artifacts because the contribution of the
average structure to ρinf(∆rα) is truncated. In contrast,
Idiffuse(Q) is free from finite-size artifacts provided that the
local modulations are short-ranged compared to rcut. The
second approach is to calculate the scattering using Eqs. (7)
and (8). In this case, the nearest-image convention cannot
be applied. Consequently, the scattering intensity may only
be sampled at the supercell Bragg positions {G}, for which
I(G) is unchanged by the nearest-image convention because
exp(±iG · n) = 1. The two approaches become equivalent
for real crystals, which are large enough that the boundary
conditions become irrelevant.
In practice, it is much faster to calculate the scattering in-
tensity using Eqs. (7) and (8)—which require only a single
summation over atomic positions—than to use Eq. (5), which
requires a double summation. However, the resulting limita-
tion that only I(G) may be calculated is often too restrictive,
especially when a direct comparison with experimental data is
required [1]. To solve this problem, I consider the information
content of the scattering pattern. Applying the convolution
theorem to Eq. (11) yields
I(Q) =
∞∑
G=−∞
I(G)Wsinc(Q−G), (12)
where the weight function
Wsinc(Q−G) = 8r3cut
3∏
α=1
sinc [2pircut(Qα −Gα)] (13)
is the Fourier transform of the rectangular function, I(G)
is the Fourier transform of ρinf(∆r) sampled at {G}, and
sinc(x) = sin(x)/x [31, 32]. In the context of sampling the-
ory, Eqs. (12) and (13) are known as the Whittaker-Shannon
interpolation formulae. They show that the scattering inten-
sity can, in principle, be reconstructed at any wavevector Q,
given only its samples at the supercell Bragg positions {G}.
This is possible because the supercell Bragg positions sample
I(Q) at its Nyquist rate [33].
In the rest of this article, I will first show how I(G) can
be calculated rapidly using the FFT algorithm. I will then
show how I(Q) can be estimated in practice, by modifying
Eqs. (12) and (13).
III. FAST FOURIER TRANSFORM
A. Requirements for the FFT
The FFT is an algorithm that calculates the discrete Fourier
transform rapidly [22, 34]. In the 3D case relevant for crys-
talline materials, it calculates a function of the form
Xk =
∑
R
xR exp(ik ·R). (14)
Unlike the discrete Fourier transform, for which the position
vector R and wavevector k can take any real values, the FFT
imposes two restrictions. First, the xR must be arranged on
an equally-spaced grid, so that
R = R1a+R2b+R3c; Rα ∈ {0, 1, ..., Nα − 1} , (15)
whereNα denotes the number of grid points parallel to crystal
axis α in the supercell. Second, the values of k at which the
Fourier coefficients Xk may be evaluated are given by
k =
k1
N1
a∗ +
k2
N2
b∗ +
k3
N3
c∗; kα ∈ {0, 1, ..., Nα − 1} .
(16)
Below, I will identify the grid points with lattice points, so that
Nα = nα and each grid point is the origin of a particular unit
cell within the supercell. In this case, the values of k given by
Eq. (16) are a subset of the supercell Bragg positions that lie
within a fundamental domain of the reciprocal lattice of the
supercell.
The computational cost of the discrete Fourier transform is
on the order of (N1N2N3)
2, whereas for the FFT it is on the
order of N1N2N3 log2(N1N2N3)—a huge saving for large
N1N2N3. Unfortunately, the atomic positions in a crystal
do not generally satisfy Eq. (15), except in the special case
where atoms occupy a Bravais lattice without disorder. In
early work, it was assumed that this restriction could only be
addressed by using a fine grid encompassing all the atomic
positions to some specified accuracy; however, the number of
grid points required in 3D was found to be be prohibitively
large [1, 23, 24]. Consequently, the FFT has been consid-
ered unsuitable for atomistic diffuse-scattering calculations,
and is not implemented in current software such as DIFFUSE
[1], DISCUS [25], ZMC [35], and ZODS [36].
I now show that the scattering intensity can actually be
rewritten in a form that allows the FFT to be efficiently ap-
plied. My approach makes use of the underlying periodicity
of the average structure to obtain the FFT in time proportional
to n1n2n3 log2(n1n2n3), where n1n2n3 is the number of unit
cells, compared to N1N2N3 log2(N1N2N3) in the original
FFT analysis, where N1N2N3 is a very large number of grid
points [1]. To emphasise this underlying periodicity, I write
the position of an atom in the supercell as
rR,µ,i ≡ R+ rµ + uR,µ,i, (17)
where R henceforth denotes a lattice point given by Eq. (15)
with Nα = nα; rµ is the average position of site µ within the
4crystallographic unit cell; and uR,µ,i is the local displacement
of the atom of element i belonging to site µ at lattice point R.
A Bragg position of the supercell can be written as
G ≡ H+ k, (18)
where k henceforth denotes a wavevector given by Eq. (16)
with Nα = nα, and
H = H1a
∗ +H2b∗ +H3c∗; hα ∈ Z (19)
is a Bragg position of the crystallographic unit cell. By sub-
stituting Eqs. (17) and (18) into Eq. (8), and using the fact that
exp(iH ·R) = 1, the structure factor can be expressed as
F (G) =
∑
R,µ,i
δR,µ,ibµ,i exp[iG · (rµ + uR,µ,i)] exp(ik ·R),
(20)
where δR,µ,i is equal to 1 if site µ at lattice pointR is occupied
by an atom of element i, and is otherwise zero, and bµ,i is a
coherent neutron-scattering length. I also define the difference
between the local occupancy and the average occupancy,
aR,µ,i =
δR,µ,i − cµ,i
cµ,i
, (21)
where cµ,i is the average occupancy of site µ by atoms of el-
ement i. This separation of the structure into an average part
and a local modulation allows the Bragg and diffuse contri-
butions to the strucure factor to be separated. From Eqs. (20)
and (21), the structure factor is given by
F (G) =
∑
µ,i
[Uk,µ,i(G) +Ak,µ,i(G)]cµ,ibµ,i exp(iG · rµ),
(22)
where I have defined a pair of Fourier transforms for each site
µ and element i,
Uk,µ,i(G) =
∑
R
exp(iG · uR,µ,i) exp(ik ·R), (23)
Ak,µ,i(G) =
∑
R
aR,µ,i exp(iG · uR,µ,i) exp(ik ·R), (24)
which are also used in the “modulation wave” approach to
diffuse-scattering analysis [37]. The Bragg structure factor is
given by
〈F (G)〉 = n1n2n3δG,H
∑
µ,i
Tµ,i(G)cµ,ibµ,i exp(iG · rµ),
(25)
where
Tµ,i(G) =
1
n1n2n3
∑
R
〈(1 + aR,µ,i) exp(iG · uR,µ,i)〉
(26)
is the Debye-Waller factor. I will show below how the FFT
can be applied to calculate Eq. (22).
B. Compositional/occupational disorder
I consider first a scenario in which the disorder is purely
compositional or occupational (I will use these terms inter-
changeably), so that all atomic displacements uR,µ,i can be
set to zero. In this case, the structure factor given by Eq. (22)
reduces to
Fc(G) = 〈Fc(G)〉+
∑
µ,i
ak,µ,icµ,ibµ,i exp(iG · rµ), (27)
in which
ak,µ,i =
∑
R
aR,µ,i exp(ik ·R) (28)
is given by Eq. (24) with uR,µ,i = 0, and 〈Fc(G)〉 is given
by Eq. (25) with TR,µ,i(G) = 1. The diffuse intensity from
compositional disorder is then given by
Ic,diffuse(G) =
1
N
〈|Fc(G)− 〈Fc(G)〉| 2〉 , (29)
where angle brackets denote averaging over supercells. More
effective averaging is obtained by using many smaller su-
percells instead of a few larger ones; I recall that the for-
mer approach does not produce finite-size artifacts in diffuse-
scattering calculations, provided that rcut for the supercell ex-
ceeds the correlation length of the local modulations.
A key observation of this article is that Eq. (28) has the
same form as Eq. (14), with the substitutions xR = aR,µ,i
and Xk = ak,µ,i. Consequently, Eq. (28) can be readily cal-
culated by the FFT. This is possible because each site µ in the
unit cell forms a Bravais lattice; hence, Eq. (28) is periodic
in reciprocal space [38, 39]. Eq. (28) can also be applied to
models in which local atomic displacements are present, pro-
vided they can take only relatively few different magnitudes
and directions. In such cases, the number of atoms in the crys-
tallographic unit cell is increased according to the number of
possible displacements, and each displaced atomic position is
assigned to a site in the crystallographic unit cell; in this way,
displacive disorder is mapped to occupational disorder in a
“split-site” model. Because atomistic models of real materi-
als often consider discrete displacement distributions as a first
approximation [17], Eq. (28) is often relevant in practice.
The computer time required to calculate F (G) at NG
wavevectors using this FFT-based approach is approxi-
mately given by the sum of two terms, a structure-factor
term t′nucNG and an FFT term t′′nucn1n2n3 log2(n1n2n3),
which represent the times required for calculations of
Eqs. (27) and (28), respectively, where nuc is the num-
ber of atoms in the unit cell. Application of the discrete
Fourier transform to Eq. (20) requires an approximate time
t′nucn1n2n3NG. In typical simulations, n1n2n3 ∼ 103,
nuc ∼ 10, andNG may range from∼103 for scattering planes
to more than 106 for large volumes. In practice, I will show
in section IV that the FFT-based approach accelerates typical
scattering calculations by two to three orders of magnitude
compared to the traditional approach.
5C. Compositional/occupational and displacive disorder
If atomic displacements can take many possible magni-
tudes or directions, the structure factor given by Eq. (22) can-
not be directly evaluated by the FFT, because Uk,µ,i(G) and
Ak,µ,i(G) contain factors of exp(iG · uR,µ,i) and hence do
not have the same form as Eq. (14). I now show that this
problem can be addressed by expanding exp(iG ·uR,µ,i) as a
Taylor series,
exp(iG · uR,µ,i) =
∞∑
n=0
in
n!
(G · uR,µ,i)n. (30)
Writing the scalar product in terms of its components yields
G · uR,µ,i = 2pi
3∑
α=1
Gαu
α
R,µ,i, (31)
(G · uR,µ,i)2 = (2pi)2
∑
α1,α2
Gα1Gα2u
α1
R,µ,iu
α2
R,µ,i, (32)
(G · uR,µ,i)3 = (2pi)3
∑
α1,α2,α3
Gα1Gα2Gα3u
α1
R,µ,iu
α2
R,µ,iu
α3
R,µ,i,
(33)
and so on; evidently, the term of order n in the Taylor ex-
pansion contains a sum of all products of n components of
G and n components of uR,µ,i. Crucially, the products
uα1R,µ,iu
α2
R,µ,i...u
αn
R,µ,i depend only on atomic position, and
their Fourier transforms can therefore be evaluated by the FFT.
The generalization of Eqs. (31)–(33) for the term of order n is
(G · uR,µ,i)n =
∑
α(n)
Gα(n)Uα(n)R,µ,i, (34)
where Gα(n) = (2pi)n
∏n
j=1Gαj , Uα(n)R,µ,i =
∏n
j=1 u
αj
R,µ,i, andGα(0) = Uα(0) ≡ 1. Substituting Eqs. (30) and (34) into
Eqs. (23) and (24), and the results into Eq. (22), I obtain the
structure factor
F (G) =
∑
µ,i
cµ,ibµ,i exp(iG · rµ)
×
∞∑
n=0
∑
α(n)
in
n!
(Uα(n)k,µ,i +Aα(n)k,µ,i)Gα(n), (35)
where I have defined the Fourier transforms
Uα(n)k,µ,i =
∑
R
Uα(n)R,µ,i exp(ik ·R), (36)
Aα(n)k,µ,i =
∑
R
aR,µ,iUα(n)R,µ,i exp(ik ·R). (37)
Eqs. (36) and (37) have the same form as Eq. (14) and can
therefore be evaluated by the FFT. The Bragg structure factor
is given by
〈F (G)〉 = δG,H
∑
µ,i
cµ,ibµ,i exp(iG · rµ)
×
∞∑
n=0,2
∑
α(n)
in
n!
〈
Uα(n)k,µ,i +Aα(n)k,µ,i
〉
Gα(n), (38)
where only even-n terms are included in the Taylor expansion
because the odd-n terms average to zero. Finally, the diffuse
intensity is obtained as
Idiffuse(G) =
1
N
〈|F (G)− 〈F (G)〉| 2〉 . (39)
In practice, it is necessary to truncate the expansion of
exp(iG·u) at a finite order of approximation. An upper bound
on the magnitude of the remainder for a Taylor expansion of
exp(iG ·u) to order n is given by (G ·u)n+1/(n+1)!, allow-
ing the worst-case error in the approximation to be estimated
for a given (e.g., maximal) value ofG·u. The number of FFTs
that must be performed to evaluate the term of order n is equal
to (n+1)(n+2)/2, which increases rapidly with n. Neverthe-
less, because of the favourable scaling of the FFT, calculations
with negligible loss of accuracy still allow large performance
improvements over the discrete Fourier transform, as I will
show in section IV.
D. Magnetic disorder
I now consider a magnetic system in which magnetic mo-
mentsMR,µ,i decorate atomic positions. Because the neutron
has a magnetic moment, neutron scattering is a powerful tech-
nique to study local magnetic correlations in materials such as
spin liquids, spin glasses, and frustrated magnets. The mag-
netic structure factor for neutron scattering is a vector quantity
[40, 41],
Fmag(G) =
∑
µ,i
fmagµ,i (|G|)Tµ,i(G)Mk,µ,i exp(iG · rµ),
(40)
where fmagµ,i (|G|) is the magnetic form factor for atoms of el-
ement i belonging to site µ, and coupling between magnetic
and displacive variables is included only via the Debye-Waller
factor Tµ,i(G). The Fourier transform of the magnetic mo-
ments is given by
Mk,µ,i =
∑
R
MR,µ,i exp(ik ·R). (41)
It is straightforward to calculate Eq. (41) using the FFT, as has
been noted previously [42]; the only difference in implemen-
tation between compositional and magnetic cases is that the
FFT is applied for each component of the vector MR,µ,i in
the magnetic case. The magnetic neutron-scattering intensity
is given by
Imag(G) =
C
N
〈∣∣F⊥mag(G)∣∣2〉 , (42)
where the constant C = (γnr0/2)2 = 0.07265 barn, and
F⊥mag = Gˆ× Fmag × Gˆ (43)
is the projection of the magnetic structure factor perpendicu-
lar to Gˆ = G/|G|. If the magnetic moments do not show
long-range order, then the magnetic scattering will be entirely
diffuse; this is the case in, e.g., spin-ice materials [3, 43].
6IV. EXAMPLE CALCULATIONS
To benchmark the FFT-based approach, I present diffuse-
scattering calculations for simple examples of occupational,
magnetic, and displacive disorder. In all cases, I use the same
underlying model of “ice rules” on a pyrochlore network of
corner-sharing tetrahedra.
As an example of occupational disorder, I consider an ide-
alized model of proton disorder in cubic water ice Ic [44].
Oxygen atoms are ordered and lie at the centres of the tetra-
hedra. Protons are disordered according to the “ice rule” that
each oxygen has two covalently-bonded protons close to it,
such that these two O—H bonds point towards vertices of the
tetrahedron. The model is disordered because there are six
ways of satisfying this constraint on each tetrahedron, which
gives rise to the well-known zero-point entropy of water ice
[44, 45]. The disorder is occupational because tetrahedra have
four possible proton sites, of which only two are occupied for
any given tetrahedron.
As an example of magnetic disorder, I consider the spin-ice
state observed in materials such as Ho2Ti2O7 and Dy2Ti2O7,
in which magnetic Ho3+ or Dy3+ ions occupy a pyrochlore
network. The Ho3+/Dy3+ magnetic moments are constrained
by the crystalline electric field to point towards or away from
the tetrahedra centres, and the magnetic interactions are such
that, at low temperatures, two moments on each tetrahedron
point towards its centre and two point away [43]. The result-
ing degeneracy of spin arrangements leads to a zero-point en-
tropy equivalent to that of water ice [46].
Finally, as an example of displacive disorder, I consider the
pyrochlore material Y2Mo2O7 [47], in which an “orbital ice”
state was recently proposed. In the proposed model, Jahn-
Teller-active Mo4+ ions locally displace parallel to Mo—Mo
vectors such that two Mo4+ ions on each tetrahedron displace
towards each other [48]. The resulting degeneracy is again
equivalent to water ice and spin ice. The ice-rules models
are all characterized by the selection of a single edge on each
tetrahedron, which may be identified with the two protons
close to the oxygen in water ice, the two spins pointing away
from the tetrahedron centre in water ice, or the two Mo4+ ions
that displace towards each other in Y2Mo2O7 [9].
I simulated the diffuse scattering from each model as fol-
lows. First, I generated 100 cubic supercells that obeyed the
ice rule using a Metropolis Monte Carlo algorithm. Each su-
percell contained 1000 conventional unit cells (16 000 ver-
tices of the pyrochlore network). Second, I mapped these
supercells to the disorder models discussed above. For the
water-ice model, I used a lattice constant a = 6.35 A˚, a cova-
lent O—H bond length of 0.95 A˚, and the neutron-scattering
length for 2H. For the spin-ice model, I used a = 10.0 A˚ and
the neutron magnetic form factor for Ho3+. For the orbital-ice
model, I used a = 10.0 A˚, a Mo displacement magnitude of
0.1 A˚ [48], and the atomic X-ray form factor for Mo. Finally, I
calculated the diffuse scattering in the (hhl) plane on a grid of
401× 401 pixels, which extended over the range−6 ≤ h ≤ 6
and 6
√
2 ≤ l ≤ 6√2 and contained ∼104 supercell Bragg
positions. All calculations averaged the scattering intensities
over the 100 supercells to reduce statistical noise. I imple-
mented the FFT using an updated version of the Fortran code
by Singleton [34]. For calculations based on the FFT, I used
Eqs. (27)–(29) for the water-ice model, and Eqs. (40)–(43)
for the spin-ice model. For the orbital-ice model, I calculated
the diffuse intensity in two different ways using the FFT: first,
by mapping the displacive disorder to occupational disorder
and applying the exact Eqs. (27)–(29); and second, by apply-
ing a fifth-order Taylor approximation using Eqs. (35)–(39).
For comparison, I also used the discrete Fourier transform
to calculate Eqs. (20) and (40) without taking advantage of
reciprocal-space periodicity. I performed all the calculations
on a laptop with a 2.9 GHz Intel Core i5 processor, and mea-
sured the CPU time.
Figure 1(a)i–(c)i shows water-ice, spin-ice, and orbital-ice
scattering calculations, respectively. The results for water ice
and spin ice are in good agreement with published calculations
[3, 49]. Calculations using the discrete Fourier transform and
the FFT gave identical results, as required. Crucially, how-
ever, the FFT-based calculations are much faster; e.g., the
CPU time required for the FFT-based calculation of the water-
ice scattering was 0.21 s compared to 41 s for the discrete-
Fourier-transform calculation—an improvement of two orders
of magnitude. Moreover, although 55 FFTs were required for
the fifth-order approximation in the orbital-ice calculation, a
reduction in CPU time of two orders of magnitude was still
obtained. The largest error in any pixel for this fifth-order ap-
proximation was less than 0.7%, confirming that the Taylor
expansion can be used for quantitative studies [50].
To conclude this section, I discuss the performance of the
FFT-based approach for scattering volumes and supercells
that are much larger than those considered above. While
Figure 1 shows a scattering plane, large scattering volumes
can be calculated in a few minutes using the FFT; e.g., for
the water-ice model, a cube in reciprocal space extending
from −12 ≤ h, k, l ≤ 12 and containing ∼7 × 106 super-
cell Bragg positions was calculated in 58 s. Moreover, the
n1n2n3 log2(n1n2n3) scaling of the FFT means that larger
supercells yield greater improvements in speed compared to
the discrete Fourier transform; e.g., an FFT-based calculation
for the spin-ice model using 40× 40× 40 supercells, but oth-
erwise equivalent to that shown in figure 1(b)i, was faster than
the corresponding discrete-Fourier-transform calculation by a
factor of approximately 1400.
V. NOISE REDUCTION
A. Method of sub-boxes
The scattering patterns shown in figure 1(a)i–(c)i, while of
good quality, are affected by two problems. First, because the
diffuse scattering has been calculated only at supercell Bragg
positions, it is not a smooth function of wavevector. Second,
the calculations are visibly affected by high-frequency noise
(“speckle”), even though the results shown have been aver-
aged over 100 independent supercells to reduce noise. As dis-
cussed in section I, this noise occurs because the calculation
can be dominated by the many essentially-uncorrelated atom
7(a)
(b)
(c)
(i) Rectangular cutoff (ii) Triangular cutoff (iii) Lanczos, m = 2 (iv) Lanczos, m = 4
tDFT = 41 s
tFFT = 0.21 s
tDFT = 1200 s tFFT = 0.78 s tFFT = 1.8 s
1
0
Idiffuse (Q
) (arb. units)
(440)
(004)
Water ice
Spin ice
Y2Mo2O7
tDFT = 76 s
tFFT = 0.31 s
tDFT = 1500 s tFFT = 1.2 s tFFT = 2.7 s
tDFT = 840 s
tFFT = 5.0 s
tDFT = 8600 s tFFT = 15 s tFFT = 29 s





 	






 	






 	






 	

(d) Cutoff functions
FIG. 1. Diffuse-scattering calculations and real-space cutoff functions for different disorder models and methods of calculation. Rows (a)–(c)
show results for three disorder models based on “ice rules”: (a) water ice (occupational disorder), (b) spin ice (magnetic disorder), and (c)
Y2Mo2O7 (displacive disorder). Row (d) shows the cutoff function defined in Eq. (11), where ∆r is the separation between atom pairs parallel
to a crystal axis. For each row, columns show the calculated diffuse-scattering intensity Idiffuse(Q) obtained using different methods, and the
corresponding cutoff function. Column (i) shows calculated intensities at the supercell Bragg positions obtained using Eqs. (29), (42), and
(39) for rows (a)–(c), respectively. The calculated intensities shown in (a)i–(c)i contain noise and are not smooth functions ofQ, because the
flat cutoff function shown in (d)i does not suppress long-range correlations that add to the noise. Column (ii) shows results for the method
of sub-boxes [1] discussed in section V A. The calculated intensities in (a)ii–(c)ii have low noise and are smooth functions ofQ, because the
triangular cutoff function shown in (d)ii suppresses long-range correlations. Columns (iii) and (iv) show results for the Lanczos resampling
approach discussed in section V B withm = 2 andm = 4, respectively, wherem is defined in Eq. (46). The Lanczos approach is an alternative
to the method of sub-boxes. The calculated intensities in (a)iii–(c)iii and (a)iv–(c)iv again have reduced noise and are smooth functions ofQ,
because the Lanczos cutoff functions shown in (d)iii and (d)iv suppresses long-range correlations by an amount determined by the parameter
m. For each calculation of the diffuse-scattering intensity, the CPU time required for a calculation using the discrete Fourier transform tDFT
and/or the fast Fourier transform tFFT is labelled. The FFT (+ optional Lanczos resampling) method produces accurate results and reduces the
CPU time by between two and three orders of magnitude compared to the discrete Fourier transform (+ optional sub-boxes) method.
pairs that are large distances apart.
A proven approach to address these problems is to divide
the supercell into a set of smaller overlapping regions, called
“sub-boxes” or “lots” [1, 25]. Each sub-box has open bound-
ary conditions, and contains nsb unit cells parallel to each
crystal axis (n3sb unit cells in total). The value of nsb should
exceed the correlation length of the local modulations that
generate the diffuse scattering, but be smaller than or equal
to nα/2, to avoid contributions from periodic images of the
supercell. The intensity for each sub-box is calculated sep-
arately using the discrete Fourier transform, and the results
averaged to estimate I(Q). In the original algorithm, sub-
boxes were distributed at random within the supercell, and the
number of sub-boxes chosen so that each atom was included
at least once [1]. However, this random-sampling approach
has the disadvantage that a different answer is obtained each
time the calculation is run. A recent algorithm addressed this
problem by using every lattice point in the supercell as the
origin of a sub-box, while avoiding unnecessary repetition of
phase-factor calculations [51]. I used this algorithm to per-
8form scattering calculations for the example models discussed
in section IV, using a sub-box length nsb = 5 unit cells.
Figure 1(a)ii–(c)ii shows example scattering calculations
using the method of sub-boxes. The use of open boundary
conditions for each sub-box means that the calculation is not
restricted to the Bragg positions of the supercell. Moreover,
the calculation is essentially free of visible noise. There are
two potential reasons for this. First, it is possible in gen-
eral to choose nsb < nα/2, which excludes longer-range
correlations from the calculation [1]. However, since I take
nsb = nα/2, this reason does not apply in the present ex-
ample. In fact, the method of sub-boxes is effective here be-
cause each sub-box has open boundary conditions, as I now
discuss. I first recall that, for a periodic supercell, the num-
ber of distinct pairs of lattice points separated by nα∆rα unit
cells (parallel to crystal axis α) is equal to nα; the cutoff func-
tion in Eq. (11) is therefore a rectangular function, as shown
in figure 1(d)i. In contrast, if the supercell has open bound-
ary conditions, then the number of distinct pairs of lattice
points separated by nα∆rα unit cells is equal to nα(1−∆rα).
Consequently, the cutoff function for an open supercell is a
triangular function that is equal to unity at ∆rα = 0 and
zero at ∆rα = ±1. Hence, in the method of sub-boxes,
the cutoff function is also triangular and decays to zero at
∆rα = ±nsb/nα, as shown in figure 1(d)ii. This is the
main result of this section. It explains how the method of
sub-boxes reduces noise, because as the separation of atom
pairs increases, their pair correlations are suppressed in the
scattering calculation.
The analysis above also reveals two limitations of the
method of sub-boxes. First, it is very much slower than the
FFT-based approach. Indeed, it is also much slower than
the discrete Fourier transform used to calculate I(G) (fig-
ure 1(a)i–(c)i): this is mainly because the 401 × 401 grid of
wavevectors samples reciprocal space at finer intervals than
the Nyquist rate defined by the spacing of the supercell Bragg
positions, and hence calculates redundant information. Sec-
ond, its effectiveness at reducing noise has the trade-off that
the scattering is artificially blurred. Although this blurring can
be reduced by increasing nsb, it is never entirely absent, be-
cause the triangular cutoff function is never flat. This limita-
tion may be significant if accurate estimates of the correlation
length are required.
B. Lanczos resampling
I now develop an approach that addresses the limitations
of the method of sub-boxes, while maintaining its noise-
reduction properties. Whereas the method of sub-boxes works
directly in real space, I will show that its effects can be repli-
cated efficiently by applying a resampling filter in reciprocal
space.
I first recall that I(Q) can, in principle, be calculated at any
wavevector Q given only its samples at the supercell Bragg
positions {G}, by applying the Whittaker-Shannon interpola-
tion formulae, Eqs. (12) and (13). Consequently, I(G) can be
calculated using the FFT and then resampled to obtain I(Q)
on a fine grid. An apparent problem with this resampling ap-
proach is that Eq. (12) requires summation over an infinite
number of supercell Bragg positions to reproduce the discon-
tinuity in the rectangular cutoff function at ∆rα = ±rcut.
If the infinite summation is replaced by a finite summation,
then large truncation artifacts (Fourier ripples) are introduced
in the cutoff function, which do not vanish even as the num-
ber of summed terms becomes very large; this undesirable ef-
fect is known as the Gibbs phenomenon [52]. However, the
key result of section V A—that the method of sub-boxes ef-
fectively applies a triangular cutoff function—suggests that a
rectangular cutoff function is not necessary or even desirable
for diffuse-scattering calculations. The triangular cutoff func-
tion, and other suitably-chosen continuous functions, can be
approximated by using a finite summation in Eq. (12). Con-
sequently, the scattering intensity can be approximated as
I(Q) ≈
∑
G I(G)W (Q−G)∑
GW (Q−G)
, (44)
where the weight functionW (Q−G) is the Fourier transform
of the cutoff function, and the summation runs over supercell
Bragg positions in the vicinity of Q. This is the basis for the
technique called Lanczos resampling [53, 54], which I discuss
below.
The effects of Lanczos resampling in real and reciprocal
space can be derived in three steps [54]. First, the desired
form of the cutoff function is specified. Second, W (Q −G)
is determined as the Fourier transform of this idealized cut-
off function. Third, W (Q −G) is back-Fourier-transformed
numerically to determine the actual cutoff function obtained
for a finite summation range. Following Lanczos [53], I con-
sider an idealized cutoff function that is equal to unity for
|∆rα| < 0.5(1 − 2/m) and decays linearly to zero over
the range 0.5(1 − 2/m) ≤ |∆rα| ≤ 0.5, where m ≥ 2
is an integer [54]. Hereafter, the nominal cutoff separation
rcut = 0.5(1 − 1/m) is the separation at which the ideal-
ized cutoff function equals 0.5. Since this cutoff function is
the convolution of two rectangular functions, its Fourier trans-
form is the product of two sinc functions, so that
W (Q−G) = Wsinc(Q−G)L(Q−G), (45)
whereWsinc(Q−G) is given by Eq. (13) with rcut = 0.5(1−
1/m), and
L(Q−G) =
{∏
α sinc [pi(Qα −Gα)/m] if |Qα −Gα| < m,
0 otherwise
(46)
is called the window function. Because Eq. (46) is set to zero
outside the central lobe of its sinc function [54], the summa-
tion in Eq. (44) is only taken over the (2m)3 values of G for
which [Qα]−m+1 ≤ Gα ≤ [Qα]+m, where square brackets
denote the floor function. This approach is called windowed-
sinc filtering. It has been widely used for image filtering and
digital-signal processing [55, 56]. It was applied to diffuse-
scattering calculations for the first time by the present author
[57]; a more detailed analysis is given here.
9Example scattering calculations using Lanczos resampling
with m = 2 are shown in figure 1(a)iii–(c)iii and calcula-
tions with m = 4 are shown in figure 1(a)iv–(c)iv. In each
case, I(G) was calculated using the FFT, and I(Q) was then
estimated using Eqs. (13) and (44)–(46). The corresponding
cutoff functions are shown in figure 1(d)iii and 1(d)iv. The
idealized cutoff function for the m = 2 case is a triangular
function, and the actual cutoff function resembles a smoothed
version of it. Consequently, the scattering calculated by Lanc-
zos resampling with m = 2 closely resembles the sub-box
calculation. The Lanczos approach is, however, faster than the
method of sub-boxes by approximately three orders of mag-
nitude. This large improvement arises first from the use of the
FFT, and second because the scattering is only calculated at
the supercell Bragg positions before being resampled to the
401× 401 pixel grid. As the value of m is increased, the cut-
off function increasingly resembles the rectangular function;
hence, by tuning the value of m, it is possible to trade off the
level of noise that can be tolerated against the amount of blur
that is introduced. In particular, choosing m > 2 ensures that
the cutoff function is essentially flat for small ∆rα, so that
correlations at near-neighbour distances can be accurately re-
flected in the scattering pattern.
I mention three possible modifications to the Lanczos re-
sampling approach. First, if I(Q) is calculated on a grid with
axes parallel to the reciprocal-lattice vectors, Eqs. (45) and
(46) can be calculated along each axis in sequence, which re-
duces the computational expense associated with resampling
[55]. Second, whereas the equations above assume that the
idealized cutoff function decays to zero at ∆rα = 0.5, it may
be preferable to choose a cutoff function that decays to zero at
∆rα < 0.5 if further noise suppression is required. This cor-
responds to choosing nsb < nα/2 in the method of sub-boxes.
In the Lanczos approach, an idealized cutoff function with
rcut = (1−1/m)/m′ that decays to zero at |∆rα| = 1/m′ can
be obtained for integer m′ > 2 by replacing m with mm′/2
in Eq. (46). Finally, it may sometimes be preferable to use a
spherically-symmetric cutoff function. This can be achieved
by replacing Eq. (13) with
Wr(|Q−G|) = 4pi|rc|
3
n1n2n3V
[
sin(|Q||rc|)
(|Q||rc|)3 −
cos(|Q||rc|)
(|Q||rc|)2
]
,
(47)
where |rc| = (1 − 1/m)|rmax|, |rmax| is the radius of the
largest sphere that can be inscribed in the supercell, and
n1n2n3V is the supercell volume [56].
VI. CONCLUSIONS
The main result of this article is that diffuse-scattering cal-
culations from atomistic models can be accelerated by at least
two orders of magnitude by applying two fundamental prop-
erties of scattering patterns. The first is that the average lat-
tice of a crystal has the periodicity of the crystallographic unit
cell, even in the presence of disorder; this property allows the
fast Fourier transform (FFT) algorithm to be used to calculate
diffuse scattering, which has not previously been considered
feasible [1]. The second is that the scattering intensity of a pe-
riodic supercell is determined at all wavevectors by its values
at the Bragg positions of the supercell; this observation allows
the scattering intensity to be determined on an arbitrarily fine
wavevector grid without redundant calculations. These obser-
vations are by no means new: indeed, they date to the earliest
work on structural disorder [38] and sampling theory in crys-
tallography [33]. Nevertheless, their importance for diffuse-
scattering calculations has not previously been recognized.
The acceleration of diffuse-scattering calculations enabled
by these results and the associated computer program SCATTY
[27] has important practical implications. Comparisons of
model calculations with the large 3D datasets obtained by
modern X-ray and neutron instruments would previously have
required many hours, but can now be performed in a few min-
utes on a laptop. Moreover, it is now practical to fit models
of the interactions between disorder variables (local displace-
ments, occupancies, or magnetic moments) directly to 3D ex-
perimental datasets in a matter of hours; such fits would previ-
ously have required many weeks or months, which has proved
prohibitive [16, 17]. It is also possible to parallelize the in-
tensity calculations for many supercells, potentially leading
to further reductions in computer time [26]. I therefore an-
ticipate that these developments will make quantitative anal-
ysis of large diffuse-scattering datasets more practical, more
quantitative, and more easily automated. I hope that, sim-
ilar to the advent of 3D data analysis in conventional crys-
tallography approximately 60 years ago, the prospect of 3D
diffuse-scattering analysis identified previously [17] will al-
low the diffuse-scattering approach to be applied to a much
wider range of disordered crystalline materials than has yet
been possible.
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