Absolute automation in certain industries, such as the automotive industry, has proven to be disadvantageous. Robots are fairly capable when performing tasks that are repetitive and demand precision. However, a hybrid solution comprised of the adaptability and resourcefulness of humans cooperating, in the same task, with the precision and efficiency of machines is the next step for automation. Manipulators, however, lack selfadaptability and true collaborative behaviour. And so, through the integration of vision systems, manipulators can perceive their environment and also understand complex interactions. In this paper, a vision-based collaborative proof-of-concept framework is proposed using the Kinect v2, a UR5 robotic manipulator and MATLAB. This framework implements 3 behavioural modes, 1) a Self-Adaptive mode for obstacle detection and avoidance, 2) a Collaborative mode for physical human-robot interaction and 3) a standby Safe mode. These modes are activated with recourse to gestures, by virtue of the body tracking and gesture recognition algorithm of the Kinect v2. Additionally, to allow self-recognition of the robot, the Region Growing segmentation is combined with the UR5's Forward Kinematics for precise, near real-time segmentation. Furthermore, self-adaptive reactive behaviour is implemented by using artificial repulsive action for the manipulator's end-effector. Reaction times were tested for all three modes, being that Collaborative and Safe mode would take up to 5 seconds to accomplish the movement, while Self-Adaptive mode could take up to 10 seconds between reactions.
I. INTRODUCTION
I NDUSTRY 4.0 has created a new paradigm for robotics in manufacturing environments. Physical cooperation between humans and robots has become a necessity in order to allow fluid and efficient production. To implement such collaboration, robotic manipulators are no longer confined to cages and their design has been adjusted. Generally, collaborative solutions are smaller and force-limited, with smoother and softer bodies. Besides their design, collaborative manipulators have built-in force sensors that continuously monitor the joint forces, so if the manipulator happens to collide with a human or some other obstacle, the whole system will cease its activity. Given this, the integration of vision sensors with collaborative manipulators can drastically improve the behaviour of these systems. Once the robot can perceive the environment it inhabits and shares, it can act and react to events according to its tasks and rules, avoiding unnecessary stoppages that might otherwise affect the production flow in an assembly line.
The current paradigm for manufacturing does not take full advantage of the capabilities of humans and robots. Trying to maximize robotic tasks and assigning humans with tasks that are too expensive or difficult to automate. On one hand, humans are, without a doubt, very complex and dynamic beings. They can learn, train and adapt to unforeseen situations. This grants humans the ability to invent and improvise. These abilities are great assets for industries, however, humans are not precise enough and require rest. Robots, on the other hand, are precise systems that can be programmed to repeat tasks continuously but they are not able to adapt or improvise when confronted with a situation that is not contemplated in their programming.
The 4 th Industrial Revolution presents an opportunity to shift this paradigm to one that can exploit the full potential of both humans and robots, by placing the human as the control element for the system in certain functions. This means that robots could interact with the operators according to their needs and ultimately collaborate in the accomplishment of tasks. This new paradigm will place human ingenuity in control of robotic precision, effectively making use of the strengths of both humans and machines.
Several vision-based robotic solutions have been implemented to support safe physical collaborative interactions between humans and manipulators. In [1] , using a Kinect v1 a depth space approach for obstacle distance calculation is presented. This approach is then applied to real-time collision avoidance for a KUKA robotic manipulator utilizing repulsive vectors.
In [2] , a method for obstacle detection with the Kinect v1 for a robotic manipulator is presented. In this paper, an analytical solution is proposed for Extrinsic parameter estimation and the manipulator segmentation is achieved through 3D modelling associated with the kinematic properties of the manipulator. At the end of the study, the manipulator is shown to be deleted from the point-cloud of the scene captured by the sensor.
Moreover in [3] a real-time collaborative solution is presented which implements several Kinects. In this paper, the human is constantly tracked and the robot trajectory is predicted in order to avoid collisions. The proposed solution is later validated using a 5 DoF manipulator in a collaborative Fig. 1 . Pinhole Camera Model [8] assembly task.
Using the Point-Cloud generated by the Kinect, in [4] a collision avoidance path planner is implemented for pick-andplace tasks, through the use of ROS.
A system that implements gesture control through vision is proposed in [5] . This system allows the manipulator to imitate the motion of the user's right arm, which is captured by the Kinect, processed and sent to the manipulator with recourse to an Arduino microcontroller.
Lastly in [6] , with recourse to a time-of-flight sensor, a realtime path planner for a 7 DoF manipulator is implemented. The proposed solution utilizes two phases, the pre-processing phase that generates a roadmap for an environment that is clear of obstacles and maps the workspace, and the online stage that evaluates the parts of the roadmap that are blocked, invalidating them and recalculating a new route.
In the present paper a solution which combines both gesture control, collision avoidance and collaborative behaviour is presented. Using a Kinect v2, the manipulator will be able to understand, through gestures, which of the three implemented behavioural modes the user wants the robot to engage. Allowing the robot to, on command and according to the user's needs, behave in a collaborative manner, allowing physical interaction with the user, or in a more independent fashion, adapting to its environment, avoiding objects that may invade its space. This paper is based on the Master's thesis presented in [7] . Please refer to this dissertation for more details regarding the implementation and testing of this work.
The structure of this paper is divided into in following Sections: Background in Section II, Implementation in Section III, Tests and Results in Section IV, Discussion in Section V and lastly the Conclusion in Section VI.
II. BACKGROUND

A. Camera Model Theory
According to [8] the model of a pinhole camera, represented in Figure 1 , consists of an image plane I, a focal plane F, which are parallel to each other, and a point called the optical centre C that belongs to F.
The focal length is defined as the distance between C and I.
The optical axis f , is the line that is perpendicular to the focal and image plane and passes through the optical centre. The intersection of f with the image plane is called the principal point c. To be able to use this model, two sets of parameters are needed.
The first one are the Intrinsic parameters, which relate the position of a point in the coordinate frame of the focal plane and the position of its projection in the image plane. These parameters can be expressed in the form of a matrix K:
Where fx and fy are the focal lengths. In a true pinhole camera fy is equal to fx, which should be the same as f that has been mentioned above, but in practice, these values can differ for a variety of reasons, such as flaws in the digital sensor and unintentional distortion from the lens.
Values cx and cy are the principle point offset which depends on the origin of the image plane. Usually, the origin is defined at the upper left corner, with the y-axis going down and the x-axis going to the right. This means that cx and cy are the displacement values of the principle point according to the frame of the image plane.
The pixel skew s is defined as:
Where α is the angle between the vertical image axis and the axis that is perpendicular to the horizontal image axis.
And finally, the second set are the Extrinsic parameters, which relate the position of a point in the coordinate frame of the focal plane to the position of the same point in the world frame of reference. These parameters can be expressed in the form of a matrix E:
Where R is a 3 by 3 rotation matrix and t is a 3 by 1 translation vector in relation to the world frame.
B. Perspective Projection
According to [9] , a simple way to derive the equations that relate 3D projections to 2D space is by using perspective projection geometry, shown in Figure 2 .
A point in 3D space,
has its 2D projection
Given that the focal length value f is known, resulting in: Fig. 2 . Perspective Projection Geometry [9] But recalling the previous Section, it is known that each axis can, in fact, have distinct focal lengths, resulting in:
Also, the principle point offset has to be considered since the frame origin of the image plane is not the principle point:
x cartesian · f x z cartesian +cx y = y cartesian · f y z cartesian +cy (6) Equations 6 will provide the approximately correct pixel point, (x , y ) given a point in the Cartesian frame of reference of the camera, also denominated Camera Space.
C. Robotics: Denavit-Hartenberg Convention
To achieve an accurate position and orientation of the endeffector it is imperative to have the correct rotation matrices and translation vectors that express the Forward Kinematics of the manipulator. The higher the number of DoF the manipulator posses the more complex the mathematical procedure to obtain the Homogeneous Transformation matrices becomes.
Given this a convention was presented in [10] , that greatly simplifies the Forward Kinematics mathematical procedure. By following a set of rules when assigning frame coordinates to the manipulator, it is possible to get the Denavit-Hartenberg parameters that will then be fed into a generalized Homogeneous Transformation matrix.
The set of rules for coordinate frame assignment is comprised of:
• Rule 1: The Z-axis must be the axis of rotation for a revolute joint or the direction of motion for a prismatic joint; • Rule 2: The X-axis must be perpendicular both to its own Z-axis and the Z-axis from the frame preceding it; • Rule 3: All frame must follow the right-hand rule; • Rule 4: Each X-axis must intersect the Z-axis of the frame that precedes it. After the implementation of these rules, the DH parameters can be found. It is usual to construct a table as shown in Table  I . Where:
• θ i is defined as the rotation around Z i−1 that is required so that X i−1 matches X i ; • α i is defined as the rotation around X i that is required to get Z i−1 to match Z i ; I  DH PARAMETER TABLE   Link Rotation
• a i is defined as the distance from the origin of frame i (f i ) to the origin of frame i−1 (f i−1 ) along the X i axis 1 ; • d i is defined as the distance from the origin of frame i−1 (f i−1 ) to the origin of frame i (f i ) along the Z i−1 direction. Once the parameters have been obtained, they can be plugged into the Homogeneous Transformation matrix formulated by the convention. The DH convention states that each Homogeneous Transformation matrix H n , where n is the number of the joint, is represented as the product of four basic transformations, detailed further in [11] : Resulting in the base Homogeneous Transformation matrix for the DH parameters:
It is important to notice that the Homogeneous Transformation matrix H n , is in relation to the previous frame.
D. Image Segmentation
The Region Growing algorithm is an iterative approach for segmentation, where the starting pixel, or also called seed, is obtained either manually or, in certain applications, by using some detection algorithm. In each iteration, the method evaluates the neighbourhood of the seed point, and if the pixels in the neighbourhood verify an aggregation criterion, they become part of the region and future seed points for the following iterations. The aggregation criteria are normally based on a maximum threshold for pixel intensity difference between the average intensity of the region and the pixel being considered in the neighbourhood. The algorithm ends when there are no new seed points to evaluate.
E. Kabsch Algorithm
Presented in [12] , with a later correction in [13] , the Kabsch algorithm was created to help find the best "rotation to fit a given atomic arrangement to approximately measured coordinates.". This means that this algorithm calculates the rotation matrix between two paired sets of points so that the root mean squared deviation is minimized.
The mathematical description of this algorithm is quite complex. However, it has been implemented in several programming languages such as MATLAB [14] , Python [15] and C++ [16] . A quick overview of how this algorithm works, according to the MATLAB implementation, is described below: 
The sets of points are translated to the same frame of reference by subtracting their respective centroid:
• The Covariance matrix is calculated:
• The Covariance matrix is decomposed through Singular Value Decomposition:
• Next if |V U T | > 0 , the rotation matrix is updated:
And the translation vector is given by:
III. IMPLEMENTATION
In this section the implementation of this work is described. Firstly, the System Architecture will be presented, listing the hardware and software used to accomplish this endeavor. Following this, the System Calibration will be detailed. System calibration is crucial since it correlates the image space with the robot's space, allowing the robot to understand the distances between itself and its surroundings through vision. Lastly the Behavioural Modes are specified and the block diagram of how they are implemented is shown.
A. System Architecture
The proposed solution for the vision-based collaborative system employs a Kinect v2, a UR5 manipulator from Universal Robotics, a human and a computer running MATLAB. In Figure 3 the main architecture of the implemented system is depicted.
As shown, the computer running MATLAB is the "brain" of the system, interpreting and relating visual information that is received from the Kinect v2 with information received from the UR5, following with commands to the UR5 in order to act upon the processed information appropriately. The Kinect continuously streams the depth map of the workspace to the computer, while also tracking the body of the human within the workspace. In the proposed solution the MATLAB script captures the stream of data being broadcast by the UR5 that has information relative to the end-effector position and the current joint values. There are three behavioural modes implemented that will be described further down this Section.
B. System Calibration
Robotic manipulators and cameras, as every physical object, inhabit a 3-dimensional space. However digital images do not exist in the same 3-dimensional space. They are 2-dimensional projections of a 3-dimensional scene, meaning there is a relation between them but they are not directly comparable. Since it is required to work with both images and physical objects, there needs to be coherence when relating the two entities. Given this, a proper calibration is essential to guarantee that all the system's components are mathematically related.
1) Forward Kinematics: Through Forward Kinematics, the Cartesian positions of the manipulator's joints can be calculated, given the joint values. Following the rules of axis assignment stated by the Denavit-Hartenberg Convention the kinematic diagram can be constructed.
Universal Robots provides the DH-parameter table for the UR5, and so, calculating the Homogeneous Transformation matrices becomes trivial utilizing Equation 7. Using this standard, each Homogeneous Transformation matrix is calculated in MATLAB as soon as the joint values are received from the manipulator. With this, the Forward Kinematics for the UR5 are completely defined.
2) Intrinsic Parameters: The Intrinsic parameters of a camera are purely dependent on the physical construction of the device itself. However, there are several toolboxes for Intrinsic parameter estimation. Following [17] , the Graphics and Media Lab (GML) C++ Camera Calibration Toolbox was selected to estimate the Intrinsic parameters for the Kinect v2.
Given that the depth image and IR image are created from the same IR sensor, the Intrinsic parameters can be obtained by taking IR pictures with the Kinect of 4 different checkerboard templates that are provided with the toolbox. Around 100 IR pictures were taken, but only 76 were deemed suitable for calibration by the GML toolbox. Feeding the images into the toolbox and running the calibration protocol returned the following matrix for the Intrinsic parameters: 3) Extrinsic Parameters: The Extrinsic parameters are determined by the position of the Kinect in relation to the world reference frame. For simplicity, the UR5 base frame was selected as the world frame since the end-effector's coordinates are expressed in relation to it. By choosing the robot's base frame as the world frame, and the centre of the end-effector as the interest point, calibration can be achieved by understanding where the interest point is in the Kinect's space. To estimate the Extrinsic parameters the Kabsch algorithm was used. Given these two sets of points in different frames of reference were created. This was achieved by placing the end-effector of the manipulator, which is the interest point, in a variety of positions. For each position, for the first set of points, the coordinates in relation to the base frame were recorded. This is quite simple since the UR5 tablet interface monitors these values.
For the second set of points, the process is considerably more exhaustive. With the Intrinsic parameters already calculated, for each position, a picture must be taken. One would assume that a depth image would suffice, however, in a depth map there is no way of understanding where the centre of the end-effector resides since there is no detail in this type of image.
To circumvent this issue, a marker can be placed at the centre of the end-effector and for each depth picture that is taken, an IR picture must also be shot. This way, the pixel position of the centre can be found in the IR image. Since the depth image and IR image are the same dimension and are produced by the same sensor, the pixel positions in the IR image are the exact same in the depth image, and this way the depth value for a specific pixel can be extracted. With the pixel position and depth value extracted, by using the Intrinsic parameters, the Cartesian position of the interest point in relation to the Kinect's frame can be calculated by means of Equation 13 , which are derived from Equation 6. It is important to recognize that the depth value in the depth map is expressed in millimetres and is already in relation to the Z-axis of the Kinect, meaning that z camera = depth.
These camera coordinates will constitute the second set of points. 10 end-effector positions were chosen based on two ground rules: 1) The marker on the end-effector should be clearly visible in the IR image and 2) the positions should be spread in space as much as possible. Finally, the two sets of points created were fed to the Kabsch algorithm. A Homogeneous Transformation matrix was constructed from the rotation matrix and the translation vector that was calculated by the algorithm.
C. Behavioural Modes 1) Self-Adaptive Mode: As shown in Figure 4 , Self-Adaptive mode is activated when the Kinect detects the user with both hands open. Once this gesture is detected, the computer will inform the user, through an audio message, Fig. 4 . State Machine Diagram for Implemented Modes that this mode has been engaged. This mode stays in loop until the Kinect detects the left hand of the user in the lasso position. The left hand in lasso gesture is set to break out of the loop and an audio message is issued to inform the user that the manipulator is no longer in Self-Adaptive mode. When active, Self-Adaptive mode attempts to avoid any obstacle that is contained in the considered safe volume. If the calculated target point is not within the workspace of the manipulator an audio message is played, informing the user.
Self-Adaptive mode can be deconstructed into 3 smaller sequential segments: Depth Frame Processing, Obstacle Detection and Repulsive Action. In the Depth Frame Processing segment the depth image is filtered with a Median filter to eliminate some of the noise, and the Cartesian coordinates of the joints are calculated through FK and then transformed into the depth space. With the pixel positions of the joints the Region Growing algorithm uses the origin of the 3 rd wrist and the base of the manipulator as seeds. By using two seed points the correct segmentation for the manipulator is guaranteed.
Once the manipulator is removed, Obstacle Detection starts. In this segment a surveillance volume, shaped as a cube, is created around the end-effector. If there are no obstacles detected, the manipulator maintains its position. If an obstacle exists within the surveillance volume, every pixel that represents the obstacle is marked and Repulsive Action begins.
Once an obstacle is detected, every pixel from the obstacle is translated into camera space and subsequently into the world frame of reference. Since the end-effector's Cartesian position in relation to the world is known, for each obstacle point the Euclidean distance and direction vector to the end-effector is calculated. During the iterations, the normalized vectors are added. At the end of the iterations, the final normalized vector is divided by the number of iterations. This vector is the direction in which the robotic manipulator must move to safely retreat from the obstacle. This target point is the result of translating the end-effector position by the final normalized vector.
2) Collaborative Mode: Returning to Figure 4 , Collaborative mode is activated when the Kinect detects the right hand of the user in lasso. Once again, the respective audio message is played to inform the user that the mode has been activated. Collaborative mode does not require deactivation, once it has completed its purpose, it will return to the initial state. The Collaborative mode allows human controlled physical interaction with the manipulator. Upon activation of this mode, the position in the depth image of the user's left hand is acquired. This pixel position is then transformed into camera space, and subsequently into the world frame of reference. This becomes the Cartesian target point for the end-effector of the UR5. Meaning this mode sends the UR5 end-effector to the left hand of the user. In case the left hand of the user is out of the manipulator's reach, an audio message is played so that the user is aware that the robot cannot make contact.
3) Safe Mode: Safe Mode is the simplest of the three. Returning one last time to Figure 4 , it is possible to see that Safe mode is activated once the Kinect detects the right hand of the user in the closed position. Once Safe mode is activated, the respective audio message is played and the manipulator returns to a Cartesian target point that is set up a priori.
IV. TESTS AND RESULTS
A. Framework Testing
To evaluate the real-world application of the framework, two scenarios were created. In the first scenario, a static manipulator is being commanded by gestures from the user. The metrics of evaluation are the time since the gesture is recognized until the action is complete for Collaborative and Safe mode. The results can be viewed in Figure 5 for the Collaborative Mode and in Figure 6 for Safe Mode.
In the second scenario, the manipulator is placed in a position where an obstacle is already in the surveillance region, and the tester will act as the "dynamic" obstacle. During this scenario, reaction time between the movements and successful avoidance are the evaluation metrics. The results can be viewed in Figure 7 .
During the tests conducted, the Kinect did have false detections. A false detection is the activation or deactivation of a mode when the user either does not have the respective 
B. User Learning Curve
To understand if gesture activated modes for collaborative robotics are confusing to learn in real-world applications from the point of view of a person who has no knowledge on the inner workings of the framework, a small test was created. The main goal of this test is to understand if the gestures are hard to remember, based on a single explanation with a practical demonstration of the framework. This test is conducted in the following way:
A person is brought to the room where the framework is set up and is shown how the modes are activated, deactivated and their respective behaviour. Trigger words for the modes are set to help memorize the gestures. So, the test subject should show the gesture for Collaborative mode if the tester asks for "Collaboration". When asked for "Safe Point" the test subject should show the gesture for Safe mode. To activate Self-Adaptive mode the set trigger word was "Avoidance" and to deactivate it simply "Deactivate" would be asked. The test subject is then invited to stand next to the robotic manipulator and when the tester speaks the trigger word the subject must then show the respective gesture.
The sequence of 9 gestures, described below, was tested on 20 test subjects: • 1 st Collaborative; • 2 nd Safe; • 3 rd Self-Adaptive; • 4 th Deactivation of Self-Adaptive; • 5 th Self-Adaptive; • 6 th Deactivation of Self-Adaptive; • 7 th Collaborative; • 8 th Collaborative; • 9 th Safe. The overall score of the experiment was 8.7 out of 9.
V. DISCUSSION
During development, some limitations were set in order to simplify implementation:
• The system supports one user at a time; • The manipulator is always sent to a target point with a neutral orientation, meaning r x = r y = r z = 0; • The system is in a controlled environment related to lighting; • The manipulator is restricted to a workspace. Gesture Detection is a feature that the Kinect v2 employs through body tracking. The detection times feel fluid for human interaction. With clear view of the human, the Kinect is fairly capable. During the tests, the gesture that generally took longer to be detected was closed hand. This might occur since the closed hand position does not possess any protruding feature, such as lasso, where two fingers are clearly visible but not the thumb, or open hand where all fingers, including the thumb, are discernible from each other. But in closed hand, the thumb overlaps the fingers and has no distinguishable feature to lock on to. The Kinect's positioning is also an important factor for correct gesture detection. If the human is not facing the Kinect, the body tracking abilities are compromised.
During testing a small number of detections were false, 27 out of 145. This is thought to be a consequence of three things: Firstly, the moment the algorithm orders the Kinect to capture the frame; secondly, the hand position of the user, meaning the user might not intend to activate a mode but unknowingly is holding his hand in a position that the Kinect might recognize as some gesture; and thirdly, the uncertainty in the Kinect's body tracking algorithm. The false gesture detection problem might be solved by creating specific spatial positions for the gestures to activate the modes. As an example, the user must show the gesture and it is only valid if it is shown above the user's head.
Analyzing the Region Growing algorithm for the removal of the manipulator from the frame, it is possible to see that this method increments the complexity and the time that the Self-Adaptive mode takes to run. But this removal is still necessary and with parallel computing, this method could be enhanced even further. The main advantage of this method for segmentation is that the 3D modelling of the robotic manipulator is avoided, meaning if there are several robotic manipulators of different manufacturers on the shop-floor, this method does not need information on the physical aspect or shape of the robots, and simply receives as input the depth image and the location of two seed points along the body of the manipulator. This also allows the user to modify the manipulator with different tooltips and add-ons without having to reprogram the segmentation algorithm.
The two main setbacks of this method are the case where an obstacle is fast enough that it is able to touch the manipulator and the one where unobstructed view to the manipulator is not possible. For the first case, once in contact with the manipulator, the algorithm will assume the obstacle is part of the manipulator and it will no longer be recognized as an obstacle. This can be mitigated with a larger surveillance volume or a semantic segmentation algorithm with the Kinect's RGB camera. The second case is a bit more complicated since it is not possible to cover all blind spots with one camera. The integration of several cameras with different points of view might be able to aid in avoiding this issue.
The main advantage of Repulsive Action is that there is no need for a map of the space around the manipulator or a planning phase, making it considerably useful for dynamic environments where reactive behaviour is intended. This method can be extended and enhanced by adding attractive vectors, for path recalculation, meaning target points will attract the endeffector while obstacles will repel it. A problem of this method is that it is highly dependent on the capabilities of the vision sensor, which means that if the sensor is not able to correctly capture some type of material that belongs to the obstacle, this part of the obstacle will not be accounted for, possibly causing an unwanted interaction.
The last experiment, related to the human part of the process, was to understand if gestures are an easy communication manner in order to express commands. So out of 20 test subjects, the overall score for the test was 8.7 out of 9. This result is taken from a first interaction with a small demonstration, without any specialized training. From this experiment, it is possible to extrapolate, based on the study done in [18] , which was later in revalidated in [19] , that for an operator with around 3 days of proper training, these gestures would be simple enough to remember and use in a real-world application. The interest in having gestures for commands is that gestures remove barriers such as language, pronunciation and capturing sound from possibly loud workplaces. According to the collected data, gestures can be considered a useful and efficient tool for human-robot communication.
VI. CONCLUSION
have flaws, the main one being, for applications that require reactive behaviour based on vision, that if an obstacle is fast enough to create contact with the manipulator, it will be considered part of the manipulator. This flaw, however, is what allows the manipulator to have physical add-ons without any modifications of the segmentation method. For obstacle detection this issue can be countered by augmenting the surveillance volume, allowing for an earlier detection of a fast-moving obstacle, and/or adding semantic segmentation using the RGB camera of the Kinect that can differentiate between objects that are supposed to belong to the manipulator and objects that are to be considered obstacles even though they are in contact with the manipulator.
For obstacle avoidance, the application of artificial repulsive action was shown to be useful for dynamic environments. This method can be further extended to not only avoid obstacles but to do so while navigating to a target point by using artificial attractive action, effectively rendering the complete implementation of Artificial Potential Fields.
Gesture control was also shown to be an easy way to express commands to a robot, from the perspective of a human operator. Gesture control allows the elimination of language barriers and pronunciation differences. Gesture control is still highly conditioned by the quality of the tracking and recognition algorithms, but, as machine learning methods progress and computational power increases, the tracking and recognition of the human body and expressions will certainly follow suit. 
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