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Abstract
Some bounds for G1{G2 bipartite Ramsey numbers b(G1;G2) are given, which imply that
b(K2;2;K1; n) = n + q for the range q2 − q + 16n6q2, where q is a prime power. Our new
construction establishes in particular that b(K2; n;K2; n) = 4n − 3 if 4n − 3 is a prime power,
reinforcing a weaker form of a conjecture due to Beineke and Schwenk. Particular relationships
between b(G1;G2) and G1{G2 Ramsey numbers are also determined. c© 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Given G1 and G2 bipartite graphs, the bipartite Ramsey number b(G1;G2) is the
least positive integer b such that if the edges of Kb;b are colored with two colors, then
there will always exist an isomorphic copy of G1 in the rst color, or a copy of G2
in the second color. In other words, b(G1;G2) is the least positive integer b such that
given any subgraph H of the complete bipartite graph Kb;b, either H contains a copy
of G1 or there exists a copy of G2 in H c (where H c is the complement of H relative
to Kb;b).
The numbers b(G1;G2) are known for the following pairs: G1 and G2 stars; G1 and
G2 paths [9]; and more recently for G1 path and G2 star [13].
In this paper we rst focus on the case b(n)= b(K2;2;K1; n), which is closely related
to the well-known Zarankiewicz problem (see [10], for an overview). Indeed, one can
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rephrase some previous results in terms of the Zarankiewicz problem in the following
ways (see [10, p. 129]):
(I) b(q2 − q+ 1) = q2 + 1, where q is a prime power;
(II) b(q2 + 1) = q2 + q+ 2, where q is a prime power.
The second section presents some bounds for b(K2;2;K1; n). In particular, we determine
the values of b(K2;2;K1; n) for the range q2− q+16n6q2, where q is a prime power.
This result generalizes (I).
In the third section we consider the diagonal numbers b(K2; n;K2; n). Several papers,
for example [1,5,10,14], have considered distinct approaches to numbers b(G1;G2),
either studying the connections to the Zarankiewicz problem, or investigating connec-
tions to the Hadamard matrices. Beineke and Schwenk [1] proved that if there exists a
Hadamard matrix of order 2(n− 1), with odd n, then b(K2; n;K2; n)= 4n− 3. Therefore,
the values of b(K2; n;K2; n) are known when n is a small odd number. However, the
bounds in [1] leave room for a gap of one for these numbers when n is a small even
number.
The main objective of this paper is to show a new class of optimal lower bounds for
b(K2; n;K2; n), whose construction is based on strongly regular graphs. As an application,
we complete the range of exact values when 26n617, n 6= 6. These results were
inspired by the methods in [8].
Another related extremal problem is the determination of the classical generalized
Ramsey numbers r(G1;G2). The case r(K2;m;K1; n) was investigated by Parson [15{17].
The diagonal numbers r(K2; n;K2; n) were studied by Chung and Graham [7,8]. The
tables for the known exact values and bounds appear in [18].
The main known results about r(n) = r(K2;2;K1; n) are (according to [15,4,6,16]):
(III) for all n>2, r(n)6n+ dpn e+1, where dxe denotes the least integer not lower
than x;
(IV) if q is a prime power, then r(q2 + i) = q2 + q+ 1 + i, where 06i61;
(V) for every suciently large n, r(n)>n+
p
n− 6n(11=40);
(VI) for every n>2, r(n+ 1)6r(n) + 2;
(VII) if there exists a (v; k; 1)-design with polarity, then r(v − k + 1) = v + 1
or v+ 2.
Particular connections between r(G1;G2) and b(G1;G2) are obtained, which imply the
determination of some exact values for b(K2;2;K1; n) and b(K2; n;K2; n).
We rst introduce some graph theory terminology. As usual, VG and EG represent
the vertex and edge sets of a graph G = (VG;EG) and G denotes the complement of
G relative to KjVGj. The symbols NG(v), (G), (G) represent the set of neighbors of
the vertex v and the minimum and maximum degree of G; respectively. The letters A
and B denote the vertex sets of bipartite graph H = (A; B;EH ), and H c denotes the
complement of H relative to KjAj; jBj. The simplied notation G1 6G means that G does
not contain a subgraph isomorphic to G1.
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2. The numbers b(K2;2;K1;n)
The abbreviations b(n) = b(K2;2;K1; n) and r(n) = r(K2;2;K1; n) are used to simplify
notation. We begin by proving an upper bound for b(K2;2;K1; n).
Proposition 1 (upper bound). For n>2;
b(n)6n+ dpn e
Proof. Let z= n+ dpn e and H a subgraph of Kz;z such that H c has no copy of K1; n,
that is, (H c)6n − 1. Since (H)>z − n + 1, with z(z − n + 1) edges of H , there












then at least one of these 2-tuples is repeated, forming a copy of K2;2 in H . But the
last inequality reduces to dpn e2 + dpn e>n+ dpn e, which completes the proof.
Parson [17, p. 376], noted that for bipartite graphs G1 and G2, r(G1;G2)62:b(G1;G2).
The next result improves the previous relations for a special case, which implies some
exact values for b(K2;2;K1; n). Its proof makes use of bipartite double graphs, described
as follows.
For a graph F = (fv1; v2; : : : ; vpg; EF); the bipartite double of F , denoted by ~F; is
the graph ~F = (A; B;E ~F) whose vertices are partition classes A = fa1; a2; : : : ; apg and
B = fb1; b2; : : : ; bpg, and whose edges satisfy the relation: aibj 2E ~F if and only if
vivj 2EF; where 16i; j6p (see [3, p. 24]).
Theorem 2. For every n;
r(K2;2;K1; n)6b(K2;2;K1; n+1):
Proof. Let p = r(K2;2;K1; n) − 1 and suppose that G is a subgraph of Kp such that
K2;2 6G and K1; n 6 G. We must construct a graph H of Kp;p such that K2;2 6H and
K1; n+1 6H c. Consider H = ~G, the bipartite double of G.
Suppose, by way of contradiction, that there exists a copy of K2;2 in H , say far; asg
fbt ; bugEH . Since G has no loops, the four indices r; s; t; u are distinct, and by con-
struction we obtain that fvr; vsgfvt ; vugEF , which constitutes a copy of K2;2 in G,
a contradiction.
Now it remains to be proven that K1; n+1 6H c. We note that aibj 2EH c if and only
if either vivj 62 EG or if i = j. Hence H c = ( ~G)c is the extended bipartite double of
G (see [3, p. 26]). In the graphs G and H c, jN (ai)j= jN (bi)j= jN (vi)j+ 1 for every
16i6p; and using the hypothesis ( G)6n− 1, we have (H c)6n.
Corollary 3. If n is not the square of a number and r(n) = n + dpn e + 1; then
b(n+ 1) = r(n).
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Proof. The hypothesis, together with the previous theorem and Proposition 1 imply
that
n+ dpn e+ 1 = r(n)6b(n+ 1)6n+ 1 + dpn+ 1e:
Since n is not the square of a number, dpn e= dpn+ 1e and the result follows.
Another immediate application of Theorem 2 is:
Corollary 4. The following relations hold for b(n) :
(a) for every suciently large n; b(n+ 1)>n+
p
n− 6n(11=40);
(b) if there exists a (v; k; 1)-design with polarity; then b(v− k + 2) is either v+ 1 or
v+ 2. Moreover; if r(v− k + 1) = v+ 2 then b(v− k + 2) = v+ 2.
Proof. Theorem 2 and (V) immediately imply item (a). For part (b), note that since the
condition k(k−1)=v−1 necessarily holds for the (v; k; 1)-design, then dpv− k + 2 e=k.
Now use (VII) and Theorem 2 for n= v− k + 1.
As a consequence, in view of these results, we obtain immediately:
Corollary 5 (Example of application).
(a) b(8) = 11 and b(16) = 20;
(b) if q is a prime power; then b(q2 + 2) = q2 + q+ 2 or q2 + q+ 3.
Proof. Part (a) holds because r(7) = 11 (cf. [15, p. 35]) and r(15) = 20 (cf. [18,
p. 6]). Part (b) follows from (IV), Theorem 2 and Proposition 1.
Using resolvable designs (see [2] for example) we determine the exact numbers
b(K2;2;K1; n) for the range q2−q+16n6q2; where q is a prime power, extending (I).
Theorem 6. If q is a prime power and 06i6q; then
q2 + i<b(q2 − q+ 1 + i):
Proof. Note rst that a square matrix M of order p with entries in f0; 1g induces a
partition fH;H cg on the edges of Kp;p in the standard way: H is represented by entries
of M with value 1, and the entries with value 0 form H c. Thus, Km;nH if and only
if there exists a m n or n m monochromatic submatrix with color 1.
Consider the resolvable design (q2; q; 1 _) formed by points f1; 2; : : : ; q2g and by the
collection of blocks B1; B2; : : : ; Bq2+q which satises the following conditions: (i) Bq2+j=
f(j− 1)q+ 1; : : : ; jqg for every j; 16j6q; (ii) for every u; 16u6q+ 1; the q blocks
B(u−1)q+1; : : : ; Buq produce a parallel class, that is, these blocks form a partition of q2
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(f jg  Bj); B=
q2+i[
j=q2+1
(f jg  Bj); C =
q2+i[
j=q2+1
(Bj  f jg);
where  denotes the cartesian product. Consider M the following square matrix of order
q2 + i: M (x; y)=1 if (x; y)2A[B[C and M (x; y)=0 otherwise. Since every row or
column of M has q or q+1 entries 1, there exists no monochromatic 1(q2−q+1+ i)
or (q2 − q+ 1 + i) 1 submatrix whose entries are all 0.
On the other hand, consider the submatrix fr; sg  ft; ug with entries 1. The proof
is divided into three cases:
Case 1: if 16t <u6q2. By construction of M , we have ft; ugBr\Bs, and so r=s.
Case 2: if q2+16t6u6q2+i: The denition of the set C establishes that r 2Bu\Bt .
But each point, in particular r, appears in at most one of the blocks Bq2+1; : : : ; Bq2+i.
Thus u= t.
Case 3: if 16t6q2 and q2 + 16u6q2 + i. In a similar way, the denition of C
implies that fr; sgBu; therefore the two numbers would have to satisfy (j − 1)q +
16r; s6jq; for any 16j6q. On the other hand, the denition of the set A implies
that t 2Br\Bs, whose blocks are in the same parallel class, and thus r=s. In all cases,
either r = s holds or t = u holds. Thus there exists no 2  2 submatrix of M whose
entries are all 1.
Example 7. We exhibit the above construction for the particular case q= 2. Take the
set of points f1; 2; 3; 4g and the blocks: B1 = f1; 3g, B2 = f2; 4g, B3 = f1; 4g; B4 =
f2; 3g; B5 = f1; 2g; B6 = f3; 4g. Thus, we obtain the square matrices of order 4; 5; 6
for i = 0; 1; 2; respectively.
Note that the previous theorem and upper bound immediately imply:
Corollary 8. If q is a prime power and 06i6q− 1; then
b(q2 − q+ 1 + i) = q2 + 1 + i:
3. The numbers b(K2;n;K2;n)
In this section we use the simplied notation: r(2; n) = r(K2; n;K2; n) and b(2; n) =
b(K2; n;K2; n). As mentioned in the introduction, several authors investigate (in [1,10,14]
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the numbers b(2; n). Results obtained by Beineke and Schwenk [1] imply that:
(VIII) for every n; b(2; n)64n− 3;
(IX) if n = 2 or if there exists a Hadamard matrix of order 2(n − 1), odd n, then
b(2; n) = 4n− 3;
(X) if there exists a Hadamard matrix of order 4n−4; then 4n−46b(2; n)64n−3:
The existence of Hadamard matrices of order 4n is known for 16n666 (cf. [2,
p. 622]). Therefore, the values of b(2; n) can be computed for the rst 66 odd numbers,
for example: b(2; 3) = 9; b(2; 5) = 17: However, the bound (X) leaves a gap of one
for b(2; n) when n is even and small.
The main purpose of this section is to show a new class of optimal lower bounds for
b(2; n); whose construction is based on strongly regular graphs and, as an application,
to determine these exact values for 26n617; with n 6= 6. Results in this section have
been inspired by the methods of [8].
Recall that G is a strongly regular graph with parameters (p; k; ; ) when: (i) G
has p vertices; (ii) G is regular with valence k; (iii) if the edge vw2EG; then jN (v)\
N (w)j=; (iv) if the edge vw =2 EG; then jN (v)\N (w)j= (for denitions and results
see [12]).
Exoo et al. [8] proved that:
Theorem 9. For n>2; r(2; n)=4n−2 if and only if a strongly regular graph (4n−3;
2n− 2; n− 2; n− 1) exists.
Using such graphs, Hadamard matrices, and a particular construction for n=6, they
obtained
Corollary 10. For 26n616 with n 6= 6; 9; 15 we have r(2; n) = 4n − 2; while
r(2; n) = 4n− 3 for n= 6; 9; 15.
Our main result is:
Theorem 11. If a strongly regular (4n − 3; 2n − 2; n − 2; n − 1)-graph exists then
b(2; n) = 4n− 3.
Proof. The upper bound holds for every n, cf. (VIII). Let p=4n− 4 and G=(V; EG)
be the graph of the hypothesis, where V = fv1; v2; : : : ; vp;1g: Note that K2; n 6G:
Now we construct a subgraph H = (A; B;EH ) of Kp;p by suitable modications
of G. Denote by G1 the subgraph of G induced by vertices v1; v2; : : : ; vp. The
graph H is obtained from the bipartite double of G1; ~G1; by the joining of edges
faibi= 1vi 2EGg, that is,
aibj 2EH ,

vivj 2EG if i 6= j;
vi12EG if i = j; (1)
where 16i; j6p .
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We claim that H has no copy of K2; n. The proof is by contradiction; suppose, without
loss of generality, that there exists far; asg  fb1; b2; : : : ; bngEH . We consider three
cases:
Case 1: The n + 2 labels r; s; 1; 2; : : : ; n are distinct. By (1), it is clear that
fv1; v2; : : : ; vngN (vr) \ N (vs), which produces a contradiction, because G has no
copy of K2; n:
Case 2: There are n+ 1 distinct symbols, say r = 1: In this situation, fv2; : : : ; vng
N (v1) \ N (vs). Since asb1 2EH and s 6= 1; by (1), we have vsv1 2EG, that is, vs and
v1 are adjacent vertices in G, with at least n − 1 neighboring vertices of both vs and
v1. Because G is strongly regular, the third parameter is violated.
Case 3: There are only n distinct symbols, say r=1 and s=2: In this case, note that
a1b1 2EH and a2b2 2EH ; then v112EG and v212EG. Moreover fv3; : : : ; vngN (v1)\
N (v2). The vertex 1 is adjacent to both v1 and v2, then jN (v1) \ N (v2)j>n− 1. But
v1 and v2 are adjacent in G, since a1b2 2EH . This violates the third parameter of G.
Since G is also a strongly regular graph with the same parameters, a similar argument
shows that K2; n 6H c. The proof is complete.
Example 12. By the construction above, the strongly regular (5; 2; 0; 1)-cycle G =
(1; v2; v4; v1; v3;1) is transformed into the cycle of 8 vertices H = (a1; b3; a3; b1;
a4; b2; a2; b4; a1). Note that G; G;H , and H c have no copy of K2;2.
Strongly regular (4n− 3; 2n− 2; n− 2; n− 1)-graphs are known to exist when 4n− 3
is a prime power, or when n= 12 (see [8]). We thus have:
Corollary 13. If 4n− 3 is a prime power or n= 12; then b(2; n) = 4n− 3:
Remark. This class of numbers provides evidence supporting a weaker form of the
conjecture according to Beineke and Schwenk: b(2; n)=4n− 3 for all n (see [1]). The
original (and stronger) conjecture was disproved by Irving [14].
As a consequence of Theorem 9 the above theorem can be reformulated as:
Theorem 14. If r(2; n) = 4n− 2 then b(2; n) = 4n− 3:
As an immediate consequence, we obtain:
Corollary 15. For every n such that 26n617; n 6= 6,
b(2; n) = 4n− 3:
Proof. For 26n616; with n 6= 6; 9; 15; 17; apply the above theorem and the exact
values for r(2; n) presented in Corollary 10. For n=9; 15; 17; use (IX). This completes
the argument.
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Table 1
Values of b(n); 26n622
n b(n) n b(n) n b(n)
2 4D 9 12A 16 20A;C
3 5A 10 14B 17 22B
4 6A; 11 15E 18 ?
5 8B 12 ? 19 ?
6 9E 13 17A 20 ?
7 10A 14 18A 21 26A
8 11A;C 15 19A 22 27A
Keys: A: for Corollary 8; B: for Eq. (II); C: for Example 5; D: simple
construction; E: see [10,11].
Table 2
Values of b(2; n); 26n622
n b(2; n) n b(2; n) n b(2; n)
2 5A;B 9 33B 16 61A
3 9A 10 37A;B 17 65B
4 13A 11 41A;B 18 ?
5 17A;B 12 45A 19 73A;B
6 ? 13 49B 20 ?
7 25A;B 14 53A 21 81A;B
8 29A 15 57A;B 22 ?
First values of b(K2;n;K2;n) calculated using: A for Corollary 13 and
B for result (IX).
4. Final remarks
Our results concerning the evaluation of the numbers b(n) = b(K2;2;K1; n) and
b(2; n) = b(K2; n;K2; n) can be summarized in Tables 1 and 2.
Such results, combined with appropriate lower bounds, enable us to advance the
following conjecture:
Conjecture 16. For every n; b(K2;2;K1; n) = n+ d
p
n e.
A counter-example to this conjecture would constitute an interesting case, although
we do not expect to nd any possible counter-example among the rst values of the
function b(K2;2;K1; n). We also raise the following:
Conjecture 17. For every n; b(n)<b(n+ 1).
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If this conjecture is true, it might have some important applications. For example,
together with Eq. (II) and Corollary 8, a simple argument shows that:
Proposition 18. If b(n)<b(n + 1) for all n; then b(n) = n + dpn e for the range
q2 + 16 n6(q+ 1)2; where q and q+ 1 are both prime powers.
Table 2 presents the calculated rst values of b(K2; n;K2; n).
It is clear that our results and methods can be applied to evaluate some bounds in
other classes of problems. In particular, when combined with search algorithms, more
rened values in some of the above cases could be obtained.
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