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ABSTRACT 
In a shared server, different applications types are run simultaneously. The server can be 
a uniprocessor server, a multiprocessor server, or a cluster connected by high-speed network. 
Multiplexing of several different applications offers an opportunity for optimizing utilization 
of resources like CPU. Traditional operating systems being run on such servers do not employ 
predictable resource management techniques. To provide predictable allocation of resources it 
is necessary to incorporate quality-of-service (QoS) mechanisms in operating systems. In QoS 
enabled OS, an application is expected to specify its resource requirements and the operating 
system is expected to provide guaranteed allocation. Another important requirement is to 
ensure performance isolation among applications, i.e., the variation and possible violation of 
its specified requirement by an application must not affect performance of other application. 
Proportional Share scheduling algorithms have been studied in the context of multimedia 
scheduling for providing QoS guarantees. We extend that research, by developing propor-
tional share scheduling algorithms that provide predictable resource allocation and application 
isolation in shared server environment. We begin with a novel Ratio-based Round-robin Pro-
portional Share (R3PS) scheduler for uniprocessors. We extend it to Hierarchical Ratio-based 
Round-robin (HR3PS) scheduler to achieve performance isolation. Next we develop Credit-
based Fair scheduler (CBFS) to provide predictable fair sharing on multiprocessors. Running 
a predictable share scheduler on individual node is not sufficient to ensure cluster-wide pre-
dictable sharing. Finally we address the scheduling for a cluster with the Network Proportional 
Fair Scheduler (NPFS) that extends the benefits of predictable resource sharing from a single 
server to the entire cluster. We have implemented these algorithms in the Linux kernel and 
evaluate their accuracy. 
1 
1 General Introduction 
While running multiple applications resource allocation must be done to optimize their 
utilization and at the same time ensure predictable allocation that satisfies specified QoS 
requirements simultaneously. For example, a server might be providing multiple services such 
as streaming video service, transaction processing, and web-services in response to requests 
for web-pages. Such servers are called shared servers. We have developed novel QoS enabled 
scheduling algorithms for shared servers. 
1.1 Thesis Organization 
In Chapter 2, we explain the concepts of Proportional Share scheduling and Hierarchical 
Scheduling. It also presents a survey of the previously proposed algorithms for Proportional 
Share scheduling and Hierarchical scheduling. We identify the scope for improvement and 
develop a novel Ratio-based Round-robin Proportional Share (R3PS) scheduler. We present 
experimental results to verify that R3PS algorithm leads to more accurate and efficient pro-
portional scheduling. 
Chapter 3 deals with Proportional fair share scheduling for multiprocessors. We develop 
a Credit-based Fair scheduler (CBFS) that works on multiprocessors. We implement the 
algorithm in the Linux kernel and study its accuracy and overhead. 
Chapter 4 deals with Proportional share scheduling for cluster-based servers. We identify 
the issues that arise in such an environment and also develop a novel QoS model. We develop 
Network Proportional Fair Scheduler (NPFS) for cluster-wide proportional resource sharing. 
NPFS requires R3PS or CBFS to be run on each individual server node in the cluster depending 
on whether the server is uniprocessor or a multiprocessor. NPFS makes resource allocation 
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decisions at the cluster-level and depends on R3PS or CBFS to enforce these decisions at the 
individual nodes. NPFS is designed as a distributed algorithm to achieve efficiency. 
3 
2 R3PS: Ratio-Based Round-Robin Proportional Share Scheduler 
A paper submitted to Operating Systems Design and Implementation (OSDI) 2002 
Murali Ravirala and Suraj Kothari 
Abstract 
This paper presents a novel Ratio-based Round-Robin Proportional Share (R3PS) schedul-
ing algorithm. R3PS provides proportional sharing accuracy comparable to virtual-time based 
algorithms like Weighted Fair Queuing (WFQ) while incurring 0(1) scheduling overhead. We 
extend R3PS to a Hierarchical Ratio-based Round-Robin (HR3PS) algorithm that can per-
form hierarchical partitioning of CPU bandwidth and provide performance isolation. We have 
implemented the algorithms in the Linux kernel and evaluated their performance using various 
benchmarks and applications. We experimentally verify that R3PS (i) achieves high accuracy 
in proportional sharing, (ii) isolates various application classes, and (iii) incurs a constant 
scheduling overhead which is much lower than that of the standard Linux scheduler. 
2.1 Introduction 
Proportional share scheduling implies the allocation of resources to clients in accordance 
with their weights or shares. Given a set of N tasks C1, C2, C3, ... , CN with weights W1, 
W2, W3, ... , WN respectively, the proportional share scheduling algorithm should allocate the 
resources Ri to Ci such that: 
where w = 2:~1 wi. 
A scheduling algorithm is considered to be perfectly fair if during any time interval (ti, t2), it 
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can satisfy the requirement that the resources allocated to the tasks are in proportion to their 
shares. That is, if Ri(t1, t2) represents the amount of resource alloacted to task Ci during time 
interval (t1, t2), then 
However, a perfectly fair schedule is not feasible in practice because of the quantized time 
units. To be fair in practice, it is sufficient if the deviation 8, given by the equation 2.1 below 
(2.1) 
is as close to 0 as possible. The maximum value of 8 is often referred to as the service time 
error [27]. Service time error can be used as a parameter to measure the accuracy of an 
algorithm. 
Proportional share scheduling algorithms have been previously studied within the context of 
network packet scheduling and efficiently supporting multimedia applications [6, 7, 10, 11, 15, 
17, 18, 20, 22, 27, 26, 33, 37, 43, 42, 45]. Algorithms like Weighted Round Robin (WRR) [34], 
though simple and efficient, do not guarantee accurate proportional sharing. To improve the 
proportional accuracy, several algorithms from the domain of network packet scheduling like 
WFQ [10], have been adapted to CPU scheduling. These algorithms are based on the notion 
of virtual time. However, the increased accuracy comes at the price of increased scheduling 
overhead. The scheduling overhead in these algorithms vary as O(N), where N represents the 
number of clients. 
Previously proposed algorithms either provide high fairness accuracy while incurring high 
overhead [10, 15, 17, 43] or have low overhead but suffer from low fairness accuracy [33]. They 
can be classified into four types based on their scheduling mechanism. One category consists of 
weight-based algorithms, which are usually round-robin algorithms such as WRR, DRR [33], 
Charge [22], and Stride [43]. In the second category are virtual-time based algorithms such 
as WFQ [10], SCFQ [15], and SFQ [17]. The third category consists of randomized algorithms 
such as the lottery scheduling proposed by Waldspurger [42]. The final category is made up of 
hybrid algorithms like VTRR that achieve the accuracy of virtual-time based algorithms and 
low overhead of weight-based algorithms. 
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Another classification can be based on accuracy and overhead [27]: (i) low accuracy, low 
overhead, e.g., WRR, DRR; (ii) low accuracy, high overhead, e.g., lottery scheduling; (iii) high 
accuracy, high overhead, e.g., WFQ, SCFQ, SFQ; and (iv) high accuracy, low overhead, e.g., 
VTRR. 
In this paper, we present a novel R3PS proportional share scheduling algorithm that 
achieves better accuracy than VTRR while maintaining the 0(1) scheduling overhead. 
2.2 R3PS Scheduling 
The basic idea of Ratio-based Round Robin Proportional Share scheduler (R3PS) is as 
follows: Arrange the tasks in decreasing order of shares and compute the relative ratios of 
shares for each pair of consecutive tasks. For a task Ci, its relative ratio is given by: 
(2.2) 
For each i 2: 1, it is ensured that the set of the first i tasks get scheduled rri units of time for 
every unit of time the task Ci+l is scheduled. We define scheduling interval for a set of tasks 
as: 
N 
Si= 2..:rri 
i=l 
Example: Consider three clients A, B and C with shares 4, 2, and 1 respectively as shown in 
Tasks: a 
Weights: 4 
Ratios: 2 
b 
2 
2 
c 
1 
1 
Figure 2.1 Task Set for Example 1 
Figure 2.1. We first arrange the clients in decreasing order of their shares and compute their 
relative ratios as 2, 2 and 1 respectively. The schedule is shown in Figure 2.2. It is conceptually 
easier to understand the schedule by generating it in the reverse order, as shown in Figure 2.3. 
6 
schedule 
1 2 3 4 5 6 7 
time a a b a a b c 
Figure 2.2 Schedule for Example 1 
2 c 
2 b b 
1 a -- a a-- a 
reverse schedule: 
c b a a b a a 
Figure 2.3 Reverse Schedule for Example 1 
2.2.1 R3PS Algorithm 
The attributes for a task in R3PS algorithm consist of the following fields: weight, ratio, 
and count. The count is the remaining number of quanta for this client before scheduling 
the next client. The algorithm maintains two lists: eligible and blocked. The eligible list 
holds the set of tasks that are runnable, and the blocked list holds the set of tasks that are 
currently blocked for some resource. It also maintains a current structure that keeps track 
of the currently scheduled task. The task to be scheduled can either be the next neighbor 
of current, or the task at the head of the eligible list. The algorithm is as shown below in 
Figure 2.4. Note that the sorting is performed only at the beginning of each scheduling 
interval and not at every quantum. The operation of the algorithm for the example above is 
shown in Figure 2.5. 
In the above discussion, we assumed that the ratios are all integers. To make the algorithm 
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Algorithm: 
1. Create a list of tasks in decreasing order of their weights 
2. Compute the relative ratios for all tasks 
3. For all tasks assign count equal to its ratio. 
4. current = head of eligible list 
5. decrement current->count 
6. schedule current for one quantum 
7. For every quantum in the scheduling interval, do 
I* current points to the executed task *I 
if (current- >count > 0) then 
8. next = head 
else { 
I* replenish the count *I 
9. current->count = current->ratio; 
JO. next= current->next; 
if(next ==NULL) then 
11. next= head 
} 
12. current = next; 
13. decrement current- >count; 
14. schedule current for one quantum 
Figure 2.4 R3PS Algorithm 
work correctly with fractional values for ratios, we maintain extra fields called fraction (F) and 
current fraction (CF). For all tasks, CF is initialized to 0, whereas F is assigned the fractional 
part of the relative ratio for that task. For handling fractional value, the idea is to replenish 
the CF by amount F every time the count is to be reassigned. If the CF exceeds 1, the count 
is incremented by 1 and CF is accordingly adjusted. 
2.3 HR3PS Scheduling Algorithm 
In R3PS we employed a simple system model with a set of tasks, each assigned a weight. 
In this model the units of resource allocated to a task within a scheduling interval depends 
on the weights of the other tasks. It is desired that the system provide performance isola-
8 
Time 
0 1 2 3 4 5 6 7 
Task A A B A A B c A 
Old 2 1 2 2/ 1 2 Count / At this point, 
count(A) == 0 count(B) == 0 
so next =B, so next= C 
replenish( A) replenish(B) count(C) == 0 and 
neighbor == NULL, 
count(B) > 0 so next =A 
so next= A 
Figure 2.5 Operation of R3PS algorithm 
tion between clients, i.e., an increased demand from one particular application does not affect 
the performance of other applications. Hierarchical scheduling [16] has been previously stud-
ied in the context of multimedia operating systems for supporting co-existence of different 
types of application [19]: hard real-time like mission control, soft real-time like video, and 
best-effort applications. There is often a requirement of providing protection among various 
application classes. These considerations motivated the employment of hierarchical schedul-
ing [12, 16, 29, 30] in multimedia operating systems. To meet the requirement of providing 
performance isolation between clients, we extend R3PS to a Hierarchical Ratio-based Round-
Robin (HR3PS) algorithm that can perform hierarchical partitioning of CPU bandwidth and 
provide performance isolation. Another advantage of hierarchical scheduling is the facility to 
employ different schedulers for different application types. In HR3PS, we extend the model 
to consist of a set of clients, each with a set of applications. Each application in turn has a 
set of tasks. This leads to a scheduling hierarchy as shown in Figure 2.6. The root node in 
the scheduling hierarchy has clients as its children; each client has a set of application, which 
inturn has tasks with weights assgined to them. Each of the non-leaf node, i.e, client and 
applications, in the hierarchy also has a weight assigned to it. The weight determines the 
proportion of the resource to be allocated to that node relative to the other nodes at that level 
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\ 
0 
/ 
App 1 § § App3 
I I I \ I \ 
DD 
I 
D D DOD 
Non-Leaf 0 Leaf D Tasks 
C 1, C2 - Clients Appl, App2, App3 -Applications 
Figure 2.6 HR3PS Scheduling Hierarchy 
in the hierarchy. The intuition behind HR3PS is that the children must share all the quanta 
allocated to the parent proportionately. The scheduling is done recursively. The root node 
selects the next child to be scheduled. At each level of the scheduling tree, R3PS is applied 
until we reach a leaf node. The leaf node finally runs the corresponding scheduler. 
2.3.l HR3PS Algorithm 
Each node in the scheduling hierarchy has the following attributes: weight, ratio, count and 
next. The count field gives the number of quanta remaining for this node. The next field points 
to the neighbor for this node in the tree. Each non-leaf node maintains an eligible list, which is 
a list of children that are runnable, a blocked list, which is a list of children that are currently 
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blocked, and a current field that points to the current child scheduled at the node. Each leaf 
node has a schedule field that points to the scheduling function for that node. The algorithm 
is a shown below in Figure 2.7. To illustrate the working of the algorithm, consider the 
Algorithm: 
1. Initially, the nodes at each level are sorted in descending order 
of their shares, and their relative ratios are computed. 
2. At each scheduling instance, 
node = Root of the tree 
while( node!= leaf node) { 
if(node->current->count > 0) 
} 
next = head of eligible list for node; 
else { 
} 
I* replenish the count for node- >current *I 
node- >current->count = node->current- >ratio; 
next = node- >current->next; 
if(next ==NULL) then 
next = head of eligible list for node 
decrement next- >count; 
node= next; 
/* node now points to a leaf node */ 
schedule (node); I* invokes leaf node scheduler *I 
Figure 2.7 HR3PS Algorithm 
scheduling tree as shown in Figure 2.8. At the first level, the nodes sl, and s2 have weights as 
4 and 2, respectively. Node s2 has two children s21 and s22 with weights 4 and 2. The schedule 
as a result of applying HR3PS is shown in Figure 2.9. Based on the ratios, the schedule at 
the first level will be {sl sl s2} and at the second level for s2 will be {s21 s21 s22}. Initially, 
the eligible list for the root node consists of {sl, s2}. In the first two quanta we choose sl at 
Level 1 for being scheduled. Since sl is a leaf node, we run the scheduler corresponding to 
sl, which inturn chooses A. In the third quantum, moving in a R3PS round robin fashion, we 
choose s2. Since s2 is a non-leaf node, we run the scheduling algorithm at Level 2, i.e., on the 
11 
8 0 
/ ~ 0 
0 0o 
I / ~ 
[;] @ @) 
I I 
~ ~ 
Figure 2.8 Scheduling for Example 2 
Non-Leaf 
Leaf 
- Task 
children for s2. This results in node s21 being chosen, causing task B to be scheduled. The 
same scheduling pattern {A A B} repeats in quanta 4 through 6. For the next two quanta, 
A is scheduled again. In the last quantum, s2 chooses s22 since the count for s21 becomes 0, 
resulting in C to be scheduled. At this point, one scheduling interval completes and the cycle 
repeats. 
time 1 2 3 4 5 6 7 8 9 
schedule A A B A A B A A c 
Figure 2.9 Schedule for Example 2 
2 .4 Fairness in Dynamic Environments 
The scheduling issues to handle dynamic events, for e.g., a new task being created, or a 
node making transition from blocked to runnable, are addressed in this section for R3PS and 
HR3PS algorithms. 
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2.4.1 R3PS Scheduler 
In the following discussion, "curr" refers to current the task which caused an event, "prev" 
and next refer to neighbors of" curr" in the eligible list. 
1. When a task arrives or unblocks, it is inserted in the task list in the sorted order. For 
an incoming task, we re-compute the ratios and assign it a new count as follows: 
prev-tratio = prev-tweight / curr-tweight 
curr-tratio = curr-tweight / next-tweight 
curr-tcount = curr-tratio - (next-tratio - next-tcount) 
To prevent starvation of other tasks in the system due the incoming task, we do not 
account for the quanta lost while the task is blocked. The count value is set to the 
value it would be if the task had not blocked or as if it got created at the start of this 
scheduling cycle. However determining the exact count value is not possible, so we make 
an approximation. Since the current task would be executed at least as many times as 
the next task (due to its position), we deduct (next-tratio - next-tcount), which gives 
the number of quanta received by next task, from the ratio for "curr" task. 
2. For blocked tasks, the task is moved to the head of the blocked queue. We update the 
ratio for the previous task in the eligible list using the next task. To minimize the effect 
of the blocked task on the fairness accuracy, we update the next task to be chosen in 
accordance to the R3PS scheduling algorithm; i.e., we choose the right neighbor as the 
next task if the count for the current node is equal to O; otherwise, we choose the task 
at the head of the eligible list. 
3. For departing tasks, the action is similar to the case 2 above, except that the task need 
not be moved to the blocked list. 
2.4.2 HR3PS Scheduler 
In this case, the arrival or blocking of a task not only affects the leaf node but also the 
ancestors in the scheduling tree. A leaf node in the scheduling hierarchy is blocked if all its 
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tasks are blocked. A non-leaf node is blocked if all its children, either leaf or non-leaf nodes, 
are blocked. A non-leaf node is considered to be runnable if at least one of its children has a 
runnable task. So when the last task blocks or departs, the corresponding leaf node scheduler 
is marked as blocked and moved to the blocked list for its parent. This is also performed on 
all its ancestors that may become blocked as a consequence. Similarly, when the first task 
resumes or arrives, the corresponding leaf node is marked runnable and moved to the eligible 
list for its parent. The ratio and count for the leaf node is computed as explained in Section 
2.4.1. This information is also recursively propagated up the hierarchy marking all its blocked 
ancestors as runnable and assigning them their new ratio and counts. 
2.4.3 Minimizing Interrupt latencies and Response times 
Interrupts handlers can be characterized as tasks which unblock periodically, need imme-
diate attention, and then block after minor processing. To minimize the interrupt latencies we 
can assign them a high weight. Due to the manner is which R3PS algorithm schedules tasks, 
the control tends to bounce back to the task at the head of the list after executing a task 
that is positioned later on for a quantum. Since interrupt handlers are assigned a high weight 
relative to other tasks in the system, they will be positioned at the start of the list every time 
they become runnable and consequently scheduled in the next quantum. Other algorithms like 
WRR might incur high interrupt latencies since their scheduling is essentially round robin. 
2.5 Complexity 
From the R3PS algorithm explained in Section 2.2 we can derive that it takes constant 
time to decide which task to execute next. Hence the complexity of R3PS is 0(1). However, 
for HR3PS algorithm, such decision has to be taken at each level of the scheduling tree. Hence 
its complexity will vary O(d), where dis the depth of the tree. We experimentally demonstrate 
this in Section 2.7. Unlike virtual-time based algorithms like WFQ, the state management 
under dynamic conditions is minimal. When a new task arrives or a task unblocks, Linux 
inserts the task into the runnable (or eligible) list. This operation takes constant time since 
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the task is inserted at the head of the list. However, in R3PS the list has to be maintained 
in the sorted order. So there is an extra overhead when a new task arrives or a task unblocks 
in R3PS scheduler. The overhead is of the order of O(n) where n is the number of clients. 
The overhead can be reduced to O(logn) by using tree data structures. But this would make 
the implementation of the algorithm complex. An efficient technique employed by VTRR is to 
maintain extra pointers to the previous and the next node. When a task unblocks, we check 
whether these references are still valid. If they are valid, then the insertion can be done in 
0(1). But since the activity of insertion is only required when a task unblocks or new task 
arrives, it is required to be done less frequently and not at every quantum. For task deletion 
or blocking event, the task needs to be deleted from the queue. This requires manipulation of 
the previous and next neighbors, which is essentially an 0(1) operation. 
2.6 Implementation 
We have implemented R3PS and HR3PS schedulers in Linux 2.4.2 kernel (RedHat 7). The 
main data structure in the HR3PS implementation is the hr3ps_node structure, which defines 
the attributes for a node. The attributes are name, a unique identifier, weight, ratio, count, 
state and a reference to its parent. A non-leaf node also includes the eligible and blocked lists. 
A leaf node maintains a count of the runnable nodes and a reference to the scheduler to be 
invoked, when its parent schedules it. The important functions are listed below. 
a) hr3ps...schedule() - schedules a new task once the time quantum for current task expires, or 
it blocks. 
b) hr3ps_mknod() - creates an hr3ps_node structure, initializes various attributes for the node, 
and inserts it into the appropriate location in the scheduling tree. This function takes a 
parameter parentJ.d, which identifies the parent for the new node. 
c) hr3ps...setrun() - marks a node runnable and updates its ratio and count, when the first task 
wakes up. If the node is not blocked, it just increments the number of runnable nodes. 
d) hr3ps_block() - marks a node blocked when all the threads go to sleep. We update the ratio 
for the previous task in the eligible list for the parent using the next task. 
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For a particular hierarchy, the actual scheduling occurs recursively. To select a task for 
execution, the function hr3ps_schedule() is invoked from the Linux schedule() function. The 
hr3ps__schedule() function traverses through the scheduling hierarchy until a leaf node is se-
lected. When a leaf node is selected, the scheduler corresponding to the leaf node - stored in 
the leaf node by hr3ps_mknod - is invoked to schedule a task. When a task blocks, the function 
hr3ps_block() is invoked. This causes the number of running nodes to be decremented for the 
corresponding leaf node. When the last task in a leaf node blocks, hr3ps_block() function marks 
the leaf node as blocked. This is performed for all ancestors of the leaf node that may become 
ineligible as a consequence. When a thread wakes up, function hr3ps__setrun() is invoked. This 
function increments the number of running tasks for the leaf node. If the currently unblocked 
task is the only runnable task, it marks the leaf node runnable and all its ancestors that may 
become eligible as a consequence. 
The implementation of R3PS task scheduler is simple because the hr3ps_node structure 
is not required as there is no scheduling hierarchy. Instead the Linux task structure itself is 
modified to include additional fields like weight, ratio, count, fraction etc. Most of the functions 
described above are needed except that they now deal with tasks rather than hr3ps_nodes. We 
define the following new functions: 
a) r3psJeaf__schedule() - selects the next task to run 
b) r3psJeaLblock() - marks the current task as blocked and updates the state accordingly 
c) r3psJeaf__setrun() - inserts a new task into the runnable (or eligible list) maintaining the list 
in the sorted order. 
2. 7 Experimental Evaluation 
We have implemented the R3PS and HR3PS algorithms in the Linux 2.4.2 (RedHat 7.0) 
kernel on a Pentium machine. In this section, we present the results of our evaluation of the 
R3PS scheduling algorithm and demonstrate its effectiveness. 
The objectives of our experiments are: (i) to demonstrate fairness and accuracy, (ii) to 
study the dynamic behavior, (iii) to demonstrate the application isolation provided by HR3PS, 
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(iv) to measure the scheduling overheads imposed by the algorithm and thus determine the 
feasibility of implementing it in practice. All our experiments were conducted in multi-user 
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Figure 2.10 Scheduling hierarchy for experimental evaluation 
mode with the system running all the normal processes. The workload for our experiments 
consisted of: (i) mpeg_play, the Berkeley software MPEG-1 decoder, (ii) lmbench, a publicly 
available benchmark [24] used to measure various aspects of operating system performance, 
(iii) dhrystone 2.1, a CPU benchmark, (iv) GNU C compiler (gee) and make tools. 
The scheduling hierarchy used for measurements with the HR3PS algorithm is shown in 
Figure 2.10. It consists of a root node and four children corresponding to four different leaf 
schedulers. The best-effort node was assigned a high share of 5 to achieve good interactive 
response while the other nodes were each assigned a share of 1. 
2.7.1 Simulation Study 
We performed simulations in order to compare the accuracy of R3PS with well-known 
algorithms WRR, WFQ, and recently proposed VTRR [27]. We then measured the maximum 
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service time error as defined in Section 2.1. We input the total number of clients (N) and 
sum total shares (W) for all the clients in the system. The simulator then randomly generates 
and assigns shares to each client. The simulator then runs the client set through each of 
the algorithms in sequence and measures the maximum service time error. We then find the 
difference between the maximum service time error for R3PS, VTTR, and WFQ algorithms 
and the corresponding value for WFQ. 
We varied the value of W from 1000 to 5000 in increments of 2000. For each value of W, 
we varied the value of N from 10 to 300, in increments of 20. Finally, for a given pair of (N, 
W), the simulator generated 500 different data sets with random share assignments to get an 
average value. Thus, we ran the simulation on a total number of 21000 data sets. The results 
are shown in Figure 2.11 through Figure 2.13, each corresponding to a particular value of W. 
For a given value of W, we plot the average maximum service time error deviation for each 
algorithm with respect to WFQ. As shown in the figures, the R3PS consistently outperforms 
WRR and VTRR. R3PS outperforms VTTR by approximately a factor of 2:1. The results for 
WRR and VTRR are consistent with the earlier results reported in [27]. 
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2. 7.2 R3PS Fairness 
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Using our R3PS implementation in Linux to measure the proportional fairness accuracy of 
the R3PS scheduler, we ran three instances of the mpeg_play application with shares assigned 
as 1, 2 and 4, respectively. Figure 2.14 demonstrates that the aggregate throughput for the 
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Figure 2.13 Accuracy with W = 5000 
three clients, measured in terms of the number of frames decoded per second. As seen from 
Figure 2.14, the ratio of throughput between the clients is very close to 4:2:1. Interestingly, 
the performance of the client with share 4 is more consistent than the clients with share 2 
and 1. This is because the other background clients with the default share of 1 have the least 
effect on the client with share 4 when competing for CPU bandwidth. Furthermore, we varied 
the number of clients by either adding or removing instances of the mpeg_play application 
from the system dynamically and observed that despite the fluctuation in the available CPU 
bandwidth, the throughput from different clients conformed to the share assignment. 
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2.7.3 HR3PS Fairness 
For testing the fairness of the hierarchical scheduler, we ran one instance of dhrystone under 
the fifol and fifo2 nodes, and two instances of dhrystone with shares 2 and 1, respectively, under 
the leaf R3PS node. The clients under the R3PS node are expected to share the bandwidth 
received by the node in the ratio 2:1. To demonstrate the work-conserving property of the 
algorithm, we did not add any client under the best-effort node. As shown in Figure 2.15, the 
throughput for clients under the fifol and fifo2 classes is in the ratio 1:1. The throughputs 
for the two clients in the R3PS class are in the ratio 2:1. Overall, the throughputs for the 
clients are according to the ratio 3:3:2:1. This is in accordance with the share assignment. The 
graph also shows proportionate bandwidth allocation within a particular class. Since the only 
clients in the best-effort class are the background threads, only minimal CPU bandwidth gets 
allocated to those clients, thereby demonstrating the work-conserving nature of the algorithm. 
The number of clients was dynamically varied within each of the classes and proportionate 
allocation both within and across classes was observed. 
2. 7.4 Scheduling Overhead 
We compared the overhead of R3PS and HR3PS kernels against the default Linux scheduler. 
To get accurate results, we used the high-resolution clock counter registers available in the 
Intel Pentium processors, which are updated on every clock cycle. To measure the scheduling 
overhead, we created a user level program that forks a specified number of clients, waits for 5 
minutes and then deletes all the clients. 
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To make the measurements accurate and non-intrusive, we recorded the values in a kernel 
data table. The scheduling overhead is measured as the time from the start of the scheduling 
function to the end point where the next client to be run in the Linux kernel is selected. 
This does not include the actual time taken to switch the context. The results are shown in 
Figure 2.16. As expected, the scheduling overhead for R3PS is constant even with increasing 
number of clients in the system, whereas, the default Linux scheduler has a scheduling overhead 
that varies linearly with the number of clients. This is because the default Linux scheduler 
iterates over the list of runnable clients in the system and then computes the goodness value 
for each client, based on its priority and counter value. It then selects the client with maximum 
goodness [5, 23]. For the HR3PS kernel, the scheduling overhead is constant, but slightly higher 
than that of R3PS. This is due to the extra overhead incurred in traversing the scheduling tree 
for each scheduling instance. However the scheduling overhead is better than the default Linux 
scheduler and is practically constant. We also measured the effect of increasing the depth of the 
scheduling tree in the HR3PS kernel. For this experiment, we increase the tree depth linearly, 
keeping the number of clients constant and then measure the scheduling overhead as in the 
previous experiments. Figure 2.17 shows the variation in scheduling overhead with increasing 
depth. As expected the scheduling overhead increases linearly with the increase in depth. The 
increase is at the rate of approximately 0.137 µs/level of depth. To measure the overheads 
imposed by the R3PS algorithm on other parameters like the syscall (fork, exec etc.) in the 
Linux kernel, we used the lmbench, a publicly available benchmarking tool. We ran lmbench 
on each kernel while running the default system services. Table 2.1 summarizes the results 
of our experiment. As shown in the table, the overhead imposed by the R3PS and HR3PS 
algorithms is insignificant. For the HR3PS kernel, there is the extra overhead of traversing the 
scheduling tree. 
2.7.5 Application Isolation 
To demonstrate that HR3PS can provide application isolation, we ran the mpeg_play soft-
ware decoder with varying numbers of compute-bound compilation tasks in the background, 
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Table 2.1 System call overhead reported by lmbench (values in µs) 
Test Linux R3PS HR3PS 
syscall 1.33 1.5 1.482 
fork+ exit 568.5 707.0 707.2 
fork+ execv 610.1 765.1 755.96 
Context switch (2 proc/OKB) 3.26 5.79 6.04 
Context switch (8 proc/16KB) 28.78 36.91 35.34 
Context switch (16 proc/64KB) 264.8 269.71 267.41 
each with share 1. To spawn multiple compilation tasks in parallel, we used parallel make 
tasks. We varied the number of gee compile tasks from 1 to 10 and observed the MPEG frame 
rate achieved by mpeg_play in each case. This experiment was repeated with the standard 
Linux kernel, a kernel with the R3PS scheduler, and finally a kernel with the HR3PS sched-
uler. Figure 2.18 shows the results of our application isolation experiment. We found that 
the Linux kernel does the worst task of providing application isolation with the frame rate 
dropping from 23 frames/sec to 5 frames/sec as the number of gee tasks is increased from 1 
to 10. Though R3PS performs better than Linux, due to the higher share assigned to the 
mpeg_play client, the degree of application isolation is still weak. In the HR3PS kernel, we ran 
mpeg_play under the R3PS node, and the gee tasks under the best-effort node. In this case, the 
frame rate is almost constant at around 10 frames/sec. This indicates that mpeg_play remains 
effectively isolated from the variation in the number of compilation tasks. This demonstrates 
that the HR3PS algorithm can provide isolation between application classes. The initial high 
frame rate of 16 frames/sec is due to the existence of very few tasks under the best-effort node 
in comparison to its share. Due to the work-conserving nature of the algorithm, the extra 
bandwidth is allocated to the R3PS leaf node. 
2. 7.6 Dynamic Bandwidth Allocation 
In an actual implementation, the R3PS or the HR3PS kernel will be supported by a user-
level QoS manager that may dynamically change the bandwidth allocation for a particular 
client or a particular application class, depending on the requirements and availability of re-
sources for various applications. Hence, the R3PS scheduler should be able to provide propor-
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tionate CPU allocation even in the presence of dynamic variation of shares. To demonstrate 
this property of the R3PS scheduler, it was used with two instances of dhrystone, each with 
an initial share of 8. The shares were varied and the throughput was measured for each client. 
The values were averaged over several runs for better accuracy. The results of our experiment 
are shown in Figure 2.19. The shares were varied as follows: 
a) (At time t = 0) Both the clients were assigned an equal share of 8. Hence the throughput 
ratio during this interval is initially observed to be 1:1. 
b) (At t = 10) As the share of the second client changed to 4, the throughput ratio changed 
to 2:1. 
c) (At t = 20) When the share of the second client was changed to 2, the throughput ratio 
changed to 4:1. 
d) (At t = 30) When the shares of the clients were changed to 6 and 4 respectively, the through-
put ratio changed to 3: 2. 
e) (At t = 40) When the shares of the clients were changed to 2 and 8, the throughput ratio 
changed to approximately 1:4. 
f) (At t = 50) Both the clients were given an equal share of 4. Hence, the throughput became 
1:1. 
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2.8 Conclusion 
In this paper we present a novel Ratio-based Round-Robin proportional share scheduler. 
We show that the scheduler achieves high fairness accuracy. We show that it is computationally 
efficient by implementing it in the Linux kernel and measuring its scheduling overhead. Like 
VTRR [27], R3PS combines the benefits of accurate proportional share scheduling with very 
low overhead. Moreover, our experimental results show that R3PS outperforms VTTR in 
fairness accuracy. We extend R3PS to perform hierarchical scheduling. Our future research 
will include the extension of R3PS to multiprocessor systems and employing it on individual 
servers to provide proportional resource sharing in cluster of server environment. 
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3 Credit-based Fair Scheduling for Multiprocessors 
A paper to be submitted to Symposium on Operating System Principles (SOSP) 2003 
Murali Ravirala and Suraj Kothari 
Abstract 
In this paper we propose Credit based Fair scheduling (CBFS) algorithm for proportional 
fair sharing on a multiprocessor system. This work extends Ratio-based Round Proportional 
Share scheduling (R3PS) scheduling algorithm for uniprocessors. CBFS is simple and efficient; 
the complexity of CBFS is O(p), where p represents the number of processors in the system. 
This is an improvement over other fair scheduling algorithms that have O(n) overhead, where 
n is the number of tasks in the system. We have implemented CBFS in multiprocessor Linux 
kernel and used the standard benchmarks to test its accuracy for fair scheduling. 
3.1 Introduction 
Fair scheduling algorithms [4, 10, 11, 17, 27, 33, 43, 42] have been developed for unipro-
cessors, and the next step is to develop algorithms for multiprocessors. Uniprocessor fair 
scheduling algorithms when extended to multiprocessors in a straight-forward manner lose the 
property of fair scheduling or introduce other problems [6]. Particularly, the class of virtual-
time based fair scheduling algorithms [4, 10, 17] when extended to multiprocessor either lead 
to starvation or unbounded fairness [6]. As explained in Section 3.2, the primary difficulty 
lies in infeasability of certain weight assignments. 
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Surplus fair scheduling (SFS) [6] provides a framework for extending virtual-time fair 
scheduling algorithms to multiprocessors. Also, Stride [43] has been extended to to multi-
processors [9]. The main drawback of SFS and Stride is their high scheduling overhead. Their 
scheduling overhead varies as O(n), where n is the number of tasks in the system, which can be 
very large in a multiprocessor system. It has been experimentally observed that the scheduling 
overhead of SFS is much higher than that of the standard Linux scheduler. 
In this paper, we present CBFS, a proportional share scheduling algorithm for multipro-
cessors. The scheduling overhead of CBFS varies as O(p), where pis the number of processors 
in the system. Typically the number of processors is fixed and fairly small in comparison to 
the number of tasks. Our results show that the overhead of CBFS is much smaller than that 
of the Linux scheduler and hence suitable for implementation in practice. 
3.2 Multiprocessor Fair Scheduling Challenges 
In this section we describe the challenges encountered in extending to multiprocessors. 
Several uniprocessor algorithms [4, 10, 11, 17, 27, 33, 43, 42] have been proposed in the lit-
erature that provide fair scheduling. Of these, virtual-time based algorithms [4, 10, 17] provide 
high degree of fairness. But there is a problem in extending these algorithms to multiproces-
sors. The main reason is though any arbitrary weight assignment is possible on uniprocessors, 
only certain assignments are feasible on multiprocessors. To illustrate the problem, consider 
three tasks A, B and C with weights 100, 10, and 5 resp. running on a dual-processor machine. 
To achieve the ideal fairness, the CPU allocation to task A should be 100 / (100 + 10 + 5) = 
0.869. However, it is not possible to allocate more than 0.5 of the total CPU resource to any 
task. This is because a task can be running on only one processor at any given time. The best 
possible scheduling in this case is to continuously run task A on one processor while the tasks 
B and C share the other CPU resource in the ratio 2:1. In general, it is not feasible to allocate 
proportions greater than 1/p, where p is the number of processors. Intuitively, it may seem 
that the problem can be solved by simply ensuring that no task has a weight assignment greater 
than l/p at the time of admission. But the problem is complicated by dynamic changes. The 
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tasks can enter the system dynamically; tasks can block, depart, become runnable arbitrarily. 
So maintaining feasible weight assignment at the time of admission is not sufficient. 
We present a concrete example to explain why R3PS is not suitable for multiprocessors. 
Consider tasks A, B and C with weights 4, 2 and 1 respectively. Then by applying the R3PS 
algorithm (Chapter 2), the schedule will be: A AB A AB C. Now if we directly run R3PS 
on a multiprocessor having 2 processors Pl and P2, then the schedule will as shown in Figure 
3.1. But this is an incorrect schedule, since in the first step, task A is executing simultaneously 
on both the processors. We need to adapt the algorithm to ensure such a condition does not 
occur. 
Pl P2 
A A 
B A 
A B 
C A 
A B 
Figure 3.1 R3PS schedule for Example 1 
3.3 CBFS: Credit-based Fair Scheduling 
In this section we describe CBFS algorithm that provides fairness on multiprocessors. In 
addition to the eligible and blocked lists maintained by R3PS, CBFS maintains a credit list. 
It is the list of tasks that have unused CPU quantums. The CBFS algorithm is described in 
Figure 3.2. 
The basic idea behind CBFS is to use R3PS as the background algorithm. Whenever 
R3PS selects a task that is already running, we put the task into the credit list and move to 
the next task until we find a task that is not currently executing on any processor. For each 
task inserted into the credit list, we keep track of the number of quanta lost and update the 
tasks credit value accordingly. The credit list is sorted according to the credit value. While 
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Algorithm: 
2 
3 
If credit list not empty then 
current = the first task from the credit list that is not 
already executing on some processor 
decrement current->credit 
If current->credit = 0, then remove current from the credit list 
endif 
If no suitable task was found in above steps 
4 current= next task from the eligible list using R3PS algorithm 
if current is executing on some processor then 
5 add current to the credit list if not already present 
6 current->val = current->count 
7 current->count = 0 I* forcing R3PS to choose the next task 
on a subsequent call *I 
8 if num_attempts < number of processors then goto step 4 
9 otherwise set current to IDLE task 
endif 
10 for each task (tmark) in the credit list where tmark->val > 0 do 
11 tmark->credit = tmark->credit + 
tmark->val * (tmark->weight I current->weight) 
endif 
12 schedule current for one quantum 
Figure 3.2 CBFS Algorithm 
selecting the next task to be scheduled, we check the credit list first. If we find a task on the 
credit list that is not currently running, then we schedule it. If we fail to find such a task, then 
we invoke the R3PS algorithm to find the next suitable task from the eligible list. When the 
last task in the eligible list is chosen to run, we nullify the credit list. 
To illustrate the working of the algorithm, consider tasks A, B, C and D with weights 8, 
4, 2, 1 on a dual processor machine. The schedule for the tasks obtained by applying R3PS is: 
AABAABCAABAABCD 
If R3PS chooses a task 
that is already executing 
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on some processor, ~ 
then insert the task ~ 
into credit list 
-----List of tasks 
sorted on credit 
j 
Select the task from credit list 
such that it is not currently 
executing on any processor 
CBFS 
R3PS 
...:--------
\ 
If credit list is empty 
invokeR3PS 
Figure 3.3 Working of CBFS algorithm 
The resultant schedule obtained by applying CBFS algorithm is as shown in Figure 3.4. 
3.3.1 Does CBFS solve the multiprocessor fair scheduling problems? 
1. CBFS schedules a task only if it is not running on a processor. This ensures that a task 
is not assigned to multiple processors at the same time. 
2. By virtue of the credit list, CBFS handles infeasible weight assignments, i.e., weights 
greater than 1/p. Note that at most (p - 1) tasks in the system can have infeasible 
weights. Consider n tasks running on a p-processor machine, where the first k tasks have 
infeasible weights. In such cases, CBFS will schedule these k tasks on k processors while 
the remaining ( n - k) tasks will share bandwidth on the remaining (p - k) processors in 
accordance to their weights. Thus the tasks with weight greater than p get the CPU in 
the proportion 1 / p, whereas the remaining ( n - k) tasks share one CPU in proportion 
to their weights. 
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3.4 CBFS Dynamic Considerations 
So far, we have only described the static case. A real system is dynamic in which tasks 
arrive, leave, and get blocked or become runnable. In this section we describe the details of 
CBFS algorithm that are relevant for handling the dynamic behavior of the system. 
1. When a task unblocks, we first insert it into the eligible list. However other tasks on the 
credit list which may prevent this task from running for a long time even if this unblocked 
task has a higher weight. To correct this problem we insert this task into the credit list 
if its next neighbor in the task list is also present on the credit list. It is added to the 
credit list as follows: 
(a) credit = credit of the next task * ratio for this task 
(b) insert the task based on its credit into the credit list. 
Further, when the number of tasks on the credit list exceeds p, we remove the task at the 
tail of the credit list. This is because at any time not more than p tasks can be executed. 
So we remove the last task from the credit list and mark the R3PS algorithm to choose 
it as the next task if its weight is more than the weight of the task to be chosen by R3PS 
algorithm. 
2. For newly created tasks, we treat it identical to the case wherein a task unblocks. 
3. For tasks that terminate or block, we remove it from the task list as defined by R3PS 
algorithm. In addition we also remove the task from the credit list to prevent it from get 
chosen by some other processor for execution while it is blocked for a resource. 
3.5 Complexity 
As described in 3.2, the CBFS algorithm has two distinct stages. First, it scans through 
the credit list to select a suitable task. This step will take a maximum of O(p) overhead 
because there can be atmost p - 1 tasks in the credit list. The second stage is one where 
the algorithm runs the R3PS scheduler to select a task from the eligible list, which has 0(1) 
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complexity (Chapter 2). Note that R3PS is called a maximum of p times before bailing out 
(and returning IDLE task). Hence the complexity of this phase is also O(p). There is an extra 
overhead of O(p) in updating the credit for certain tasks in the above algorithm. Thus the 
overall complexity of CBFS is still O(p). On a uniprocessor, the credit for any task is always 0 
and hence the credit list is always empty. Hence CBFS boils down to R3PS on a uniprocessor. 
Thus CBFS is expected to have a constant scheduling overhead irrespective of the number 
of tasks. This is not the case with other fair scheduling algorithms [6, 43] for multiprocessors. 
We experimentally verified that the overhead of CBFS is smaller than that of Linux scheduler, 
which has complexity O(n), where n is the number of tasks in the system. 
3.6 Implementation 
We have implemented the prototype version in RedHat Linux 7.1 kernel. The implementa-
tion of CBFS is an extension of R3PS algorithm. The additional data structure required is the 
credit list and the functions for manipulating the credit list. The functions added or modified 
for implementing the credit list are as follows: 
1. cbfs_leaLschedule() - schedules the next task as per the CBFS algorithm. It first run 
through the credit list to find a task that is not currently executing on any processor. It 
invokes the R3PS algorithm to find a suitable task if there is none found on the credit 
list. 
2. cbfs_leaLblock() - invokes the r3ps_leaLblock() function and then removes the task from 
the credit list if present 
3. cbfsJeaLsetrun() - invokes the r3psJeaLsetrun() function to assign a count for the task 
and then inserts the task from the credit list if required. 
There were other functions in the Linux kernel, like rescheduleJdle(), that were also 
appropriately modified to ensure correct system behavior. Miscellaneous functions like in-
serUnto_creditJist() and delete_from_creditJist(), nullify _creditJist() were also added for ma-
nipulating the credit list. 
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3.7 Experimental Evaluation 
We have done an evaluation of our prototype implementation using various benchmark 
programs. In the first experiment we determine the fairness of the algorithm. To measure 
fairness accuracy, we created 5 dhrystone tasks with the weights 16, 16, 8, 4 and 2. We 
instrumented the Dhrystone benchmark to measure the throughput at one second interval. 
Figure 3.5 shows that the aggregate throughput for the five tasks, measured in terms of the 
number of iteration per second. 
As seen from Figure 3.5, the ratio of throughputs between the tasks is approximately in the 
ratio 16:16:8:4:2. Further-more, we made dynamic changes either adding or removing instances 
of the Dhrystone application from the system. We observed that despite the fluctuation in 
the available CPU bandwidth, the throughput from different tasks conformed to the weight 
assignment. We measured the percentage of CPU allocated to the task on an average using 
top application available on Linux. The values were around 653 for the 2 tasks of weight 16, 
403 for the task with weight 8, 203 for the task with a weight 4 and 103 for the task with 
weight 2 resulting in a total of 2003 for dual-processor SMP. 
The second experiment was conducted to determine the scheduling overhead of the CBFS 
algorithm. To measure it, we created a user level program that forks a specified number of 
tasks, waits for 5 minutes and then deletes all the tasks. To get accurate results, we used 
the high-resolution clock counter registers available in the Intel Pentium processors, which 
are updated on every clock cycle. To make the measurements accurate and non-intrusive, we 
recorded the values in a kernel data table. The scheduling overhead is measured as the time 
from the start of the scheduling function to the end point where the next client to be run 
is selected in the Linux kernel. This does not include the actual time taken to switch the 
context. The results are shown in Figure 3.6. As expected, the scheduling overhead for CBFS 
is constant even with an increasing number of tasks in the system, as its complexity depends 
only on the number of processors and independent of the number of tasks in the system. The 
default Linux scheduler has a scheduling overhead that varies linearly with the number of tasks. 
This is because the Linux scheduler iterates over the list of runnable tasks in the system and 
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Table 3.1 CBFS System call overhead (values in µs) 
Test CBFS Linux 
syscall 0.9816 0.97254 
fork+ exit 531.462 644.06 
fork+ execv 566.3 681.8 
Context switch (2 proc/OKB) 8.042 4.952 
Context switch (8 proc/16KB) 32.972 25.748 
Context switch (16 proc/64KB) 151.224 166.806 
then computes the goodness value for each client, based on its priority and counter value. It 
then selects the client with maximum goodness [5, 23]. 
To measure the overheads imposed by the CBFS algorithm on other parameters like the 
syscall (fork, exec etc.) in the Linux kernel, we used lmbench [24], a publicly available bench-
marking tool. We ran lmbench on each kernel while running the default system services. Table 
3.1 summarizes the results of our experiment. As shown in the table, the overhead imposed 
by CBFS algorithm is not high compared to the Linux scheduler. 
3.8 Related Work and Future Research Directions 
CBFS has better scalability over the Linux scheduler since its complexity depends only on 
the number of processors and is independent of the number of tasks in the system. But in 
a multiprocessor server system, it is important to ensure that the entire system is scalable. 
The version of Linux used for CBFS implementation employs a single global runqueue and a 
single global lock for protecting the runqueue. This has been pointed out [14, 21] as one of 
the major reasons for poor scalability of Linux. They propose a per-processor runqueue and 
CPU pooling to improve scalability. Integrating per-processor runqueue and CPU pooling into 
CBFS will result in a more scalable system. 
Current implementation of CBFS does not account processor affinities [41] while making 
scheduling decisions though the default Linux does consider it. It is more efficient to schedule 
a task on the same processor as it improves the effectiveness of the processor cache and conse-
quently improves system performance. Extending CBFS to consider processor affinities while 
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scheduling can lead to system performance improvement [35, 41]. 
Stride [43] and SFS [6] are other algorithms for multiprocessor fair scheduling. SFS gener-
alizes the Start-time Fair Queuing (SFQ) [17] scheduling to multiprocessors and circumvents 
the problems discussed in Section 3.2. SFS takes into account the virtual-time of the system 
in making scheduling decisions. SFS needs to run a weight readjustment algorithm every time 
a task enters or leaves the system to maintain feasible weights at all times to prevent starva-
tion [6]. CBFS and Stride do not suffer from such a problem and hence do not need any weight 
readjustment. SFS and Stride need to scan through all the tasks to determine the task with the 
lowest surplus or lowest in deciding which task to schedule next. So the scheduling complexity 
of the algorithm is O(n), where n is the number of tasks in the system overall. CBFS is better 
in terms of scheduling overhead as its complexity is O(p), where pis the number of processors 
in the system. However, when a new task enters or leaves, the algorithm inserts the task into 
the credit list based on its credit. So this step, which is performed, whenever a task enters the 
system has a complexity of O(n). 
Recently there has be research [2, 9, 40] done on using proportional share scheduling algo-
rithms for processor capacity sharing in cluster-based network of server environment. Due to 
the low overhead, CBFS seems to be attractive for implementation in such environments. One 
of our future directions of research will be applying CBFS to proportional resource sharing in 
cluster-based server environments. 
3.9 Conclusion 
In this paper we present CBFS algorithm which is an extension to R3PS algorithm for mul-
tiprocessors. We discuss the challenges in developing a multiprocessor algorithm and explain 
how they are dealt with in CBFS. We have implemented CBFS in the Linux kernel an present 
an experimental study. Our results show that CBFS has a good accuracy with low scheduling 
overhead in providing proportional sharing. 
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4 NPFS: Proportional Resource Sharing for Cluster of Servers 
A paper to be submitted to Symposium on Operating System Principles (SOSP) 2003 
Murali Ravirala and Suraj Kothari 
Abstract 
In this paper, we identify the resource management issues that arise in cluster-based server 
environments. We propose a novel QoS model for resource reservation that is flexible enough to 
be adapted for a number of application scenarios. We formulate cluster resource management 
as a linear optimization problem and propose a distributed algorithm to solve it efficiently. The 
distributed solution renders itself to scale to large systems. We have implemented a prototype 
version in a Linux cluster and experimentally verified that NPFS (Network Proportional Fair 
Sharing) (i) provides predictable resource allocation and performance isolation, (ii) incurs a 
low scheduling overhead, and (iii) maintains its performance while the number of tasks to be 
scheduled grows. 
4.1 Introduction 
Recent advances in processor capacity and communication bandwidth have made cluster-
based network of servers [2] or shared clusters [38, 40] an attractive alternative to the traditional 
single server model. Such an architecture offers better price-performance ratio and scalability 
compared to the traditional approach. In a web-hosting environment, a cluster of servers is used 
to satisfy the web-requests for multiple applications. By multiplexing the hardware resources 
among various applications, the cluster resource usage is improved. These applications could be 
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very diverse in their resource requirements, for example, a streaming media server for serving 
audio and video data, a gaming server, a database server for online transaction processing 
and Internet web-request server for serving HTTP requests. These applications may belong to 
different clients who are in mutual competition. 
The following requirements [38] for shared cluster need to be addressed: 
(i) Resource Reservation - provide predictable resource allocation to the multitude of com-
peting applications. The shared cluster should allow resources to be reserved by clients and 
provide QoS guarantees based on their reservations. 
(ii) Performance isolation - ensure that increased demand by one client does not affect the 
performance of another client's applications, i.e., the QoS guarantees for each client is met 
irrespective of the behavior of other clients. 
(iii) Scalability - provide the ability to add more resources to the cluster to handle the increas-
ing demands on resources. 
(iv) High Availability - tolerate failures in the system without severely impacting the perfor-
mance of the hosted applications. 
(v) Security - provide security among applications since several competing applications that 
do not share mutual trust may reside on the cluster. 
(vi) Efficiency - maintain a low overhead in performing resource management so that the 
response time of the applications does not suffer. 
In this paper we present NPFS that satisfies some of the above mentioned requirements, 
viz. resource reservation, performance isolation, scalability and efficiency. NPFS maintains 
knowledge about resource usages on individual server nodes by various applications. Combining 
this knowledge with cluster-wide resource reservations by the applications, NPFS extends the 
individual server node resource control mechanism to the entire cluster. It supports a novel QoS 
model that allows resources to be reserved and also adapt to variation in resource requirements. 
It employs a distributed solution that allows the system to scale well. At present it does not 
address security and fault-tolerance issues. 
38 
4.2 Terms and QoS Model 
Scheduling Interval: It is the unit of time over which the QoS guarantees are met. This is 
expected to be several order of magnitude greater than the CPU quantum. 
Ticket: The need or allocation of system resources like CPU, memory, disk and network 
bandwidth is quantified in terms of tickets for a resource. Ticket provides a medium to: 
(i) ensure that it will be able to meet the collective requirements (admission control); (ii) 
allocate the resources, (iii) ensure that there is no misuse of resources (resource policing). A 
ticket represents a unit of resource allocation per scheduling interval. For example, 10 tickets 
could mean 100 quantums of CPU time on a fast machine or 200 quantums of CPU time on 
a slow machine running at half the speed. The ticket can be used to specify the resource 
requirements for diverse resources like CPU, memory and network bandwidth. We deal with 
the CPU resource in this paper. 
Machine Capacity: Each of the servers is calibrated based on their configuration to satisfy 
certain number of tickets in every scheduling interval. The capacity of the machine is defined 
as the number of tickets per scheduling interval that the machine can serve. 
4.2.1 QoS Model 
In prior work on uniprocessors [10, 16, 27] in this area, the QoS value has been generally 
mapped to the percentage of CPU resource that should be received by a particular application, 
expressed by the weight or share of the application. For web applications, the number of 
requests satisfied per unit of time is a better measure than the percentage of CPU. The traffic 
pattern for a web application is variable [8]. The QoS model needs to be flexible to handle 
the variations in traffic. 
Our QoS model provides flexibility by taking the following approach: 
1. We define Ar as the minimum number of tickets guaranteed to the application per 
scheduling interval. The value of Ar decides the number of requests that are guaranteed 
to be satisfied; Ar= R*t, where R is the average number ofrequests and tis the average 
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number of tickets consumed per request. A customer can decide on the value of Ar by 
estimating the values for R and t. 
Each request will need a minimum resource allocation per unit of time to be able to 
provide satisfactory performance. For instance, in case of streaming video servers, the 
audio and video needs to be delivered at certain rate for continuous playback. However, 
beyond certain allocation, there will be no perceptible difference, may be because the 
application blocks for some resource. We include the parameters tmin and tmax, the 
minimum and maximum resource allocations per request in a scheduling interval for a 
given application. Thus our QoS model consists of the tuple: {Ar, tmin, tmax} for each 
application. 
2. If new requests continue to arrive after Ar tickets are issued to an application, those 
are treated as surplus requests. The requests before reaching that limit are referred to 
as non-surplus requests. The surplus requests are processed if there is idle capacity in 
the system. The idle capacity could be the result of extra resource provisioning in the 
system or another application making less demand at the given time. We define profit, 
P, that will accrue for every ticket that is allocated to a surplus request. The value of 
P depends on the application. For example, an online computer store will derive more 
value per request than a simple news site. Hence the profit is fixed separately for each 
application. 
The values for Ar, tmin and tmax need to be determined on an empirical basis through 
a trial phase wherein the application may be run in isolation to gather its resource usage 
statistics. 
4.3 Problem Definition and Solution Approaches 
In this section we define the problem formally and look at various approaches to solve the 
problem. 
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4.3.1 Problem Definition 
The cluster needs to have enough capacity to guarantee minimum QoS for all applications. 
To accommodate surplus requests, certain additional capacity may also have to be provisioned. 
Given a cluster with M servers with capacities { Cr1 , Cr2 , •••• CrM} and N applications with 
1. Accommodate all non-surplus request for each application and determine their ticket 
allocation 
2. Determine which surplus requests to admit so that we maximize the profit and ensure 
enough spare capacity on the cluster to guarantee that all the non-surplus request needs 
will be met during that scheduling interval. 
The scheduling problem boils down to determining resource allocation for each request for 
each application, such that the minimum QoS is being satisfied for each application and we 
maximize the cumulative profit obtained by processing the surplus requests. 
4.3.2 Scheduling Non Surplus Requests 
We assume that the minimum capacity required for accommodating the non-surplus re-
quests in each application has been provisioned. That is: 
M N 
L Cri 2:: LAri (4.1) 
j=l i=l 
For scheduling a non-surplus request, the task is to determine a suitable server that has enough 
capacity to accommodate this request. That is, if we allocate t tickets for the request, where 
tmin S t S tmax, we need to find server j such that t S Cj. Cj represents the available 
capacity on server j and is computed as Cj = Cri - E~1 Aij, where Aij is the number of 
tickets allocated to application i on server j. We choose the server in the worst-fit manner, 
i.e, choose j such that Cj - tis maximized. We opted for the worst-fit algorithm rather than 
the best-fit employed in Share [40]. If we choose the best-fit approach, then the request will 
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be first allocated to the same server until it does not have enough capacity left. This creates 
load imbalance as only some nodes serve most of the requests. 
The value of t, the number of tickets to be assigned to a non-surplus request, is variable. 
From the perspective of the application, when there are very few requests for an application, the 
system should satisfy those requests at the maximum QoS by allocating tmax tickets. When the 
number of tickets approaches the surplus value, the requests should be served with minimum 
QoS by allocating tmin tickets so that as many requests as possible are accommodated without 
incurring the cost penalty for surplus requests. Hence we make the value of t dependent on 
the number of requests. If the current number of request is r, then we compute the value oft 
using a linear function as shown below: 
rmax = Ar/tmin 
r min = O'. * tmax 
t = tmax; if r < rmin 
( r - rmin ) ( ) 0f rm"n ::::; r ~ rmax t = tmax - * tmax - tmin ; • , 
rmax - rmin 
a is a parameter that takes value between 0 and 1. We set a to 0.1 in our system, implying 
that the first 103 of the non-surplus requests will be assigned tmax tickets. 
4.3.3 Scheduling Surplus Requests 
Consider a set a requests arriving at a central server, called the Manager node. The number 
of surplus requests { s1, s2 .... SN} for each application is determined by applying the following 
condition on the current set of requests. 
M 
Ar; - LAiJ < 0 
j=l 
The problem of scheduling surplus requests amounts to making selections regarding: (i) the 
surplus requests to be scheduled, (ii) the server for scheduling those requests, and (iii) the 
tickets to be allocated to each request such that the profit is maximized. In what follows, we 
consider various approaches to obtaining an optimal solution. 
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4.3.3.l Ticket-Level Optimization 
We formulate our problem as an optimization problem as shown below: 
N M S; 
Maximize : LL Pi · L bijk · tijk 
i=l j=l k=l 
where tijk indicates the number of tickets to be allocated to surplus request k for application 
i on node j, and bijk is a decision variable that takes value 1 if the surplus request k for 
application i is assigned to node j, or 0 otherwise. Si represents the number of surplus requests 
for application i. 
The constraints for the problem are as shown below: 
• For all requests allocated on a server, the total resource allocation should not exceed the 
available capacity on that node 
N Si L L bijk . tijk s Cj 1 s j s M 
i=l k=l 
• A request can only be assigned uniquely to a single server in the cluster 
bijk E {O, 1} 1 S i S N, 1 S j S M, 1 S k S Si 
M 
L bijk = 1 1 s i s N, 1 s k s Si 
j=l 
• For each request, the number of tickets allocated to it must fall between tmin and tmax 
for that application 
The result of solving this Integer Linear Programming (ILP) formulation will be a set of 
tickets to be assigned to the requests, such that the profit is maximum. However, there is 
one major problem with the formulation. Consider the case of 10000 surplus requests to be 
distributed on a cluster of 200 servers, the number variables generated in the above problem 
will be 10000 * 200. Solving a 2,000,000 variable ILP could take several hours or several days, 
which is intolerable. 
0 Slaves 
D Manager 
- Request 
Ml 
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M4 
Figure 4.1 Distributed Cluster-based Server Architecture 
4.3.3.2 Distributed Ticket-level Optimization 
To solve the scheduling delay problem encountered above, one solution is to use a dis-
tributed approach, as shown in Figure 4.1. In the new architecture, there are several Manager 
nodes, each of which receives the requests and solves the optimization problem independently. 
The objective function does not change, except that the constraints are now for the nodes 
within a sub-cluster. Since each of the Manager nodes deals with only a subset of requests, we 
will find only a sub-optimal solution. The computation time will be reduced by a factor equal 
to the number of Manager nodes, since the number of requests are distributed approximately 
equally among Manager nodes. However the problem size is still impractical. If we assume, 
around 15 manager nodes for a cluster of 200 servers, and say an average of 1000 requests per 
Manager, the number of variables will be 1000 * 15. Since it is an ILP problem, the solution 
may take several hours or days to converge. 
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4.3.3.3 Distributed Application-Level Optimization 
Note that the number of requests may be large, but the number of applications that are 
hosted will be relatively small. Hence, we reformulate the objective function to determine the 
ticket allocation for an application as a whole rather than for each individual request. The 
new problem formulation is shown below: 
NM 
Maximize : LL Pi · aij 
i=l j=l 
where aij represents the number of tickets allocated to the surplus requests for application i 
on server j. 
The constraints are as shown below: 
• The ticket allocated on a particular node should not exceed its available capacity 
N 
L aij :S Cj 1 ::::; j ::::; M 
i=l 
• For each application, none of the surplus requests may be admitted. Hence the minimum 
number of tickets that can be allocated to an application is 0. 
aii ~ 0 1 :S i :S N, 1 :S j :S M 
• The maximum number of tickets to be allocated to surplus requests is bounded by the 
number of surplus requests times the maximum allocation per request. 
• The ticket allocation should be such that it does not result in QoS guarantee violation 
for other applications, i.e, we need to leave enough capacity on the cluster for minimum 
requests for other applications to be accommodated. 
NM M NM 
L:L:aii::::; Lei- LLAij 
i=l j=l j=l i=l j=l 
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The result of solving the above formulation will be a set of tickets to be allocated to each 
application on each server. But there is one further problem with the formulation. If the 
solution is infeasible, i.e., when 'L~1 Cj < 'L~ 1 (si * tminJ, it will not yield any solution. In 
such cases, we are interested in scheduling the subset of surplus requests such that the profit 
is maximized. To make the solution feasible we add a dummy node with: 
i) capacity CM+l = L~l (si * tminJ 
ii) profit for all requests scheduled on the dummy node as 0 for all applications. 
This ensures feasibility in all cases since we can fit all the surplus requests on the dummy node 
in the worst case. By setting the profit to 0, the optimizer will try to fit as many requests on 
the other M nodes in the cluster, and only schedule the remaining on the dummy node. 
By going from request-level optimization to application-level optimization, the integer vari-
able bijk is eliminated from the formulation. This reduces the size of the ILP problem. To 
minimize the processing time, we solve the problem as a linear programming problem instead 
of an integer linear programming problem as earlier. This might result in a fractional value 
for aij, in which case we round it to l aij J. 
We use two phases to solve the problem. In the first phase, we determine the constraints 
based on the current number of surplus requests for each application and find an optimal 
solution. In the second phase, we determine the ticket values for each surplus request within 
an application given the total tickets assigned for that application. Consider a typical case 
of 40 applications hosted on the cluster with each sub-cluster having around 20 servers, the 
number of variables will be 40 * (20 + 1) = 840 variables, which can be solved in several 
seconds on current high-end servers. However, we will require an additional time for mapping 
application-wide ticket allocation to individual ticket-level request allocation. This time is 
linear, that it varies as O(n), where n is the number of surplus requests. 
We still need the distributed approach to obtain a solution within the strict time constraints 
(of several milliseconds). The distributed approach has other valuable advantages: 
1. Scalability: When the processing demand on the system increases, with increase in the 
applications being hosted, additional sub-clusters can be provisioned to handle the in-
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creased demand. 
2. Fault-tolerance: When a Manager node fails, only that particular sub-cluster becomes 
non-functional. Thus there is graceful degradation in performance. 
3. Geographical Distribution: Manager nodes could be provisioned in geographically dif-
ferent locations. This may be necessitated by other factors like reducing the number of 
Internet hops to the server, contingency constraints etc. 
4.4 System Architecture 
The system consists of two main components: Manager and Slave. The Manager nodes 
are powerful high-end servers responsible for receiving requests and determining their ticket 
allocations. The Slave nodes are servers that are responsible for executing the web-requests, 
generating the results, and delivering those to the requesters. 
4.4.1 Manager Node 
The Manager node is responsible for collecting the requests, categorize the requests as 
surplus or non-surplus, determining the ticket allocations and assigning requests to the slave 
nodes. Due to the high volume of requests that may arrive at the Manager nodes, in the 
order of 1000 requests every second, efficiency is the prime concern. Efficiency is addressed 
by applying a 3-stage pipelining at the Manager. The Manager is divided into three modular 
components: Request Handler, Scheduler, and Request Dispatcher, as shown in Figure 4.2. 
- Request Scheduler Request Handler I Optimizer Dispatcher 
Figure 4.2 Manager Components 
Each of these components run as separate threads as explained below: 
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• Request Handler: It is responsible for listening and accepting new connections. It main-
tains a linked list and enqueues new requests at the tail of the list. In addition, it is 
responsible for receiving control messages that are exchanged between the Manager and 
Slaves within a sub-cluster, and among peer Managers across the global cluster. The 
purpose of these messages is explained later in Sections 4.4.4 and 4.4.5. 
• Scheduler: It is the core component that decides upon allocation of resources to requests. 
It categorizes the requests as surplus or non-surplus. It has a sub-component called the 
Optimizer that deals with ticket allocation for surplus requests. 
• Request Dispatcher: It interfaces with slave nodes by taking the allocations provided by 
the scheduler and dispatching the requests to slave nodes for execution. 
The major advantage of such a modular architecture is that it allows each of the components 
to be working on different set of requests in a pipelined manner. The simultaneous progress of 
each of these phases improves the system performance. 
4.4.2 Interaction between Manager components 
The components of the Manager interact with each other through lists that are illustrated 
in the Figure 4.3. The Request Handler captures all the incoming requests and enqueues them 
at the tail of the Request List. After scheduling the previous set of requests, the Scheduler 
starts processing the current list. For a non-surplus request, the Scheduler enqueues it to the 
tail of the Request Dispatcher Queue for the respective slave node in the Request Dispatcher 
Table. For the surplus list, it enqueues them to the tail of the appropriate Surplus Queue in the 
Surplus Table. After the Scheduler performs the optimization and decides on the individual 
ticket allocations, it moves the requests from Surplus Queue to the tail of the Request Dispatcher 
Queue for the respective slave in the Request Dispatcher Table. The Request Dispatcher runs 
periodically and dispatches the requests to the slave nodes for execution. 
head 
\ 
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Figure 4.3 Interaction between Manager components 
4.4.3 Request Scheduling Algorithm 
The total tickets allocated to a particular application are split equally between all the 
Manager nodes in the cluster . For each request, the Manager runs a Local Scheduling algorithm 
and attempts to schedule that request within its sub-cluster. However, it is possible that either 
there are not enough tickets available for scheduling the request locally, or there is no slave 
node with enough tickets to be able to accept some requests. For such requests, the Manager 
runs a Global Scheduling algorithm, where it contacts other Manager nodes to find a suitable 
sub-cluster for scheduling the requests. 
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4.4.3.1 Local Scheduling Algorithm 
1. For each request, determine whether the request is surplus or not based on the current 
tickets available for the application at the global level (globaLapp_tickets_available), and 
the minimum tickets required for the application (tmin)· 
2. For non-surplus requests do: 
(a) Determine the number of tickets t to be allocated for this request and adjust the cur-
rent tickets available for the application in the local cluster (locaLapp_tickets_available) 
(b) If not enough tickets exist, then enqueue the request into the ticketJi.andoff list and 
process next request 
( c) Select a slave node that can accommodate the request according to worst-fit strategy 
and enqueue the request into an appropriate Request Dispatcher Queue in Request 
Dispatcher Table. 
( d) If no suitable slave is found, reduce the tickets to tmin and repeat the above step 
2c. 
( e) If tickets is equal to tmin, then enqueue the request into the requestJi.andoff list 
3. For surplus requests do: 
(a) Determine the constraints and solve the optimization problem as explained in Sec-
tion 4.3.3.3 
(b) Divide the tickets allocated to the application among surplus requests for that ap-
plication such that a request is granted atleast tmin tickets 
( c) Select a slave node that can accommodate the request according to worst-fit strategy 
and enqueue the request into appropriate queue in Dispatch table. 
( d) For all the requests scheduled that could not be locally scheduled, enqueue them 
onto the requestJi.andoff list 
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4.4.3.2 Global Scheduling Algorithm 
The Global Scheduling algorithm involves resource management decisions across sub-clusters. 
The Local Scheduling algorithm enqueues requests that could not be satisfied locally into either 
the tickeLhandoff or the requesLhandofflists. The Global Scheduling algorithm traverses these 
lists and finds suitable sub-cluster, for scheduling the requests. This requires communication 
between the Manager nodes and consists of two distinct phases: 
{REQUEST_TICKET_HANDOFF, app_id} 
Manager I ~I. --.---1 -------1·1 Mmg~2 
,___ __ ~ 
{REPLY_TICKET_HANDOFF, app_id, tickets} 
Figure 4.4 Ticket Handoff 
{REQUEST_HANDOFF, request_id, tickets} 
~M-a-n-ag_e_r_I ~1 ..... ,___ __ 1 ______ "_,I M~•ga 2 
{REPLY _REQUEST_HANDOFF, request_id, tickets} 
Figure 4.5 Request Handoff 
l. In the first phase, called the Ticket Handoffphase requests that have been queued into the 
tickeLhandofflist are processed. The tickeLhandoff list holds the set of requests for which 
there are global tickets available for the application, but not enough local tickets. For such 
requests, the algorithm identifies a peer Manager node that has the maximum number 
of application tickets available, and then a sends a REQUEST _TICKET _HANDOFF 
message as shown in Figure 4.4. The request is queued on a local list until the reply 
is received. The peer manager receives the message and responds with either half of 
its current available tickets or the minimum required for the application, whichever is 
greater. When the reply is received, the manager updates the locaLapp_ticket_available 
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and dequeues the request and puts it at the head of the Request List to be processed 
along with the next batch of requests. 
2. In the next phase, called the Request Handoffphase, it processes the requests requesLhandoff 
list. The requesLhandoff list holds two types of requests: a) the set of non-surplus re-
quests for which enough local application tickets are available, but not enough capacity 
available on the slave nodes to accommodate them; b) set of surplus requests that could 
not be locally accommodated. For non-surplus requests, the algorithm identifies a peer 
node with the maximum spare capacity available in the cluster and hands off the request 
to it. This is done by sending REQUEST _HANDOFF message to the peer along with 
the tickets allocated to the request being dispatched, as depicted in Figure 4.5. The 
peer node receives the message, updates the locaLapp_tickets_available and enqueues the 
request at the head of the Request List. 
4.4.4 Interaction between Manager nodes 
For determining whether an incoming request is surplus or not, a Manager needs to know 
whether there are enough tickets available globally for this application to accommodate this 
request atleast at the minimum QoS level. There is a need for accurate knowledge about 
the current availability of tickets in other sub-clusters. For this purpose, a Global ticket 
rebalancing event occurs periodically as shown in Figure 4.6. During Global ticket rebalancing, 
each Manager sends its available ticket values for all applications to all its peers. In the current 
architecture, the tickets are evenly distributed after rebalancing. But our framework is flexible 
enough to support other policies like making ticket rebalancing proportional to the number of 
requests in each sub-cluster. 
Other interactions between Manager nodes occur during Request Handoff and Ticket Hand-
off events as explained earlier in Section 4.4.3.2. 
4.4.5 Slave Node 
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Figure 4.6 Global Ticket Rebalancing 
A Slave node runs the Slave QoS Manager (SQM), the actual entity that executes the 
request. The SQM registers with its respective Manager node during initialization phase. 
It interfaces with the Hierarchical Ratio-based Round-Robin Proportional Share (HR3PS) 
scheduling algorithm (Chapter 2), which is used to achieve proportional share scheduling and 
performance isolation on an individual server node. The responsibilities of the SQM are: 
• Task Creation: It receives TASK_CREATE messages for creating new tasks along with 
associated QoS value. This message is generated by the Request Dispatcher compo-
nent of the Manager for every request it dispatches to a slave. When the SQM receives 
a TASK_CREATE message, it creates a new task in the system with the specified QoS 
value, adds the task under the appropriate parent node in the scheduling hierarchy (Chap-
ter 2), and updates the number of tickets for its parent node. 
• Task Termination: When a task finishes or when SQM receives TASK_TERMINATE 
message from the Manager to terminate a task, the SQM deletes the task from the 
task queue, updates the tickets for its parent, and sends a REPLY_TASK_TERMINATE 
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message to the manager with the request id for the task. 
• Statistics Collection: It periodically gathers node-level and application level resource-
usage, current available processor capacity and reports this information to the corre-
sponding Manager. These statistics are formatted in a SLAVKNODE_INFO message 
and sent to the Manager. This message is received by the Request Handler component 
in the Manager, which listens for incoming control messages. On receipt of the message, 
the Manager reads the statistics and updates its database appropriately. 
4.5 Experimental Evaluation 
We have implemented the prototype version of NPFS system on RedHat Linux kernel 7.1. 
We have tested the prototype under various scenarios to demonstrate that: (i) NPFS is capable 
of providing cluster-wide proportional sharing, (ii) incurs low overhead in scheduling surplus 
and non-surplus requests, and (iii) provides high scalability. 
4.5.1 Cluster-wide Proportional Resource sharing 
The objective of this experiment is to demonstrate that the resource allocations for appli-
cation classes meet their reservations. We created a cluster with two slave nodes, each with 
a capacity of 30 tickets, controlled by a single Manager node. We created two application 
classes dhry-fifo, dhry-r3ps with the following QoS parameters: A: {30, 15, 15}; B: {25, 5, 5}. 
The profit vector was set to {O, 0}. In this case, we only consider non-surplus requests and 
provision resources to exactly match the total reservations. This precludes the system from 
admitting any surplus requests since it ensures that surplus requests are admitted only if the 
QoS guarantees for other applications are not violated. 
The cluster wide resource allocation is shown in Figure 4.7, and the actual CPU utilization 
on Slaves 1 and 2 are shown in Figures 4.8 and 4.9. Initially, there are no requests, hence 
no tickets are allocated to any application. At t = 1, we inject {2,2} number of requests for 
each application. The ticket allocation on Manager rises to {30, 10} while the CPU usage is 
approximately 753 for dhry-fifo and 233 for dhry-r3ps on both slaves. Thus the ratio of CPU 
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usages for dhry-fifo and dhry-r3ps is 3:1, which is equal to the ratio of their ticket allocations 
on the Manager. At t = 16, we inject {O, 3} requests into the system. This causes the ticket 
allocation for dhry-r3ps to rise to 25 on the Manager. At this point, the cluster wide ticket 
allocation is {30, 25} . The cumulative CPU usage on Slave 1 for dhry-r3ps goes upto 51% , 
while that on Slave 2 goes to 34% approximately. The CPU usage for dhry-fifo changes to 52% 
on Slave 1 and 65% on Slave 2. The decrease in CPU usage is due to the increase in number 
of dhry-r3ps applications. Thus the ratio of CPU usages for dhry-fifo and dhry-r3ps on Slave 
1 is in the ratio 52:51, which is approximately equal to ratio of their ticket allocations. The 
CPU usage ratio on Slave 2 is 65:34, which is approximately equal to the ratio of their ticket 
allocations. At t = 43, the cluster wide resource allocation for dhry-r3ps rises to 1003 since 
all the instances of dhry-fifo have terminated. 
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The overhead for the local scheduling algorithm differs for surplus and non-surplus requests. 
We measure the overhead in each case separately. For this, we linearly vary the number of 
requests from 100 to 5000 and measure the time taken to schedule the requests. Figures 4.10 
and 4.11 plot the scheduling overhead for increasing number of requests for non-surplus and 
surplus requests respectively. We measure these values for increasing number of slaves. For 
non-surplus, it simply finds a worst-fit slave node that can accommodate the request. Hence 
the time varies O(n * m), where n is the number of requests and m is the number of slaves. 
For surplus requests, it performs a linear optimization to determine the application level ticket 
allocation and then determines the individual request-level ticket allocation. The time varies 
as O(f(m, N) + n), where m is the number of slaves, N is the number of applications and 
f ( m * N) is a polynomial that represents time required for linear optimization. However, since 
m and N are fixed in a given configuration, the variation is linear with respect to n. 
4.5.3 Scalability 
It is desired that the system should scale well with an increase in the number of applica-
tions and increase in the number of servers in the system. When the number of applications 
increases, the communication overhead between Manager nodes increases. When the number 
of Managers in the system increases, the synchronization overhead during Global Ticket re-
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balancing increases. For satisfactory performance, these values should be low in practice. To 
determine the scalability of the system, we vary the number of applications and the number 
of Managers in the system and determine the variation in the synchronization. The results 
of this experiment are shown in Figure 4.12. During ticket rebalancing, a Manager sends 
REQUEST_TICKET__REBALANCE message to each of its peers and awaits all replies. We 
measure the difference in time when the first message is sent and when the last reply is received. 
For a given cluster size, the synchronization overhead varies almost linearly with the increase 
in number of applications. This is because with increase in the number of applications, only 
the size of message during each communication increases. The total number of messages sent 
remains the same. However, the overhead does not vary linearly with increasing cluster size. 
The increased number of Managers imply increase in the number of messages to be sent. When 
the number of messages increase, the processing overhead at each Manager node increases. 
4.6 Related Work 
Proportional Share scheduling provides an useful abstraction for resource management. 
Various scheduling algorithms [4, 6, 16, 27, 42, 43] have been proposed in literature in the 
context of network packet scheduling and multimedia. Hierarchical Scheduling [16] has been 
employed for providing performance isolation on individual server nodes. Hierarchical schedul-
ing also offers the flexibility of employing different schedulers for different applications, which 
may be required in supporting diverse applications in shared cluster scenario. Resource con-
tainers [3] has been proposed for providing accurate resource accounting by separating the 
notion of resource principals from processes that access them. 
Cluster computing research has focused mainly on providing load-balancing [25, 39], high 
availability [31] and scalability [36, 13]. Recently, work has been done in studying these 
problems in web-server scenario [1]. In this paper we extend the benefits of predictable resource 
allocation from individual servers to entire cluster. Since high availability and scalability are 
equally important as predictable resource allocation, most of the work done previously in the 
above mentioned areas complements our work. Building the QoS component as service on 
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top of native operating system rather than middleware-based approach is more efficient [32]. 
Hence we structured our components as processes running on top of native operating system 
rather than as services in COREA [28]. 
Recently there has been some work in the area of resource management in shared clusters. 
We review some of the other work in this area and highlight the differences. 
Share [40]: The design of Share identifies two important components, the Control Plane 
and the Nucleus. The Control Plane is responsible for receiving the requests and determining 
resource allocations. This functionality is similar to the Manager node in our architecture. The 
Nucleus, similar to the Slave node in our architecture, schedules requests. Share focuses on 
absolute allocation of resources in the cluster using reservation. They use a linear-time best-fit 
algorithm for scheduling of requests. Share provides the notion of resource borrowing, which 
allows resource reservations to be shared among co-operating applications. It also supports 
resource specification language that allows reservations to be efficiently expressed. Share also 
addresses the issue of Control Plane and Nucleus failures. 
Cluster Reserves [2]: In this work the authors propose a linear-optimization based approach 
based on resource requirements for requests. They have a centralized model wherein all the 
resource allocation decisions are performed on a single node. 
The major differences of our architecture over the ones described above are: 
I. QoS model - Compared to Share [40] our reservation model is more advanced. Since our 
model adapts to the varying pattern of requests for web applications, it is more flexible 
and practical. 
2. Distributed Approach: Share [40] and Cluster Reserves [2] use centralized approach 
wherein all the resource allocation decisions are performed on a single Manager node. 
Ours is fully distributed approach: each Manager performs resource management deci-
sions for its sub-cluster. 
3. Scheduling algorithm: Share simply uses best-fit, whereas Cluster Reserves uses a linear 
optimization formulation. They do not have notion of surplus request and profits. Hence 
58 
the problem formulations are entirely different. 
4. Fault-tolerance - Share handles fault-tolerance of its system components. But neither 
Cluster Reserves nor NPFS address this issue. 
5. Scheduling algorithms - We use HR3PS which is suited for cluster-based servers. Share 
uses Start-time Fair Queuing (SFQ) [16] whereas Cluster Reserves uses Lottery scheduling 
[42]. The advantage with using R3PS is that the accuracy is comparable to the above 
algorithms but the overhead is far less. 
Further, our work complements the work done in Denali [44] and Muse [8]. The Denali 
architecture proposes the use of virtual machines for supporting security in shared cluster 
environments. The Muse system deals with power management in shared clusters for energy 
conservation. They do not address the issue of efficient resource management for incoming 
requests. 
4. 7 Limitations and Future Work 
In this section we identify the major limitations of the current system and outline the 
directions for the future research. 
1. Fault-tolerance: The system does not address the issue of fault-tolerance. Either a 
Manager or a slave node could fail in the system randomly. To handle failure of Manager 
nodes, the system could designate a slave node as the backup Manager. While the 
current Manager. node is functioning, the backup Manager could exchange messages with 
the Manager and maintain up-to-date knowledge of the system state. When the Manager 
node fails, the backup Manager should start receiving requests and process them. If a 
slave node fails, the manager should identify the requests that were scheduled on the 
slave node at the time of slave node failure, and restart them on some other node. The 
use of checkpointing in providing efficient fault-tolerance also needs to be investigated. 
2. Dynamic reconfiguration: The system should be able to adapt to dynamic changes in the 
configuration. These may be necessitated due to faults or additional resource provisioning 
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in the system to handle more load. The system should support automatic peer discovery 
and automatic slave discovery protocols. This will enable the system to identify new 
Managers or Slaves added dynamically into the server farm. On the other end, it should 
be possible to vary the number of applications supported and their corresponding QoS 
parameters dynamically. 
3. Resource Borrowing: Resource Borrowing allows an application to lend its resources 
temporarily to other applications that might need it. Support for resource borrowing 
might be useful in scenarios several applications need to collaborate. 
4. Trace Monitor: There needs to be an infrastructure to allow new applications to be run 
in isolation and monitor their resource usage characteristics and request patterns. 
5. The current work focuses on sharing only CPU resource in the cluster. But for proper 
functionality other resources should also be proportionately shared. There is a need to 
investigate how to share other resources like network and memory in a fair manner. 
4.8 Conclusion 
In this paper we identify the resource management issues that arise in cluster-based server 
environments. We developed a novel QoS model and proposed a distributed solution for 
providing resource management in clusters. We implemented a prototype system in Linux 
and evaluated it using a set of benchmark programs. The results show that our system (i) 
provides predictable resource allocation and performance isolation, (ii) incurs a low scheduling 
overhead, and (iii) provides good scalability. 
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