For fields with more than 2 elements, the classification of the vector spaces of matrices with rank at most 2 is already known. In this work, we complete that classification for the field F 2 . We apply the results to obtain the classification of triples of locally linearly dependent operators over F 2 , the classification of the 3-dimensional subspaces of M 3 (F 2 ) in which no matrix has a non-zero eigenvalue, and the classification of the 3-dimensional affine spaces that are included in the general linear group GL 3 (F 2 ).
Introduction
Let n and p be non-negative integers and K be an arbitrary field. Given integers i and j such that i ≤ j, we denote by [[i, j] ] the set of all integers k such that i ≤ k ≤ j.
Given vector spaces U and V over K, one denotes by L(U, V ) the space of all linear maps from U to V .
We denote by M n,p (K) the space of all n × p matrices with entries in K, by M n (K) the space of all n × n matrices with entries in K, by S n (K) (respectively, by A n (K), by T + n (K), by NT n (K)) the space of all n × n symmetric (respectively, alternating, upper-triangular, and strictly upper-triangular) matrices with entries in K. Recall that an alternating matrix is a skew-symmetric matrix in which the diagonal entries equal zero. The group of all invertible matrices of M n (K) is denoted by GL n (K). Given a matrix M ∈ M n,p (K), the entry of M at the (i, j)-spot will be denoted by m i,j or, alternatively, by M i,j . Given a matrix M ∈ M n,p (K), a scalar λ ∈ K and distinct integers i and j in [ [1, n] ] (respectively, in [ [1, p] ]), the row operation L i ← L i + λL j (respectively, the column operation C i ← C i + λC j ), takes M to the matrix with the same rows (respectively, columns) except the i-th one, which equals the sum of the i-th row (respectively, column) of M with the product of the j-th row (respectively, column) of M by λ. One defines the row swap L i ↔ L j (respectively, the column swap C i ↔ C j ) likewise.
The upper-rank of a linear subspace V of M n,p (K) is the maximal rank for a matrix in V: We denote it by urk(V). Two linear subspaces V 1 and V 2 of M n,p (K) are called equivalent, and we write V 1 ∼ V 2 , when there are non-singular matrices P ∈ GL n (K) and Q ∈ GL p (K) such that V 2 = P V 1 Q, meaning that V 1 and V 2 represent the same space of linear operators between finite-dimensional vector spaces in different choices of bases of the source and target spaces. If n = p we say that V 1 and V 2 are similar, and we write V 1 ≃ V 2 , when the above condition holds with Q = P −1 .
A linear subspace V of M n,p (K) with upper-rank r is called primitive when it satisfies the following conditions:
(i) No non-zero vector belongs to the kernel of every matrix of V.
(ii) The span of all the ranges of the matrices of V is K n .
(iii) V is not equivalent to a space T of matrices of the form M = H(M ) [?] n×1 where urk H(T ) ≤ r − 1.
(iv) V is not equivalent to a space T of matrices of the form M = H(M )
[?] 1×p where urk H(T ) ≤ r − 1.
We say that V is reduced whenever it satisfies conditions (i) and (ii), and semi-primitive whenever it satisfies conditions (i), (ii) and (iii). Note that those definitions are invariant under replacing V with an equivalent subspace. Thus, we can define primitive/semi-primitive/reduced operator spaces between finite-dimensional vector spaces.
Primitive spaces of bounded rank matrices were initially introduced by Atkinson and Lloyd [1, 2] and later rediscovered by Eisenbud and Harris [4] . In particular, Atkinson proved a general classification theorem [1] for all primitive subspaces of M n,p (K) with upper-rank r and for which n > 1 + r 2 or p > 1 + r 2 , provided that K has more than r elements. In particular, for r = 2, his theorem yields that, up to equivalence, the space A 3 (K) of all 3 × 3 alternating matrices is the sole primitive matrix space with upper-rank 2 provided that the underlying field has more than 2 elements. Recent new insights have put the theory of primitive spaces back into the spotlight. First of all, Atkinson's classification theorem for primitive spaces (and, more precisely, its generalization to semi-primitive spaces as given in [7] ) has been shown to yield a generalization of Gerstenhaber's theorem for fields with large cardinality, and we believe that this new insight should help one have a better grasp of the structure of large spaces of nilpotent matrices [10] . On the other hand, semi-primitive matrix spaces are deeply connected to minimal locally linearly dependent spaces of operators, and classification theorems for the former have been recently used to expand our understanding of the latter [7] .
Considering the above, there is a renewed motivation for finding classification theorems for primitive spaces over small fields. An earlier article of Beasley [3] contained some information on spaces of rank 2 matrices over F 2 but fell short of giving a complete classification. It is the main purpose of the present work to achieve that classification. .
When we use this notation, the number of rows and columns will always be obvious from the context. If s + t ≤ min(n, p), then R(s, t) has upper-rank s + t.
In particular, if n ≥ 2 and p ≥ 2 the space R(1, 1) has upper-rank 2.
It is known that a space with upper-rank 1 is either equivalent to a subspace of R(1, 0) or to a subspace of R(0, 1) (this classical result dates back to Issai Schur). From there, one can determine the non-primitive reduced subspaces with upper-rank 2. Indeed, let V be such a space. If V is not semi-primitive, then it is equivalent to a subspace V ′ of M n,p (K) in which every matrix splits up as M = H(M ) ? and H(V ′ ) ⊂ M n,p−1 (K) has upper rank 1; Then, V is equivalent to a subspace of R(1, 1) or to a subspace of R(0, 2), whether H(V ′ ) is equivalent to a subspace of R(1, 0) or to one of R(0, 1); In the second case p ≤ 2 as V is reduced, and hence p = 2. If the transpose of V is not semi-primitive, then either n = 2 or V is equivalent to a subspace of R(1, 1). Conversely, if p = 2 then V cannot be semi-primitive (just delete the second column), and the same holds if V is equivalent to a subspace of R(1, 1) (delete the first column from the matrices of R(1, 1)).
Thus:
Proposition 1.1. Let V be a reduced linear subspace of M n,p (K) with upper-rank 2. Then, V is semi-primitive if and only if p > 2 and V is not equivalent to a subspace of R(1, 1). Moreover, V is primitive if and only if n > 2, p > 2 and V is not equivalent to a subspace of R(1, 1). Thus, V is semi-primitive if and only if n = 2 or V is primitive.
The classification, up to equivalence, of the reduced linear subspaces of R(1, 1) is an easy exercise:
such that V is equivalent to one (and only one) of the following spaces:
From that point on, we shall focus on classifying primitive matrix spaces with upper-rank 2 over F 2 .
In the rest of the article, we consider only the situation of a field K with two elements, denoted by F 2 .
It is known that for every field K the space A 3 (K) is primitive with upperrank 2 (see [2] ), and this holds in particular for K = F 2 . Now, we introduce three additional examples of primitive spaces with upper-rank 2 over F 2 . To simplify the discourse, it is convenient to describe such matrix spaces by generic matrices: Recall that a generic matrix of a linear subspace V of M n,p (K) is a matrix of the form x 1 A 1 + · · · + x m A m , where x 1 , . . . , x m are independent indeterminates and (A 1 , . . . , A m ) is a basis of V. Notation 1. We define three linear subspaces of M 3 (F 2 ) by generic matrices in the following array:
can be seen as the space of all upper-triangular 3 × 3 matrices with trace zero, whereas V 3 (F 2 ) can be seen as the space of all matrices M = (m i,j ) ∈ M 3 (F 2 ) with diagonal zero and
Given three scalars a, b, c in F 2 with a + b + c = 0, one of them must be zero whence abc = 0. Computing the determinant, it is then obvious that every matrix in J 3 (F 2 ) is singular, and so is every matrix in V 3 (F 2 ) (or in U 3 (F 2 )). Now, we state our three main results:
are primitive subspaces of M 3 (F 2 ) with upper-rank 2. Moreover, every non-zero matrix of one of those spaces has rank 2.
A linear subspace of J 3 (F 2 ) is primitive with upper-rank 2 if and only if, for all (a, b) ∈ (F 2 ) 2 , it contains at least one matrix of the form
Theorem 1.5 (Classification of primitive spaces with upper-rank 2 over F 2 ). Let V be a primitive subspace of M n,p (F 2 ) with upper-rank 2. Then, n = p = 3 and exactly one of the following four conditions holds:
In Section 4, we shall also describe, up to equivalence, all the primitive spaces that are equivalent to a linear subspace of J 3 (F 2 ). Remark 1. Note that if V is a primitive subspace of M n,p (K), then its transpose is also primitive with the same upper-rank. It is obvious that each one of the spaces A 3 (F 2 ), U 3 (F 2 ) and V 3 (F 2 ) is equal to its transpose. On the other hand, one sees that J 3 (F 2 ) is equivalent (and even similar) to its transpose by noting that J 3 (F 2 ) T is the space of all lower-triangular matrices of M 3 (F 2 ) with trace zero, and hence it equals KJ 3 (F 2 )K −1 for the matrix K :=
Let us immediately discuss some corollaries of the above results: Corollary 1.6. Let V be a primitive 4-dimensional subspace of M n,p (F 2 ). Assume that V is a rank-2 space, i.e. all its non-zero matrices have rank 2. Then, V is equivalent to V 3 (F 2 ).
To see this, it suffices to show that V cannot be equivalent to a subspace of J 3 (F 2 ). This is easily obtained by noting that every 4-dimensional subspace of J 3 (F 2 ) is a hyperplane of it, whence it must have a non-zero common vector with the 2-dimensional subspace of all matrices of the form In [3] , Beasley stated without proof that the two 4- 
are inequivalent rank-2 spaces. However, although it is true that both are rank-2 spaces, the above corollary shows that they are equivalent as one easily checks that both are primitive.
Note finally that Theorem 1.5 yields a quick proof of a result of [9] on the classification of subspaces of singular matrices of M 3 (F 2 ) with dimension at least 5. Indeed, given such a subspace V:
• Either V is non-reduced, and hence it is equivalent to a subspace of R (2, 0) or to a subspace of R(0, 2).
• Or V is reduced and non-primitive, and hence it is equivalent to a subspace of R(1, 1); in that case, as dim R(1, 1) = 5, we see that V is equivalent to R(1, 1) itself.
• Or V is primitive, and hence, as dim V ≥ 5, Theorem 1.5 yields that V is equivalent to a linear subspace of J 3 (F 2 ), and hence it is equivalent to
The article is laid out as follows: In Section 2, we prove Proposition 1.3. Section 3 is devoted to the proof of Theorem 1.5. In Section 4, we prove Proposition 1.4 and we classify all the primitive subspaces of J 3 (F 2 ). In the last section, we use our results to classify triples of locally linearly dependent operators over F 2 (Section 5.1), to classify the 3-dimensional linear subspaces of M 3 (F 2 ) in which no matrix has 1 as eigenvalue (Section 5.2), and to classify the 3-dimensional affine subspaces of M 3 (F 2 ) that are included in GL 3 (F 2 ) (Section 5.3).
Proof. Denote by
Thus, in a well chosen basis of U 3 (F 2 ) and in the canonical basis of K 3 , the space
By successively applying the row operation L 3 ← L 3 + L 2 and the column operations C 2 ↔ C 1 and C 3 ↔ C 2 , this space is seen to be equivalent to U 3 (F 2 ).
As this space has dimension 3 and every non-zero matrix of U 3 (F 2 ) has rank 2, we deduce that dim U 3 (F 2 )x = 2 for all non-zero vectors x ∈ (F 2 ) 3 .
is not equivalent to a linear subspace of R(1, 1). Therefore, U 3 (F 2 ) is primitive and it ensues that V 3 (F 2 ) is also primitive since it contains U 3 (F 2 ) and shares the same upper-rank. Thus, Proposition 1.3 is established.
Proof of the main classification theorem
This section is devoted to the proof of our main classification theorem, that is Theorem 1.5. First of all, we shall prove that cases (i) to (iv) are pairwise incompatible. Then, we will examine two special cases with n = p = 3. Afterwards, we will prove that M n,p (F 2 ) has a primitive subspace with upper-rank 2 only if n = p = 3. Finally, we will classify the primitive subspaces of M 3 (F 2 ) with upper-rank 2.
Incompatibility between cases (i) to (iv)
To see that no two of Cases (i) to (iv) in Theorem 1.5 can occur simultaneously, note that, whenever V falls into one of Cases (ii) to (iv), we have dim Vx ≥ 2 for every non-zero vector x ∈ (F 2 ) 3 , which rules Case (i) out.
Case (iv) is incompatible with Cases (ii) and (iii) because dim
Finally, Case (iii) is incompatible with Case (ii) because if Case (ii) holds, for every M ∈ V {0}, the non-zero vector x of Ker M satisfies Vx = Im M (indeed, in the special case when V = A 3 (F 2 ), we have Im M = {x} ⊥ = Vx where ⊥ refers to the canonical bilinear form (X, Y ) → X T Y on (F 2 ) 3 ), whereas this is not always the case for the space U 3 (F 2 ). Indeed, the matrix M = T belongs to its kernel, but
, which is obviously unequal to Im M .
Two basic lemmas
Lemma 3.1. Let V be a primitive subspace of M 3 (F 2 ) with upper-rank 2. Assume that there is a non-zero vector x ∈ (F 2 ) 3 such that dim Vx ≤ 1. Then V is equivalent to a subspace of J 3 (F 2 ).
Proof. Without loss of generality, we may assume that every matrix M of V splits up as
As every matrix of V is singular, a(M ) = 0 whenever K(M ) is non-singular. Assume that K(V) is inequivalent to a subspace of T + 2 (F 2 ). In particular, K(V) must contain a non-singular matrix (by the classification of spaces with upper-rank 1). Then, we have some M 0 ∈ V such that K(M 0 ) is non-singular and hence a(M 0 ) = 0. For all M ∈ V, if K(M ) = 0 then K(M + M 0 ) is non-singular and hence a(M + M 0 ) = 0, which yields a(M ) = 0. It follows that there is a linear form ϕ : K(V) → F 2 such that a(M ) = ϕ(K(M )) for all M ∈ V. As a = 0 (because V is reduced), we see that K(V) cannot be spanned by its non-singular matrices. If K(V) were a hyperplane of M 2 (F 2 ), then it would be equivalent to T + 2 (F 2 ) or to S 2 (F 2 ), whether its orthogonal subspace for (A, B) → tr(AB) contained a rank 1 matrix or not. However, S 2 (F 2 ) is spanned by its nonsingular elements, and so does M 2 (F 2 ), whence dim K(V) ≤ 2. Moreover, as K(V) is inequivalent to a subspace of T + 2 (F 2 ), we have K(V)y = (F 2 ) 2 for all non-zero vectors y ∈ (F 2 ) 2 ; It ensues that dim K(V) = 2 and that all the nonzero matrices of K(V) are non-singular, contradicting the fact that K(V) is not spanned by its non-singular matrices.
Thus, K(V) is actually equivalent to a subspace of T + 2 (F 2 ). Therefore, no generality is lost in assuming that V is actually a linear subspace of T
is a linear subspace of (F 2 ) 3 that does not contain the vector 1 1 1 T (since no matrix of V is invertible). Thus, δ(V) is included in a hyperplane with the same property. Moreover, since V is primitive, δ(V) is included in none of the three canonical hyperplanes (with equations x 1 = 0, x 2 = 0 and x 3 = 0, respectively). The only remaining hyperplane which does not contain 1 1 1 T is the one defined by the equation x 1 + x 2 + x 3 = 0, whence every matrix of V has trace 0. We conclude that V is a linear subspace of J 3 (F 2 ).
Lemma 3.2. Let V be a primitive subspace of M 3 (F 2 ) with upper-rank 2. Assume that V contains a rank 1 matrix. Then, V is equivalent to a subspace of
Proof. Without loss of generality, we may assume that V contains the elementary matrix E 1,1 (with entry 1 at the (1, 1)-spot, and zero entries everywhere else). Then, we split every M ∈ V as
We contend that every matrix of K(V) is singular. Indeed, if we let M ∈ V, then both matrices M and M + E 1,1 belong to V, and therefore
It follows that urk K(V) ≤ 1. Then, there are two cases to consider:
• Either there is a non-zero vector of (F 2 ) 2 on which all the matrices of K(V) vanish; in this case we find a non-zero vector x of (F 2 ) 3 for which dim Vx ≤ 1, and Lemma 3.1 shows that V is equivalent to a linear subspace of J 3 (F 2 ).
• Or the non-zero matrices of K(V) have the same range, whence there is a non-zero vector x ∈ (F 2 ) 3 for which dim V T x ≤ 1. As V T is primitive with upper-rank 2, we deduce from Lemma 3.1 that it is equivalent to a linear subspace of J 3 (F 2 ). However, we have seen in Remark 1 that
, whence V is equivalent to a linear subspace of J 3 (F 2 ).
Basic identities
In the rest of the proof, we let V be a primitive subspace of M n,p (F 2 ) with upper-rank 2. Note that n ≥ 3 and p ≥ 3.
As V contains a rank 2 matrix and as such a matrix is equivalent to
, we lose no generality in assuming that V contains J 2 .
We split every matrix M of V up as
. The 3 by 3 sub-matrix of M obtained by selecting row indices in {1, 2, i} and column indices in {1, 2, j} is singular since rk M ≤ 2, and on the other hand its determinant reads
where N denotes the transpose of the comatrix of the square matrix N , and B(M ) i−2 and C(M ) j−2 respectively denote the (i − 2)-th row of B(M ) and the (j − 2)-th column of C(M ). Varying i and j then yields the matrix identity
To see this, it suffices to apply identity (1) to both matrices M and M + J 2 .
The proof that n = p = 3
Now, we prove the following result:
The proof has several steps. First of all, we lose no generality in assuming that V contains J 2 , as in the preceding section. Our first step establishes an important relationship between the matrices B(M ) and D(M ), for M in V:
Proof. Take two distinct indices i 1 and
, and denote by ∆(M ) the 3 × 3 sub-matrix of M obtained by selecting the row indices in {1, i 1 , i 2 } and the column indices in {1, j 1 , j 2 }. Then, we see
is the determinant of the 2 × 2 submatrix of M obtained by selecting row indices in {i 1 , i 2 } and column indices in {j 1 , j 2 }.
The first inequality is proved in a similar fashion.
As an immediate corollary, we deduce:
Step 2. The upper-rank of D(V) is less than or equal to 1.
It follows that either all the non-zero matrices of D(V) have the same kernel, or all of them have the same range.
Step 3. Assume that D(V) = {0}. If all the non-zero matrices of D(V) have the same range (respectively, the same kernel), then n = 3 (respectively, p = 3).
Proof. Note that if all the non-zero matrices of the form B 1 (M ) D(M ) have the same kernel, then this kernel cannot be {0} × (F 2 ) p−2 as D(V) = {0}; then, as this kernel must have dimension p − 2, it must contain a vector of (
Assume that all the non-zero matrices of D(V) have the same range, denoted by D. By Step 1, if all the non-zero matrices of the form B 1 (M ) D(M ) did not have the same range, then they would all have the same kernel -owing the classification of matrix spaces with upper-rank at most 1 -and hence the above remark shows that
If all those matrices have the same range, it must be D because D(V) = {0}. In any case, we obtain
As V is reduced, we deduce that n = 3.
Using V T instead of V, we deduce that p = 3 if all the non-zero matrices of D(V) have the same kernel.
Step 4. One has dim D(V) ≤ 1.
Proof. Assume that dim D(V) > 1. Assume also that all the non-zero matrices of D(V) have the same kernel. Then, p = 3. Moreover, by Step 3, all the nonzero matrices of the form B 2 (M ) D(M ) cannot have the same range, which, by Step 1, yields a scalar µ such that
Performing the column operations C 1 ← C 1 − λC 3 and C 2 ← C 2 − µC 3 changes none of the above assumptions and reduces the situation to the one where B(M ) = 0 for all M ∈ V. Note that every matrix M of V then splits up as
,
for all M ∈ V, and ϕ vanishes at every rank 2 matrix of A(V). Note that dim Ker ϕ ≥ 1 and rk ϕ ≥ 2, whence dim
is spanned by its rank 2 elements, which leads to ϕ = 0. Thus, dim A(V) = 3, rk ϕ = 2 and dim Ker ϕ = 1. But again, we find a contradiction by noting that every linear hyperplane of M 2 (F 2 ) contains several rank 2 matrices (this is obvious as such a hyperplane must be equivalent to S 2 (F 2 ) or to T + 2 (F 2 ), as we have already explained in the course of the proof of Lemma 3.1). Therefore, the non-zero matrices of D(V) cannot share the same kernel.
Similarly, by working with V T , we see that the non-zero matrices of D(V) cannot share the same range. Therefore, we have contradicted the fact that D(V) has upper-rank 1.
From there, we can complete our proof of Proposition 3.3:
Step 5. One has n = p = 3.
, whence all the non-zero matrices of D(V) have the same range and the same kernel (there is only one such matrix!), and Step 3 yields n = p = 3.
In the rest of the proof, we assume that D(V) = {0}. As V is reduced, we have B(V) = {0} and C(V) = {0}. For all M ∈ V, we know from identity (2) that B(M )C(M ) = 0. In particular B(M ) = 0 whenever rk C(M ) = 2. Assume that some matrix M 0 is such that rk If all the matrices of C(V) have the same kernel, we obtain that p = 3 since V is reduced. Assume now that all the non-zero matrices of C(V) have the same range. Without loss of generality, we can assume that this range is
. If we
As V is not the union of two of its proper linear subspaces and as L(V) = 0, we deduce that B 1 (V) = {0}. As B(V) = {0} and V is reduced, we deduce that B 2 (V) = (F 2 ) n−2 . Now, denote by α(M ) the entry of M ∈ V at the (2, 1)-spot. If α = 0, then we contradict condition (iii) in the definition of a primitive space (by deleting the second column). Thus, α = 0, B 2 = 0 and L = 0. Fix M ∈ V, and note that
As rk M ≤ 2, one of the matrices B 2 (M ), L(M ) or α(M ) must be zero. However, the linear maps B 2 , L and α on V are all non-zero, and we have just shown that V is the union of their respective kernels. If p > 3, then Ker L has codimension at least 2 in V, whence Lemma 2.5 of [8] yields a contradiction. Therefore, p = 3.
By applying the above line of reasoning to V T , we obtain n = 3.
This completes the proof of Proposition 3.3.
Completing the classification
Let V be a primitive subspace of M n,p (F 2 ) with upper-rank 2. By Proposition 3.3, we know that V is actually a linear subspace of M 3 (F 2 ). Moreover, we can assume that V contains J 2 , and we keep the notation from Section 3.3. We also make the following additional assumption:
(H1) V is inequivalent to a linear subspace of J 3 (F 2 ).
From there, our aim is to prove that V is equivalent to
Using (H1), we see from Lemmas 3.1 and 3.2 that every non-zero matrix of V has rank 2, and dim Vx ≥ 2 for all x ∈ (F 2 ) 3 {0}. By Remark 1, V T is also inequivalent to a subspace of J 3 (F 2 ), and hence dim V T x ≥ 2 for all x ∈ (F 2 ) 3 {0}.
Denoting by e 3 the third vector of the standard basis of (F 2 ) 3 , we deduce that
Polarizing this quadratic identity yields
that K is alternating. Therefore, K = 0 1 1 0 (the sole non-zero matrix in
we find, by identity (1),
(b) Assume that for every non-zero matrix M ∈ V, we have V Ker M = Im M . In particular, the case M = J 2 yields D(V) = {0}, whence the above proof shows that C(V) = (F 2 ) 2 and B(M ) = C(M ) T K for all M ∈ V. We choose
Replacing M 1 with M 1 + J 2 if necessary, we can assume that the entry of M 1 at the (1, 1)-spot is 0. As M 1 is singular, its entry at the (2, 1)-spot is 0. Using row operations of the form
we see that no generality is lost in assuming that
With a similar line of reasoning, we find scalars a and b such that V contains a matrix of the form
As rk(M 1 + M 2 ) ≤ 2, one finds a = b by computing the determinant. As e 1 ∈ Ker M 1 , we must have M 2 e 1 ∈ Im M 1 , whence a = 0. We conclude that a = b = 0, and hence, as dim V = 3, we have V = span(J 2 , M 1 , M 2 ), i.e. V is associated with the generic matrix 
Swapping the first two rows finally shows that V is equivalent to A 3 (F 2 ).
Claim 2. One has 3 ≤ dim V ≤ 4 and there is at least one non-zero vector
Proof. Set d := dim V. We use a counting argument: Denote by N the set of all pairs (M, x) ∈ V {0} × (F 2 ) 3 {0} for which M x = 0. Remember that dim Vx ∈ {2, 3} for all non-zero vectors x ∈ (F 2 ) 3 . For i ∈ {2, 3}, denote by n i the number of non-zero vectors x ∈ (F 2 ) 3 for which dim Vx = i. For every non-zero vector x ∈ (F 2 ) 3 , the set of all matrices M ∈ V for which M x = 0 is the kernel of M → M x, and hence it has dimension d − dim Vx. Thus,
On the other hand, every non-zero matrix of V has rank 2 and hence it annihilates exactly one non-zero vector of (F 2 ) 3 . Therefore,
As n 3 = 7 − n 2 , we deduce that 2 d−3 n 2 = 2 d − 7 × 2 d−3 + 6, which leads to
In particular, we deduce that n 2 > 0. As n 2 must be an integer, we find 4−d ≥ 0. As n 2 ≤ 7, we also find d ≥ 3. Thus, d ∈ {3, 4}. Finally, if d = 3, then n 2 = 7 whence dim Vx = 2 for every non-zero vector x ∈ (F 2 ) 3 ; V T must satisfy the same conclusion as it has dimension 3. Now, we make an additional assumption:
We shall conclude by distinguishing between two cases, whether V has dimension 3 or 4.
Proof. If there are two distinct matrices of V with the same (two-dimensional) range, then, by choosing a non-zero vector x in the orthogonal complement of this range, we would find dim V T x ≤ 1, contradicting Claim 2. Thus, two distinct matrices of V cannot have the same range.
Combining point (b) of Claim 1 with assumption (H2), we find a matrix M ∈ V such that V Ker M = Im M . We lose no generality in assuming that M = J 2 . As dim Ve 3 = 2, no further generality is lost in assuming that the space of all third columns of the matrices of V is F 2 × {0} × F 2 . This yields two matrices in V of the following forms As rk M 1 = 2, we deduce that
Performing column operations of the forms C 1 ← C 1 − λC 3 and C 2 ← C 2 − µC 3 , we see that no generality is lost in assuming that As J 2 + M 2 is singular, we deduce that
As M 1 + M 2 is singular, we find a(c + 1) = b by computing the determinant. Using the singularity of M 1 + M 2 + J 2 , we obtain a(c + 1) = 0. Thus, b = 0. However, as dim(Ve 1 ) = 2 and V = span(J 2 , M 1 , M 2 ), we cannot have a = 0, whence a = 1 and c = 1. Thus,
We deduce that V is associated with the generic matrix 
Using the operations L 1 ↔ L 3 and C 2 ↔ C 3 , we obtain that V is equivalent to
Proof. By Claim 2, we can choose a vector x ∈ (F 2 ) 3 for which dim Vx = 2. Then, there is a non-zero matrix of V which annihilates x, and this matrix has rank 2. Without loss of generality, we may assume that this matrix is J 2 , in which case x is the third vector of the standard basis. Point (a) of Claim 1 yields that Vx = Im J 2 ; Thus, we can choose a basis (y, y ′ ) of Vx such that y ∈ Im J 2 and y ′ ∈ Im J 2 , then we extend y into a basis (y, z) of Im J 2 , so that (y, z, x) is a basis of (F 2 ) 3 . Then, by replacing V with an equivalent subspaceso that our new source basis is (y, z, x) and our new target basis is (J 2 y, J 2 z, y ′ ) -we see that no further generality is lost in assuming that Vx = F 2 × {0} × Assume first that B(M 1 ) = 0. As dim(V T e 3 ) ≥ 2, we must have B(M 2 ) = 0, whence B(M 2 ) = 0 1 . Then, as M 2 is singular, we find that (M 2 ) 2,1 = 0 and, as M 1 + M 2 is singular, we also obtain (M 1 ) 2,1 = 0. Thus, the first and third columns of M 1 equal zero, whence M 1 has rank 1, which is absurd.
We deduce that B(M 1 ) = 0 1 . Then, as we lose no generality in replacing M 2 with a matrix of the form M 2 + a M 1 + b J 2 , we can assume that B(M 2 ) = 0. From there, using column operations of the form C 1 ← C 1 + λC 3 and C 2 ← C 2 + µC 3 , we see that no generality is lost in assuming that
As rk M 2 > 1, we deduce that
If the entry of M 1 at the (1, 2)-spot equals 1, then we perform the row operation L 1 ← L 1 + L 3 and then we replace M 3 with M 3 + M 2 . This shows that no generality is lost in assuming that
As M 1 has rank 2, we find
From there, we lose no generality in adding a linear combination of M 1 and J 2 to M 3 , whence we may assume that
As Using the column operations C 2 ↔ C 1 and C 3 ↔ C 2 , we conclude that V is equivalent to V 3 (F 2 ), as claimed.
This completes the proof of Theorem 1.5.
3.6 Application to maximal spaces of matrices with upper-rank 2
together with a subspace W of M n ′ ,p ′ (K), we denote by W (n,p) the space of all n × p matrices of the form
Note that W (n,p) has the same upper-rank as W.
Let S be a linear subspace of L(U, V ), where U and V are finite-dimensional vector spaces. We define the kernel and the range of S as, respectively, Ker S := f ∈S Ker f and Im S := f ∈S Im f . Then, every operator f ∈ S induces a linear operator f : U/ Ker S → Im S, and one sees that the operator space S := {f | f ∈ S} is a reduced linear subspace with the same dimension and the same upper-rank as S: It is called the reduced operator space of S. Finally, two operator subspaces S and T of L(U, V ) are equivalent if and only if dim Ker S = dim Ker T , dim Im S = dim Im T and the operator spaces S and T are equivalent.
In terms of matrices, this reads as follows:
Proposition 3.4. Let V be a linear subspace of M n,p (K) with upper rank r. Then, there is a pair
. The pair (n ′ , p ′ ) is uniquely determined by V, and the equivalence class of V ′ is uniquely determined by that of V.
Note that V ′ represents the reduced operator space of V (seen as a space of linear maps from K p to K n ). If V is equivalent to a subspace of R(2, 0) (respectively, of R(0, 2)), then n ′ ≤ 2 (respectively, p ′ ≤ 2). Moreover, if V ′ is equivalent to a subspace of R(1, 1), then V is equivalent to a subspace of R(1, 1). Conversely, assuming that V ⊂ R(1, 1), then we have a hyperplane H of K p and a 1-dimensional subspace D of K n such that Vx ⊂ D for all x ∈ H. Then, for H ′ := (H + Ker V)/ Ker V and D ′ := D ∩ Im V, we see that f (x) ∈ D for all x ∈ H ′ and all f ∈ V, and H ′ has codimension at most 1 in K p / Ker V whereas D ′ has dimension at most 1. It follows that V ′ is equivalent to a subspace of R(1, 1). From the above considerations combined with Proposition 1.1 and Theorem 1.5, we deduce the following structure theorem on subspaces of matrices of M 3 (F 2 ) with rank at most 2: Theorem 3.5. Let V be an upper-rank 2 subspace of M n,p (F 2 ), with n ≥ 3 and p ≥ 3. Then, one and only one of the following cases holds:
(i) V is equivalent to a subspace of R(2, 0);
(ii) V is equivalent to a subspace of R(0, 2); (iii) V is equivalent to a subspace of R(1, 1); (iv) V is equivalent to W (n,p) , where W is a primitive linear subspace of J 3 (F 2 );
Moreover, if case (iv) holds, then the equivalence class of W is uniquely determined by that of V.
As a consequence, we get: Theorem 3.6 (Classification of maximal spaces of matrices with rank at most 2). Let n > 2 and p > 2. Up to equivalence, there are 6 maximal subspaces of upper-rank 2 matrices of M n,p (F 2 ):
The only non-trivial point in the derivation of that theorem from Theorem 3.5 and Proposition 3.4 is to see that A 3 (F 2 ) is maximal among the subspaces of M 3 (F 2 ) with upper-rank 2. This is obtained as a special case of the following general result: Proposition 3.7. Let n be an odd integer and F be an arbitrary field. Then, A n (F) is a maximal subspace of singular matrices of M n (F).
Proof. For the case when #F > 2, we refer to [5, Proposition 5] . Thus, we shall only consider the case when F = F 2 . We note that the problem is tightly connected to the representation of quadratic forms. We refer to [12, Chapter XXXII] for the basics on quadratic forms over fields of characteristic 2. Let P ∈ M n (F 2 ) A n (F 2 ). We have to show that P +A n (F 2 ) contains a non-singular matrix. We consider the non-zero quadratic form q : X ∈ F n 2 → X T P X. The set of matrices Q ∈ M n (F 2 ) that represent q, i.e. such that, in some basis of (F 2 ) n , the map X → X T QX corresponds to q, is precisely Cong(P ) + A n (F 2 ), where Cong(P ) denotes the congruence class of P , that is the set of all matrices RQR T with R ∈ GL n (F 2 ). As A n (F 2 ) is invariant under congruence, it suffices to find a non-singular matrix which represents q. The rank of the polar form of q equals 2r for some non-negative integer r. As n is odd, the radical of q is odd-dimensional, and hence non-zero. The restriction of q to its radical is a linear form. We shall now distinguish between two cases, whether this linear form is zero or not. For (a, b) ∈ (F 2 ) 2 , we denote by [a, b] the quadratic form (x, y) → ax 2 + xy + by 2 on (F 2 ) 2 , and by a the quadratic form x → ax 2 . The orthogonal direct sum of two quadratic forms q 1 and q 2 is denoted by q 1 ⊥q 2 . Case 1. The restriction of q to its radical R is non-zero. Then, we may choose a basis of R in which no vector is q-isotropic (indeed, the set of q-isotropic vectors in R is a linear hyperplane of R, and hence its complementary set in R spans R). This yields pairs (a 1 , b 1 ) , . . . , (a r , b r ) in (F 2 ) 2 such that q is equivalent to [a 1 
Using this repeatedly, we deduce that q is equivalent to r. T with M ∈ V. We know that D is included in the hyperplane
, then it is obvious that V is not reduced, whence it is not primitive. Assume now that dim D = 1. Then, D contains a sole non-zero vector which we write a b c T . As D is reduced, we must have a = 1 and c = 1. Thus, b = 0 and, by swapping the first and third columns, we see that V is equivalent to a linear subspace of R (1, 1) . Now, we assume that D = H and we prove that V is primitive. Note that V T is equivalent to a linear subspace of J 3 (F 2 ) for which the space of all diagonal vectors is H. Now, let X = x y z T ∈ (F 2 ) 3 be such that M X = 0 for all M ∈ V. Looking at the third entry of the matrix M X, we deduce that z = 0. Then, we successively find y = 0 and x = 0 by looking at the second entry of M X and then at the first one. Thus, V satisfies condition (i) in the definition of a primitive space. For the same reason V T also does, whence V is reduced. Denote by (e 1 , e 2 , e 3 ) the standard basis of (F 2 ) 3 . Let x ∈ (F 2 ) 3 F 2 e 1 . We contend that Vx = F 2 e 1 . Indeed, if the third entry of x equals 1 then, as we know that some matrix of V has entry 1 at the (3, 3)-spot, we see that Vx = F 2 e 1 ; Otherwise, the second entry of x equals 1 and as some matrix of V has entry 1 at the (2, 2)-spot we obtain that Vx = F 2 e 1 . Now, assume that V is non-primitive. Then, as it is reduced, it must be equivalent to a subspace of R(1, 1), which yields a 2-dimensional subspace P of (F 2 ) 3 and a 1-dimensional subspace D of (F 2 ) 3 such that Vx ⊂ D for all x ∈ P . As P ⊂ F 2 e 1 , the above proof yields that D = F 2 e 1 whence e 1 ∈ P . Therefore, (F 2 ) 3 = F 2 e 1 ⊕ P , which yields Vx ∈ D + F 2 e 1 for all x ∈ (F 2 ) 3 , contradicting the fact that V is reduced.
We conclude that V is primitive, which finishes the proof of Proposition 1.4.
The full classification of primitive subspaces of J 3 (F 2 )
Now, we shall give a full classification, up to equivalence, of the primitive subspaces of J 3 (F 2 ). Of course, we have just seen that J 3 (F 2 ) is primitive, whence it only remains to classify its primitive subspaces with dimension 2, 3 or 4 (obviously, a subspace of M 3 (F 2 ) with upper-rank 2 and dimension at most 1 is non-reduced). This is given in the next three propositions:
Proposition 4.1. Let V be a primitive subspace of J 3 (F 2 ) with dimension 2.
Then, V is equivalent to the space associated with the generic matrix 
Proposition 4.2. Let V be a primitive subspace of J 3 (F 2 ) with dimension 3. Then, V is equivalent to one and only one of the four spaces associated with the generic matrices
Proposition 4.3. Let V be a primitive subspace of J 3 (F 2 ) with dimension 4. Then, V is equivalent to one and only one of the four spaces associated with the generic matrices
Remark 2. In the prospect of the proofs of Propositions 4.2 and 4.3, the following remark will be useful: the set of all matrices with rank at most 1 in J 3 (F 2 ) is the union of the 2-dimensional subspaces
Indeed, if a matrix M ∈ J 3 (F 2 ) has its diagonal non-zero, then exactly two of its diagonal entries equal 1, whence it has rank 2. Thus, a rank 1 matrix of J 3 (F 2 ) must have its diagonal zero: From there, the claimed result is obvious.
Proof of Proposition 4.2. Using Proposition 1.4 together with the rank theorem, we see that V contains exactly one non-zero matrix M 0 with diagonal zero. We split the discussion into four cases, according to the value of M 0 . Performing the operations
and C 2 ← C 2 + (α + β)C 1 , we reduce the situation to the one where α = β = γ = δ = 0, and hence V is equivalent to the space associated with M 1 . Using the operations
we reduce the situation to the one where γ = δ = β = 0. If α = 1, then V is equivalent to the matrix space associated with M 2 . If α = 0 then permuting rows and columns shows that V is equivalent to the matrix space associated with M 1 . Using the operations
and C 3 ← C 3 + ηC 1 , we finally reduce the situation to the one where V is associated with the generic matrix M 4 . It remains to show that the four cited matrix spaces are pairwise inequivalent. To do this, we note that the equivalence class of a matrix subspace W of M 3 (F 2 ) determines both the number of vectors x ∈ (F 2 ) 3 for which dim(Wx) = 1 and the number of vectors x ∈ (F 2 ) 3 for which dim(W T x) = 1. For the above four matrix spaces, we obtain the following results, which show that they are pairwise inequivalent:
V associated with the generic matrix . . .
The proofs of Propositions 4.1 and 4.3 are similar and we shall leave them to the reader. Let us only explain why the four generic matrices given in Proposition 4.3 yield pairwise inequivalent matrix spaces. We simply look at the structure of the sets of their rank 1 matrices.
• If V is equivalent to the space associated with N 1 , then it contains exactly two rank 1 matrices.
• If V is equivalent to the space associated with N 2 , then it contains exactly three rank 1 matrices, and they have the same range.
• If V is equivalent to the space associated with N 3 , then it contains exactly three rank 1 matrices, and they do not have the same range.
• Otherwise, V contains a sole rank 1 matrix.
Applications

Triples of locally linearly dependent operators over F 2
In [7, Section 3], we have shown how minimal reduced locally linearly dependent operator spaces are connected to semi-primitive operator spaces. Let us recall the basics: Let U and V be finite-dimensional vector spaces, and S be a reduced linear subspace of L(U, V ). We define the dual operator space S of S as the space of all operators from S to V of the form
We say that S is locally linearly dependent (in abbreviated form: LLD) when, for every vector x ∈ U , there is a non-zero operator s ∈ S such that s(x) = 0. Then, S is a minimal LLD space if and only if S is semi-primitive. Moreover, two reduced operator spaces S and T are equivalent if and only if their dual operator spaces are equivalent. Noting that S is always equivalent to S, this yields a oneto-one correspondence between the equivalence classes of semi-primitive operator spaces and the ones of minimal reduced LLD spaces. We have seen that the semi-primitive subspaces of L(U, V ) with upper-rank 2 are the primitive ones for which dim V > 2. Thus, we deduce the following result from Theorem 1.5 and from Propositions 4.1, 4.2 and 4.3. (c) dim U = 3, dim V = 3, and one and only one of the following generic matrices is associated with a matrix space that represents S: Conversely, all the above cited matrix spaces represent 3-dimensional minimal LLD operator spaces.
In (c), the given matrix spaces represent the dual operator spaces of the matrix spaces A 3 (F 2 ), U 3 (F 2 ), and the four matrix spaces cited in Proposition 4.2. In (d), the given matrix spaces represent the dual operator spaces of the four matrix spaces cited in Proposition 4.3 and of V 3 (F 2 ). In (e), the matrix space represents the dual operator space of J 3 (F 2 ).
The computation of the dual operator spaces is performed in the same way as in the proof of Lemma 2.2.
Subspaces of M 3 (F 2 ) with trivial spectrum
Definition 3. Given a field K, a linear subspace V of M n (K) is said to have a trivial spectrum when no matrix of V has an eigenvalue in K {0}.
In [6] and [14] , it was proved that a trivial spectrum subspace V of M n (K) has dimension at most n 2 . In [11] , the classification of trivial spectrum subspaces with the maximal dimension was achieved for all fields with more than 3 elements, and it was shown that the classification theorem failed for F 2 . Our aim here is to use the classification of semi-primitive subspaces of M 3 (F 2 ) to obtain the full classification of 3-dimensional trivial spectrum subspaces of M 3 (F 2 ). First of all, we introduce some notation:
Notation 4. Let A and B be linear subspaces, respectively, of M n (K) and M p (K). One denotes by A ∨ B the space of all matrices of the form
with A ∈ A, B ∈ B and C ∈ M n,p (K).
A trivial spectrum subspace V of M n (K) is called irreducible when there is no proper and non-zero linear subspace F of K n such that VX ⊂ F for all X ∈ F . If the contrary holds we say that V is reducible. We have shown in [11] that if a trivial spectrum subspace V of M n (K) has dimension n 2 , then there is a list (n 1 , . . . , n p ) of positive integers such that p k=1 n k = n, together with irreducible trivial spectrum subspaces
In order to obtain the structure of trivial spectrum spaces with the maximal dimension, it is therefore essential to classify the irreducible ones up to similarity.
The following result was obtained in [11] :
Theorem 5.2. Assume that #K > 2. The irreducible subspaces of M n (K) with trivial spectrum and dimension n 2 are the spaces of the form P A n (K), where P ∈ GL n (K) is a non-isotropic matrix, i.e. the quadratic form X → X T P X is non-isotropic. Two such spaces P A n (K) and Q A n (K) are similar if and only if there is a non-zero scalar λ such that Q is congruent to λP , that is Q = λRP R T for some R ∈ GL n (K).
For F 2 , this result holds for n = 2 as well (see the proof in Section 4.1 of [11] ). In that case, the result is simple: An irreducible subspace of M 2 (F 2 ) with dimension 1 is spanned by a matrix M ∈ M 2 (F 2 ) with no eigenvalue in F 2 . As X 2 + X + 1 is the only irreducible polynomial of degree 2 over F 2 , there is only one such matrix M up to similarity: The companion matrix M = 0 1 1 1 .
Using this together with Proposition 16 of [11] -which holds for all fieldswe deduce the 3-dimensional reducible trivial spectrum subspaces of M 3 (F 2 ): Proposition 5.3. Set C := 0 1 1 1 . Up to similarity, there are three reducible 3-dimensional trivial spectrum subspaces of M 3 (F 2 ):
Now, we turn to the 3-dimensional irreducible trivial spectrum subspaces of M 3 (F 2 ). We shall prove the following result:
Theorem 5.4 (Classification of 3-dimensional irreducible subspaces of M 3 (F 2 ) with trivial spectrum). Up to similarity, there are exactly three irreducible 3-dimensional subspaces of M 3 (F 2 ) with trivial spectrum:
and
Let us start by proving that T 1 , T 2 and T 3 all satisfy the claimed properties and that they are pairwise unsimilar. Remember that the identities a(a + 1) = 0 and ab(a + b) = 0 hold for all (a, b) ∈ (F 2 ) 2 . For all (a, b, c) ∈ (F 2 ) 3 , we compute
which shows that T 1 has a trivial spectrum. Similarly, for all ε ∈ F 2 and all (a, b, c) ∈ (F 2 ) 3 , we have   belongs to T 3 and has determinant 1. Therefore, T 1 is unsimilar to both T 2 and T 3 . To see that T 2 and T 3 are unsimilar, we simply note that T 3 contains only trace zero matrices, whereas T 2 does not. Finally, let us prove that T 1 , T 2 and T 3 are all irreducible. We have seen that if a 3-dimensional trivial spectrum subspace of M 3 (F 2 ) is reducible, then it contains only singular matrices, and it contains at least one rank 1 matrix. The spaces T 2 and T 3 are both irreducible because each one of them contains a nonsingular matrix. On the other hand, T 1 is irreducible because it contains no rank Next, we prove that every irreducible 3-dimensional trivial spectrum subspace of M 3 (F 2 ) is similar to one of the T i 's. To achieve this, we shall use a new technique, featured in [10] , that relates such subspaces to semi-primitive matrix spaces. We recall the basics now: Let K be an arbitrary field and V be an irreducible trivial spectrum subspace of M n (K). For each vector X ∈ K n , we obtain a bilinear form
Choosing respective bases of V and K n , we denote by M the space of all matrices representing the above bilinear forms in those bases. Using the fact that V is an irreducible trivial spectrum space, one obtains that M is reduced with upper-rank less than n and with dimension n. Now, we assume that n = 3, dim V = 3 and K = F 2 . Then, M is a semiprimitive subspace of M 3 (F 2 ) with dimension 3 and upper-rank 2, and hence we deduce from Proposition 1.1 that it is primitive. Thus, M T is also primitive with upper-rank 2. One sees that M T represents the dual operator space V, whence V is equivalent to M T .
From there, Theorem 1.5 yields key information on the structure of M T , and hence on that of M T . Using that information will be of great help to understand the structure of V. We distinguish between several cases.
Case 1. M T is equivalent to
Then, M T is also equivalent to A 3 (F 2 ), yielding a non-singular matrix P ∈ GL 3 (F 2 ) such that V = P A 3 (F 2 ) (remember that Q T A 3 (F 2 )Q = A 3 (F 2 ) for all Q ∈ GL 3 (F 2 )). As every 3-dimensional quadratic form over a finite field is isotropic, Proposition 10 of [11] yields that V cannot have a trivial spectrum, contradicting our assumptions.
Case 2. M T is equivalent to
As we have seen in the course of the proof of Lemma 2.2, the dual operator space U 3 (F 2 ) is equivalent to U 3 (F 2 ), whence V is equivalent to U 3 (F 2 ). In that case, we note that every matrix in V has rank 2 and that the matrices of V have pairwise distinct ranges and pairwise distinct kernels.
For M ∈ V, we write the characteristic polynomial of M as χ M (t) = t 3 − tr(M )t 2 + q(M )t, and the condition that 1 does not belong to the spectrum of M reads 1 − tr(M ) + q(M ) = 1, whence
However, q is a quadratic form with polar form (A, B) → tr(A) tr(B) + tr(AB), and hence ∀(A, B) ∈ V 2 , tr(AB) = tr(A) tr(B).
The linear subspace H := {M ∈ V : tr(M ) = 0} has codimension at most 1 in V and consists only of nilpotent matrices. If dim H = 3, then V = H and Gerstenhaber's theorem (see [13, 15] ) would yield that V is reducible. Thus, dim H = 2. Using identity (3), we see that H is included in the radical of the symmetric bilinear form (A, B) → tr(AB) on V 2 .
Claim 5.
We define
Then, H is equivalent to H 1 or to H 2 .
More generally, it can be shown that an irreducible subspace of nilpotent matrices of M 3 (F 2 ) is always equivalent to H 1 or to H 2 .
Proof. We have just seen that ∀(A, B) ∈ H 2 , tr(AB) = 0. Take linearly independent matrices A 1 and A 2 in H. We know that A 1 and A 2 are both rank 2 nilpotent matrices with different kernels and different ranges. We distinguish between two main cases, whether Ker A 2 ⊂ Ker A 2 1 holds or not. Case a. Ker A 2 ⊂ Ker A 2 1 . Then, we see that we can conjugate H with an invertible matrix so as to reduce the situation to the one where Using tr(A 1 A 2 ) = 0, we deduce that the entry of A 2 at the (2, 1)-spot is zero. If the one at the (3, 1)-spot were zero, then the whole first column of A 2 would be zero since A 2 is nilpotent, contradicting the fact that A 2 has rank 2. Thus, if we denote by (e 1 , e 2 , e 3 ) the standard basis of (F 2 ) 3 , we see that A 2 e 1 ∈ Ker A 2 1 and A 1 A 2 e 1 = e 2 . Thus, we may now use (e 1 , e 2 , A 2 e 1 ) as our new basis, thereby reducing the situation to the one where
As tr A 2 = 0, we have c = 0. The characteristic polynomial of A 1 + A 2 then equals t 3 + at + (b + 1), whence a = 0 and b = 1. We conclude that H is the space of all matrices of the form
1 . Then, we take x ∈ Ker A 2 {0} and we work with the basis (A 2 1 x, A 1 x, x). Thus, using the relations tr(A 2 ) = 0 and tr(A 1 A 2 ) = 0, the situation is reduced to the one where
The characteristic polynomial of A Now, we aim at discarding the second case in Claim 5. Assume that H is similar to H 2 . Then, no generality is lost in assuming that H = H 2 . As no matrix A ∈ V satisfies Ae 3 = e 3 , we have dim Ve 3 ≤ 2, yielding a non-zero matrix M ∈ V such that M e 3 = 0. Then, M ∈ H. Let us write
As tr(M A) = 0 for all A ∈ H, we find that L = 0. As M + A is singular for all A ∈ H, computing the determinant shows that, for K := 0 1 1 0 , one has X T N KX = 0 for all X ∈ (F 2 ) 2 . One deduces that N K is alternating, and hence N = I 2 as N is non-zero. We obtain that tr(M ) = 0, contradicting the assumption that M ∈ H. Thus, H is similar to H 1 . Without loss of generality, we may assume that H = H 1 . Now, let us choose a matrix M in V H. Adding an appropriate matrix of H, we may assume that It follows that c = 0, a = 1 and b = 1. Thus, V = T 1 .
Case 3.
M T is equivalent to a subspace of J 3 (F 2 ).
As M T has dimension 3, we lose no generality in assuming that it equals one of the spaces listed in Proposition 4.2. To the space of all operators M ∈ M T → M x, with x ∈ (F 2 ) 2 × {0}, then corresponds a linear subspace H of V with one of the following properties, whether M T is represented by one of the generic matrices M 2 , M 4 or by one of the generic matrices M 1 , M 3 :
• Subcase 3.1. There is a basis (A 1 , A 2 ) of H in which rk
• Subcase 3. Proof. We can write every matrix of T as
Then, K(H) is a trivial spectrum subspace of M 2 (F 2 ). By Theorem 9 of [14] , we have dim K(H) ≤ 1. The result follows by taking N as the sole non-zero vector of K(H) if dim K(H) = 1, and N = 0 otherwise.
We seek to discard Subcase 3.1. Assume that it holds and note that the 2-dimensional space Im A 2 contains the range of every matrix in H. Conjugating V with a well-chosen invertible matrix, we lose no generality in assuming that Im A 2 = K 2 × {0}. The above lemma yields some N ∈ M 2 (F 2 ) for which 1 is not an eigenvalue and such that every matrix M of H splits up as
If N were singular, we would find a non-zero vector that belongs to the kernel of all the matrices in H, contradicting the fact that Ker A 1 ⊕ Ker A 2 = (F 2 ) 3 . Therefore, N ∈ GL 2 (F 2 ), and hence the characteristic polynomial of N must be t 2 + t + 1. As A 2 has rank 2, we must have
In turn, this shows that Ker A 2 ⊕ Im A 2 = (F 2 ) 3 , whence an additional conjugation allows one to assume that Ker A 2 is the span of 0 0 1 T . On the other hand, as A 1 has rank 1, we must have
{0}.
Since N has no eigenvalue in F 2 , we see that C and N C are linearly independent, and we note that N (N C) = C +N C. Conjugating by the change of bases matrix
we reduce the situation further to the point where Note that a = 0 since A 3 has no non-zero eigenvalue. Denote by (e 1 , e 2 , e 3 ) the standard basis of (F 2 ) 3 . Recall that, for all non-zero vectors x ∈ (F 2 ) 3 , none of the spaces V T x and Vx contains x, whence dim V T x < 3 and dim Vx < 3. In particular, dim V(e 2 + e 3 ) < 3 and dim V(e 1 + e 3 ) < 3 yield f = g and e = g, respectively. As V is irreducible, we deduce that e = f = g = 1. Then we obtain V T (e 1 + e 3 ) = (F 2 ) 3 , contradicting the above remarks.
We have just shown that Subcase 3.1 cannot hold. Thus, we obtain two rank 1 matrices A 1 and A 2 in V with distinct kernels and ranges. Setting P := Im A 1 + Im A 2 , we lose no generality in assuming that P = (F 2 ) 2 × {0}. Let us consider a matrix N ∈ M 2 (F 2 ) obtained by applying Lemma 5.5 to the trivial spectrum space H := span(A 1 , A 2 ). As Ker A 1 = Ker A 2 , we must have N = 0, and, without loss of generality, we may assume that
As A 1 has rank 1 and has no non-zero eigenvalue in F 2 , it is nilpotent, whence N is nilpotent. Thus, as A 1 has rank 1, no further generality is lost in assuming that As A 2 has rank 1 and Im A 2 = Im A 1 , the only option is that Remark 3. Using the elementary operation L 2 ← L 2 + L 3 , one sees that T 2 and T 3 are equivalent. Moreover, one can check that the dual operator space of T 3 is equivalent to the matrix space associated with M 3 .
Note that equivalent affine spaces have equivalent translation vector spaces. However, T 1 is inequivalent to both T 2 and T 3 as T 1 contains only rank 2 matrices, whereas T 2 and T 3 both contain rank 1 matrices.
Finally, we show that I 3 + T 2 is equivalent to I 3 + T 3 . To see this, we choose an arbitrary matrix A ∈ T 3 ∩ GL 3 (F 2 ) (an obvious choice is A = so that the characteristic polynomial of A is t 3 + t + 1. Thus, the characteristic polynomial of I 3 + A is t 3 + t 2 + 1, so that tr (I 3 + A) −1 = 0. We note that Using Lemma 5.6, we see that (I 3 + A) −1 T 3 is an irreducible trivial spectrum space with dimension 3; As it is equivalent to T 3 , it cannot be equivalent to T 1 , whence it is similar to T 2 or to T 3 . However, since tr((I 3 + A) −1 A) = tr(I 3 ) + tr((I 3 + A) −1 ) = 1, we see that (I 3 + A) −1 T 3 contains a matrix with trace 1, whence (I 3 + A) −1 T 3 is unsimilar to T 3 . We conclude that (I 3 + A) −1 T 3 is similar to T 2 , whence I 3 + T 2 ∼ I 3 + T 3 . Let us sum up our results:
Theorem 5.7 (Classification of 3-dimensional affine subspaces of non-singular matrices of M 3 (F 2 )). Set C := 0 1 1 1 . Up to equivalence, exactly five 3-dimensional affine subspaces of M 3 (F 2 ) are included in GL 3 (F 2 ): They are the ones which contain I 3 and with respective translation vector spaces NT 3 (F 2 ), F 2 C ∨ {0}, {0} ∨ F 2 C, T 1 and T 2 .
