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Existence and uniqueness of 2x-periodic solutions of d’x(t)/dr’ + 
grad G(x(t - r)) = e(t, x(t), x(t - 5)) (j = 1, 2), where x(t) is in I?” and e(t, u, v) is a 
given vector function, Zn-periodic in t, are shown under conditions on the spectrum 
of the Hessian of G. The equation is studied using a fixed point theorem in the 
space L’(O, 27r). One feature of this approach is that no relationship between the 
delay and the period is necessary. 
1. INTRODUCTION AND PRELIMINARIES 
The ordinary differential equation 
2 + grad G(x) = e(t) (1) 
has recently received much attention. In [S] Lazer and Sanchez prove the 
following theorem. 
THEOREM [Lazer-Sanchez]. Let e E C(R, R”) be 2n-periodic. If G is in 
C’(R”, R) and if there exists an integer n and numbers p and q such that 
n2<p<q<(n+1)2,andz$ 
for all a E R”, then there exists a 2x-periodic solution of Eq. (1). 
Various generalizations of this theorem have recently appeared. (See 
Lazer [4], Mawhin [6], Reissig [7], Ward [8], and Kannan and Locker [2].) 
Here we use the approach of Mawhin and Ward to extend these results to 
equations with delay. 
In this paper, L*(O, 2n) will denote the Hilbert space of 2n-periodic 
measurable functions x: iR’ + IR” with norm 
Ilx~/2=(x,x)=(ii)P’j2n~x(t)/2dt< 00, 
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where 1 ‘1 is the Euclidean norm on R”. For matrices A and B “A > B” is 
taken to mean that matrix (A - B) is positive semidefinite. 
2. FORMULATION OF THE THEOREM 
We shall consider the problem of finding 2n-periodic solutions to (2) in 
L2(0.277): 
dx(t) 
7 + grad G(x(t - r)) = e(t, x(t), x(t - t)), (j= 1,2). (2) 
We shall make the following assumptions on the terms in (2). 
ASSUMPTION Al. e(t,u,v) is continuous 
(t, u, u) E R x R” x IR”, 
le(t,u,u>l<E< 03, 
and e(t + 274 U, u) = e(t, u, u). 
and for all 
(3) 
ASSUMPTION A2. G E C* (IF?“, R), and there is an integer m and 
numbers p, q with 
mQ<pZ~H(a)~qZ~(m+ l)‘Z, UE R”, (4) 
where H is the Hessian of G, H(a) = (~‘G(a))/(~x,~x,). 
Furthermore we may assume grad G(0) = 0 since otherwise we may 
subtract grad G(0) from both sides of (2) and treat an equation with this 
property. Since this transformation leaves Al and A2 unchanged there is no 
loss of generality in making this assumption. 
Then the following holds. 
THEOREM. Equation (2), with j = 1 or 2, admits at least one 2n-periodic 
solution in L*(O, 2n) under assumptions Al and A2. Furthermore when 
e(t, u, v) = e(t) E L*(O, 2n) that solution is unique and depends continuously 
upon e. 
For the rest of this paper we shall use the following notation. Lj, will 
denote the linear operator attached to (2), as follows: 
Li.: o’+ L*(O, 27~) has domain, 
0’ = {x E L*(O, 277): dkx/dtk is absolutely continuous for k = 0, j - 1, 
&x/d+ E L*(O, 27c), and dkx(0)/dtk = dkx(2n)/dtk, k = 0, j - 1 }, 
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(Lj, x)(f) = 9 + vx(t - r). (5) 
Define the (nonlinear) operators 
Wx)(f) = 44 -G), x(f - r)), (6) 
and 
(N,.x)(t) = vx(t - r) - grad G(x(f - t)). (7) 
In [3 ] Krasnosel’ skii shows that if f(f, U) satisfies the Carathiodory 
conditions and if whenever u(f) is in LPI, v(f) =f(f, u(f)) E Lp* (p,, p2 > l), 
then the operator u(f) +f(f, u(f)) is continuous and bounded from Lp’ to Lp2. 
This result with assumptions Al and A2 ensures that M and N, are 
continuous and bounded maps of L’(O, 2n) into L*(O, 27r). Equation (2) is 
rewritten as 
&Y(f) 
7 
+ vx(t - 5) 
= e(t, x(f), x(t - r)) + vx(t - r) - grad G(x(f - t)) 
and shall henceforth be studied as the fixed point equation 
x = (L{,)- ’ (Mx + N,,x) = T,,x. (8) 
3. PROOF OF THE THEOREM 
We shall need some results concerning the linear operator L{,. Iff(f) is a 
given function in L*(O, 271) 
f(f) = F + F (a, cos nf + p, sin nf), (9) 
n=I 
then the unique solution to L{,x =f in 0’ is given by (see El’Sgol’Ts [ 11) 
x(f) = 2 + 7 (C, cos nf + D, sin nf), 
“%I 
(10) 
where, for j = 1 and v # 0, 1, 2 ,..., 
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with U, = v cos n5 and V, = n - v sin n5, and for j = 2 and v f 0, 1 2, 22 ,..., 
C,=a", c, = p,a, - QJ, D = P,A + Qnan v P:, + Q% ’ n P:, + Qf, 
with P, = v cos nr - n2 and Q, = -v sin rx. 
First we note that the inequality 
Pf, + Q’, = (v - n2)2 + 2vn2(1 - cos nr) >, (v - n2)2 (11) 
yields a bound on ll(L:)-‘]l. Indeed, 
I/x/(2 = II(L fll’ = Jc/ L’ 2 
+q (I PA + Qnan ' nf, Ps, + Qt, I) 
<; ?'+‘ 
I I 
‘f? (IanI + IP,l’W’, + Qi> 
n=l Pi + Qi>' 
<d;i q 
I 
+ 5 IanI + V-Cl2 = G2 Ilfl12~ ll=l I 
where d, = min (Iv - n’l: n = 0, l,...} > 0. Thus II(‘11 <d;‘. In a similar 
manner the inequality 
Ui + Vi > (v - n)’ (12) 
gives ll(L,‘.)) ’ 1) < d; * with d, = min(l v - nl: n = 0, 1, 2 ,... }. To summarize: 
LEMMA 1. Given fE L’(O, 27~) and v # n’ (n = 0, l,...) there is a unique 
solution to L:.x = f, given by (lo), in 0’. Furthermore 
II4 = W;.>- ’fll < dy ’ Ml, 
wheredi=min((v-rr’l:n=O,l,...}>O. 
We shall also need 
LEMMA 2. The operator (L/,)-l is compact on L’(O, 2~). 
Proof of Lemma 2. (L{,)- ’ is shown to be the limit of operators with 
finite dimensional range. For f as in (9) define Skf = C,/2 + Ci=, (C, cos 
nt + D, sin nt). For k > u inequalities (11) and (12) give 
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1 
< (v - (k + 1))2 “f”2y when j= 1, 
1 
,< (” - (k + 1)2)2 ‘lf’l2, when j= 2. 
In either case ll(L-1))’ f - S,fll//[fII g oes to zero as k -+ co and (L!,)) ’ is 
compact. 
For the proof of the existence portion of the theorem we shall use the 
SCHAUDER FIXED POINT THEOREM. Let C be a compact convex set in a 
Banach space and T a continuous map of C into itself: Then T has a fixed 
point in C, that is, TX = x for some x in C. 
The operators M and N, are continuous and (Lj,)-’ is compact. If 
T,, = (L’,)- ’ (A4 + NJ maps some closed ball BR(0) = {x E L*(O, 27r): 
I/x/I ,< R} into itself, then we can apply the fixed point theorem to C, C being 
the closed convex hull of T,(B,(O)), to obtain existence of a solution of (8). 
Assumption A2 and the mean value theorem yield 
lIN,x - ~,YII ,< supIIlv~- WaIlI: a E R”I Ilx -Y/I 
(13) 
<max{lv-pL Iv-41 llx-YII. 
Using (13), in the case y = 0, and the estimates on Il(L{.)-‘II gives 
II Tsll G lW;>-‘II (II=lI + IIN,.xll) 
< cij’ 2”2E + d,:’ ~~~Il~-~l~I~-~l~ll~ll~ 
where we have used Al for /IMxI) < 2”2E and grad G(0) = 0 for N,,(O) = 0. 
Here v is chosen to make a(v)-d,:‘max{lv-pi, Iv-ql) < 1, or 
equivalently 
max(lv--pi, (v-ql} <min{lv-MiI, /v--n+ l)‘I}. 
Indeed, from Fig. 1, a(v) < 1 for any v satisfying vi < v < v,, where 
d+q 
v, = - 
2 
and ” =(n+l)‘+p 2 2 * 
With v so chosen we now show that T, maps Bk(0) into BJO) for some k. 
If not, there is a sequence { yk} in L’(O, 27~) with y, E Bk(0) and 11 T,. y, I/ > k. 
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From 
II T,,y,ll < 6;’ 2”*E + a(v) Il~,ll (14) 
we see that (1 y,ll must tend to infinity. But (14) also implies that ilykll must 
be uniformly bounded since 
IIYA G k < II T,.Y,II < d.7’ 2”*E + 4~) IlY,ll> 
(lykII < (1 -a(v))-’ 2”*diE. 
Thus we have proven existence. 
nj p y, “2 9 (n+liJ 
FIGURE 1 
To prove uniqueness when e = e(t) we note that in this case 
II T,x - Tcyll = II@:)-’ W,J -N,,y)ll 
~d~~‘max{lv-pl,Iv-ql}llx-~ll 
G a(v) IIX -Yll* 
With v chosen, as before, to make a(v) < 1, T, becomes a global contraction 
and uniqueness follows from the contraction mapping theorem. 
For continuous dependence upon e(c) let x, and x2 be solutions to 
x = (L{)-’ (e(t) + N,x) (15) 
204 WILLIAM LAYTON 
with e=e, and e=e,, respectively. Subtracting X, from x2 using (15) and 
the previous estimates yields 
/lx, - x2 /I < d; ’ lIN,,x, - N,.x, /I 
~d,~‘ll~,-~~Il+~(v)I/x~-~z/I 
and hence with o(v) < 1 we have (lx, -x2 11 < (dj( 1 - a(v))) ’ /je, - e, (I, and 
the proof is complete. 
Note. A close look at the proof shows that the conditions on e(t, u, v) 
may be weakened to slow growth. For example, suppose 
146 u, v>l < E, + %(I ~1 + 14)‘. (16) 
When 0 <p < 1 then 1IMxlj/ilxll + 0 as x + 00 and existence holds. When /( I/ 
/3 = 1 and E, is sufficiently small existence holds also. 
Further we should note that by seeking a solution defined and periodic on 
IR’, rather than a solution to the initial value problem (on R:), we need 
impose no conditions relating the delay to the period. 
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