In this paper we are concerned with the output regulation problem for a system (plant) described by a boundary controlled anti-stable one-dimensional Schrödinger equation by the backstepping approach. The output to be controlled is not required to be measurable and its output operator is assumed to be admissible for a certain C0-semigroup that is related to the original system whereas the measurement is located at the boundary. First we show that the open-loop system is well-posed. We construct a state feedback control law to solve the output regulation problem, using the backstepping method. We design a finite-dimensional reference observer and an infinite-dimensional disturbance observer. Based on these observers, we design an output feedback controller that achieves output regulation.
I. INTRODUCTION
The output regulation problem is one of the fundamental issues in control theory. The main method in output regulation is the internal mode principle [5] . Research in this branch of control of linear systems has been active for over 30 years [5] , [2] , [1] , [13] , [9] , [11] , [12] , [8] . The first results concerning the output regulation were developed for lumped-parameter linear systems, see [2] , [5] . There results were extended to distributed parameter system in [1] , where the control operator and output operator are bounded, and in [13] , [11] , [12] , where the control operator and output operator are unbounded but admissible. In all these references, the exosystem is assumed finite dimensional. In [7] , [9] , the authors consider the case where the exosystem is infinite-dimensional. Another powerful method in dealing with output regulation is based on the backstepping approach. In [3] , the output regulation of boundary controlled parabolic PDEs is considered by employing a backstepping approach. This method is again used for the robust output regulation of parabolic PDEs in [4] . An interesting recent work is [10] , where based on the backstepping, the output tracking problem is considered for a general 2 × 2 system of first order linear hyperbolic PDEs, but no disturbances are taken into consideration.
In this paper, we consider the following one-dimensional Schrödinger equation with Neumann boundary control and This work was partially supported by grant no. 800/14 of the Israel Science Foundation.
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In all these equations, x ∈ [0, 1] and t ≥ 0. We denote by z (x, t) or z x (x, t) the derivative of z(x, t) with respect to x and byż(x, t) or z t (x, t) the derivative of z(x, t) with respect to t. u(t) is the control input signal, y is the output signal to be controlled, y m is the measurement, d 1 (t), d 2 (t) are the disturbances, z 0 is the initial state and h, g
, so that C is possibly unbounded. Often, the output operator C describes point observation or distributed output, i.e., 1] , or c ∈ L 2 (0, 1). The former is unbounded but the latter is bounded. The system (1) is a typical unmatched Neumann control problem: control is on one end and the disturbances act on the other end. We suppose that there exists a linear system with no input, referred to as the exosystem (sometimes called the exogenous system), that produces both the disturbance signals d 1 (t), d 2 (t) ∈ R and the reference signal r(t) ∈ R:
Here, S is a block diagonal matrix S = diag(S d , S r ), which leads with w = col(w d , w r ) to the signal modelsẇ
We suppose that S is a diagonalizable matrix, all its eigenvalues are on the imaginary axis, the eigenvalues of S d are distinct and (q r , S r ) is observable. The disturbances cannot be measured and the reference signal is available for the controller to be designed. Our objective in this paper is to design an output feedback regulator such that for all initial states of the systems (1) and (2) , (i) all the internal signals should be bounded; (ii) if the output operator C is bounded, we want that with the state feedback control, there should exist two constants M, μ > 0 such that the output tracking error e y satisfies |e y (t)| = |y(t) − r(t)| ≤ Me −μt ∀t ≥ 0, and, with the output feedback control, the output tracking error e y satisfies If C is unbounded but admissible, then we want that with the state feedback control, the output tracking error e y satisfies for some α < 0,
where
We recall some facts on admissible control and observation operators. Let X, U and Y be Hilbert spaces, let T t be a strongly continuous group of operators on X with generator A, let X 1 be D(A) with the norm x 1 = (βI − A)x and let X −1 be the completion of X with respect to the norm
is called an admissible control operator for T t if for some (hence, for every) τ > 0 and for every u ∈ L 2 (0, ∞; U ),
An operator C ∈ L(X 1 , Y ) an admissible observation operator for T t if for some (hence, for every) τ > 0 there exists m τ > 0 such that
The Λ-extension of an operator C ∈ L(X 1 , Y ) (with respect to A), denoted C Λ , is defined as follows:
and its domain D(C Λ ) consists of those x ∈ X for which the above limit exists. In this case, by [15, Proposition 4.3.6], for every x ∈ X, the output C Λ T t x makes sense for almost every
Define the unbounded operator A on H as follows:
and define the operator A h by
Define the operators B l , B r as follows:
Here δ is the Dirac function. The system (1) can be rewritten as in the abstract forṁ
By a straightforward computation, we get the following:
Lemma I.1. Let A be defined by (4) . Then A −1 exists and is compact. Hence, σ(A), the spectrum of A, consists of isolated eigenvalues of finite algebraic multiplicity. Moreover, all the eigenvalues of A are located in a vertical strip and have positive real parts and there exists a sequence of eigenfunctions of A, which forms a Riesz basis for H. Therefore, A generates a C 0 -group on H. (1) is non-negative or its sup norm is sufficiently small, then the real parts of all eigenvalues of A h are positive. This is why we call the system (1) anti-stable, which is different from the unstable case in [3] , where there are at most finitely many unstable eigenvalues.
The above proposition can be established by making use of [15, Theorem 4.4.3] and Lemma I.1. We skip the details for lack of space.
In Section 2 we show that the regulator problem is solved by the state feedback controller. Section 3 is devoted to the design of an observer, then based on the estimated state, it is shown that the regulator problem is solved by the output feedback controller.
II. STATE FEEDBACK REGULATION
In this section we will construct a state feedback operator that solves the regulator problem. First we introduce the backstepping transformation (8) where the kernel function k :
where c s > 0. By [14, Theorem 2.1], the PDE (9) has a unique solution k ∈ C 2 (Ω). The state feedback controller is designed as follows:
where m w is a constant vector to be determined later. Under the state feedback (10), the closed-loop system of (1) becomes
Using the transformation (8), the above system becomes
In order to find the constant vector m w in (10), we introduce the error transformatioñ
We are searching for a function m(x) to use in (12) so that the system (11) can be converted into the following one (with x ∈ (0, 1) and t ≥ 0):
which is exponentially stable in L 2 (0, 1). By (3) and (12), the output tracking error is rewritten as e y (t) = CF −1 [ṽ](x, t) + (CF −1 [m] − p r )w(t). With a lengthy calculation, we can show that if m(x) satisfies the following equations:
and we choose m w in (10) so that m w = m (1) provided that the equation (14) is solvable, then the system (11) is reduced to (13) , and the output tracking error becomes
Now, we state a lemma which shows the solvability condition of the equation (14) . We omit the proof to save space.
Lemma II.1. The regulator equation (14) has a unique solution if and only if
The following is the main result of this section. k(x, y) and m(x) be solutions of (9) and (14) . Then the state feedback controller (10) with m w = m (1) solves the output regulation problem (3) for the systems (1) and (2) , i.e., the tracking error e y is in L α (0, ∞) for some α < 0. If C is bounded, then there exist M, μ > 0 such that |e y (t)| ≤ Me −μt , for all t ≥ 0.
Proof: It is not difficult to verify that the system (13) is exponentially stable. By the admissibility of the observation operator C, the tracking error e y satisfies e y (·) = 0) . Particularly, if the observation operator C is bounded, then by the boundedness of the transformation F −1 , there exists three
III. OUTPUT FEEDBACK REGULATION
In this section, we first design an observer for system (1) and (2) to recover the state by the output measurement y m (t) = z(1, t) and reference output r(t). Since (q r , S r ) is observable, there exists an observer gain l r ∈ R nr such that S r + l r q r is Hurwitz. So, we can design the following finite reference observer:ẇ
which can recover the state of w r in (2) . In order to estimate z(x, t) and w d in (1) and (2), we design the following observer:
where l(x), l 0 are the observer gains which are to be designed later. It should be noted that the above observer (16) is implemented based on the boundary measurement y m (t) and the input signal u(t).
Letw t) be an observer errors. Then, by (1), (15) and (16) 
which has to be exponentially stabilized. In order to find the observer gains l(x), l 0 that ensure that (17) is exponentially stable, we look for the backstepping transformation:
p(x, y)e(y, t)dy, (18) that transforms (17) into the following system:
whereg(x) is given byg(
is needed as an additional degree of freedom for the subsequent design. With a lengthy calculation, we can show that the kernel function p(x, y) in transformation (18) should satisfy
with c o > 0 and that we should choose the observer gains l(x) and l 0 in (16) so that
It should be noted that we still not obtain the final expression of the observer gains l(x) in (20) becausel(x) is a new design function. In order to findl(x) in (19) so that the "e-part" of system (19) is exponentially stable in L 2 (0, 1), we further introduce the error transformatioñ e(x, t) = e(x, t) − n(x) w d (t).
It is expected that under the above transformation (21), the system (19) can be transformed into the following system:
With a lengthy calculation, we can show that if n(x) satisfies the following equation
and we choosel(x) so thatl(x) = n(x) l d provided that the equation (23) is solvable, then the system (19) becomes (22). Thus, the observer gains l(x) and l 0 in (16) should be
provided that (23) has a solution. Now we state a lemma which shows the solvability condition of the equation (23). 
The next result confirms the existence, uniqueness and the exponential stability of the solution to system (17).
Theorem III.1. Let σ o ∩σ(S d ) = ∅. Suppose that the observer gains l(x), l 0 are given by (24) and the gain l r ∈ R nr is chosen so that S r +l r q r is Hurwitz. Suppose that S d +l d n(1) is also Hurwitz. Moreover, assume that S r + l r q r and S d + l d n(1) have simple and real negative eigenvalue λ rj with the corresponding eigenvector X rj ∈ R nr , j = 1, 2, . . . , n r , λ dj with the corresponding eigenvector X dj ∈ R n d , j = 1, 2, . . . , n d , and λ rj1 = λ dj2 . Let c s , c o > 0. Then, (15) with (16) is an observer for system (1) . Moreover, the observer error dynamics (17) is exponentially stable in the sense that (w d (t),w r (t),z(·, t)) ≤ Me −μt (w d (0),w r (0),z(·, 0)) .
The above theorem can be established by showing that the system operator is Riesz operator and its spectrums are negative. We omit the details owing to space constraints.
By Theorem III.1, we have obtained the estimated statê w andẑ(x, t) for w and z(x, t), respectively. Since the state feedback control (10) achieves the output regulation, we naturally propose the following output feedback control:
In control law (25), we can see that the terms k(1, 1)ẑ(1, t) + 1 0 k x (1, y)ẑ(y, t)dy is to stabilize the system (1) and the term m wŵ (t) is to track the reference signal r(t) = p r w(t).
Now we turn to the closed-loop system which is composed of (1), (2), (15) , (16) and (25). The following is the main result of this section.
Theorem III.2. Suppose that the conditions in Theorem III.1 hold and the observation operator C : L 2 (0, 1) → C is bounded. Then the output regulation is achieved and for any initial state (z 0 (x), w(0),ẑ 0 (x),ŵ(0)) ∈ H×R nw ×H×R nw , the closed-loop system admits a unique solution (z(·, t), w(t),
Proof: Using the error variablesw andz and the transformations (8) and (12) , we have that
(26) We show that lim t→∞ ṽ(·, t) = 0. For this, first we show thatẽ(1, ·) ∈ L 2 (0, ∞). Notice that e(x, t) = ∞ j=0 a j e (jπ 2 i−co)t cos(jπx), henceẽ(x, 0) = ∞ j=0 a j cos(jπx), where (a j ) ∞ j=0 ∈ l 2 . Let {T k : k ∈ N} satisfy T 0 = 0 and T k+1 − T k = L > 2/π for all k, then by Ingham's theorem [6] there exists C > 0 only depending on L such that
It follows from (18) and (21) thatz(1, t) =ẽ(1, t) + n(1) w d (t). By Theorem III.1, we know that
where η 1 ∈ L 2 (0, ∞) and lim t→∞ |η 2 (t)| = 0. Write system
. It is easy to see that e Avt is exponentially stable, i.e., there exist constants M, μ > 0 such that e Avt ≤ Me −μt . In addition, it is a trivial exercise to check that B is an admissible conrtrol operator for e Avt . Thus, the solution of (26) can be rewritten as v(·, t) = e Avtṽ (·, 0) + Since η 1 ∈ L 2 (0, ∞), for any given σ > 0, there exists t 0 > 0 such that η 1 L 2 (t0,∞) ≤ σ. It follows from the admissibility of B and [16, Remark 2.6] that where L 1 is a constant that is independent of η 1 (s).Using the exponential stability of e Avt , we have 
Since lim t→∞ |η 2 (t)| = 0, for any given σ > 0, there exists t 0 > 0 such that η 2 L ∞ (t0,∞) ≤ σ. It follows from the admissibility of B and [16, Remark 4.7] that where L 2 is a constant that is independent of η 2 (s). It follows from (27), (28) and (29) that lim t→∞ ṽ(·, t) ≤ (L 1 + L 2 )σ. By the arbitrariness of σ, lim t→∞ ṽ(·, t) = 0. Noting output tracking error |e y (t)| = |CF −1 [ṽ](x, ·)|, by the boundedness of output operator C and the transformation F −1 , we have lim t→∞ e y (t) = 0. The final inequality in Theorem III.2 follows Theorem III.1. By (8) , (12) , we have z(x, t) = F −1 [ṽ + mw](x, t). Since lim t→∞ ṽ(·, t) = 0, w(t) is bounded for all t ≥ 0 and the transformation F −1 is bounded, we know that z(·, t) is bounded for all t ≥ 0. Obviously, all internal signals (z(·, t), w(t),ẑ(·, t),ŵ(t)) are bounded. This completes the proof.
Remark III.1. In Theorem III.2, we only conclude lim t→∞ e y (t) = 0 by assuming that the output operator C : L 2 (0, 1) → C is bounded. We cannot obtain the more general result e y ∈ L 2 α (0, ∞) like in Theorem II.1 by state feedback regulation and by assuming that C is admissible. This is because we cannot derive the exponential stability of the solution of (26) due to the lack of regularity of the solution, unlike for a parabolic equation in [3] .
