Abstract. The aim of this article is to better understand the correspondence between n-cubic extensions and 3 n -diagrams, which may be seen as nonabelian Yoneda extensions, useful in (co)homology of non-abelian algebraic structures.
Overview
The classical 3ˆ3-Lemma describes when a diagram with horizontal and vertical sequences of morphisms as in Figure 1 may be viewed as a short exact sequence of short exact sequences. The aim of this article is to explain how to continue this process: to describe what is a 3ˆ3ˆ3-diagram-in some sense, a short exact sequence between 3ˆ3-diagrams-and so on; see Figure 2 for a picture when n " 3. This leads to a 3 n -Lemma for each n ě 2, which extends the 3ˆ3-Lemma of [2] to higher degrees.
We shall see that, in a semi-abelian category [15] , the concept of a higher (cubic) extension (in the sense of [10, 9, 25, 24] and the papers referred to there) is equivalent to the notion of a 3 n -diagram introduced here. These may be understood as a non-abelian version of the concept of a Yoneda extension [26] , which is useful for instance when studying cohomology of non-abelian algebraic structures [25, 24] .
In order to obtain a pointed version of the 3 n -Lemma, valid in semi-abelian categories, we first need to analyse the concept of a cubic extension in an exact Mal'tsev context, where we shall prove a denormalised 3 n -Lemma, which deals with exact forks (certain augmented reflexive graphs) instead of short exact sequences (see Figure 3 ). This is meant to be a higher-dimensional version of the denormalised 3ˆ3-Lemma of [3] . In other words, our analysis depends on an investigation of cubic extensions-certain commutative cubes of arrows, see Section 2 where the definition is recalled-via internal (higher) equivalence relations.
Let us now present a brief sketch of the structure of the paper, again leaving certain concepts (which will be introduced in Section 2) undefined. First we introduce the notion of an effective n-fold equivalence relation (on n equivalence relations R i , 0 ď i ă n, on an object X), which is an equivalence relation that via the coequaliser/kernel pair equivalence corresponds to an n-fold regular epimorphism. As it turns out, an n-fold equivalence relation is effective if and only if it is parallelistic: it is isomorphic to the largest n-fold equivalence relation on pR i q iPn , which is of the form Ü iPn R i described in [25] . We see that, for any n-tuple pR i q iPn of equivalence relations on X,
(1) an n-fold effective equivalence relation over them always exists, namely the n-fold parallelistic equivalence relation Ü iPn R i ; (2) the n-fold regular epimorphism induced by taking pushouts of coequalisers need, however, not be a cubic extension in general; (3) hence it is not always possible to construct an n-cubic extension by pushouts of coequalisers out of the given equivalence relations R i . We are thus confronted with the following question:
When does a finite collection of equivalence relations pR i q iPn induce a cubic extension?
Our main target in this paper is to explain that the answer is a distributivity condition: if J 0 , J 1 , . . . , J k Ď n with k ě 1 such that J i X J j " H for all i ‰ j, then`ľ jPJ0 R j˘^k ł i"1`ľ jPJi
This condition characterises higher cubic extensions amongst higher regular epimorphisms in terms of the kernel pairs R i " Eqpf i q of the "initial ribs" f i of a higher regular epimorphism F . As a special case, we regain the result from [8] that, when in a given category X all double regular epimorphisms are double (= 2-cubic) extensions, then X is congruence distributive. That is to say, it is arithmetical in the sense of [23] .
Reinterpreting the distributivity condition in the pointed context of a semiabelian category, we may answer the question under which conditions a collection of n normal subobjects pK i q 0ďiăn on an object X induces a 3 n -diagram, and thus an n-cubic extension, by first taking intersections, and then cokernels of those intersections. From the above we deduce that this happens if and only if the equality`ľ jPJ0 K j˘^k ł i"1`ľ jPJi
K jh olds whenever J 0 , J 1 , . . . , J k Ď n with k ě 1 such that J i X J j " H for all i ‰ j. Note that even in an abelian category, this condition cannot come for free. The reason is that also here, if all collections of normal monomorphisms/congruences are distributive, then the category is arithmetical-however, the only arithmetical abelian category is the trivial one [23] . This may explain why in the literature, as far as we know, currently 3ˆ3ˆ3-diagrams were not even considered in the case of modules over a ring.
The following section explains the main ideas of the text in detail, sketching the necessary background and terminology. Section 3 is where the real work is done: proving the denormalised 3 n -Lemma in an exact Mal'tsev context. We actually prove three different versions of this result, Theorem 3.10, Theorem 3.15 and Theorem 3.23. In Section 4 we apply this in the context of semi-abelian categories in order to obtain Theorem 4.5: the 3 n -Lemma. We end the paper with some final remarks made in Section 5.
Introduction
In this section we elaborate on the concepts mentioned in the previous section, recalling definitions and results from the literature, introducing some new notions.
2.1. The pointed 3ˆ3-Lemma. In his article [2] , Dominique Bourn proved that the classical 3ˆ3-Lemma, well known to be valid for algebraic structures such as groups and modules, may be extended to pointed regular protomodular categories (i.e., pointed and regular categories where the Split Short Five Lemma holds). In the context of a semi-abelian category (pointed protomodular, Barr exact with binary coproducts), it amounts to the following: the diagram in Figure 1 is a 3ˆ3-diagram when all of its rows and columns are exact sequences, which for the bottom horizontal sequence means that k " kerpf q, f " cokerpkq. (In other words, the couple of arrows pk, f q is a short exact sequence.) The 3ˆ3-Lemma gives necessary and sufficient conditions for a given diagram to be a 3ˆ3-diagram.
A denormalised 3ˆ3-diagram: all rows and columns are exact forks.
For instance, if all rows and two out of three of the columns are exact, while the middle column is null, then the third column is exact as well [2, Theorem 12] .
An important question in practice is how to construct a 3ˆ3-diagram out of a given commutative square p˚q or p˚˚q by taking kernels or cokernels, respectively. It is well known that in a semi-abelian category, the square p˚˚q induces a 3ˆ3-diagram by taking cokernels if and only if it is a pullback square, all of whose arrows are normal monomorphisms (= kernels). On the other hand, p˚q induces a 3ˆ3-diagram by taking kernels if and only if it is a pushout square, all of whose arrows are normal epimorphisms (= cokernels). To see this, it suffices for instance to combine Lemma 4.2.5 in [1] with Proposition 3.3 in [10] and the explanation given there.
2.2.
The denormalised 3ˆ3-Lemma. In [3] , Dominique Bourn extended the above to a non-pointed setting. In the context of a regular category, a (denormalised) 3ˆ3-diagram is a diagram as in Figure 3 , where all rows and columns are exact (reflexive) forks, which for the bottom horizontal sequence means that the reflexive graph pc, dq is the kernel relation of f , and f is the coequaliser of d and c. The denormalised 3ˆ3-Lemma gives necessary and sufficient conditions for a given diagram of arrows and reflexive graphs as in Figure 3 to be a 3ˆ3-diagram. For instance, if all rows and two out of three of the columns including the middle one are exact forks, then the third column is an exact fork as well [3, Theorem 3.1] . However, this only works if the context is sufficiently strong: the article [3] treats the case of a regular Mal'tsev category, but variations on this theme have been considered in more general environments [20, 18, 13] ; in [12] , the pointed and unpointed cases are even studied in a single framework.
As in the pointed case, we are interested in characterising when a square p:q or a double reflexive graph p::q as in Figure 3 induces a 3ˆ3-diagram by taking kernel pairs or coequalisers, respectively. In the article [3] , in the context of a Barr exact Mal'tsev category X it is proved that p::q induces a 3ˆ3-diagram by taking coequalisers if and only if it is a so-called parallelistic double equivalence relation. Given two equivalence relations R and S on an object X, a double equivalence relation over them is said to be parallelistic when it is isomorphic to the largest double equivalence relation D on R and S, which is written R l S as in Figure 4 . In other words, the forgetful functor U : ERel 2 pXq Ñ ERelpXqˆERelpXq that sends a double equivalence relation D over R and S to the couple pR, Sq has a right adjoint Figure 4 . The parallelistic double equivalence relation R l S. which takes two equivalence relations R and S and sends them to the parallelistic double equivalence relation R l S. It is obtained via the pullback in Figure 4 ; the "elements" of R l S are quadruples px, y, t, zq P X 4 such that On the other hand, a square p:q as in Figure 3 induces a 3ˆ3-diagram by taking kernel pairs if and only if it is a regular pushout square or a double (or 2-cubic) extension, which means that all of its arrows, as well as the induced comparison to the pullback, are regular epimorphisms (= coequalisers of some pair of parallel arrows)-see Figure 5 . In general, pushouts and regular pushouts do not coincide; by Theorem 5.7 in [5] , a regular category is an exact Mal'tsev category precisely when every pushout of two regular epimorphisms is a regular pushout. So in the context of semi-abelian categories we regain the characterisation recalled above: the normalisation of an equivalence relation is a normal monomorphism, and a double equivalence relation normalises to a pullback of normal monomorphisms.
2.3.
Higher regular epimorphisms, higher cubic extensions. Our aim is now to extend this to higher degrees. It is, however, crucial here to recall [10] that even in a semi-abelian category, n-fold regular epimorphisms do not need to satisfy the extension condition when n ě 3.
In a regular category X, one-cubic extensions are just regular epimorphisms, which, in the varietal case, are exactly the surjective morphisms. We write RegpXq for the full subcategory of the category of arrows ArrpXq in X determined by the regular epimorphisms. It is well known and easily seen that this is again a regular category, whose regular epimorphisms, viewed in the base category X, are pushout squares of regular epimorphisms. Repeating this process inductively we find the full subcategory Reg n pXq " RegpReg n´1 pXqq of the category of n-fold arrows Arr n pXq " ArrpArr n´1 pXqq determined by the n-fold regular epimorphisms. Viewed in X, its objects are n-cubes, all of whose squares are pushouts of regular epimorphisms.
We recall the inductive definition of a higher cubic extension. (Our terminology here follows [24] , where in accordance with [26] , "extension" means "short exact sequence" rather than "regular epimorphism"; we here call "cubic extension" what is called "extension" in [10, 9] and elsewhere.) Denoting by E the class of cubic extensions in X, a 2-cubic extension (also called a double extension) in X is a commutative square as in Figure 5 where the morphisms a, b, f 1 , f 0 and the universally induced morphism xa, f 1 y : A 1 Ñ A 0ˆB0 B 1 to the pullback of b and f 0 are in E . We denote the class of 2-cubic extensions thus obtained by E 1 . Of course this definition does not depend on the exact nature of one-dimensional extensions, so it can be used for any (reasonable) class of morphisms E . In particular, it can be iterated to give n-cubic extensions for any n ě 2: then all the arrows in the induced diagram are pn´1q-cubic extensions. We write ExtpXq for the full subcategory of the category of arrows ArrpXq in X determined by the extensions (= RegpXq), and similarly Ext n pXq for the full subcategory of Arr n pXq determined by the n-cubic extensions.
2.4.
Arrows versus reflexive graphs. Let X be a category in which every arrow has a kernel pair and every reflexive graph has a coequaliser. We consider the basic coequaliser/kernel pair adjunction
between the category RGrphpXq of reflexive graphs and the category ArrpXq of arrows in X. The left adjoint sends a reflexive graph pG, d, c, eq
to the coequaliser Coeqpd, cq of d and c, while the right adjoint sends an arrow f : X Ñ Y to its kernel relation pEqpf q, π 1 , π 2 , ∆ X q. We shall be concerned with restricting this adjunction to an adjoint equivalence. By definition, an arrow is a regular epimorphism if and only if it is the coequaliser of some parallel pair of maps. Equivalently, it is the coequaliser of its kernel pair. So the image of the left adjoint Coeq is the full subcategory RegpXq of ArrpXq determined by the regular epimorphisms. On the other hand, a reflexive graph is in the image of the functor Eq precisely when it is an effective equivalence relation. Writing EERelpXq for the category of effective equivalence relations in X, the above adjunction restricts to an equivalence of categories
When X is Barr exact, we may take the category ERelpXq of equivalence relations in X on the left; and when X is, moreover, a Mal'tsev category, we may take the category RRelpXq of reflexive relations instead. When X is a regular category, the existence of the respective equivalence characterises when X is Barr exact (equivalence relations are effective) or Barr exact Mal'tsev (reflexive relations are effective equivalence relations). Note that in a Barr exact Mal'tsev category, any reflexive graph has a coequaliser, since this coequaliser may be computed as the coequaliser of the support of the graph, which is a reflexive relation, hence an effective equivalence relation.
For double equivalence relations, parallelistic = effective.
2.5. Higher arrows versus higher reflexive graphs. Our next aim is to extend this adjunction, and the induced equivalence of categories, to higher arrows and higher reflexive graphs. In the case of double arrows and double reflexive graphs we may compose adjunctions as in
in order to obtain an adjunction
Here we write Arr : CAT Ñ CAT for the functor which sends a category X to the category of arrows ArrpXq, and a functor F : X Ñ Y to the naturally induced functor ArrpF q : ArrpXq Ñ ArrpYq. The left adjoint Coeq 2 takes a double reflexive graph and sends it to the coequaliser of its coequaliser, whereas the right adjoint Eq 2 takes a double arrow and sends it to the kernel pair of its kernel pair. (See Figure 3 , where we can make the arbitrary choice of viewing the objects of ArrpXq as vertical arrows, and the arrows between those horizontally.) A square is in the image of Coeq 2 when it is a double regular epimorphism: a pushout square whose arrows are regular epimorphisms. On the other hand, the image of Eq 2 consists of what we shall call double effective equivalence relations. Thus the adjunction restricts to an equivalence
As explained above, when a double equivalence relation is effective was essentially characterised in [3] : they are the so-called parallelistic double equivalence relations. In a regular Mal'tsev category, any double effective equivalence relation is uniquely determined by the underlying effective equivalence relations R and S as the double equivalence relation R l S, and any choice or R and S determines one such (see Figure 4 ). This may be explained by the fact that the left adjoint Coeq 2 : ERel 2 pXq Ñ Reg 2 pXq can be written as a composite of left adjoints like in Figure 6 . Since the two left adjoints coincide by construction, the two right adjoints are naturally isomorphic. In particular, they have the same replete image.
As already mentioned above, it follows from [5, Theorem 5.7] that X is Barr exact Mal'tsev if and only if every double regular epimorphism is a double extension. So in that context, through the above equivalence, double extensions admit a characterisation in terms of parallelistic double equivalence relations. Outside the exact Mal'tsev context, however, the category Ext 2 pXq is strictly smaller than Reg 2 pXq, so if we want the equivalence above to describe double extensions in terms of double equivalence relations, then it must be restricted to a smaller category on the left. As explained by Proposition 5.4 in [5] , we need to add the condition that the join R _ S " RS " SR is an effective equivalence relation. We do, however, not wish to take into account right now these kinds of difficulties having to do with working in a non-exact context, so from now on we shall restrict our analysis to Barr exact Mal'tsev categories. The construction above may be repeated to yield an adjunction
for any n ě 1: it suffices to put
which are adjoint by composition of adjoints. As above, the image of Coeq n is the category of n-fold regular epimorphism, whereas the image of Eq n consists of what we shall call n-fold effective equivalence relations. We thus obtain the equivalence
In particular, an n-fold reflexive graph G is an effective n-fold equivalence relation if and only if G " Eq n pCoeq n pGqq; an n-fold arrow F is an n-fold regular epimorphism if and only if F " Coeq n pEq n pF qq. One interesting question which arises naturally in this context is to characterise the n-fold effective equivalence relations in an exact Mal'tsev category. Here we may extend the case n " 2 by introducing the concept of an n-fold parallelistic equivalence relation as in [25] . We follow a quick pragmatic course: we have the forgetful functor U which takes an n-fold equivalence relation on R 0 , . . . , R n´1 and sends it to pR 0 , . . . , R n´1 q; its left adjoint
takes an n-tuple of equivalence relations pR i q iPn and sends it to the n-fold equivalence relation Ü iPn R i . If we call an n-fold equivalence relation parallelistic when it is in the replete image of this left adjoint, then the adjunction restricts to an equivalence between the category ERelpXq n of n-tuples of equivalence relations and the category PERel n pXq of parallelistic n-fold equivalence relations in X. We may now view the functor Coeq n : ERel n pXq Ñ Reg n pXq as the composite of left adjoints
where the functor Push sends an n-tuple of regular epimorphisms with a common domain to the n-fold regular epimorphism induced by taking repeated pushouts. Hence the right adjoint Eq n : Reg n pXq Ñ ERel n pXq is naturally isomorphic to the composite of right adjoints
so that, in particular, an n-fold equivalence relation in X is effective if and only if it is parallelistic. In [25] a description of the relation pR i q iPn in terms of 2 n -matrices is given, extending the one of Subsection 2.2. Incidentally, this also proves that the forgetful functor U is indeed a left adjoint. Unfortunately, when n ą 2, even in the exact Mal'tsev context, n-fold regular epimorphisms and n-cubic extensions are generally different. Parallelistic higher equivalence relations do characterise higher regular epimorphisms; we are, however, less interested in the n-fold regular epimorphisms themselves, since the objects occurring naturally in (co)homology are the n-cubic extensions. What we are thus looking for is a restriction of this equivalence to the category of n-cubic extensions on the right, which yields a characterisation of n-cubic extensions in terms of parallelistic equivalence relations satisfying an additional condition. As we shall see (Theorem 3.15), the parallelistic equivalence relation Ü iPn R i determined by the relations pR i q i corresponds to an extension via this equivalence, precisely when a local congruence distributivity condition holds: joins of those relations distribute over meets or, more precisely, if
For instance, when n " 3, we find the equalities
while when n " 4 we also find conditions such as
In fact, these conditions are not generated by distributivity of any three equivalence relations chosen out of R 0 , R 1 , R 2 , R 3 -see Remark 3.25 and Example 4.9.
2.6. Back to the pointed case. As in the case of n " 2, we may return to the pointed setting of a semi-abelian category, and ask ourselves the question under which conditions a collection of normal subobjects pK i q 0ďiăn on an object X induces a 3 n -diagram, and thus an n-cubic extension, by first taking intersections, and then cokernels of those intersections.
For instance, when n " 3, the following situation can arise. Suppose that in Figure 2 , first the solid cube is constructed by pushing out the maps f i : F 3 Ñ F 3 {K i along each other, then the rest of the diagram by taking kernels in all directions. Then there is a priori no reason why the square of regular epimorphisms in the back of the diagram is a pushout, which means that it is not clear whether or not the top horizontal sequence is exact on the right. So in general this procedure need not deliver a 3ˆ3ˆ3-diagram.
We find (Theorem 4.5 and Corollary 4.6) that this does happen when Figure 7 . Adjunctions between reflexive graphs, forks and arrows.
Higher extensions in exact Mal'tsev categories
In this section we develop the non-pointed theory of 3 n -diagrams in an exact Mal'tsev context. Definition 3.1 (Reflexive fork, fork, exact fork). Let X be a category. A reflexive fork or augmented reflexive graph F in X is a diagram
where f˝d " f˝c and d˝e " 1 F1 " c˝e. A reflexive fork in X may be seen as a functor p3`q op Ñ X, where 3`is the 2-truncation of the category ∆ò f finite ordinals and order-preserving maps. It has three objects 0, 1 and 2 and arrows between them as in Diagram (B). We write ForkpXq for the functor category Funpp3`q op , Xq, the category of reflexive forks in X and natural transformations between them. Since there are no non-reflexive forks in this article, from now on we shall commonly drop the adjective "reflexive" and call an object of ForkpXq a fork.
A fork F is exact when pF 2 , d, c, eq is the kernel relation of f and f is the coequaliser of pd, cq. We write EForkpXq for the full subcategory of ForkpXq determined by the exact forks. The underlying reflexive graph of F is pF 2 , d, c, eq. Sending forks to their underlying reflexive graphs determines a functor Grph : ForkpXq Ñ RGrphpXq.
The functor Arr has a right adjoint EqFork which takes an arrow f and sends it to the fork (B) where pd, cq is the kernel pair of f . The functor Grph has a left adjoint CoeqFork which takes a reflexive graph pF 1 , d, c, eq and sends it to the fork (B) where f is the coequaliser of pd, cq. We find a commutative triangle of adjunctions as in Figure 7 .
Remark 3.3. The processes that associate to a category X the category of arrows in X and the category of forks in X may be seen as functors Arr : CAT Ñ CAT and Fork : CAT Ñ CAT. For instance, a functor G : X Ñ Y is thus sent to the functor ForkpGq : ForkpXq Ñ ForkpYq which takes a fork F : p3`q op Ñ X in X and gives back the fork G˝F : p3`q op Ñ Y in Y, and which acts similarly obviously on natural transformations. Definition 3.4 (n-Fork, exact n-fork). An 1-fork is a fork, and when n ě 2, an n-fork is a fork in the category of pn´1q-forks. We write Figure 9 . Adjunctions between n-fold reflexive graphs, forks and arrows.
for the category of n-forks and natural transformations between them. For n " 2 we find the diagram in Figure 8 . An n-fork F is exact when all forks in the diagram F in X are exact. More precisely, this happens when for all e P 3 n and all i P 3 the composite
is an exact fork, where
An exact n-fork is also called a 3 n -diagram.
Definition 3.5 (Underlying n-fold arrow, underlying n-fold reflexive graph). The underlying n-fold arrow and the underlying n-fold reflexive graph of an n-fork, as well as the respective adjoints, are defined inductively by composition of functors as follows-see also Figure 9 :
Arr n " ArrpArr n´1 q˝Arr " Arr n´1 pArrq˝¨¨¨˝ArrpArrq˝Arr,
Remark 3.6. The triangles in Figure 9 do indeed commute: for instance,
because Grph˝EqFork " Eq by definition, and
since in a functor category, kernel pairs are computed pointwise, so that the diagram
commutes.
Proposition 3.7 ([9]
). Suppose that X is an exact Mal'tsev category and n ě 0. Let us consider in Arr n pXq the exact fork
such that B is an n-cubic extension. Then f is an pn`1q-cubic extension if and only if Eqpf q is an n-cubic extension.
Remark 3.8. One consequence of this result is that the kernel pair of an pn`1q-cubic extension, considered as an arrow between n-cubic extensions in an exact Mal'tsev category X, may be taken pointwise in the base category X. Likewise, the (pointwise) coequaliser of a reflexive graph of n-cubic extensions is an pn`1q-cubic extension. This allows us to treat exact forks of n-cubic extensions pointwise as diagrams in X.
Remark 3.9. For a given n-cube of arrows in X, the extension property is symmetric, in the sense that it is independent of the way this n-cube is considered as a morphism of pn´1q-fold arrows-see [9] for more details. restricts to an adjoint equivalence EFork n pXq » Ext n pXq. In this sense, n-cubic extensions are equivalent to 3 n -diagrams.
Proof. We give a proof by induction. The case n " 1 is clear. Recall from Section 2 that an n-fold equivalence relation is parallelistic when it is in the replete image PERel n pXq of the left adjoint
where the forgetful functor U takes an n-fold equivalence relation on R 0 , . . . , R n´1 and sends it to the n-tuple of equivalence relations pR 0 , . . . , R n´1 q, and the functor l takes an n-tuple of equivalence relations pR i q iPn and sends it to the n-fold equivalence relation Ü iPn R i . Definition 3.11 (Induced n-fold regular epi). Given an n-tuple pR 0 , . . . , R n´1 q of equivalence relations on an object X, we write Coeq iPn pR i q for the induced n-fold regular epimorphism Coeq n p Ü iPn R i q. As explained above, it may be obtained by taking successive pushouts of the coequalisers of the R i . Definition 3.12 (Distributivity). A finite collection pR i q iPn of equivalence relations on an object X is said to be distributive when the following congruence distributivity condition is satisfied: if J 0 , J 1 , . . . , J k Ď n with k ě 1 such that
A parallelistic n-fold equivalence relation Ü iPn R i is distributive when the collection of equivalence relations pR i q iPn is. We write DPERel n pXq for the full subcategory of PERel n pXq determined by the distributive parallelistic n-fold equivalence relations.
Remark 3.13. The distributivity condition is only non-trivial when n ě 3; for smaller n, it always holds. Remark 3.14.
(1) A collection of equivalence relations pR i q iPn is distributive if and only if for all l ď n and all 0 ď i 0 ă¨¨¨ă i l´1 ď n´1, the collection pR ij q jPl is. (2) If a collection of equivalence relations pR i q iPn is distributive, then for all l ď n, the collection pS i q iPl where S i " Ź jPJi R j and J 0 , . . . , J l´1 are non-empty subsets of n with J i X J j " H, i ‰ j, is distributive as well.
Our aim is now to prove the following version of the denormalised 3 n -Lemma:
Theorem 3.15 (Denormalised 3 n -Lemma, II). Let X be an exact Mal'tsev category. The adjunction
restricts to an adjoint equivalence EFork n pXq » DPERel n pXq. In this sense, 3 n -diagrams are equivalent to distributive parallelistic n-fold equivalence relations.
We first obtain an intermediate result (Proposition 3.21), which relates extensions to distributive parallelistic equivalence relations. In order to better understand why a congruence distributivity condition plays a role here, let us start with the case n " 3 (Proposition 3.17). Recall the following result from [5] : Lemma 3.16. Consider in a regular category X a commutative square
of regular epimorphism where t " u˝r " v˝s and R " Eqprq, S " Eqpsq and T " Eqptq. Then the following conditions are equivalent:
The category X is Mal'tsev category if and only if always R˝S " R _ S " S˝R. The category X is exact Mal'tsev if and only if this latter equivalence relation is always a congruence. Then the equivalent conditions (i) and (ii) hold if and only if the given square is a pushout.
In the same article and in [6] , it is explained that the lattice of equivalence relations on any object in an exact Mal'tsev category is modular: any R, S and T on an object X satisfy pR _ Sq^T " R _ pS^T q. Equivalently, if R ď T , then pR _ Sq^pR _ T q " R _ pS^T q. Proposition 3.17. In an exact Mal'tsev category X, consider an object X and three equivalence relations R 0 , R 1 and R 2 on X. Write F " Coeq iP3 pR i q for the induced 3-fold regular epimorphism. Then the following conditions are equivalent:
Proof. We consider F as the cube in Figure 10 , where f i " CoeqpR i q. For this cube in X to represent an extension, we need that the induced comparison square to the pullbacks is a (regular) pushout. Note that the regular epimorphism xf 0 , f 1 y is the coequaliser of R 0^R1 . Now the pushout of CoeqpR 2 _R 0 q and CoeqpR 2 _R 1 q is Q, since f 2 is an epimorphism. Hence the comparison to the induced pullback, which is the coequaliser of pR 2 _ R 0 q^pR 2 _ R 1 q, is the composite X Ñ P . By Lemma 3.16 now, F is a 3-cubic extension if and only if R 2 _ pR 0^R1 q " pR 2 _ R 0 q^pR 2 _ R 1 q, so that (i) and (ii) are equivalent.
Since the extension property of F is independent of the order of R 0 , R 1 , R 2 , the above proof also shows that (i) is equivalent to (ii') and (i) is equivalent to (ii").
Condition (ii') implies (iii) because Figure 10 . The cube induced by R 0 , R 1 and R 2 .
igure 11. The kernel pair of the cube in Figure 10 .
Here we use modularity in the first equality, and distributivity in the second. Similarly, we find (iii') and (iii") out of (ii) and (ii"). Now (iii), (iii') and (iii") together are equivalent to (iv). Condition (iii) implies (ii") since
Likewise, also (ii) and (ii') are implied by (iv). Conditions (iv) and (v) are equivalent by definition. For the proof that (i) and (vi) are equivalent, take kernel pairs of the arrows in the f 2 direction in order to obtain the diagram in Figure 11 . By Proposition 3.7, the cube F is a 3-cubic extension if and only if the square p;q is a 2-cubic extension. By Lemma 3.16, this happens if and only if pR 2 l R 0 q _ pR 2 l R 1 q is the kernel pair of the diagonal in p;q. However, since the front square of the cube in Figure 10 is known to be an double extension, the kernel pair in question is R 2 l pR 0 _ R 1 q. Hence (vi) holds if and only if F is an extension. Similar proofs show that (vi') and (vi") are equivalent to (i).
The case n " 3 implies the general case (Proposition 3.21). To see this, we first need to prove some intermediate results.
Proposition 3.18. Consider n ě 3. In an exact Mal'tsev category, for any n-tuple pR i q iPn of equivalence relations on an object X, the operation R n´1 l p´q preserves intersections: for all H ‰ I Ď n´1, we have
as equivalence relations over R n´1 .
Proof. It suffices to check this in the category Set of sets and functions.
Proposition 3.19. Consider n ě 3. Let X be an exact Mal'tsev category. Given a distributive collection of equivalence relations pR i q iPn , we havè
Moreover,`k
Proof. We prove the first equation by induction. For n " 3, the result follows from Proposition 3.17. Now for n ą 3, assume that
From the assumption that the collection pR i q iPn is distributive, we deducè
Hence from Proposition 3.17, it follows that
Thus we see that
which finishes the proof of the first claim.
Following Remark 3.14, the second claim is a consequence of the first: it suffices to put S i " Ź jPJi R j .
Proposition 3.20. For n ě 4, let pR i q iPn be a distributive n-tuple of equivalence relations on an object X. Then for any m P n, the pn´1q-tuple of equivalence relations pR i l R m q iPn´1 on R m is still distributive.
Proof. Clearly, without any loss of generality we may assume that m " n´1.
For any choice of subsets J 0 , J 1 , . . . , J k of n´1 with 1 ď k ď n´2 such that
This completes the proof.
Proposition 3.21. In an exact Mal'tsev category X, consider an object X and an n-tuple pR i q iPn of equivalence relations on X, where n ě 3. Write F " Coeq iPn pR i q for the induced n-fold regular epimorphism. Then the following conditions are equivalent:
(ii) the collection of equivalence relations pR i q iPn on X is distributive; (iii) the parallelistic n-fold equivalence relation Ü iPn R i is distributive. Proof of (ii) ñ (i) and (ii) ô (iii). Conditions (ii) and (iii) are equivalent by definition. We now use induction on n to give a proof that (ii) implies (i). Recall that the case n " 3 is covered by Proposition 3.17. So, for some n ě 4, let us assume that the claim holds for pn´1q, and then prove it for n. We view the n-fold regular epimorphism F " Coeq iPn pR i q as a regular epimorphism of pn´1q-fold regular epimorphisms F : DompF q Ñ CodpF q in the pn´1q-direction, so that DompF q " Coeq iPn´1 pR i q, and EqpF q " Coeq iPn´1 pR i l R n´1 q.
Since the collection pR i q iPn is distributive, the induction hypothesis implies that DompF q is an pn´1q-cubic extension. Hence by Proposition 3.7, F is an n-cubic extension if and only if EqpF q is an pn´1q-cubic extension. By the induction hypothesis, this happens as soon as the pn´1q-tuple of equivalence relations pR i l R n´1 q iPn´1 on R n´1 is distributive. This follows from Proposition 3.20, if we use that the pn´1q-fold equivalence relation Eq n´1 pEqpfis sent to the pn´1q-tuple of equivalence relations pR i l R n´1 q iPn´1 by the forgetful functor U .
We still need to prove that (i) implies (ii). For this we need Lemma 3.22.
Lemma 3.22. Let X be an exact Mal'tsev category and let pR i q iPn be equivalence relations on an object X of X. Suppose that CoeqpR 0 , . . . , R n´1 q is an n-cubic extension. Then for every H Ĺ I Ď n where |I| " k and I " ti 0 , . . . , i k´1 u, the following holds:
(1) the k-cube CoeqpR i0 , . . . , R i k´1 q is a k-cubic extension. Furthermore, when J Ď n such that I X J " H, the following hold:
(2) the k-cube CoeqpR i0 , . . . , R i k´1^ŹjPJ R j q is a k-cubic extension; (3) the k-cube CoeqpR i0 , . . . , R i k´1 _ Ž jPJ R j q is a k-cubic extension. Now assume that n ě 4, and let J 0 , J 1 , . . . , J k´1 be non-empty subsets of n´1 with 2 ď k ď n´1 such that J i X J j " H for i ‰ j. We have:
R j q is a k-cubic extension, for any l P k and each I Ď n such that I X J i " H;
R j q is a k-cubic extension for any l P k and each I Ď n such that I X J i " H.
Proof. For the proof of (1) it suffices to show that the pn´1q-fold regular epimorphism CoeqpR 0 , . . . , R n´2 q is an pn´1q-cubic extension. The result then follows by induction and the symmetry in the concept of an extension (see Remark 3.9). Considering the n-cube CoeqpR 0 , . . . , R n´1 q as an arrow in the n´1 direction-so that R n´1 occurs in its kernel pair-we find CoeqpR 0 , . . . , R n´2 q as is domain. Since the domain of an n-extension is an pn´1q-cubic extension, we obtain the result.
For the proofs of (2) and (3) we may without any loss of generality assume that I " n´1 and J " tn´1u; the full statements then follow from (1) and induction on the size of J.
So for (2) we must show that the pn´1q-cube CoeqpR 0 , . . . , R n´2^Rn´1 q is an extension. Notice that we may consider the n-cube CoeqpR 0 , . . . , R n´1 q as a square of pn´2q-cubes, as follows:C oeqpR0,...,Rn´3,Rn´2q
y definition of an n-extension, all the arrows in this square are pn´1q-cubic extensions. Furthermore, the comparison to the induced pullback is an pn´1q-cubic extension as well-and this is precisely the pn´1q-cube CoeqpR 0 , . . . , R n´2^Rn´1 q.
Similarly, for (3) we have to prove that the pn´1q-cube
is an pn´1q-cubic extension. We use the same interpretation of the n-cube CoeqpR 0 , . . . , R n´1 q as above. This time, it suffices to notice that the pn´1q-cube CoeqpR 0 , . . . , R n´2 _ R n´1 q is the diagonal in the square-which is an pn´1q-cubic extension, because extensions compose. (4), (5) and (6) follow from (2) and (3) by induction.
Proof of (i) ñ (ii) in Proposition 3.21. We shall use induction on n. Assume that the result is true for k ă n and that F is an n-cubic extension. Consider J 0 , J 1 , . . . , J k Ď of n´1 with 1 ď k ď n´2 such that J i X J j " H for i ‰ j. We need to distinguish two cases:
n´1 R Ť k i"0 J i : in this case, the result follows by the induction hypothesis; n´1 P Ť k i"0 J i : here we have some work to do.
is a pk´1q-cubic extension by Lemma 3.22. Hence by induction, the collection pS i q iPk is distributive. We see that
which finishes the proof.
Proof of Theorem 3.15. This is an immediate consequence of Proposition 3.21 combined with Theorem 3.10.
Theorem 3.23 (Denormalised 3
n -Lemma, III). Let X be an exact Mal'tsev category and let F be an n-fork in X. Then the following conditions are equivalent:
(i) F is a 3 n -diagram: all forks in the diagram F in X are exact; (ii) F " EqFork n pArr n pFand Arr n pF q is an n-cubic extension; (iii) F " CoeqFork n pGrph n pFand Grph n pF q is a distributive parallelistic n-fold equivalence relation; (iv) F " EqFork n pArr n pFand F " CoeqFork n pGrph n pF qq.
Proof. The equivalence between (i) and (ii) is Theorem 3.10, and (i) and (iii) are equivalent via Theorem 3.15.
(ii) and (iii) together imply (iv). (iv) implies (i), because for each e P 3 n and i P 3, the composite
is an exact fork: its underlying reflexive graph is the kernel pair of its underlying arrow, while conversely, its underlying arrow is the coequaliser of its underlying reflexive graph.
We find the following variation on Proposition 3.21:
Corollary 3.24. In an exact Mal'tsev category X, consider an object X and an n-tuple pR i q iPn of equivalence relations on X. Write F " EqFork n pCoeq iPn pR ifor the n-fork in X, induced by first taking pushouts of coequalisers, then taking kernel pairs. The n-fork F is a 3 n -diagram if and only if the n-tuple of equivalence relations pR i q iPn is distributive. Remark 3.25. We can use this to see that the distributivity conditions are generally not generated by distributivity of binary joins over meets (that is to say, the conditions which hold when we choose 3 out of the given n equivalence relations). This would, for instance, imply that a 4-fold regular epimorphism of which all faces are 3-cubic extensions is always a 4-cubic extension-which is false in general, even in abelian categories. We may for instance consider any bounded below chain complex of abelian groups C¨¨D
hich is exact in all degrees below C 2 but not in C 2 itself. Then the augmented simplicial abelian group corresponding to it via the Dold-Kan equivalence truncates to a 4-fold regular epimorphism which is not a 4-cubic extension, even though all of its faces are 3-cubic extensions.
See [9] for more on the relationships between simplicial objects, their homology and the higher extension condition. See Example 4.9 for a different argument involving a concrete example in the category of abelian groups.
The 3
n -Lemma in semi-abelian categories
We now give an interpretation of Theorem 3.23 in the context of a semi-abelian category, where exact forks are equivalent to short exact sequences, and so the 3 n -Lemma takes a more familiar shape. From now on, we assume that X is semi-abelian. In particular, it is still exact Mal'tsev, so that the results of the previous section apply. But it is also pointed and protomodular, so that the ordinary definition of a short exact sequence makes sense.
Definition 4.1 (n-Sequence, 3
n -diagram, n-extension). Let 3 denote the category 0 Ñ 1 Ñ 2. For n ě 1, the category 3 n has the initial object i n -p0, . . . , 0q and the terminal object t n -p2, . . . , 2q. Moreover, it has an embedding α e,i : 3 Ñ 3 n parallel to the i-th coordinate axis, for each object e whose i-th coordinate is 0. Now, given objects X and A in X, an n-sequence under A and over X in X is a functor E : p3 n q op Ñ X which sends i n to X, t n to A. We write Seq n pXq for the functor category Funp3 n q op , Xq: the category of n-sequences and natural transformations between them.
An 3 n -diagram or n-extension [24, 25] under A and over X is an n-sequence E such that each composite below is a short exact sequence:
For example, a 1-extension under A and over X is just a short exact sequence A " E 2 Ñ E 1 Ñ E 0 " X. A 2-extension under A and over X is a 3ˆ3-diagram, in which each row and column is short exact:
More generally, an n-extension is an n-fold short exact sequence: a "normalised" 3 n -diagram, a pointed version of the concept of an exact n-fork. This is made precise with Proposition 4.4. First we give an overview of some functors which occur naturally in this context. Definition 4.2 (Epi part, mono part). The epi part of a 1-sequence E is the morphism E 1 Ñ E 0 . Note that, for non-exact 1-sequences, this morphism need not be an epimorphism. Sending 1-sequences to their epi part determines a functor Epi : Seq 1 pXq Ñ ArrpXq. The mono part of a 1-sequence E is the morphism E 2 Ñ E 1 . Note that, for non-exact 1-sequences, this morphism need not be a monomorphism. Sending 1-sequences to their mono part determines a functor Mono : Seq 1 pXq Ñ ArrpXq. These two functors naturally extend to functors Epi n , Mono n : Seq n pXq Ñ Arr n pXq.
Just like for forks ( Figure 7 and Figure 9 ) we find a commutative triangle of adjunctions ( Figure 12 ). The adjunction between kernels and cokernels lifts to the level of n-fold arrows; completing an n-fold arrow to an n-sequence by taking cokernels defines a left adjoint to the forgetful functor Mono n ; and dually, the forgetful functor Epi n is left adjoint to the functor KerSeq n which takes an n-cube and completes it to an n-sequence by taking kernels.
The equivalence between, (i), (ii) and (iii) may be unpacked as follows: Corollary 4.6. A collection of n normal subobjects pK i q 0ďiăn on an object X induces a 3 n -diagram, and thus an n-cubic extension, by first taking intersections, and then cokernels of those intersections, if and only if the equalitỳ
K jh olds whenever J 0 , J 1 , . . . , J k Ď n with k ě 1 such that J i X J j " H for all i ‰ j.
Example 4.7. In [11] , a ring is called arithmetical when all of its ideals satisfy the distributivity condition. This is a well-established concept; for instance, in [19] it is shown that an integral domain is arithmetical if and only if it is a so-called Prüfer ring.
Consider an n-sequence E in the (semi-abelian) category of rings (with or without unit), such that the middle object E 1,...,1 in this sequence is arithmetical. Then for E to be a 3 n -diagram, it suffices that E " CokerSeq n pMono n pEqq and each commutative square in the n-cube Mono n pEq is a pullback of normal monomorphisms. In other words, any n-tuple of ideals in an arithmetical ring induces a 3 n -diagram, and this characterises the concept of an arithmetical ring. Example 4.8. A group is called locally cyclic when all of its finitely generated subgroups are cyclic. This happens-see [21, 22] or [14] -if and only if the lattice of all subgroups of the given group is distributive. So, any n-tuple of normal subgroups of a locally cyclic group induces a 3 n -diagram, and this characterises the concept of a locally cyclic abelian group. Example 4.9. The abelian (additive) group of complex numbers C is well known not to be locally cyclic.
We consider the solutions of the equation x 3´1 " 0 and call them 1, a and a 2 . In particular, we have that 1`a`a 2 " 0. In the lattice of subgroups of C, we single out those generated by 1, a and a 2 . We notice that the meet of any two of them is 0, while the join of any two is equal to x1y _ xay " x1y _ xa 2 y " xay _ xa 2 y, since each of 1, a and a 2 can be written as a Z-linear combination of the two others. Thus it is easy to see that these three subgroups of C do not distribute. Hence they do not generate a 3ˆ3ˆ3-diagram with C in the centre.
Let us now consider the subgroups x1y, x2ay, x3ay and xa 2 y of C. It is readily checked by hand that any choice of three of those forms a distributive collection. Yet they do not form a distributive quadruple. Indeed, px2ay^x3ayq _ x1y˘^xa 2 y " px6ay _ x1yq^xa 2 y " x6a 2 y, whilè px2ay^x3ayq^xa 2 y˘_ px1y^xa 2 yq " px6ay^xa 2 yq _ px1y^xa 2 yq " 0 _ 0 " 0.
So, in the 4-sequence generated by those subobjects of C, any 3-sequence whose "middle object" is C is a 3ˆ3ˆ3-diagram. However, the entire 4-sequence itself fails to be a 3ˆ3ˆ3ˆ3-diagram.
Final remarks

Yoneda extensions.
In some sense, a 3 n -diagram is a non-abelian replacement for the concept of a Yoneda extension [26] . In the context of an abelian category, the two are equivalent via (a truncated version of) the Dold-Kan correspondence [7, 9] . In a semi-abelian context, 3
n -diagrams occur in the interpretation of the derived functors of Homp´, Aq : X op Ñ Ab for any abelian object A in X; see [25, 24] . 5.2. Aspherical augmented simplicial objects. Recall from [9] that an augmented simplicial object S in a semi-abelian category X is aspherical (i.e., all of its homology objects vanish) if and only if for every n ě 0, the pn`1q-fold arrow induced by the n-truncation of S is an pn`1q-cubic extension. From the above analysis it follows right away that if we write k i : K i Ñ X " S n for the kernel of B i : S n Ñ S n´1 , then S is aspherical precisely when (A) holds whenever it makes sense.
5.3. Non-effective higher equivalence relations. Non-effective higher equivalence relations exist, and are in fact quite common. Let us consider the case n " 2. The normalisation of a double equivalence relation is a commutative square of normal monomorphisms. The original double equivalence relation is parallelistic if and only if its normalisation is a pullback square. So whenever in a lattice of normal subobjects we have K ⊳ M ⊳ X, K ⊳ N ⊳ X such that K ‰ M^N , we find an example of a non-effective double equivalence relation. Clearly such examples may be constructed easily, even in the abelian or in the arithmetical case.
5.4. More general contexts. As remarked in the introduction, the 3ˆ3-Lemma of [2] does not only admit a non-pointed generalisation to regular Mal'tsev categories such as [3] . This result extends at least to regular Goursat categories [20, 18, 13] , and the pointed and unpointed cases can be treated in a single framework [12] . Further extensions to "relative" contexts exist [17, 16] or [4] . Starting from Subsection 2.5, we restricted ourselves to exact Mal'tsev categories, essentially for the sake of simplicity. We believe that the results of this article may be similarly generalised, and hope such generalisations will be developed in the near future.
