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 Realization by inspection.
 State-input-output equations, too.
 Canonical realizations: factorise e  appropriately.Minimality
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