In this paper, we report on indexing performance by a stateof-the-art keyphrase indexer, Maui, when paired with a text extraction procedure called text denoising. Text denoising is a method that extracts the denoised text, comprising the content-rich sentences, from full texts. The performance of the keyphrase indexer is demonstrated on three standard corpora collected from three domains, namely food and agriculture, high energy physics, and biomedical science. Maui is trained using the full texts and denoised texts. The indexer, using its trained models, then extracts keyphrases from test sets comprising full texts, and their denoised and noise parts (i.e., the part of texts that remains after denoising). Experimental findings show that against a gold standard, the denoised-text-trained indexer indexing full texts, performs either better than or as good as its benchmark performance produced by a full-text-trained indexer indexing full texts.
INTRODUCTION
Today, most of the automatic indexers use supervised fulltext classifiers to extract keyphrases from full texts [2] [5][7] [10] . Maui [5] is the final successor of a legacy of keyphrase indexers and inherits from and builds upon both of its predecessors KEA [10] and KEA++ [7] . To extract keyphrases from test documents, Maui uses 13 features to develop its supervised classifier. However, a revealing experiment by Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. JCDL'12, June 10-14, 2012, Washington, DC, USA. Copyright 2012 ACM 978-1-4503-1154-0/12/06 ...$10.00.
Witten et al. [10] demonstrates that indexer performances depend not only on the set of features but also on document size. As they apply their full-text trained KEA on paper abstracts and compare against a gold standard, they find its performance on these reduced texts somewhat inferior and not competitive to that on full texts. Although Maui outperforms its predecessors to extract full-text keyphrases from food and agriculture, nuclear physics, and biomedical science texts [5] , it has not been tested with a reduced set of texts till date.
Text Denoising is a method proposed by Shams and Mercer [9] which reduces the amount of text in biomedical papers to 30% of the original. The authors suggested that the describing of biomedical relations lengthens sentences and increases the use of polysyllabic words. Some readability indexes, the Fog Index [3] in particular, are based on these two factors. They proceeded to use Fog Index to measure sentence readability and showed experimentally that the 30% of the sentences which had the lowest-readability, the denoised part of a text, contained the relations of interest. The rest is termed as noise text that are not as content-rich as denoised text.
In this paper, we report on the performance of a stateof-the-art keyphrase indexer named Maui [5] when paired with text denoising. We use three standard full-text corpora from the food and agriculture, nuclear physics, and biomedical science domains. From each corpus, we develop training sets comprising full texts and their denoised parts. The test sets are composed of full texts, and their denoised and noise parts. For training and testing each dataset, we use a standard 10-fold cross validation. We show experimentally that a 70% text denoising improves Maui's indexing performance.
To evaluate Maui, we use quantitative measures like precision, recall and F-score, as well as qualitative measures like inter-indexer agreements. Experimental results show that Maui, trained with denoised texts, performs either better or comparably to its benchmark performance-those with fulltext trained models to extract keyphrases from full-text test sets. Further details about this paper can be found in its full version at arXiv:1204.2231v1 [cs.DL].
The remainder of this paper discusses the methods for training and testing the indexer (Section 2), an analysis of the results (Section 3), and ends with some concluding remarks (Section 4).
METHODOLOGY
In this section, we describe the datasets, training and testing procedure, performance measures, and the means to find the appropriate text denoising threshold for keyphrase indexing.
Datasets
To train and test Maui, we use three standard corpora of full texts and keyphrases associated with them. Among the datasets are FAO-780 which comprises 780 full texts from food and agriculture; CERN-290 which is composed of 290 high energy physics documents; and NLM-500 which has 500 biomedical research articles. The details about these datasets can be found in the doctoral thesis by Medelyan [5] .
Training and Testing
In this experiment, we use a conventional stratified k -fold experimental approach set by Medelyan [5] except that we train Maui not only on full texts but also on their denoised parts and test it on full texts as well as their denoised and noise parts. We consider the full texts along with their denoised and noise parts from each dataset and divide them randomly into 10 equal-sized folds without overlap. We train Maui on the training sets comprising full texts and denoised texts from each fold. The models that the indexers develop from full texts are called full-text trained models and those that are developed from denoised texts are called denoised-text trained models. The indexer then applies these models, k -th full-text trained model and k -th denoised text trained model, to extract keyphrases from the k -th test set composed of full texts, and their denoised and noise parts. According to the average number of keyphrases in every document, we had the indexers extract 8 keyphrases, 7 keyphrases, and 15 keyphrases for each document in the FAO-780, CERN-290, and NLM-500 test sets, respectively.
The extracted keyphrases are then compared against a gold standard which are the author-assigned keyphrases associated with the test documents.
Performance Measures
In this experiment, as well as conventional quantitative performance measures like precision, recall and F-score, we use three inter-indexing agreement measures popularly used for qualitative indexing assessment [6] , namely Hooper's (H ) [4] , Rolling's (R) [8] and Cosine (C ) inter-indexing agreements. The closer the agreement measures are to 1, the more the indexers agree on extracted keyphrases. We also calculate the error rates for each cross validation to find a text denoising threshold described in Section 2.4 and measure a 10-fold cross validated paired t-test [1] to report statistical significance of Maui's indexing when paired with denoised texts. For any two given sets of results, we consider their error rates to calculate a paired t-value. If this calculated tvalue lies outside ±2.26 with a degree of freedom 9, then the difference between the set whose results have the lower error rate and the other set is said to be statistically significant at significance level α = 0.05.
Text Denoising Threshold
To find the appropriate text denoising threshold for keyphrase indexing, we evaluate Maui's performance on each dataset by increasing the text denoising threshold in increments of 10% from 30% to 90%. As we vary the threshold, we plot the error rates of Maui on different test sets. Being a supervised indexer, Maui's best-fit model should be where the test error has its global minimum. That point eventually will also be the denoising threshold. The error rates for different denoising thresholds for FAO-780 are plotted in Figure 1 . It is notable that for both trained models, Maui has its global minimum at 70% denoising ( Figure 1a ). From this point on, the error rate increases and thus indicates an overfitting in Maui's models. Figure 1 shows that Maui's best performing pair is Denoised-Full -those models that are trained with denoised texts for keyphrase extraction from full texts. Similarly, Maui's bestfitted models with denoised texts for CERN-290 and NLM-500 are also at the 70% threshold (Figure 2a and 3a) . Figure 1b, 2b, and 3b , on the other hand, show that the error rate for the noise test sets increases. This indicates that noise texts are less content-rich as Maui fails to extract a substantial number of keyphrases from them. These observations lead us to set the denoising threshold at 70%. At this threshold, Maui predicts keyphrases from unseen test examples most accurately.
RESULTS AND DISCUSSIONS
In this section, we discuss the performance of Maui with text denoising and compare this with its benchmark performance-full-text trained model on full texts. Table 1a compares the precision, recall and F-score of Maui with denoised texts and its benchmark performance on the FAO-780 dataset. Maui, using its denoised-text and full-text trained models on denoised text test sets, achieves F-scores of 31.36 and 31.63, respectively, compared to its benchmark F-score of 31.86. We see that for these two cases, the t-values are 2.23 and 1.81, respectively, which means that the differences between the F-scores are not statistically significant. In other words, the benchmark performance of Maui cannot be said to be different than that with text denoising. On the other hand, Maui's F-score with its denoised text trained model on full-text keyphrase extraction is 31.87 with a t-value of 2.76. So, with 98% confidence we can say that the result is better than the benchmark performance. In addition, from Table 2a , we can see that Maui's agreements with the gold standards are as good as the benchmark agreements. This demonstrates that the indexing quality of Maui has not been compromised with text denoising.
For the CERN-290 dataset, although Maui could not outperform its benchmark F-score of 24.99, none of the t-values are significant at α = 0.05. In other words, its performance with denoised texts cannot be said to be different than its benchmark performance with a 95% confidence level (Table  1b) . Interestingly enough, although Maui agrees less with the gold standard for the CERN-290 dataset than that for FAO-780, its agreements on keyphrases with denoised texts are as good as its benchmark performance (Table 2b) . Maui's best performance for the NLM-500 corpus is with a denoised text trained model on full texts. Its F-score of 31.50 outperforms the benchmark F-score of 31.13 at the significance level of α = 0.05. However, although its other two F-scores with denoised texts is somewhat lower than its benchmark F-score, they are not statistically significant with t-values of 2.01 and 1.85 (Table 1c ). Maui's inter-indexing agreement on NLM-500 is somewhat similar to that on FAO-780 except that it agrees more with NLM-500 gold standards than its benchmark performance (Table 2c ).
CONCLUSIONS
In this paper, we show that a 70% text denoising improves Maui's performance for the biomedical science texts, or it allows Maui to perform as good as its benchmark performance on the food and agriculture, and the physics texts. Although there are some cases where Maui, when paired with text denoising, experiences marginally lower F-score than its benchmark, indexing agreement measures show that its indexing quality has never been compromised; it extracts even better quality keyphrases from biomedical texts than its benchmark. From the experimental findings, we also can conclude that document size, per se, does not have the suggested effect on keyphrase indexing, rather it is the content richness that plays the key role in indexing. We leave the investigation on the effect of text denoising paired with other indexers as future work.
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