Abstract. Shadowing is a method of backward error analysis that plays a important role in hyperbolic dynamics. In this paper, the shadowing by containment framework is revisited, including a new shadowing theorem. This new theorem has several advantages with respect to existing shadowing theorems: It does not require injectivity or differentiability, and its hypothesis can be easily verified using interval arithmetic. As an application of this new theorem, shadowing by containment is shown to be applicable to infinite length orbits and is used to provide a computer assisted proof of the presence of chaos in the well-known noninjective Tinkerbell map.
Introduction.
The chaos theory emerged from the observation that very simple dynamical systems can have complicated behaviors. A famous example is the Tinkerbell map [2] , whose iteration gives rise to the beautiful strange attractor depicted in Figure 1 (simply computed by iterating the map with initial condition (−0.5, −0.5) using double precision computations). However, the observation itself of this strange attractor gives rise to a well-known seeming paradoxical difficulty: Indeed, we interpret Figure 1 as the strange attractor of the Tinkerbell map, while the presence of a strange attractor implies that the Tinkerbell map is chaotic. This in turn implies that the computations shown on Figure 1 suffer from exponential magnification of rounding errors and hence should not be considered as a trustworthy representation of the strange attractor.
In this situation, any attempt toward a forward error analysis is foreseen to fail due to the exponential growth of the forward error. However, the backward error analysis may be able to extract some information from a numerically computed trajectory, and indeed the above mentioned difficulty can be explained in the shadowing backward error analysis framework. A pseudo-orbit is a finite or infinite sequence of vectors whose local error is bounded. It is called an -pseudo-orbit when the bound is known to be . An exact trajectory (y k ) k∈E , where E ⊆ Z is a set of contiguous integers, is a δ-shadow of the pseudo-orbit (x k ) k∈E if max k∈E ||x k − y k || is less than δ. Shadowing theorems provide sufficient conditions for pseudo-orbits to possess shadows.
Shadowing first appeared in the 1970's with Anosov's work as a remarkable property of hyperbolic dynamical systems (cf. [19] ): In the neighborhood of a hyperbolic set, for every Interval matrices are defined similarly to interval vectors as either intervals of matrices or matrices of intervals. All these elementary interval extensions form the interval arithmetic (IA). As real numbers are identified to degenerated intervals, the IA actually generalizes the real arithmetic, and mixed operations like 1 + [1, 2] = [2, 3] are interpreted using (2.3). Rounded computations. As real numbers are approximately represented by floating point numbers [11] , the IA cannot match the definitions (2.3) and (2.4) exactly. In order to preserve the inclusion property, the IA has to be implemented using an outward rounding. For example, [1, 3] /[10, 10] = [0.1, 0.3], while both 0.1 and 0.3 cannot be exactly represented with standard floating point numbers. Therefore, the computed result will be [0.1 − , 0.3 + ], where 0.1 − (respectively, 0.3 + ) is a floating point number smaller than 0.1 (respectively, greater than 0.3) (we actually expect the greatest floating point number to be smaller than 0.1 and the smallest floating point number to be greater than 0.3, which is often achieved by IA implementations). Among other implementations of IA, we can cite the C/C++ libraries PROFIL/BIAS [22] and Gaol [12] , the MATLAB toolbox INTLAB [32] , and Mathematica [40] . The developments presented in the rest of the paper use the ideal real IA. The algorithms are finally implemented using outwardly rounded floating point interval arithmetic.
Interval arithmetic. Operations • ∈ {+, ×, −, ÷}

Interval extensions. An interval function [f ] : IR
n −→ IR m is an interval extension of the real function f :
}. Thus interval extensions allow computing enclosures of the real function's range over boxes. So-called natural interval extensions of a function are obtained by evaluating an expression of this function for interval arguments using the IA. In particular when every variable has one unique occurrence in the function's expression the natural interval extension is optimal; i.e., it computes the exact function range. Example 1. Consider the function f : Figure 2 . Since the expression of each component of f contains one unique occurrence of each variable, their interval evaluation ([ [0, 4] ) is the optimal enclosure of the image (it is depicted in Figure 2 ). The image enclosure can be pessimistic if other expressions of the function are used; e.g., x 2 1 + 2x 1 x 2 + x 2 2 , (x 2 1 − 2x 1 + 1) cos x 2 evaluated for the same box gives rise to ([−2, 4], [−1, 4]) (also depicted in Figure 2 ).
In the context of the developments proposed hereafter, interval extensions will be evaluated on small boxes (whose width is about 10 −6 ). For such small intervals, the order of convergence of interval extension provides meaningful information about its pessimism: The natural interval extension has a linear order of convergence, which means that in the worst case its pessimism is proportional to the width of its interval arguments (see [28] for a details). This is in general too pessimistic for our usage. On the other hand, the centered forms described below enjoy a quadratic order of convergence, which means that in the worst case its pessimism is proportional to the square of the width of its interval arguments. This is a drastic and necessary improvement with respect to the linear order of convergence of the natural interval extensions when dealing with small boxes. A centered form has the following form:
There are different ways of choosing [A] . When f is differentiable, [A] can be chosen as some interval extension of the Jacobian of f . Lipschitz interval matrices allow generalizing this property to nondifferentiable maps: The introduction of Lipschitz interval matrices allows a rigorous linearization of a map, i.e., a linearization with controlled truncation error. This gives rise to an interval extension called the centered interval extensions. An interval matrix [L] ∈ IR n×n is a Lipschitz interval matrix (LIM) for f : R n → R n and E ⊆ R n if and only if for all
. A LIM can be computed similarly to the interval evaluation of the Jacobian matrix: In case the function is differentiable, then an interval evaluation of its Jacobian expression gives rise to a LIM. In case it contains some absolute value, the following rule can be used for the Jacobian differentiation to give rise to a LIM:
otherwise (see [28] for details).
The Poincaré-Miranda theorem.
Interval extensions allow computing enclosures of the range of a function. One important application of this framework is the rigorous numerical proof of existence of solutions to systems of equations. This is done by using interval extensions to verify the hypothesis of some existence theorems. Among different existence theorems that can be used in conjunction with interval analysis, we will use the Poincaré-Miranda theorem [31] which can be formulated as follows. The Poincaré-Miranda theorem is actually equivalent to the more famous Brouwer fixed point theorem (see [25, 24] ). Its hypotheses are obviously very well suited for a numerical verification by interval analysis.
Shadowing by containment.
3.1. Local containment theorems. In order to apply the results of this section in a more general context in section 3.3, we consider nonautonomous dynamical systems (f i ) i∈Z . An orbit (x i ) i∈Z of such a system satisfies x i+1 = f i (x i ). In the rest of the section, (f i ) i∈Z is a nonautonomous dynamical system with f i : R n −→ R n continuous.
The following definition of the local inductive containment property (LICP) focuses on the following situations: The pseudo-orbit is the bi-infinite identically null sequence (. . . , 0, 0, 0, . . . ); stable and unstable directions are close enough to canonical basis vectors; the maximum distance between the pseudotrajectory and its shadow is 1. Some affine change of variables will allow dealing with more general situations in section 3.3.
Definition 3. 1.
Finally, the index set U is split into U + and U − , satisfying, respectively, (LICP2.k) and (LICP2.k').
Note that the LICP does not require injectivity or differentiability. See Example 2 and Figure 3 for a function that satisfies Definition 3.1. Then, the following containment theorem for finite length shadows is proposed. Its proof relies on a simple application of the Poincaré-Miranda theorem to the system of equations formed with
prove the existence of an orbit for this choice. So we consider the following system of n(b − a) equations:
. . , n} =: E. Since x a,j are fixed for j ∈ S and x b,j are fixed for
A solution to this system of equations obviously corresponds to an exact orbit. In order to apply the Poincaré-Miranda theorem we associate equations and variables through a permutation π : E → V defined as follows:
It remains just to verify that the hypotheses of the Poincaré-Miranda theorem do hold; that is, we need to prove that for all (i, j) ∈ V, for all
∈ V, and let us prove that (3.2) and (3.3) hold: We consider the equation (i, j) which is associated with the variable π(i, j).
Let us suppose that
Similarly, let us suppose that
Theorem 3.2 is now extended to bi-infinite sequences. Theorem 3.3. Let S and U be a partition of {1, . . . , n}. Consider a sequence (f i ) i∈Z of continuous maps, and suppose that f i satisfies the (S, U )-LICP for all i ∈ Z. Then there exists a bi-infinite orbit (x i ) i∈Z bounded in B(0, 1).
Proof. For an arbitrary m ∈ N, we can apply Theorem 3.2 with a = −m and b = m, hence proving for all m ∈ N the existence of finite length orbits
Note that, from another point of view, with each k ∈ Z can be associated the sequence
and that the subsequences of S k are (x
) i∈N , where (ρ i ) i∈N is a strictly increasing sequence of nonnegative integers. Let us denote the accumulation points of S k by A k , which is nonempty since the sequence is bounded.
First, we show that for all
Since x * k ∈ A k , it is the limit of a subsequence (x |k|+ρ i k ) k∈N of S k , and f k being continuous we obtain
Again x * k is the limit of a subsequence (x
) k∈N , which is a subsequence of S k−1 since |k| + ρ i+1 ≥ |k − 1|. Since this sequence is bounded, it has a subsequence (x |k|+ρ i k−1 ) k∈N which converges to some x * k−1 . Since this subsequence is also a subsequence of S k−1 , we have x * k−1 ∈ A k−1 . Using the continuity of f k−1 we prove
which proves (3.8).
Finally, since A 0 is nonempty, we consider x * 0 ∈ A 0 , while (3.6) and (3.8) prove that it can be extended forward and backward to a bi-infinite orbit bounded inside B(0, 1).
Theorems 3.2 and 3.3 present several advantages with respect to usual shadowing theorems like the shadowing lemma [19] , Stoffer and Palmer's shadowing lemma [35] , and Young, Hayes, and Jackson's containment theorem [41] : First, they do not need f to be differentiable or injective, while the three former do require both. Second, the LICP requires only 2 card(S)+1 simple interval evaluations to be verified (see Example 2) . However, the price paid is the uniqueness of the shadow: The shadowing theorems of [19] and [35] do prove the uniqueness of the shadow in addition to its existence. It can be seen trivially that uniqueness does not hold in general for Theorem 3.3, as the identity matrix does satisfy the LICP while admitting every constant bi-infinite sequence as orbits. However, uniqueness is necessary for embedding purposes in section 4. Section 3.2 provides a uniqueness sufficient condition that will be used in the section 4.
The following example illustrates the power of Theorem 3.3: Three interval evaluations performed with rounded floating point computations allow proving the existence of a bi-infinite length orbit for a nonlinear dynamical system which lacks injectivity and differentiability.
Example 2. Consider the continuous function f (x) = M g(x), where These three rectangles are also represented in Figure 3 . These computations prove that f satisfies the ({1}, {2})-LICP. As a consequence, one can apply Theorem 3.3 with f i = f for all i ∈ Z, which proves the existence of a bi-infinite orbit (x i ) i∈Z bounded in B(0, 1).
3.2.
A sufficient condition for the uniqueness of the shadows. Theorem 3.3 applies in situations where the maps are not hyperbolic. In order to obtain uniqueness of the shadow, an additional hypothesis on the Lipschitz matrices of the maps is required that somehow forces the maps to be hyperbolic. To this end, we introduce the following definition. 
It is obviously seen that an -(S, U ) canonically hyperbolic interval matrix contains only -(S, U ) canonically hyperbolic real matrices. 3 As a typical example, the interval matrix The following proposition is the main property of -(S, U ) canonically hyperbolic matrices that will be used later.
and the claim comes by (3.14).
As a consequence, we have
Second, there exists k * ∈ {−K, . . . , 0} such that m k ∈ U. We first claim that k ∈ U implies both ||u k+1 || ≥ (1 + )||u k || and m k+1 ∈ U. With m k denoted by m for clarity, and f k = f ) proves the uniqueness of the shadow whose existence was proved in Example 2. Note that since the dynamical system is autonomous (i.e., f k = f for all k ∈ Z) the uniqueness of the shadow implies that this shadow is constant. Indeed, if it were not constant, then (y k ) k∈Z defined by y k = f (x k ) would be a shadow different from (x k ) k∈Z , which is impossible. Hence, we have finally proved that f has a unique fixed point in B(0, 1). And indeed, it can be verified formally that f actually has two fixed points which are approximately (49.515, 495.248) and (0.169, 0.0388).
Application to general dynamical systems.
The LICP is intended to be used for the pseudotrajectories (. . . , 0, 0, 0, . . . ) and unstable and stable directions close to axes. Let us now detail how it can be used together with an affine change of variables in the case where the pseudotrajectory is (x i ) i∈Z ,x i ∈ R n , and (A i ) i∈Z , A i ∈ R n×n , is a sequence of matrices whose columns are vectors approximating the unstable and stable directions atx i . Theorems 3.3 and 3.6 are now extended to such general orbits. Without loss of generality, we consider an autonomous dynamical system f : R n −→ R n .
The local inductive containment property is generalized to arbitrary pseudo-orbits with local stable and unstable directions nonparallel to axes by using an affine change of variables. This is done rigorously using parallelotopes centered on the pseudo-orbit vectors. A parallelotope is the image of B(0, 1) by an affine transformation. The parallelotope {Au +x : u ∈ B(0, 1)} with A ∈ R n×n andx ∈ R n is denoted by A,x . A parallelotope is said to be nonsingular if its characteristic is nonsingular. Then the LICP is generalized as follows. 
This definition can be interpreted directly in terms of parallelotopes, roughly speaking requiring that the image of the upper-side of the parallelotope A,x be above the upper side of the parallelotope A,x , and so on. Such a formulation of Definition 3.7 was proposed in [41] . Then Theorem 3.3 is generalized to Corollary 3.8, which allows handling general orbits with stable and unstable directions that are not aligned axes. The hypotheses of Corollary 3.8 are similar to those of Theorem 1 of [41] but expressed in a simpler way using the LICP. Corollary 3.8 also generalizes Theorem 1 of [41] to continuous maps that are not diffeomorphisms and to bi-infinite pseudo-orbits. 4 We say that a sequence (x i ) i∈Z hits a sequence of sets (E i ) i∈Z if and only if x i ∈ E i holds for all i ∈ Z. 
Corollary 3.8. Let S and U be a partition of {1, . . . , n}. Suppose that f satisfies the (S, U )-ICP for a sequence of nonsingular parallelotopes (
, it is important to evaluate the matrix/matrix products first and then the matrix/vector product. Indeed, the alternative evaluation (
) is much more pessimistic in general. Finally, in order to evaluate (3.32) rigorously, we need to compute a rigorous enclosure of the inverse of a real matrix. For low dimensional matrices, this can be done by evaluating the formal expression of the matrix inverse using IA. More generally, the method proposed in [30] can be used.
We end this section with the following corollary of Theorem 3.6, which generalizes this theorem to general orbits with stable and unstable directions that are not aligned axes.
Corollary 3.9. Let S and U be a partition of {1, . . . , n}. Consider two orbits (x k ) k∈E and (y k ) k∈E , where E = {k ∈ Z : |k| ≤ m}, that hit the sequence of nonsingular parallelotopes
and thus if m = ∞, we have (
The two theorems presented in the rest of the section use the above hypotheses to prove that a system is chaotic in various senses. The first theorem shows that under these hypotheses, the map f p = f • · · · • f is chaotic in the sense of Li and Yorke and in the sense of Devaney (see the next subsection for details). The second theorem provides a more accurate description of the chaotic behavior of the system: Under the additional hypothesis that f is injective, it allows us to show that the map f p admits a subsystem that is topologically conjugate to the Bernoulli shift.
4.1.
The full shift on two symbols and chaos. Let Σ = {0, 1} Z be the set of bi-infinite sequences of 0 and 1. This set is made a compact metric space using the distance d(α, β) := max{2 −|k| : k ∈ Z, α k = β k }. Note that two sequences α, β ∈ Σ satisfy α k = β k for all k such that |k| ≤ n if and only if d(α, β) ≤ 2 −n . Finally, the topological shift map σ : Σ → Σ is defined by σ(α) k = α k+1 . The shift map is chaotic following most definitions of chaos.
For a dynamical system f : X −→ X, where X is compact, the topological entropy is defined as follows: First, a set E ⊆ X is called (n, )-separated if for all x, y ∈ E, x = y, there 
The maximum cardinality of an (n, )-separated is denoted by N (n, ) (and is finite since E ⊆ X is bounded). Then, the topological entropy
The shift map has a strictly positive topological entropy, which implies Li-Yorke chaos (see [5] ). The shift map is also Devaney chaotic, as it is sensitive (there exists > 0 such that any x ∈ X is a limit point for points y ∈ X satisfying the condition d(f n (x), f n (y)) ≥ for some positive n) and topologically mixing (for any pair of open sets U, V ⊆ X, there exists k ≥ 1 such that T n (V ) ∩ U = ∅ for all n ≥ k) and the set per(σ) of its periodic points (i.e., per(f ) := {x ∈ X : ∃p > 0, f p (x) = x}) is dense inside Σ. Details can be found in [19, 23] and the references therein.
Chaotic noninjective dynamical systems.
Since the map f is not injective, we will not be able to make the usual use of topological factor or conjugacy with the shift map. Instead, we will use the following proposition. f is a topological factor of g) . 5 Then the following implications hold:
• g topologically mixing implies f topologically mixing. Proof. As h is continuous, we have for all
Let us prove the first implication. Consider an arbitrary y ∈ F . As h is surjective, there exists x ∈ G such that y = h(x). By assumption, per(g) is dense in G, so
Let us prove the second implication. Suppose that the function g is mixing; that is, for all x, x ∈ G and all δ, δ > 0 we have
So we have proved that for all x, x ∈ G and all δ, δ > 0 we have
Together with (4.2) this proves that for all x, x ∈ G and all , > 0 we have
As h is surjective, the statement actually holds for all y, y ∈ F with y = h(x) and y = h(x ). We can now prove the following theorem. Proof. For every α ∈ Σ, consider the bi-infinite sequence of parallelotopes (
This corresponds to building a bi-infinite pseudo-orbit (z k ) k∈Z by switching between the pseudo-orbit (x k ) k∈{1,...,p} and the pseudo-orbit (ỹ k ) k∈{1,...,p} depending on α k . Then Hypotheses 1 and 3 obviously imply that for every k ∈ Z the function f satisfies the {S, U}-ICP
, so we can apply Corollary 3.8 to prove that there exists a bi-infinite orbit (z k ) k∈Z that hits ( C α k ,z α k ) k∈Z . We denote this orbit by (z α k ) k∈N and define
where k * is defined in Hypothesis 2. The elements of Λ are thus z α k * +ip for some α ∈ Σ and i ∈ Z, and we have z α
We are going to prove that E q is (q, * )-separated and that h(·, k * ) is injective inside Σ q (so card E q = 2 q ), which will imply h top (f p | Λ ) ≥ 1 by definition of the topological entropy. Consider z α k * , z β k * ∈ E q with α = β. As α and β are qperiodic and different, there exists i ∈ {0, 1, . . . , q − 1} such that α i = β i . Define k + := k * + ip, and note that by Hypothesis 2 the minimal distance between 
As there is only one orbit that hits this latter sequence of parallelepipeds, this proves that (
which proves that Λ = h(Σ).
We proceed by proving that h is continuous inside Λ. Let us consider a sequence (α k ) k∈N , α k ∈ Σ, that converges to β ∈ Σ. We just have to prove that (h(α k )) k∈N converges to h(β). So for all i ∈ N, there exists K ∈ N, where k ≥ K implies α k,j = β j for all j ∈ {−i, . . . , i}. Therefore (z 
(β).
Since h is continuous and surjective, f p | Λ is a topological factor of σ. So we can apply Proposition 4.1 and prove that f p | Λ is both mixing and that its periodic points are dense in Λ.
It remains to prove that f p | Λ is sensitive. Consider an arbitrary x ∈ Λ, so there exists β ∈ Σ such that x = h(β). Define the sequence (α k ) k∈N , α k ∈ Σ, by α ki = β i for i = k and
. This sequence obviously converges to β. Furthermore, since h is continuous, y k := h(α k ) converges to x. Now using (4.8) we prove that f pk (x) = 
Proof. From the proof of Theorem 4.2, we know that f p | Λ is a topological factor of σ. In order to prove that both maps are actually topologically conjugate, it remains just to prove that h : Σ −→ Λ = h(Σ) is a homeomorphism. In fact, we prove just that h is injective, since a bijective map between compact metric spaces is a homeomorphism (see [8] 
Finally, by Hypothesis 2 this implies α = β, and thus h is injective.
Numerical applications.
Computing branching periodic pseudo-orbits and their stable and unstable directions.
In order to use Theorems 4.2 and 4.3 we need to find two sequences of parallelotopes ( A k ,x k ) 0≤k≤p−1 and ( B k ,ỹ k ) 0≤k≤p−1 that satisfy Hypotheses 1, 2, 3, and 4. So that interval extensions are sharp and taking into account the simplicity of the system's expressions (there are only a few multiple occurrences of variables, which makes interval evaluation very efficient), we expect that the size δ of the parallelotopes can be around 10 −3 , while we will need the distance between the branching periodic pseudo-orbits to be negligible with respect to this size, hence around 10 −5 .
The first step is to find such branching periodic pseudo-orbits. The task is easily carried out by some random search since we expect the number of periodic points to grow exponentially with respect to the period. Let us denote these two pseudo-orbits by (x k ) k∈{0,...,p−1} and (ỹ k ) k∈{0,...,p−1} . Once these periodic pseudo-orbits are found, we need to compute approximations of their stable and unstable directions. In the two dimensional case, this is easily done by iterating forward the derivative in the tangent space for finding normed vectors approximating the unstable directions and backward the inverse of the derivative for finding normed vectors approximating the stable directions (for higher dimensions, a QR decomposition is usually additionally used to prevent all vectors from converging to the strongest unstable direction). The computed directions form the columns of the matrices (A k ) k∈{0,...,p−1} and (B k ) k∈{0,...,p−1} which are scaled so that the norm of each column is δ. Note that we expect that A 0 and B 0 will represent approximately the same unstable and stable directions. Finally, we changex 0 andỹ 0 to 0.5(x 0 +ỹ 0 ), and A 0 and B 0 to 0.5(A 0 + B 0 ), so that A 0 ,x 0 = B 0 ,ỹ 0 and Hypothesis 1 is satisfied.
We have so far constructed two sequences of parallelotopes If the map were uniformly expanding and contracting, then Theorems 4.2 and 4.3 could be applied directly to them. However, Figures 5 and 6 show that the maps under study are not uniformly expanding and contracting. Therefore, we need to tune the norm of the columns of A k and B k so as to compensate for the lack of expansion and contraction, which can easily be done automatically. [29] is defined by (5.2) f (x) = x 2 1 + ax 1 − x 2 2 + bx 2 cx 1 + 2x 1 x 2 + dx 2 .
The Tinkerbell map is chaotic. The Tinkerbell map
We use the standard parameter values a = 0.9, b = −0.6013, c = 2., and d = 0.5, which give rise to the strange attractor depicted in Figure 1 . The following two vectors can be used to build branching periodic pseudo-orbits of period 37 and their unstable and stable directions: Parallelotopes obtained are available in the same archive as previously; the execution of the provided C++ code proves that the hypotheses of Theorem 4.3 are satisfied and therefore that the Hénon map is topologically conjugate to the full shift on two symbols. We therefore reproduce the result obtained in [35] by using a containment shadowing argument.
