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This paper proposes a deep-learning based generalized reduced-order model (ROM)1
that can provide a fast and accurate prediction of the glottal flow during normal2
phonation. The approach is based on the assumption that the vibration of the vocal3
folds can be represented by a universal kinematics equation (UKE), which is used4
to generate a glottal shape library. For each shape in the library, the ground truth5
values of the flow rate and pressure distribution are obtained from the high-fidelity6
Navier-Stokes (N-S) solution. A fully-connected deep neural network (DNN)is then7
trained to build the empirical mapping between the shapes and the flow rate and8
pressure distributions. The obtained DNN based reduced-order flow solver is coupled9
with a finite-element method (FEM) based solid dynamics solver for FSI simulation of10
phonation. The reduced-order model is evaluated by comparing to the Navier-Stokes11
solutions in both statics glottal shaps and FSI simulations. The results demonstrate12
a good prediction performance in accuracy and efficiency.13
axudong.zheng@maine.edu
bqian.xue@maine.edu
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I. INTRODUCTION14
Voiced sound production in the human larynx is a complex fluid-structure interaction15
(FSI) process in which the forced air from the lungs interacts with vocal fold tissues to initiate16
sustained vibrations that modulate the glottal airflow (Titze, 1994). An accurate prediction17
of the vocal fold vibration and sound source relies on an accurate prediction of intraglottal18
pressure and glottal flow rate. In the past, the most commonly used glottal flow model for19
simulating FSI is the Bernoulli equation which simplifies the flow as a 1D inviscid flow (Ruty20
et al., 2007; Wurzbacher et al., 2006; Zanartu et al., 2007). By coupling with lumped-mass21
or continuum vocal fold models, the model has provided important understandings of the22
dynamics of FSI during voice production (Alipour et al., 2000; Erath et al., 2011; Ishizaka23
and Flanagan, 1972; Jiang and Zhang, 2002; Steinecke and Herzel, 1995; Story and Titze,24
1995; Tao and Jiang, 2008; Titze, 1988; Zhang and Jiang, 2008). Yet, the inviscid assumption25
has made the model inaccurate in predicting the glottal flow rate and intraglottal pressures,26
especially during glottal closing when the glottis is typically in a divergent shape in which27
rich viscous effects occur such as flow separation, shear layer instability and intraglottal28
vortices (Deverge et al., 2003; Pelorson et al., 1994; Scherer et al., 1983). To improve the29
accuracy, research efforts have been made to incorporate various viscous loss terms into the30
Bernoulli equation (Deverge et al., 2003; Ishizaka and Flanagan, 1972; Van den Berg et al.,31
1957; Zhang and Yang, 2016). While the results showed improvement over the original32
Bernoulli equation, the modified model is largely based on assumptions of simple glottal33
shapes. On the other hand, the quick advancement of the continuum vocal fold model from34
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simple 2D configurations to complex 3D subject-specific configurations increasingly requires35
a more sophisticated glottal flow model that can represent glottal flow dynamics in complex36
glottal shapes. The Navier-Stokes (N-S) equation based model, i.e., the full-order model37
(FOM) can satisfy the requirement (Luo et al., 2008; Mittal et al., 2011; Xue et al., 2014;38
Zheng et al., 2010), but the very high computational cost limits its use in statistical studies.39
Therefore, there is a need and interest in developing a glottal flow model that can provide40
accurate and fast solution of glottal flow dynamics in complex glottal shapes.41
It has been shown that self-sustained oscillation of vocal folds is dominated by a few42
modes of vibration, even when the motion is abnormal (Berry, 2001; Berry et al., 1994;43
Do¨llinger et al., 2005). This high predictability of the vibratory pattern of the vocal folds44
makes it feasible to model the glottal flow dynamics based on the glottal shapes using45
deep-learning approach. Nevertheless, related research focusing on this area is still rare. A46
deep-learning based reduced-order model (ROM) model for glottal flow was proposed in our47
previous study (Zhang et al., 2020). The model was based on the Bernoulli equation with48
a viscous loss term predicted by a deep neural network (DNN) model. With the trained49
DNN-Bernoulli model, the flow resistance coefficient as well as the flow rate and pressure50
distribution of a given glottal shape can be predicted. However, the DNN-Bernoulli model51
was developed under certain initial and geometry conditions and the generalization ability52
of the model may be limited. In this paper, a deep-learning based generalized ROM of53
the glottal flow during normal phonations is proposed. The underlying assumption of the54
approach is that the vocal fold kinematics can be approximated by a few vibration modes55
described by the surface-wave approach (Smith and Titze, 2018). A number of past studies56
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showed that the vocal fold vibration in normal phonation is dominated by two modes (Berry,57
2001; Berry et al., 1994; Do¨llinger et al., 2005; Smith and Titze, 2018). Therefore, in the58
present work, we assume that the vibration of the vocal folds is approximated by a linear59
combination of the modal displacement of the two dominant modes, and then a universal60
kinematics equation (UKE) can be obtained. The UKE is examined by generating a large61
number of glottal shapes from FSI simulations with various vocal fold material properties and62
subglottal pressures and fitting the glottal shapes with the UKE using the genetic algorithm63
(GA) (Forrest, 1996; Goldberg, 2006; Mitchell, 1998). The probability distribution function64
(PDF) of each fitting parameter is then obtained and used to construct a generalized glottal65
shape library by appropriately resampling the PDF of the fitting parameters. For each shape66
in the library, the ground truth value of the flow rate and pressure distribution are obtained67
from high-fidelity N-S solutions. A fully-connected DNN (Goodfellow et al., 2016) is then68
used to build the empirical mapping between input parameters (fitting parameters in the69
UKE and subglottal pressure) and output parameters (flow rate and pressure distribution).70
K-fold cross validation is performed to fine tune the architecture and hyperparameters and71
evaluate the prediction performance of the DNN. The developed reduced order glottal flow72
model is therefore composed of two parts: (a) glottal shape parameterization using the UKE73
and GA, and (b) glottal flow rate and intraglottal pressure prediction using the trained DNN.74
The performance of the developed flow model (ROM) is evaluated by comparing to the N-S75
solutions (FOM) in both static glottal shapes and FSI simulations.76
The outline of the paper is organized as follows: the three-dimensional shape of the vocal77
fold during vibration, including the prephonatory geometry and UKE, are introduced in78
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Section II; the process of building up the generalized glottal shape library is elaborated in79
Section III; details about the implementation and evaluation of the DNN model are discussed80
in Section IV; implementation and evaluation of the performance of the present ROM for81
FSI Simulation are discussed in Section V; finally, the conclusions are summarized in Section82
VI.83
II. THREE-DIMENSIONAL SHAPE OF VOCAL FOLD DURING VIBRATION84
A. Prephonatory Geometry85
The prephonatory geometry of the vocal fold (right half) is shown in Figure 1. The86
length L along the anterior-posterior direction (z), medial surface thickness T along the87
inferior-superior direction (y) and depth D along the lateral direction (x) are 1.5cm, 0.3cm88
and 0.75cm, respectively. The subglottal angle α equals to arctan 0.5. An initial gap ∆x =89
0.002cm along the lateral direction (x) exists between the left and right counterpart. The90
vocal fold is divided into three layers including the cover, ligament, and body. The thickness91
of the cover (TC) and ligament (TL) layers are both 0.05cm. Each layer is assumed to be92
invariant in the anterior-posterior direction.93
B. Universal Kinematics Equation (UKE)94
Past studies have shown that vocal fold vibrations are dominated by a few vibratory95
modes (Berry, 2001; Berry et al., 1994; Do¨llinger et al., 2005). Following the surface-wave96
approach in (Titze, 1988), these modes can be described with a combination of (m,n) modes,97
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FIG. 1. Prephonatory geometry of the vocal fold.
where m and n correspond to the number of half-wavelengths in the anterior-posterior and98
inferior-superior directions, respectively. For normal phonation, the most dominant modes99
are the (1, 0) and (1, 1) modes, where (1, 0) represents the in-phase vibration and (1, 1)100
represents the out-of-phase vibration (Smith and Titze, 2018; Titze, 1988). Taking the right-101
half vocal fold model in Figure 1 as an example, the displacement of the medial surface over102
time can be represented by a linear combination of the modal displacement of these two103
modes,104
ξ(y, z, t) = αξ(y, z, t)(1,0) + (1− α)ξ(y, z, t)(1,1), (1)
7
where the subscripts (1, 0) and (1, 1) respectively refer to modes (1, 0) and (1, 1), and α is105
the weight coefficient of mode (1, 0). An equivalent equation exists for the left-half vocal106
fold. An example of the modal shape of the right-half vocal fold is illustrated in Figure 2,107
where the subfigures (a) and (b) respectively represent the modal shape (1, 0) and (1, 1) of108
the vocal fold, and the subfigures (c), (d) and (e) represent the actual shape of the vocal109
fold obtained from Eq. (1) with α = 1
4
, 1
2
and 3
4
, respectively. Note that in our study, to110
simplify the model, only the lateral (x) vibration is allowed and the vertical (y) motion is111
fixed.112
In (Smith and Titze, 2018), based on the surface-wave approach and small-angle approx-113
imation (Titze, 1988), the modal displacement of the medial surface of the vocal fold at any114
instant in time were defined as,115
ξ(y, z, t)(m,n) = ξm sin(mpiz/L)[sinωt− n(ω/c)(y − ym) cosωt], (2)
where ξm is the modal displacement amplitude, ym is the inflection point for the vertical116
half wavelength, ω is angular frequency, and c is the speed of the mucosal wave.117
The displacement of the medial surface of the vocal fold over time in Eq. (1) can then118
be expressed as,119
ξ(y, z, t) = ξm sin(piz/L)[sinωt− (1− α)(ω/c)(y − ym) cosωt], (3)
where ym is the inflection point for the vertical half wavelength (Smith and Titze, 2018).120
Note that our later FSI simulation results reflected that the location of the inflection point121
changes along the anteior-posterior direction, therefore, the inflection location is modeled as122
ym = T − β(sin piz
L
+ 1), (4)
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(a) Mode (1, 0) (b) Mode (1, 1)
(c) 14Mode (1, 0)+
3
4Mode (1, 1) (d)
1
2Mode (1, 0)+
1
2Mode (1, 1) (e)
3
4Mode (1, 0)+
1
4Mode (1, 1)
FIG. 2. Modal shape of the right-half vocal fold (Each 2D profile corresponds to mid-coronal
plane).
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where 0 ≤ β ≤ T/2.123
By superimposing the time-dependent displacement in Eq. (3) on the prephonatory124
geometry, the three-dimensional shape of the glottis at any time instant can be obtained.125
Eq. (3) is also termed as the universal kinematics equation (UKE) in this paper.126
III. GENERALIZED GLOTTAL SHAPE LIBRARY127
The vocal fold shape during vibration can be described by Eqs. (3) and (4) with the128
following parameters: the vibration amplitude ξm, weight coefficient of mode (1, 0) α, inflec-129
tion point factor β, phase φ = 12ωt/pi, and ratio between the angular frequency and mucosal130
wave speed ω/c, which is related to the vibration frequency f . The estimated physiological131
range of these parameters for normal phonation (Smith and Titze, 2018) are listed in Table132
I.133
TABLE I. Estimated physiological range of the parameters in the UKE.
Parameters Range
ξm (0, 0.1cm]
α [0, 1]
β [0, T/2]
φ [0, 24]
f [100Hz, 250Hz]
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In this section, we aim to verify that the UKE can be used as a generalized equation134
to represent any glottal shape during normal phonation. To have a good estimation of the135
possible glottal shapes during FSI, FSI simulations of vocal fold vibration under various136
subglottal pressures and material properties are conducted. The simulations employ the137
finite-element vocal fold model coupled with the Bernoulli equations for fast solutions (Geng138
et al., 2016). A large number of glottal shapes are extracted from the simulation results and139
used to fit the UKE by using the genetic algorithm (GA) (Forrest, 1996; Goldberg, 2006;140
Mitchell, 1998). The fitting error is used to quantify the representative capability of the141
UKE. Finally, the probability density function (PDF) of each input parameter in the UKE142
is obtained and used to build the generalized glottal shape library through appropriate143
resampling.144
A. Bernoulli-FEM FSI Simulation145
The vocal fold tissue is modeled as the viscoelastic, transversely isotropic material. The146
baseline material properties of each layer of the vocal fold (Alipour et al., 2000; Xue et al.,147
2012) are listed in Table II.148
Based on the baseline material properties listed in Table II, the ranges of the material149
properties for each layer can be obtained by simultaneously multiplying the corresponding150
E0pz and G
0
pz with a factor k, where the physiological range of k is [0.5, 5.0] with an increment151
size ∆k = 0.5. Note that the value of k for the cover layer and ligament layer are always152
the same. The various material property factors of the cover-ligament layers and body153
layer under selected subglottal pressure conditions at P0 = 0.5kPa, 0.75kPa, 1.0kPa can be154
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TABLE II. Baseline material properties of each layer of the
vocal fold.
ρ(g/cm3) Ep(kPa) νp E
0
pz(kPa) νpz G
0
pz(kPa)
Cover 1.043 2.01 0.9 40 0.0 10
Ligament 1.043 3.31 0.9 66 0.0 40
Body 1.043 3.99 0.9 80 0.0 20
ρ is the tissue density; Ep and E
0
pz are the transversal and
longitudinal Youngs Modulus, respectively; νp and νpz are
the in-plane transversal and longitudinal Poisson ratio, re-
spectively; G0pz is the longitudinal shear modulus (Alipour
et al., 2000; Xue et al., 2012).
respectively expressed as155
kCL = m∆k, m = 1, 2, ..., 10, (5)
156
kB = n∆k, n = 1, 2, ..., 10, (6)
where the subscript CL andB indicate the cover-ligament layers and body layer, respectively.157
By systematically varying kCL, kB and P0, a total of 300 cases are generated for the158
FSI simulations. For each case, the density and kinematic viscosity of the air are 1.145 ×159
10−3g/cm3 and ν = 1.655×10−1cm2/s, respectively. The glottis are discretized withNS = 69160
uniformly spaced cross sections along the inferior-superior direction such that the spacing161
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is 0.01cm. The contact surface is calculated as an average of the left and right surface162
coordinates. A uniform Rayleigh damping factor is used for each case. As an example, the163
vibration pattern of the vocal folds during one converged cycle at P0 = 1.0kPa, kCL = 1.0,164
kB = 4.0 is illustrated in Figure 3, where the left subfigure corresponds to the time history165
of the flow rate Q during one converged cycle, and the right subfigure corresponds to the166
glottal shape at 5 representative phases probed from the left subfigure. The vibration shows167
a typical alternative convergent-divergent glottal shape change.168
FIG. 3. Vibration pattern during one converged cycle at P0 = 1.0kPa, kCL = 1.0, kB = 4.0.
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B. Glottal Shape Fitting with the GA169
In this subsection, we aim to verify that those glottal shapes extracted from FSI simula-170
tions in Subsection III A can be represented by the UKE. The GA is employed to inversely171
determine the values of the fitting parameters from the range listed in Table I such that172
the difference between the optimized and target (FSI) values of the nodal displacement is173
minimal. In the optimization process, as the flow rate heavily relies on the minimum glot-174
tal area, an equal constraint between the optimized and target minimum cross-section area175
along the inferior-superior direction of the glottis is enforced. Therefore, the constrained176
minimization function for each glottal shape can be written as,177
ξm, α, β, φ, f = arg min
∑n
i=1[ξ
i
optimized(ξm, α, β, φ, f)− ξitarget]2
n
subject to arg minAoptimizedj = arg minA
target
j , (A
optimized
j )min = (A
target
j )min
(7)
where the values of ξm, α, β, φ, f are bounded by the corresponding ranges listed in Table178
I, n is the number of nodal points of the glottis surface, and Aoptimizedj and A
target
j are the179
optimized and target cross-section area function with j the cross-section index, respectively.180
The constraints imply that the location and value of the optimized minimum cross-section181
area are equal to the target one.182
The population size and the number of generation for the GA are chosen as 160 and183
100, respectively. The overall residual of the fitness function extracted from the FSI cases184
in Subsection III A is plotted in Figure 4. The residual for each phase is normalized by the185
corresponding maximum nodal displacement. The relative residuals for most of the phases186
are close to 0 and the maximum relative residual among all the phases is around 0.01,187
indicating that GA converges well for each glottal shape and therefore the UKE can be used188
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a generalized equation to represent the extracted glottal shapes. Furthermore, the kernel189
density estimation (Freedman et al., 2007) is used as a non-parametric way to estimate the190
probability density function (PDF) of the fitting parameters, and the corresponding PDF for191
P0 = 0.75kPa is plotted in Figure 5. The PDF for P0 = 0.5kPa and P0 = 1.0kPa are highly192
similar and thus not shown. Note that the PDF of the optimized frequency is not plotted193
in those figures because the values for all cases are similar and the corresponding PDFs are194
concentrated at f = 210Hz. Therefore, to reduce the number of redundant shapes, we fix195
the value of the optimized frequency to be f = 210Hz. Based on the PDFs, the generalized196
glottal shape library can be built by appropriately resampling the parameters. Concretely,197
we first locate the parameter values with the local maximum probabilities from each PDF,198
and then with this located value as the center value, conduct the uniform resampling from199
each PDF such that the majority of the representative glottal shapes can be included in this200
library. The re-sampled values of the input parameters under different subglottal pressure201
conditions are listed in Table III. Note that for different subglottal pressure values, only the202
amplitude ξm is different, and the other parameters are all the same. A total of NL = 3960203
different shapes are generated by substituting the values in Table III into the UKE, and204
these shapes constitute the generalized glottal shape library which are used as the raw data205
for training the DNN in the next section.206
IV. IMPLEMENTATION OF THE DNN MODEL207
For each shape in the generalized glottal shape library, the subglottal pressure P0 and208
the parameters ξm, α, β and φ are the input features, and the corresponding output targets209
15
FIG. 4. Relative residual of the fitness function of GA.
are the flow rate Q and the pressure distribution Pi, where i is the index of the discretized210
cross sections in the inferior-superior direction of the vocal folds. The ground truth values211
of the flow rate Q and pressure distribution Pi are obtained by solving the N-S equations.212
Then, the mapping relationship between the input features and the corresponding output213
targets can be established by a fully-connected DNN as follows:214
Q,Pi = f(P0, ξm, α, β, φ; θ) (8)
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TABLE III. Resampled values of input parameters.
P0(kPa) ξm α β φ
0.5
0.02, 0.03,
0.04, 0.1
0.0, 0.2, 0.4,
0.6, 0.8, 1.0
0.0, 0.015, 0.03,
0.135, 0.15
1, 2, 3, 4,
5, 6, 7, 8,
9, 10, 11
0.75
0.025, 0.04,
0.055, 0.1
1.0
0.035, 0.055,
0.075, 0.1
where f is the function representing the overall DNN, and θ denotes all learnable parameters215
of the DNN. With this trained DNN, the flow rate and pressure distribution along any glottal216
shape generated by the UKE can be well predicted.217
A. N-S Solution of the Output Targets218
The fluid flow is governed by the incompressible N-S equations as follows,219
∂ui
∂xi
= 0 (9)
∂ui
∂t
+
∂uiuj
∂xj
= − 1
ρf
∂p
∂xi
+ νf
∂2ui
∂xj∂xj
, (10)
where ui, ρ, p, ν are the incompressible flow velocity, density, pressure, and kinematic vis-220
cosity, respectively. An in-house sharp-interface immersed-boundary N-S flow solver (Zheng221
et al., 2010) is used to obtain the ground truth solution of the output targets. The setup of222
17
(a) ξm (b) α
(c) β (d) φ
FIG. 5. PDF of optimized input parameters for P0 = 0.75kPa.
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the computational domain is depicted in Figure 6. The size of the computational domain is223
1.5cm × 21.0cm × 1.5cm in the x (lateral), y (inferior-superior) and z (anterior-posterior)224
direction. The vocal folds are placed 3.2cm and 17.0cm away from the inlet and outlet of the225
computational domain, respectively. The grid independence study is performed by compar-226
ing the flow rate and average pressure distribution on coarse, medium and fine meshes with227
fixed CFL number. The mesh number Nx×Ny×Nz on the coarse, medium and fine meshes228
are 64× 64× 24, 128× 128× 48, and 256× 256× 96 in the x, y and z direction, respectively,229
where Nx, Ny and Nz are the number of mesh nodes in the x, y and z direction, respectively.230
The mesh is stretched to the far field in the x and y direction, while uniformly distributed231
in the z direction. The grid independence results of the flow rate and average pressure dis-232
tribution are illustrated in Figure 7. From this figure, we can see that the medium mesh is233
adequate to obtain the ground truth solution of the output targets from the shape library.234
The relative error of the flow rate obtained on the coarse and medium mesh with respect to235
that obtained on the fine mesh are 12.1% and 1.0%, respectively. The minimum interval of236
the medium mesh is 0.003cm and 0.01cm in the x and y direction, respectively. Moreover,237
the total CPU time required for convergence on the coarse, medium and fine meshes are238
respectively 0.2, 2.3 and 35 hours on a parallel computer with 32 CPUs.239
B. Implementation Details of the DNN240
As mentioned above, the input features and corresponding output targets extracted from241
the shape library can be organized as a vector x and y, respectively,242
19
FIG. 6. Setup of the computational domain.
x =

P0
ξm
α
β
φ

, y =

Q
P1
P2
...
...
PNP

, (11)
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(a) flow rate (b) average pressure distribution
FIG. 7. Grid independence results.
where NP = 68 is the dimension of the output pressure distribution.243
The mapping relationship between the input features x and corresponding output targets244
y can be established by a fully-connected DNN (Goodfellow et al., 2016; LeCun et al.,245
2015). In the fully-connected DNN, the input and output layers are denoted as z0 and zL,246
respectively. The layers between the input and output layers are called the hidden layers zl,247
where l = 1, ..., L− 1. Neurons in the hidden layer zl have connections to all neurons of the248
previous layer zl−1,249
zl = σl(W
T
l zl−1 + bl) (12)
where Wl is the learnable weights, bl is the additive bias, and σl is the nonlinear activation250
function.251
The loss function J of the DNN is252
J =
1
N
∑
‖zL − y‖22 + λ ‖W ‖2 (13)
where zL is the predicted value and λ is the regularization coefficient to prevent the overfit-253
ting of the DNN model.254
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Note that the range of values of Q and Pi are different, i.e., Q ≥ 0 while Pi/P0 ≤ 1,255
therefore for the ease of training the DNN, the input features x are respectively mapped to256
the subsets of the output targets y (i.e., Q and Pi) with different architectures of the DNN.257
The whole data set from the shape library is randomly split into the training and test258
sets. To avoid the overfitting of the model, we use 5-fold cross validation (Goodfellow et al.,259
2016) to fine tune the architecture and hyperparameters of the DNN, such as the number of260
hidden layers, the number of neurons on each hidden layer, the initialization of the weights,261
the activation function, the optimization method, the mini-batch size, and the number of262
epochs (Goodfellow et al., 2016). The final architecture and hyperparameters of the DNN263
are chosen from those that have the lowest errors on the validation set. The final DNN264
model is then trained on the full training set, and the prediction performance of the trained265
model is evaluated on the test set.266
The final architectures of the DNN for Q and Pi are illustrated in Figure 8 and denoted267
as DNN-Q and DNN-P, respectively. The input layer for both DNNs has 5 neurons which268
correspond to the dimension of the input vector. The output layer of DNN-Q has a single269
neuron which corresponds to the ground truth value of the flow rate Q, while that of DNN-P270
has 68 neurons which correspond to the ground truth value of the pressure distribution on271
the discretized cross sections along the inferior-superior direction of the vocal folds. Since272
Q and Pi are bounded by different ranges (Q ≥ 0 and Pi/P0 ≤ 1), the softplus and tanh273
activation function (Goodfellow et al., 2016) are used on the output layer of DNN-Q and274
DNN-P, respectively. Besides the input layer and output layer, there are two hidden layers275
for both DNNs. The number of neurons on the hidden layers of DNN-Q are 64, and the276
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softplus activation function is used on each hidden layer, whereas the number of neurons on277
the hidden layers of DNN-P are 256, and the relu activation function (Goodfellow et al., 2016)278
is used on each hidden layer. All of the weights on each layer are initialized with a random279
normal distribution. Both of the DNN models are optimized using a mean-squared loss280
function with an adaptive version of the stochastic gradient descent algorithm called Nadam281
(Nesterov Adam) (Ruder, 2016). Both of the DNN models are trained with 10000 epochs,282
where one epoch consists of one full training cycle on the training set, and the mini-batch283
size is 128 for each epoch. The DNN models are implemented on the open-source machine284
learning platform Keras (Chollet et al., 2015) using TensorFlow (Abadi et al., 2015) as the285
backend.286
C. Evaluation of the Trained DNN Models287
The relative percent difference (RPD) between the true and predicted outcomes is used288
to evaluate the trained DNN models. The expression of the RPD for Q and Pi for each289
glottal shape in the training data are as follows:290
EQ =
∣∣∣Q− Qˆ∣∣∣
max(|Q| ,
∣∣∣Qˆ∣∣∣) (14)
291
EP =
∑NP
i=1
|Pi−Pˆi|
max(|Pi|,|Pˆi|)
NP
(15)
where Q,Pi and Qˆ, Pˆi are respectively the true and predicted outcomes.292
The history of the 5-fold cross validation results for DNN-Q and DNN-P is plotted in293
Figure 9. The horizontal axis corresponds to the number of epochs, and the vertical axis294
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(a) DNN-Q
(b) DNN-P
FIG. 8. Architecture of the DNN.
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corresponds to the mean RPD between the true and predicted outcomes. The comparison295
is between the training and validation sets. It took 10000 epochs for the mean RPD on296
the training and validation sets to converge for DNN-Q and DNN-P. The converged mean297
RPD on the training and validation sets are 1.71% and 1.89% for DNN-Q, and 1.97% and298
4.12% for DNN-P, respectively. The performance of the trained DNN-Q and DNN-P on299
the test set is plotted in Figure 10 and 11, respectively. The first subfigure for each figure300
shows the history of the model accuracy where the horizontal and vertical axes correspond301
to the number of epochs and mean RPD, respectively. The comparison is between the full302
training and test sets. After running 10000 epochs, the mean RPD on the test set converges303
at 1.74% and 3.52% for DNN-Q and DNN-P, respectively. The second subfigure illustrates304
the scatter plot of the true and predicted outcomes on the test set, and the good prediction305
performance on the test set for both DNN-Q and DNN-P can be observed. The final mean306
RPD on the training, validation and test sets for DNN-Q and DNN-P are summarized in307
Table IV.308
TABLE IV. Mean RPD on the training, validation and test sets.
train validation test
Q 1.71% 1.89% 1.74%
Pi 1.97% 4.12% 3.52%
Furthermore, 6 shapes under different subglottal pressures are randomly selected from the309
test set, and the comparison of the true and predicted pressure distribution of these shapes310
25
(a) DNN-Q
(b) DNN-P
FIG. 9. 5-fold cross validation results.
26
(a) History of the model accuracy
(b) Scatter plot
FIG. 10. Performance of the trained DNN-Q model on the test set.
27
(a) History of the model accuracy
(b) Scatter plot
FIG. 11. Performance of the trained DNN-P model on the test set.
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are shown in Figure 12. From these figures, we can observe that the pressure distribution311
can be well predicted by the trained DNN-P model.312
To summarize, the diagram of the implementation of the present reduced-order flow solver313
is illustrated in Figure 13. Concretely, it is divided into the following steps: firstly, various314
glottal shapes are extracted from 300 converged Bernoulli-FEM FSI results under different315
subglottal pressure and material properties. Secondly, these extracted shapes are fitted316
with the UKE using the GA and the PDF of the fitted input parameters of the UKE are317
determined. Thirdly, 3960 different glottal shapes are generated by appropriate resampling318
from the PDF of the input parameters with high probabilities and then substituting them319
into the UKE, which constitute the generalized shape library. Fourthly, for each shape in320
the library, the ground truth values of the flow rate Q and pressure distribution Pi are321
obtained by solving the N-S equation. Finally, the mapping relationship between the input322
parameters together with the subglottal pressure (input features) and the corresponding323
flow rate and pressure distribution along the inferior-superior direction of the glottal shape324
(output targets) are established by the fully-connected DNN. With this reduced-order flow325
solver, for any glottal shape, the input features can be extracted from the UKE with the326
GA and then the flow rate and pressure distribution can be predicted with the trained327
DNNs. The implementation procedure of the reduced-order flow solver can be summarized328
in Algorithm 1.329
The developed reduced-order flow model is then coupled with the FEM based solid dy-330
namics solver for FSI simulation. The abstract workflow of the ROM for FSI simulation331
is illustrated in Figure 14. First, the flow rate Q and pressure distribution Pi of the glot-332
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(a) (b)
(c) (d)
(e) (f)
FIG. 12. Comparison of the true and predicted pressure distribution.
30
tal shape X at a certain time instant t can be obtained by the present reduced-order flow333
solver, then the pressure load is fed into the FEM solid solver to calculate the corresponding334
deformation of the glottis ∆X, finally the updated glottal shape X + ∆X is used as the335
initial shape of the glottis at the next time instant t + ∆t. The reduced-order flow solver336
and FEM based solid solver are coupled in a weak manner.337
FIG. 13. Diagram of the implementation of the reduced-order flow solver.
Algorithm 1: Implementation of the reduced-order flow solver
1 Extract various shapes from converged Bernoulli-FEA FSI results;
2 Fit these extracted shapes with the UKE using the GA;
3 Obtain the PDF of the fitted parameters of the UKE: ξm, α, β and φ;
4 Resample the PDF of ξm, α, β and φ for various P0;
5 Substitute the resampled values into the UKE to generate the generalized shape
library;
6 Obtain the ground-truth values of Q and Pi for each shape in the library;
7 Establish the mapping relationship Eq.(8) with a fully-connected DNN
338
31
FIG. 14. Workflow of the reduced-order model for FSI simulation.
V. EVALUATION OF THE PERFORMANCE OF THE GENERALIZED ROM339
FOR FSI SIMULATION340
To evaluate the prediction performance of the present generalized ROM for FSI sim-341
ulation, the ROM-FSI results are first compared with the FOM quasi-static (QS) results342
and the correlation and agreement between these results are analyzed, and then compared343
with the FOM-FSI results in terms of the voice quality-related parameters and CPU time.344
Detailed discussions are given as below.345
A. Comparison with FOM-QS Results346
A series of new subglottal pressure and material properties are simulated using the ROM-347
FSI model to generate the glottal shapes that are not in the shape library and evaluate the348
corresponding prediction performance. The values of the selected subglottal pressure and349
material properties are listed in Table V. The simulation setup is the same as described350
32
in Subsection III A. An example of the converged time history of the flow rate Q at P0 =351
0.8kPa, kCL = 4.75, kB = 3.75 predicted by the ROM is illustrated in Figure 15. Note that352
some fluctuations at the end of the closing phase can be observed, and this is likely due to353
the unsatisfactory representation of these shapes by the UKE due to the contact issue.354
TABLE V. Selected subglottal pressure and material properties for evaluation.
P0(kPa) kCL kB
0.625
1.75, 2.75, 3.75, 4.75 1.75, 3.75
0.7
0.8
0.875
Various glottal shapes are extracted from the converged FSI results of the cases listed355
in Table V. By excluding the fully-closed and nearly-closed shapes which may not be well356
represented by the UKE due to the contact issue, the total number of the extracted shapes357
for evaluation is 1582.358
For each FSI case n in Table V, at each time step of the steady-cycle ROM-FSI result,359
the flow rate Qn,kROM and pressure distribution P
n,k
i,ROM are respectively extracted, and the360
corresponding reference values of Qn,kFOM and P
n,k
i,FOM can be computed by the FOM, where361
k is the index of the time step for each case. The time-averaged error of Q and Pi for each362
FSI case, designated as EnQ and E
n
P , can be calculated as follows:363
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FIG. 15. Example of the converged time history of the predicted flow rate Q at P0 = 0.8kPa,
kCL = 4.75, kB = 3.75.
EnQ =
1
ntQ¯nFOM
nt∑
k=1
∣∣∣Qn,kFOM −Qn,kROM ∣∣∣ (16)
EnP =
nt∑
k=1
NP∑
i=1
∣∣∣P n,ki,FOM − P n,ki,ROM ∣∣∣
P0
(17)
where nt and Q¯
n
FOM are the number of extracted time instants and the time-averaged refer-364
ence values of the flow rate for each case, respectively.365
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The overall average error of Q and Pi, designated as EQ and EP , can be calculated as:366
EQ =
1
nc
nc∑
n=1
EnQ (18)
EP =
1
nc
nc∑
n=1
EnP (19)
where nc is the number of cases listed in Table V. The overall average error of Q and Pi are367
7.87% and 1.68%, respectively.368
Additionally, the correlation and agreement between the true and predicted Q and Pi369
for the extracted 1582 glottal shapes are quantified. In terms of Q, the Pearson corre-370
lation coefficient (Freedman et al., 2007) between QFOM and QROM is excellent (0.993,371
P < 0.0005). The scatter and correlation plots are also depicted in Figure 16, where the372
horizontal and vertical axes correspond to the true (QFOM) and predicted (QROM) val-373
ues, respectively. The Bland-Altman plot (Altman and Bland, 1983) is used to analyze374
the agreement between QFOM and QROM . The result is plotted in Figure 17. As can be375
seen from this figure, the mean difference between QFOM and QROM is −2.784mL/s, and376
the 95% limits of agreement (LoA) between them is from −12.505mL/s to 6.936mL/s.377
The 95% confidence interval (CI) of the mean difference, upper LoA and lower LoA be-378
tween QFOM and QROM is [−3.0288mL/s,−2.5401mL/s], [6.5177mL/s, 7.3539mL/s] and379
[−12.9288mL/s,−12.0866mL/s], respectively. The number of the outliers is 38, and the380
percentage of the outliers is 2.40%.381
Similarly, in terms of Pi, the Pearson correlation coefficient between Pi,FOM and Pi,ROM382
is excellent (0.997, P < 0.0005). The scatter and correlation plots are also depicted in383
Figure 18, where the horizontal and vertical axes correspond to the true (Pi,FOM) and384
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predicted (Pi,ROM) values, respectively. The Bland-Altman analysis between Pi,FOM and385
Pi,ROM is plotted in Figure 19. From this figure, we can observe that the mean differ-386
ence between Pi,FOM and Pi,ROM is 0.006kPa, and the 95% LoA between them is from387
−0.011kPa to 0.023kPa. The 95% CI of the mean difference, upper LoA and lower388
LoA between Pi,FOM and Pi,ROM is [0.0053kPa, 0.0062kPa], [0.0218kPa, 0.0232kPa] and389
[−0.0117kPa,−0.0103kPa], respectively. The number of the outliers is 87, and the percent-390
age of the outliers is 5.50%.391
The above correlation and agreement analysis results between the true and predicted Q392
and Pi for various glottal shapes indicate that the present ROM-FSI results agree very well393
with the corresponding FOM-QS results.394
B. Comparison with FOM-FSI Results395
FSI simulations at P0 = 0.8kPa, kCL = 1.75, kB = 3.75 (Case 1) and P0 = 0.875kPa,396
kCL = 3.75, kB = 3.75 (Case 2) from Table V are conducted by using both the ROM-FSI397
mdoel and FOM-FSI model. The comparison of the phase-averaged time history of the398
flow rate Q for both cases are illustrated in Figure 20. From this figure, we can observe399
that the peak flow rate, mean flow rate and the fundamental frequency are close to each400
other while the skewing of the waveform is different. Several important voice quality-related401
parameters (Xue et al., 2014) are computed from Figure 20 for both of the cases and the402
corresponding phase-averaged values are listed in Table VI. It can be seen from this table403
that the overall agreement between the values obtained by the ROM-FSI and FOM-FSI is404
satisfactory. The relative errors δ of F0, Qmax, Qmean and ξm between the ROM-FSI and405
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(a) Scatter plot
(b) Correlation plot
FIG. 16. Scatter and correlation plot of Q.
37
FIG. 17. Bland-Altman analysis plot of Q.
FOM-FSI for both cases are within 10%, while the relative errors δ of τ0 and τs between406
the ROM-FSI and FOM-FSI for both of the cases are relatively larger. The difference could407
come from two sources: (a) in the GA optimization process, although the desired location408
and value of the optimized minimum cross-section area are preset to be equal to the target409
one (Eq. (7)), the actual optimized location of the minimum cross-section area may be410
shifted and the corresponding value may be changed especially for the divergent shape,411
which may affect the profile of the flow rate at the flow decreasing phase. To remedy this,412
further improvements on the UKE model may be considered, and (b) the ROM-FSI model413
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(a) Scatter plot
(b) Correlation plot
FIG. 18. Scatter and correlation plot of Pi.
39
FIG. 19. Bland-Altman analysis plot of Pi.
is a quasi-steady model while the FOM-FSI is a fully unsteady model. The quasi-steady414
assumption might also contribute to the differences between the two models.415
The comparison of the phase-averaged pressure distribution Pi for both cases are illus-416
trated in Figure 21. Note that T0 is the duration of the glottal open phase probed from417
Figure 20 for each case. The overall agreement is good except at the flow decreasing phase.418
The glottal vibration patterns at the correspondent phases for both cases obtained by the419
ROM-FSI and FOM-FSI are compared in Figure 22. From the figure, we can see that the420
glottal vibration patterns obtained by the ROM-FSI agree well with those obtained by the421
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TABLE VI. Comparison of voice quality-related parameters.
ROM-FSI
Case 1
FOM-FSI
Case 1
δ1
ROM-FSI
Case 2
FOM-FSI
Case 2
δ2
F0 (Hz) 210.8 216.3 2.5% 212.0 222.5 4.7%
Qmax (mL/s) 117.0 107.3 9.0% 138.5 129.5 6.9%
Qmean (mL/s) 54.8 56.6 3.2% 63.6 59.5 6.9%
τ0 0.30 0.45 33.3% 0.53 0.46 15.2%
τs 0.49 0.55 10.9% 0.26 0.49 46.9%
ξm (cm) 0.060 0.055 9.1% 0.069 0.063 9.5%
F0 is the fundamental frequency; Qmax and Qmean are the peak and
mean glottal flow rate of the open quotient, respectively; τ0 is the open
quotient, defined as τ0 = T0/T , where T0 is the duration of the glottal
open phase and T is the cycle period; τs is the skewing quotient, defined
as τs = Tp/Tn where Tp is the duration of the flow increasing phase and
Tn is the duration of the flow decreasing phase (Xue et al., 2014); ξm is
the vibration amplitude; δ1 and δ2 are the absolute value of the relative
error between the ROM-FSI and FOM-FSI results for Case 1 and Case
2, respectively.
FOM-FSI except at the flow decreasing phase. The discrepancies of the pressure distribution422
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(a) Case 1
(b) Case 2
FIG. 20. Comparison of the phase-averaged time history of the flow rate.
42
as well as the vibration patterns are consistent with those of the phase-averaged flow rate423
shown in Figure 20.424
The proper orthogonal decomposition (POD) analysis (Liang et al., 2002) is employed425
to extract the most energetic empirical eigen-modes from the snapshots of ROM-FSI and426
FOM-FSI results for both cases. The three-dimensional and mid-coronal profile of the two427
most energetic empirical eigen functions at two extreme phases for both cases are illustrated428
in Figure 23. For both cases, these two modes contain around 98% of the total energy.429
To precisely quantify the similarity between the two modes obtained by the ROM-FSI and430
FOM-FSI, the dot-product between the corresponding normalized eigenmode (Xue et al.,431
2011) for both cases is computed and plotted in Figure 24. The dot-product of any two432
normalized modes is indicative of the similarity between the two modes with the value of433
one corresponding to an exact match, and zero indicating orthogonality. From the figure, we434
can observe that modes 1 and 2 obtained by the ROM-FSI are highly similar to the corre-435
sponding modes obtained by the FOM-FSI for both cases which indicates a good prediction436
performance of the present ROM for FSI simulation of the vocal fold vibration.437
Furthermore, the average CPU time required for one vibration cycle of the ROM-FSI and438
FOM-FSI simulation is compared. In order to obtain one vibration cycle, the average CPU439
time required for the ROM-FSI simulation is 1.5 hours per CPU on a single CPU, while440
that required for the FOM-FSI simulation is 20 hours per CPU on a parallel computer with441
64 CPUs, which indicating the high efficiency of the present ROM for FSI simulation of the442
glottal flow.443
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(a) Case 1 (b) Case 2
FIG. 21. Comparison of the phase-averaged pressure distribution.
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(a) Case 1 (b) Case 2
FIG. 22. Comparison of the vibration pattern at different phases in the coronal view.
(a) Case 1 (b) Case 2
FIG. 23. Three-dimensional and mid-coronal profile of the most two energetic empirical eigen
functions at two extreme phases (dash dot line: equilibrium position).
45
FIG. 24. Mode similarity.
VI. CONCLUSION444
A deep-learning based generalized reduced-order model (ROM) that can provide fast and445
accurate prediction of the dynamics of the glottal flow during normal phonations is proposed446
in this paper.447
The approach is based on the assumption that the vocal fold kinematics can be approxi-448
mated by a few vibration modes as described by the surface-wave approach. Therefore, the449
vibration of the vocal folds during normal phonations can be represented by a universal kine-450
matics equation (UKE) which is a linear combination of the dominant two modes. To verify451
that the UKE can be used as a generalized equation to represent any glottal shape during452
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normal phonation, A large number of glottal shapes are generated from Bernoulli-FEM FSI453
simulation under various subglottal pressure and material properties and are fitted with a454
UKE using the genetic algorithm (GA). Furthermore, the probability density function (PDF)455
for each fitting parameter is obtained and used to build the generalized glottal shape library456
by appropriately resampling the PDF of the parameters and substituting into the UKE. For457
each shape in the library, the ground truth value of the flow rate and pressure distribution458
are obtained from high-fidelity N-S solutions. A fully-connected deep neural network (DNN)459
is used to build the empirical mapping between input parameters (parameters in the UKE460
and subglottal pressure) and output parameters (flow rate and pressure distribution). K-fold461
cross validation is performed to fine tune the architecture and hyperparameters and evaluate462
the prediction performance of the DNN. The developed reduced order glottal flow model is463
therefore composed of two parts: (a) glottal shape parameterization using the UKE and GA,464
and (b) glottal flow rate and intraglottal pressure prediction using the trained DNN. The465
present reduced-order flow solver is directly coupled with a finite-element method (FEM)466
based solid dynamics solver for FSI simulation. The ROM-FSI results are compared with467
the full-order model (FOM) quasi-static (QS) and FSI results. For the comparison with468
the FOM-QS model, the ROM model shows an excellent agreement in terms of predicting469
the flow rate and pressure distribution. The average error of the prediction for the flow470
rate and pressure distribution are 7.87% and 1.68%, respectively. For the comparison with471
the FOM-FSI model, the ROM model shows a good agreement on the frequency, peak and472
mean flow rate and vocal fold vibration pattern with the relative errors less than 10%. The473
ROM model shows a relatively larger error in predicting the opening quotient and skewness474
47
quotient. The comparison of the details of the intraglottal pressure distribution between475
the two models reflects that one of the reasons might be the inaccurate prediction of the476
location of the minimum area when the glottis has a divergent shape. It should be noted477
that the ROM-FSI model is a quasi-steady model while the FOM-FSI is a fully unsteady478
model. The quasi-steady assumption might also contribute to the differences between the479
two models. The overall good prediction performance of the present ROM in accuracy and480
efficiency indicates a great promise for future clinical use. The developed ROM can be fur-481
ther extended to predict the dynamics of the glottal flow during abnormal phonations with482
relative ease.483
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