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ABSTRACT
Resonant systems emerge as weakly nonlinear approximations to problems with highly res-
onant linearized perturbations. Examples include nonlinear Schro¨dinger equations in har-
monic potentials and nonlinear dynamics in Anti-de Sitter spacetime. The classical dynamics
within this class of systems can be very rich, ranging from fully integrable to chaotic as one
changes the values of the mode coupling coefficients. Here, we initiate a study of quan-
tum infinite-dimensional resonant systems, which are mathematically a highly special case
of two-body interaction Hamiltonians (extensively researched in condensed matter, nuclear
and high-energy physics). Despite the complexity of the corresponding classical dynamics,
the quantum version turns out to be remarkably simple: the Hamiltonian is block-diagonal
in the Fock basis, with all blocks of varying finite sizes. Being solvable in terms of diago-
nalizing finite numerical matrices, these systems are thus arguably the simplest interacting
quantum field theories known to man. We demonstrate how to perform the diagonalization
in practice, and study both numerical patterns emerging for the integrable cases, and the
spectral statistics, which efficiently distinguishes the special integrable cases from generic
(chaotic) points in the parameter space. We discuss a range of potential applications in view
of the computational simplicity and dynamical richness of quantum resonant systems.
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1 Introduction
Our focus in this article will be on studying properties of quantum systems with Hamiltonians
Hˆ =
1
2
∞∑
n,m,k,l=0,
n+m=k+l
Cnmklαˆ
†
nαˆ
†
mαˆkαˆl, (1)
where αn and αˆ
†
n with integer n ≥ 0 are Hermitian-conjugate operators satisfying the stan-
dard creation-annihilation commutation relations
[αˆn, αˆ
†
m] = δnm, (2)
while Cnmkl are real numerical coefficients known as the interaction coefficients or mode-
coupling coefficients. (As the Hamiltonian is Hermitian, one must evidently have Cnmkl =
Cmnkl = Cklnm.) The resonance condition n+m = k+ l has been imposed on the summation.
What drives our interest in this type of problems? We mention a few distinct reasons:
• Classical counterparts of resonant systems of the form (1) naturally emerge in weakly
nonlinear analysis of PDEs whose linearized spectra of frequencies are highly reso-
nant (differences of any two frequencies are integer in appropriate units). Concrete
examples in the recent literature include studies of gravitational stability of Anti-de
Sitter spacetimes [1–6] motivated by the numerical observations of turbulent instabili-
ties in [7] (a review can be found in [8]), as well as related problems of small amplitude
dynamics of nonlinear wave equations in Anti-de Sitter spacetimes [9–13]. These in-
vestigations further connect to a mathematically closely related problem motivated
by completely different physics, namely, weakly coupled dynamics of Bose-Einstein
condensates [14–16] in isotropic harmonic traps [17–22].
• A particularly simple system in the class (1), defined by Cnmkl = 1 is Lax-integrable and
has been studied under the name of the ‘cubic Szego˝ equation’ [23] with strong results
on turbulent energy transfer to higher modes. Other systems, emerging from weakly
nonlinear PDE analysis, display ‘partial integrability’ in the sense of possessing classes
of explicit analytic solutions [6,10,12,20,24]. At generic values of the interaction coef-
ficients, one has an infinite-dimensional Hamiltonian system with cubic nonlinearities
in the equations of motion, which is generally expected to display chaotic behaviors.
• While the above examples explain how classical resonant systems emerge, in some cases,
such as dynamics of Bose-Einstein condensates, these are fundamentally semiclassical
approximations to quantum systems. The study of quantum resonant systems is thus
physically motivated from such perspective as well. Irrespectively of, and in addition
to this motivation, there is an extra reason to study quantum resonant system: it is the
main message of this paper that these quantum systems are remarkably tractable, in
many ways simpler than their classical counterparts, and they provide an interesting
testbed for analyzing a given set of interaction coefficients Cnmkl, in particular in
relation to possible integrability – highly complementary to (often onerous) numerical
simulations of the classical dynamics.
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• The expression (1), albeit without the resonance constraint n+m = k + l (which can
be viewed as a special choice of Cnmkl in a general unrestricted sum), very commonly
occurs in condensed matter and nuclear physics as the contribution to many-body
Hamiltonians from 2-particle interactions. (The restriction of the sum to resonant
quartets of particle states is specific to our current work, and it is precisely what opens
the door for the explicit results we shall obtain below.) One particular line of work that
has much in common with our current angle (including connections to random matrix
theory) is studies of bosonic Gaussian embedded ensembles [25–28]. For a textbook
treatment, see [29].
• The fermionic counterparts of the embedded Gaussian ensembles we have just men-
tioned have been studied even more extensively as improvements of naive random
matrix theory for large nuclei, starting with [30, 31] (textbook [29] covers these topics
as well). These systems are obtained from (1) by replacing the bosonic creation-
annihilation operators with their fermionic counterparts, removing the resonance con-
dition, and treating the interaction coefficients Cnmkl as random. This line of research
has recently been given an extra boost through its conjectured connections to quan-
tum black hole physics [32–39]. Here, a different aspect of technical similarity with our
investigations emerges: while in our case, the Hamiltonian will turn out to be block-
diagonal with blocks of finite sizes due to the imposition of the resonant constraint, the
fermionic version has a finite-dimensional space of states by construction. Both cases
are thus reduced to diagonalizing large, finite-dimensional matrices. We particularly
mention recent investigations of quartic tensor quantum mechanics [40–42].
• The remarkable simplicity of the quantum system (1) potentially makes it an excellent
arena to study the usual array of questions appearing in the area of ‘quantum chaos.’
In particular, the spectral statistics and its connections to integrability and chaos
[43–45] can be straightforwardly investigated and will form part of our treatment.
Likewise, it should be possible to rather directly approach the questions of eigenstate
thermalization [46], and emergence of chaotic classical trajectories from our quantum
solutions. (A contemporary example of treating this type of questions for a system
with a finite-dimensional space of state, in this case a spin chain, can be found in [47].)
The paper is organized as follows. We shall first describe in section 2 how classical reso-
nant systems emerge from weakly nonlinear analysis of PDEs and present a few particular
examples of such systems that will be useful for our further study. In section 3, we shall
describe the general block-diagonal structure of the Hamiltonian (1) that makes it possible
to reduce finding its energy eigenvalues to diagonalizing finite-sized numerical matrices. In
section 4, we shall analyze explicitly the 2-particle sector of such diagonalization, which can
be done by elementary means. In section 5, we shall present the results of our numerical
diagonalization in multi-particle sectors, with particular emphasis on the spectral statistics
and its connections to integrability. Finally, we shall give a summary and outlook in the
concluding section.
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2 The origins and properties of resonant systems
One natural way to display the physics behind our quantum resonant systems (1) is to show
how their classical counterparts emerge from weakly nonlinear analysis of physically relevant
PDEs. These classical counterparts are simply Hamiltonian systems with the Hamiltonian
H =
1
2
∞∑
n,m,k,l=0,
n+m=k+l
Cnmklα¯nα¯mαkαl, (3)
with the bar denoting complex conjugation, and the symplectic form i
∑
n dα¯n∧dαn, so that
the equations of motion are
i
dαn
dt
=
∞∑
m,k,l=0,
n+m=k+l
Cnmklα¯mαkαl. (4)
To illustrate how equations of the form (4) naturally arise from weakly nonlinear PDEs,
it is convenient to bring up the particularly simple case of the one-dimensional nonlinear
Schro¨dinger equation in a harmonic trap,
i
∂Ψ
∂t
=
1
2
(
− ∂
2
∂x2
+ x2
)
Ψ + g|Ψ|2Ψ. (5)
One first observes that the linearized problem (g = 0) is simply the harmonic oscillator
Schro¨dinger equation. Its general solution is thus written as
Ψ =
∞∑
n=0
αnψn(x)e
−iEnt, En = n+
1
2
,
1
2
(
− ∂
2
∂x2
+ x2
)
ψn = Enψn, (6)
with constant αn. Small nonlinearities, corresponding to a small nonzero coupling g, induce
slow drifts of αn, which cease being constant. One can simply re-express the evolution in
terms of these slow drifts of αn by substituting (6) into (5) and projecting on ψn(x). This
gives
i
dαn
dt
= g
∞∑
k,l,m=0
Cnmkl α¯mαkαl e
i(En+Em−Ek−El)t, (7)
where Cnmkl =
∫
dxψnψmψkψl. The last representation we have obtained has the following
peculiar feature at small g: since α˙n is of order g, αn vary very slowly, as anticipated, on time
scale of the order of 1/g. One the other hand, most of the terms on the right hand side, except
for the resonant terms satisfying En+Em−Ek−El ≡ n+m−k− l = 0, oscillate rapidly, on
time scales of order one, because of the explicit time dependence in the exponential factor.
It is natural to expect that, at small g, the effect of such oscillatory terms ‘averages out,’
and they can be discarded from the equation without affecting the precision at leading order
in g. It can in fact be proved as a mathematical theorem that solutions with and without
non-resonant (oscillatory) terms remain close to each other on time scales of order 1/g. (We
recommend [48] for a textbook treatment, while [49] provides a rigorous analysis aimed at
mathematicians and specifically focusing on nonlinear Schro¨dinger equations.) Discarding
all terms on the right-hand side of (7), except for those satisfying the resonance condition
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n+m = k+ l, and renaming the ‘slow time’ gt into t results in an evolution equation of the
form (4). This procedure is known in the literature under many different names including
the resonant approximation, the effective equation, time-averaging, etc.
Application of similar analysis to a number of related equations, some of them much
more complex, results in resonant approximations of the form (4). This includes higher-
dimensional nonlinear Schro¨dinger equations (equivalently called Gross-Pitaevskii equations
in the context of Bose-Einstein condensation) [17–22], nonlinear wave equations in Anti-de
Sitter spacetime [9–13] and weakly nonlinear gravitational dynamics of Anti-de Sitter space-
time [1–6]. The physics of the original system becomes completely encoded in the interaction
coefficients Cnmkl within the resonant approximation. These coefficients depend on the form
of the linearized normal modes and nonlinearities, and may vary in complexity between
elementary one-term expressions, and the extremely complicated formulas of the gravita-
tional case [2], originating from the complexity of nonlinearities in Einstein’s equations. In
practical applications, the resonant system (4) is often written in a form that includes an
n-dependent factor on the left-hand side as iωndαn/dt =... This factor can, however, be
straightforwardly eliminated by redefining αn = α˜n/
√
ωn and Cnmkl =
√
ωnωmωkωl C˜nmkl.
In this sense, our specification of resonant sytems in the form (4) is completely general (and
covers, for instance, all specific physically relevant cases we have mentioned).
The resonant systems (4) respect the conservation of the following two quantities, which
will be of great importance for us:
N =
∞∑
n=0
|αn|2, M =
∞∑
n=1
n|αn|2. (8)
The first quantity N will become the particle number in the quantum case, while the second
quantity M originates from the energy conservation within the linearized theory, if viewed in
the context of deriving resonant approximations from nonlinear PDEs. From the standpoint
of the Hamiltonian system (3), the conservation of these quantities is related to the two
U(1) symmetries given by transformations αn → eiθαn and αn → einφαn, where θ and φ are
parameters. Note that the second symmetry requires the resonance constraint in the sum
in (3), and this is what will enable our subsequent analysis of the quantum version. While
the above two quantities are conserved for any values of the interaction coefficients Cnmkl,
special choices may lead to extra conservation laws. See, for example, [24] for a very large
class of resonant systems admitting an extra conserved complex bilinear, as well as other
analytic structures.
In our treatment of quantum resonant systems, we shall focus on a few different specifi-
cations of Cnmkl, which will give us a panorama of available options:
• The ‘cubic Szego˝ equation’ of [23] corresponding to
C
(Sz)
nmkl = 1. (9)
This system is known to be classically Lax-integrable, and hence one expects abun-
dant patterns in the solutions of the quantum version, as our analysis will in fact
demonstrate.
4
• Three specific choices belonging to the infinite-dimensional class of partially solvable
resonant systems described in [24]. Namely, the resonant system of the maximally
rotating sector of the conformally coupled cubic wave equation on a 3-sphere [12],
C
(MRS)
nmkl =
1
1 + (n+m+ k + l)/2
, (10)
the resonant system of the rotationally symmetric truncation of the same equation,
known as the ‘conformal flow’ from [10],
C
(CF )
nmkl =
1 + min(n,m, k, l)√
(1 + n)(1 +m)(1 + k)(1 + l)
, (11)
the resonant system of the lowest Landau level truncation of the resonant approx-
imation to the Gross-Pitaevskii equation in a two-dimensional isotropic harmonic
trap [17,20,21],
C
(LLL)
nmkl =
((n+m+ k + l)/2)!
2n+m
√
n!m!k!l!
. (12)
It is not known at present whether these systems are integrable, but their classical
versions display a number of special analytic patterns, and some explicit analytic solu-
tions are known. We shall see that these systems show eigenvalue spacing distributions
normally associated with integrable systems. They also display a number of common
suggestive patterns in their energy eigenvalues, and since they represent three rather
different points in the space of partially solvable resonant systems of [24], one might
hope that these patterns will be common to the other resonant systems in this class as
well.
• It is interesting to consider a small ad hoc modification of (11) given by
C
(modCF )
nmkl =
1 + (n+m+ k + l)/4√
(1 + n)(1 +m)(1 + k)(1 + l)
. (13)
We shall see that this seemingly innocuous modification of the formula radically changes
the eigenvalue distribution of the quantum case. Our methodology is thus a sensitive
indicator of systems that display special analytic structures.
• It is also instructive to fill Cnmkl with independent identically distributed random
numbers drawn from some simple distribution. This will give a picture of what a
generic system of the form (1) does. In practice, we have used a uniform distribution
supported on the interval [0, 1] to generate the random interaction coefficients. This
choice reflects the observation that the interaction coefficients are positive in physically
motivated resonant systems, though the precise details of this choice are unlikely to
be qualitatively significant. One expects that the classical dynamics corresponding
to such randomly constructed resonant systems is chaotic, which is supported by the
eigenvalue distributions we shall observe in the quantum case.
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It is worth mentioning (though it is not the primary motivation for our treatment) that,
while we have presented weakly nonlinear analysis of PDEs as a way to motivate the emer-
gence of systems of the form (4), which are then studied in their own right and quantized
into (1), one could have also applied the weakly nonlinear analysis of our type directly to the
Heisenberg equations of motion, say, of a quantum nonrelativistic bosonic field in a harmonic
trap. This means that (1) is likely to provide accurate weakly nonlinear approximations to
the evolution of Heisenberg operators of Bose-Einstein condensates (or related systems).
One thus gets a potential analytic handle on physically relevant quantum interacting field
theories of some special kinds. We shall nonetheless adopt a more modest view in the present
treatment, and simply study (1) as is from a dynamical systems perspective.
3 Block-diagonal structure of the Hamiltonian
We now come to the key point of our treatment, which opens a pathway for explicit analysis
of the Hamiltonian (1), namely its block-diagonal structure. The space of states of the
system (1) can be constructed in terms of the Fock basis |n0, n1, . . .〉 satisfying, for any k
and with nk being nonnegative integers,
αˆ†kαˆk|n0, n1, . . .〉 = nk|n0, n1, . . .〉. (14)
The classical conservation laws (8) translate in the quantum case to two operators
Nˆ =
∞∑
k=0
αˆ†kαˆk, Mˆ =
∞∑
k=1
k αˆ†kαˆk (15)
that commute with the Hamiltonian (1). Since the Fock basis vectors are eigenvectors of
these two operators
Nˆ |n0, n1, . . .〉 =
( ∞∑
k=0
nk
)
|n0, n1, . . .〉, Mˆ |n0, n1, . . .〉 =
( ∞∑
k=1
k nk
)
|n0, n1, . . .〉, (16)
it is guaranteed that the Hamiltonian has vanishing matrix elements between |n0, n1, . . .〉
and |n′0, n′1, . . .〉 unless the two sets of occupation numbers {nk} and {n′k} correspond to the
same values of
N = n0 +
∞∑
k=1
nk and M =
∞∑
k=1
k nk. (17)
The Hamiltonian is thus block-diagonal in the Fock basis, with blocks labelled by two nonneg-
ative integers (N,M). Note that all blocks are of varying finite sizes, since nk are nonnegative
integers and hence there is only a finite number of different ways to satisfy (17) for each given
(N,M). We have thus reduced the problem of solving the (very special) interacting quantum
field theory (1) to diagonalizing finite-sized numerical matrices!
What about the sizes of the blocks? For each given M , (17) corresponds to an integer
partition of M in which each integer number k ≥ 1 is present nk times. Then the expression
for N says, remembering that n0 is a nonnegative integer, that the number of these parts,
given by
∑∞
k=1 nk = N − n0, is less than or equal to N . Thus, the number of solutions to
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(17) is simply the number of partitions of M into at most N parts, a well-known number-
theoretical function usually denoted as pN(M). A practical summary of the properties of this
function can be found in [50], while a standard textbook treatment of the subject is in [51].
For each (N,M)-block one then has to diagonalize a pN(M)× pN(M) matrix whose entries
are real numbers made from the interaction coefficients Cnmkl. Such matrices are typically
rather sparse, since the Hamiltonian has two annihilation and two creation operators and
hence can only change nk in at most four positions and in a coordinated way (because of the
resonant constraint). Thus, matrix elements between vectors that differ by more than that
are guaranteed to be zero. We do not know, however, an explicit way to characterize this
sparseness in terms of, say, having a limited number of nonzero diagonals.
The function pN(M) enjoys relatively slow growth at large N and M for an object of
combinatorial nature. For fixed N and large M , the known asymptotics [50] is
pN(M) ∼ M
N−1
N !(N − 1)! , (18)
thus the growth is polynomial. Another relevant regime is N = M , in which case pM(M) is
simply the total number of partitions p(M), since there cannot be any integer partitions of
M into more than M parts. The large M asymptotics of the total number of partitions is
given by the famed Hardy-Ramanujan-Rademacher formula [51] whose leading term is
p(M) ∼ 1
4M
√
3
exp
(
pi
√
2M
3
)
. (19)
The growth is thus faster than polynomial, but still much slower than, say, eM .
We note that partitions, and therefore the state vectors within our (N,M)-blocks can be
generated recursively with respect to N and M . Evidently, each partition of M into at most
N parts is either a partition of M into at most N − 1 parts, or it is a partition of M into
exactly N parts, the latter being in one-to-one correspondence with partitions of M − N
into at most N parts (the correspondence is obtained by subtracting 1 from each element of
the original partition into exactly N parts, or if the element is 1, erasing it). This gives the
standard recursion relation for pN(M),
pN(M) = pN−1(M) + pN(M −N). (20)
It should be possible to extend this recursive definition to the vectors of states within the
(N,M)-blocks, and their matrix elements, which is likely to be of use in future analytic
considerations of quantum resonant systems.
The block-diagonal structure of (1) is highly amusing from the standpoint of imagining
the semiclassical limit of the corresponding dynamics. Indeed, when dealing with systems
characterized by finite-dimensional spaces of states, such as spin chains, one usually thinks
that enlargement of the space of states (for instance, through enlargement of the magnitude of
individual spins of the chain) must accompany taking semiclassical limits. Indeed, spaces of
states emerging from quantizing conventional classical mechanical systems are automatically
infinite-dimensional. In our case, the total space of states is of course infinite-dimensional,
but the quantum evolution separates it into finite-size blocks. The classical dynamics must
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emerge from cross-talk between these finite-sized quantum blocks in a way that involves in-
finitely many states. An explicit analysis of this issue would likely be very curious, especially
in view of the sophisticated and broadly studied classical dynamics of (4), though we shall
not pursue this line of thought further at this point.
A note is in order on the normalization of energies we adopt. By changing the energy
scale in (1), one can always set C0000 = 1. We shall be assuming this normalization wherever
we talk about absolute magnitudes of energies. (Many of our results, however, refer to ratios
of energies, which makes this normalization choice irrelevant.)
4 Two-particle spectra
We shall first discuss the blocks with N = 2. While we shall see below that, in terms of
displaying suggestive patterns, blocks with large N and large M are more attractive, the
two-particle case has the advantage that much can be understood fully analytically. We
shall resort to computer algebra in the next section to look for patterns in more complicated
multi-particle cases.
For convenience, we shall specify M = 2m + 1 which simplifies the algebra. The case
of even M is, however, essentially identical. The relevant Fock vectors are very simple in
this case. There are m + 1 of them, and they will be labelled by I = 0, 1, . . . ,m. Each
such vector vI is defined to have nI = 1 and nM−I = 1, with all other nk being zero. The
matrix elements of the Hamiltonian between such states are easily computed in terms of the
interaction coefficients as
HIJ ≡ 〈vI |Hˆ|vJ〉 = 2CI,M−I,J,M−J . (21)
What remains is to diagonalize this (m+ 1)× (m+ 1) matrix for the cases of interest.
4.1 The integrable Szego˝ case
For the interaction coefficients corresponding to the ‘cubic Szego˝ equation’ given by (9), one
simply has
HIJ = 2. (22)
Then, evidently, there are m eigenvalues equal 0 for this matrix with identical entries, and a
single eigenvalue equal 2(m + 1) = M + 1. The high degeneracy at zero energy is a telltale
sign that we are not dealing with a generic system. Many further special patterns will emerge
in our subsequent analysis of the integrable Szego˝ case.
4.2 Partially integrable cases
We now proceed with the three representative cases (10, 11, 12) we have chosen out of the
infinite class of resonant systems with special analytic properties presented in [24]:
• For (10), one has
HIJ =
2
1 +M
. (23)
Thus again, we get a matrix with identical entries, and the analysis is the same as
above. There are m zero eigenvalues, and one eigenvalue equal 1.
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• For (11), we get
HIJ =
2(1 + min(I, J))√
(1 + I)(1 +M − I)√(1 + J)(1 +M − J) . (24)
(This matrix can be related to the Lehmer matrix min(k, l)/max(k, l), where k and l
take values starting from 1, and not from 0 as in our labelling of rows and columns.)
We first establish the qualitative structure of the spectrum of (24). From the proof of
Lemma 3.1 in [11], for any real xI , one has
m∑
K=0
(1+K)(1+M−K)x2K−2
m∑
I,J=0
(1+min(I, J))xIxJ = 2
m−1∑
K=0
m∑
J=0
(1+K)(xK−xJ)2 ≥ 0.
Substituting xK = yK/
√
(1 +K)(1 +M −K), we get
m∑
K=0
y2K −
m∑
I,J=0
HIJ yI yJ = 2
m−1∑
K=0
m∑
J=0
(1 +K)(xK − xJ)2 ≥ 0. (25)
Then, evidently, eigenvalues of HIJ cannot be greater than 1, while the eigenvalue 1 is
attained for the eigenvector yK =
√
(1 +K)(1 +M −K). Similarly, one can write
m∑
I,J=0
(1 + min(I, J))xIxJ =
m∑
I=0
(
m∑
J=I
xJ
)2
≥ 0. (26)
Re-expressing in terms of yK like above, we conclude that all eigenvalues of HIJ are
positive. To summarize, all m + 1 eigenvalues of (24) lie between 0 and the maximal
eigenvalue, which always equals 1. In fact, a closed form expression for the energy
levels can be found,1 with I = 0, 1, . . . ,m (arranged, somewhat unconventionally, from
the highest to the lowest energy):
EI =
1
(I + 1)(2I + 1)
. (27)
• For (12),
HIJ =
1
2M−1
√(
M
I
)√(
M
J
)
, (28)
with the standard notation for the binomial coefficients. Hence, if yJ =
√(
M
J
)
, then∑m
J=0HIJ yJ = yI . This gives a single eigenvector with eigenvalue 1. On the other
hand, if yJ =
[(
M
J
)]−1/2
xJ with
∑
J xJ = 0, then
∑m
J=0HIJ yJ = 0, which gives m
vectors with eigenvalues 0.
To summarize, the partially solvable examples possess, for any M , a spectrum entirely
contained between 0 and 1, with exactly one eigenvector at the maximal eigenvalue 1. We
shall see an extension of this pattern to multiparticle states, where we will have to rely on
numerical experiments.
1We thank Piotr Bizon´ for pointing out this formula to us. The matrix we are diagonalizing has previously
appeared in studies of classical stability of the same model [11].
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4.3 Generic systems
A ‘generic’ resonant system may be understood as drawing Cnmkl as independent identically
distributed variables from some ensemble, subject to the index permutation symmetry. If
this is done, HIJ defined by (21) is a real symmetric matrix whose entries are independently
identically distributed, which is a completely standard formulation in random matrix the-
ory [52, 53]. Then all the standard results or random matrix theory will apply, including
the Wigner semicircle distribution for the eigenvalues, and the level spacing distribution
of the Gaussian orthogonal ensemble. Note that many random matrix properties hold in
particular realizations drawn from the ensemble, rather than only on average. For example,
appropriately smoothed eigenvalue distributions of very large fixed random matrices (large
M) drawn from such ensembles will approach the semi-circle law. This can be seen as an
extreme version of the BGS conjecture [44], which states that level spacing statistics for
(strongly) chaotic systems generically matches random matrix results. For the particular
very simple case we are considering here (2-particle states of resonant systems with generic
interaction coefficients), the statement is much stronger, since all aspects of statistics (not
just level spacing) are literally identical to random matrices. We shall explore these questions
in more detail for multiparticle states in the next section.
5 Numerical experiments and spectral statistics
We now proceed with the main technical part of our treatment, which is the analysis of
energy eigenvalues of the Hamiltonian (1) within large (N,M)-blocks. While the abundant
patterns we shall see make one suspect that an analytic treatment should be possible at least
in some cases, at this time, we shall resort to numerical diagonalization.
There are many different relations between N and M one could consider as the size of the
block, given by pN(M), increases. For example, N can be kept fixed and small and M taken
large. This is a straightforward generalization of the previous section with N = 2. Or N
and M can be made large simultaneously. While we have performed numerical experiments
at a number of different assignments of N and M , the plots will be given for the case
N = M where particularly neat and simple patterns are observed, while we shall comment
on the other cases briefly. Some of the patterns, such as the empirical formulas for maximal
eigenvalues, are valid for any N and M , according to our numerical observations.
5.1 Numerical implementation
To diagonalize the Hamiltonian (1) within a given (N,M)-block, one must first construct
all the pN(M) normalized state vectors generated by the action of creation operators on the
vacuum
1√
n0!n1! · · ·nM !
(
αˆ†0
)n0 (
αˆ†1
)n1 · · ·(αˆ†M)nM |0〉 (29)
with nk satisfying (17). (Evidently, nk = 0 for k > M for any state belonging to an (N,M)-
block.) Thereafter, one simply computes the matrix elements of (1) between such states,
which can be implemented (depending on the desired efficiency) by repeated application of
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(2) and αˆi|0〉 = 0, or
〈0| (αˆ0)q0 (αˆ1)q1 · · · (αˆM)qM
(
αˆ†0
)r0 (
αˆ†1
)r1 · · ·(αˆ†M)rM |0〉 = q0! q1! · · · qM ! δq0r0δq1r1 · · · δqMrM .
The result is an expression for the matrix elements of (1) in terms of the interaction coef-
ficients Cnmkl. Once the numerical values of the coefficients have been substituted, one is
left with an explicit pN(M) × pN(M) matrix with real entries, which can be diagonalized
numerically.
For the evaluation of the matrix elements, we have found FORM particulatly suitable.
FORM is a script-based computer algebra system [54] designed for processing very large
polynomial-type expressions and capable of implementing sophisticated pattern-matching
and substitutions. After the matrix elements within a given (N,M)-block had been con-
structed with FORM, the resulting finite-sized numerical matrices were diagonalized using
Sage [55], on open-source computer algebra platform. (This diagonalization is nearly instan-
taneous on an ordinary personal computer for matrices whose size is of the order of a few
thousand.)
To effectively generate all state vectors within a given (N,M)-block, one can resort to
the following trick. Introduce two parameters η and ξ and consider the following ‘master
state’
M∏
k=0
min(bM/kc,N)∑
n=0
1√
n!
ηn ξkn
(
αˆ†k
)n |0〉. (30)
(This sum is, of course, closely related to generating functions for partition numbers.) Evi-
dently, the coefficient of ηNξM of this expression is simply a sum of all vectors of the form
(29) belonging to the given (N,M)-block. In the context of FORM manipulations, it is
convenient to generate this sum first, separate it into individual terms, and then treat them
as state vectors used for the evaluation of the matrix elements.
We shall be talking below, in particular, about distributions of eigenvalues, or normalized
distances between eigenvalues, in fixed large matrices. This, of course, requires some form
of smoothing. The typical procedure we have in mind is to select an integer number ∆
of magnitude comparable to
√
pN(M) for each (N,M)-block that has pN(M) eigenvalues,
and plot various histograms with bins of size ∆. (We normalize all of our histograms as
probability distributions, so that the total area under each distribution curve is 1.) Since
∆/pN(M)→ 0 as the block size given by pM(N) grows, while each bin still typically contains
a large number of data points, one might hope that smooth limits of such distributions are
attained as the block size increases. Our further numerical analysis suggests that this is
indeed the case.
5.2 Eigenvalue patterns for integrable cases
We have performed numerical diagonalization for a number of different values of N and M
following the algorithm outlined above. As one would expect, peculiar patterns emerge for
the integrable Szego˝ case, and also for the partially solvable cases of [24]. We summarize
these patterns below.
For the integrable Szego˝ case (9):
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Figure 1: Distributions of normalized eigenvalues for the integrable Szego˝ case. The nor-
malized energy E is measured in units of the largest eigenvalue in each block. Three cases
are plotted: N = M = 18 corresponding to a 385 × 385 matrix (circles), N = M = 23
corresponding to a 1255 × 1255 matrix (pentagons) and N = M = 27 corresponding to a
3010×3010 matrix (squares). All points cluster around the same bell-shaped limiting curve,
which can be identified as the (plotted) Gumbel distribution (32) after fitting µ and β.
• All energy eigenvalues are integer and non-negative, with the maximal eigenvalue
within each (N,M)-block given by
E(Sz)max =
(N − 1)(N + 2M)
2
. (31)
• The eigenvalue 0 acquires a very large multiplicity if M  N . Within such blocks, a
substantial fraction of all eigenvalues are 0.
• As the size of the blocks increases, the distribution of E/E(Sz)max (eigenstate energy
normalized with respect to the largest energy eigenvalue) appears to converge to simple-
looking bell-shaped curves, as long as N and M are both large. In Fig. 1, this is
demonstrated for N = M , where distributions for three such blocks are plotted and
clearly cluster along the same curve, which can be identified as the Gumbel distribution
[56]
ρ(E) =
d
dE
exp
[−e−(E−µ)/β] . (32)
For the partially solvable cases (10, 11, 12):
• All energy eigenvalues are non-negative, with the maximal eigenvalue within each
(N,M)-block given by
E(sol)max =
N(N − 1)
2
, (33)
independent of M , and independent of the concrete system within this class one con-
siders. This is likely to generalize to the whole infinite family of resonant systems
developed in [24].
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Figure 2: Distributions of normalized eigenvalues for the partially solvable cases (10,11,12).
The normalized energy E is measured in units of the largest eigenvalue in each block (common
for the three different resonant systems). (a) The common limiting distribution of (10)
and (11): N = M = 23 for (11) corresponding to a 1255 × 1255 matrix (pentagons) and
N = M = 27 for (10) corresponding to a 3010 × 3010 matrix (squares). (b) The limiting
distribution for (12): N = M = 20 corresponding to a 627× 627 matrix (empty circles) and
N = M = 23 corresponding to a 1255× 1255 matrix (filled circles).
• As M is increased at fixed N , new eigenvalues are inserted between 0 and N(N−1)/2,
while the old eigenvalues are retained. In other words, all the eigenvalues of each
(N,M1)-block form a subset of eigenvalues of any (N,M2)-block with M2 > M1. (One
wonders if this ‘inheritance’ may be explained in terms of recursive construction of
partitions.)
• Rational eigenvalues are abundant and tend to come with high multiplicities.
• In blocks with large N and M , distributions of normalized eigenvalues E/E(sol)max con-
verge to smooth bell-shaped curves, as demonstrated in Fig. 2. Note that (10) and (11)
appear to converge to the same distribution, while the limiting distribution (12) looks
very similar but is numerically distinct. One may imagine that these different limiting
curves come from some simple family. There thus appear to be universality features
in the limiting distributions within the partially solvable systems from the class intro-
duced in [24], though the exact details remain to be investigated. (Distributions for
small N and large M appear to be less universal and display much more spike-like
structures.)
While we have chosen to look into the distributions of eigenvalues in our above analysis,
and for the special resonant systems we have considered they indeed display very attractive
features asking for an analytic explanation, such eigenvalue distributions play relatively little
role in quantum chaos theory [45,53] because they are system-specific and non-universal. On
the other hand, distances between neighboring levels are considered a powerful indicator of
chaotic behaviors and play a central role in quantum chaos theory. We shall therefore turn
to such level spacings.
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5.3 Level spacing statistics
A key aspect of quantum chaos theory [45,53] is two conjectures due to Berry-Tabor [43] and
Bohigas-Giannoni-Schmit [44] stating that distributions of properly normalized (see below)
distances between neighboring energy eigenvalues for a quantum system are a good indicator
of the integrable/chaotic properties of its classical limit. More specifically, the distances be-
tween energy eigenvalues for a generic integrable (in particular, not superintegrable) system
are distributed as for points randomly thrown on a line, expressed by the Poisson distribution
ρPoisson(s) = e
−s, (34)
where s is the properly normalized level spacing – while level spacings of a (strongly) chaotic
system are expected to obey the same statistics as for eigenvalues of an ensemble of real
symmetric random matrices with independent identically distributed entries (variations of
this statement are possible, say, for systems without time reversal symmetry, but that will
not be important for us here). The latter distribution is very well approximated for practical
purposes by the ‘Wigner surmise’
ρWigner(s) =
pis
2
e−pis
2/4. (35)
We would like to apply this standard lore in quantum chaos theory to the spectra within
individual (N,M)-blocks of the resonant system (1) and see how the observed level spacing
statistics correlates with the expected properties of classical dynamics for different choices
of the interaction coefficients. We shall see that systems whose classical versions are known
to display special analytic features immediately stand out in this analysis.
Before we can proceed, we must specify what precisely is meant by ‘properly normal-
ized’ level spacings. The spectral statistics conjectures are formulated for unfolded spectra,
meaning that the energy scale is locally stretched/compressed so that the mean level den-
sity within any finite energy range much bigger than individual level spacings is constant
(for a contemporary discussion of unfolding procedures, see [53,57,58]). The spectral statis-
tics thus measures ‘microscopic’ fluctuations in energy level positions, rather than large-scale
level density modulations. These fluctuations are believed to possess strong universal proper-
ties, while the large-scale density modulations are system-dependent and non-universal. The
unfolding procedure is necessarily ambiguous for our finite-sized blocks (or any finite-sized
samples for that matter), since one has to decide on the scale that separates the ‘slow modu-
lations’ that are removed from the ‘microscopic fluctuations’ that are retained. Nonetheless,
one may hope (and this is supported by numerics) that definitions of unfolding convergent
in the limit of infinite block size can be given. For our practical purposes, the following
very simple-minded definition shall suffice: given a set of energy eigenvalues EI within an
(N,M)-block with I = 1, . . . , pN(M), we choose an integer ∆ close to
√
pN(M) and first
define the raw unfolded sequence of level spacings
s
(raw)
I =
EI+1 − EI
EI+∆ − EI−∆ , (36)
with I = ∆ + 1,∆ + 2, . . . , pN(M)−∆. The combination 1/(EI+∆ − EI−∆) is proportional
to the mean level density within a ‘smoothing’ range consisting of 2∆ intervals between
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adjacent levels and centered on the point of observation. After this raw sequence has been
computed, we identify its average s¯ = (
∑pN (M)−∆
I=∆+1 s
(raw)
i )/(pN(M) − 2∆), and then define
the final normalized unfolded sequence
sI =
s
(raw)
I
s¯
. (37)
It is for this unfolded sI that the histograms are constructed and compared to (34) and (35).
Note that the mean of the sequence sI is by definition 1, as it is for (34) and (35). There
are no adjustable parameters involved in the comparison.
From the onset, we remark that, while being of great use in generic situations, the above
analysis does not produce meaningful results for the Szego˝ case (9), which is highly special.
The reasons are evident from the spectral features of the Szego˝ resonant system outlined
in section 5.2. All energy eigenvalues of the Szego˝ system within a given (N,M)-block
are integers between 0 and (N − 1)(N + 2M)/2, while the number of eigenvalues is pN(M)
whose growth is faster than linear in M unless N = 2. Therefore, at large M , the spectrum is
highly ‘overpopulated’ with very large degeneracies of the integer levels, and typical distances
between neighboring levels being 0 or 1, with perhaps a few other integer exceptions. The
level spacing distribution thus has no chance of converging to a smooth curve at large M that
can be compared to (34) and (35). All of this points to the Szego˝ system (whose classical
version has been proved Lax-integrable [23]) not being a generic integrable system (which is
where the distribution (34) is believed to be relevant), but rather much more special. The
mere observation of a perfectly integer spectrum of energies by itself alludes to the same.
We finally turn to applying the level spacing statistics methodology to the remaining
systems within our pool, focusing on a specific large block with N = M = 27 corresponding
to a 3010 × 3010 matrix. Here, our results, shown in Fig. 3, are in a beautiful agreement
with the existing quantum chaos lore. The spectral statistics clearly identifies the partially
solvable systems (11) and (12), defined by completely different expressions, as fundamentally
similar, and assigns them to the integrable class corresponding to the distribution (34) – while
a minor ad hoc modification of (11) into (13) is immediately detected as upsetting its analytic
structure and assigned to the chaotic class corresponding to the distribution (35), together
with an arbitrary generic resonant system of the form (1), whose coefficients are assigned
randomly generated values.
6 Discussion
We have initiated a study of quantum resonant systems (1), which form a class of remarkably
simple and practically solvable interacting quantum field theories whose classical dynamics
can nonetheless be very rich and complex (many such systems emerge from nonlinear wave
dynamics on confined domains – an active and largely uncharted area in contemporary PDE
mathematics). We summarize below some of the more intriguing aspects of our findings and
set up a few outstanding questions.
The most striking regularities observed in our numerical experiments are evidently for
the Szego˝ case, known to be classically Lax-integrable [23] (we feel it could be appropriate to
call this system after Ge´rard and Grellier who introduced and extensively studied its classical
version). Here, the entire spectrum consists of integers – it is the ‘harmonic oscillator’ of
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Figure 3: Unfolded level spacing distributions at N = M = 27, compared with the Wigner
surmise (the bell-shaped curve) and the Poisson statistics (the monotonically decreasing
curve): (a) for the partially solvable conformal flow resonant system (11) – with the result
matching the expectations for an integrable system; (b) for the partially solvable lowest Lan-
dau level resonant system (12) – with the result matching the expectations for an integrable
system; (c) for a small ad hoc modification of the conformal flow given by (13) – with the
result matching the expectations for a chaotic system; (d) for a randomly generated reso-
nant system with the interaction coefficients uniformly distributed in [0, 1] – with the result
matching the expectations for a chaotic system.
interacting quantum field theories! Such equidistant spectra of energy levels are remarkable
and very rare (the most common examples being the one-dimensional harmonic oscillator,
or multidimensional harmonic oscillators with commensurate frequencies), and the spectrum
we observe is likely to point to structures beyond ordinary integrability (and in the spirit of
superintegrability). Searches for (very special) mechanical systems with equidistant spectra,
besides the well-known case of harmonic oscillators, have been performed in the past – see,
e.g., [59]. A famous example of an equidistant spectrum in a many-body quantum-mechanical
problem is the Calogero model [60] in a harmonic potential.2 For a very compact derivation of
2We thank Mikhail Vasiliev for drawing our attention to a few possible relations between our line of
research and Calogero models.
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the spectrum, see [61]. We have furthermore observed that the distributions of eigenvalues
within large (N,N)-blocks of the Ge´rard-Grellier system appear to neatly approach the
Gumbel curve, as in Fig. 1. The Gumbel curve describes the distribution of the largest
value in samples of many independent identically distributed random variables [56]. Perhaps
more relevant for us is the fact that the same curve appears in the asymptotic distribution of
integer partitions (which have played a prominent role in our analysis) over different numbers
of parts [62]. Precise interrelations between these properties and our results remain to be
explored.
For the partially integrable cases of the family described in [24], a number of intriguing
patterns emerge as well. Most obviously, the maximal eigenvalue within each Hamiltonian
block is given by a simple expression (33) that appears to be common for the distinct cases we
have studied – it would be interesting to ascertain whether this feature is shared by the rest
of the systems in the infinite class of [24], which we consider likely. Even more suggestively,
the level spacing distributions given in Fig. 3 (as well as the level spacing distributions in
other blocks we have studied) classify these systems as integrable, according to the standard
‘quantum chaos’ lore and the Berry-Tabor conjecture [43]. On the other hand, no Lax-pair
structures are known for these systems classically. Could it be that the quantum case teaches
us about classical integrability that has not been manifested by more conventional means?
Could one use the fairly explicit quantum solution we are capable of obtaining to pin down
this classical integrable structure?
Many of the features we have studied are in the spirit of random matrix theory. For
instance, analyzing the eigenvalue statistics in ensembles of systems of the form (1) with
random interaction coefficients is literally a random matrix problem, and a close relative
of the embedded random matrix ensembles [29] (a treatment of the corresponding classical
problem will appear in [63]). For studies of eigenvalue distributions in concrete resonant sys-
tems, such as Figs. 1 and 2, there is no randomness in the matrix, but for large matrices, one
nonetheless observes convergence of the eigenvalue distributions to smooth simple-looking
curves. One is thus dealing with eigenvalue distributions of fixed, large, highly structured
matrices. Since the matrices are generated based on integer partitions, the problem also has
a strong combinatorial flavor.
In our first study presented here, we have focused on the energy eigenvalues of the
Hamiltonian (1). Nothing prevents one, in principle, from extending our analysis to the
eigenvectors and matrix elements of the physical observables in the energy eigenbasis, which
contain a wealth of physical information. In particular, key issues of quantum thermalization,
such as the eigenstate thermalization hypothesis [46], may be effectively investigated in such
a setting.
Overall, we feel that our initial study merely scratches the surface of a vast domain open
for exploration. The computational simplicity and dynamical richness of the class of mod-
els we have treated here may prompt a number of possible applications, both theoretical
(through providing an arena for explicit analysis of various conjectures in the field of quan-
tum chaos) and phenomenological (say, through connections to the physics of Bose-Einstein
condensates). Our setting introduces a graceful opportunity for an encounter of such diverse
fields as quantum and classical chaos and integrability, turbulence studies, random matrix
theory and combinatorics. One may justifiably hope that such encounter will prove fruitful.
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