Introduction
Some time around 1740, Euler [3] [4] [5] 
as x → 1, because, although the series itself converges only for |x| < 1, it has an expression as a rational function (or analytic continuation as we now term it), finite at x = 1, which is obtained for a given value of m by applying the operator ((d/dx)x) m (or in terms of the Euler operator x(d/dx), the operator x −1 (x(d/dx)) m x) to the geometric series expansion
For instance, if we substitute x = 1 into (3), we formally find
and hence, in view of (1), we have ζ(0) = −1/2. The next few cases are In this article, aiming to evaluate ζ(−m) as a value of the analytically continued function ζ(s) in the most elementary, yet rigorous, way possible, we present an alternative approach. We introduce and investigate a q-analogue of the Riemann zeta function. As becomes clear in the course of our study, this function serves very well for the purpose of not only computing ζ(−m), but also providing a q-analogue which is valid for all s ∈ C; in other words, in the classical limit q → 1 the value approaches to ζ(s) for all s.
To be more specific, we consider a series that is similar to that obtained from (2) by substituting q t for x (in which case the operator (d/dt) essentially plays the role of the Euler operator x(d/dx)), and we replace n m by the q-integer [n] q := (1 − q n )/(1 − q) raised by the power −s. (Recall that Euler is the 'grand master' of q.) Thus, we consider the series
Throughout the paper, we assume 0 < q < 1, so that the series (4) converges absolutely for any s ∈ C and Re(t) > 0. If Re(s) > 1 and Re(t) > 0, the series obviously converges to ζ(s) as q ↑ 1. This suggests that we should regard the function f q (s, t) as a q-analogue of the Riemann zeta function ζ(s), but we put off elucidating the precise analogy until we restrict our consideration to the special case t = s − 1. Before considering this special case, we establish below the meromorphic continuation of f q (s, t) as a function of the two variables s and t. This is carried out quite easily by use of the binomial theorem.
which has poles of order 1 at all t ∈ Z ≤0 +2πiZ/log q := {a +2πib/log q | a, b ∈ Z, a ≤ 0}.
Proof. We simply apply the binomial expansion
to (4) and change the order of the summations to obtain
The other assertion follows readily from this.
Remark. It is worth noting that the function f q (s, t) can be expressed as a (beta-like) Jackson integral. In fact, we have the identity
In the next section, we specialize to the case t = s − 1 and establish a formula for the value at s = −m ∈ Z ≤0 in Proposition 2 and its limit as q ↑ 1 in Theorem 1. Then we prove in Theorem 2 that the limit as q ↑ 1 is equal to ζ(s) for any s ∈ C other than 1.
Main results
We now consider the case t = s − 1. For s = −m ∈ Z ≤0 , the point (s, t) = (−m, −m − 1) lies on the pole divisor t = −m − 1 of f q (s, t). Nevertheless, a sort of 'miracle' occurs by which this point turns out to be what is called a 'point of indeterminacy'; in other words, the function f q (s, s − 1) has a finite limit as s → −m and, moreover, this limit approaches the 'correct' value, ζ(−m), as q ↑ 1. What is more, the function f q (s, s − 1) converges as q ↑ 1 to ζ(s) for any s! These results, which we prove in quite elementary ways (using only methods available to Euler himself), reveal that it is quite natural to regard the function f q (s, s − 1) as the 'true' q-analogue of the Riemann zeta function and, for this reason, hereafter we write f q (s, s − 1) as ζ q (s):
Remark.
(1) The proper choice of t seems to be essential for obtaining a well-behaved q-analogue of ζ(s). For example, the choice t = s adopted in [9] requires an extra term to adjust the convergence when q ↑ 1 and the point 
the identity corresponding to (1) takes the form
In contrast to the situation considered by Euler, however, introducing ζ * q (s) is not helpful because the relation between ζ * q (s) and ζ q (s) is complicated by the presence of ζ q 2 .
When specialized to the case t = s − 1, the formula in Proposition 1 becomes 
Proof. Assertion (1) is straightforward from (5), with the formula lim y→0 y/ (1 − q y ) = −1/log q used for the residue at s = 1. For (2), note that the terms for which r ≥ m + 2 in the sum in (5) 
The rest of the derivation of (6) Example 2. By (6), we have
Then, because
we find lim 
in accordance with ζ(−1) = −1/12. Let the Bernoulli numbers B k be defined by the generating series
The first values are Proof. With (6), the assertion of the theorem becomes
(Note here that because the sum is finite, we can replace the limit q ↑ 1 by q → 1.) Multiplying both sides by (−1) m+1 (m+1) and making the replacement r → m+1−r, we see that this is equivalent to 
Because the inner sum on the right-hand side of this expression can be calculated as Here, the term with r = 0 is understood to be 1/log q (the limiting value of the summand in the limit r → 0). This suggests that we define
With this, the q-Bernoulli numbers {B m (q)} m≥0 satisfy the recursion relation The q-Bernoulli numbers defined here are essentially (i.e. up to the factor (−1) m ) the same as those introduced by Tsumura [8] .
The following fundamental relation, in addition to being important in its own right, guarantees that our computation at negative integers above does give us the correct values that we sought to obtain on a rigorous basis. (The actual value is ζ(1/2 + 14.134725i) = 0.000 000 017 674 · · ·−0.000 000 111 02 · · ·i.)
Combining Theorems 1 and 2, we readily obtain the following.
COROLLARY. For each non-negative integer m, we have
Remarks. 
We can now define q-Bernoulli polynomials (and derive elementary formulas), in analogy to the q-Bernoulli numbers defined in the remark given after Theorem 1.
However, to make our presentation as concise as possible, we restrict ourselves to the case of the Riemann zeta function.
(2) It is interesting to note that the limit
is derived easily from the relation
(Equation (9) directly follows from the definition without appealing to Theorem 2, because we are in the region of absolute convergence, due to the condition k ≥ 2.) In fact, if we set s = 2 in (5) and make the replacement r + 1 → n, we have
nq n 1 − q n , which gives the desired limit for the case k = 2. For general values of k, we similarly set s = k in (5) and make the replacement k + r − 1 → n to find
and, on taking the limit q ↑ 1, the sums coming from the lower degree terms vanish, as can be shown inductively, hence we obtain the conclusion. When k is even and k ≥ 4, the series
constitutes the Fourier series for the Eisenstein series G k (τ ) of weight k on the modular group, with constant term
Here τ is a variable in the upper-half plane and is related to q as q = e 2πiτ . The modularity condition amounts to the transformation formula 
(When k is odd, the functional equation for ϕ(s) does not take this form and, therefore, in this case the series ∞ n=1 n k−1 q n /(1 − q n ) cannot be the Fourier series of a modular form.) Hecke also showed that the residue of ϕ(s) at the simple pole s = k is equal to (2πi) k c 0 /(k − 1)!, where c 0 is the constant term of the corresponding modular form. In our case, the residue is ζ(k) and thus the constant term of
As an alternative method to determine the constant term, we can use (8) as follows. First, set τ = it with t > 0. Then, e 2πi(−1/it) → 0 as t → 0 and hence 
where B M+1 (x) is the 'periodic Bernoulli polynomial' defined by
being the largest integer not exceeding x).
Recall that the Bernoulli polynomials B k (x) are defined by the generating series (7):
. . . As is well known, by choosing f (x) = x −s and taking the limit N → ∞, we obtain the analytic continuation of ζ(s) to the region satisfying Re(s) > −M,
where ( s and q x ) , we see that we can take the limit N → ∞; doing so yields
for Re(s) > 1. The first integral on the right-hand side is evaluated as
We therefore obtain
Unlike in the classical case represented by (11), the integral in (12) cannot be made to converge by simply choosing M sufficiently large instead of M = 1, because the presence of the factor q x(s−1) in f (M+1) (x) implies that necessarily Re(s) > 1. Hence the sum converges absolutely. †The idea of replacing B 2 (x) in the integral by its Fourier expansion is due to Ueno and Nishizawa [9] . However, the argument used here that follows this replacement, which only uses integration by parts (and no confluent hypergeometric functions or the like), seems to be quite different from that in [9] . ‡We remind the reader that the beta integral is often called the Euler integral.
