The ordered values of a sample of observations are called the order statistics of the sample, and the smallest and the largest called the extremes. Order statistics and extremes are among the most important functions of a set of random variables that we study in probability and statistics. There is natural interest in studying the highs and lows of a sequence, and the other order statistics help in understanding concentration of probability in a distribution, or equivalently, the diversity in the population represented by the distribution. Order statistics are also useful in statistical inference, where estimates of parameters are often based on some suitable functions of the order statistics. In particular, the median is of very special importance. There is a well developed theory of the order statistics of a fixed number n of observations from a fixed distribution, as also an asymptotic theory where n goes to infinity. We will discuss the case of fixed n in this chapter. Distribution theory for order statistics when the observations are from a discrete distribution is complex, both notationally and algebraically, because of the fact that there could be several observations which are actually equal. These ties among the sample values make the distribution theory cumbersome.
= n!f (y 1 )f (y 2 ) · · · f (y n ).
♣ Example 6.2. (Uniform Order Statistics).
Let U 1 , U 2 , · · · , U n be independent U [0, 1] variables, and U (i) , 1 ≤ i ≤ n, their order statistics. Then, by our theorem above, the joint density of U (1) , U (2) , · · · , U (n) is f 1,2,···,n (u 1 , u 2 , · · · , u n ) = n!I 0<u1<u2<···<un<1 .
Once we know the joint density of all the order statistics, we can find the marginal density of any subset, by simply integrating out the rest of the coordiantes, but being extremely careful in using the correct domain over which to integrate the rest of the coordinates. For example, if we want the marginal density of just U (1) , that is of the sample minimum, then we will want to integrate out u 2 , · · · , u n , and the correct domain of integration would be, for a given u 1 , a value of U (1) , in (0,1),
So, we will integrate down in the order u n , u n−1 , · · · , u 2 , to obtain
Likewise, if we want the marginal density of just U (n) , that is of the sample maximum, then we will want to integrate out u 1 , u 2 , · · · , u n−1 , and now the answer will be f n (u n ) = n! However, it is useful to note that for the special case of the minimum and the maximum, we could have obtained the densities much more easily and directly. Here is why. First take the maximum. Consider its CDF; for 0 < u < 1:
and hence, the density of
Likewise, for the minimum, for 0 < u < 1, the tail CDF is:
and so the density of U (1) is For a general r, 1 ≤ r ≤ n, the density of U (r) works out to a Beta density:
which is the Be(r, n − r + 1) density.
As a rule, if the underlying CDF F is symmetric about its median, then the sample median will also have a density symmetric about the median of F ; see the Exercises. When n is even, one has to be careful about this, because there is no universal definition of sample median when n is even.
Additionally, the density of the sample maximum will generally be skewed to the right, and that of the sample minimum skewed to the left. For general CDFs, the density of the order statistics usually will not have a simple formula in terms of elementary functions; but approximations for large n are often possible. This will be treated in a later chapter. Although such approximations for large n are often available, they may not be very accurate unless n is very large; see Hall (1979) .
We have plotted above the density of the minimum, median, and maximum in the U [0, 1] case when n = 15. The minimum and the maximum clearly have skewed densities, while the density of the median is symmetric about .5.
More Advanced Distribution Theory Example 6.3. (Density of One and Two Order Statistics).
The joint density of any subset of the order statistics X (1) , X (2) , · · · , X (n) can be worked out from their joint density, which we derived in the preceding section. The most important case in applications is the joint density of two specific order statistics, say X (r) and X (s) , 1 ≤ r < s ≤ n, or the density of a specific one, say X (r) . A verbal heuristic argument helps in understanding the formula for the joint density of X (r) and X (s) , and also the density of a specific one X (r) .
First consider the density of just X (r) . Fix u. To have X (r) = u, we must have exactly one observation at u, another r − 1 below u, and n − r above u. This will suggest that the density of
This is in fact the correct formula for the density of X (r) .
Next, consider the case of the joint density of two order statistics, X (r) and X (s) . Fix 0 < u < v < 1. Then, to have X (r) = u, X (s) = v, we must have exactly one observation at u, another r − 1 below u, one at v, n − s above v, and s − r − 1 between u and v. This will suggest that the joint density of X (r) and X (s) is
Again, this is indeed the joint density of two specific order statistics X (r) and X (s) .
The arguments used in this example lead to the following theorem.
Theorem 6.2. (Density of One and Two Order Statistics and Range
(c)For a general r, 1 ≤ r ≤ n, X (r) has the density
(e)The minimum and the maximum, X (1) andX (n) have the joint density
Example 6.4. (Moments of Uniform Order Statistics).
The general formulas in the above theorem lead to the following moment formulas in the uniform case.
In the U [0, 1] case,
.
For a general order statistic, it follows from the fact that U (r) ∼ Be(r, n − r + 1), that
Furthermore, it follows from the formula for their joint density that
Example 6.5. (Exponential Order Statistics).
A second distribution of importance in the theory of order statistics is the Exponential distribution. The mean λ essentially arises as just a multiplier in the calculations. So, we will treat only the standard Exponential case.
Let X 1 , X 2 , · · · , X n be independent standard Exponential variables. Then, by the general theorem on the joint density of the order statistics, in this case the joint density of
Also, in particular, the minimum X (1) has the density
In other words, we have the quite remarkable result that the minimum of n independent standard Exponentials is itself an Exponential with mean 1 n . Also, from the general formula, the maximum X (n) has the density
As a result,
n . We will later see in the section on spacings that by another argument, it will also follow that in the standard Exponential case, E(X (n) ) = 1 + Example 6.6. (Normal Order Statistics). Another clearly important case is that of the order statistics of a normal distribution. Because the general N (µ, σ 2 ) random variable is a locationscale transformation of a standard normal variable, we have the distributional equivalence that
we consider just the standard normal case.
Because of the symmetry of the standard normal distribution around zero, for any r, Z (r) has the same distribution as −Z (n−r+1) . In particular, Z (1) has the same distribution as −Z (n) . From our general formula, the density of
Again, this is a skewed density. It can be shown, either directly, or by making use of the general theorem on existence of moments of order statistics (see the next section) that every moment, and in particular the mean and the variance of Z (n) exist. Except for very small n, closed form formulas for the mean or variance are not possible. For small n, integration tricks do produce exact formulas. For example,
Such formulas are available for n ≤ 5; see David (1980 More about the expected value of Z (n) will be discussed later.
The density of Z (n) is plotted here for three values of n. We can see that the density is shifting to the right, and at the same time getting more peaked. Theoretical asymptotic (i.e., as n → ∞) justifications for these visual findings are possible, and we will see some of them in a later chapter.
Quantile Transformation and Existence of Moments
Uniform order statistics play a very special role in the theory of order statistics, because many problems about order statistics of samples from a general density can be reduced, by a simple and common technique, to the case of uniform order statistics. It is thus especially important to understand and study uniform order statistics. The technique that makes helpful reductions of problems in the general continuous case to the case of a uniform distribution on [0,1] is one of making just the quantile transformation. We describe the exact correspondence below. Theorem 6.3. (Quantile Transformation Theorem) Let X 1 , X 2 , · · · , X n be independent observations from a continuous CDF F (x) on the real line, and let
observations from the U [0, 1] distribution, and let
Let also g(x) be any nondecreasing function and let
Then, the following equalities in distributions hold:
, that is, F(X 1 ) and U 1 have the same distribution;
We write this equality in distribution as
Remark:
We are already familiar with parts (a) and (b); they are restated here only to provide the context. The parts that we need to focus on are the last two parts. They say, that any question about the set of order statistics X (1) , X (2) , · · · , X (n) of a sample from a general continuous distribution can be rephrased in terms of the set of order statistics from the U [0, 1] distribution.
For this, all we need to do is to substitute
So, at least in principle, as long as we know how to work skillfully with the joint distribution of the uniform order statistics, we can answer questions about any set of order statistics from a general continuous distribution, because the latter is simply a transformation of the set of order statistics of the uniform. This has proved to be a very useful technique in the theory of order statistics.
As a corollary of part (f) of the above theorem, we have the following connection between order statistics of a general continuous CDF and uniform order statistics.
be the order statistics of a sample from a general continuous CDF F , and U (1) , U (2) , · · · , U (n) the uniform order statistics. Then, for any 1 ≤ r 1 < r 2 < · · · < r k ≤ n,
Several important applications of this quantile transformation method are given below.
) is a nondecreasing function of U (r) , and
is a nondecreasing function of U (s) , and hence they are also coordinatewise nondecreasing in each order statistic
This proposition was first proved in Bickel (1967) , but by using a different method. The next application is to existence of moments of order statistics.
Theorem 6.4. (On the Existence of Moments)
Let X 1 , X 2 , · · · , X n be independent observations from a continuous CDF F , and let
Proof: By the quantile transformation theorem above,
Aside from just the existence of the moment, explicit bounds are always useful. Here is a concrete bound (see Reiss (1989) ); approximations for moments of order statistics for certain distributions are derived in Hall (1978) . 
Thus, the necessary condition of the Proposition above is violated, and it follows that for any r, n,
Remark: The preceding example and the Proposition show that existence of moments of order statistics depends on the tail of the underlying CDF (or, equivalently, the tail of the density). If the tail is so thin that the density has a finite mgf in some neighborhood of zero, then all order statistics will have all moments finite. Evaluating them in closed form is generally impossible, however. If the tail of the underlying density is heavy, then existence of moments of the order statistics, and especially the minimum and the maximum, may be a problem. It is possible for some central order statistics to have a few finite moments, and the minimum or the maximum to have none. In other words, depending on the tail, anything can happen. An especially interesting case is the case of a Cauchy density, notorious for its troublesome tail. The next result describes what happens in that case.
Proposition Let X 1 , X 2 , · · · , X n be independent C(µ, σ) variables. Then, (a)∀n, E(|X (n) |) = E(|X (1) |) = ∞; (b)For n ≥ 3, E(|X (n−1) |) and E(|X (2) |) are finite; (c)For n ≥ 5, E(|X (n−2) | 2 ) and E(|X (3) | 2 ) are finite; (d)In general, E(|X (r) | k ) < ∞ if and only if k < min{r, n + 1 − r}.
Example 6.8. (Cauchy Order Statistics).
From the above Proposition we see that the truly problematic order statistics in the Cauchy case are the two extreme ones, the minimum and the maximum. Every other order statistic has a finite expectation for n ≥ 3, and all but the two most extremes from each tail even have a finite variance, as long as n ≥ 5. The table below lists the mean of X (n−1) and X (n−2) for some values of n. By comparing the entries in this table with the previous table, we see that the mode of X (n) is quite close to the mean of X (n−2) . It would be interesting to find a theoretical result in this regard.
Spacings
Another set of statistics helpful in understanding the distribution of probability are the spacings, which are the gaps between successive order statistics. They are useful in discerning tail behavior. At the same time, for some particular underlying distributions, their mathematical properties are extraordinarily structured, and in turn lead to results for other distributions. Two instances are the spacings of uniform and Exponential order statistics. Some basic facts about spacings are discussed in this section. 
Exponential Spacings and Réyni's Representation
The spacings of an Exponential sample have the characteristic property that the spacings are all independent Exponentials as well. Here is the precise result.
The proof follows on transforming to the set of spacings from the set of order statistics, and by applying the Jacobian density theorem. The transformation (
The Jacobian matrix is triangular, and has determinant one. From our general theorem, the order
Therefore, the spacings have the joint density
This is completely general for any underlying nonnegative variable. Specializing to the standard Exponential case, we get,
It therefore follows that W 0 , W 1 , · · · , W n−1 are independent, and also that
The case of a general λ follows from the standard Exponential case.
Corollary (Réyni)
The joint distribution of the order statistics of an Exponential distribution with mean λ have the representation
where X 1 , · · · , X n are themselves independent Exponentials with mean λ. ♣ Remark: Verbally, the order statistics of an Exponential distribution are linear combinations of independent Exponentials, with a very special sequence of coefficients. In an obvious way, the representation can be extended to the order statistics of a general continuous CDF by simply using the quantile transformation. 
Furthermore, by using the same representation, for 1
and therefore the correlation ρ
for large n. In particular, ρ X (1) ,X (n) → 0, as n → ∞. In fact, in large samples the minimum and the maximum are in general approximately independent.
Uniform Spacings
The results on Exponential spacings lead to some highly useful and neat representations for the spacings and the order statistics of a uniform distribution. The next result describes the most important properties of uniform spacings and order statistics. Numerous other properties of a more special nature are known. David (1980) and Reiss (1989) are the best references for such additional properties of the uniform order statistics.
Theorem 6.6. Let U 1 , U 2 , · · · , U n be independent U [0, 1] variables, and For parts (b) and (c), first consider the joint density of the uniform order statistics, and then transform to the variables W i , i = 0, · · · , n − 1. This is a one-to-one transformation, and so we can apply the Jacobian density theorem. The Jacobian theorem easily gives the joint density of the W i , i = 0, · · · , n − 1, and we simply recognize it to be the density of a Dirichlet with the parameter vector having each coordiante equal to one. Finally, use the representation of a Dirichlet random vector in the form of ratios of Gammas (see Chapter 4).
Part (d) is just a restatement of part (c). ♣

Remark: Part (d) of this theorem, representing uniform order statistics in terms of independent exponentials is one of the most useful results in the theory of order statistics.
Conditional Distributions and Markov Property
The conditional distributions of a subset of the order statistics given another subset satisfy some really structured properties. An illustration of such a result is that if we know that the sample maximum X (n) = x, then the rest of the order statistics would act like the order statistics of a sample of size n − 1 from the original CDF, but truncated on the right at that specific value x.
Another prominent property of the conditional distributions is the the Markov property. Again, a lot is known about the conditional distributions of order statistics, but we present the most significant and easy to state results. The best references for reading more about the conditional distributions are still David (1980) and Reiss (1989) . Each of the following theorems follows on straightforward calculations, and we omit the calculations. Theorem 6.7. Let X 1 , X 2 , · · · , X n be independent observations from a continuous CDF F with density f . Fix 1 ≤ i < j ≤ n. Then, the conditional distribution of X (i) given X (j) = x is the same as the unconditional distribution of the ith order statistic in a sample of size j − 1 from a new distribution, namely the original F truncated at the right at x. In notation,
Theorem 6.8. Let X 1 , X 2 , · · · , X n be independent observations from a continuous CDF F with density f . Fix 1 ≤ i < j ≤ n. Then, the conditional distribution of X (j) given X (i) = x is the same as the unconditional distribution of the (j − i)th order statistic in a sample of size n − i from a new distribution, namely the original F truncated at the left at x. In notation,
Theorem 6.9. (The Markov Property) Let X 1 , X 2 , · · · , X n be independent observations from a continuous CDF F with density f . Fix 1 ≤ i < j ≤ n. Then, the conditional distribution of X (j) given
Theorem 6.10. Let X 1 , X 2 , · · · , X n be independent observations from a continuous CDF F with density f . Then, the conditional distribution of X (1) , X (2) , · · · , X (n−1) given X (n) = x is the same as the unconditional distribution of the order statistics in a sample of size n − 1 from a new distribution, namely the original F truncated at the right at x. In notation,
Remark: A similar and transparent result holds about the conditional distribution of
Theorem 6.11. Let X 1 , X 2 , · · · , X n be independent observations from a continuous CDF F with density f . Then, the conditional distribution of X (2) , · · · , X (n−1) given X (1) = x, X (n) = y is the same as the unconditional distribution of the order statistics in a sample of size n − 2 from a new distribution, namely the original F truncated at the left at x, and at the right at y. In notation,
Example 6.11. (Mean Given the Maximum). Suppose X 1 , X 2 , · · · , X n are independent U [0, 1] variables. We want to find E(X|X (n) = x). We use the theorem above about the con-
since, given X (n) = x, X (1) , X (2) , · · · , X (n−1) act like the order statistics of a sample of size n − 1 from the U [0, x] distribution. Now summing the series, we get,
Example 6.12. (Maximum Given the First Half ). Suppose X 1 , X 2 , · · · , X 2n are independent standard Exponentials. We want to find E(X (2n) |X (1) = x 1 , · · · , X (n) = x n ). By the theorem on the Markov property, this conditional expectation equals E(X (2n) |X (n) = x n ). Now, we further use the representation that
Therefore,
because the X i are all independent
For example, in a sample of size 4,
Some Applications
Order statistics and the related theory have many interesting and important applications in statistics, in modelling of empirical phenomena, for example climate characteristics, and in probability theory itself. We touch on a small number of applications in this section for purposes of reference.
For further reading on the vast literature on applications of order statistics, we recommend, among numerous possibilities, Lehmann (1975) , Shorack and Wellner (1986) , David (1980) , Reiss (1989) , Martynov (1992) , Galambos (1978) , Falk, Hüsler, and Reiss (1994) , Coles (2001) , Embrechts, Klüppelberg, and Mikosch (2008), and DasGupta (2008) .
* Records
Record values and their timings are used for the purposes of tracking changes in some process, such as temperature, and for preparation for extremal events, such as protection against floods.
They are also interesting on their own right.
Let X 1 , X 2 , · · · , be an infinite sequence of independent observations from a continuous CDF F .
We first give some essential definitions.
Definition 6.7. We say that a record occurs at time i if X i > X j ∀j < i. By convention, we say that X 1 is a record value, and i = 1 is a record time.
Let Z i be the indicator of the event that a record occurs at time i. The sequence , and the record times are T 1 = 1, T 2 = 3, T 3 = 5. Thus, there are three records at time n = 15. We notice that no records were observed after the fifth observation in the sequence. In fact, in general, it becomes increasingly more difficult to obtain a record as time passes; justification for this statement will be seen in the following theorem. Theorem 6.12. Let X 1 , X 2 , · · · be an infinite sequence of independent observations from a CDF F , and assume that F has the density f . Then, (a) The sequence Z 1 , Z 2 , · · · is an infinite sequence of independent Bernoulli variables, with E(
The following theorem summarizes a number of key results about record values, times, and number of records; this theorem is a superb example of the power of the quantile transformation method, because the results for a general continuous CDF F can be obtained from the
Z i be the number of records at time n. Then,
The rth record value X Tr has the density
(f) Fix a sequence of reals t 1 < t 2 < t 3 < · · · < t k , and let for any given real t, M (t) be the total number of record values that are ≤ t:
1−F (ti) ). Remark: From part (a) of the theorem, we learn that if indeed the sequence of observations keeps coming from the same CDF, then obtaining a record becomes harder as time passes; P (Z i = 1) → 0. We learn from part (b) that both the mean and the variance of the number of records observed until time n are of the order of log n. The number of records observed until time n is well approximated by a Poisson distribution with mean log n, or a normal distribution with mean and variance equal to log n. We learn from part (c) and part (d) that the interarrival times of the record values do not depend on F , but the magnitudes of the record values do. Part (f) is another example of the Poisson distribution providing an approximation in an interesting problem.
It is interesting to note the connection between part (b) and part (f). In part (f), if we take
, which is what we mentioned in the paragraph above. Next, consider the distribution of the gap between the arrival times of the second and the third record. Note the long right tail, akin to an Exponential density.
The Empirical CDF
The empirical CDF F n (x), defined in Section 2, is a tool of tremendous importance in statistics and probability. The reason for its effectiveness as a tool is that if sample observations arise from some CDF F , then the empirical CDF F n will be very close to F for large n. So, we can get a very good idea of what the true F is by looking at F n . Furthermore, since F n ≈ F , it can be expected that if T (F ) is a nice functional of F , then the empirical version T (F n ) would be close to T (F ). Perhaps the simplest example of this is the mean T (F ) = E F (X). The empirical version then is
Xi n , because F n assigns the equal probability 1 n to just the observation values X 1 , · · · , X n . This means that the mean of the sample values should be close to the expected value under the true F . And, this is indeed true under simple conditions, and we have already seen some evidence for it in the form of the central limit theorem. We provide some basic properties and applications of the empirical CDF in this section. Theorem 6.13. Let X 1 , X 2 , · · · be independent observations from a CDF F . Then,
Then, for all n, > 0, and all F ,
(c) Assume that F is continuous. For any given n, and α, 0 < α < 1, there exist positive constants D n , independent of F , such that whatever be F ,
Remark: Part (b), the DKW inequality, was first proved in Dvoretzky, Kiefer, and Wolfowitz (1956) , but in a weaker form. The inequality stated here is proved in Massart (1990) . Furthermore, the constant 2 in the inequality is the best possible choice of the constant, i.e., the inequality is false with any other constant C < 2. The inequality says that uniformly in x, for large n, the empirical CDF is arbitrarily close to the true CDF with a very high probability, and the probability of the contrary is subgaussian. We will see more precise consequences of this in a later chapter.
Part (c) is important for statisticians, as we show in our next example. 
By the quantile transformation,
which shows that as long as F is a continuous CDF, so that the quantile transformation can be applied, for any n, the distribution of ∆ n is the same for all F . This common distribution is just the distribution of sup 0<t<1 |G n (t) − t|. Consequently, if D n is such that P (sup 0<t<1 |G n (t) − t| > D n ) ≤ α, then D n also satisfies (the apparently stronger statement)
The probability statement above provides the assurance that with probability 1 − α or more, the true CDF F (x), as a function, is caught between the pair of functions F n (x) ± D n . As a consequence, the band 
* Distribution of the Multinomial Maximum
The maximum cell frequency in a multinomial distribution is of current interest in several areas of probability and statistics. It is of wide interest in cluster detection, data mining, goodness of fit, and in occupancy problems in probability. It also arises in sequential clinical trials. It turns out that the technique of Poissonization can be used to establish, in principle, the exact distribution of the multinomial maximum cell frequency. This can be of substantial practical use. Precisely, if
It follows that with any given fixed value n, and any given fixed set A in the k-dimensional Euclidean space R k , the multinomial probability that (f 1 , f 2 , · · · , f k ) belongs to A equals n!c(n, λ), with c(n, λ) being the coefficient of λ n in the power series expansion of e λ P ((
where now X i are independent Poisson(λp i ). In the equiprobable case, i.e., when the p i are all equal to 1 k , this leads to the equality that
see Chapter 2.
As a result, we can compute
exactly whenever we can compute the coefficient of λ n in the expansion of (
K . This is possible to do by using symbolic software;
see Ethier (1982) we can see that it would not be very surprising if some face appeared 10 times in 30 rolls of a fair die; after all P (max{f 1 , f 2 , · · · , f 6 } ≥ 10) = .1176, not a very small number, for 30 rolls of a fair die. Similarly, it would not be very surprising if some face appeared 15 times in 50 rolls of a fair die, as can be seen in the table below. (a) Show that the expectation of each ofX, X (m+1) ,
is µ.
(b) Find the variance of eachX, X (m+1) ,
. Is there an ordering among their variances?
Exercise 6.8. *(Waiting Time). Peter, Paul, and Mary went to a bank to do some business.
Two counters were open, and Peter and Paul went first. Each of Peter, Paul, and Mary will take, independently, an Exp(λ) amount of time to finish their business, from the moment they arrive at the counter.
(a) What is the density of the epoch of the last departure?
(b) What is the probability that Mary Will be the last to finish?
(c) What is the density of the total time taken by Mary from arrival to finishing her business?
Exercise 6.9. Let X 1 , · · · , X n be independent standard Exponential variables.
(a) Derive an expression for the CDF of the maximum of the spacings,
(b) Use it to calculate the probability that among 20 independent standard Exponential observations, no two consecutive observations are more than .25 apart.
Exercise 6.10. * (A Characterization). Let X 1 , X 2 be independent observations from a continuous CDF F . Suppose that X (1) and X (2) − X (1) are independent. Show that F must be the CDF of an Exponential distribution.
Exercise 6.11. * (Range and Midrange). Let X 1 , · · · , X n be independent U [0, 1] variables. Let W n = X (n) − X (1) , Y n = X (n) +X (1) 2
. Find the joint density of W n , Y n (be careful about where the joint density is positive). Use it to find the conditional expectation of Y n given W n = w.
Exercise 6.12. (Density of Midrange). Let X 1 , · · · , X n be independent observations from a continuous CDF F with density f . Show that the density of Y n = X (n) +X (1) 2 is given by
Exercise 6.13. (Mean Given the Minimum and Maximum). Let X 1 , · · · , X n be independent U [0, 1] variables. Derive a formula for E(X |X (1) , X (n) ).
Exercise 6.14. (Mean Given the Minimum and Maximum). Let X 1 , · · · , X n be independent standard Exponential variables. Derive a formula for E(X |X (1) , X (n) ). 
Exercise 6.19. * (Confidence Interval for a Quantile). Let X 1 , · · · , X n be independent observations from a continuous CDF F . Fix 0 < p < 1, 0 < α < 1, and let F −1 (p) be the pth quantile of F . Show that for large enough n, there exist 1 ≤ r < s ≤ n such that P (X (r) ≤
Do such r, s exist for all n?
Hint: Use the quantile transformation.
Exercise 6.20. Let X 1 , · · · , X n be independent observations from a continuous CDF F . Find the smallest value of n such that P (X (2) ≤ F −1 ( 1 2 ) ≤ X (n−1) ) ≥ .95.
Exercise 6.21. Let X 1 , · · · , X n be independent observations from a continuous CDF F with a density symmetric about some µ. Show that for all odd sample sizes n = 2m + 1, the median X (m+1) has a density symmetric about µ.
Exercise 6.22. Let X 1 , · · · , X n be independent observations from a continuous CDF F with a density symmetric about some µ. Show that for any r, X (n−r+1) − µ L = µ − X (r) .
Exercise 6.23. * (Unimodality of Order Statistics). Let X 1 , · · · , X n be independent observations from a continuous CDF F with a density f . Suppose 1 f (x) is convex on the support of f , namely, on S = {x : f (x) > 0}. Show that for any r, the density of X (r) is unimodal. You may assume that S is an interval.
Exercise 6.24. Let X 1 , X 2 , · · · , X n be independent standard normal variables. Prove that the mode of X (n) is the unique root of (n − 1)φ(x) = xΦ(x).
Exercise 6.25. (Conditional Expectation Given the Order Statistics). Let g(x 1 , x 2 , · · · , x n ) be a general real valued function of n variables. Let X 1 , X 2 , · · · , X n be independent observations from a common CDF F . Find as clean an expression as possible for E(g(X 1 , X 2 , · · · , X n ) |X (1) , X (2) , · · · , X (n) ).
Exercise 6.26. Derive a formula for the expected value of the rth record when the sample observations are from an Exponential density.
Exercise 6.27. * (Record Values in Normal Case). Suppose X 1 , X 2 , · · · are independent observations from the standard normal distribution. Compute the expected values of the first ten records.
Exercise 6.28. Let F n (x) be the empirical CDF of n observations from a CDF F . Show that
