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ABSTRACT
The purpose of this study was to investigate the re­
lationship between psychological sex typing and patterns of 
language usage. Seventy-nine Louisiana State University 
undergraduate students were categorized according to the 
Personal Attributes Questionnaire (Spence, Helmreich and 
Stapp, 1975). Sex type groups included: psychologically
androgynous (High Masculine/High Feminine); masculine 
(High Masculine/Low Feminine); feminine (Low Masculine/
High Feminine); and undifferentiated (Low Masculine/Low 
Feminine), for both male (n = 40) and female (n = 39).
Three written language samples were gathered for each 
subject. Subjects were asked to spend ten minutes writing 
in response to each of the three verbal stimuli. Two of the 
sentence cues were considered to be sex biased (Horner, 1968) 
and the third sentence cue was pretested to assure a normal 
distribution according to sex.
A computerized language program, Syntactic Language 
Computer Analysis (Cummings and Renshaw, 1976), was used to 
analyze the two hundred thirty-seven language samples. This 
program analyzes messages according to a syntactic system 
which assumes eight qualities of language operationalized 
by thirty-six variables (Cummings and Renshaw, 1976) . Density 
values for each of the thirty-six variables were calculated. 
Comparisons were made for each of the thirty-six variables
v
according to sex and sex type of the user. Additionally, 
language profiles based on these thirty-six variables were 
generated according to sex and sex type of the language user.
Results indicated that psychological sex type does 
significantly affect the choice of some language variables. 
Moreover, it was found that for some language variables 
biological sex and psychological sex type of the language 
user significantly interact to affect patterns of language 
production. Female subjects operationally defined as psycho­
logically masculine sex-typed and male subjects operationally 
defined as undifferentiated distinguished themselves on 
several language variables.
The results of this study suggest that the nature of a 
stimulus that elicits a verbal corpus significantly affects 
linguistic variable choices. Of thirty-six language variables 
measured, twenty differed significantly in terms of frequency 
of use according to the stimulus situation.
Results were discussed in terms of previous empirical 
data as well as prevailing stereotypes concerning sex-based 
differences in language behavior.
vi
INTRODUCTION
Review of Research on Sex Typed Language
There are persistent assertions that men and women 
manifest different language patterns. But to date little 
empirical data supports such a statement. Jespersen (1922) 
claimed that " . . .  there is some evidence, at least in 
jokes and novels, of a syntactic looseness in women's 
speech . . . ." The same writer asserted that there was 
a "greater rapidity of female thought and a superior readi­
ness of speech in women. Men have a more extensive vocabu­
lary than women; women use more adverbs than men; and women 
tend to leave exclamatory sentences unfinished." (Jespersen,
M
1922).
More recent studies, few as they are, provide contrary 
findings to those of Jespersen. For example, Yorberg (19 74) 
concluded that women exhibit better verbal skills than men. 
Warshay (1969) , in direct opposition to Jespersen, found 
women to be slightly more fluent than men, indicating that 
in fact women demonstrated a more extensive vocabulary than 
men. Kramer (1974) found that men tended to use more words 
overall than women.
But in studies of the language differences between men 
and women, one finds a paucity of investigations in which 
the aim is to discern specific language variables relating 
to syntactical and semantical patterning, examined as they
2may relate functionally to the sex of the language user.
Two reported studies provide an exception to this general 
statement, although the results are meagre in terms of 
expected findings. Barron (1971) set about to examine 
language patterns contingent upon sex role. By way of 
introduction, she also noted the absence of research di­
rectly relevant to sex-related language differences but 
cited Herzler (1965) and others who refer to language dif­
ferences as though they were common knowledge. Barron ex­
pected that the language behavior of men and women would 
differ, and hypothesized that such differences would manifest 
themselves syntactically and semantically through the gram­
matical case employed by the language user. Case gives the 
meaning and uses of nouns in a sentence. Case, therefore, 
refers to deep structure constructs within a language 
corpus. (Barron, 1971). Barron's analysis of the patterns 
of grammatical case usage by men and women led her to 
suggest that women demonstrated greater concern with in­
ternal psychological states and that men showed a greater 
involvement with implementation of action. Moreover, men 
gave greater emphasis to things acted upon, consistent, she 
noted, with the cultural concept of men as aggressors 
(Barron, 1971).
Barron concluded that at least case use was sex typed, 
as a major portion of the hypotheses set forth in the study 
were confirmed. Moreover, according to Barron, the results
3of her investigation are particularly illustrative of the 
"differential experiences which characterize men and women 
and thus predispose them to concern themselves differential­
ly with various classes of cognitive meanina which is in 
turn externalized in their speech." (Barron, 1971) . In 
other words, the implication is that one's gender has some­
thing to do with a person's perceptual and cognitive under­
standing of himself and his world. It follows that this 
understanding should be perpetuated and transmitted in his 
communication patterns, i.e., his language. The importance 
of this realization, at least in Barron's assessment of her 
own findings, relates to the potential for difficulties in 
understanding between the sexes because of such a difference 
in communication style.
Renshaw, Gorcyca and Ritter (1974) also studied 
language patterns as a function of sex. As in the case of 
the Barron study, note was made of the dearth of similar 
investigations and the failure in the few studies that had 
been made to establish that such differences actually exist. 
They concluded that "limited acknowledgment of sex differ­
ences in language behavior thus points to the need for 
research seeking to answer questions concerning sex differ­
ences, cultural roles and their relationships to encoded 
messages." (Renshaw et al., 1974). The method of analysis 
employed by Renshaw and his colleagues involved examining 
syntactic and general content categories. Significant
4differences were found for only two of the variables among 
the general syntactic categories analyzed. Males were 
found to encode significantly more articles and prepositions 
than females (Renshaw et al., 1974). As to the content, 
the analysis showed that females encoded significantly more 
ambivalent constructs than males. Osgood and Walker (1959) 
describe ambivalent constructs as words which express am­
bivalence, conflict and doubt in the speaker. These findings 
led Renshaw and his colleagues to conclude that indeed 
differences in gender are evidenced in language behavior, 
though not in the traditional stereotypes voiced by some 
researchers (Renshaw et al., 1974). In general, their 
findings suggest (1) women do not use more language than 
men, but rather, use it differently; and (2) women may use 
language to express emotions, aggressiveness and other 
drive states (as measured by Dolland and Miller's Drive 
Relief Quotient) while men tend to express these emotions 
non-verbally (Renshaw et al., 1974).
The fact that women were found to employ more ambivalent 
constructs in their speech was interpreted as a manifes­
tation of changing cultural roles for women. The impact of 
such a change would tend to reveal itself in increased 
expressions of conflict or doubt on the part of women 
(Renshaw et al., 1974) . Similar to the Barron study (1971) , 
Renshaw and his colleagues viewed their findings as not only
showing internal conditions that differentiate men and 
women, but also as having implications for successful 
communication between men and women (Renshaw et al., 1974).
Recent studies of language use by men and women con­
tinue to allege differences in linguistic behavior on the 
basis of stereotypes of the language of men and women. 
Lakoff, (1975) for example, posits a "female register", 
basing her thesis strictly on informal observations of 
women's language. She asserts that women utilize a large 
number of words that relate to specific interest of women 
or "woman's work." She states that "if men use these words 
it tends to be tongue-in-cheek." Women tend to use what 
Lakoff calls "empty adjectives" such as divine, charming 
and cute. According to Lakoff, women's language is more 
polite than men's language and characteristically hyper- 
correct in grammatical form. Moreover, she asserts that 
"tentativeness" and lack of "assertiveness, in speech" are 
typically female. In support of this contention, she notes 
the higher incidence of "tag questions" in women's language 
as well as the use of hedges of various kinds. An example 
of a tag question is "It's new, isn't it?" Hedging refers 
to the use of words such as "y'know" and "kinda" or words 
that convey the sense that the speaker is uncertain about 
what he or she is saying, or cannot vouch for the accuracy 
of the statement. As for assertiveness, or the lack of it 
in female speech, she observes that men and women make
6requests in different ways; women make declarations out of 
requests and men tend to issue commands.
Kramer (1974) addressed various stereotypes about 
women's language in a study of comic art. She noted for 
instance that "according to folk linguistics, women talk too 
much." Moreover, women talk about different things from 
those talked about by men. She asserts that "men hold forth 
with authority on business, politics, legal matters, taxes, 
age, human relations, health and women's speech. Women 
discuss social life, books, food, life's troubles and topics 
generally related to life-style." According to Kramer, men 
use a simpler, more direct and assertive type of language 
and women tend to embellish their statements. She cites 
the excessiveness with which women use certain adjectives 
("empty adjectives" as Lakoff calls them). In her analysis 
of cartoons appearing in the New Yorker magazine, she found 
that women, at least in cartoons, do not talk as much as 
men. Moreover, women tend to be less assertive in their 
speech than men, and are more polite. (Kramer, 1974a)
In a follow-up study, Kramer (1974b) tested the belief 
that men and women tend to use different types of modifiers, 
both adjectives and adverbs, as well as the notion that men 
tend to be more interested in inanimate objects than women. 
The analysis of written messages revealed that "women did 
not differ from men in either the number or variety of "-ly" 
adverbs or prenomials (words that precede and modify nouns)
7they used." (Kramer, 1974b). No differences were found 
in the number of words used nor in the kinds of adjectives 
used.
Haas (1979) has recently provided an excellent review 
of literature addressing both stereotypes and empirical 
findings related to differences in the language of men and 
women. Utilizing Bloom and Lakey's (.1978) scheme for 
organizing linguistic material, Haas (1979) covers aspects 
of form, topic, use and content of spoken language that have 
been identified as sex-linked. Distinctions are made be- 
ween that which is stereotype and that which has been 
empirically demonstrated. Haas (1979) notes that differ­
ences in the subject matter (i.e., topic) of the language 
of men and women has been least investigated. She cites 
the work of Lakoff (1975) and Kramer (1974a, 1974b) and 
others (Klein, 1971; Komarovsky, 1967) whose findings tend 
to support in general the stereotype that men talk about 
money, business and politics, and women talk about people.
Isolated aspects of the question of differences between 
men and women in language usage have been examined in other 
studies. The acoustical qualities of language and syntax 
(i.e., the ways in which units of meaning are combined with 
one another) were examined by Bloom and Lakey (1978). Some 
of the stereotypes concerning this particular aspect of 
language use are that men tend to use more expletives than 
women (Reik, 1954; Kramer, 1974a; Lakoff, 1974).
8Zimmerman and West (1975) studied male/female dyads and 
found that almost all interruptions and overlaps in the con­
versation were done by male speakers, which they felt lent 
support to the stereotype that women tend to leave sentences 
incomplete.
As for the oft-quoted stereotype that women talk more 
than men, i.e., use more words, the evidence is mixed.
Swacker (1975) found that, at least in professional meetings, 
women's sentences are shorter. In response to a picture 
stimulus, other researchers have found that men tend to use 
more words (Wood, 1966; Argyle, Lalljee and Cook, 1968; 
Swacker, 1975). Similar results were detected in mixed sex 
groups where men tended to be more verbose (Argyle, et al., 
1968; Bernard, 1972).
In their study, Bloom and Lakey (1978) defined "use" 
of language as the manner in which language is employed to 
achieve the goals of the speaker within certain contexJ s .
Haas (1977) studied this aspect of sex-related differences 
in language, and concluded that "men's speech reputedly 
serves to lecture, argue, debate, assert, and command.
Women's speech is stereotyped as nonassertive, tentative and 
supportive. Limited evidence confirms that males are more 
assertive and issue more directions; females are more tenta­
tive and supportive." (Haas, 1977)
Bloom and Lakey (1978) also suggested that the content 
of language be considered as the way in which persons make
9reference to topics in terms of information units, verb 
units and qualifying units. Empirical investigations of 
content as reflected in the structure of verbal messages 
along these lines suggest that differences in language 
between men and women may be reflected in terns of social 
perception. For example, Glesser, Bottschalk and Watkins 
(1959) found that when college men and women related a 
life experience, women tended to make more self-references 
than men. There is some evidence to support the stereotype 
that men tend to make more reference in their language to 
inanimate objects and women tend to make more reference to 
animate objects (Kramer, 1974; Barron, 1972). There is 
also some evidence that women use more modifying words 
(adjectives and adverbs) in their language than do men 
(Gleser, Bottschalk and Watkins, 1959; Brandis and 
Henderson, 1970; Entwisle and Garvey, 1972). Men and women 
also seem to differ in terms of the perceptual quality of 
language units that they use. For example, Hartman (1976) 
found that in describing a visual stimulus, women were more 
subjective in their descriptions and relied more on "un­
sensed" words. Men, on the other hand, tend to be more 
objective in their descriptions and employ concrete language, 
i.e., information units and qualifiers that can be sensed.
A special comment should be made with reference to 
studies of differences in language usage between male and
10
female children. When one examines the literature on this 
subject, at least until recently, there seems to be less 
equivocation in assuming that sex is a differentiating 
factor in terms of language acquisition and patterns of 
language usage. Maccoby (1974) , for example, notes in his 
study that " . . .  female superiority on verbal tasks has 
been one of the more solidly established generalizations 
in the field of sex differences." Recent research con­
tinues to support the generalization to a degree. It is 
true that whenever a sex difference is found, it is 
usually girls and women who obtain higher scores, but the 
two sexes perform very similarly on a number of verbal 
tasks in a number of sample populations.
In reviewing a large number of language studies with 
very young children (up to age 10) Maccoby (1974) noted 
that the preponderance of evidence points to no signifi­
cant sex differences in overall linguistic ability. An 
exception to this generalization was found by Shipman, 1971. 
In his study of children from impoverished or disadvantaged 
families girls were found to be ahead on a number of 
language measures. At age 10 or 11, according to Maccoby's 
review, "girls begin to come into their own in verbal per­
formance. From this age through the high school and college 
years, we find them outscoring boys at a variety of verbal 
skills." (Maccoby, 1974). As Maccoby notes, the measures
11
used to obtain these results "cover much more than spelling, 
punctuation and talkativeness. Included as wall are con­
siderably higher-level skills, such as comprehension of 
complex written texts, quick understanding of complex 
logical relations expressed in verbal terms, and in some 
instances verbal creativity of the sort measured by 
Guilford's tests of divergent thinking." (Maccoby, 1974).
Even in these studies of language development in which 
distinct phases of language differentiation according to sex 
emerge (girls ahead before age of 3, no differences between 
3 years and adolescence, and adolescence when girls are 
ahead), the focus is almost exclusively on indirect measure 
of language fluency. Investigation of linguistic variables 
that might distinguish the sexes as to structural patterns 
of natural language utilized by each is conspicuously 
absent. Dale has similarly observed that the qualitative 
features of language development have not been studied di­
rectly (Dale, 1976).
As can easily be gathered from the foregoing reviev,7, 
thorough investigations of language differences between men 
and women are wanting. Where data are available, contra­
dictions and confusion abound.
Part of the explanation for the current confusion is 
the methodological problem involved in studying language.
The diversity and polemics of theoretical positions con-
12
concerning issues of language acquisition, language develop­
ment and of the relationship language has to internal psycho­
logical processes have posed serious problems for many re­
searchers. As will be noted more fully in a subsequent 
section of this study, there have recently been developed 
several programs for language analysis that greatly facili­
tate research in the area of linguistics. The promise of 
such approaches lies in the advantage of computer use and the 
avoidance of assertions that the analysis is designed to 
prove or disprove any one theory of language behavior.
When one narrows the inquiry to a consideration of how 
the use of language may vary between the sexes, further 
problems are posed. There is a confounding of gender-related 
phenomena and social sex-role phenomena. It will be re­
called that Barron (1971) suggested that gender has some­
thing to do with a person's perceptual and cognitive under­
standing of himself and his world; and that this understand­
ing should be transmitted in his language. By extrapolation 
from this suggestion, it seems altogether legitimate to 
predict that if gender and sex role do influence one's 
language patterns, then the more rigidly sex typed a person 
is, the more such will influence his communication and thereby 
exacerbate difficulties in understanding between the sexes.*
*Support for this as a parallel phenomenon has been 
found in studies of persons judged to be field dependent and 
field independent. It has been found that not only is field 
dependence/independence sex-related, but that such an orien­
tation influences language patterns as well as creates 
communication problems between persons manifesting different 
cognitive styles. (Wright and Cummings, 1976).
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Other researchers have noted this problem. Con­
stantinople (1973) states that "the failure to distinguish 
gender-related issues and sex-role related issues can be 
critically fatal to an investigation of differences between 
the sexes." And such sex roles are not static. (Renshaw, 
Gorcyca, and Ritter, 1974) noted that "male and female 
language differences are decreasing, possibly as a result 
of changing social views toward stereotypic sex roles."
It is therefore asserted that many of the studies aimed 
at demonstrating sex-related differences in language behavior 
have proved unfruitful for the reason that gender and sex 
role issues were taken to be identical phenomena. What 
constitutes gender identity (or one's sense of "maleness" 
or "femaleness", Kohlberg, 1966) is to be distinguished 
from what is typically viewed as appropriate behavior for 
males and females. Overlaps may exist but the parameters 
of gender role and social sex role cannot be considered as 
coterminous. If the social linguists are correct and social 
roles do significantly influence language as well as a number 
of other personality features, then it is equally plausible 
that social role is a more significant influence than gender 
alone. It may also be that gender and sex role orientation 
interact in such a way that language differences are most 
discernible when such an interaction is accounted for in any 
analysis.
14
Sex Role Typing; Empirical Findings and Assessment Techniques
That there is a definite range of behavior that society 
encourages and deems appropriate for men and yet another 
range for women has for some time carried the weight of fact. 
Despite controversies over when, as a developmental matter, 
how, and operationally what sex typed roles actually con­
stitute, it is clear that psychologically, intellectually, 
emotionally and socially, men and women present themselves 
differently. Of late the rigidity of such sex typed roles 
has undergone close examination by researchers of human 
behavior. Whether a new reality has been created or merely 
an existent one unearthed, what has come from the plethora 
of sex role research is that rigid behavioral roles accord­
ing to gender lines are no longer deemed as desirable for 
psychological and emotional health as they once were.
It is a well-documented phenomenon in the social 
sciences that the expectations for males and females in 
terms of the adoption of sex-specific roles are different 
(Carlson, 1969). As Brown, et al (1973) note, at least by 
the age of five, children of both sexes have fairly definite 
notions of what is socially appropriate for boys to do and 
what is socially appropriate for girls to do. Traditionally, 
adequate psychosexual development has been thought to in­
volve, among other things, a concept of self that incorpo­
rates sex-related roles appropriate to the person's gender
15
identity. Cross-sexed behaviors, or as some prefer to call 
them, sex-inappropriate behaviors, were deemed maladaptive 
and indicative of present or future problems in living for 
the person in question. The precise delineation of sex 
typed roles is a more complex matter. "In previous centu­
ries, not only the way a person dressed, but also the kind 
of work he could engage in, the places he could go, and the 
kind of recreational activities he engaged in were almost 
completely determined by his sex." (Maccoby, 1974). Un­
questionably, this has changed radically in recent years.
Even the non-scientist senses that the core of culturally 
agreed-upon features of what is considered masculine be­
havior and feminine behavior has undergone change. The 
direction being taken is that of a wider range of behaviors 
available to both sexes than heretofore have been socially 
approved. Wherever the lines of sex-appropriate behavior 
have been drawn, what appeared until only recently with 
almost definite certitude was that masculinity and femininity 
were polar opposites. This is to say that what was con­
sidered within the bounds of a masculine identity was to be 
found in its opposite as a feature of feminine identity.
Examples of the bipolarity aspect of the sex roles are 
to be found in the various definitions of sex roles. Block 
(1973) defines sex roles as the "constellation of qualities 
an individual understands to characterize males and females
in his culture." By definition, then, they represent a 
synthesis of biological and cultural forces as they are 
mediated by cognitive and ego functions. Basically con­
sistent but somewhat narrower is the definition offered 
by Sears, et al (1957) which is that "sex typed behavior 
refers to role behavior appropriate to a child's ascribed 
gender." Gutmann (1965) maintains that men and women do 
not experience the same primary coordinates of reality. He 
describes the masculine milieu as impersonal, unpredictable, 
inconsistent and egocentric, while the female milieu is 
seen as familiar, personal, constant and autocentric.
Erikson (1960) parallels such in his observation that girls 
are more concerned with inner space, while boys are more 
oriented to the external world.
Despite the difficulty noted by Maccoby (1974) of 
determining what behaviors are and what are not linked to 
sex roles, there are some aspects of behavior that are 
clearly labelled "masculine" or "feminine." Further elabo­
ration of such a position is seen in the way persons have 
been thought to possess characteristically masculinity and 
femininity. To be masculinely sex typed, therefore, meant 
to manifest behavior, attitudes and so on, that were ex­
clusive of those deemed feminine and vice versa. In other 
words, masculinity and femininity were seen as bipolar 
extremes of a unidimensional scale.
Constantinople (1973) in her criticism of prevailing 
notions of sex typed behavior ignited a rash of studies 
that have resulted in a new look at concepts about sex 
typing. She points out that the groundwork for developing 
new assumptions as well as assessment techniques concerning 
sex roles grew out of Bakan's treatment of the subject in 
his book The Duality of Human Existence (1966) . Bakan 
(1966) designated agency and communion as the prominent, 
if not pervasive, features of human behavior; agency, he 
noted, is primarily a masculine domain and communion is 
primarily a feminine domain. More important, however, was 
his assertion that both exist as allied functions in men 
as well as in women. He even suggested that psychological 
health necessitated the mitigation of one by the other. In 
the wake of his important expose, investigators began to 
entertain the conceptual base that indeed in some quanti­
tative way men possessed, if recessively, attributes gen­
erally considered feminine and vice versa for women. As 
more sophisticated assessment techniques were developed, 
the empirical data seemed stacked in the direction of 
validating a model of composite features of masculine and 
feminine features that in varying combinations co-exist as 
a phenomenon of one's personality structure. Such an 
approach can accommodate those persons (men and women) who 
under various circumstances manifest highly masculine sex 
typed behavior or highly feminine sex typed behavior.
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These are but a representative sample of conceptual 
statements about sex role typing. The bipolarity aspect, 
by which what is masculine and what is feminine rests on 
either end of a single continuum, is readily apparent.
Bakan's observations concerning the relative balance of 
agency and communion and Constantinople's well-grounded 
attack on unidimensional models of sex typing stand as sharp 
lines of demarcation for the introduction of a new model 
of sex role typing. What has become known as the androgyny 
model of sex role typing has achieved the greatest recog­
nition among researchers in the field. Extensive reviews 
(Kelly and Worell, 1977; Constantinople, 1973) focusing 
specifically on a multidimensional view of sex role typing 
all tend to suggest the following: traditional, culturally
accepted notions of what is masculine and what is feminine 
have not altered so much as has the view that it is accepted 
for a member of one sex or the other to manifest a combi­
nation of behaviors, attitudes, and so on typically reserved 
for either males or females.
There are several measurement techniques now available 
that reflect the view of a multidimensional model of sex 
typing. These techniques, as Kelly and Worell (1977) point 
out, are more closely allied with a theory of sex typing such 
as outlined by Bakan. As they note, "More recent formu­
lations of sex roles (Bern, 1974; Spence, et al, 1975;
Berzins et al, 1978) have relied on a different set of
assumptions. They may be summarized as follows: (a) an
orthogonal two-dimensional model of masculinity-femininity; 
(b) a socio-cultural definition of sex roles; (c) the 
sampling of positive, socially valued by sex typed charac­
teristics and (d) a "response repertoire" model of sex 
role style."
Specifically, there are four new instruments for the 
measurement of sex typing that have gained wide research 
attention. As there are numerous lengthy critiques of 
them found in the literature, only a brief review will be 
given.
The Bern Sex Role Inventory (BSRI, Bern, 1974) , is 
briefly described by its author as follows:
When taking the BSRI, a person is asked 
to indicate on a 7-point scale how well each 
of 20 masculine and 20 feminine personality 
characteristics describes himself or herself.
The degree of sex role stereotyping in the 
person's self-concept is then defined as 
student's t ratio for the difference between 
his or her mean scores on the masculine and 
feminine attributes respectively. Thus if a 
person's masculine score is significantly 
higher than his or her feminine score, that 
person is said to have a masculine sex role 
and if a person's femininity score is 
significantly higher than his or her mascu­
linity score, that person is said to have a 
feminine sex role. In contrast, if a person's 
masculinity and femininity scores are 
approximately equal, this person is said to 
have an androgynous sex role.
Spence's inventory, the Personal Attributes Question­
naire (PAQ), Spence, et al, 1975), differs from the BSRI 
in that androgyny, rather than being treated as a matter of
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equal or relative endorsement of masculine and feminine 
characteristics, also incorporates absolute strength of 
endorsement (Worell, 1977). The PAO, an extended version 
of the Sex Role Questionnaire of Rosenkrantz, et al (1974), 
requires subjects to make two sets of ratings. The self 
ratings portion involves a rating on a 5-point scale for 
55 bipolar items. The second rating is one in which the 
subject is asked to compare on a 5-point scale the typical 
male and female on an abbreviated description of one pole 
of each item. Spence, et al (1975) consider the male-valued 
and female-valued subscales to reflect separate dimensions 
of masculinity and femininity. Moreover, these researchers 
have developed a four-point masculinity-femininity-androgyny 
index. A median split is utilized on male-valued and female­
valued scales resulting in four groups: low masculine/low
feminine; low masculine/high feminine; high masculine/low 
feminine; and high masculine/high feminine. Such a method 
of calculation thereby differentiates what Spence refers 
to as the undifferentiated (i.e., persons manifesting few 
characteristics of either sex) and those termed androgynous 
(i.e., persons manifesting a high proportion of charac­
teristics typical of both sexes).
Kelly and Worell (1977) note two other instruments de­
veloped for the purpose of sex typing assessment. The PRF 
ANDRO (Berzins et al, 1975) is intended to parallel theo­
retically and methodologically the BSRI, differing in that
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it uses items selected from a standard personality test (The 
Personality Research Form, Jackson, 1967) . The difficulty 
with the scale, as Kelly and Worell (1977) note, is its 
limited content range. Heilbrun (1976) suggests an instru­
ment which purports to parallel the aim of BSRI, the PAQ 
and the PRF AHDRO; however, it varies considerably from 
these measures in terms of psychometric and construction 
features. In their review, Kelly and Worell (1977) note 
that at present this instrument is promising in that unlike 
the others, it employs undesirable as well as desirable 
sex typed traits. Additionally, the combination of 
"identification" features with measures of masculinity and 
femininity raises issues as to its construct validity.
Both instruments have failed to receive the research attention 
that the BSRI and the PAQ have.
Contemporary Linguistic Theory; Conceptual Basis and 
Operational Design of SLCA____________________________
Without question, the study of sex typing and the 
implications it has for psychological functioning has 
attained a level of sophistication until recently absent.
As many others have noted, the work is not finished. Worell 
(1977) stated that none of the current sex-role scales have 
been designed to measure all of the traits that discriminate 
males from females or to differentiate all sex typed cultural 
traits. Many have pleaded the case for investigations of the 
relationship between language and social roles and specifi­
cally sex typed social roles. Barron (1971), for example,
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in her exploratory study of sex typed language, championed 
the importance of linguistic investigations of social roles. 
"As linguistic differentiation is documented in the manner 
accomplished in this investigation, the parameters and 
dynamics of social differentiation will become amenable to 
empirical research." (Barron, 1971).
Until recently, language research has had to deal with 
at least two difficult issues. One relates to the cumber­
some, laborious tasks of handling language data. Only 
recently, advances in computer technology have been applied 
to the study of language behavior, thus enhancing measurably 
the efficiency of analyzing grammatical characteristics of 
language samples.
The second troublesome issue for any researcher wanting 
to examine the nature of language and its possible relation­
ship to other behavioral phenomena relates to narrow com­
mitments to one of the many theories about language.
Cummings and Renshaw (1978) have commented that in doing so, 
language researchers have often been led to "myopic, if not 
strained, exercises in argumentation."
The rationale for noting these serious impediments to 
language studies is to highlight the solutions found in the 
Syntactic Language Computer Analysis (SLCA III, Cummings and 
Renshaw, 1976). This program will be utilized to analyze 
the language samples for this study.
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The SLCA program is a "descriptive theory of signs. . .
and as such is primarily concerned with the measurement of 
quantifiable aspects of the overtly produced language 
utterances or what Grimshaw (1973) refers to as 'manifest 
structure.'" (Cummings and Renshaw, 1976). Before pre­
senting the actual design of the program, it is necessary 
to review briefly several of the more prominent approaches 
taken by modern linguistic theory. The impact of such a 
review is to highlight the conceptual basis of the SLCA 
III program.
One way of bringing order to the various theoretical 
positions relative to language is to consider them from three 
broad points of view: (1) descriptions of language; (2)
psychological views of language; and (3) sociological views 
of language. Within each of these broad areas, there are 
differing notions about the phenomenon of language and it 
is the more prominent of these that shall be reviewed.
The emphasis in any descriptive approach to lanauacre 
systems lies in discovering the relationship between sounds 
and meaning. Descriptive linguistics generates propositions 
only about what can be directly observed and typically in­
corporates an observational and analytical strategy for dis­
covering sound-meaning relations (Gleason, 1965). Trans­
formational grammar as developed by Norm Chomsky (1957,
1967) incorporates less concern for the manifest aspect of 
language than does a purely descriptive approach. It goes
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much beyond that in seeking to discern the rules that ac­
count for the generation of grammatical sentences. As such 
it is more mentalistic and deductive in approach (Williams, 
1972}. Theoretically, major emphasis is placed on the bi­
furcated concepts of language competence as compared with 
language performance. As Williams (1972) notes, in gener­
ative linguistic theory, linguistic competence is described 
in terms of a system of syntactic, semantic and phonological 
rules or what Chomsky defines as the grammar of language. 
Actual language performance receives less attention within 
Chomsky's original model, with the result that little or no 
effort is made to link language with either classic psy­
chological or environmental conditions (Cummings and 
Renshaw, 1978). The inherent difficulty in doing research 
within the transformational model is that the primary 
experimental variable is production and as the theory goes, 
it is very much in the background.
Psychological approaches to the nature of language can 
be ordered along a continuum according to that facet of lang­
uage behavior given focal attention within the theory. On 
the one end of the spectrum is a purely behavioristic approach 
typified by B. F. Skinner's stimulus-response model (1957).
"In a general sense, then, language behavior is viewed by 
Skinner as conditional responses to different types of verbal 
situations. In the course of language development, the
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language user gains a repertoire of these types of responses 
as a function of their reinforcement in given need situ­
ations." (Williams, 1972). There is a complete avoidance 
of speculation about any internal processes that involve 
language behavior.
Osgood (1963) has postulated a model of languacre be­
havior that examines that which can be directly observed 
and then attempts to provide an account of those types of 
internal behavior that occur between the stimulation of the 
organism and its response. So-called cognitive theories 
concern themselves primarily with the relationship of lang­
uage and thought. The essence of controversy surrounding 
the various cognitive theories relates to whether language 
precedes thought or vice versa. Benjamin Lee Whorf (1956) 
proposed that language "embodies and perpetuates a particular 
world view." (Brown, 1970). An expansion of this idea led 
him to propose two hypotheses:
(1) All higher levels of thinking are dependent 
on language. This is linguistic determinism, 
i.e., language determines thought.
(2) Languages differ drastically; therefore, the 
world is experienced differently by speakers 
of different languages. This is linguistic 
relativism; the picture of the universe is 
different for individuals in different 
linguistic communities (Dale, 1976).
Jean Piaget, on the other hand, has proposed that 
thought occurs prior to, and is an active agent in, the 
structuring of language (Ginsburg and Opper, 1969). Piaget
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determined that speech involves two major categories, ego­
centric speech and socialized speech. The former is lacking 
in communicative intent whereas the latter is intended for 
communication (Dale, 1976) . The Russian psychologist L. 
Vygotsky (1962), in contrast to Piaget, took the position 
that because language is primarily social in origin, there­
fore language is thought (Dale, 1976) .
Investigations of the relationship of social structure, 
social roles and linguistic variables represent the newest 
approach to linguistic study (Williams, 1972). The back­
drop for this line of research is rooted in anthropological 
linguistics, in which the primary interest has been cross- 
cultural aspects of language usage. The works of Labov 
(1966), Shuey (1967) and Bernstein (1970) are representative 
of current efforts to define the social factors that com­
prise various linguistic experiences and presumably are 
intricately involved in observed differentiation in language 
usage across social class and social roles. Brief mention 
will be made of Bernstein’s conceptual work on restricted 
and elaborated language codes (1970), as it is particularly 
illustrative of the relevance of relating linguistic pro­
duction to social sex typed roles. Bernstein concluded from 
his study of various British socioeconomic classes that 
differing modes of speech could be understood as restricted 
codes and elaborated codes. In restricted codes, speech is 
abbreviated, with great emphasis on the social interaction
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of the situation and less emphasis on the communication of 
complex messages. The underlying assumption seems to be 
that there exists a high degree of shared experience be­
tween speaker and listener. Elaborated codes require less 
shared experience since the message is made explicit through 
detailed language. Based on these findings, Bernstein 
proposed a definite link between social roles and the ranges 
of verbal alternatives employed in speech (F. Williams,
1970). The implication is that the learning of linguistic 
codes, be they restricted, elaborated or both, is a major 
way in which social structures and stereotyped roles within 
these structures perpetuate themselves.
More recently, Cook-Gumperz (1975) has noted the 
importance of viewing language as a social principle in and 
of itself. She notes that "a theory of internalization that 
regards social or sociological principles as constitutive 
of the individual personality through linguistic experience 
has remained undeveloped." (Cook-Gumperz, 1975). Having 
thus confirmed the embryonic state of knowledge concerning 
how the social gets "inside" and how the development of an 
individualized social being can be examined by other than 
exteriorized displays, she sets forth an argument that social 
features do underlie grammatical development. Moreover, 
"communicative competence" is then served by two functions 
of language: (1) language acting as a tool for its own
acquisition and understanding in which the linguistic thought
processes must, shape the development of syntactic and 
semantic concepts and (2) also as a guide for other cogni­
tive coding processes, especially in the processing and 
storage of iconic information about events and relationships 
(Cook-Gumperz, 1975). Developmentally within this model, 
syntactical acquisition and refinement becomes the vehicle 
through which a person gains a "normative" understanding of 
the world in which he lives. The implication is that as 
socialization progresses, the development and acquisition 
of syntactic alternatives will act interdependently to 
shape cognitive and perceptual processes within an indi­
vidual .
From the foregoing theoretical review, it is apparent 
that linguistic, psycholinguistic and sociolinguistic topics 
inextricably overlap. A condensation of the multitude of 
tenets presented suggests that at least two generalizations 
can be formulated: (1) language behavior is related in some
way to cognition and (2) language behavior is related in 
some way to social structure, to the perception of the 
environment and most particularly to the social environment. 
These deductions parallel very closely what Dance and Larson 
(197 6) have denoted as the functions of human communications 
"(1) the linking of the individual with the environment;
(2) the development of mental processes; and (3) the regu­
lation of human behavior."
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In addressing specifically the conceptual framework and 
design of SLCA, it is to be noted that the designers of the 
program have drawn on precisely those theoretical dimensions 
already cited. Moreover, they have recognized that much of 
the theorizing about language behavior is, at least presently, 
not susceptible of scientific proof. Citing Hawes (1975) , 
they emphasize the fact that the complexity of human be­
havior, and in particular language, suggests that causal 
models may retard rather than advance research. As such the 
position is taken that "language behavior can best be viewed 
as interdependent with perception and cognition, as a sym­
bolic identifier or marker of discriminable elements and 
their relations perceived to exist in the real or imaginary 
environment of a living organism." (Cummings and Renshaw, 
1978). Moreover, the interactive relations between perception 
and the cognitive processes of a living organism should be 
"mirrored" in language behavior. "Significant to our ap­
proach is the identification of those language 'markers' 
which point to perceptual properties of the environment 
and/or cognition." (Cummings and Renshaw, 1978). The 
SLCA system therefore provides a measurable profile for any 
given message, a profile which will be indicative of the 
language choices a person makes with regard to particular 
phenomena or cognitive-physiological states present at the 
time of its production.
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Operational Design of SLCA
The grammatical characteristics of a message corpus are 
analyzed in terms of eight qualities of language: (1) social 
perception; (2) sensation; (3) existence; (4) motion; (5) 
disposition; (6) time; (7) symmetry; and (8) conditionality. 
Operationalization of these eight qualities of language is 
based on three grammatical categories of language behavior:
(1) information units (nouns); (2) qualitative-quantitative
units (adjectives and adverbs); and (3) relations (verbs). 
Relative density measures calculated for each grammatical 
category operationally define each of the eight categories.
The operationalization of the eight qualities of 
language can be summarized as follows:
(1) social perception assessed by measures of infor­
mation units:
(a) inanimate perception - the relative frequency 
of subjects and objects of verbs having 
"thing" quality rather than "person"
(b) audience perception - the relative frequency of 
subjects and objects of verbs that are second- 
person personal pronouns
(c) self-perception - relative frequency of subjects 
and objects of verbs which are first-person 
personal pronouns
(d) generalized-other perception - relative frequency 
of nouns and pronouns which refer to unspecific 
other persons or groups of persons
(e) authority-other perception - relative frequency 
of proper nouns which refer to specific other 
persons or groups of persons
(2) measures of sensation: utilizes information units
and modifier units
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(a) sensed information - relative frequency
of subjects and objects of verbs referring 
to persons, places or things which can be 
seen, tasted, smelled, heard or touched
(b) unsensed information - relative frequency 
of subjects and objects of verbs that 
cannot be sensed
(c) sensed qualifiers - relative frequency of 
modifiers (adjectives, adverbs, and 
objects of prepositions) referring to 
qualities or quantities which can be 
sensed
(d) unsensed qualifiers - relative frequency 
of modifiers which cannot be sensed (such 
as lovely)
(3) measures of existence: utilizes six different 
measures
(a) negative information - relative frequency 
of occurrence of subjects and objects
of verbs which have a negation such as 
"no" or prefix such as "un-" or "dys-"
(b) positive information - relative frequency 
of subjects and objects of verbs that 
have no negation
(c) negative qualification - relative frequency 
of qualifiers associated with information 
units and relations (verbs) by use of "no" 
or "not"
(d) positive qualification - relative frequency 
of qualifiers not associated with a "no"
or "not"
(e) negative relation - relative frequency of 
verbs having "not" or certain negativing 
prefixes in the verb phase
(f) positive relation - relative frequency of 
verbs which do not have negative indications 
in the verb phase
(4) measures of motion: two in number
(a) non-motion language - relative frequency 
of verbs or verb phrases which are of the 
form "to be"
(b) motion language - relative frequency of 
all other verbs or verb phrases
(5) measures of disposition
(a) disposition language - relative frequency 
of verbs that are of the subjunctive mood 
or in the sentence form of a guestion
(b) assertion language - relative frequency 
of verbs in the indicative mood
(6) measures of time
(a) past time - relative frequency of simple 
past tense verbs or verb phrases
(b) present time - relative frequency of 
simple present tense verbs or verb phrases
(c) future time - relative frequency of simple 
future tense verbs or verb phrases
(7) measures of symmetry
(a) symmetric relation - relative frequency of 
verbs or verb phrases which have an object
(b) asymmetric relation - relative frequency 
of verbs or verb phrases which do not have 
an object
(8) measures of conditionality
(a) qualified information - relative frequency 
of information units with one or more 
qualifiers
(b) unqualified information - relative frequency 
of information units not associated with 
qualifiers
(c) qualified relation - relative frequency of 
relations associated with one or more 
qualifiers
(d) unqualified relation - relative frequency of 
relations not associated with one or more 
qualifiers
In all, thirty-two (32) variables provide the basis o 
analysis. "These variables provide a basis for charting 
profiles of language users such that both molar and micro 
patterns may be identified as contributing to the under­
standing of the communication process." (Cummings and
Renshaw, 1978).
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Summary of Literature Review
To investigate the relationship between language 
patterns and social sex roles several areas of research 
have been reviewed. Studies relating to linguistic vari­
ations between males and females were first presented.
One important conclusion drawn concerned the absence of 
significant data validating the long-standing assertion 
that men and women do distinguish themselves in terms of 
language usage. The second area of research reviewed dealt 
with sex role typing. The focus of attention was on oper­
ational definitions of sex roles and measurement of sex 
roles. The review makes quickly apparent the fact that 
language has yet to be used as a source of information about 
the nature of sex role stereotypes. SLCA is a relatively 
new instrument, as is research aimed at understanding the 
personal and social implications of linguistic variation 
within culturally homogeneous language communities. In order 
to understand better the conceptual as well as design 
features of the SLCA program, a brief review of contemporary 
theories of language was presented. The actual design of 
the SLCA program was then presented, detailing the specific 
variables upon which the language analysis is based.
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STATEMENT OF THE PROBLEM
The purpose of this study is to investigate the relation­
ship between language usage, i.e., syntactical and semantical 
linguistic patterns, and four possible social sex role types. 
It has long been asserted that men and women can be differ­
entiated according to language patterns, but supporting 
empirical data are for the most part wanting. A review of 
those studies that have researched language and sex reveals 
that in no case has social sex role been taken into ac­
count. In every instance gender alone, i.e., biological 
sex, has been the only independent variable. It is sus­
pected that a failure to support empirically the propo­
sition that men and women speak differently is due in large 
measure to the failure to consider social sex role of the 
person as well as the person's gender. It is therefore 
hypothesized that social sex role is a more distinguishina 
as well as influencing factor of language usage than gender 
alone.
The rationale for this study is two-fold. Many writers 
have lamented the fact that language has for the most part 
been ignored as a source of significant data about human 
behavior. Pepinsky (3 974) , for example, has noted that we 
know a "great deal about the physical properties of communi­
cation, and can measure with precision the temporal patterns 
of verbal activity and silence that occur in human dialogue.
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By comparison, attempts to characterize and measure lin­
guistic features of communication, in which human partici­
pants employ natural language, are relatively crude and in­
exact: the personal and social implications of such usage
are still more elusive." Barron (1971), in her preliminary 
investigation of sex typed language, has stressed the im­
portance and relevance of utilizing linguistic differenti­
ation to gain a better understanding of the dimensions of 
social roles. That the nature of one’s language productions 
reveals something about a person's cognitive, perceptual 
and social processes is currently considered a viable propo­
sition. It is expected that persons, as a function of 
varying sex role orientation, will reveal themselves differ­
ently in terms of their language productions and that the 
analysis of the particular language profiles will provide 
useful information concerning social sex typing both from 
a cognitive as well as perceptual standpoint.
A second reason for embarking on a study of language 
and sex roles relates to the fact that language is a social 
act (Grimshaw, 1973). As such it is a major vehicle for 
contacting others in the environment. Whether language 
as communication facilitates problem solving or creates 
problems is intimately related to whether understanding be­
tween speakers from presumably a common linguistic community 
(i.e., English language) is achieved. The research of Labov
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(1970) (poor vis-a-vis well-to-do) and Bernstein (1970) 
(upper class vis-a-vis lower class) are just two examples 
of linguistic research which revealed communication problems 
between persons sharing a common language but "unsharable 
experiences out of which unsharable metaphors have grown." 
(Weizenbaum, 1972).
It is beyond the scope of this paper to investigate 
the precise nature of communication problems that might 
arise between persons of differing sex role orientation as 
a function of linguistic usage. It is anticipated, however, 
that a demonstration of linguistic variation according to 
a speaker's sex role will provide useful information for 
future studies of what Hymes (19 70) calls "communicative 
competence." The concept implies that the form as well as 
the function of syntactic alternatives in language pro­
duction will have a distinct impact on one's interpersonal 
contacts. The intent of this paper is to demonstrate that 
the choice between syntactic alternatives is at least in 
part a function of sex role orientation.
To assess an individual's sex role orientation, the 
Personal Attributes Questionnaire (PAO, Spence, Helmreich 
and Stapp, 1975), was employed. This instrument conceptu­
alizes sex typing as an enduring character trait. Mascu­
linity and femininity are viewed as personality traits 
that are independent of one another but susceptible of co­
existence within one personality. Specifically, the instru­
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ment identifies persons as falling in one of four categories: 
(1) high masculine/low feminine (masculine sex typed); (2) 
high feminine/low masculine (feminine sex typed); (3) high 
masculine/high feminine (androgynous sex typed); and (4) 
low masculine/low feminine (undifferentiated sex typed).
Language samples elicited from persons identified ac­
cording to their sex role orientation were analyzed with the 
Syntactic Language Computer Analysis (SLCA) program developed 
by Cummings and Renshaw (1976). The SLCA program produces 
a language profile based on the analysis of the grammatical 
characteristics of a message corpus. SLCA provides for a 
psychogrammatical study of language behavior and as such 
presumes that the manifest structure of language behavior 
reflects something of the cognitive-physiological and 
perceptual state of the language producer (Cummings and 
Renshaw, 1976) .
Summary:
The above discussion has concentrated on two general 
topics: (1) what is known or at least has been speculated
about language behavior as a function of sex and (2) what 
is known from recent research on social sex role typing with 
specific attention to an androgyny model. The impetus for 
linking these two issues relates to the belief that previous 
efforts to demonstrate differences in men and women's 
language have enjoyed only a small measure of success be­
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cause of a reliance on the assumption that gender alone 
would differentiate language patterns. As Worell (1974) and 
others have asserted, sociocultural sex roles and gender are 
not isomorphic. By taking into account social sex rcxe, it 
was expected that sex differences in language production 
would be revealed. Knowledge of those linguistic variables 
that distinguish themselves as being sex typed was expected 
to provide useful information about the cognitive and 
perceptual processes related to social sex roles. Moreover, 
the communicative competence associated with sex role 
orientation can be better understood as the linguistic 
variation associated with sex role is uncovered.
EXPECTATIONS
It is expected that the language employed by persons 
of various sex typing will differ significantly in terms of 
the eight qualities of language on which the analysis of 
SLCA III is based. Three sources have provided the basis 
on which specific expectations have been made concerning the 
language behavior of persons classified as either highly 
masculine, highly feminine, androgynous or undifferentiated. 
Empirical studies of language behavior as it relates to sex 
of the user, popular stereotypes concerning such phenomena 
and findings from studies of non-linguistic sex differences 
have been used to predict analogous language behavior.
Barron (1972) generated hypotheses about linguistic behavior 
from data concerning sex differences in non-linguistic be­
havior and offered the following rationale for doing so:
The relationship between behavior and 
beliefs or concepts of sex role seems to be 
mutually determinative. That is, sex role 
concepts are at least partially predicated on 
sex-typed behaviors. An individual builds a set 
cognitive construct of social maleness or 
femaleness, which is based on these sex-typed 
behaviors of self and others and on the way 
persons react to these behaviors. This 
cognitive content in turn influences the 
behavior of the individual according to some 
sort of restriction on congruence of the 
behavior and the sex-typed self-concept. The 
range of behaviors conditioned and determined 
by the social gender role is unquestionably a 
broad one. Since the influence of sex role 
on behavior is central and diverse, in all 
likelihood the associated behavioral differ­
ences include differences in language behavior.
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If, therefore, it is assumed that cognitive structures 
differ because of differential experiences had by men and 
women and that language reflects a person's cognitive 
structures, then language behavior will differ across sex 
of the speaker. Beiber (1977) has suggested that a person's 
method of speaking, that is a person's particular linguistic 
structure, serves as an information display of a set of 
cognitive premises. Cognitive-perceptual sets involved in 
sex role as manifested in non-linguistic behavior should 
then predict analogous language differences among persons 
with identifiable differences in their sex role orientation. 
Such a proposition is consistent with the theoretical premise 
of SLCA III, which considers language behavior to "mirror" 
the interactive relations between perception and cognitive 
processes. The following presents specific expectations with 
reference to the eight qualities of language comprising the 
SLCA III method of analysis.
(1) Social Perception
Social perception is the characteristic way in which 
persons perceive people and inanimate objects. Included in 
this concept is the relative attention one gives to animate 
versus inanimate objects. Empirical data as well as popular 
stereotypes suggest that men talk more about inanimate and 
women talk more about animate (people) objects. Therefore 
it is expected that masculine persons will produce more 
inanimate references and feminine persons will make more
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references to animate objects. It is also expected that 
feminine persons will make more self-reference than mascu­
line persons.
Total perceptual cognitive activity refers to the total 
number of words contained in a single language corpus. The 
prevailing stereotype is that women talk more, i.e., they 
produce more words than men under similar conditions.
Limited empirical data suggest that young girls tend to 
produce longer sentences but as adults, women tend to produce 
shorter sentences than men. It is expected that highly 
feminine persons will produce significantly more words than 
highly masculine persons.
(2) Sensation
Sensation refers to the abstractness or concreteness 
of linguistic variables. Informational units and qualifiers 
are analyzed as to whether they can be sensed or not. Chair, 
for example, is a sensed informational unit and the color 
"green" is a sensed qualifier. "Beautiful", a qualifer, and 
"soul", an informational unit, are abstract concepts. Lang­
uage variables not susceptible to touch, smell, sound, taste 
or sight are considered to be reflective of internal psycho­
logical states. Empirical data and stereotypes suggest 
that women are more concerned with feeling, emotion and 
such internal processes. It is therefore expected that 
feminine sex typed persons will employ more unsensed infor­
mational units and qualifers than masculine sex typed persons.
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(3) Existence
Existence refers to the incidence of negation or lack 
of negation present in one's language. Limited empirical 
data suggest that women employ more negation in their 
language than men. It has been suggested (Lakoff, 1975) 
that women's language is non-assertive and tentative, im­
plying an absence of self-confidence. It has been hypothe­
sized that negation in language "has to do with feelings of 
confidence." The inference is that a speaker who chooses 
to negate existence is less sure of his/her position than 
one who chooses to make a definite or positive statement 
about some phenomenon. On the basis of this reasoning, it 
is expected that feminine persons will utilize more negation 
in their language than masculine sex typed persons.
(4) Disposition
Disposition as a quality of language signifies "language 
of unreality versus language of fact" (Renshaw, 1974). Re­
lational units, i.e., verbs, are analyzed in terms of two 
categories. Verbs in the indicative mood are considered 
verbs of assertion. Verbs that are in the subjunctive mood 
or that are used in asking a question are considered non- 
assertive words. Utilizing verb forms such as "may" or 
"might" suggests that the user is reluctant to assert fact.
If there is validity in the belief that men are more as­
sertive than women and that women are more likely to "hedge" 
as Lakoff (1975) suggests, it is then expected that masculine
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sex typed persons will employ more relational units of as­
sertion. It is expected that feminine sex typed persons will 
produce a higher frequency of relational units in the sub­
junctive mood as well as questions.
(5) Motion
Motion refers to that quality of relational units in­
dicating action as opposed to "to be" verbs or "state" verbs. 
There is limited empirical data suggesting that men do employ 
more action verbs than women (Barron, 1971). The prevailing 
stereotype is that men are more action-oriented or "instru­
mental." (Barron, 1971, Lakoff, 1975, Bakan, 1964). The 
stereotype of women is that they are "expressive" (Bakan, 
1964), i.e., concerned with "feelings" or "internal states 
of being." It is therefore expected that masculine persons 
will use more action verbs than feminine persons and that 
feminine sex typed persons will use more verbs in the "to 
be" form.
(6) Time
Time as a dimension of language refers to the relative 
frequency with which a language user employs past, present 
and future verb tenses. In a review of the literature deal­
ing with sex-re.lated language behavior, nothing appeared 
suggesting a relationship between sex of the speaker and the 
verb tense most frequently used. In investigating the re­
lationship of emotion and choice of linguistic variables,
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Farbet (1960) found that "anxiety" was significantly corre­
lated with the use of the future tense. In other words, the 
more anxiety a person manifests, the more future-orientation 
is revealed in the person's language. Stereotypes of 
feminine sex typed persons, both men and women, suggest that 
such persons tend to be more anxious than masculine sex typed 
men and persons manifesting an androgynous sex role orien­
tation. It has been hypothesized that women are more anxious 
because of their relative lack of status and power in society. 
Moreover, it has been hypothesized that it is anxiety-pro­
voking for a person to maintain a sex role orientation in­
appropriate for one's biological gender. Such would be the 
case for men with a feminine sex role orientation. It is 
therefore expected that women who are femininely sex typed 
and men with feminine sex types will employ significantly 
more future tense verbs than will men and women with mascu­
line or androgynous sex typing.
(7) Symmetry
Symmetry refers to whether or not a verb or verb phrase 
has an object. A symmetric relationship is one in which the 
relational or verb unit has an object. An asymmetric re­
lationship is one in which the relational unit does not 
have an object. Symmetric relationships contain transitive 
verb forms, i.e., verbs connoting action by some doer to some 
object. Intransitive verb forms are found in asymmetric re­
45
lations such as "the car stopped." Empirical evidence 
(Barron, 1971) supports to some extent the stereotype that 
men are action-oriented and tend to focus on objects of 
some action. It is expected that masculine sex typed persons 
will manifest more symmetric relations in their language 
than will feminine sex typed persons.
(8) Conditionality
Conditionality refers to the relative frequency with 
which a language user qualifies informational units and re­
lational units. The empirical evidence as to the frequency 
of use of adjectives and adverbs is mixed. Some researchers 
(Kramer, 1974) have found no difference between men and 
women in the number or types of adjectives and adverbs used, 
and others (Entwisle and Garvey, 1972) found females used 
more adjectives. Stereotypes are that women use more words 
and more "flowery" words or qualifying words. It is there­
fore expected that feminine sex typed persons will display 
a greater frequency of informational unit and relational 
unit modifiers.
METHOD
Subjects: 153 students from LSU undergraduate classes
served as subjects for this study. 79 subjects (male =
40, female = 39) were randomly selected for use in the 
study. A total of 237 written messages were analyzed.
The average age of all subjects used was 18.86 years; the 
average age of males used was 19.15 years; and the average 
age of females used was 18.56 years.
Instruments; The Personal Attributes Questionnaire (PAQ, 
Spence, Helmreich and Stapp, 1975) was used in this study. 
The specific scale used was an abbreviated PAQ developed 
by Spence et al. which consisted of 24 items. This scale, 
which highly correlates with the original scale (r = .91), 
contained both a masculinity and a femininity scale. The 
masculine-valued scale consisted of items judged by males 
and females to be ideal for males as well as typical of 
males. The feminine-valued scale contained items judged 
ideal as well as typical of females.
The scoring system for this instrument utilizes a
median cut-off procedure for both subscales and produces
four possible outcomes:
androgynous = high masculine/high feminine 
masculine-typed = high masculine/low feminine 
feminine-typed = low masculine/high feminine 
undifferentiated = low masculine/low feminine
46
47
By using above-median scores to classify a person, the 
absolute magnitude as well as sex typed orientation was taken 
into account.
The Syntactic Language Computer Analysis (Cummings and 
Renshaw, 1976) was used in this study to analyze the language 
sample elicited from each subject. This computerized system 
for syntactic analysis of language is based upon three basic 
linguistic dimensions: (1) informational units (nouns or
subject signs); (2) relational units (verbs or connectors); 
and (3) quantifier-qualifier units (adjectives or adverbs). 
Message corpi are assessed in terms of the relative frequency 
of each of the above units, such that an informational, unit 
density, a relational density and qualitative-quantitative 
density are calculated. A probability view of language 
is thus generated which relies upon eight qualities of 
language: (1) social perception; (2) sensation; (3)
existence; (4) motion; (5) disposition; (6) time; (7) 
symmetry; and (8) conditionality. Operationalization of 
these eight qualities of language is based on the three 
density measures noted above. In all, the eight variables 
classes are represented by 32 specific variables.
Procedure: Potential subjects were recruited from LSU under­
graduate classes. Subjects were asked to participate in a 
study about how men and women might use language differently. 
Confidentiality and anonymity were assured to all who agreed 
to participate.
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Those persons who agreed to participate in the study 
were administered the PAQ (15 minutes) and then were asked 
to write their response to three different messages. One 
was the statement (Horner, 1975), "After first-term finals, 
John finds himself at the top of his medical school class." 
Another was the statement (Horner, 1975), "After first-term 
finals, Anne finds herself at the top of her medical school 
class." A third statement was "LSU should have ungraded 
classes." 4 5 minutes were given for the completion of these 
three messages. The last statement was pretested with a 
random sample of LSU undergraduate students comparable in 
age, male-female ratio and academic standing to the subject 
pool. This procedure ensured that the statement was neutral, 
in that a person's sex would not bias his or her response.
Statistical Analysis: According to the median split four-
quadrant method developed by Spence, Helmreich and Stapp 
(1975) for scoring the PAQ, student subjects were assigned 
to one of the four categories (high masculine/low feminine; 
high feminine/low masculine; high masculine/high feminine 
or androgynous; and low feminine/low masculine or undiffer­
entiated .
A multiple analysis of variance was used to test the 
differences in language profiles generated by subjects within 
each of the four sex role categories. Stated in the null 
form, it was hypothesized that sex typed persons will not
significantly differ in the grammatical structures of 
language messages produced in response to a stimulus pre­
tested to ensure freedom from sex bias. Implicit in this 
general hypothesis was that a univariate analysis would be 
performed for each of the thirty-two grammatical variables 
present in the SLCA program.
RESULTS
Cognitive-Perceptual Activity
Main Effects. Persons sex-typed, as masculine used sig­
nificantly fewer words in responding to the three stimuli 
than any other group (p .01), see Figure 1. A signifi­
cant main effect was also found for message (p .01).
Figure 3 presents language profiles according to message.
All groups combined produced significantly more words in 
response to Message 1 than they did to the other two 
messages (p .01).
Cognitive perceptual activity was further analyzed in 
terms of the relative frequency of informational units, re­
lational units and qualifier units. A main effect by 
message was found for relational units (p .05). Persons 
of both sexes regardless of sex type used significantly more 
relational units in response to the neutral message (Message 
3) than they did in response to the other two messages.
(See Figure 3).
Interaction Effects. Sex of the user and sex-type of 
the user interacted significantly in terms of the total words 
produced in response to all three messages (p .05). Females 
manifesting a feminine sex-type produced the greatest number 
of words. Females who were masculine sex-typed produced the 
fewest words. This interaction is presented in Figure 2.
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Males demonstrated a hierarchial trend of total words 
produced from psychologically masculine, to feminine, andro­
gynous and then undifferentiated groups.
Sensation Density
Main Effects. Of the four operational measures com­
prising the dimension of sensation, there was a main effect 
by sex type for sensed objects (p .05), see Figure 1. 
Persons of both sexes of masculine sex type produced signi­
ficantly fewer sensed informational units than the other 
three groups. Figure 4 presents language profiles according 
to sex type. There was an upward trend of sensed infor­
mational units produced from psychologically sex-typed femi­
nine, to androgynous to undifferentiated.
A significant main effect was found for all four 
measures of sensation density for the independent variable 
message (p .01).
Significantly fewer sensed informational units and 
sensed qualifiers were used by all groups in response to 
the third message. There was a slight upward trend for the 
relative frequency of sensed informational units and sensed 
qualifiers from Message 1 to Message 3 (see Figure 3).
Significantly more nonsensed informational units and 
nonsensed qualifiers were produced by all groups in response 
to Message 3. The frequency of unsensed informational units 
was the same for all groups in response to Message 1 and
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Message 2. The same was true for the production rate of 
nonsensed qualifiers, i.e., all groups produced the same 
frequency in response.
Interaction Effects. A significant interaction for sex 
by sex type was found for sensed informational units (p 
.05). This interaction is presented in Figure 2. Females 
who were masculinely sex-typed produced the fewest sensed 
informational units of any group of both sexes. Females who 
were psychologically androgynous in their sex typing produced 
the greatest frequency of sensed informational units of all 
other groups of both sexes. Feminine and undifferentiated 
sex typed females produced the same frequency of sensed 
informational units. Psychologically feminine and 
androgynous males produced about the same frequency of 
sensed informational units and masculine and undifferentiated 
males showed a slightly upward trend in relation to males in 
the other two groups.
Sex of the user interacted with the message at a 
level approaching significance in terms of the frequency of 
sensed qualifiers (p .053). Males and females produced 
significantly fewer sensed qualifiers in response to Message 
3 than to the other two messages, with females using fewer 
such qualifiers than males. Males and females produced 
about the same frequency of sensed qualifiers in response 
to Message 1 and Message 2.
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A significant three-way interaction by sex by sex type 
by message was detected for the nonsensed informational 
units (p .05). Prominent in the interaction is that mascu- 
linely sex typed females produced significantly more non­
sensed informational units in response to Message 3 than 
did males or females in any of the other groups.
Existential Density
Main Effects. Two of the six operational measures of 
existential density produced significant differences accord­
ing to the sex of the speaker (p .05). Females in all sex 
type groups demonstrated a higher frequency of positive 
informational units than did men. Males regardless of sex 
type produced significantly more negative relational units 
than did females.
A main effect for message was detected in terms of the 
relative frequency of negative relational units (p .05).
All groups produced more negation of relational units in 
response to Message 3.
Interaction Effects. A significant interaction was 
found for sex by sex type with regard to the relative 
frequency of negative informational units (p .05). Females 
masculinely sex typed produced the lowest frequency and males 
with an undifferentiated sex typing produced the highest 
frequency. Feminine, androgynous and undifferentiated sex 
typed females demonstrated comparable use of negative infor­
mational units. Masculine males, feminine males and
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androgynous males demonstrated a downward trend in terms of 
use of negative informational units. (See Figure 2).
Although not significant at the .05 level, a noticeable 
trend of interaction was detected for the frequency of use 
of positive informational units for sex by sex type. Females 
psychologically sex typed as masculine used relatively more 
positive informational units than any other group regardless 
of sex type. Femininely sex typed females produced fewer 
positive informational units than masculine, androgynous or 
undifferentiated females and about the same frequency as 
men of all the sex typed groups.
A significant three-way interaction among message, sex 
type and sex was found for negative qualifiers (p .05). A 
trend was also noticed with respect to the interaction of 
message, type and sex with regard to the relative frequency 
of positively perceived informational units.
Social Perception
Main Effects. Significant main effects for six of the 
nine social perception measures were found. Sex typing sig­
nificantly affected the relative frequency with which persons 
referred negatively to unspecified authority figures (p .01). 
Psychologically undifferentiated sex-typed persons were 
highest in their negative reference to unspecified authority 
figures, followed by femininely sex typed persons, androgynous 
sex typed persons and masculinely sex typed persons.
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A slight trend (p .09) was noticed for persons of 
different sex typing to respond differently in terms of 
specified negative authority figures. Again, psychologically 
undifferentiated persons made relatively more negative 
references to specified authority figures, followed by 
androgynous, masculine and feminine sex typed persons. (See 
Figure 4).
The message elicited significant differences for six 
of the measures of social perception. (See Figure 3). In 
response to Message 3, significantly less negative perception 
of specified and unspecified authority figures was produced 
(p .01). Negative authority was perceived in approximately 
the same ratios in response to Message. 1 and Message 2. The 
same was true for the negative perception of unspecified 
authority, i.e., approximately the same frequencies were 
produced in response to Message 1 and Message 2.
Persons responded with almost equal frequency to Message 
1 and Message 2 in terms of positively perceived unspecified 
authority figures. A significant difference was found in 
response to Message 3 with the relative frequency of pro­
duction of positively perceived unspecified authority figures 
being less than for Message 1 and Message 2 (p .01).
A main effect was also detected for message for the 
variable measuring relative frequency of inanimate perception. 
Significantly more references to inanimate objects were made 
in response to Message 3 than to Message 1 and 2 (p .05).
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Interaction Effects. A significant interaction between 
sex and sex type was detected in terms of negative perception 
of unspecified authority figures (p .01). Undifferentiated 
males were highest on the measure followed by females who 
were psychologically feminine sex typed. (See Figure 2). 
There was little variation for all other groups as to the 
relative frequency of negative reference to unspecified 
authority figures.
Definitional Density
Significant main effects for message were detected as 
to the relative density of undefined informational units and 
undefined relational units. The density for both variables 
was significantly (p .01) higher in response to Message 3. 
The frequency of undefined informational units was approxi­
mately equal for Message 1 and 2. Ratios of comparable 
magnitude were also found for undefined relational units in 
responses to Messages 1 and 2.
A noticeable difference, approaching statistical sig­
nificance, was detected for the relative frequency of defined 
relational units (p .06). The incidence of such usage was 
higher in response to Message 1, next highest for Message 2 
and lowest in responses to Message 3.
Interaction Effects. Significant interactional effects 
between sex of the language user and message for both defined 
and undefined relational units were found (p .05). Females
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used relatively fewer defined relational units in response 
to Message 3 than did any other group of both sexes in 
responding to all three messages.
Females demonstrated greater variation across the three 
messages than did males in terms of the relative frequency 
of undefined relational units employed. The lowest frequency 
ratio for undefined relational units for all groups respond­
ing to all three messages was produced by females in re­
sponses to Message 2.
Reflexive Density
Main Effects. A main effect for sex type was found for 
the variable asymmetric relation (p .05). Persons mascu­
linely sex typed produced a higher ratio of asymmetric 
relations than any of the other three groups. Persons sex 
typed as feminine, androgynous, and undifferentiated all 
produced approximately the same relative frequency of 
asymmetric relations.
Approaching statistical significance was the difference 
in relative frequency of symmetric relations according to 
the sex type of the user (p .056). In this instance, 
masculinely sex typed persons produced the lowest frequency 
of symmetric relationship. Persons psychologically sex 
typed as feminine were next lowest in their production of 
symmetric relationship, followed by androgynous sex typed 
persons and then by undifferentiated sex typed persons.
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A significant main effect for message was detected for 
the variable symmetric relation (p .01). A significantly 
greater density factor for symmetrical relation was found 
in response to Message 3. The relative frequency of sym­
metrical relation was approximately equal in responses to 
Message 1 and Message 2.
Motion Density
No significant differences were detected for the de­
pendent variable of motion density.
Time Density
Main Effects. The relative frequency of the use of 
past-time verbs was significantly different as to message 
(p .01). The density factor for the use of past-time verbs 
was significantly lower in responses to Message 3 than in 
responses to Messages 1 and 2. The relative frequency of 
use of past time was approximately equal in responses to 
Messages 1 and 2.
The relative frequency of future tense verbs in re­
sponses to Message 3 was significantly greater than in re­
sponses to Messages 1 and 2 (p .01). The density for future 
tense verbs was approximately equal in responses to Messages 
1 and 2.
Disposition
Main Effects. Two main effects were found for the 
dimension of language termed disposition. The relative
frequency of use of verbs in the indicative mood, i.e., 
verbs of assertion in responses, to Message 1 was signi­
ficantly greater (p .01). Message 2 elicited the next 
greatest frequency.
Additional Analysis
Norms for assessing sex role adaptations peculiar to 
the LSU student population were calculated by Meehan (1979) 
Spence's M and F median cut-offs were 20 and 23 (respective 
ly). LSU medians were established at 22 for M and 25 for 
F. Table 1 shows the distribution of subjects according to 
Spence's norms and the norms unique to LSU. Language data 
was not reanalyzed according to the LSU norms.
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TABLE 1: Total Number of LSU Students Falling into Sex-
type Categories. (Number appearing first based 
on Spence's 1978 Recommended Median-Split Cut­
offs of M>20, F> 23; Numbers appearing within 
parentheses based on LSU Idiosyncratic Median- 
Split Cut-offs, M>22, F> 25. Meehan, 1979)
Androgynous Masculine Feminine Undifferentiated
MALE 14 (8) 9 (8) 10 (11) 7 (13)
(n=40)
FEMALE 9 (4) 10 (8) 10 (8) 10 (19)
(n=39)
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Table 2: Table of Mean Values According to Message
Message 1 Message 2 Message
Informational Units .338 .344 .337
Relational Density .257 .247 .273
Qualitative-Quantitative .403 .407 .389
Sensation-Objects .237 .240 .197
Non Sensation .101 .104 .139
Sensation-Qualifiers .204 .216 .121
Non Sensation-Qualifiers .199 .191 .268
Positive Existence-Objects .123 .122 .135
Negative Existence-Objects .215 .222 .201
Positive Qualifiers .398 .401 .380
Negative Qualifiers .005 .006 .009
Positive Relations .253 .239 .258
Negative Relations .003 .008 .014
Positive Authority .003 .001 .002
Negative Authority .038 .049 .018
Positive Authority-Other .019 .019 .006
Negative Authority-Other .103 .102 .041
Positive Self Perception .000 .001 .001
Negative Self-Perception .008 .007 .020
Positive Audience Perception .000 .000 .000
Negative Audience Perception .000 .001 .009
Inanimate Perception .163 .161 .236
Defined Information .337 .342 .325
Undefined Information .001 .002 .012
Defined Relations .083 .079 .067
Undefined Relations .174 .168 .205
Symmetric Relations .117 .122 .144
Assymetric Relations .140 .124 .128
Table 2: Continued
Message
Motion Density .185
Static Density .071
Past Time .071
Present Time .168
Future Time .016
Assertion .243
Conditional .013
Message 2
.169
.077
.073
.159
.014
.243
.013
Message 3
.191
.081
.023
.173
.076
.188
.084
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Table 3: Table of
Masculine
Informational Units .328
Relational Density .263.
Qualitative-Quantitative .407
Sensation-Obj ects .204
Non Sensation .124
Sensation-Qualifiers .176
Non Sensation-Qualifiers .231
Positive Existence-Objects .131
Negative Existence-Objects .196
Positive Qualifiers .400
Negative Qualifiers .007
Positive Relations .250
Negative Relations .012
Positive Authority .006
Negative Authority .035
Positive Authority-Other .017
Negative Authority-Other .069
Positive Self-Perception .000
Negative Self-Perception .012
Positive Audience Perception .000
Negative Audience Perception .001
Inanimate Perception .186
Defined Information .319
Undefined Information .009
Defined Relations .085
Undefined Relations .177
Symmetric Relations .115
Assymetric Relations .148
According to Sex Type
Feminine Androgynous Undifferentiated
.347 .334 .352
.258 .258 .257
.3-94 .407 .390
.228 .229 .239
.118 .105 .112
.173 .189 .181
.220 .217 .208
.124 .129 .122
.222 .204 .230
.388 .398 .384
.005 .008 .005
.249 .251 .250
.009 .006 .006
.000 .002 .001
.024 .040 .041
.014 .014 .013
.087 .077 .099
.002 .001 .000
.014 .011 .010
.000 .000 .000
.004 .005 .004
.198 .181 .182
.345 .332 .344
.001 .002 .007
.073 .071 .077
.184 .186 .180
.129 .131 .134
.128 .126 .122
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Table 3 Continued
Motion Density 
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Past Time 
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Future Time 
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Masculine
.193
.070
.053
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.225
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.185
.073
.055
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.036
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.175
.082
.047
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.037
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Table 4: Table of Means According to Sex
Male Female
Informational Units .336 .343
Relational Density .258 .260
Qualitative-Quantitative .405 .395
Sensation-Objects .222 . .228
Non Sensation .113 .115
Sensation-Qualifiers .178 .182
Non Sensation-Qualifiers ' .226 .213
Positive Existence-Objects .120 .134
Negative Existence-Objects .216 .209
Positive Qualifiers .399 .387
Negative Qualifiers .005 .008
Positive Relations .244 .256
Negative Relations .013 .004
Positive Authority .001 .003
Negative Authority .031 .039
Positive Authority-Other .014 .015
Negative Authority-Other .082 .082
Positive Self-Perception .002 .000
Negative Self-Perception .012 .011
Positive Audience Perception .000 .000
Negative Audience Perception .003 .003
Inanimate Perception .186 .187
Defined Information .334 .336
Undefined Information .002 .007
Defined Relations .076 .076
Undefined Relations .181 .184
Symmetric Relations .126 .129
Assymetric Relations .131 .131
Motion Density .177 .186
Static Density .080 .073
Past Time .054 .058
Present Time .163 .171
Future Time .040 .030
Assertion .219 .224
Conditional .038 .035
Language Profile for Males According to Sex Type
35 Conditional 
34 Assertion 
33 Future Time 
32 Present Time 
31 Past Time 
30 Static Density 
29 Motion Density 
28 Asymmetric Relations 
27 Symmetric Relations 
26 Undefined Relatons 
25 Defined Relations 
24 Undefined Information 
23 Defined Information 
22 Inanimate Perception 
21 Negative Audience Perception 
20 Positive Audience Perception 
19 Negative Self Perception 
18 Positive Self Perception 
17 Negative Authority - Other
16 Positive Authority - Other
15 Negative Authority
14 Positive Authority
13 Negative Relations
12 Positive Relations
11 Negative Qualifiers
10 Positive Qualifiers
9 Negative Existence - Objects
8 Positive Existence - Objects
7 Non Sensation Qualifiers 
6 Sensation-Qualifiers 
5 Non Sensation 
4 Sensation-Objects 
3 Qualitative-Quantitative 
2 Relational Density 
1 Information Units
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PCA
Masculine «■—  
Feminine » •  —
Masculine - 
Feminine -
48.48
50.16
FIGURE 6
Language Profile for Male* According to Sex Type
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Other
Other
Positive Qualifiers 
Negative Existence - Objects 
Positive Existence - Objects 
Non Sensation Qualifiers 
Sensation-Qualifiers 
Non Sensation 
Sensation-Objects 
Qualitative-Quantitative 
Relational Density 
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PCA
Androgynous   Androgynous - 52.3
Undifferentiated- - FIGURE 7 undifferentiated - 54.0
Table 5: Table of Means for
Masculine
Informational Units .336
Relational Density .255
Qualitative-Quantitative .408
Sensation-Objects .221
Non Sensation .114
Sensation-Qualifiers .170
Non Sensation-Qualifiers .237
Positive Existence-Objects .112
Negative Existence-Objects .223
Positive Qualifiers .400
Negative Qualifiers .007
Positive Relations .236
Negative Relations .018
Positive Authority .002
Negative Authority .034
Positive Authority-Other .016
Negative Authority-Other .079
Positive Self-Perception .001
Negative Self-Perception .017
Positive Audience Perception .000
Negative Audience Perception .000
Inanimate Perception .185
Defined Information .335
Undefined Information .000
Defined Relations .082
Undefined Relations .172
Symmetric Relations .115
Assymetric Relations .140
Males According to Sex Type
Feminine Androgynous Undifferentiated
.347 .320 .354
.255 .257 .265
.397 .421 .379
.219 .213 .246
.127 .106 .107
.167 .187 .188
.229 .234 .191
.129 .125 .104
.217 .195 .249
.392 .415 .375
.004 .005 .004
.243 .246 .252
.011 .010 .013
.000 .002 .000
.021 .035 .034
.016 .013 .013
.069 .070 .130
.004 .002 .000
.016 .011 .003
.000 .000 .000
.007 .005 .000
.210 .178 .171
.345 .318 .345
.001 .001 .008
.072 .073 .08 3
. 1 8  3 .184 .182
.125 .125 .148
.130 .132 .117
Table 5 Continued
Motion Density 
Static Density 
Past Time 
Present Time 
Future Time 
Assertion 
Conditional
Masculine
.175
.080
.058
.159
.037
.215
.040
Feminine
.180
.074
.056
.162
.037
.222
.033
Androgynous
.171
.086
.043
.167
.047
.217
.040
Undifferentiated
.189
.076
.066
.165
.034
.228
.037
Language Profile for Females According to Sex Type
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35 Conditional 
34 Assertion 
33 Future Time 
32 Present Time 
31 Past Time 
30 Static Density 
29 Motion Density 
28 Asymmetric Relations 
27 Symmetric Relations 
26 Undefined Relations 
25 Defined Relations 
24 Undefined Information 
23 Defined Information 
22 Inanimate Perception 
21 Negative Audience Perception 
20 Positive Audience Perception 
19 Negative Self Perception 
18 Positive Self Perception 
17 Negative Authority - Other 
16 Positive Authority - Other 
15 Negative Authority 
14 Positive Authority 
13 Negative Relations 
12 Positive Relations 
11 Negative Qualifiers 
10 Positive Qualifiers 
9 Negative Existence - Objects 
8 Positive Existence - Objects 
7 Non Sensation Qualifiers 
6 Sensation-Qualifiers 
5 Non Sensation 
4 Sensation-Objects 
3 Qualitative-Quantitative 
2 Relational Density 
1 Information Units
PCA
Androgynous    . Androgynous — 61.8
Undifferentiated—  FIGURE 8 Undifferentiated - 54.7
Language Profile for Females According to Sex Type
35 Conditional 
34 Assertion 
33 Future Time 
32 Present Time 
31 Past Time 
30 Static Density 
29 Motion Density 
28 Asymmetric Relations 
27 Symmetric Relations 
26 Undefined Relations 
25 Defined Relations 
24 Undefined Information 
23 Defined Information 
22 Inanimate Perception 
21 Negative Audience Perception 
20 Positive Audience Perception 
19 Negative Self Perception 
18 Positive Self Perception 
17 Negative Authority - Other
16 Positive Authority - Other
15 Negative Authority
14 Positive Authority
13 Negative Relations
12 Positive Relations
11 Negative Qualifiers
10 Positive Qualifiers
9 Negative Existence - Objects
8 Positive Existence - Objects
7 Non Sensation Qualifiers 
6 Sensation-Qualifiers 
5 Non Sensation 
4 Sensation-Objects 
3 Qualitative-Quantitative 
2 Relational Density 
1 Information Units
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PCA
Masculine—  Masculine - 31.4
Feminine  „ Feminine - 65.8
FIGURE 9
Table 6: Table of Means for Females According to Sex Type
Masculine Feminine Androgynous Undifferentiated
Informational Units .321 .347 .354 .351
Relational Density .271' .261 .258 .251
Qualitative-Quantitative .406 .391 .387 .397
Sensation-Objects .188 .237 .251 .234
Non Sensation .133 .110 .102 .116
Sensation-Qualifiers .181 .178 .193 .176
Non Sensation-Qualifiers .225 .212 .193 .221
Positive Existence-Objects .149 .119 .135 .134
Negative Existence-Objects .172 .228 .218 .216
Positive Qualifiers .400 .383 .374 .391
Negative Qualifiers .006 .007 .012 .006
Positive Relations .263 .254 .256 .249
Negative Relations .007 .006 .001 .001
Positive Authority .009 .001 .001 .001
Negative Authority .036 .028 .047 .047
Positive Authority-Other .018 .013 .015 .012
Negative Authority-Other .060 .106 .085 .077
Positive Self-Perception .000 .000 .000 .000
Negative Self-Perception .007 .011 .011 .014
Positive Audience Perception .000 .000 .000 .000
Negative Audience Perception .002 .001 .005 .006
Inanimate Perception .187 .185 .185 .190
Defined Information .304 .346 .350 .344
Undefined Information .017 .001 .003 .007
Defined Relations .088 .074 .068 .072
Undefined Relations .182 .186 .190 .178
Symmetric Relations .115 .134 .141 .124
Assymetric Relations , 15 5 - 126 .117 .126
Table 6 Continued
Motion Density 
Static Density 
Past Time 
Present Time 
Future Time 
Assertion 
Conditional
Masculine
.209
.061
.049
.189
.032
.234
.036
Feminine
.189
.071
.055
.170
.035
. 2 2 2
.038
Androgynous
.181
.077
.054
.173
.030
.225
.033
Undifferentiated
.166
.084
.075
.151
.024
.216
.034
'j
oo
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Sex by Message
09
08
07
06
05
321
S-25 Defined Relations
20
19
18
17
16
15
S-26 Undefined Relations
Hale
Female FIGURE 10
DISCUSSION
The purpose of this study was to investigate the re­
lationship between psychological sex typing and manifest 
language patterns. The results indicate that in fact in 
terms of some grammatical characteristics, a person's psy­
chological sex typing is determinative of choice of lin­
guistic variables.
The cognitive perceptual activity displayed by any 
language user is considered to be the total number of words 
contained in a single message corpus. Femininely sex typed 
persons did produce more words as averaged across the three 
stimulus situations. Psychologically androgynous and un­
differentiated persons, however, produced only slightly fewer 
words on the average to the same stimuli. Masculine sex 
typed persons were the least productive in terms of total 
word output. In general, this finding is consistent with 
the stereotype of women using more words. The significant 
interaction of sex and sex type, however, suggests that it 
is too broad a statement to say that women as a class tend 
to use more words. In fact, men and women did not differ 
significantly in word output. Only when psychological sex 
typing was accounted for did differences begin to appear. 
Masculinely sex typed women used significantly fewer words 
than masculinely typed males.
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Two questions are raised by these findings. One re­
lates to the fact that although femininely sex typed persons 
did lead all groups in verbal output, they were not signifi­
cantly ahead of androgynous and undifferentiated sex typed 
persons. The second issue relates to the fact that the 
phenomenon of cross sex-typing is more discriminating for 
females than for males in terms of total word output.
The first issue may involve the finding that the par­
ticular population investigated in this study was determined 
to be inflated in terms of persons judged to be of andro­
gynous sex typing. It may well be that misclassification 
of sex typing resulted in a confounding of results such that 
differences were not detected between some groups. The fact 
that masculinely sex typed females and undifferentiated males 
contributed most of the variance as to several language vari­
ables suggests that such adaptations deviate more from the 
norm than others. The results of this study are consistent 
with other findings to the extent that persons with cross 
sex typing and undifferentiated sex typing clearly differ­
entiate themselves. Further investigations perhaps will 
answer the question as to why in particular it is mascu­
line sex typed females and undifferentiated males who dis­
tinguish themselves more prominently.
It is interesting that at least for the four language 
variables found to be significantly different for the inter­
action of sex and sex typing, women with a masculine sex
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typing were "more masculine" in terms of expected results 
than were masculine men. They used fewer words than mascu­
line men; they relied less on sensation in choice of object 
words; and they tended to be less negative in their per­
ception of objects and persons.
These results suggest that when it occurs, women are 
more extreme in their cross sexed adaptations than are men. 
Other researchers have suggested that it is more socially 
acceptable for a female to manifest masculine traits than 
for a male to adopt feminine traits. Whether it is a 
matter of more social acceptance or a stronger internal urge 
to disassociate from one's sex-appropriate role, the data 
from this study is consistent with previous findings. Mascu­
line women, at least in terms of language variables, are 
more masculine than men with masculine sex typing. The same 
is not true for femininely sex typed men vis-a-vis femininely 
sex typed women.
Stereotypically, women have been thought to be more 
emotional, more expressive and in general more subjective 
in their language encoding behavior (Jespersen, 1922;
Harman, 1976; Lakoff, 1972; Barron, 1971). Such a phenomenon 
has been related to the greater use made by women of words 
that cannot be sensed. Such verbal choices are thought to 
be reflective of internal psychological states. Men, on the 
other hand, have traditionally been thought to be more con-
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crete, and objective as to cognitive process; and this is 
reflected in their externalized language.
The results of this study are inconsistent with the 
belief about sex-related language as well as existing re­
search findings at least in terms of the relative frequency 
of occurrence of sensed objects. Masculinely sex typed 
persons used significantly fewer sensed objects than did 
femininely sex typed persons. As in the case of word out­
put, however, feminine, androgynous and undifferentiated 
persons did not differ greatly on this dimension of language. 
Similarly, masculinely sex typed females manifested t*ie 
lowest frequency of sensed objects among all the groups.
Expectations that masculinely sex typed persons would 
display a greater frequency of positively perceived objects, 
qualifiers and verb forms were not confirmed. An opposite 
result was revealed in that females regardless of sex type 
showed a significantly higher use of positively perceived 
objects. A trend toward significance was detected in terms 
of the interaction between sex and sex type. Males regard­
less of type produced approximately the same frequency of 
positively perceived objects. Females on the other hand 
showed a greater variation according to sex type. Femininely 
sex typed females used relatively fewer positively perceived 
objects than females in the other three sex typed groups.
The inference again is that gender alone does not contribute 
to manifest language patterns and that the cognitive precepts
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assumed to be involved in psychological sex type also con­
tribute and in ways that interact with the biological sex of 
the speaker.
The interaction between sex and type was also reflected 
in terms of frequency of negatively perceived objects. Mascu­
line women again distinguished themselves in that they pro­
duced fewer negatively perceived objects than any other 
group regardless of biological sex. Masculinely sex typed 
men produced about as much negation as to objects as did 
feminine, androgynous and undifferentiated females. The 
outside range for such language productions was manifested 
by psychologically undifferentiated males. Research con­
cerning personality traits and emotional factors as they re­
late to psychological sex typing suggest that inadequate sex 
role identity contributes to emotional and psychological 
distress. Undifferentiated persons present themselves as 
persons regardless of biological sex as not strongly affili­
ating with either a masculine or feminine or some quantity 
of both stereotypes. The psychological uncertainty of 
their social sex role could be manifesting itself in ex­
ternalized language that tends to negate existence rather 
than affirm it. The fact that undifferentiated males pro­
duced a higher frequency of negation further suggests that 
the internal and possibly external stress of failing to 
manifest identifiable sex typing is at least to some extent 
greater than for females who do not demonstrate discernible 
sex role identifications.
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The above interpretation is lent some credence when one 
examines the results as to language production of negated 
relational or verb units. Males regardless of sex type 
produced a higher frequency of negated relational units than 
did females. Although there was no significant interaction 
between sex and sex type for this variable, undifferentiated 
males did produce more negated relational units than males 
otherwise sex typed. A similar pattern of results emerged 
with regard to the appearance of negatively perceived un­
specified authority figures. Undifferentiated males were 
significantly higher as to this linguistic variable than all 
other groups, with the exception of femininely sex typed 
females. This latter result is somewhat consistent with 
the stereotype of a female whose status and perceived power 
in relation to authority is tenuous. The threat perceived 
by a femininely sex typed female might then be reflected in 
a tendency to perceive such authority negatively.
Theoretically, it has been proposed that the property 
of language referred to as symmetry reflects the intention 
of the speaker (Renshaw, 1976 ). Empirical data and stereo­
typic views suggest that males would tend to produce more 
symmetrical relationships. Stereotypically, men are thought 
to be action-oriented and such would be revealed in their 
language pattern by a preponderance of verb or verb phrases 
that have an object, that is "something or someone is doing 
something to someone or something.1' Results of this study
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reveal exactly the opposite of what was expected. Further 
study is needed before this finding can be explained. It 
should be noted that again masculine sex typed women produced 
the highest frequency of asymmetric relations. In this 
instance even though masculinely sex typed persons' language 
patterns were opposite of expectations at least for this 
population masculinely sex typed women were more masculine 
than masculine males.
The relative frequency of use of verbs in either the 
past, present or future did not yield statistically signi­
ficant results. A trend toward significance, however, ap­
peared as to the use of verbs in the past tense. Persons 
of undifferentiated sex typing made more use of past time 
verbs than did any other sex typed group. Previous research 
in linguistics has associated intense anxiety of a language 
user with an increase in the use of future tense verbs. On 
this basis and empirical findings suggesting that undiffer­
entiated sex typed persons because of uncertainty as to sex 
role identity are more prone to experience anxiety, it was 
expected that this group would utilize more future tense 
verbs. The results only approached statistical significance, 
but the noticeable trend was exactly the opposite of what 
was expected. The fact that these results were exactly 
opposite to expectations may be explained by doubting the 
hypothesis that anxiety may manifest itself in the use of 
future tense verbs.
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Unexpected among the results of this study was the 
extent to which language production varied according to the 
stimulus situation. The rationale for providing three 
stimulus situations was to establish a control for the con­
text of the language production. Moreover, it was antici­
pated that the particular themes depicted would serve to 
highlight the ways in which psychologically sex typed persons 
would differentiate themselves according to specified 
lancmage variables. In other words, it was expected that 
the variable sex type would interact with the stimulus situ­
ation but that sex type would hold up across all stimulus 
situations as a significantly differentiating factor as to 
language production. This phenomenon did not occur in the 
way expected. Of the thirty-six dependent measures con­
sidered, twenty proved to be significantly different ac­
cording to the independent variable message type. For no 
dependent variable was there a significant interaction be­
tween message and sex type. In only two instances did bio­
logical sex interact with message significantly and for 
three variables there was a significant three-way inter­
action between sex, sex type and message.
The most obvious interpretation of these results is that 
the context, or situation, in which and to which language 
is produced is far more important as a determinant of lin­
guistic patterns than is any other factor. An examination
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of the specific language profiles for the three messages 
lends some support to this hypothesis. However, as will be 
suggested later in this discussion, other explanations seem 
equally plausible.
Inspection of the specific language profile for each 
one of the three stimulus situations reveals that the 
majority of the differences in grammatical choices occurred 
in responses to Message 3. With few exceptions, the manifest 
language patterns are approximately the same in responses to 
Messages 1 and 2. Messages 1 and 2 were considered to be 
"sex loaded." The statements are the same as those used by 
Horner (1968) in her much publicized study relating to what 
she termed "fear of success." It was not the purpose of 
this study to investigate issues related to achievement 
motivation but rather to present a stimulus situation that 
would be more likely to be related to cognitive structures 
associated with social sex typing.
Horner (1975) theorized that females tend to respond 
with anxiety and avoidance to professional and/or academic 
success. Theoretically the case would be stronger for a 
femininely sex typed person than one who was psychologically 
androgynous.
It was theorized that academic (professional) success 
would be viewed differently according to the sex of the 
successful person and the psychological sex type of the re­
sponder. Furthermore, if differing cognitive constructs
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would be elicited, this would be manifested in differing 
language patterns.
The results indicate that men and women, whether they 
are masculine, feminine, androgynous or undifferentiated in 
psychological sex type, do not differ significantly in 
manifest grammatical patterns when writing about a male 
versus a female who has been successful academically. In re­
sponding to a neutral statement that is pretested to assure 
that it was not sex biased, language use was different but 
again sex and sex type was not a differentiating factor.
Specifically all groups responded with fewer words to 
the neutral statement than to the other two statements. Pre­
sumably a neutral statement did not generate the quantity of 
cognitive perceptual activity the quantity of words utilized 
is assumed to represent. Writing about people affords a 
greater opportunity to develop a story with a theme, i.e., 
beginning, middle and end, than writing about an idea.
In terms of the use of sensed informational units and 
qualifying units, it was found that persons used significantly 
less of both of these units in response to the neutral state­
ment than they did in responses to the other two statements. 
Significantly more nonsensed objects and qualifiers were used 
in responses to the neutral statement. A possible interpre­
tation may be that sensation as connoted in word choices re­
flects internal psychological states and when talking about 
people and issues of success, such internal states or 
"feelings" are invoked.
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In general, the quality of language referred to as 
social perception, which is operationalized by measures re­
lating to reference to authority, both specified and unspeci­
fied, self, and audience, as well as inanimate references, 
did not yield a high frequency of use. A possible expla­
nation is the low probability of such references in formal 
writing. For example, the use of "you" or "them" in written 
material is frequently considered a breach of proper writing 
style. Examination of actual ratio values reveals an almost 
negligible use of "audience perception" in the data. The 
same is true for the ratio of "self-perceptions".
In comparison to the nine operational variables for 
social perception, references to authority and to inanimate 
objects occurred more frequently to all three messages. The 
measure of unspecified authority such as "them" and which 
was negated had a statistically lower frequency of use in 
responses to Message 3 than to Messages 1 and 2. The negative 
perception of "others" in all probability is a reference to 
the anticipation of negative responses from fellow students 
if one were to achieve top standing in such a competitive 
setting as medical school. Although not operationally 
defined or measured, a pervasive theme appearing in responses 
by all subjects in response to Message 1 and 2 related to 
the anticipation of negative social sanctions from fellow 
students because of high achievement.
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Statistically higher was the frequency of encoding of 
inanimate objects in responses to Message 3. This would be 
expected as the stimulus cue made no reference to persons, 
as was the case in Messages 1 and 2.
Expectedly, all subjects used significantly less 
qualification for informational and relational units in re­
sponding to the neutral statement. Not only did the neutral 
statement fail to generate the quantity of cognitive-per­
ceptual activity that the sex biased messages did, it in 
general elicited straight-forward affirmative or negative 
positions. The opportunity, or perceived need, to qualify 
or "embellish” did not emerge in response to the neutral 
statement.
Reflexive density is that quality of language which 
denotes the absence or presence of objects of verbs. Re­
sults indicated a significantly greater occurrence of 
symmetric relations, i.e., verb or verb phrases having an 
object, in responses to Message 3, the neutral statement. 
Apparently this particular one generated more thoughts about 
actions and actions related to objects. Support of this 
interpretation is found in examining the pattern of results 
as to the density of motion versus static verbs. Although 
not statistically significant, more "action" verbs were em­
ployed in response to Message 3 than to the other two 
messages.
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Significantly more future tense verbs were used in 
responses to Message 3 than to Messages 1 and 2. The most 
obvious interpretation of this result is that the sentence 
cue suggested a proposal (that is, LSU having ungraded 
classes) that was at the time of the study not operational. 
It would be expected that subjects would reference idea con­
cerning rthe prospect of something occurring'1 in the future 
tense. The same line of reasoning is applicable to the 
finding that significantly more verbs of conditionality 
(i.e., in the subjunctive mood) were used in response to 
Message 3 than to the other stimuli. Subjects tended to 
track in their responses both the tense and mood of the verb 
used in the stimulus sentence.
CONCLUSION
There is an increasing contention among researchers that 
the overall failure to support empirically the widely-held 
belief that men and women use language differently is be­
cause variables of significant importance such as age, 
socioeconomic status, and context in which language is pro­
duced have not been adequately accounted for. Typical of 
this position is a statement at the 1976 Conference on the 
Sociology of the Languages of American Women: " . . .  if
language is the focus of study, then features more basic than 
sex should be isolated." (Kramer, 1976). One variable in 
particular is often alleged to be a significant determinant 
of linguistic patterns, and that is a person's psychological 
sex typing. When sex-related differences in language be­
havior have been documented empirically or even when dis­
cussed from a stereotypic standpoint, reference is frequently 
made to psychological and social sex typing (Barron, 1971) .
In no instance was this investigator able to detect that the 
phenomenon was controlled for by specifically ascertaining 
a person's sex role orientation.
It is currently supposed that one's sex role orientation 
is a register of the extent to which a person identifies with 
or adopts socially defined sex roles. The adoption (or 
failure to identify strongly with) of sex roles visible in 
one's cultural milieu is presumed also to involve the de-
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velopnient of certain cognitive constructs or premises about 
one's sexual role. This study has assumed two theoretical 
positions. The first is that the bank of cognitive con­
structs pertaining to one's psychological sex role is as 
important if not more important than a person's biological 
sex as a determinant of behavior,, including language behavior. 
Secondly, it is proposed that manifest language behavior is 
a display of these cognitive constructs. In order to pro­
vide a more precise method of investigating sex-related 
language difference and as Kramer suggests account for "more 
basic features", this study has operationalized sex role 
types by classifying persons as highly masculine, highly 
feminine, androgynous, or undifferentiated.
The results of this study reveal that at least for some 
language variables, one's psychological sex type does affect 
linguistic choices. The results also indicate that the re­
lationship between biological sex and psychological sex role 
is a more critical language determinant than either taken 
alone.
In general, the findings reveal that at least as far 
as language patterns are concerned, it makes more of a 
difference if a person is female and masculinely sex typed 
and if a person is male and undifferentiated in his sex 
typing. Both of these groups distinguish themselves signi­
ficantly on several dimensions of language.
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Masculinely sex typed women, for example, employed 
significantly fewer words than any other persons, regardless 
of sex or sex type. They utilized fewer words of sensation. 
Masculine females also encoded significantly fewer nega­
tively perceived objects, and in general they demonstrated 
a tendency to qualify informational units less frequently 
than the other groups.
Undifferentiated males distinguish themselves in that 
they employ significantly more negative references to un­
specified authority. Also, they more frequently than the 
other groups negatively perceive objects.
In general, the data from this project did not yield 
the number of differences initially expected. Several ex­
planations seem possible. The least plausible to this in­
vestigator is that the particular method of language analy­
sis, operationalized as SLCA III, is not an adequate tool 
for detecting subtleties of language variation as a function 
of sex or sex typing. One factor mitigating against this 
contention is that some differences were in fact detected 
on the basis of these two variables. Moreover, the ex­
tensive differences detected in terms of the stimulus value 
suggest that the method of analysis is valid. Cummings 
and Renshaw (1978) report a growing body of research find­
ings supporting the contention that the operational values 
incorporated in the SLCA program do yield language profiles 
that reflect a speaker's cognitive and perceptual processes.
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It therefore seems untenable that the method of language 
analysis employed is invalid.
Another possible explanation for the failure to unearth 
more differences may involve the type of data analyzed, i.e., 
written material as opposed to oral productions. It may well 
be that when writing, persons adhere to a more narrowly de­
fined act of rules with reference to language use. This 
would certainly be true in the population of college students, 
in which the data was collected. In other words, it is 
possible that differences in language production are mini­
mized when tasks are specific and that in the case of formal 
writing, little is present to provoke any difference in 
language choice and use.
Some investigators (Renshaw and Garcia, 1974) have 
suggested that the failure to detect sex-related language 
differences is because "language has indeed become more 
androgynous. More precisely, it may be that in certain 
sub-groups of the general population, language has become 
more androgynous. It is suspected that on many dimensions, 
possibly including language, college students represent a 
relatively homogeneous group. Sole (1976) has suggested 
that in the mainstream of American society, sex role differ­
entiation may not be as strong as it once was or now as 
strong as it would be in certain ethnic subcultures, such 
as Black and Mexican Americans.
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Therefore, it is likely that despite the use of a previ­
ously validated instrument for classifying persons according 
to their sex type, some persons were misclassified. Meehan 
(1979) makes note of the ’’seemingly inflated representation 
of psychologically androgynous individuals on the LSU 
campus.” The normative data for the sex-role inventory, it 
may be observed, was gathered almost ten years ago. No 
doubt changing views concerning sex role stereotyping, es­
pecially with regard to college populations, renders such 
norms outdated. Figure 9 shows the redistribution of persons 
according to sex type when local (LSU population) median 
split cut-offs are used. The language data was not analyzed 
according to this redistribution, but it seems highly likely 
that results would be different and possibly more differences 
detected if updated norms for classifying persons according 
to sex typing were employed. Certainly, some modifications 
of these norms should be effected in future research dealing 
with sex role stereotyping.
Directions in future research suggested by the results 
of this study relate to the development of updated norms 
for assessing sex role adaptations. No doubt factors other 
than one's sex role typing will affect language usage and 
future research should seek to refine and more adequately 
control for such variables. The stimulus for language pro­
duction was revealed as highly significant in terms of 
language patterns. Future research in sex-related language
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differences should be attuned to this factor, and possibly 
should employ a greater variety of stimuli situations in­
cluding the study of oral versus written language pro­
ductions .
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