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Abstract 
Given a cycle with n nodes a random subgraph is created by 'accepting' edges with 
probability p and 'rejecting' them with probability q = 1 - p. The parameter of interest is the 
order of the largest component. There are some partial answers to this question in the literature. 
Using an appropriate ncoding by formal languages, we present here a complete solution. 
Singularity analysis of generating functions gives good approximations of the probabilities, and 
the asymptotic evaluation of expectation and variance is performed by the Mellin (integral) 
transform. For instance, the expected order is like a logarithm of n plus an oscillating function. 
1. Introduction 
We denote by C, the directed cycle of size n and by M.(H)  the order of the largest 
connected component in a random subgraph H of C., where H has the same vertex set 
as C,, and its edge set is defined by independently selecting, with the same constant 
probability p, each of the edges of C.. The random variable M.  appears in various 
papers: the probability Pr (M,  = k) has been studied in [5] for the case k = 1 and 
Ln/2J <<,k <<,n; in [3], the case k = 2 is treated and an asymptotic value for fixed k as 
n tends to infinity is given. 
Here, we give an asymptotic value of Pr (M.  ~< k) for all k (varying from 1 to n) when 
p is fixed, as n tends to infinity. As a consequence, we show that M.  has an expected 
value asymptotic to logp_ 1 (n), and that the variance of M.  is asymptotically constant. 
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The precise asymptotic expansion (given below) can in principle be extended to any 
order of accuracy. 
2. The generating function model 
The generating function approach is classical to study such problems, and, as we 
shall see, in this particular case, it is a natural tool to work with. 
First we describe an equivalent model which translates easily in terms of generating 
functions. Suppose we construct from C, what we call a random n-ab-cycle C, that is 
an n-cycle having two types of edges a and b, such that every edge has a constant 
probability p (0 <p < 1) to be of type a, q = 1 - p to be of type b. By selecting edges of 
type a on C, you can construct a random subgraph H(C) of C, and conversely, each 
subgraph H of C, can be seen as the selection of edges of type a in an n-ab cycle C. This 
one-to-one construction has also the property that a random n-ab-cycle C has the 
same probability of appearance than the random subgraph H(C), this random 
subgraph being constructed as described in the introduction. If we denote by m, the 
maximal number of consecutive a's in a random n-ab-cycle, we have 
m.(C) = M,(H(C))  - 1 if m,(C) <n, m.(C) = M,(H(C))  if m,(C) = n. (1) 
The ab-cycles are in bijection with the words over the alphabet {a, b}, but do not have 
the same topological properties. Form this observation and from (1), it is easy to see 
that the ab-cycles C such that M,(H(C))  <~k can be written as 
ai (ba <k)* ba j + a <~* , 
i+j<k 
where 
a<k=e+a+a2 + ... +a  k-1. 
If we mark edges of type a by the variable u and edges of type b by v, the corresponding 
generating function is 
1 
Fk(U, V) = 2.~ U i 1- -v ( l+u+ . . .  + U k~l )  
i+j<k 
vu j + (1 + u + ... + uk). (2) 
Because dges of type a can appear with probability p and edges of type b with 
probability q, it follows by a standard argument using generating functions that ~ 
Pr(M. ~k) = [z"]Gk(Z), Gk(Z) = Fk(pZ, qz). 
1 The notation [z"] G(z) denotes the coefficient ofz" in the series G(z). 
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From (2), a short calculation leads to 
qz(1 -- pz) 
Gk(Z) = 1 ---z-+ T (~k+ l Ak(pZ) + Bk(pZ), 
where 
k-1  k 
Ak(Z)= 2 (i +1)Z /= l - (k  + l)z k+kz  k+l 2 
i=o  (1 - -  Z) 2 and Bk(Z) =- i=0 Zi "-= - -  
1 - z k+l  
1-z  
3. Analysis 
This section is devoted to the asymptotic analysis of [z"] Gk(z), which is quite 
analogous to that of [4]. For that purpose, we look for the dominant singularity of the 
function Gk(z). This function being rational, its singularities are poles given by the 
roots of the polynomial 
P~ (z) = 1 - z + q (pz) k + 1. 
P 
when k is large, the value Pk(1) is small, thus it is natural to expect hat the polynomial 
Pk(Z) has one root close to 1, namely 1 + ek. In fact, we have the following result. 
Lemma 1. The polynomial Pk(Z) has only one root in [z[ < 1/p. Callin9 this root 1 + ek, 
we have 
ek = qpk(1 + O(kpk)) as k ~ ~.  
Proof. Because [q/p(pz) k+l ] is strictly less than q/p for ]z[ = p < 1/p, hence less 
than [ 1 - z[ on this circle, we can apply Rouch6's theorem (see [1, p. 247] or [-6, 
p. 116]) implying that Pk(Z) has the same number of roots as the polynomial 
1 - z = Pk(Z) -- q/p(pz) k+ 1 in [z[ ~< p. This being true for all p < 1/p, we have proved 
the first part of the lemma. 
Now, noticing that Pk(1 + 1/k) is negative for large k, we find that ek ----- O(1/k). Since 
'9.k ~- qpk(1 + ek) k+l  (3) 
we have ek = O(pk), thus by equality (3) again ('bootstrapping'), wefind 
ek = qpk(1 + O(kpk)) 
and the lemma is proved. [] 
We return to the study of the asymptotic behavior of Pr(M, ~ k) = [z"] Gk(Z). We 
fix p such that 1 < p < 1/p. By the residue theorem, we have, when k is large enough, 
Ck 1 f Gk(z)dz, Pr(M,~<k) q (1 +ek)"+l -2 in  ~1=~ 
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where Ck denotes the residue at z = Zk = 1 + ek of the function Gk(Z). We have 
qZk(1 -- pZk) 
Ck = __ 1 + (k + 1)~(pzk)  Ak(PZR), 
and since we have Gk(Z) = O(1) uniformly for I z [ = p, the Cauchy integral shows that 
Ck 
Pr(M, ~< k) + (1 + ek) "+a = O(1/P") (4) 
uniformly in k. The explicit value we found for Ak(Z) implies that 
1 1 
,4k(pzk) -- (1 - -  pzk) 2 + O((PZk)~) = (1 - -  p)--------~ + O(P~) '  
because Zk = (1 + ek) with ek = O(pk). From this, we derive 
q(1- -p )+O(pk)  ((1 I ~  ) 
Ck = ----£~ O(kpk) p)2 + O(P k) 
_ q(1 -- ) + O(kpk) = _ 1 + O(kpk). 
(1 - p)2 
We do not present the following analysis in full detail, because it is quite technical and 
resembles the one in [4]. When k is 'not too large' and 'not too small' with respect o 
n (that is something like n-3 ~< pk << log n/n) we have 
(1 + •k) - (n+l )  = exp[ - (n + 1)(qp k + O(kp2g))] 
= exp( - nqpk)(1 + O(p k) + O(nkp2k)) 
and thus for such values of k, we find by means of (4) 
Pr (M,<~k)=exp( -nqpk)+ O (~-~) .  (5) 
When k is not in this range, it is possible to show that this estimation holds with an 
error term of O(n-2) instead of O(log 3 n/n). 
4. Mean and variance 
Thanks to a classical Abel transformation (summation by parts), the mean value of 
the random variable M. can be expressed as 
E(M.) = ~ Pr(M. > k) = ~ (1 - Pr(M. ~< k)). 
k=O k=O 
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From (5) - -  which holds for O(log n) values of k - -  and from our previous discussion, 
one can show 
E(Mn)=~'~(1-e -nqP~)+O(~ ~- ) 
k=O 
and since ~k>,(1 -- e -nqp~) is exponentially small, we have 
E(Mn) = E~ + O(~) ,  E~ = ~ (1 - e-~q~). 
k=O 
The asymptotic expansion for En is a classical application of Mellin transform 
techniques ( ee [7, p. 278, 292]). The result is 
1 
+ + ~(logp ~(qn)) + O(n-1), E. = logp, (qn) - log----p 
where 6(x) is a 1-periodic function of x, 
1 ~-, F (2ikTz~e2ik~x. 6(x) 
log p k~O \log p~ 
The function 6 has mean value 0 and a small amplitude. Such a calculation can be 
achieved for the variance of Mn, by means of the relation 
E(M 2) = ~ (2k + 1)(1 - Pr(M. ~< k)). 
k=O 
Finally we obtain the following result. 
Theorem 1. The average order of the largest component in a random cycle Cn is 
E(M. '=logp- l (qn)- lo-~+~+t~(logp ~ (qn), + 0 (~- -~) ;  
its variance is given by 
Var(M.) = 61ogEp +~ + ~1 (logp-,(qn)) + O 
Here, 6(x) is the function from above and 61 (x) is a 1-periodic function of x, with a small 
amplitude (namely something like < 10-lo). 
This time, the mean of 61 is not exactly zero since it contains the square of 3. 
Roughly speaking, the theorem says that the variance is approximately a constant. 
5. Conclusions 
We have seen that a problem on the random circle can be easily analyzed by an 
appropriate encoding as a formal anguage and by analysis of generating functions. 
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For paths, this is more obvious and known in the literature ('forbidden subwords' [2]), 
but with slight modifications it also works in this instance. 
This approach is powerful enough to deal with some other parameters of a similar 
type. For a systematic account we again refer to [7]. Note that Eq. (5) characterizes 
the shape of the limit distribution of the random variable M,. 
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