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We study thermal insulating of a bounded body Ω ⊂ Rn. Under a pre-
scribed heat source f ≥ 0, we consider a model of heat transfer between Ω
and the environment determined by convection; this corresponds, before in-
sulation, to Robin boundary conditions. The body is then surrounded by a
layer of insulating material of thickness of size ε > 0, and whose conductivity
is also proportional to ε. This corresponds to the case of a small amount of
insulating material, with excellent insulating properties. We then compute
the Γ-limit of the energy functional Fε and prove that this is a functional F
whose minimizers still satisfy an elliptic PDEs system with a non uniform
Robin boundary condition depending on the distribution of insulating layer
around Ω. In a second step we study the maximization of heat content (which
measures the goodness of the insulation) among all the possible distributions
of insulating material with fixed mass, and prove an optimal upper bound
in terms of geometric properties. Eventually we prove a conjecture in [6]
which states that the ball surrounded by a uniform distribution of insulating
material maximizes the heat content.
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1 Introduction
Insulation is an old and multidisciplinary subject which is gaining more and more popu-
larity after efficient energy use has become a top environmental priority. While physicists
and engineers are mainly concerned with new materials and technologies, a hot topic in
mathematics is shape optimization. The question of thermal insulation of a body, when
the heat transfer with environment is conveyed by conduction (Dirichlet boundary condi-
tions) has been considered in the contribution [2], where the generality of the problem of
reinforcement covers the setting of a heated material body, which we want to thermally
insulate with the aid of a small amount of material surrounding it. This material is
distributed on the boundary of our reference configuration Ω, under the form of a thin
insulating layer. Before [2], the reinforcement problem has been faced in [3, 9], where
related results have been obtained. The general setting considered in these papers (see
also [10, 13, 12] for related analyses) is the following: if Ω represents a body and f a
given heat source, one has to minimize the functional
Gε(u) :=
1
2
∫
Ω
|∇u|2dx+
ε
2
∫
Σε
|∇u|2dx−
∫
Ω
fu dx, (1)
among all u ∈ H10 (Ω¯ ∪ Σε). Here Σε is the volume, around Ω, occupied by a thermal
insulating material, of the form
Σε := {x : x = σ + εsh(σ)ν(σ), σ ∈ ∂Ω, s ∈ (0, 1)}, (2)
with ε > 0, ν(σ) the outer normal to ∂Ω at σ, h : ∂Ω 7→ (0,+∞) a positive function, with
suitably regularity, which accounts for the thickness of the layer at any point σ ∈ ∂Ω.
The functional Gε is defined on the space H
1
0 , which means that by convention we are
assuming the external temperature is equal to 0. A minimizer uε of Gε solves the system
of partial differential equations in Ωε = Ω¯ ∪ Σε,

−∆uε = f in Ω
−∆uε = 0 in Σε
uε = 0 on ∂Ωε
∂u−ε
∂ν
= ε
∂u+ε
∂ν
on ∂Ω.
Here
∂u−ε
∂ν
and
∂u+ε
∂ν
represent the normal derivatives of uε from inside and outside Ω,
respectively. Indeed, the last equation is a heat transmission condition between the
body Ω and the layer Σε, whose conductivity is much smaller than the one of Ω, and
it is assumed to have value ε. Hence, both the conductivity and the thickness of the
insulating layer are assumed to be of order ε.
The analysis of the behaviour of uε as ε → 0 has been accounted in [2] via a Γ-
convergence technique, which leads to the limiting functional
G(u) =
1
2
∫
Ω
|∇u|2dx+
∫
∂Ω
u2
h
dHn−1(σ)−
∫
Ω
fu dx, (3)
2
defined on H1(Ω). A minimizer of G solves

−∆u = f in Ω
h∂u∂ν + u = 0 on ∂Ω.
(4)
Notice that here the function h is fixed. The problem of determining the optimal distri-
bution h, given a fixed amount m of insulating material
m =
∫
∂Ω
h dHn−1(σ),
has been studied in [6] (see also [5]) together with the analysis of the optimal shape of
Ω in order to maximize the heat insulation. For Ω and h smooth enough and f ≡ 1 a
solution u to (4) is such that the functional
G(u) = −
1
2
∫
Ω
u
is proportional (but with opposite sign) to the heat content. Therefore the smallest the
minima of G the better the insulation. The optimal h for a fixed domain Ω, leads indeed
to minimize the functional G in both u and h, and the Authors observed that for minima,
u and h must be proportional on ∂Ω (the ratio will be a constant depending on the total
mass m). To this concern, in [6] the following open problem has been raised:
Open Problem 1. Assuming constant heat source f ≡ 1. For a given amount of
insulating material m and given volume of the conductor |Ω|, find the shape of Ω (and the
related optimal distribution of insulating material h), which maximizes the heat content,
strictly speaking the shape which maximizes
∫
Ω
u dx, when u solves (4).
Later in the paper, we shall prove that balls and only balls, with an insulation layer
uniformly distributed around the boundary, provide the answer to such a problem. But
first let us describe the main result of our paper.
Our main goal is to study the Γ-convergence of functionals similar to Gε which account
for Robin boundary condition instead of Dirichlet one. The interest in Robin boundary
conditions is justified by the fact that they describe convection heat transfer, which is
a major mode of heat tranfer. Think for example the way a boiler, or a cup of tea, or
a building, exchange heat with environment across their surface. This leads to the new
functionals Fε, defined on H
1(Rn), given by
Fε(u) =
1
2
∫
Ω
|∇u|2 dx+
ε
2
∫
Σε
|∇u|2 dx+
β
2
∫
∂Ωε
u2dHn−1(σ)−
∫
Ω
fu dx, (5)
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where β > 0 is a fixed parameter. Minimizers of Fε are solutions to

−∆uε = f in Ω
−∆uε = 0 in Σε
∂uε
∂ν
+ βuε = 0 on ∂Ωε
∂u−ε
∂ν
= ε
∂u+ε
∂ν
on ∂Ω.
(6)
The b.c.
∂uε
∂ν
+ βuε = 0 tell us that the out-flux of heat is proportional to the temper-
ature jump across the body surface, and once again this reminds us that the external
temperature is set conventionally to zero. Once again both the conductivity and the
thickness of the insulating layer are of order ε.
We are interested in the asymptotics of Fε as ε→ 0 and indeed we prove that, under
suitable hypotheses of the regularity of ∂Ω and h, the functionals Fε Γ-converge to
F (u) =
1
2
∫
Ω
|∇u|2dx+
β
2
∫
∂Ω
u2
1 + βh
dHn−1(σ)−
∫
Ω
fu dx, (7)
with respect to the L2(Rn) topology.
In a second part of the paper we deal with the problem of finding the optimal dis-
tribution of insulating material with a fixed mass m. In contrast to the homogeneous
Dirichlet boundary condition case, the minimization with respect to h is, in our case,
more involved. For a given u, in order to prove existence of a minimizer h ∈ L2(∂Ω) we
have to show some compactness estimates which would avoid concentration phenomena.
It turns out that for optimality to hold, it is necessary that the ratio between u and
1 + βh is constant, at least on a part of the boundary ∂Ω, that coincides with the set
where the trace of u exceeds a given threshold, which depends on m. The exact value
of this threshold, denoted by cu, is not explicit but depends implicitly on h itself (see
formula (29) below).
Finally, we prove a sharp upper bound for the heat content
∫
Ω u dx. Maximizing such
a quantity among all domains Ω of given volume, is clearly the ultimate goal of the shape
optimization. Our estimate provides an answer to Open Problem 1.
The paper is organized as follows: In section 2 we set the notation, describe our func-
tional and the Γ-convergence analysis we will deal with. In section 3 we state and prove
our main result concerning the computation of the Γ-limit F . In section 4 we pass to
the analysis of the functional F ; we show the existence and uniqueness of minimizers
and we also characterize the shape of the optimal insulating layer h for any given ad-
missible variable u. Finally in Section 5 we deal with the shape optimization problem of
maximizing the heat content among all the domains Ω and insulating distributions.
4
2 Setting of the problem
Let Ω be a bounded open set in Rn, n ≥ 2, with boundary of class C1,1, and let ν denote
its outer normal. Let us fix a small parameter ε > 0, and let h : ∂Ω → R be a bounded
positive Lipschitz-continuous function. The set Ω is surrounded by the layer Σε defined
in (2), that we re-parametrize as follows
Σε = {σ + tν(σ), σ on ∂Ω, 0 < t < εh(σ)}.
We denote by
Ωε = Ω¯ ∪ Σε.
The problem of thermal insulation of Ω is governed by the following functional
Fε(v, h) =
1
2
∫
Ω
|∇v|2 dx+
ε
2
∫
Σε
|∇v|2 dx+
β
2
∫
∂Ωε
v2dHn−1(σ)−
∫
Ω
fv dx, (8)
where f ∈ L2(Ω) is a non-negative function representing the external heating of Ω, and
β > 0 is a fixed parameter. For h fixed, let us consider the following minimization
problem:
min
v∈H1(Ωε)
Fε(v, h).
The minimum uε will satisfy the following system of partial differential equations

−∆uε = f in Ω
−∆uε = 0 in Σε
∂uε
∂ν
+ βuε = 0 on ∂Ωε
∂u−ε
∂ν
= ε
∂u+ε
∂ν
on ∂Ω.
Our asymptotic analysis concerns the behaviour of the functional Fε(·, h) as ε→ 0. For
convenience we extend Fε to L
2(Ωε) setting Fε(v, h) = +∞ if v /∈ H
1(Ωε). We will prove
that the Γ−limit of Fε with respect to the L
2(Rn) topology is the functional F defined
by
F (v, h) =
1
2
∫
Ω
|∇v|2dx+
1
2
∫
∂Ω
v2
1 + βh
dHn−1(σ)−
∫
Ω
fv dx. (9)
A minimizer of the limit functional F , denoted by u ∈ H1(Ω), i.e.
F (u, h) = min
v∈H1(Ω)
F (v, h),
5
satisfies the system

−∆u = f in Ω
(1 + βh)
∂u
∂ν
+ βu = 0 on ∂Ω.
(10)
Notice that the boundary condition for such a minimizer is still of Robin type, with
coefficients depending also on the value of h.
3 Γ-convergence
In this section we study the limit of the functionals Fε as ε→ 0. Since, in this section, h
is a fixed positive and bounded function, we drop the dependence on h in the functionals
Fε and F defined in (8) and (9), writing Fε(·) = Fε(·, h) (and similarly for F ). We first
extend Fε on L
2(Rn) as follows
F¯ε(v) =
{
Fε(v) if v ∈ H
1(Ωε),
+∞ otherwise in L2(Rn) \H1(Ωε).
(11)
The main result of this section is the following.
Theorem 3.1. Let Ω be a bounded open set in Rn, n ≥ 2, with C1,1 boundary. Let h
be a fixed positive Lipschitz function. Let F¯ε be as in (11). Then F¯ε Γ-converges to the
limit functional
F¯ (v) =
{
F (v) if v ∈ H1(Ω),
+∞ otherwise in L2(Rn) \H1(Ω).
with respect to the L2(Rn) topology.
Proof. As usual, we split the proof into two main steps, namely providing a Γ-liminf
and Γ-limsup inequalities. First, we show that for any v ∈ L2(Rn) and any sequence
vε ∈ L
2(Rn) converging to v in L2(Rn), we have
lim inf
ε→0
F¯ε(vε) ≥ F¯ (v). (12)
Second, we will show that for any v ∈ H1(Ω) there exists a sequence vε ∈ H
1(Rn) such
that
lim sup
ε→0
F¯ε(vε) ≤ F¯ (v). (13)
Step 1: proof of the Γ-liminf inequality (12). Let us assume without loss of generality
that vε ∈ H
1(Rn), that the liminf is a limit, and that it is finite. In particular there is a
constant C > 0 such that
F¯ε(vε) < C. (14)
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From now on we denote by C a generic positive constant which might change from line
to line. First we observe that since the vε → v in L
2(Rn) we straightforwardly have∫
Ω
fvε dx→
∫
Ω
fv dx.
Moreover, we also get, from (14),∫
Ω
|∇vε|
2dx < C,
for some positive constant C. Thus we infer, up to subsequences,
vε ⇀ v weakly in H
1(Ω). (15)
Therefore v ∈ H1(Ω). As a consequence we find out
lim inf
ε→0
1
2
∫
Ω
|∇vε|
2dx−
∫
Ω
fvε dx ≥
1
2
∫
Ω
|∇v|2dx−
∫
Ω
fv dx, (16)
and then, in order to prove (12), it suffices to show
lim inf
ε→0
(ε
2
∫
Σε
|∇vε|
2 dx+
β
2
∫
∂Ωε
v2ε dH
n−1(σ)
)
≥
β
2
∫
∂Ω
v2
1 + βh
dHn−1(σ). (17)
To this aim, we focus on the first term on the left-hand side, and following the argument
used in [2] we write it as
ε
2
∫
Σε
|∇vε|
2 dx =
ε
2
∫
∂Ω
∫ εh(σ)
0
|∇vε(σ + tν(σ))|
2(1 + εR(σ, t)) dt dHn−1(σ), (18)
where R(σ, t) is a suitable remainder, which, thanks to the Lipschitz continuity of ν and
h, is uniformly bounded by a constant, i.e. |R(σ, t)| ≤ C. Therefore
ε
2
∫
Σε
|∇vε|
2 dx ≥
ε(1 − εC)
2
∫
∂Ω
∫ εh(σ)
0
|∇vε(σ + tν(σ))|
2 dt dHn−1(σ).
Now by Hölder inequality, for all σ ∈ ∂Ω,∫ εh(σ)
0
|∇vε(σ + tν(σ))|
2 dt ≥
1
εh(σ)
(∫ εh(σ)
0
|∇vε(σ + tν(σ))| dt
)2
≥
1
εh(σ)
(∫ εh(σ)
0
∇vε(σ + tν(σ)) · ν(σ) dt
)2
=
(
vε(σ + εh(σ)ν(σ)) − vε(σ)
)2
εh(σ)
.
We have then obtained
ε
2
∫
Σε
|∇vε|
2 dx ≥
ε(1 − εC)
2
∫
∂Ω
(
vε(σ + εh(σ)ν(σ)) − vε(σ)
)2
εh(σ)
dHn−1(σ). (19)
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Let us now focus on the second term in the left-hand side of (17). Again by a change of
variables we find that
β
2
∫
∂Ωε
vε(σ)
2dσ =
β
2
∫
∂Ω
vε(σ + εh(σ)ν(σ))
2(1 + εR′ε(σ)) dσ,
where R′ε(σ) is bounded by a constant, uniformly on ∂Ω, thanks to the hypothesis of
Lipschitz continuity of ν and h. In particular there is a constant C > 0 such that
β
2
∫
∂Ωε
vε(σ)
2dHn−1(σ) ≥
β
2
(1− εC)
∫
∂Ω
vε(σ + εh(σ)ν(σ))
2 dHn−1(σ). (20)
Going back to (17), with (19) and (20) at our disposal, we are left to prove that
lim inf
ε→0
(ε
2
∫
∂Ω
(
vε(σ + εh(σ)ν(σ)) − vε(σ)
)2
εh(σ)
dHn−1(σ) +
β
2
∫
∂Ω
vε(σ + εh(σ)ν(σ))
2 dHn−1(σ)
)
≥
β
2
∫
∂Ω
v(σ)2
1 + βh(σ)
dHn−1(σ). (21)
We have used here that the term
R(ε) := εC
ε
2
∫
∂Ω
(
vε(σ + εh(σ)ν(σ)) − vε(σ)
)2
εh(σ)
dHn−1(σ)+εC
β
2
∫
∂Ω
vε(σ+εh(σ)ν(σ))
2 dHn−1(σ),
is infinitesimal as ε→ 0, because by (19) and (20) and by assumption (14), it turns out
that, for ε small enough, R(ε)/ε is bounded.
In order to prove (21) we use Young’s inequality and write, for any λ > 0,
ε
2
∫
∂Ω
(
vε(σ + εh(σ)ν(σ)) − vε(σ)
)2
εh(σ)
dHn−1(σ) +
β
2
∫
∂Ω
vε(σ + εh(σ)ν(σ))
2 dHn−1(σ)
=
∫
∂Ω
vε(σ + εh(σ)ν(σ))
2 + vε(σ)
2 − 2vε(σ + εh(σ)ν(σ))vε(σ)
2h(σ)
dHn−1(σ)
+
β
2
∫
∂Ω
vε(σ + εh(σ)ν(σ))
2 dHn−1(σ)
≥
1
2
∫
∂Ω
(1− λ+ βh(σ)
h(σ)
)
vε(σ + εh(σ)ν(σ))
2 +
( 1
h(σ)
−
1
λh(σ)
)
vε(σ)
2dHn−1(σ),
and so setting λ = λ(σ) := 1 + βh(σ) we finally get
ε
2
∫
∂Ω
(
vε(σ + εh(σ)ν(σ)) − vε(σ)
)2
εh(σ)
dHn−1(σ) +
β
2
∫
∂Ω
vε(σ + εh(σ)ν(σ))
2 dHn−1(σ)
≥
β
2
∫
∂Ω
vε(σ)
2
1 + βh(σ)
dHn−1(σ).
Now (21) follows by lower semicontinuity, thanks to (15). The proof of the Γ-liminf
inequality is achieved.
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Step 2: proof of the Γ-limsup inequality (22). Let v ∈ H1(Ω). By the regularity of ∂Ω,
we may extend v in H1(Rn). Moreover, we extend h in Σε by setting h(x) = h(σ), for all
x of the form x = σ+tν(σ) ∈ Σε for some t ∈ (0, εh(σ)). Let us consider ϕε : Σε → [0, 1]
given by
ϕε(x) = 1−
βd(x)
ε(1 + βh(x))
,
where d(x) = dist(x,Ω). Notice that ϕε = 1 on ∂Ω but it is always strictly positive on
∂Ωε. We further extend ϕε to (not relabelled) ϕε ∈ L
2(Rn) by setting ϕε = 1 in Ω and
ϕε = 0 on R
n \Ωε. We define vε = vϕε, and we trivially see that vε → v in L
2(Ω) (since
vε = v in Ω). Moreover an easy check shows that vε ∈ H
1(Ωε). We will prove that
lim sup
ε→0
F¯ε(vε) ≤ F¯ (v).
To this aim, it suffices to prove that
lim sup
ε→0
(
ε
∫
Σε
|∇vε|
2 dx+ β
∫
∂Ωε
|vε|
2 dHn−1(σ)
)
≤ β
∫
∂Ω
v2
1 + βh
dHn−1(σ). (22)
As regards the first term in the left hand side of (22), let λ ∈ (0, 1) be arbitrary (we will
choose it later). It holds
ε
∫
Σε
|∇vϕε +∇ϕεv|
2 dx ≤
ε
λ
∫
Σε
|∇ϕεv|
2 dx+
ε
(1− λ)
∫
Σε
|∇vϕε|
2 dx. (23)
Furthermore, d denoting the distance from Ω, we have
|∇ϕε|
2 ≤
β2
ε2
∣∣∣∣ ∇d(1 + βh)(1 − d)
∣∣∣∣
2
(1− d) +
β4
ε2
∣∣∣∣ ∇h(1 + βh)2
∣∣∣∣
2
d
≤
β2
ε2
1
(1 + βh)2(1− d)
+
β4C
ε
|∇h|2 ,
where we have used that d ≤ εh ≤ εC in Σε. Hence
ε
λ
∫
Σε
|∇ϕεv|
2 dx ≤
β2
ελ
∫
Σε
v2
(1 + βh)2(1− d)
dx+
β4C
λ
∫
Σε
|∇h|2 v2dx.
On the other hand, reasoning similarly as in (18), we get
∫
Σε
v2
(1 + βh)2(1− d)
dx =
= ε
∫
∂Ω
h(σ)dHn−1(σ)
∫ 1
0
v(σ + εth(σ)ν(σ))2
(1 + βh(σ))2(1− d(σ + εth(σ)ν(σ)))
(1 + εR(σ, t))dt
where |R(σ, t)| ≤ C. Then, being h Lipschitz, we get
lim sup
ε→0
ε
λ
∫
Σε
|∇ϕεv|
2 dx ≤
β2
λ
∫
∂Ω
h(σ)v(σ)2
(1 + βh(σ))2
dHn−1(σ).
9
Last term in (23) vanishes as ε→ 0, then, by the arbitrariness of λ it holds that
lim sup
ε→0
ε
∫
Σε
|∇vε|
2 dx ≤ β2
∫
∂Ω
h(σ)v(σ)2
(1 + βh(σ))2
dσ. (24)
As regards the second term in the left hand side of (22), by a change of variables we get
that ∫
∂Ωε
vε(σ)
2dHn−1(σ) =
∫
∂Ω
vε(σ + εh(σ)ν(σ))
2(1 + εR′(σ))dHn−1(σ).
Then, passing to the limit we obtain
lim
ε→0
∫
∂Ωε
vε(σ)
2dHn−1(σ) =
∫
∂Ω
v(σ)2
(1 + βh(σ))2
dHn−1(σ). (25)
Finally, using (24) and (25) we get (22). Hence, the proof of the theorem is complete.
4 Analysis of the minimum
In this section we consider the optimization of the shape of the insulating layer surround-
ing Ω.
In the computation of the Γ-limit of the functional F¯ε we have chosen and fixed a priori
h which was Lipschitz continuous, bounded, and strictly positive. Once the Γ-limit has
been obtained, we are now interested into varying h in order to achieve the optimal
insulation.
To this aim we first fix the amount of insulating material we want to exploit. For any
positive number m, we set
Hm(∂Ω) = {h ∈ L
1(∂Ω), h ≥ 0:
∫
∂Ω
hdσ = m}.
We will now analyse the behaviour of the limit functional F¯ (v, h). Specifically, we
fix m > 0 and allow h ∈ Hm(∂Ω) to vary. To address the optimality of the insulating
problem with respect to h ∈ Hm(∂Ω) we study the minimization problem
min
(v,h)∈H1(Ω)×Hm(∂Ω)
F (v, h)
= min
(v,h)∈H1(Ω)×Hm(∂Ω)
{
1
2
∫
Ω
|∇v|2dx+
1
2
∫
∂Ω
v2
1 + βh
dHn−1(σ)−
∫
Ω
fv dx
}
.
(26)
Notice that here we allow h to be 0 on some subdomain of ∂Ω, and we also drop
the requirement of Lipschitz continuity. This procedure is justified by the fact that, in
general, the infimum of the functional among the class of positive Lipschitz continuous
maps h is not achieved since minimizers are not strictly positive (and neither Lipschitz
continuous).
We are now in position to state the following existence result:
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Theorem 4.1. Given any β,m > 0, there exists a couple (u, h) ∈ H1(Ω)×L2(∂Ω), with
h ∈ Hm(∂Ω), which minimizes (26). Moreover,
h(σ) :=
{
|u(σ)|
cuβ
− 1β if |u(σ)| ≥ cu,
0 otherwise ,
(27)
where cu is the unique positive constant satisfying
cu =
( 1
|{|u| ≥ cu}|+mβ
)∫
{|u|≥cu}
|u(σ)|dHn−1(σ). (28)
Furthermore the couple (u, h) is a solution to (10), and is also unique if the domain Ω
is connected.
Remark 4.1. The constant cu is determined implicitly by equation (28). As we will
see (Lemma 4.1 below), for every u ∈ H1(Ω) the constant cu is well-defined and positive
whenever u is not identically null on ∂Ω. Moreover it depends on the amount of insulating
material we have at disposal, namely the constant m > 0.
4.1 Proof of Theorem 4.1
In order to prove Theorem 4.1 we will show some preliminary results. We start by the
following Lemma, that states the existence and uniqueness of the constant cu appearing
in (27).
Lemma 4.1. Let β > 0, m > 0 be fixed. Let v ∈ L2(∂Ω), and m > 0 be fixed. Then
there is a unique constant cv ≥ 0 such that
cv =
( 1
|{|v| ≥ cv}|+mβ
)∫
{|v|≥cv}
|v(σ)|dHn−1(σ). (29)
Moreover cv = 0 if and only if v = 0 H
n−1-a.e. on ∂Ω.
Proof. Let us consider the two functions g1, g2 : [0,+∞)→ [0,+∞) defined by
g1 : c 7→
∫
|v|≥c
(|v| − c)dHn−1(σ),
g2 : c 7→ mβc,
which happen to be continuous on [0,+∞). Moreover, g2 is strictly increasing, g2(0) = 0,
whereas g1 is non-increasing and g1(0) =
∫
∂Ω |v|dH
n−1(σ) ≥ 0. Moreover g1(0) = 0 if
and only if v ≡ 0. Since g2(c)→ +∞ as c→ +∞, it follows that there is a unique cv ≥ 0
such that g1(cv) = g2(cv), and cv = 0 if and only if v = 0 a.e. on ∂Ω.
Proposition 4.1. Let β > 0, m > 0 be fixed, let v ∈ L2(∂Ω), and let h ∈ L2(∂Ω) be the
function defined by
h(σ) :=
{
|v(σ)|
cvβ
− 1β if |v(σ)| ≥ cv,
0 otherwise,
(30)
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where cv is the constant given by Lemma 4.1. Then h is the solution to the minimum
problem
min
hˆ∈Hm(∂Ω)
β
2
∫
∂Ω
v2
1 + βhˆ
dHn−1(σ). (31)
Remark 4.2. It is easy to see that the function h defined in (30) belongs to Hm(∂Ω).
Proof. Let hˆ ∈ L2(∂Ω)∩Hm(∂Ω) be a competitor for the problem (31). We aim to prove
that ∫
∂Ω
v2
1 + βhˆ
dHn−1(σ) ≥
∫
∂Ω
v2
1 + βh
dHn−1(σ). (32)
We set, for t ∈ [0, 1],
ψ(t) :=
∫
∂Ω
v2
1 + β(hˆ+ t(h− hˆ))
dHn−1(σ),
in such a way that (32) is equivalent to proving that ψ(0) ≥ ψ(1). To this aim it suffices
to check that ψ′(t) ≤ 0 for any t ∈ [0, 1]. Denoting by A and B the subsets of ∂Ω defined
as A := {σ : hˆ(σ) > h(σ)}, and B := {σ : hˆ(σ) < h(σ)} we have, for t ∈ [0, 1],
1 + β(hˆ+ t(h− hˆ)) > 1 + βh, on A,
1 + β(hˆ+ t(h− hˆ)) < 1 + βh, on B,
hence it turns out
ψ′(t) = −β
∫
∂Ω
v2(h− hˆ)
[1 + β(hˆ+ t(h− hˆ))]2
dHn−1(σ)
= −β
∫
A
v2(h− hˆ)
[1 + β(hˆ + t(h− hˆ))]2
dHn−1(σ)− β
∫
B
v2(h− hˆ)
[1 + β(hˆ + t(h− hˆ))]2
dHn−1(σ)
≤ −β
∫
A
v2(h− hˆ)
(1 + βh)2
dHn−1(σ)− β
∫
B
v2(h− hˆ)
(1 + βh)2
dHn−1(σ)
= −β
∫
{|v|≥cv}
c2v(h− hˆ)dH
n−1(σ)− β
∫
{|v|<cv}
v2(h− hˆ)dHn−1(σ).
In the last equality we have used the explicit expression of h in (30). Exploiting also that
h = 0 on {|v| < cv}, we infer that the last line in the preceding expression equals
− β
∫
{|v|≥cv}
c2v(h− hˆ) dH
n−1(σ) + β
∫
{|v|<cv}
v2hˆ dHn−1(σ)
≤ −β
∫
{|v|≥cv}
c2v(h− hˆ) dH
n−1(σ) + β
∫
{|v|<cv}
c2vhˆ dH
n−1(σ)
= −βc2v
∫
{|v|≥cv}
h dHn−1(σ) + βc2v
∫
{|v|<cv}
hˆ dHn−1(σ) = 0.
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In the last equality we have used the explicit expression (30) and the fact that both h
and hˆ have the same mass m. Thus ψ′(t) ≤ 0 for all t ∈ [0, 1], and the thesis is achieved.
In order to minimize F with respect to v and h, we need the following coerciveness
result.
Proposition 4.2. Let β > 0 and m > 0 be fixed. There are positive constants C1, C2
such that for any v ∈ H1(Ω), h ∈ L2(∂Ω) ∩Hm(∂Ω),
F (v, h) ≥ C1‖v‖
2
H1(Ω) − C2. (33)
Proof. The term
∫
∂Ω
v2
1+βhdH
n−1(σ) is obviously greater or equal to
∫
∂Ω
v2
1+βhv
dHn−1(σ),
where hv is the function given in (30). Now, recalling (29), we estimate∫
∂Ω
v2
1 + βhv
dHn−1(σ) =
∫
{|v|<cv}
v2
1 + βhv
dHn−1(σ) +
∫
{|v|≥cv}
v2
1 + βhv
dHn−1(σ)
=
∫
{|v|<cv}
v2 dHn−1(σ) +
∫
{|v|≥cv}
cv |v| dH
n−1(σ)
=
∫
{|v|<cv}
v2 dHn−1(σ) +
( ∫
{|v|≥cv}
|v| dHn−1(σ)
)2
|{|v| ≥ cv}|+mβ
≥
( ∫
{|v|<cv}
|v| dHn−1(σ)
)2
|∂Ω|
+
( ∫
{|v|≥cv}
|v| dHn−1(σ)
)2
Per(Ω) +mβ
≥
( ∫
∂Ω |v| dH
n−1(σ)
)2
Per(Ω) +mβ
.
Thanks to classical trace inequality we thus conclude
1
2
∫
Ω
|∇v|2dx+
1
2
∫
∂Ω
v2
1 + βh
dHn−1(σ) ≥
1
2
∫
Ω
|∇v|2dx+ C
( ∫
∂Ω
|v| dHn−1(σ)
)2
≥ C‖v‖2H1(Ω),
and we then obtain the thesis by standard arguments to estimate the linear term in the
energy.
Concerning uniqueness, we will need the following Proposition.
Proposition 4.3. Assume that the set Ω is connected and let β > 0, m > 0 be fixed. Then
the functional F (v, h) satisfies the following convexity condition in H1(Ω) × Hm(∂Ω),
namely
1
2
[F (v1, h1) + F (v2, h2)] > F
(
v1 + v2
2
,
h1 + h2
2
)
∀(v1, h1) 6= (v2, h2).
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Proof. Let v1, v2 be two functions in H
1(Ω). Then by Cauchy-Schwarz inequality
∫
Ω
(
|∇v1|
2
2
+
|∇v2|
2
2
)
dx ≥
∫
Ω
∣∣∣∣∇(v1 + v2)2
∣∣∣∣
2
dx, (34)
and the equality holds if and only if v2 = v1+k (here is where we use that Ω is connected).
Moreover,
1
2
(
v21
1 + βh1
+
v22
1 + βh2
)
=
=
v21 + v
2
2
4 + 2β(h1 + h2)
+
[(
1 + βh2
1 + βh1
)
v21
2
+
(
1 + βh1
1 + βh2
)
v22
2
]
1
2 + β(h1 + h2)
(35)
By Cauchy-Schwarz inequality, it holds that(
1 + βh2
1 + βh1
)
v21
2
+
(
1 + βh1
1 + βh2
)
v22
2
≥ v1v2,
with equality if and only if
(1 + βh2)v1 = v2(1 + βh1). (36)
Hence, equality in both (34) and (36) can hold if and only if v2 = v1 (and h2 = h1):
indeed, equality in (34) gives v2 = v1 + k with k ≥ 0, and if (36) holds with k > 0, then
βh1 = (1 + βh2)
v1
v2
− 1 < βh2;
so integrating on ∂Ω we immediately get a contradiction. Then from (35) we obtain that
for v2 = v1 + k, with k > 0,
1
2
(
v21
1 + βh1
+
v22
1 + βh2
)
>
(v1+v22 )
2
1 + β h1+h22
.
We are now in position to conclude the proof of Theorem 4.1.
Proof of Theorem 4.1. Let (un, hn) ∈ H
1(Ω) × Hm(∂Ω) be a minimizing sequence; we
can always assume hn smooth, and un be the solution to

−∆un = f in Ω
(1 + βhn)
∂un
∂ν
+ βun = 0 on ∂Ω.
(37)
Fixed hn, we can indeed consider the auxiliary minimum problem
min
v∈H1(Ω)
F (v, hn), (38)
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whose solution, denoted by u¯n, exists thanks to the coerciveness condition (33) and solves
(37). Hence, without loss of generality we assume un = u¯n. Now we observe that un ≥ 0
on Ω. Indeed, assume by contradiction that minun < 0. By the maximum principle,
since f ≥ 0, un achieves its minimum on ∂Ω. Let σ ∈ ∂Ω be a point where the minimum
is achieved, then by the second condition in (37) it results
(1 + βhn(σ))
∂un(σ)
∂ν
= −βun(σ) > 0,
which contradicts the maximum principle.
More precisely, we claim that there is a constant K > 0 such that
un(x) ≥ U(x) ≥ K > 0 on Ω¯, (39)
where U solves

−∆U = f in Ω
∂U
∂ν
+ βU = 0 on ∂Ω.
By the strong maximum principle U(x) ≥ K > 0, so that to prove the claim we have to
show that un(x) ≥ U(x) on Ω¯. The function w := un − U satisfies

∆w = 0 in Ω
∂w
∂ν
+ βw ≥ 0 on ∂Ω.
Then, using again the maximum principle we find that w has its minimum on ∂Ω, and
it cannot be negative. The claim (39) follows.
Thanks to (39), we now claim that the sequence cun cannot vanish as n→ +∞. Here
cun is the constant in (29) associated to un. To prove this claim, let us observe that by
Fatou’s Lemma
lim inf
n→+∞
cun ≥
1
Per(Ω) +mβ
∫
∂Ω
lim inf
n→+∞
unχ{un≥cun}dσ,
hence if cun → 0, being un ≥ K > 0 we would have {un ≥ cun} = ∂Ω for n sufficiently
large and finally
0 ≥
KPer(Ω)
Per(Ω) +mβ
which is a contradiction.
By Proposition 4.2 the sequence un weakly converges (up to take a subsequence) to a
function u ∈ H1(Ω). We then observe that Proposition 4.1 allows us to define
h¯n(σ) :=
{
|un(σ)|
cnβ
− 1β if |un(σ)| ≥ cn
0 otherwise ,
(40)
and (un, h¯n) is still a minimizing sequence. Since h¯n converges to some function h ∈
L2(∂Ω) ∩Hm(∂Ω), it turns out that the couple (u, h) is a minimum of (26).
The uniqueness follows by the strict convexity of the functional as proved in Proposition
4.3.
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5 A sharp estimate for the heat content
In this section we deal with Open Problem 1. We will denote by |Ω| the Lebesgue measure
of Ω and by Per(Ω) its perimeter. The main result is the following Theorem.
Theorem 5.1. Let m > 0 be fixed, f ≡ 1, and (u, h) ∈ H1(Ω)×L2(∂Ω) be the minimizing
couple as in Theorem 4.1. Then the total heat content satisfies∫
Ω
u ≤
1
ω
2/n
n n2
(
n|Ω|
2
n
+1
n+ 2
+ |Ω|
2
n
(
Per(Ω)
β
+m
))
, (41)
were ωn is the measure of the unit ball in R
n. Equality is achieved when Ω is a ball and
h is constant.
Proof. We denote by µ(t) = |{x ∈ Ω : u(x) > t}| the measure of the superlevel set t
of the function u, and by P (t) = Per({x ∈ Ω : u(x) > t}) the perimeter of the same
set (which exists finite for a.e. t). Obviously µ(0) = |Ω| and P (0) = Per(Ω), while
µ(maxΩ u) = P (maxΩ u) = 0.
Claim 1. The following inequality holds for a.e. t > 0
P (t)2 ≤ µ(t)
(
−µ′(t) +
∫
∂Ω∩{u>t}
1 + βh(σ)
βu(σ)
dHn−1(σ)
)
. (42)
First we use Hölder’s inequality, and we get for a.e. t > 0
P (t)2 =
(∫
{u=t}
dHn−1(σ) +
∫
∂Ω∩∂{u>t}
dHn−1(σ)
)2
≤
(∫
{u=t}
|Du(σ)|dHn−1(σ) +
∫
∂Ω∩∂{u>t}
βu(σ)
1 + βh(σ)
dHn−1(σ)
)
(∫
{u=t}
1
|Du(σ)|
dHn−1(σ) +
∫
∂Ω∩∂{u>t}
1 + βh(σ)
βu(σ)
dHn−1(σ)
)
.
Then by co-area formula, for a.e. t, we have −µ′(t) ≥
∫
{u=t}
1
|Du(σ)|
dHn−1(σ). The
Claim is proved if we establish the equality
µ(t) =
∫
{u=t}
|Du(σ)|dHn−1(σ) +
∫
∂Ω∩∂{u>t}
βu(σ)
1 + βh(σ)
dHn−1(σ).
Informally this can be done integrating ∆u on the superlevel set t of u, and then using
both the equation and the boundary condition in (10) (here we use that −∆u = f = 1).
For a rigorous proof we refer to standard approximation arguments used in [1, 7, 14] .
Claim 2. For a.e. t > 0 it holds
µ(t) ≤
1
ω
2/n
n n2
(
−µ′(t)µ(t)
2
n + |Ω|
2
n
∫
∂Ω∩∂{u>t}
1 + βh(σ)
βu(σ)
dHn−1(σ)
)
. (43)
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This is a straightforward consequence of (42), of the isoperimetric inequality
(
µ(t)
ωn
)n−1
≤
(
P (t)
nωn
)n
,
and of the fact that µ(t) ≤ |Ω|.
The proof of the Theorem is complete once we integrate both sides of inequality (43)
from 0 to maxΩ u and use Fubini’s Theorem to deal with the last term (remember that
m =
∫
∂Ω hdH
n−1(σ)).
It is easy to check that all inequalities hold as equality if Ω is a ball and h is constant
(notice that in such a case the value of u on ∂Ω is constant).
Corollary 5.1. Solution to Open Problem 1 is the ball, with h constant on the boundary.
Proof. Consider a smooth open set Ω. For a given h, let v be the solution to (4). A
solution u to (10) converges to v as β goes to +∞. Then inequality (41) becomes
∫
Ω
v dx ≤
1
ω
2/n
n n2
(
n|Ω|
2
n
+1
n+ 2
+ |Ω|
2
nm
)
. (44)
Inequality holds as an equality if Ω is a ball and h is constant.
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