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Analiza podatkov z metodo delnih najmanǰsih kvadratov (PLS metoda)
Povzetek
V delu diplomskega seminarja definiramo linearne modele več spremenljivk v
splošnem. Nato predstavimo model po metodi najmanǰsih kvadratov, kjer si ogle-
damo glavne značnilnosti modela in izpostavimo glavne pomankljivosti za različne
tipe podatkov. Nadaljujemo s predstavitvijo sorodnega modela regresije glavnih
komponent, kjer predstavimo glavne ideje metode glavnih komponent. Ko smo
seznanjeni z delovanjem te metode, podoben princip uporabimo na metodi delnih
najmanǰsih kvadratov. Teorijo modela podkrepimo s primeri delovanja metode v na-
povedovanju vrednosti spremenljivk. Nato se dotaknemo še problema klasifikacije
in nelinearnih modelov, kjer delovanje prikažemo z enostavnima zgledoma.
Data Analysis Using the Partial Least Squares Method (PLS method)
Abstract
In the seminar, we define linear models of several variables in general. Then we
introduce the model using the least squares method, where we look at the main
features of the model and highlight the main disadvantages for different types of
data. We continue to introduce a related model of principal component regression,
where we present the main ideas of the principal component method. After we are
familiar with how this method works, we apply a similar principle to the method of
partial least squares. The theory of the model is supported by examples of how the
method works in prediction. Finally we look also at the problem of classification
and nonlinear models, where we show the operation on some simple examples.
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1. Uvod
Delni najmanǰsi kvadrati oziroma PLS metoda v zadnjem času pridobiva veliko
pozornosti na različnih znanstvenih področjih: v kemometriji (veda, ki ugotavlja
pomembne kemijske lastnosti z matematičnimi in statističnimi metodami), nevro-
znanosti, ekonomiji, antropologiji in v senzoričnem vrednotenju hrane (disciplina, ki
se uporablja za merjenje, analizo in razlago tistih odzivov na izdelke, ki jih zaznavajo
čutila vida, vonja, dotika, okusa in sluha). Metoda dobro deluje s klasifikacijskimi
in regresijskimi problemi ter je dobra tehnika zmanǰsevanja dimenzij in je orodje
modeliranja.
Originalno je metodo razvil Herman Wold, ki jo je objavil leta 1966 ([19]). Upora-
bljena je bila na področju ekonometrije in sociologije. Metoda je postala popularna
šele kasneje, zahvaljujoč se njegovemu sinu Svantu Woldu, ki je metodo uporabil v
kemometriji, kjer je postala standardno orodje za procesiranje kemičnih problemov.
Gonilo PLS metode je tako imenovan NIPALS algoritem. Ta je različica potenčne
metode z dodatkom redukcije matrike, da pridobimo prvih nekaj glavnih kompo-
nent oziroma vektorjev, ki pojasnijo čim več variance podatkov. Originalne podatke
tako projeciramo v nižje-dimenzionalni prostor, kjer ohranimo čim več relavantnih
podatkov.
Metoda se uporablja, ko moramo napovedati nekaj odvisnih spremenljivk iz ve-
likega števila neodvisnih spremenljivk. Napoved dosežemo tako, da iz množice ne-
odvisnih spremenljivk pridobimo množico ortogonalnih vektorjev (imenovanih tudi
latentni vektorji) z maksimiziranjem kovariance med različnimi spremenljivkami.
Metoda je podobna tudi kanonični korelacijski analizi (CCA), kjer se maksimizira
korelacijo namesto kovariance. Obstaja več tehnik pridobivanje latentnih vektorjev
in vsaka tehnika prispeva k različni varianti PLS.
Na začetku je bil PLS v statistiki obravnavan zgolj kot algoritem, vendar se v
zadnjih letih smatra kot dober statistični model. Podoben je drugim metodam,
kot so metoda glavnih komponent (PCA) in regularizacija Tikhonova (RR), vse te
metode pa lahko vključimo v poenoten pristop, imenovan zvezna regresija.
PLS lahko uporabimo tudi v klasifikacijskih problemih z uporabo indikatorske ma-
trike, ki vsebuje podatke o razredih in njihovih članih. Ta metoda je zelo podobna
Fischerjevi diskriminantni analizi (FDA). Prav tako jo lahko uporabimo pri metodi
redukcije dimenzij, podobno kot PCA. Poznamo tudi aplikacije metode s kombi-
nacijo metode podpornih vektorjev (SVM). Nenazadnje je mogoče PLS uporabiti v
kombinaciji z zmogljivo tehnologijo jedrnega učenja, s katero lahko elegantno rešimo
nelinearne probleme.
2. Linearni model več spremenljivk
Linearni model več spremenljivk je sestavljen iz sočasno obravnavanih p linearnih
modelov. Naj bo m število opazovanih spremenljivk in n število vzorcev, ki jih
zapǐsemo v n×m vhodno matriko X := [x1 . . .xm], kjer je xi = [x1i . . . xni]T :
X =

x11 x12 . . . x1m
x21 x22 . . . x2m
...
...
. . .
...
xn1 xn2 . . . xnm
 .
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Naj bo Y n× p matrika odzivov, Y := [y1, . . . ,yp], kjer je yi = [y1i . . . yni]T ,
Y =

y11 y12 . . . y1p
y21 y22 . . . y2p
...
...
. . .
...
yn1 yn2 . . . ynp
 .
Zapǐsimo še m× p matriko β := [β1, . . . ,βp], kjer je βi = [β1i, . . . , βmi]T ,
β =

β11 β12 . . . β1p
β21 β22 . . . β2p
...
...
. . .
...
βm1 βn2 . . . βmp
 ,
in n× p matriko ε := [ε1, . . . , εp], kjer je εi = [ε1i . . . εni]T ,
ε =

ε11 ε12 . . . ε1p
ε21 ε22 . . . ε2p
...
...
. . .
...
εn1 εn2 . . . εnp
 .
Za ` = 1, . . . , p lahko linearne modele zapǐsemo kot
y` = Xβ` + ε`,
kjer je E(ε`) = 0. Matrika X je enaka za vse odvisne spremenljivke, β` in ε` pa sta
drugačna za vsako odvisno spremenljivko posebej. Linearni model več spremenljivk
lahko tako zapǐsemo kot
Y = Xβ + ε,
kjer predpostavimo E[ε] = 0.
Opomba 2.1. Stolpce matrike X in Y si lahko predstavljamo kot slučajne spre-
menljivke.
Definicija 2.2. Naj bo X = [x1 . . .xm] n ×m matrika. Centrirana matrika B je
definirana kot
B := [x1 − x̄1, . . . ,xm − x̄m],
kjer je x̄i povprečna vrednost za xi,
x̄i =
1
n
n∑
j=1
xji.
Stolpci matrike B imajo tako ničelno vzorčno povprečje.
Definicija 2.3. Naj bo X centrirana matrika velikosti n×m in naj bo Y centrirana
matrika velikosti n×p. Potem je vzorčna kovariančna matrika matrik X in Y enaka
cov(X,Y ) :=
1
n− 1
XTY .
S S označimo varianco matrike X,
S := var(X) = cov(X,X).
Opomba 2.4. Razlog, da v imamo v imenovalcu n−1 namesto n je, da za centriranje
matrike uporabljamo povprečje vzorca namesto povprečje populacije.
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Matrika S je simetrična. Diagonalni element Sjj je varianca vektorja xj. Celotna
varianca podatkov je dana s sledjo matrike S. V nadaljevanju predpostavimo, da
so vse matrike centrirane.
3. Model po metodi najmanjših kvadratov
3.1. Problemi z navadnimi najmanǰsimi kvadrati. Pokazali bomo, zakaj pri
modelu, kjer imamo opravka z visoko koreliranimi spremenljivkami, metoda naj-
manǰsih kvadratov odpove. Študiramo primer, ko je matrika Y velikosti n×1, torej
jo lahko pǐsemo kot vektor y. V tem primeru izpuščamo indekse. Linearni regresijski
model vzorčnih podatkov v vektorski obliki se tako glasi
y = β1x1 + β2x2 + . . .+ βmxm + ε.
Če model zapǐsemo v matrično obliko dobimo
y = Xβ + ε,
kjer je X vhodna matrika in y odzivni vektor. Naj bo n število vzorcev in m število
spremenljivk. Ločimo tri primere:
• m > n: število spremenljivk je večje od števila vzorcev. V tem primeru
imamo neskončno rešitev za β, ki jih dobimo z reševanjem nedoločenega
sistema. Ta primer nas v nadaljevanju ne bo zanimal.
• m = n: število spremenljivk je enako številu vzorcev. Če je matrika X
polnega ranga, imamo eno rešitev za β. Potem je napaka ε = y −Xβ = 0,
kjer je 0 vektor ničel.
• m < n: število vzorcev je večje od števila spremenljivk. Primer obravnavamo
v nadaljevanju.
Sistem enačb y = Xβ, kjer izpustimo napako ε, se imenuje predoločen sistem, saj
imamo več enačb kot neznank. Sistem v splošnem nima rešitve, zato enačbo in
problem preoblikujemo: za podano matriko X ∈ Rn×m, n ≥ m, in vektor y ∈ Rn
ǐsčemo tak β ∈ Rm, ki minimizira ||y −Xβ||2. Drugače povedano, minimiziramo
napako ε = y −Xβ po drugi normi.
Če so stolpci matrike X linearno neodvisni, je rešitev po metodi najmanǰsih kva-
dratov enaka rešitvi normalnega sistema XTXβ = XTy. Matrika XTX je sime-
trična pozitivno definitna (s.p.d), zato lahko za reševanje normalnega sistema upo-
rabimo razcep Choleskega. Normalni sistem je sicer najpreprosteǰsi način reševanja
predoločenega sistema, ni pa najstabilneǰsi. Težave se pojavijo, kadar stolpci ma-
trike X niso dovolj linearno neodvisni. Takrat je bolje namesto stolpcev matrike
uporabiti ortonormirano bazo. Za ortogonalizacijo matrike X lahko uporabimo
Gram-Schmidtov postopek. Če so stolpci matrike X linearno odvisni, moramo upo-
rabiti singularni razcep.
V primeru, da je matrika X polnega ranga, je torej rešitev po metodi najmanǰsih
kvadratov dana z normalno enačbo
(1) β̂ = (XTX)−1XTy.
Trditev 3.1. Naj bodo stolpci matrike X = [x1,x2, . . . ,xm] ortogonalni. Potem iz
enačbe (1) sledi
β̂ =
[
〈x1,y〉
〈x1,x1〉
,
〈x2,y〉
〈x2,x2〉
, . . . ,
〈xm,y〉
〈xm,xm〉
]T
,
kjer 〈·, ·〉 označuje standardni skalarni produkt.
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To sledi iz dejstva, da je XTX = diag(〈x1,x1〉, . . . , 〈xm,xm〉). To pomeni, da v
primeru, ko so vhodne spremenljivke ortogonalne, nobena spremenljivka ne vpliva
na oceno parametra druge spremenljivke v modelu.
3.1.1. Kdaj metoda najmanǰsih kvadratov odpove? Recimo, da imamo model y =
β1x1 + β2x2. Vektorja x1 in x2 raztezata ravnino. Iščemo pravokotno projekcijo
vektorja y na to ravnino. Označimo pravokotno projekcijo z ŷ. Iščemo torej tak β1
in β2, ki enolično določata vektor ŷ. Če sta vektorja linearno odvisna, pa več ne
razpenjata ravnine in β1, β2 nista več enolična.
Problem nastane, kadar matrika XTX ni obrnljiva, torej je singularna. Če je ma-
trika X slabo pogojena, je matrika XTX slabo pogojena s kvadratom pogojenosti
matrike X.
4. Regresija glavnih komponent
Metoda delnih najmanǰsih kvadratov oziroma PLS metoda je podobna regresiji
glavnih komponent (PCR-ju), saj obe dobro modelirata primer, ko imamo opravka
z velikim številom koreliranih spremenljivk. Za lažje razumevanje PLS-ja si najprej
oglejmo, kako deluje PCR. Ideja PCR je, da najprej na naši matriki X izvedemo
metodo glavnih komponent (PCA) in potem uporabimo prvih k glavnih kompo-
nent, s katerimi izvedemo aproksimacijo po metodi najmanǰsih kvadratov. Zato si
poglejmo, kako deluje metoda glavnih komponent PCA.
4.1. Metoda glavnih komponent. Metoda glavnih komponent je zelo popularna
multivariatna metoda. Metoda omogoča povzeti podatke s čim manǰso izgubo in-
formacij tako, da zmanǰsa dimenzijo prostora, kjer so podatki predstavljeni. Bralec
lahko dokaze naslednjih izrekov najde v [11] in [17].
Definicija 4.1. Matriko A se da diagonalizirati v ortonormirani bazi, če obstajata
ortogonalna matrika P in diagonalna matrika D, tako da velja
A = PDP T = PDP−1.
Izrek 4.2. Simetrična n× n matrika A ima naslednje lastnosti:
• da se diagonalizirati v ortonormirani bazi,
• ima n realnih lastnih vrednosti,
• pripadajoči lastni vektorji so ortogonalni.
Posledica 4.3. Simetrično matriko A se da diagonalizirati v ortonormirani bazi na
sledeč način
A = UDUT ,
kjer je matrika U ortogonalna matrika sestavljena iz lastnih vektorjev matrike A in
matrika D diagonalna matrika sestavljena iz lastnih vrednosti matrike A.
Izrek 4.4. Naj bo A simetrična matrika. Potem je rešitev optimizacijskega problema
max
x:||x||=1
xTAx
dana z največjo lastno vrednostjo λmax matrike A in pripadajoči x, ki reši optimi-
zacijski problem, je lastni vektor matrike A, ki pripada lastni vrednosti λmax.
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Cilj PCA metode je najti ortogonalno m×m matriko P , tako da bo
T = XP
nova matrika, katere spremenljivke t1, . . . tm bodo nekorelirane in urejene padajoče
glede na varianco. Hočemo, da bo kovariančna matrika var(T ) = cov(T,T ) diago-
nalna in da bodo diagonalni elementi razvrščeni padajoče.
Postopek za izračun matrike T je sledeč:
• Definirajmo matriko S = XTX ∈ Rm×m.
• Izračunajmo razcep S = V DV T , kjer je V ortogonalna matrika in D dia-
gonalna matrika, kjer so lastne vrednosti urejene padajoče in so vse nenega-
tivne.
• Izberimo P = V ∈ Rm×m in T = XP ∈ Rn×m.
Izrek 4.5. Kovarianca matrike T = XP je dana z
cov(T ,T ) =
1
n− 1
D,
kjer je D diagonalna matrika.
Dokaz. Ker je matrika T centrirana, je kovarianca matrike T enaka
cov(T ,T ) =
1
n− 1
T TT
=
1
n− 1
(P TXT )(XP )
=
1
n− 1
P TXTXP
=
1
n− 1
P TSP
=
1
n− 1
V TV DV TV
=
1
n− 1
D.
Lastne vektorje imenujemo glavne komponente podatkov. 
4.1.1. Kompresija matrike. Pogosto se večino variance matrike X opǐse s prvimi
glavnimi komponentami. Naj bo P|k matrika, ki je sestavljena iz prvih k ≤ m
glavnih komponent. Konstruiramo aproksimacijo matrike T preko
T|k = XP|k,
kjer T|k označuje n×k kompresijo matrike T , ki ohrani večino variance. Ideja je, da
aproksimacijo po metodi najmanǰsih kvadratov izvedemo za ustrezen k na matriki
T|k namesto na matriki X. Po konstrukciji so stolpci matrike T|k nekorelirani.
4.1.2. NIPALS. Obstaja še ena iterativna metoda za iskanje glavnih komponent
matrike X – NIPALS algoritem (nelinearni iterativni delni najmanǰsi kvadrati).
Glavna komponenta p matrike P in vektor t matrike T zadoščata enačbam:
(2) XTXp = λpp,
(3) t = Xp,
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(4) p =
1
λp
XT t,
kjer je p lastni vektor matrike XTX. Enačba (4) sledi iz (2) in (3). Če zgornje
zaporedje iterativno ponavljamo, lahko to zapǐsemo v algoritem:
Algoritem 1: NIPALS 1
1 for i = 1, . . . , k do
2 t = xj za poljuben j;
3 while t se ne spreminja do
4 p = X
T t
‖XT t‖ ;
5 t = Xp;
end
6 return p, t;
7 X = X − tpT
end
Algoritem 1 je način, kako lahko poǐsčemo prvih k največjih lastnih vrednosti in
pripadajočih lastnih vektorjev matrike XTX, v ozadju pa je potenčna metoda in
Hotellingova redukcija, ki sta opisana v nadaljevanju.
4.2. Potenčna metoda. Denimo, da izberemo normiran začetni vektor z0. Za
k = 0, 1, ... generiramo zaporedje vektorjev po predpisu
zk+1 =
Azk
‖Azk‖
.
Ob pogoju, da je λ1 dominantna lastna vrednost matrike A, to je
|λ1| > |λ2| ≥ . . . ≥ |λn|,
zaporedje vektorjev zk konvergira proti dominantnemu lastnemu vektorju matrike
A. Natančneje, za naključno izbran začetni vektor z0 zaporedje vekorjev zk po smeri
konvergira proti lastnemu vektorju za λ1. Normiranje vektorja v vsakem koraku ni
potrebno, izvajamo ga le zato, da pri računanju ne pride do podkoračitve (v primeru
|λ1| < 1) ali prekoračitve (v primeru |λ1| > 1).
Ker vektor zk konvergira po smeri, ne pa tudi po komponentah, s pogojem ‖zk+1−
zk‖ ≤ tol ne moremo ugotoviti, kdaj je postopek že skonvergiral dovolj blizu rešitve.
Edini kriterij, s katerim se da ugotoviti, kako dober približek imamo, je, da poǐsčemo
še približek za lastno vrednost in potem pogledamo, kako dober približek za lastni
par imamo.
Denimo, da imamo približek x za lastni vektor in ǐsčemo lastno vrednost. Naj-
bolǰsi približek je λ ∈ R, ki minimizira ‖Ax−λx‖2. Rešitev je Rayleighov kvocient:
ρ(x,A) =
xTAx
xTx
,
kjer je x 6= 0. Velja
ρ(x,A) = ρ(αx,A)
za α 6= 0, torej je Rayleighov kvocient odvisen le od smeri.
Zaustavitveni kriterij je, da za vsak vektor zk izračunamo Rayleighov kvocien ρk,
nato pa pogledamo, ali je norma ‖Azk − ρkzk‖2 dovolj majhna. Če je to res, je par
(ρk, zk) dober približek za lastni par.
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Recimo, da smo izračunali lastno vrednost λ1 s pripadajočim normiranim lastnim
vektorjem x1. Za izračun drugih parov lahko uporabimo potenčno metodo na redu-
cirani matriki, kot je opisano v sledečem podpoglavju.
4.3. Hotellingova redukcija v primeru simetrične matrike. Definiramo
B = A− λ1x1xT1 .
Očitno velja Bx1 = Ax1 − λx1‖x1‖2 = λx1 − λx1 = 0 in Bxk = λkxk za k > 1.
Če uporabimo potenčno metodo na matriki B, dobimo drugo dominantno lastno
vrednost matrike A. Namreč, lastni vrednosti 0 pripada lastni vektor x1. Iz ena-
kosti B = A − λ1x1xT1 sledi, da matrike B ni potrebno eksplicitno izračunati, saj
potrebujemo le množenje z matriko A in izračun skalarnega produkta z vektorjem
x1.
5. Metoda delnih najmanjših kvadratov - PLS
Ideja PLS-ja je, da razcepimo obe matriki X ∈ Rn×m (matrika modela) in Y ∈
R
m×p (matrika odziva) podobno kot pri PCA,
T = XP ,
U = Y Q,
kjer sta P ∈ Rm×m in Q ∈ Rp×p ortogonalni matriki, dobljeni z diagonalizacijo
matrik XTX = PD1P
T in Y TY = QD2Q
T , potem pa izvedemo aproksimacijo
po metodi najmanǰsih kvadratov na matrikah T in U . Da dobimo želen model,
ki povezuje matriko odziva Y in vhodno matriko X, moramo najprej izračunati
matriko β ∈ Rm×p, ki ustreza
(5) U = Tβ.
Način, kako β poračunamo, je sledeč. Iščemo tak β, ki minimizira
(6) minβ‖U − Tβ‖F ,
kjer F označuje Frobeniusovo normo. Rešujemo torej p problemov najmanǰsih kva-
dratov. Nato dobimo želen model kot
minβ̂‖Y −Xβ̂‖F = minβ̂‖UQ
T − TP T β̂‖F
= minβ̂‖(U − TP
T β̂Q)QT‖F
= minβ̂‖U − TP
T β̂Q‖F ,
kjer smo upoštevali, da je Frobeniusova norma invariantna na množenje z ortogo-
nalnimi transformacijami. Iz zadnjega izraza in iz izraza (6) dobimo P T β̂Q = β.
Ker sta matriki P in Q ortogonalni, rešimo matrično enačbo in dobimo rešitev
β̂ = PβQT . Tako dobimo model
Y = XPβQT .
Zgornji model nam da povezavo med matrikama X in Y . Dekompozicijo matrike X
in Y lahko izvedemo posebej, med seboj neodvisno, kot je to pokazano v algoritmu
2 in 3.
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Algoritem 2: NIPALS 2.1
1 for i = 1, . . . , ` do
2 t = xj za poljuben j;
3 while t se ne spreminja do
4 p = X
T t
‖XT t‖ ;
5 t = Xp;
end
6 return p, t;
7 X = X − tpT
end
Algoritem 3: NIPALS 2.2
1 for i = 1, . . . , k do
2 u = yj za poljuben j;
3 while u se ne spreminja do
4 q = Y
Tu
‖Y Tu‖ ;
5 u = Y q;
end
6 return q, u;
7 Y = Y − uqT
end
V notranji zanki algoritma 2 izvajamo potenčno metodo na matriki XTX. Naj-
prej izberemo naključni začetni vektor xj. Ko potenčna metoda skonvergira, nam
algoritem vrne vektorja p (dominantni lastni vektor) in t, ki ju uporabimo za reduk-
cijo matrikeX. Ko matrikoX zreduciramo, se notranja zanka ponovi še (`−1)-krat
in ob vsakem obhodu zunanje zanke dobimo naslednji dominantni lastni vektor re-
ducirane matrike X. Algoritem nam vrne prvih ` lastnih vektorjev, ki pripadajo
prvim ` dominantnim lastnim vrednostim.
Podobno deluje algoritem 3, le da tu izvajamo potenčno metodo na matriki Y TY .
Algoritem nam vrne prvih k lastnih vektorjev, ki pripadajo prvim k dominantnim
lastnim vrednostim.
Bolje pa je izvesti dekompozicijo hkrati (z upoštevanjem informacij iz matrike X
in matrike Y ) s kombiniranjem obeh postopkov, tako kot je prikazano v algoritmu
3:
Algoritem 4: NIPALS 3
1 for i = 1, . . . , k do
2 u = yj za poljuben j;
3 while t se ne spreminja do
4 p = X
Tu
‖XTu‖ ;
5 t = Xp;
6 q = Y
T t
‖Y T t‖ ;
7 u = Y q;
end
8 return p, u, q, t;
9 X = X − tpT ;
10 Y = Y − uqT
end
V zgornjem algoritmu v notranji zanki izvajamo potenčno metodo. Ta se razlikuje
od potenčne metode, ki smo jo uporabili v algoritmih 2 in 3, v tem, da zamenjamo
vlogi vektorja t in u tako, da se pravili za računanje vektorja p in q prepletata.
Namesto pravila, ki ga lahko opazimo v algoritmu 2 in 3, uporabimo novo pravilo s
prepletanjem pravil
p =
XT t
‖XT t‖
−→ p = X
Tu
‖XTu‖
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za razcep matrike X in
q =
Y Tu
‖Y Tu‖
−→ q = Y
T t
‖Y T t‖
za razcep matrike Y . Če v enem koraku while zanke vstavimo pravila druga v drugo,
dobimo:
p =
XTu
‖XTu‖
=
XTY q
‖XTY q‖
=
XTY Y T t
‖XTY Y T t‖
=
XTY Y TXp
‖XTY Y TXp‖
.
Opomba 5.1. Vektor p zadošča enačbi
XTY Y TXp = λpp.
V algoritmu 4 se izvaja ravno potenčna metoda za računanje dominantnega la-
stnega para matrikeXTY Y TX. Slabost zgornjega algoritma je, da nam vrne enako
število lastnih parov za matriko X in matriko Y .
Izrek 5.2. Vektor p je izbran tako, da maksimizira kovarianco med X in Y .
Dokaz. Po izreku 4.4 vemo, da je p rešitev optimizacijskega problema
arg max
p:‖p‖=1
pTXTY Y TXp
= arg max
p:‖p‖=1
(Y TXp)T (Y TXp)
= arg max
p:‖p‖=1
(cov(Y ,Xp))T cov(Y ,Xp).

Opomba 5.3. Pri PCA metodi je vektor p izbran tako, da maksimizira le var(Xp).
5.1. Model z različnim številom komponent. Preučimo še primer, ko želimo
različno število lastnih parov. Tako kot pri PCR, moramo za iskanje naslednjih
komponent matriki X in Y nastaviti na sledeč način:
X := X − tpT ,
Y := Y − uqT .
Nato algoritma izvedemo na novih matrikah. Po ` obhodih zunanje zanke algoritma
2 in k obhodih zunanje zanke algoritma 3 dobimo matriki T|` ∈ Rn×l in P|` ∈ Rm×l
ter matriki U|k ∈ Rn×k in Q|k ∈ Rp×k, ki so povezane z enačbama:
T|` = XP|`,
U|k = Y Q|k.
Da dobimo želen model, ki povezuje matriki Y in X, moramo izračunati matriko
β ∈ Rl×k, ki ustreza
U|k = T|`β.
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Podobno kot v preǰsnem razdelku, dobimo model Y = Xβ̂, kjer je β̂ = P|`βQ
T
|k.
Izpeljavo modela bralec najde v [8]. Model učinkovito povezuje vhodno matriko X
in matriko odziva Y . Da izračunamo matriko odziva, moramo poračunati le matriko
β̂ in jo pomnožiti z vhodno matriko X.
5.2. Izbira števila komponent. Poračunamo lahko toliko komponent, kot je rank
matrike X, vendar ponavadi ne potrebujemo vseh. Glavna razloga sta: želimo pre-
prečiti prekomerno prileganje (model dober le za testne podatke) in izločiti šum iz
podatkov. Manǰse komponente (tiste, ki jih dobimo ob zadnjih obhodih zunanje
zanke algoritma) največkrat ne pojasnijo ničesar pomembnega, zato je smiselno, da
jih izločimo oziroma izpustimo. Metod, kako izbrati ustrezno število komponent,
je več. Izpostavili bomo metodo, ki se uporablja v napovedovanju vrednosti para-
metrov. Imenuje se navzkrižna validacija (CV). Pri tej metodi moramo izračunati
”predikcijsko natančnost”: lahko izbiramo med RMSEP (koren povprečne kvadra-
tne napake napovedi) in PRESS (povprečna kvadratna napaka napovedi). Izbrati
želimo tisto število komponent, ki nam da najmanǰso napako napovedi – ne glede
na to, katero predikcijsko natančnost izberemo, obe vrneta isti rezultat. Lahko se
zgodi, da se lokacije minumuma ne da točno določiti. Slika 1 prikazuje, kako iz grafa
odčitamo število komponent – izbira osmih komponent nam da najmanǰso napako.
Slika 1. Optimalno število komponent.
6. Primeri uporabe PLS v napovedovanju
6.1. Motivacija. Za primer, na katerem bomo pokazali delovanje PLS metode, smo
izbrali nekoliko nenavaden, ampak realen primer. Lastniki lokalov, trgovin, salonov
in ostalih javnih prostorov morajo združenju Sazas prijaviti t.i. javno priobčitev
glasbenih neodrskih del – po domače povedano, predvajanje glasbe na radijskih in
TV sprejemnikih, CD-jih, glasbenih stolpih in drugih napravah. Za to predvajanje
pa je potrebno plačati. Ceniki so razdeljeni po dejavnostih, nato pa so cene odvisne
od kriterijev, največkrat od velikosti prostorov. Vendar to ni najbolj pošten način,
kako postaviti cene. Zamislimo si dva lokala: prvi je majhen, prijeten lokal lociran
v centru Ljubljane, drugi pa je večja gostilna v odročnem kraju. Prvi bo plačal
relativno nizko nadomestilo glede na to, da ima večji obisk, vǐsje cene pijač itd.,
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drugi pa bo precej na slabšem. Radi bi bolǰsi kriterij, ki bi vzel več parametrov
(kot so lokacija lokala, število obratovanih dni v tednu, število sedežev itd.) in
upoštevajoč te izračunal pošteno ceno. Poleg poštene cene bi radi ocenili, za koliko
se poveča obiskanost zaradi vrtenja glasbe v lokalu.
6.2. Priprava podatkov. Podatke za primer smo generirali sami v programu Ex-
cel, kjer smo vsakemu lokalu pripisali zaporedno številko. Izbrali smo si naslednje
parametre: površina prostora, lastnǐstvo zunanjih prostorov, število sedǐsč, število
zaposlenih, število zvočnih naprav v lokalu, povprečna cena alkoholnih pijač, pov-
prečna cena brezalkoholnih pijač, število delovnih dni v tednu, obiskanost na me-
sec, dobiček na mesec, oddaljenost od najbližjega mesta (v km), ponudba hrane,
ponudba za otroke, ali organizirajo dogodke. Pri parametrih lastnǐstvo zunanjih
prostorov, ponudba hrane, ponudba za otroke in ali organizirajo dogodke smo upo-
rabili Bernoullijev poskus z verjetnostjo p = 1
2
. Pri parametru površina prostora
smo podatke zgenerirali s pomočjo funkcije RANDBETWEEN. Pri ostalih parame-
trih smo si za generiranje podatkov izmislili naključne formule, ki povezujejo ostale
parametre. Formule so sestavljene tako, da so podatki smiselni, vključujejo pa tudi
nekaj slučajnosti. Razlog, da podatki niso generirani le naključno, je, da metoda
dobro deluje s podatki, ki so medsebojno visoko korelirani.
Primeri so sprogramirani v programskem jeziku R. Potrebovali bomo pakete pls,
plsdepot in readr. Zadnji paket potrebujemo, da lahko uvozimo podatke. Najprej
namestimo pakete
>library(pls)
>library(plsdepot)
>library(readr)
Z naslednjim ukazom imamo vpogled v podatke za prvih 6 lokalov.
>head(glasba)
V spodnji tabeli je prikazan del podatkov. Spremenljivke za vhodne podatke X
predstavlja prvih 14 spremenljivk: površina prostora (kvadr), ali ima zunanje pro-
store (zun pr), število sedǐsč (st sed), število zaposlenih (st zap), število zvočnih
naprav (st nap), povprečna cena alkoholnih pijač (c alk), povprečna cena brezal-
koholnih pijač (c balk), število delavnih dni v tednu (st dni), obiskanost na mesec
(obis), dobiček na mesec (dob), oddaljenost od najbližjega mesta (odd), ponudba
hrane (hrana), ponudba za otroke (mlajsi), ali organizirajo dogodke (dogodki). Na-
povedovali bomo dve spremenljivki: cena nadomestila za vrtenje glasbe (glasba),
povečana obiskanost zaradi vrtenja glasbe (pov). Torej, podatki predstavljajo ma-
triko X dimenzije 50 × 14, napovedovane spremenljivke pa matriko Y dimenzije
50× 2 .
kvadr zun_pr st_sed st_zap st_nap c_alk c_balk st_dni obis dob odd hrana mlajsi
<int> <int> <int> <int> <int> <dbl> <dbl> <int> <int> <int> <dbl> <int> <int>
1 290 1 41 11 7 3.2 3.2 6 5712 93852 3 0 0
2 155 0 39 9 2 4.3 3.6 5 807 11560 14 1 1
3 291 1 49 13 7 4.0 3.5 7 3462 70880 14 0 1
4 334 1 37 12 6 2.9 2.9 5 3594 49819 3 0 0
5 395 1 79 20 6 2.8 3.1 5 6508 88103 9 1 1
6 158 1 32 7 2 4.1 3.5 6 53 1100 12 1 1
dogodki cena pov
<int> <dbl> <dbl>
1 0 18.8 0.39
2 1 10.3 0.26
3 0 10.3 0.27
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4 0 19.8 0.23
5 0 19.5 0.34
6 1 12.3 0.23
Podatke shranimo pod spremenljivko glasba. Potem jih razdelimo v dve skupini: na
del, kjer bomo model ”učili”, in drugi del, kjer ga bomo testirali. Matrika, na kateri
bomo model učili, je dimenzij 40 × 14, matrika, na kateri bomo algoritem testirali,
pa dimenzij 10× 14.
>glasbaTrain <- glasba [1:40 ,]
>glasbaTest <- glasba [41:50 ,]
Najprej bomo napovedali ceno nadomestila in povečano obiskanost zaradi glasbe
vsako zase, neodvisno druga od druge, kasneje pa bomo napovedali oboje hkrati.
Začeli bomo z napovedjo cene nadomestila. Pri funkciji plrs bomo za argument
validation uporabili metodo LOO – leave one out (metoda, ki poskuša maksimizirati
uporabo razpoložljivih podatkov za treniranje in nato testiranje modela).
6.3. Napovedovanje cene nadomestila za vrtenje glasbe. Napovedujemo ceno
nadomestila, neodvisno od druge spremenljivke. Definirati moramo novo spremen-
ljivko za podatke, na katerih bomo model ”učili”. Ta spremenljivka ne vključujeje
podatkov o povečanem obisku zaradi vrtenja glasbe: glasbaTrain1. Podobno defini-
ramo še glasbaTest1.
Tipično PLS model uporabimo na sledeč način:
>glasba.pls11 <- plsr(cena ~.,
+ data = glasbaTrain1 , ncomp = 14, validation = "LOO")
To se prilega modelu s 14 komponentami in vključuje leave-one-out (LOO) predikcijo
na podatkih glasbaTrain1. Sedaj lahko dobimo pregled prileganja modela z metodo
summary.
>summary(glasba.pls11)
Data: X dimension: 40 14
Y dimension: 40 1
Fit method: kernelpls
Number of components considered: 14
VALIDATION: RMSEP
Cross-validated using 40 leave-one-out segments.
(Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
CV 5.374 5.561 5.878 5.685 4.634 3.624 3.421 3.178 3.022
adjCV 5.374 5.555 5.868 5.676 4.659 3.618 3.415 3.162 3.011
9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
CV 3.052 3.136 3.178 3.239 3.234 3.223
adjCV 3.042 3.124 3.165 3.227 3.219 3.208
TRAINING: % variance explained
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps 9 comps
X 99.974 99.999 100.00 100.00 100.00 100.00 100.00 100.0 100.00
cena 2.211 3.098 11.56 42.24 64.12 69.95 82.01 82.9 83.23
10 comps 11 comps 12 comps 13 comps 14 comps
X 100.00 100.00 100.00 100.00 100.00
cena 83.39 83.54 83.61 83.87 83.88
Zgoraj so rezultati ovrednotenja modela prikazani kot koren povprečne kvadratne
napake napovedi oziroma RMSEP – opazujemo, kje je ta napaka najmanǰsa. Ob-
stajata dve navzkrižni validaciji: CV je navadna navzkrižna validacija, adjCV pa
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je popravljena navzkrižna validacija (če uporabimo ”LOO” predikcijo, med njima
praktično ni razlike).
Sledeči korak je izračunati koren povprečne kvadratne napake napovedi. S tem
hočemo določiti, koliko komponent je dovolj vzeti, da bo model čim bolj učinkovit.
To storimo s pomočjo ukaza RMSEP, ki sprejme 3 argumente: podatke (na katerih
računamo napake), ali želimo model trenirati/testirati (izberemo trenirati – train)
in ali nam model vrne rezultate, tudi če imamo model z ničelnimi komponentami
(izberemo F – False).
>RMSEP(glasba.pls11 , estimate = "train", intercept = F)
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
5.181 5.158 4.927 3.982 3.138 2.872 2.222 2.167
9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
2.146 2.135 2.126 2.121 2.104 2.104
Ker želimo preprečiti prekomerno prileganje modela, izberemo manj komponent, s
katerimi bomo napovedali želeno. Število komponent odčitamo iz levega grafa slike
2 - gledamo, pri kateri komponenti je napaka najmanǰsa možna.
>plot(glasba.pls11 , "validation", estimate = "CV")
>plot(glasba.pls11 , ncomp = 8, asp = 1, line = TRUE)
Slika 2. Optimalno število komponent in prileganje podatkov pri
napovedovanju cene.
Iz levega grafa slike 2 je razvidno, da je najbolǰsi izbor za modeliranje z danimi
podatki 8 komponent. To nam da vrednost RMSEP 2.167. Glavna praktična razlika
med PCR in PLS metodo je, da PCR pogosto potrebuje več komponent kot PLS za
doseganje iste napovedne napake. Ko je število komponent izbrano, lahko opazujemo
kakovost modela. Podatki morajo biti dobro opisani z modelom, tj. da se čim bolj
prilegajo diagonali. To prikazuje graf slike 2 na desni.
Naslednji korak je preveriti, kako dobro model deluje na testnih podatkih. Z
ukazom predict napovemo ceno nadomestila: vzamemo prvih 8 komponent in za
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podatke izberemo glasbaTest1. Napovedane vrednosti iz modela bomo primerjali z
zgeneriranimi vrednostmi.
>predict(glasba.pls11 , ncomp = 8, newdata = glasbaTest1)
>glasbaTest [,15]
cena cena
1 21.8 1 25.0
2 12.0 2 8.8
3 22.0 3 26.8
4 5.2 4 8.6
5 16.2 5 17.9
6 11.4 6 10.0
7 13.6 7 15.3
8 9.6 8 9.7
9 8.7 9 12.7
10 13.3 10 9.8
Levi stolpec prikazuje napovedano ceno nadomestila, desni stolpec pa prave vredno-
sti. Oglejmo si še, kako dobra je bila napoved – izračunajmo RMSEP.
>RMSEP(glasba.pls11 , newdata = glasbaTest1)
(Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps
6.409 6.402 6.285 5.635 5.390 4.629
6 comps 7 comps 8 comps 9 comps 10 comps 11 comps
4.493 3.394 3.243 3.008 3.117 3.267
12 comps 13 comps 14 comps
3.145 3.053 2.993
Iz izpisa odčitamo, da je RMSEP za 8 izbranih komponent 3.243. To vrednost bomo
kasneje primerjali z modelom, kjer bomo napovedovali obe spremenljivki hkrati.
6.4. Napovedovanje povečane obiskanosti zaradi vrtenja glasbe. Napove-
dali bomo povečano obiskanost zaradi vrtenja glasbe, neodvisno od cene nadome-
stila. Podobno kot v primeru napovedovanja cene nadomestila, moramo definirati
novo spremenljivko za podatke, ki ne vključujejo cene nadomestila – glasbaTrain2 in
glasbaTest2. Model bomo učili na glasbaTrain2, testirali pa na glasbaTest2. Podobno
kot v preǰsnem primeru, uporabimo PLS model z naslednjim ukazom.
>glasba.pls12 <- plsr(pov ~.,
+ data = glasbaTrain2 , ncomp = 14, validation = "LOO")
>summary(glasba.pls12)
Data: X dimension: 40 14
Y dimension: 40 1
Fit method: kernelpls
Number of components considered: 14
VALIDATION: RMSEP
Cross-validated using 40 leave-one-out segments.
(Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
CV 0.1309 0.1213 0.1239 0.1223 0.1187 0.1154 0.1134 0.1170 0.1217
adjCV 0.1309 0.1212 0.1237 0.1224 0.1185 0.1155 0.1132 0.1165 0.1212
9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
CV 0.1226 0.1249 0.1264 0.1265 0.1264 0.1271
adjCV 0.1220 0.1242 0.1258 0.1258 0.1258 0.1265
TRAINING: % variance explained
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps 9 comps
X 99.97 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
pov 20.37 20.93 22.77 34.09 38.08 45.96 60.78 62.09 62.62
17
10 comps 11 comps 12 comps 13 comps 14 comps
X 100.00 100.00 100.00 100.0 100.0
pov 62.91 63.17 63.38 63.7 63.7
Koren povprečne kvadratne napake napovedi poračunamo z naslednjim ukazom.
>RMSEP(glasba.pls12 , estimate = "train", intercept = F)
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
0.11392 0.11352 0.11219 0.10364 0.10045 0.09385 0.07995 0.07861
9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
0.07806 0.07775 0.07747 0.07726 0.07692 0.07692
Za izbiro optimalnega števila komponent in kakovost prileganja podatkov prika-
žemo grafa z naslednjim ukazom.
>plot(glasba.pls12 , "validation", estimate = "CV")
>plot(glasba.pls12 , ncomp = 6, asp = 1, line = TRUE)
Slika 3. Optimalno število komponent in prileganje podatkov pri
napovedovanju povečane obiskanosti zaradi vrtenja glasbe.
Iz levega grafa slike 3 razberemo, da moramo izbrati 6 komponent, da bo RMSEP
najmanǰsi možen. Iz desnega grafa je razvidno, da so podatki slabše opisani z mode-
lom kot v preǰsnjem primeru. Posledično pričakujemo slabšo napoved. Napovedane
vrednosti in prave vrednosti dobimo z naslednjim ukazom.
>predict(glasba.pls12 , ncomp = 6, newdata = glasbaTest2)
>glasbaTest [,15]
pov pov
1 0.20 1 0.44
2 0.19 2 0.34
3 0.41 3 0.50
4 0.27 4 0.19
5 0.23 5 0.30
6 0.16 6 0.22
7 0.17 7 0.12
8 0.28 8 0.37
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9 0.50 9 0.62
10 0.21 10 0.28
Pričakovano je napoved precej slabša kot v primeru, ko smo napovedovali ceno
nadomestila. Oglejmo si, kako dobra je napoved – izračunajmo RMSEP.
>RMSEP(glasba.pls12 , newdata = glasbaTest2)
(Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps
0.16151 0.10544 0.09450 0.08999 0.08880 0.08162
6 comps 7 comps 8 comps 9 comps 10 comps 11 comps
0.11668 0.10284 0.09564 0.09786 0.09545 0.09366
12 comps 13 comps 14 comps
0.09366 0.09347 0.09344
Vrednost RMSEP pri napovedovanju povečane obiskanosti zaradi vrtenja glasbe je
0.117.
6.5. Napovedovanje obeh spremenljivk hkrati. Napovedali bomo obe spre-
menljivki hkrati. V ukazu plsr za napovedno spremenljivko nastavimo matriko s
stolpcema cena in pov. Tu uporabimo vse podatke: glasbaTrain. Podobno kot v
preǰsnjih primerih, uporabimo PLS model z naslednjim ukazom.
>glasba.pls2 <- plsr(matrix(c(cena , pov), 40, 2) ~. ,
+ data = glasbaTrain , ncomp =14, validation = "LOO")
>summary(glasba.pls2)
Data: X dimension: 40 15
Y dimension: 40 2
Fit method: kernelpls
Number of components considered: 14
VALIDATION: RMSEP
Cross-validated using 40 leave-one-out segments.
Response: Y1
(Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps
CV 5.374 5.561 5.878 5.687 5.059 4.033 3.695 3.504
adjCV 5.374 5.555 5.868 5.677 5.052 4.028 3.688 3.497
8 comps 9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
CV 3.212 3.072 3.104 3.194 3.227 3.307 3.264
adjCV 3.195 3.061 3.093 3.181 3.213 3.295 3.248
Response: Y2
(Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps
CV 0.1309 0.1213 0.1235 0.1270 0.1240 0.1215 0.1220 0.1148
adjCV 0.1309 0.1212 0.1234 0.1268 0.1236 0.1209 0.1218 0.1145
8 comps 9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
CV 0.1135 0.1126 0.1146 0.1192 0.1235 0.1290 0.1237
adjCV 0.1131 0.1123 0.1143 0.1191 0.1235 0.1282 0.1235
TRAINING: % variance explained
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
X 99.974 99.999 100.00 100.00 100.00 100.00 100.00 100.00
Y1 2.211 3.099 11.59 41.67 60.99 64.49 70.19 82.20
Y2 20.372 20.967 21.47 25.87 35.45 35.79 45.20 50.13
9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
X 100.00 100.00 100.00 100.00 100.00 100.00
Y1 83.09 83.39 83.59 83.78 83.88 84.29
Y2 51.64 51.99 52.10 52.45 56.07 58.94
Z naslednjim ukazom poračunamo napako RMSEP.
>RMSEP(glasba.pls2 , estimate = "train", intercept = F)
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Response: Y1
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
5.181 5.158 4.927 4.002 3.272 3.122 2.861 2.210
9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
2.154 2.135 2.122 2.110 2.103 2.076
Response: Y2
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
0.11392 0.11349 0.11313 0.10992 0.10257 0.10230 0.09450 0.09015
9 comps 10 comps 11 comps 12 comps 13 comps 14 comps
0.08878 0.08846 0.08836 0.08803 0.08462 0.08181
Z naslednjima ukazoma prikažemo štiri grafe. Iz prvih dveh lahko razberemo opti-
malno število komponent, iz drugih dveh pa kakovost prileganja podatkov.
>plot(glasba.pls2 , "validation", estimate = "CV")
>plot(glasba.pls2 , ncomp = 9, asp = 1, line = TRUE)
Slika 4. Optimalno število komponent hkratnega napovedovanja.
Iz zgornjih dveh grafov slike 4 odčitamo, da je napaka najmanǰsa, če izberemo 9
komponent.
Slika 5. Prileganje podatkov hkratnega napovedovanja spremenljivk.
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Zdi se nam, da se v tem primeru podatki bolje prilegajo modelu, saj na de-
snem grafu slike 5 opazimo manj osamelcev, oziroma so podatki bližje diagonali.
Za povečanje obiskanosti zaradi vrtenja glasbe pričakujemo bolǰso napoved kot v
primeru, ko smo napovedovali le to spremenljivko. Z naslednima ukazoma dobimo
napovedane vrednosti in prave vrednosti.
>predict(glasba.pls2 , ncomp = 9, newdata = glasbaTest)
>glasbaTest [ ,16:17]
Y1 Y2 cena pov
1 22.8 0.28 1 25.0 0.44
2 12.3 0.27 2 8.8 0.34
3 21.8 0.45 3 26.8 0.50
4 5.8 0.21 4 8.6 0.19
5 17.0 0.18 5 17.9 0.30
6 12.5 0.12 6 10.0 0.22
7 13.4 0.13 7 15.3 0.12
8 10.6 0.23 8 9.7 0.37
9 9.0 0.49 9 12.7 0.62
10 14.2 0.14 10 9.8 0.28
Napoved se nam res zdi bolǰsa. Preostane nam še izračun RMSEP za medsebojno
primerjavo modelov. Napako moramo v tem primeru izračunati ročno, tako da
definiramo novo funkcijo, ki za argument sprejme dva vektorja in poračuna koren
povprečne kvadratne napake napovedi.
>y <- predict(glasba.pls2 , ncomp = 9, newdata =
glasbaTest)
>rmsep <- function(x,y) sqrt(mean((x-y)^2))
>rmsep(glasbaTest$cena , y[,1,])
>rmsep(glasbaTest$pov , y[,2,])
Vrednost RMSEP za ceno nadomestila:
3.082
Vrednost RMSEP za povečano obiskanost zaradi vrtenja glasbe:
0.106
6.5.1. Primerjava modelov. Ko smo napovedovali vsako spremenljivko posebej, ne-
odvisno druga od druge, je bila vrednost RMSEP za cena enaka 3,243 in 0,117 za
pov. Ob napovedovanju obeh spremenljivk hkrati pa je vrednost RMSEP za cena
enaka 3,082 in 0,106 za pov. Ko smo napovedovali obe spremenljivki hkrati, smo
dobili bolǰso napoved kot sicer, saj smo v model vključili dodatne informacije.
7. Klasifikacija in nelinearni model
7.1. Klasifikacija. PLS metoda je uporabna tudi pri klasifikacijskih problemih.
Klasifikacijo s PLS metodo imenujemo PLS-DA, kjer DA pomeni diskriminantna
analiza. To je statistična metoda, s katero poskušamo poiskati tako linearno kombi-
nacijo merjenih spremenljivk, da si bodo vnaprej določene skupine glede na vrednosti
tako dobljene linearne kombinacije med seboj čim bolj različne. Tako bo napaka pri
uvrščanju enot v skupine najmanǰsa. Pri PLS-DA metodi so klasifikacijske skupine
na vzorcih že znane – eksperimentalne skupine. Torej moramo na podatkih, kjer
bomo model učili, že vedeti, h katerim skupinam podatki pripadajo.
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Denimo, da imamo n vzorcev, ki predstavljajo podatke iz g razredov. Definiramo
n× (g − 1) matriko razredov Y ,
(7) Y =

1n1 0n1 . . . 0n1
0n2 1n2 . . . 0n2
...
...
. . .
...
0ng−1 0ng−1 . . . 1ng−1
0ng 0ng . . . 0ng
 ,
kjer ni označuje število vzorcev v posameznem razredu,
∑g
i=1 ni = n. 1ni je ni × 1
vektor enic, 0ni pa ni×1 vektor ničel. Iz matrike Y lahko razberemo, kateri podatki
pripadajo katerim razredom. V matrikiX so podatki urejeni tako, da prvih n1 vrstic
ustreza razredu 1, naslednjih n2 vrstic ustreza razredu 2, itd. Naj bo x
j
i vektor, ki
predstavlja j-ti vzorec v i-tem razredu. Potem lahko matriko X zapǐsemo kot
X =

(x11)
T
(x21)
T
...
(xn11 )
T
(x12)
T
...
(x
ng
g )T

.
Podobno kot v prvem razdelku, definiramo kovariančni matriki M = 1
n−1X
TX in
N = 1
n−1Y
TY ter kovariančno matriko V = 1
n−1X
TY . Naj bosta
H =
g∑
i=1
ni(x̄i − x̄)(x̄i − x̄)T
med-razredna matrika in
E =
g∑
i=1
ni∑
j=1
(xji − x̄i)(x
j
i − x̄i)T
znotraj-razredna matrika. Vektorja x̄i in x̄ sta definirana kot
x̄i :=
1
ni
ni∑
j=1
xji
in
x̄ :=
1
n
g∑
i=1
ni∑
j=1
xji .
Pokazali bomo, da je metoda PLS-DA osnovana tako, da je odstopanje med razredi
maksimalno glede na odstopanje znotraj razredov. Če v osnovnem modelu PLS
uporabimo matriko razredov Y iz (7), potem glavna komponenta p zadošča enačbi:
(8) XT Ŷ Ŷ TXp = XTY (Y TY )−1Y TXp = λpp,
kjer
Ŷ = Y (Y TY )−
1
2
predstavlja matriko nekoreliranih in normaliziranih izhodnih spremenljivk. Matrika
Y ima paroma pravokotne stolpce, zato je matrika Y TY = diag(n1, . . . , ng−1).
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Izrek 7.1. Velja enakost
V N−1V T =
1
n− 1
H .
Dokaz. [2].
Trditev 7.2. Vektor p je rešitev lastnega problema
Hp = λpp.
Dokaz. Iz (8) sledi
λpp = X
TY (Y TY )−1Y TXp
= (n− 1)V N−1V Tp
= Hp,
kjer smo upoštevali V = 1
n−1X
TY in N = 1
n−1Y
TY . V zadnjem koraku smo
uporabili formulo iz izreka 7.1. 
PLS-DA torej temelji na iskanju lastnih parov med-razredne matrike H . Za
iskanje naslednjih lastnih parov moramo matriki X in Y zreducirati, podobno kot
v osnovnem modelu PLS.
7.1.1. Primer klasifikacije. Primer je sprogramiran v programskem jeziku R. Potre-
bovali bomo paket DiscriMiner, ki vsebuje metodo plsDA. Uvozili bomo podatke
iris, ki vsebujejo podatke o različnih vrstah perunik (znanstveno ime Iris). Spre-
menljivke so naslednje: Sepal.Length (dolžina venčnega lista), Sepal.Width (širina
venčnega lista), Petal.Length (dolžina cvetnega lista), Petal.Width (širina cvetnega
lista), Species (vrsta). Podatki vsebujejo 150 različnih meritev, pri čemer so bile
vključene tri vrste perunik: Iris setosa, Iris versicolor in Iris virginica. Naš cilj je
razvrstiti 150 meritev perunik v tri razrede.
>library(DiscriMiner)
>data(iris)
V spodnji tabeli je prikazanih prvih nekaj meritev z ustreznimi vrednostmi parame-
trov.
Sepal.Length Sepal.Width Petal.Length Petal.Width Species
1 5.1 3.5 1.4 0.2 setosa
2 4.9 3.0 1.4 0.2 setosa
3 7.0 3.2 4.7 1.4 versicolor
4 6.4 3.2 4.5 1.5 versicolor
5 6.3 3.3 5.1 1.9 virginica
6 5.8 2.7 5.9 1.9 virginica
Uporabili bomo funkcijo plsDA, ki za parametre sprejme naslednje argumente:
• pojasnjevalne spremenljivke,
• razrede, v katere želimo razvrščati,
• ali želimo, da se število komponent izbere avtomatsko z metodo CV (logična
vrednost).
>iris_klasifikacija = plsDA(iris [,1:4], iris$Species ,
+ autosel=TRUE)
Z naslednjim ukazom dobimo tabelo, ki nam prikazuje število pravilno in nepravilno
uvrščenih meritev v razrede.
>iris_klasifikacija$confusion
23
Na diagonali je število pravilnih razvrščenih meritev. Ostala mesta nam označujejo,
koliko meritev je bilo uvrščenih v enega od drugih dveh razredov. Opazimo, da se
prva vrsta setosa po lastnostih precej razlikuje od drugih dveh, saj smo vse meritve
te vrste pravilno razvrstili. Pri ostalih dveh je prǐslo do nekaj zamenjav.
predicted
original setosa versicolor virginica
setosa 49 1 0
versicolor 0 30 20
virginica 0 7 43
Zanima nas velikost napake razvrščanja. Poizvedbo naredimo z naslednjim ukazom.
>iris_klasifikacija$error_rate
0.1866667
Zanima nas še, kakšna je korelacija med spremenljivkami. Korelacijo najlažje od-
čitamo iz grafa.
>plot(iris_klasifikacija)
Iz slike 6 razberemo, da sta spremenljivki Sepal.Width in versicolor negativno koreli-
rani, torej ožji kot so venčni listi perunike, bolj verjetno pernunika pripada vrsti Iris
versicolor. Pri spremenljivkah Sepal.Width in setosa pa opazimo, da sta pozitivno
korelirani, torej velja pozitivna korelacija med širino venčnih listov in pripadnostjo
vrsti Iris setosa. Oddaljenost spremenljivke od sredǐsča meri kvaliteto spremenljivk
(upoštevanje vrednosti spremenljivke pripomore k bolǰsim rezultatom).
Slika 6. Krog korelacije spremenljivk.
7.2. Nelinearni model. Poznamo več nelinearnih PLS modelov, ki jih lahko razde-
limo v dve skupini. Pri prvi skupini gre za pristop, kjer je nelinearna povezava med
X in Y modelirana z zamenjavo linearne relacije (5) z nelinearno obliko. Druga
skupina, katero bomo preučevali, pa temelji na preslikavi originalnih podatkov z
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nelinearno funkcijo v nov podatkovni prostor, kjer se uporabi linearni PLS model.
Linearna relacija (5) ostaja nespremenjena.
7.2.1. Nelinearna projekcija. Za bolǰse razumevanje nelinearnih modelov si najprej
zamislimo enostaven primer. Recimo, da imamo podatke, ki jih moramo razdeliti v
dve skupini. Podatke predstavljene z grafom prikazuje levi del slike 7. Točke znotraj
elipse bi želeli v prvi skupini, točke zunaj pa v drugi skupini. Nemogoče bi jih bilo
razdeliti s premico. Sedaj si zamislimo preprosto transformacijo originalnih podat-
kov iz dvo-dimenzionalnega prostora X v tri-dimenzionalni prostor F z naslednjim
predpisom:
(9)
Φ : X = R2 7→ F = R3
x = (x1, x2) 7→ Φ(x) = (x21,
√
2x1x2, x
2
2).
Opazimo, da smo nelinearni klasifikacijski problem iz dvo-dimenzionalnega prostora
prevedli na linearni klasifikacijski problem tri-dimenzionalnega prostora. Sedaj lahko
točke na desnem grafu spodnje slike z linearno hiperravnino ločimo v dve skupini.
Slika 7. Transformacija podatkov v vǐsjo dimenzijo prostora. Vir: [12].
V praksi je težko najti dovolj preprosto nelinearno transformacijo tako, da origina-
len nelinearen problem postane linearen. Razlog za to je, da ne poznamo natančne
oblike nelinearnih meja. Kljub temu sledimo ideji, da se v vǐsje-dimenzionalnem
prostoru, kamor so izvirni podatki preslikani, problem lažje reši oziroma je manj
zapleteno najti meje. Metoda, kjer za projekcijo v vǐsje dimenzije uporabimo kva-
drate spremenljivk x21, x
2
2, x
2
3, ... in mešane produkte x1x2, x1x3, ..., ima veliko
pomankljivost. Ob transformaciji v vǐsje-dimenzionalni prostor se bo število spre-
menljivk zelo povečalo. Težava nastopi, ko imamo že v originalnem problemu veliko
število spremenljivk. Recimo, da imamo v originalnem problemu 250 spremenljivk,
ko pa jih projeciramo v vǐsjo dimenzijo dobimo 31375 spremenljivk. Če bi upora-
bili kubično razširitev, bi število spremenljivk naraslo na več kot 2,5 milijona, torej
problem hitro postane računsko prezahteven.
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Način, s katerim opravimo to težavo, se imenuje trik jeder. Definirajmo preslikavi
Φ(x), Φ(y) ∈ F dveh točk x, y ∈ X , podobno kot v (9):
x = (x1, x2) 7→ Φ(x) = (x21,
√
2x1x2, x
2
2),
y = (y1, y2) 7→ Φ(y) = (y21,
√
2y1y2, y
2
2).
Izračunajmo skalarni produkt med slikama točk x in y:
〈Φ(x),Φ(y)〉 = (x21,
√
2x1x2, x
2
2)
T (y21,
√
2y1y2, y
2
2)
= x21y
2
1 + 2x1x2y1y2 + x
2
2y
2
2
= (x1y1 + x2y2)
2
= 〈x,y〉2
Če se vrnemo nazaj na primer velikega števila spremenljivk, je potrebno izračunati
kvadrat skalarnega produkta dveh 250-dimenzionalnih vektorjev namesto izračuna
skalarnega produkta dveh 31375-dimenzionalnih vektorjev.
Definirajmo jedrno funkcijo
k(x,y) = Φ(x)TΦ(y), ∀x,y ∈ X ,
in Gramovo matriko K = ΦΦT sestavljeno iz skalarnih produktov preslikanih po-
datkov, kjer s Φ označimo matriko preslikanih podatkov
Φ =

Φ(x1)
T
Φ(x2)
T
...
Φ(xn)
T
 ,
pri čemer xi označuje i-ti vzorec. Trik jeder pove, da sta elementa i, j v matriki K
enaka vrednostim jedrne funkcije k(xi,xj). Modificiran NIPALS algoritem prilago-
jen za jedrno funkcijo se glasi:
Algoritem 5: modificiran NIPALS
1 for i = 1, . . . , ` do
2 u = Φ(xj) za poljuben j;
3 while u se ne spreminja do
4 t = Ku‖Ku‖ ;
5 c = Y T t;
6 u = Y c‖Y c‖ ;
end
7 return u, t;
8 K = (I − ttT )K(I − ttT )
end
V algoritmu 5 se izvaja potenčna metoda za računanje dominantnega lastnega
para matrike KY Y T . Bralec lahko podrobno razlago algoritma 5 najde v [12].
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Slovar strokovnih izrazov
kernel trick trik jeder
nonlinear iterative partial least squares nelinearni iterativni delni najmanǰsi
kvadrati
partial least squares delni najmanǰsi kvadrati
PRESS povprečna kvadratna napaka napovedi
principal component analysis metoda glavnih komponent
RMSEP koren povprečne kvadratne napake napovedi
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