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Abstract
The field of neuroimaging has truly become data rich, and novel analytical methods capable of gleaning meaning-
ful information from large stores of imaging data are in high demand. Those methods that might also be applicable
on the level of individual subjects, and thus potentially useful clinically, are of special interest. In the present study,
we introduce just such a method, called nonlinear functional mapping (NFM), and demonstrate its application in the
analysis of resting state fMRI (functional Magnetic Resonance Imaging) from a 242-subject subset of the IMAGEN
project, a European study of adolescents that includes longitudinal phenotypic, behavioral, genetic, and neuroimaging
data. NFM employs a computational technique inspired by biological evolution to discover and mathematically char-
acterize interactions among ROI (regions of interest), without making linear or univariate assumptions. We show that
statistics of the resulting interaction relationships comport with recent independent work, constituting a preliminary
cross-validation. Furthermore, nonlinear terms are ubiquitous in the models generated by NFM, suggesting that some
of the interactions characterized here are not discoverable by standard linear methods of analysis. We discuss one such
nonlinear interaction in the context of a direct comparison with a procedure involving pairwise correlation, designed to
be an analogous linear version of functional mapping. We find another such interaction that suggests a novel distinction
in brain function between drinking and non-drinking adolescents: a tighter coupling of ROI associated with emotion, re-
ward, and interoceptive processes such as thirst, among drinkers. Finally, we outline many improvements and extensions
of the methodology to reduce computational expense, complement other analytical tools like graph-theoretic analysis,
and allow for voxel level NFM to eliminate the necessity of ROI selection.
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1. Introduction
Many advances in our understanding of brain func-
tion have been achieved through analysis of fMRI data.
Though the BOLD (blood oxygen level dependent) signal
obtained from fMRI is a proxy, physiological confounds
such as breathing and heart rate are separable from neuronal-
induced signal, as demonstrated in Birn et al. (2009). Inter-
subject differences in vascular reactivity can be modeled
as shown in Murphy et al. (2011), and BOLD has been
directly shown to provide a reliable measure of neuronal
activity in specific circumstances, as in Mukamel et al.
(2005). The many years of successful research before and
since support that assessment. Accomplishments include
localization of regions responsible for particular tasks, such
as episodic memory in Nolde et al. (1998) and human face
recognition in Kanwisher et al. (1999), assessment of the
risk of postoperative motor defect in patients with tumors
in Mueller et al. (1996), analysis of the effects of acupunc-
ture in Hui et al. (2000), and recently, identification of
neural markers for both current and future alcohol use
among adolescents in Whelan et al. (2012) and Whelan
et al. (2014).
These examples, and indeed the majority of fMRI stud-
ies, make use of the GLM (general linear model) to deter-
mine neural correlates for various tasks and stimulus re-
sponses. Though typical analyses have been performed at
the group level with a univariate approach, other recent
work reported in Rio et al. (2013) has extended the capa-
bilities of the GLM to analyze multivariate signal in the
Fourier domain to reduce confounds from time-correlated
noise, thus improving the suitability of the GLM for sub-
ject level analysis. Despite these advances, however, the
GLM can only confirm hypothesized nonlinear models of
function, not discover them.
Group-level inferences from fMRI have also been per-
formed using linear ICA (independent component analy-
sis), as described in Calhoun et al. (2001). Though ICA
and the GLM can be used in conjunction, for example in
Liu et al. (2010) to investigate the neural effects of stimu-
lation of a particular acupoint, ICA is particularly useful
in circumstances that preclude the use of the GLM, such
as the analysis of resting-state data, for which there is no
task or stimulus regressor. Covarying networks have been
suggested by ICA of resting-state fMRI in Smith et al.
(2009), and functional, hierarchical classification of these
networks has been automated through HCA (hierarchical
cluster analysis) of aggregated experimental metadata in
Laird et al. (2011). However, it was determined early on,
for example in McKeown and Sejnowski (1998), that non-
linear interactions within the brain need to be addressed
in order to properly determine functional architecture.
Although ICA algorithms that employ nonlinear mix-
ing functions exist, severe restrictions on those functions
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are required to avoid non-uniqueness of solutions, as ex-
plained in Hyva¨rinen and Pajunen (1999). Due to this
failing, other methodologies have been employed in the
attempt to account for nonlinearity. Examples include
various forms of nonlinear regression, as in Kruggel et al.
(2000), and dynamic causal modelling, as described in Fris-
ton et al. (2003). In each of these, a particular nonlinear
form must be posited a priori, and thus the capability to
discover previously unknown nonlinear interactions within
the brain is diminished. As a result, a fuller picture of the
nature of intra- and inter-network functional connectivity
within the brain is missing from the literature.
Here we introduce a methodology designed to accom-
plish such a mathematical characterization, provide insight
at the group, subject, and ROI levels, and to avoid lin-
ear and univariate assumptions. With some modification,
analysis of higher dimensional data is likely attainable,
allowing for eventual application at the voxel scale and
eliminating the necessity of ROI selection. After stan-
dard preprocessing (slice-timing and motion correction,
normalization, smoothing, etc.), our procedure consists of
ROI selection, inter-ROI symbolic regression (a model-free
form of nonlinear regression), accomplished by an evolu-
tionary algorithm called genetic programming (GP; a form
of stochastic optimization), and statistical analysis of the
resulting models. We demonstrate our technique on a 242-
subject collection of resting-state data from the IMAGEN
project, though analysis of task or stimulus experiments
can be accomplished with little or no modification. The
IMAGEN project is described in detail in Schumann et al.
(2010).
We organize the paper as follows. In Section 2, we
discuss the data and selection of ROI, provide some back-
ground on GP, and describe the procedural details of NFM
by symbolic regression. In Section 3, we report results of
applying the technique to the IMAGEN data, including
statistical and hierarchical visualizations, comparison with
previous results for cross-validation, effects of nonlinearity,
and an example of group-level variation. We discuss the
results and potential applications of the technique in Sec-
tion 4, and conclude the paper in Section 5.
2. Materials and methods
In this section, we first briefly describe the source of
the data for our study, and then provide the details of
ROI selection that allow for comparison with recent work.
We then provide some background on the GP algorithm
in general and the specific implementation employed here,
along with the method by which it is applied to BOLD sig-
nal time series extracted from the selected ROI. Finally,
we describe the statistical technique used to interpret the
roughly quarter of a million mathematical models that re-
sult from the application of GP to all 52 ROI time series
extracted from each of the 242 subjects.
2
2.1. Data
The data investigated here are a subset of the fMRI
scans from the IMAGEN study, a European research project
with the goal of better understanding teenage psychologi-
cal and neurobiological development. The project is longi-
tudinal, and utilizes several forms of high and low-tech ex-
perimental protocols including self-report questionnaires,
behavioral assessment, interviews, neuroimaging, and blood
sampling for genetic analyses. Each of the 2000 participat-
ing adolescents was 14 when entering the study, which it-
self commenced in late 2007, and data collection continues
today.
More specifically, the data for the present study are 6-
minute resting-state fMRI time series of 242 of the adoles-
cent subjects who were asked to keep their eyes open while
in the scanner, but were presented with no other task or
stimulus. To allow for comparison with previous work, lo-
cations of the ROI were chosen based on results from Laird
et al. (2011), in which statistical analysis across thousands
of previous imaging studies (both stimulus/task-based and
resting-state) was used to identify networks of brain re-
gions that tend to activate together, termed ICN (intrin-
sic connectivity networks). The ICN were determined by
ICA, from which z-statistic maps were derived. To select
ROI for this study, a z-statistic threshold was set for each
ICN to determine the number of regions in the network,
and ROI were defined as rough spheres with radii of 3 vox-
els (9mm) and centered at the location of peak z-statistic
in each region.
Figure 1: ROI Selection. (Red) ROI from within the default mode
network, with radii of 3 voxels and centers corresponding to the
highest z-statistics (green) in each region as determined in Laird
et al. (2011).
We provide a cut-out illustrating ROI selection for the
default mode network (ICN 13) in Figure 1, and Figure
2 contains axial cross sections showing many of the ROI
derived from the 18 non-artifactual ICN in Laird et al.
(2011). In Appendix A, Table A.1 we list all 52 ROI by
number, give their anatomical names, indicate the ICN
from within which they were defined, and provide visual
representations of their locations within the brain.
Subsequent to ROI definition, a gray matter mask was
applied to assure that only appropriate voxels were con-
tained within each ROI. In some cases this resulted in
a considerable reduction of ROI voxels, but the majority
maintained the full complement of about 100 voxels. For
each of the 242 subjects, time series were extracted from
each of the 52 resulting ROI by averaging the BOLD sig-
nal over all voxels within the ROI. These time series then
form the input to the GP algorithm.
Figure 2: Visualization of ROI. Axial cross sections showing many
of the ROI derived from the ICN in Laird et al. (2011).
2.2. Genetic programming
GP is a biologically inspired, population-based ma-
chine learning algorithm. It is most commonly employed
for symbolic regression: the algorithm searches for models
explaining some quantity of interest (e.g., average BOLD
signal from an ROI in the brain) as a function of some
other possibly related observable quantities, statistics, or
summary data (e.g., BOLD signals from other ROI). The
algorithm proceeds by evolving the functional forms of a
population of potential models, which are initially con-
structed at random from user-specified mathematical build-
ing blocks (available variables, arithmetic functions, pa-
rameter constants, etc.). In brief, the models that better
explain the data produce more offspring, leading to a grad-
ual reduction of error within the population. We show a
representative set of models produced by this approach in
Figure 3(a). A key advantage of the technique is that no
assumption (e.g., linearity) is imposed on the form of solu-
tions, other than the choice of building blocks from which
3
Figure 3: Screen shot of the GP package Eureqa during a search for models of the activity in ROI 19 in a single subject, as a function of
activity in the other 51 regions. (a) The current set of models along the Pareto front of accuracy vs. parsimony, shown in (d) where each
point represents a model and the red point represents the highlighted model. (b) Data from ROI 19 (points) over the 6-minute time series
for this subject (x-axis in scans, 2 seconds each). The highlighted model is shown in red, and statistics for this model’s fit appear in (c).
they can be made (we use arithmetic operations in the
present work).
Typically, some measure of error (e.g., root mean square
error) constitutes a model’s explanatory fitness, and some
measure of its size (e.g., number of operators, constants,
and variables in the equation) represents its parsimony.
The next generation of potential models is obtained by
mutation (e.g., a single change of variable or operator)
and recombination (i.e., swapping of function components
between models) of the current set of non-dominated solu-
tions: those models for which no simpler model in the pop-
ulation has less error. This set of non-dominated models
is said to approach the ideal Pareto front of fitness versus
parsimony as the population evolves. An important aspect
of GP is that the result of a single search is this entire set
of potential models, providing a trove of information for
statistical analysis. Figure 3 is a screenshot of the off-the-
shelf GP package Eureqa from Schmidt and Lipson (2009)
performing a search (Eureqa version 0.97 Beta was used
to generate the results reported in this study).
To apply GP to the fMRI data, for each of the 242 sub-
jects we extract a single BOLD signal time series from each
of the 52 selected ROI by averaging over the voxels within
that ROI. Then the GP algorithm is run 52 times, one
for each ROI, using all other ROI as potential explanatory
variables. Note that the algorithm has no knowledge of
the hypothesized networks from which these regions were
chosen.
We describe the computational expense of the algo-
rithm in terms of core-hours, i.e., the number of hours re-
quired for a single processor core to perform the necessary
computation. Specifically, twelve core-hours of search were
performed for each region, amounting to 624 core-hours
per subject, and over 17 total core-years of computation
were required for the population of 242 subjects. This
yielded roughly 12 thousand Pareto fronts comprised of a
quarter million models for statistical analysis.
The results of this analysis characterize the entire pop-
ulation of 242 subjects. Alternatively, results can be ag-
gregated over phenotypic groups to produce group-level
characterizations, or many GP searches can be run for
a single individual to produce a subject-level characteri-
zation. We report results of population- and group-level
analyses in Section 3, and discuss an example subject-level
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Figure 4: Functional interaction map. (a) Interaction map across all 242 subjects, and (b) map of RSD (relative standard deviation) of the
interaction rates over 100 subsamples with 100 randomly selected subjects each. Solid outlines indicate ICN and dashed outlines indicate
functional groupings of ICN from Laird et al. (2011).
analysis in Appendix B.
2.3. Analysis
The output of the GP algorithm poses a challenge for
interpretation. Here we present a coarse statistical anal-
ysis of this rich mathematical characterization. For each
ROI, we count the number of models for that ROI, across
the Pareto fronts for all 242 subjects, that have a partic-
ular (other) region on the right-hand side of the equation.
We compute this count for each of the other 51 regions.
For example, consider the GP search for models of ROI
19 within a single subject illustrated in Figure 3. Upon
completion, all 20 of the models along the Pareto front
for this subject had at least one term containing ROI 9,
and 17 models had terms containing ROI 20. In the sub-
ject pool as a whole, the total counts are 2990 and 1984,
respectively. Specifically, of the roughly 5000 models for
ROI 19 across all subjects, about 60% have terms contain-
ing ROI 9, and about 40% have terms containing ROI 20.
Note that these frequencies are not properly normalized,
because most models contain several ROI. Thus we nor-
malize by the sum of the counts for all ROI. In the case of
ROI 19, this sum is 22016.
The result is a vector for each ROI that describes,
in a statistical sense, its relative dependence on each of
the other regions. We interpret this vector as a distri-
bution of likely interaction, and define the computed val-
ues to be relative interaction rates (IR). Note that both
linear and nonlinear interactions, as well as weakly and
strongly weighted basis functions, are counted equally. We
form an interaction map by stacking these IR row vectors
to visualize interaction across all 52 ROI, shown in Fig-
ure 4(a). The value in row 19 column 9, for example, is
2990/22016 ≈ 0.136, depicted as a yellow square.
Note that the IR map is not symmetric by construc-
tion (though it appears nearly so), and indeed the value
in row 9, column 19 is 0.148 6= 0.136. We interpret a row
of the IR map as a distribution of relative dependence of
the corresponding ROI on each of the other regions. We
interpret a column, on the other hand, as a measure of the
influence of the corresponding ROI on each of the other
regions. By averaging the IR map with its transpose, we
produce a symmetric, overall IR map (not shown) that can
be used in hierarchical analysis. We examine the interac-
tion map, and provide results of hierarchical analysis, in
the next section.
3. Results
Figure 4(a) shows the interaction map generated by
the normalized frequency analysis of the NFM procedure,
summarizing ROI interaction across all 242 subjects. To
test the robustness of the computed interaction map, we
form 100 random subsamples (with replacement) from the
pool of 242 subjects, each with 100 subjects. For each
sample, we perform the same counting procedure to pro-
duce the interaction map corresponding to that sample. A
heat map of relative standard deviation (RSD) of IR over
the 100 subsamples is shown in Figure 4(b).
The strong block-diagonal structure of the interaction
map corresponds directly to the grouping of ROI into ICN.
For example, regions 39-42, which form a partial block
in the figure, are the four ROI that make up the default
5
mode network (ICN 13) in Laird et al. (2011). Robustness
(across subjects) of intra-network interaction is supported
by the matching block-diagonal structure of low subsam-
pling RSD (mean intra-network RSD < 20%), for all but
ICN 2 (ROI 3-4) and ICN 5 (ROI 10-18). In addition
to the strong primary block-diagonal structure, there is a
secondary structure of lighter blocks that group ICN to-
gether. For example, regions 32-38 are composed of the
strong blocks 32-33, 34-35, and 36-38 (corresponding to
ICN 10, 11 and 12 respectively). There is a lighter block
structure that suggests interaction among these three ICN
which are, in fact, together responsible for visual pro-
cessing. The secondary structure visible for regions 19-31
is comprised of ICN 6-8, which perform motor and visu-
ospatial tasks. Each of these examples shows a matching
secondary structure of moderate subsampling RSD (mean
inter-network RSD < 30%), indicating fairly robust inter-
network interaction as well.
3.1. Hierarchical analysis
To further illustrate and clarify the hierarchical organi-
zation suggested by the interaction map, we generate the
dendrogram in the top of Figure 5 by HCA (hierarchical
cluster analysis, implemented in MATLAB with the near-
est distance algorithm), using the reciprocal of the over-
all IR between each pair of ROI as the distance between
them. For example, ROI 1 and 2 have an approximate
overall IR of 0.2, and thus the distance between them is 5.
We emphasize that the organization of ROI into networks,
and clustering of those networks into functional groups de-
scribed in Laird et al. (2011), are both captured by NFM.
Some examples:
• The red group forms the visual cluster. ROI 32 and
33, the lateral occipital cortices, form one network
(ICN 10), while ROI 34-35, the occipital poles, and
ROI 36-38, the lingual gyrus, right cuneus and right
fusiform gyrus, respectively, form two other networks
(ICN 11 and 12) from within the visual cluster.
• Regions 39-42 (the orange group) form ICN 13, the
default mode network, and interact with ROI 4, the
ventromedial prefrontal cortex, from ICN 2.
• The green group to the far left includes all but one of
the ROI from the motor and visuospatial complex.
Interaction of this complex with the middle cingulate
cortex (mCC, ROI 9) and the network composed of
ROI 46 and 47, thought to be responsible for multiple
cognitive processes such as attention and inhibition,
is indicated as well, suggesting that this interaction
was common among many of the subjects.
• ICN 1 (ROI 1,2), 3 (ROI 5,6), the first two regions
from ICN 4 (ROI 7-9), ICN 14 (ROI 43-45), 16 (ROI
48,49), and 17 (ROI 50,51) are also indicated.
• Many of the regions from ICN 5 (ROI 10-18) interact
with ICN 1 (ROI 1-2), and also form a loose interac-
tion group with ICN 14 (ROI 43-45), the cerebellum,
the most robust connection of which appears to be
between ROI 16 and 43.
The robustness of each of the interactions discussed in this
list is supported by low interaction rate subsampling RSD,
shown in Figure 4(b).
3.2. Impact of nonlinearity
In this section we demonstrate that the NFM proce-
dure both captures the hierarchical structure of ROI in-
teraction indicated by linear analyses, and reveals nonlin-
ear interactions not discoverable by such methods. To ac-
complish this, we compare the population-level hierarchy
generated by NFM with the results of an analogous lin-
ear procedure involving pairwise correlation analysis. Fur-
thermore, we validate nonlinear relationships suggested by
NFM in a stepwise multiple regression, and an elastic net
regularized regression, the results of which we describe at
the end of this section.
3.2.1. Comparison with correlation analysis
For each of the 242 subjects, we compute the correla-
tion matrix for the 52 ROI time series. Squaring the ele-
ments of the correlation matrix and normalizing each row
(after setting the diagonal to zero) provides the relative
explained variance (relative R2) of the ROI corresponding
to that row by each of the other 51 ROI. The average of
the 242 normalized subject matrices is interpreted as the
linear version of the population-level IR map generated
by NFM. As with IR, the reciprocal of relative explained
variance can be considered a distance between ROI (higher
relative R2 means closer). The resulting hierarchy gener-
ated by HCA is shown in the bottom of Figure 5.
As expected, much of the large-scale structure revealed
by NFM is also indicated by the linear correlation analy-
sis. The similarity of the generated hierarchies supports
the validity of the models discovered by GP (i.e., the al-
gorithm is not excessively overfitting the data), and the
subtle differences between them suggest potentially inter-
esting interactions that are missed if linearity is assumed.
In the following we investigate one of these differences.
Interaction of the mCC (ROI 9) with the motor visu-
ospatial complex is evident in both hierarchies. However,
in the linear analysis it appears more closely connected
with its own ICN (ROI 7,8, the bilateral anterior insula),
and only with the posterior dorsomedial prefrontal cortex
(dmPFC, ROI 19) from ICN 6. In contrast, NFM reveals
that activity in the mCC is related to more components
of the motor system. The nonlinear models generated by
GP show a strong connection between the mCC, posterior
dmPFC, and the paracentral lobule (PL) of the primary
motor cortex (ROI 29 from ICN 8) shown in red, green,
and blue, respectively, in Figure 6. Specifically, about 20%
6
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Figure 5: Hierarchical cluster analysis (HCA) of interaction among ROI, generated with NFM (top) and correlation analysis (bottom).
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of all of the models generated for the activity in the poste-
rior dmPFC, across all subjects and levels of complexity,
contain both the mCC and the PL as explanatory vari-
ables.
For many of these models, the mCC and PL only show
up as linear terms, so it is reasonable to wonder why the
correlation analysis did not pick up this interaction. The
vast majority of models containing mCC and PL in only
linear terms also contain nonlinear terms in other ROI. It
is the posterior dmPFC along with these nonlinear terms
that is correlated with the mCC and PL. Thus the interac-
tion is hidden from linear analyses. Furthermore, many of
the models do contain nonlinear terms involving the mCC
and PL. In fact, the product of the activity in these two
regions shows up in 78 models for the posterior dmPFC
across 21 different subjects, and it is always additive. This
term is involved in models across the spectrum of complex-
ity, including instances where it is the only term.
Figure 6: NFM reveals a nonlinear interaction among these three
ROI: mCC (red), posterior dmPFC (green), and PL in the primary
motor cortex (blue).
3.2.2. Validation of nonlinear terms
To validate first order nonlinearity (pairwise product
and quotient terms, as well as reciprocals) suggested by
NFM, we first randomly assign 100 subjects to a train-
ing group, and 100 different subjects to a testing group.
NFM results are aggregated over the training group to pro-
duce an IR map and hierarchy (not shown) summarizing
ROI interaction within the training group as a whole. The
roughly 2000 specific models generated by NFM for each
region (approximately 20 models per training subject) are
then used to inform the modeling of ROI activity in that
region within the testing group, by stepwise regression.
For each ROI and each testing subject, we first per-
form a standard stepwise linear regression using the other
51 ROI as regressors. We then perform a stepwise regres-
sion including all first order nonlinear terms suggested by
NFM over the training group in addition to the 51 linear
regressors. Statistics of the linear and nonlinear models
are compared to determine the effect of including these
first order terms. To illustrate, we describe results of the
validation procedure for the posterior dmPFC (ROI 19)
here.
We show a histogram of increase in the percentage of
explained variance for the nonlinear versus linear regres-
sion models for the posterior dmPFC in Figure 7. The
inclusion of first order nonlinear terms suggested by NFM
over the training group increases the percentage of ex-
plained variance for every test subject, with a mean in-
crease of 12.5% and maximum increase of 42%. The non-
linear models contain more terms (mean 46, compared
with mean 19 for linear models), so a potential concern
is that the increase in R2 might simply be a result of the
additional degrees of freedom. However, for each test sub-
ject the nonlinear model F -statistic is also greater than
that of the linear model (mean increase of 83.5, maximum
increase of 1000), and comparisons of adjusted R2, which
account for differences in degrees of freedom, show only
slightly smaller increases for all test subjects. This sug-
gests that the increase in explained variance is due to ex-
planatory power of the nonlinear terms, and not simply
the additional degrees of freedom in the nonlinear models.
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Figure 7: Histogram of increase in explained variance. The inclusion
of first order nonlinear terms suggested by NFM over the training
group, in a stepwise regression analysis for the posterior dmPFC in
the testing group, increases the percentage of explained variance for
every test subject, with a mean increase of 12.5% and maximum
increase of 42%.
To further support the validity of the nonlinear terms
suggested by NFM, we apply a similar testing approach
using a machine learning algorithm called elastic net regu-
larized regression. In contrast to stepwise regression, reg-
ularization allows for the inclusion of highly correlated ex-
planatory variables, while simultaneously discounting re-
gressors with very small coefficients. Regularized mod-
els can have more explanatory power or fewer terms (or
both), with respect to those from stepwise regression. We
8
see each of these scenarios in the present case. Using the
same training and testing groups, and modeling the same
ROI (the posterior dmPFC), elastic net regularization pro-
duces linear models with an average of 45 terms that ex-
plain roughly the same amount of variance (on average) as
the nonlinear models generated with stepwise regression,
improving upon the explanatory power of their stepwise
counterparts. However, the regularized nonlinear models
provide that same explanatory power with a mean of only
26 terms. Furthermore, the regularized nonlinear model is
preferable to the regularized linear model, as determined
by the Akaike information criterion, for every single test
subject.
3.3. Group-level variation
Variation among individuals (illustrated in Appendix
B) suggests that statistics of interaction rates among ROI
may differ between phenotypic groups. The hierarchical
organization of ROI induced by IR might illuminate, in
such cases, variation in functional dynamics associated
with demographic, behavioral, or genetic characteristics.
An example illustrating this potential is provided by the
contrast between drinking (D) and non-drinking (ND) ado-
lescents from the IMAGEN dataset. In Figure 8, we show
hierarchies for the top and bottom 100 subjects in terms
of lifetime drinking score, determined by self-report ques-
tionnaire, corresponding to those who have had 2 or more
lifetime drinks, and those who have had 1 or fewer, respec-
tively. The two hierarchies are similar to one another (and
comparable to the population level hierarchy), but sub-
tle differences between them suggest group-differentiating
factors.
• The ROI pair 3,18, the subgenual anterior cingulate
cortex (ACC) and fornix body, respectively, are cou-
pled in both the D and ND groups. However, their
arrangement in the hierarchies is different, as we’ll
describe in a moment, resulting from the following
two distinguishing interaction rates.
• For the ND group, there is a 22% lower IR between
ROI 6, the left globus pallidus, and the fornix body,
ROI 18. We note that this reduced interaction is
completely missed by pairwise correlation analysis,
(which indicates a slightly reduced interaction among
drinkers, see Appendix C), and thus appears to be
an entirely nonlinear effect.
• In contrast, there is a 33% higher intra-network IR
within ICN 2, comprised of ROI 3-4, the subgenual
ACC and the ventromedial prefrontal cortex (vmPFC),
respectively, among non-drinkers. Though this dif-
ference is also indicated by correlation analysis, only
about half of the effect is captured (a 16% elevation).
• These two differences in interaction cooperate to shuf-
fle the hierarchical arrangement of ROI in the D
versus ND group. The subgenual ACC and fornix
body are most closely associated with the default
mode network in non-drinkers, through the vmPFC.
Among drinkers, in contrast, they are grouped di-
rectly with the bilateral globus pallidus of ICN 3
(ROI 5-6). In other words, in drinkers there is a
tighter coupling among ROI most strongly linked to
reward and thirst tasks as reported in Laird et al.
(2011). The relevant ROI are shown in Figure 9.
Figure 9: Interaction between the subgenual ACC (top red) and
vmPFC (bottom red) is lower among drinkers, who also show ele-
vated interaction between the left globus pallidus (green) and fornix
body (blue), an apparently nonlinear effect.
• The largest single difference between the D and ND
groups is a 74% elevated IR between the right an-
gular gyrus (ROI 41 in the default mode network)
and ROI 11, the posterior cingulate cortex, among
drinkers. These ROI are shown in red and green, re-
spectively, in Figure 10. About half of this effect is
captured by correlation analysis.
4. Discussion
The large extent of ICN reproduction, and their hier-
archical organization into functional groups using an en-
tirely different approach than that described in Laird et al.
(2011), provides strong evidence for the analytical poten-
tial of NFM. Furthermore, the technique reveals nonlin-
ear interactions that are not discoverable with standard
linear techniques, or without prior hypotheses. Such rela-
tionships could provide a new window into brain function,
and this highlights the potential of the methodology as
a hypothesis generator. Of course proper care must be
taken (with regard to independence of observations, etc.)
in the ensuing investigations of such data-driven hypothe-
ses. Nonetheless, hypothesis generation is a powerful tool
9
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Figure 8: Hierarchies for groups with high (top) and low (bottom) alcohol consumption rates, defined by two or more lifetime drinks and one
or fewer lifetime drinks, respectively.
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Figure 10: Interaction between the right angular gyrus from the
default mode network (red), and posterior cingulate cortex (green)
is 74% higher among drinkers.
for scientific exploration, and has been used recently to
inform biomedical research, such as in Abedi et al. (2012)
and Spangler et al. (2014).
In addition to providing insight on its own, the NFM
procedure complements other modes of analysis. A po-
tentially promising extension, especially for a hybrid ver-
sion capable of voxel level analysis (discussed in Appendix
D), would be to use it in conjunction with graph-theoretic
analyses such as those described in Bassett and Bullmore
(2006), Stam and Reijneveld (2007), and van den Heuvel
et al. (2008). The general technique, as detailed in Bull-
more and Sporns (2009) and Rubinov and Sporns (2010),
is to compute pairwise correlations among all voxels, set
a threshold above which two voxels are considered con-
nected, and calculate various network summary measures
(e.g., degree distribution, assortativity, diameter, etc.). By
simply replacing correlations in these networks with inter-
action rates determined by NFM, the assumption of lin-
earity is left behind.
Finally, it is important to note that the specific forms
of the models in the output of the GP algorithm have been
analyzed simplistically in the present work. A major po-
tential benefit of NFM is the insight that might be gained
from precisely analyzing these mathematical descriptions
of the relationships among ROI in the brain. Of course,
ascribing meaning to any particular one of these models
would have to be done cautiously. However, given the re-
sults we describe here, obtained by a coarse treatment, the
collection of models determined by GP may offer a number
of as yet undiscovered insights. This seems a potentially
fruitful avenue for future theoretical research.
5. Conclusions
Results produced in our study suggest that there is po-
tential analytical power in the use of NFM, or some mod-
ification thereof, in the neuroimaging domain. The proce-
dure we investigated here utilizes commercially available,
out-of-the-box GP software, and preliminary statistical
analysis of its output. Many improvements and extensions
are possible, only some of which we have suggested in this
work. Reproduction of recent results constitutes a measure
of cross-validation, and the preliminary results presented
demonstrate the unique capability of NFM to discover non-
linear relationships among regions of the brain that hold
promise for illuminating differences in brain function be-
tween subject groups. Further, the mathematical char-
acterizations we have achieved, which are not limited by
linear or univariate assumptions, are ripe for future inves-
tigation.
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Appendix A. Table of ROI
In Table A.1 we list all 52 ROI investigated in this
study by number, give their anatomical names, indicate
the ICN from within which they were defined, and provide
visual representations of their locations within the brain.
Due to its length, the table appears after the References.
Appendix B. Subject-level variation
Figure B.11 contains individual subject interaction hi-
erarchies for two different (randomly selected) subjects,
generated by 100 random restarts of the GP algorithm
and subsequent normalized frequency analysis. Though
the two hierarchies are quite different from one another,
they do show some network organization similar to that
illustrated in the population level hierarchy (top of Figure
5).
• Portions of the visual cluster (ROI 32-38) are intact
in each case.
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• Many of the two-region networks remain together,
e.g. ICN 1 (ROI 1,2), ICN 16 (ROI 48,49), and
though associated with other ROI, also ICN 3 (ROI
5,6) and ICN 17 (ROI 50,51)
• The default mode network (ROI 39-42) is mostly in-
tact in each subject.
The interaction profile of the default mode network
illustrates an interesting distinction between the two sub-
jects. For the top subject, the network is fully intact, in-
teracting with ROI 4 (consistent with the population level
hierarchy), and also interacting with ROI 26 from the mo-
tor visuospatial complex. For the bottom subject, three of
the four ROI in the network remain together, but interact
instead with several other ROI from the emotional intero-
ceptive class instead of ROI 4, specifically ROI 10, 12, and
16, and a different ROI from the motor visuospatial com-
plex as well (ROI 29 instead of 26). By themselves, these
dendrogram comparisons offer no conclusive evidence re-
garding connections between cognitive processes. How-
ever, an experiment could be designed to test if any infer-
ences can be made from such distinctions. For example,
the administration of post-scan surveys might grant some
interpretability to the specifics of these single-subject in-
teraction hierarchies.
Appendix C. Linear HCA of alcohol consumption
Here we demonstrate that the shuffling of the interac-
tion hierarchy in drinking (D) versus non-drinking (ND)
adolescents discovered by NFM is not uncovered by linear
correlation analysis. To perform group-level correlation
analysis, the normalized relative R2 matrices for each sub-
ject (described in Section 3.2) are averaged over the 100
subjects in each group. Recall that these matrices are gen-
erated for each subject by computing the correlation ma-
trix for the 52 ROI time series, squaring the elements, and
normalizing each row (after setting the diagonal to zero).
The reciprocal of relative explained variance can be con-
sidered a distance between ROI (higher relative R2 means
closer), and the resulting D and ND hierarchies generated
by HCA are shown in the top and bottom, respectively, of
Figure C.12.
Comparison with Figure 8 suggests that this linear
analysis partially uncovers a distinguishing difference in
interaction between drinking and non-drinking adolescents.
Specifically, among non-drinkers, a higher intra-network
interaction within ICN 2, comprised of the subgenual ACC
and the vmPFC (ROI 3 and 4, respectively) is detected
here. The result is an indirect coupling, within non-drinkers,
of the default mode network (ROI 39-42) and the complex
comprised of ROI 3,18,5,6, through the vmPFC.
The results of NFM provide further insight in two im-
portant ways. First, the elevated interaction within ICN
2 among non-drinkers is detected at twice the strength.
Second, the main interaction responsible for grouping the
complex of ROI 3,18,5,6, specifically the interaction be-
tween the left globus pallidus (ROI 6) and fornix body
(ROI 18), is lower among non-drinkers. This second effect
is entirely missed by correlation analysis, suggesting that
it is nonlinear in nature. The result of capturing these
effects together, as shown in Figure 8, is a breakup of
the complex in non-drinkers, for whom ROI 3,18 are sep-
arated from the bilateral globus pallidus of ICN 3 (ROI
5-6). This breakup is suggestive, as each of these ROI is
associated with emotion, reward, and interoceptive pro-
cesses such as thirst, and experiments reporting activity
in ICN 5, including the fornix body (ROI 18), predomi-
nantly involved interoceptive stimulation, as reported in
Laird et al. (2011).
Appendix D. Improvements and modifications
The GP implementation we used for this study is the
commercially available package Eureqa from Nutonian, as
described in Schmidt and Lipson (2009). Though much
of its behavior can be controlled through the interface or
command line, it is proprietary code and thus somewhat
of a black box. There are many reasons why a dedicated,
open source implementation of GP would be more desir-
able.
A major challenge for this method of analysis is the
computational expense of running a large number of GP
searches. Generating the IR map for a single subject re-
quires a large number of random restarts for each ROI. For
example, running 100 restarts for each of the 52 ROI in
this study, allowing 1 core-hour for each search, requires
over 10 hours with access to 500 dedicated processors. The
procedure as described here is likely computationally pro-
hibitive for running analyses on large numbers of subjects,
or for larger collections of ROI. Intelligent stopping crite-
ria, and many other approaches to the mitigation of com-
putational expense, have been reported at length in the
GP literature, an example of which is the use of graph-
ics processors reported in Harding and Banzhaf (2007). It
may also be possible to determine an ideal (and smaller)
number of restarts that balances computation time with
the statistical power of the resulting IR map.
It should also be noted that for collections of ROI much
larger than that considered here, in addition to the com-
putational expense resulting from more required searches,
each search will take much longer to produce meaningful
models due to the larger number of possible explanatory
variables. A hybrid method of symbolic regression employ-
ing a machine learning algorithm called FFX (Fast Func-
tion Extraction) described in McConaghy (2011) as a first
pass, and then GP, has great potential for the treatment
of higher dimensional data, e.g., large numbers of ROI.
A prototype of this method was reported in Icke et al.
(2014). FFX is a deterministic algorithm that builds up
models with nonlinear terms (e.g., products of ROI signal)
in a prescribed fashion and evaluates explanatory power at
12
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Figure B.11: Example hierarchies for two different individual subjects. Note the large degree of variation between the two.
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Figure C.12: Linear hierarchies for groups with high (top) and low (bottom) alcohol consumption rates, defined by two or more lifetime drinks
and one or fewer lifetime drinks, respectively.
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each stage. By ruling out ROI that are likely not explana-
tory at each stage, the algorithm reduces the dimension-
ality of the search. In other words, at the cost of reduced
breadth in the search space, the algorithm provides huge
reductions in computation time in addition to reducing the
number of variables that will eventually be injected into
the GP algorithm. Implemented effectively, this hybrid
algorithm could eliminate the necessity of ROI selection
completely by allowing direct regression over voxel signals.
An ever-present concern in the analysis of fMRI is the
level of noise in the data. Particularly in the case of re-
gressing over voxel signals, low signal-to-noise ratio is a
major challenge, and indeed GP efficacy is diminished in
such circumstances. However, there has been some work
on modifying the GP algorithm to better manage noisy
data, an example of which is the inclusion of noise genera-
tors called stochastic elements with user-defined distribu-
tions (e.g., Gaussian or uniform) as potential explanatory
“variables”. These generators can themselves end up in-
side complex functions within the models, providing those
models the capability of reproducing realistic noise distri-
butions more likely to be at play than the typical Gaussian.
There is no guarantee that this modification will prove
beneficial in the case of fMRI, but it has been shown, in
Schmidt and Lipson (2007), to effectively identify exact
underlying analytical models in the presence of nonlinear,
non-Gaussian and nonuniform noise.
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Table A.1: Table of ROI
ROI ICN ROI Description Visualization
1 1 left anterior hippocampus
2 1 right anterior hippocampus
3 2
subgenual anterior cingulate cortex, anterior
caudate
4 2
ventromedial prefrontal cortex, medial
frontal gyrus
5 3 right globus pallidus
6 3 left globus pallidus
7 4 right anterior insula
8 4 left anterior insula
9 4
middle cingulate cortex, dorsomedial
prefrontal cortex
17
ROI ICN ROI Description Visualization
10 5 inferior cerebellum
11 5 posterior cingulate cortex
12 5 inferior vermis
13 5 inferior vermis
14 5 anterolateral cerebellum
15 5 anterolateral cerebellum
16 5 posterior cerebellum
17 5 inferior colliculus, anterior vermis
18 5 fornix (body)
19 6 posterior dorsomedial prefrontal cortex
20 6 left superior precentral gyrus
21 6 right posterior superior parietal cortex
18
ROI ICN ROI Description Visualization
22 7 left superior parietal cortex
23 7 right precuneus
24 7 left superior parietal cortex
25 7 right superior parietal cortex
26 7 left posterior dorsolateral prefrontal cortex
27 7 right posterior dorsolateral prefrontal cortex
28 8 left postcentral gyrus
29 8 paracentral lobule
30 8 anterior inferior parietal cortex
31 8 right postcentral gyrus
32 10 right lateral occipital cortex
33 10 left lateral occipital cortex
34 11 left occipital pole
35 11 right occipital pole
36 12 lingual gyrus
37 12 right cuneus
38 12 right fusiform gyrus
19
ROI ICN ROI Description Visualization
39 13 posterior cingulate cortex
40 13 left angular gyrus
41 13 right angular gyrus
42 13 anterior dorsomedial prefrontal cortex
43 14 right superior cerebellum
44 14 vermis
45 14 left superior cerebellum
46 15 right middle frontal gyrus
47 15 right supramarginal gyrus
48 16 left superior temporal gyrus
49 16 right superior temporal gyrus
20
ROI ICN ROI Description Visualization
50 17 right inferior pre and post central gyrus
51 17 left inferior pre and post central gyrus
52 18 left inferior frontal gyrus
21
