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Abstract: A two-stage algorithm is presented for computing the zeros of a special class of entire functions. The first 
stage, which has linear convergence, produces two-sided bounds for the zeros; these are then used as data for the 
second stage which employs a cubically convergent iterative process, with monotonic convergence to the zeros, from 
below and above. Appropriate modifications to the algorithm in order that it be applicable to certain real polynomials 
are also included. 
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1. Introduction 
A two-stage algorithm is presented for computing the zeros of the class of entire functions 
f(z), where f(z) is of genus p, has infinitely many zeros which are all positive, it takes real values 
for real z, and f(0) = 1. Such a function can be expressed [31] in the form 
f(z) = eQ(2) m =( k-l 
where exp( u) stands for e’, 
0<a,<a2<a3<a4..., 
l+l+l+l - - - - . . . 
P+l 
a1 
P+l P+l 
+ 
a2 a3 
P+l 
a4 
is convergent, and Q(Z) is a polynomial with real coefficients of degree less than or equal to p 
with Q(0) = 0. The coefficients a,, are real with a, = 1. 
The first stage of the algorithm, which has linear convergence, produces, from the coefficients 
a,,, two-sided bounds for the zeros; these are then used for the second stage which employs a 
cubically convergent iterative process, with monotonic convergence to the zeros, from below and 
above. Appropriate modifications to the algorithm in order that it can be applicable to certain 
real polynomials are also included. 
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The algorithm has been carefully implemented and extensively tested over many years on 
many functions arising in the physical and engineering sciences. Computational difficulties that 
have arisen in both the implementation and testing of the algorithm, and how they were 
overcome, are discussed in detail. Finally, a synopsis of computational results is presented. 
2. Description of the algorithm 
We describe, firstly, how two-sided bounds to the zeros of f(z) can be computed and, 
secondly, an appropriate iterative process that can be used to accelerate convergence. 
2. I. Two-sided bounds 
In [27] Polya obtained a method for computing two-sided bounds on the zeros of f(z) using 
Graeffe’s technique [28]. This is now summarised. 
Using (1) form 
f( z)f( wz)f( w’z) * * * f( wn-‘Z) = f (- l)ha,.hznh, 
h-0 
where w = e2ni/n is an n th root of unity. If n > p then 
(2) 
Thus the coefficient an,h is the h th elementary symmetric function of the -n th powers of the 
zeros of f(z), i.e., 
a n.h 
= 
’ 
(3) 
where the sum is extended over all combinations of the subscripts i,, i,, . . ., ih for which 
i, < i, < i, < - - - < i,. 
For the case n = 2m-* (m = 1, 2, 3,. . . ) the transition from { a,, h } to { a2n,h } is given by 
’ a2n.h = an,h + 2 i ( -l)ian,h-ian,h+iy (4) 
i-l 
which is identical to Graeffe’s original root-squaring technique except for the upper limit on the 
summation. Using (3) and certain other results, it is shown in [27] how these coefficients yield the 
following sequence of bounds on products of the zeros of f(z), that is, provided n > p, 
(~)1’n<(~)“2n<(~)1’4”<a~a2a~...a~ 
(5) 
From (5) the following two-sided bounds on any individual zero of f(t) can easily be obtained, 
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namely, 
Computational experience with (6) has shown that two main difficulties prevent us from 
computing any number of required zeros of f( t ) to arbitrary accuracy. Firstly, a large number of 
coefficients { u~,~) is required, in general, to compute { aZn,h} accurately. Secondly, Graeffe’s 
original technique exhibits an expanding number range which leads to rounding errors building 
up fairly fast in the iterated coefficients of the entire functions under consideration. 
In [15] Grau introduced a modification to the original Graeffe process in order to overcome 
the problem of an expanding number range. Essentially this is achieved by working with ratios of 
the iterated coefficients rather than the coefficients themselves. 
Grau’s technique [15,16] can easily be adapted so that it can be applied to the class of entire 
functions considered in this paper. In order to achieve this, the quantities 
bn.h = an.h-l/a.,h~ 
C2n.h = a2n,h /a2 n,h 3 
d n,h = @n,h )“n 7 
h=l,2,3 ,..., 
n = y-1, m=l,2,3 )...) 
(7) 
e n.h.i= bn.h-i+l/bn.h+i~ 
i=l,2 V-*-Y h, 
are introduced first. Then, using (7), it can be verified that the transition from step n to step 2n, 
i.e., equation (4), is achieved as follows: 
(i) Compute 
(ii) Compute 
e Zn,h.i = 
C2n,h+iC2n.h-i 
, 
2n,h+i-lC2n,h-i+l 
i=l,2 ,..., h, h=l,2,3 ,.... 
(iii) Compute 
d 2n,h=d,.h(-&‘2n, h=l,2 ,..., r,
@a> 
(8b) 
(84 
where r is the number of zeros computed. 
The sequence of upper and lower bounds on any individual zero, a,,, of f(z), i.e., (6) is now 
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transformed to 
d2n.h(c2n~h_,)“2n < d4n.h(c4n.h_,)“4n < a.. < a,, < . . . < d4n,h d2n.h 
(c 4n.h )1’4n < (C2nJ”2n . 
(9) 
Finally, the process given by (8) is initialised by computing ei.h,; and d,., from the original 
coefficients of f(z), i.e., 
a 
e 1.h.i = 
l,h+ial,h-i 
al,h+i-lal.h-i+l 
7 i= 1, 2,..., h, h=l,2,3 ,.... (IO) 
d,.h=F, h=l,2 ,..., r. 
Now Z f(z) is a polynomial of degree S, i.e., f(z) = 1 + a,z + . . - +aSzS, then (9) yields 
two-sided bounds on the zeros of f(z), in ascending order of magnitude, provided (8a) is 
replaced by 
C2n.O = 1, C2n.s = 9 
‘2n.h = ’ - 2en,h,l (1’e~.h,2~“-(1-e~,h,~)...)). 
where k=min(h, s-h) and h=1,2 ,..., s - 1, and (8b) as well as (10) range over 
i= 1, 2,..., min(h, s-h), h=l,2 ,..., s. 
2.2. Acceleration process 
The two-sided bounds of the previous subsection are now utilised in order to accelerate 
convergence. Assume first that (1) has the simple form ( p = 0) 
f(z~=kfil(l -2) 
and all the ak are simple; construct the cubic polynomial 
F((; x) = L(x)t3 + M(x)(2 + N(x){ + P(x), 02) 
where 
(I = --f’(O), XEll2, 
L(x)=(1-ax)f’2(x)+uf(x){f’(x)+xf”(x)}, 
M(x)=(2-ax)xf’2(x)+f(x){f’(x)+uf(x)+ax[f’(x)+xf”(x)] -Xf”(X)}, 
M-4 = 2xf(x){f’(x) +e_WL 
P(x) = ux”f’(x). 
(In the notation of the next section CT = a(l).) Then, for x > a1 and f(x) # 0, (12) has three real 
distinct roots &(x), i = 1, 2, 3, such that -x < [i < a, - x < t2 < 0 < c3, where s = max,, < ,j. 
Now let x0 and y0 be lower and upper bounds to a,, respectively, then the sequences { xk }, 
{yk}, k=O, 1, 2 ,..., given by 
xk+l =x& + t,w, Y/c+1 =Yk + 52bA 03) 
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converge cubically and monotonically to (Y, from below and above, respectively [S]. If f(z) does 
not have the form of (11) then (2) can be used instead. provided n > p. In this case, of course, the 
results, on exit from the acceleration procedure, would have to undergo appropriate scaling in 
order to recover the zeros of f(z). 
Other cubically converging iterative processes which can be used in order to speed up 
convergence to the zeros of the class of the entire functions, under consideration, are Ostrowski’s 
square root technique [23] and Halley’s iteration formula [6]. Although both schemes enjoy the 
monotonicity property,and can be equally applied even when there might be multiple zeros 
(though convergence becomes linear), they do not possess the unrestricted two-sided conoergence 
property of the iterative scheme described herein, i.e.. (13). (Cf. [6].) Other related work in this 
area can be found in [7,24]. 
When f(z) is a polynomial other accelerating schemes, which use simultaneous iteration, can 
be used instead of (13). (Amongst others see, for example, [lO,ll].) 
It is noted here that the first stage of the algorithm is not affected by the presence of multiple 
zeros. 
The acceleration process given by (12) and (13) is known as Laguerre type iteration [8]. 
3. Implementation 
The subroutine laguerre given subsequently makes use of external subroutines (for example, 
those in [30]) for the computation of f(x), f’(x) and f”(x). 
3.1. FORTRAN 77 functions and subroutines 
These are given in DIGITAL’s VAX-11 FORTRAN, which includes extensions to the 
FORTRAN 77 standard, and renders their understanding and readability easier. 
integer function graeffecr, max, s, a, lb, ub) 
Input Parameters 
r abs(r) is the number of zeros of f(z) 
that are required. If r is negative then 
fewer zeros can be computed. 
max abs(max) is the maximum number of iterations 
to be performed. If max is negative then 
the process stops immediately the zeros 
have separated. 
S abs(s) is the initial number of coefficients 
to be used. If s is negative then this 
number can be reduced if the computations 
warrant it. 
a(O:*) the coefficients of f(r). 
Output Parameters 
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C 
lbCl:*) receiver for the computed Lower bounds. 
ubCl:*) receiver for the computed upper bounds. 
graeffe returns the number of zeros actually computed. 
integer r, max, s 
real*8 aCO:*I, LbCl:*), ubCl:*) 
integer MAX COEFF, MAX ZERO 
parameterCMAT_COEFF=60,-NAX ZERO=201 
integer h, 1, iter 
real*8 x, cCO:MAX_COEFF), dCl:MAX_ZERO) 
real*8 eCl:MAX_COEFF-1, l:MAX_COEFF/Z), Last ub, sqr 
logical truncated, done, feuer, separated - 
urite(6, 200) r, ’ zeros, I, max, ’ iterations' 
uriteC6, 200) s, ’ coefficients' 
200 fJrmat(x, 3Ci4, a)) 
C 
C Decide exactly hou to proceed. 
C 
fewer = r .lt. 0 
r = absCr) 
separated = max .lt. 0 
max = abs(max) 
truncated = s .lt. 0 
s = absCs) 
if Cr .gt. s) then 
r= s 
end if 
C 
C 
C 
Initialize the working arrays. 
do h = 1, r 
d(h) = aCh-1)/a(h) 
end do 
do h = 1, s-l 
do i = min(h, s-h), 1, -1 
eCh,i) = CaCh+i)/aCh+i-l))*Ca(h-i)/a(h-i+l)) 
end do 
end do 
c(O) = 1 
iter = 0 
done = .false. 
C 
C Main iteration loop. 
C 
do uhile (Citer .lt. max) .and. .not.done) 
iter = iter+l 
uriteC6, 300) 'Graeffe Iteration I, iter 
300 formatcx, a, i2) 
h = 0 
dohuLikglCh .lt. s-1) 
x= 0 
do i = min(h, s-h), 1, -1 
x = Cl-x)*eCh,i) 
M. R. Farmer, G. Loi:ou / Zeros of entire functions 439 
400 
C 
C 
C 
500 
600 
end do 
c(h) = 1-2*x 
if (truncated) then 
if ((c(h) .Le. 0) .or. (c(h) .gt. c(h-1))) then 
urite(6, 400) 'cc', h-l, 'I', c(h-1) 
formatcx, a, i3, a, e26.17) 
if (r .gt. h-l) then 
if (fewer) then 
s = h 
r = s 
else 
s= r 
do i = h, s-l 
c(i) = c(h-1) 
end do 
h = s-l 
end if 
else 
5 = h 
end if 
end if 
end if 
end do 
c(s) = 1 
Compute new lower and upper bounds. 
Last_ub = -1 
done = separated 
urite(6, 500) 'Zero', 'Lower Bound', 'd', 'Upper Bound' 
formatcx, a4, 3Ca26)) 
do h = 1, r 
= 0.5**iter 
kh) = d(h)*(c(h-l)/c(h))**x 
lb(h) = d(h)*c(h-l)**x 
ub(h) = d(h)/c(h)**x 
done = done .and. (Lb(h) .gt. last ub) 
Last ub = ub(h) 
uriti(6, 600) h, Lb(h), d(h), ub(h) 
formatcx, i4, 3Ce26.17)) 
end do 
do h =l, s-l 
do i = min(h, s-h), 1, -1 
e(h,i) = sqr(e(h,i))*(c(h+i)/c(h+i-l))*(c(h-i)/c(h-i~/c~h-i+l~~ 
end do 
end do 
end do 
graeffe = r 
end 
440 M. R. Farmer, G. Loizou / Zeros of entire functions 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
200 
300 
integer function Laguerrecr, max, f, lb, ub) 
Input Parameters 
r is the number of zeros of f(z) to 
be iterated. 
max is the maximum number of iterations 
to be applied. 
f is the function whose zeros ue require. 
Input/Output Parameters 
lb(l:r) holds.the computed lower bounds. 
ub(l:r) holds the computed upper bounds. 
: 
laguerre retutis the number of zeros computed. 
integer r, max 
external f 
real*8 f, lb(l:r), ub(l:r) 
integer iter, h 
real*8 xi(l:3) 
Other exit criteria could be included here. 
do iter = 1, max 
write(6, 200) 'Laguerre Iteration', iter 
formatcx, a, i4) 
do h = 1, r 
call lstepcf, lb(h), xi) 
if (xi(3) .gt. 0) then 
lb(h) = lb(h)+xi(3) 
end if 
call LstepCf, ub(h), xi) 
if (xi(2) It. 0) then 
ub(h) = ;b(h)+xi(2) 
end if 
urite(6,300) h, lb(h), ub(h) 
formatcx, i4, 2Ce26.17)) 
end do 
end do 
laguerre = r 
end 
subroutine lstepcf, x, z) 
Input Parameters 
f is the function whose zeros we require. 
X is an approximation to a zero of f(z). 
Output Parameter 
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C 
C 
C 
200 
300 
z(l:3) are the three zeros of the cubic. 
external f 
real*8 f, x, 2(1:3), sqr 
real*8 sigma, d(C:3), fC, fl, f2 
sigma = -f(l, c.GdO) 
f0 = f(0, XI 
fl = f(l, XI 
f2 = f(2, x1 
d(3) = (I-sigma*x)*sqr(fl)+sigma*fG*(fl+x*f2) 
d(2) = (2-sigma*x)*x*sqr(fl)+fO 
* (fl+sigma*fO+sigma*x*(fl+x*fZ~-x*f2) 
d(l) = 2*x*fC*(fl+sigma*fC) 
d(C) = sigma*sqr(x)*sqr(fC) 
call cardancd, L) 
ena 
subroutine cardanca, z) 
Input Parameter 
a(C:3) are the coefficients of the cubic 
to be solved. 
Cutput Parameter 
r(l:3) are the zeros of the cubic in ascending order. 
real*6 a(C:3), 2(1:3) 
real*8 PI 
~~~~~~ter~~I=~.l~l59265358579323&~ 
alpha, xI sqr 
h = a(?)*a(;)/;-s~r(a(2)/3) 
g = sqr(a(3))*a(C)-(a(3)*a(2)*ao)/3+2*(a(2~/3~**3 
q = 2*sqrt(-h) 
The discriminant should be negative for three real zeros. 
if (sqr(g)+4*h**3 .ge. 0) then 
urite(6, 200) 'delta=', sqr(g)+4*h**3 
formatcx, a, e26.17) 
end if 
The absolute value of the argument must 
be less than or equal to 1. 
if (abs(-4*g/q**3) -gt. 1) then 
urite(6, 300) 'argument=', -4*g/q**3 
formatcx, a, e26.17) 
alpha q 0 
else 
alpha = acosc-4*g/q**3)/3 
end if 
Sort the zeros into ascending order. 
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z(l) = (q*cos(alpha)-a(2)/3)/ao 
z(2) = (q*cos(Z*PI/3+alpha)-a(2)/3)/aO 
z(3) = (q*cos(t*PI/3-alpha)-ao/3)/aO 
if (z(l) .gt. z(2)) then 
call suap(z(l), z(2)) 
end if 
if (z(2) .gt. z(3)) then 
~$~z~;;P(z(2), z(3)) 
.gt. z(2)) then 
call suap(z(l), z(2)) 
ena if 
end if 
end 
subroutine suap(a, b) 
real*8 a, b, c 
C = a 
a= b 
b = c 
end 
3.2. Organisational details 
In practice the algorithm uses a truncated form of the function, i.e., 
f(z) = i ahzh 
h-0 
in which case the upper limits referred to earlier, in the case when f(z) is a polynomial, are 
applicable. 
For the class of entire functions considered here, two computational problems arise. Firstly, 
the original coefficients { ah }, h = 0, 1, 2,. . . , decrease, in general, very rapidly in magnitude. 
Secondly, during the first few iterations of the first stage of the algorithm, the computed values of 
cZn,h suffer from roundoff error caused by subtracting two nearly equal quantities. These two 
problems can be partially overcome by using multiple-length storage and arithmetic. To achieve 
this Hill’s ALGOL 60 procedures and their corrections, for multiple-length arithmetic [l&19], are 
used in implementing the first stage of the algorithm. 
In order to economize on storage the two-dimensional array e[l : s - 1, 1: s + 21, since only a 
triangular section of it is used, can be mapped onto the one-dimensional array E[l : T], where 
T= $s2, if s is even, and T= a(s’- l), ‘f 1 s is odd, using an auxiliary integer array ptr[l : s - 11 
such that 
ptr[l] = 0, 
ptr[2] = 1, 
ptr[h]=ptr[h-l]+min(h-l,s-h+l), h=2,3,...,s-1, 
and e[i, j] is mapped onto E[ptr[i] +j]. 
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Once the two-sided bounds to the zeros have been computed, the cubic polynomial given by 
(12) is solved, using Cardan’s method, i.e., the three roots are given by 
(qcos(ct+$Tj)-fM)/L, i=o,1,2, 
where 
4=2vY-h) 9 a= f cos-’ ( -wq3L 
g = L2P - fLMN + &W, h = )LN - @4=. 
Finally, the computation of f(x), f’(x) and f”(x), which are required to construct (12), is 
carried out by using available subroutines (see, for example, [30]) that are sufficiently accurate. It 
is not advisable to carry out this computation by using Taylor series, since this is likely to cause 
inaccuracies, especially for the later zeros. 
If the coefficients of f(x) are available, then u = a(l) and therefore need not be computed. 
(See subroutine Istep.) 
4. Computational results 
The algorithm has been coded in ALGOL 60 (single and multiple-length precision [l&19]), 
FORTRAN 77 (single and double-length precision) and PASCAL. It has been extensively tested 
over many years and has been run on the following machines: ICL ATLAS, IBM 360/65, CDC 
6400/6600 and the DEC VAX 11/750. 
The running program incorporates a variety of additional features which are not explicitly 
mentioned in the previous section; these are quite often instrumental in the computationally 
efficient realization of the algorithm. The most significant of these features are: 
(i) the scaling of the coefficients of (12) and f(r) in order to overcome. the problem of 
underflow and/or overflow; 
(ii) the multiple-length version of the program includes restart facilities in order to minimize 
loss of machine time due to hardware breakdowns, and to keep the job within scheduling bounds 
imposed by the operating system. 
In general, as soon as separation of the lower and upper bounds of consecutive zeros occurs, 
then we switch on to the second stage of the algorithm. 
Since there has recently been a flurry of activity in the effective computation of Bessel and 
related functions and the zeros thereof [4,5,14,25,26,30], we tested the algorithm by computing 
the zeros of Ji( z), i = 0, 1, 2, 3. The results obtained agree with those in [1,2,12,14,17]; the results 
of Table 1 were computed using 48-d@ precision and the first 120 coefficients of J,(z), and 
were obtained on the CDC 6600 employing the ALGOL 60 multiple-length version of the 
running program. 
For each of the above test cases we also computed the zeros by omitting the first stage of the 
algorithm and using instead the bounds given in [20]. (Cf. [13,21]). On no occasion was it found 
necessary to use more than four iterations. The computation of the Bessel functions and their 
derivatives, which are required to construct (12), was achieved by using results from [1,2,30], and 
[5,22,25] for large values of x. 
Table 2 gives the first 20 positive zeros of g(x) = cos x cash x - 1; the results of this table 
were obtained on the departmental VAX 11/750 employing the FORTRAN 77 version of the 
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Table 1 
Computed values of the first 30 zeros of f(z) = J,(z), 
5.1356223018404 36.862856511283 68.302189784184 
8.4172441404000 40.008446733480 71.444989866360 
11.619841172149 43.153453778370 74.587688173604 
14.795951782351 46.297996677239 77.730297056975 
17.959819494988 49.442164110415 80.872826946242 
21.116997053022 52.586023506815 84.015286709548 
24.270112313574 55.729627053200 87.157683935204 
27.420573549985 58.873015772614 90.300025154562 
30.569204495517 62.016222359216 93.442316020803 
33.716519509222 65.159273190756 96.584561427513 
Table 2 
Computed values of the first 20 positive zeros of g(x). 
4.730040744862704 36.128315516282623 
7.853204624095838 39.269908169872415 
10.995607838001671 42.411500823462209 
14.137165491257464 45.553093477052002 
17.278759657399481 48.694686130641795 
20.420352245626061 51.836278784231588 
23.561944902040455 54.977871437821382 
26.703537555508186 58.119464091411175 
29.845130209103254 61.261056745000968 
32.986722862692820 64.402649398590761 
running program, and using double precision (real * 8) storage and arithmetic; the zeros of g(x) 
arise in the analytical solution of a fourth order partial differential equation governing transverse 
vibrations of a uniform flexible beam in one space dimension under certain boundary conditions. 
The algorithm was tested on many other functions. Herein we list some of them: Laguerre and 
Hermite polynomials, the polynomials I-I:, t( x - i), t = 20, 26 [l] (whose coefficients were input 
exactly using a special multiple-length procedure), the t,(T), n = 1, 2, 3,. . . , polynomials given 
by equation (2.10.1) in 1291, Struve’s functions [l], those in [3], and Lommel’s functions. 
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