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ABSTRACT 
The use of f i n i t e  d i f ference methods f o r  the 
numerical treatment of i n i t i a l  value problems depends 
on two concepts, namely s t a b i l i t y  and degree of appro- 
ximation. The l a t t e r  can be improved s ignif icant ly  i f  
der ivat ives  of higher order a re  used. I n  t h i s  report ,  
the s t a b i l i t y  problem i s  solved fo r  such generalized 
f i n i t e  difference schemes, 
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~ i n i t e  D i f f e r e n c e  Forms Containinq D e r i v a t i v e s  
o f  H i q h e r  O r d e r O 2 )  
by 
Manfred R e i m e r '  
1. I n t r o d u c t i o n  
L e t  u s  c o n s i d e r  f i n i t e  d i f f e r e n c e  forms L d e f i n e d  by 
v=o X = r  
w h e r e  
y (1) .- - Y ('I (x + v h ) ,  h > 0 . 
V 
H e r e  k , r , m  a re  assumed to  be p o s i t i v e  i n t e g e r s ,  and the a (1) 
v 
a re  real  numbers, a(') 0. k 
The forms (1.1) a r e  r e l a t e d  to  the d i f f e r e n t i a l  
equa t ion  
(1 02) Y ( r )  = f ( x , y )  
which, under some r e s t r i c t i o n s  (high degree, s t a b i l i t y ) ,  
can be so lved  numerical ly  by means of  them w i t h  good 
success .  (See Dahlquis t  [ a ] . )  
L e t  d e n o t e  the class  of all r e a l  polynomials  of 
degree n o t  exceeding n. L e t  p be de f ined  by 
1) Computer Sc ience  Center ,  U n i v e r s i t y  of Maryland. 
2 )  This paper w a s  supported by the Na t iona l  Aeronau t i c s  
and Space Adminis t ra t ion  under g r a n t  NsG-398. 
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W e  c a l l  p t h e  deqree,  k t h e  order and m t h e  rank of t h e  
d i f f e r e n c e  form. O f t e n  it i s  convenient  t o  describe t h e  
d i f f e r e n c e  form (1.1) by means of the polynomials  
v=o 
which are c a l l e d  the  qene ra t inq  polynomials of L. 
D e f i n i t i o n  ( S t a b i l i t y ) .  
L i s  c a l l e d  s t a b l e  i f  and only i f  p 2 1, a l l  ze ros  
of p o  are s i t u a t e d  on the d i s k  1.1 1 and none of t h e  
zeros  on the u n i t  c i rc le  h a s  a m u l t i p l i c i t y  exceeding r. 
For a d i s c u s s i o n  of t h e  s i g n i f i c a n c e  of  t h i s  d e f i n i t i o n ,  
see Dahlquis t  [a], Ch.  2;  l e t  us remark here only t h a t  i t  i s  
indispensable  t o  admi t  ze ros  of m u l t i p l i c i t y  r on the u n i t  
c i rc le  s i n c e  o therwise  t h e r e  are no s t a b l e  forms a t  a l l  
(see s e c t i o n  3 ) .  
With regard  t o  numerical  a p p l i c a t i o n s ,  t h o s e  forms a r e  
of p a r t i c u l a r  i n t e r e s t  w h i c h  a r e  s t a b l e  and of as h igh  a 
degree as possible. Dahlquis t  a l r eady  determined t h i s  
maximum degree and a l l  stable forms r e a l i z i n g  it i n  t h e  
cases m = 1 and m = 2 ,  r = 1 o r  2. W e  are going t o  g e n e r a l i z e  
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h i s  r e s u l t s  f o r  - with  some r e s t r i c t i o n  - a r b i t r a r y  m. 
The b a s i s  f o r  our approach w i l l  be a new c h a r a c t e r i z a t i o n  
of t h e  degree p ( see  (2 .2)  ) . 
F i n a l l y  w e  mention t h a t  (1.1) con ta ins  two renarkable  
cases  of degenerat ion:  For (k,  r ,  m) = ( O , l , m )  w e  ob ta in  
Taylor '  s series and f o r  m = 0,  po  = (s-1) t h e  k- th  d i f f e r e n c e  
of y. 
2 .  Cha rac t e r i za t ion  of t h e  Deqree 
L be ing  l i n e a r ,  we c a n  d e f i n e  p a s  fo l lows  (see ( 1 . 3 ) ) :  
Ly vanishes  i d e n t i c a l l y  on a b a s i s  of b u t  t h e r e  
i s  a va lue  x = x 
f o r  one (and hence for any) polynomial of degree e x a c t l y  p + r. 
P+T-l' 
such t h a t  Ly does no t  vanish  a t  t h i s  p o i n t  
0 
Without r e s t r i c t i o n  of  g e n e r a l i t y ,  w e  may assume x = 0. Thus 
w e  a r e  l e d  t o  t h e  following c h a r a c t e r i z a t i o n  of p: 
0 
i = o for  p = 0 ,  1, p+r-1, PJ (2.1) L~ Ix=o I. + 0 f o r  p = p + r. 
On t h e  o t h e r  hand we get  from (1.1) 
Now l e t  
d D = s- ds 
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and d e f i n e  D x  f o r  h c 0 by zero.  Then we g e t  
r+m-1 
X = r  
Being aware of t h i s  and combining t h e  i n e q u a l i t y  and t h e  
’ e q u a l i t i e s  of (2.11.. l i n e a r l y  we  f i n d  t h a t  p can be 
c h a r a c t e r i z e d  a l s o  by means of t h e  r e l a t i o n s  
r + m - 1  
I t  s h a l l  be seen t h a t  t h i s  c h a r a c t e r i z a t i o n  o f f e r s  some 
advantage over t h e  o r i g i n a l  d e f i n i t i o n  (1.3) . W e  s h a l l  need 
some r u l e s  concerning the  o p e r a t o r  D; they a r e  l i s t ed  below, 
for d e t a i l s  see R e i m e r  [4], p. 373 f ,  
L e t  f , g , u , v  be  polynomials. I f  
n 
u ( s )  = 1 a sv 
v=o V 
and t h e  polynomial u* is de f ined  by 
u*(s)  = sn u ( s A ) ,  
then  t h e  fo l lowing  formulas hold: 
m 
v=o 
n 
V 
(2.4) f (D) (uv) = 1 a s f (D+v)v(s )  , 
V v=o 
(2.5) [f (D)u]* = f (n-D)u*. 
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I n  par t icu lar ,  because of ( 2  - 3 )  
(2.6) f (D)u = g(D)u i f  f g mod w 
is val id  i f  k~ is  the polynomial 
U) (x) = x(x-1) (x-n) . 
The bas is  fo r  sect ion 5 i s  a theorem which we s t a t e  here 
without proof: 
Theorem 2 . 1  . 
Let u be a r e a l  polynomial w i t h  degree exactly n and 
with no zeros outs ide the u n i t  c i r c l e .  Assume f t o  be a 
r e a l  polynomial sat isfying 
f ( n - s >  = (-11% f ( s )  
with some integer  t . Let 
Axf(vl  > 0 
for  a l l  integers  V‘ , A  w i t h  
0 < v  5 n-1, 0 5 1 5  n; X = %  mod 2. - 
Then the polynomial f (D)u has no r ea l  zero outs ide the 
i n t e r v a l  [-l,l], and (-l)’, p an integer ,  i s  one of i t s  
zeros i f  and only i f  
pnt; tl 
U f  = (-1) u. 
* .  
This theorem is a special izat ion of theorem 3 . 3  of Reimer C4l. 
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3. Construct ion of Degree p 2 m ( k + l )  
Because of (2.2), p 2 0 i s  v a l i d  i f  and only i f  each 
of t h e  polynomials 
r-1 Do D ' p o ,  ..., D 
PO 
. 
vanishes  f o r  s = 1. This i s  t r u e  i f  and only i f  
which i n  t u r n  imp l i e s  t h e  r e s t r i c t i o n  
(3.2) 1 5  r 'k 
f o r  r. Therefore  t h e  fo l lowing  s ta tement  holds: 
Theorem 3.1. If  r > k then L is uns tab le .  
Henceforth l e t  p 2 0,  i .e.,  l e t  (3.1) be v a l i d .  W e  d e f i n e  
t h e  index se t  
3 =  { ( v , p ] \ v , p  i n t e g e r s ;  0 - < V L  k ,  0 - .c p~ m - 11. 
i j  For  each ( i , j )  € 3  we d e f i n e  q t o  be the ( a s  w e l l  known, 
unique) s o l u t i o n  of t h e  i n t e r p o l a t i o n  problem 
< 
Then we d e f i n e  Q t o  be t h e  (unique) s o l u t i o n  of t h e  i n i t i a l  i j  
I 
I 
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value problem 
Together with the polynomials 
r-1 1,x,x2, e . . ,x , 
the Q i j  obviously form a bas i s  f o r  the space 9 m(k+l)+r-1. 
Thus i t  follows from (2 .2 )  and (3.1) t ha t  p 2 m ( k + l )  i s  
val id  i f  and only i f  
m-1 
which i s ,  because of (3.41, ( 3 . 3 )  and (2.3), the same a s  
Hence, given a polynomial p sa t i s fy ing  ( 3 . 1 ) ,  a l l  o ther  
0 
generating polynomials a r e  w e l l  def ined  by the condition 
p 2 m ( k + l ) :  
Theorem 3.2. 
L e t  1 < r < k and po  be a nonzero polynomial with - - 
s = 1 a s  zero of mult ipl ic i ty  not l e s s  than r . Then there  
i s  one and only one difference form (1.1) with degree 
p - > m(k+l) and with p, a s  i t s  generating polynomial. 
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Remark 1. 
holds, then Theorem 3.2  s t a t e s  the existence of exactly one 
s tab le  form L with p a s  i t s  generating polynomial and with 
degree p 2 m(k+l) . Thus the s e t  of a l l  s table  forms of 
such a degree is a (k-r)-parameter family. 
I f  p, i s  chosen so tha t  the s t a b i l i t y  condition 
0 
I n  section 5 w e  shal l  examine how f a r  the degree of a 
s table  form can r ea l ly  exceed the value m ( k + l ) .  
Remark 2. A difference form (1.1) is  cal led open, i f  
I t  then defines an extrapolatory difference method. I f  w e  
replace k by k-1 i n  the def in i t ion  of 3 above and likewise 
then the conclusion already 
used above y ie lds  
Theorem 3 . 3 .  
L e t  1 < r C k and p be a nonzero polynomial with s = 1 
0 - -  
a s  zero of mult ipl ic i ty  not l e s s  than r. Then there i s  one 
and only one open difference form (1.1) with p Z m - k  and 
w i t h  po a s  i t s  generating polynomial. 
The next section places some lemmas a t  our disposal  and 
may be skipped by readers being not in te res ted  i n  de t a i l s .  
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4. Lemmas 
Within the i n t e r v a l  -1 < x < k + 1 w e  d e f i n e  the 
fo l lowing  func t ions ,  which are related to the beta func t ion:  
* . i t  1 '  
k-x 
(4.1) B(x)  = B(x+l, k+l-x) = tx(l-t) dt, 
0 
Because of.  B (k-x) = B (X I ,  o b v i o u s l y .  
i s  v a l i d .  W e  are going to  prove the 
Lemma 4.1. L e t  j and X be i n t e g e r s  and 0 < j i 1, X 5 j mod 2. 
Then 
- 
F > 0 (-1 < x < k + 1) 
holds . mj 
Proof.  Because of ( 4 . 3 )  i t  is  s u f f i c i e n t  t o  prove  the 
s t a t emen t  o n l y  for 5 5 x <k+1, this' is  done by induc t ion .  k 
From (4.1) it fo l lows  that  
1 
and t h u s  
k ( i ) ( x )  > 0 f o r  7 - < x < k+l, i=0 ,1 , .  .., (4.5) B ( = I  
I 
I 
I 
I 
i 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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where equal i ty  i s  even excluded i f  i = 0 mod 2. Under 
the assumptions of the Lemma, w e  g e t  from (4.2) 
j 
and thus together with (4,CS). t h a t  ‘ 
i s  val id  a t  l e a s t  if m = 1, equal i ty  being excluded i f  
X 3 j mod 2. On the other hand, w e  obtain from ( 4 ~ 2 )  
and thus by means of (4.5),(4.6) 
equal i ty  on the right-hand side being excluded again i f  
), 5 j mod 2. 
va l id i ty  fo r  a l l  m t 1. 
Thus val idi ty  of (4.6) f o r  m = 1 y ie lds  
For convenience we introduce the next lemma although 
i t  i s  essent ia l ly  equivalent to theorem 2.1: 
Lemma 4.2. 
L e t  H be a r e a l  and (k-r)-times continuously differen- 
1 
t i a b l e  function on o < x < k-r. Suppose tha t  - -  
1 
H(k-r-x) = (-1) H(x) 
H(’)(x) > 0 for  0 - < x - < k-r, h 5 ‘t mod 2 
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i s  v a i i d  fo r  some integer t and l e t  P be any  polynomial 
such t h a t  
fo r  some integer  p, . 
exactly k - r with no zeros outside the u n i t  c i r c l e ,  
If cp i s  a rea l  polynomial of degree 
then 
cp (D) ds=l s o  
cp* = (-1) r p *  
i s  v a l i d  i f  and o n l y  i f  
p ( k - r ) r t + l  , 
L. 
Proof. 
H and  the point s e t  {O,lr.. . k-r 3. The assumptions Of the 
lemma imply tha t  
Let H be the interpolation polynomial associated w i t h  
g(k-r-x) = (-1) i ( x ) ,  
X A  A H ( v )  > 0 fo r  0 5  v k-r-A, 0 5 X k-r, X = t mod 2.  
O n  the other  hand, i t  follows eas i ly  from (2.3) that  
The l a s t  three relat ions yield the statement of the lemma, 
i f  theorem 2.1 i s  applied. 
Final ly  w e  prove a lemma concerning the r a t e  of growth 
of the function B(x): 
Lemma 4.5. 
Let e > 0 be an arbi t rary number. Then there i s  a 
number y > 1 such tha t  
- 1 2  - 
Proof.  
the s ta tement  under the a d d i t i o n a l  c o n d i t i o n  
Because of B ( k - x )  = B ( x )  i t  i s  s u f f i c i e n t  t o  prove 
'IC 
2 -  - < X '  < X" < k+l; X I '  2 X '  + 6 ,  
I f  we  take i n t o  account that  
t 1 I n  - z 2 ( 2 t  - 1) f o r  7 < t < 1, 1 - t  - 
then (4.4) implies t h e  es t imate  
- 1 B '  ( x )  Z B ( x + 2 ,  k+l-x) - &x+l,  k + 2 - x )  
2 
k 
2 -  for - < x < k + l ,  and i f  we  r eca l l  the r e l a t i o n  
w e  o b t a i n  f i n a l l y  
Integration from x' t o  X I '  now yields  
and the s t a t emen t  o f  the l e m m a  i s  ev iden t .  
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5. Maximum Deqree 
Throughout t h i s  section, the difference form (1,l) 
i s  assumed to be s table  and of degree 
p = m(k t 1) + d ,  d' > 0. - 
( h e  theorem 3.2, remark 1.) 
characterized by the fac t  t ha t  for  j = 0,  1, ..., d there  
a re  polynomials n with degree exactly m(k+l)+r+j such 
Because of ( 2 . 2 ) ,  d can be 
tha t  the left-hand side of (2 .2)  vanishes for  j = 0,  1, ..., 
d - 1, but not for j =.d. .  
We a re  f ree  i n  the choice of the polynomials n and there- 
fore  proceed a s  follows: Let 
W ( X )  = X ( X  - l ) . * * ( x  - k)  
and l e t  q 
degree exactly j. 
value problem 
0 be .an  - as ye t  a rb i t r a ry  - polynomial with 
Define TT to  be the solution of the i n i t i a l  
Then, obviously, TT has the degree m(k + 1) + 1: + j and 
sa t i s f  ies 
0 mod w for  X = r , r  + 1, ..., r + m - 1. ( X) (5.2) n 
Because of (2:2) and (2.61, has therefore the property tha t  
- 14 - 
vanishes  for  j = 0, 1, ..., d - 1 b u t  n o t  f o r  j = d. L e t  
then,  u s ing  (3.1) and (2.41, w e  ge t  
and d ' c a n  be c h a r a c t e r i z e d  by 
0 f o r  j = O , l ,  ..., d - 1 ,  
(5.4) p . (D)cp l  s= 1 { 7 0 fo r  j = d. 
I n  order t o  apply  lemma 4 .2 ,  w e  need some in fo rma t ion  
concerning P. From (5.3) and (5.1) it f o l l o w s  that  P has 
the r e p r e s e n t a t i o n  
r 
P ( X )  t J q (X + t) .  wm(x + t)  * Q  ( t )  d t  
0 
w h e r e  Q = Q denotes  the Peano-kernel be longing  t o  the 
o p e r a t o r  A (see e.g. Davis b1 p.70).  N o t e  t ha t  
r 
r 
m is v a l i d .  On t h e  other hand, w can be r e p r e s e n t e d  i n  
t h e  f o r m  
wm(x) = c -Bm ( x ) * s i n  m nx (-1 c x c k + 11, 
where B has been def ined by (4.1) and C 0 i s  a c o n s t a n t  
(see R e i m e r  [d , p.383). Now set 
- 1 5  - 
-1 
q ( x )  = c (x - &)I- 2 ,  
then  from (4.2) we  f i n a l l y  obtain 
r 
m 
(5.6) p(X) = Fmj(x+t) - s i n  n ( x + t ) * * ( t ) d t  (-lc x < Wl-r). 
NOW i n t r o d u c e  the func t ion  
0 
Then (4.3) and (5.5) y i e l d  
H ( X I  
m( r + l ) +  j H(k-r-x) = (-1) 
and because of (5.6) and ( 5 . 7 ) ,  i t  follows that  
A t  first assume t h a t  m is even and j = 0 o r  1. Then 
the k e r n e l  of the i n t e g r a l  i n  (5.7) i s  non-negative and 
lemma 4.1 y i e l d s  
(5.10) H( ’ ) (X)  > 0 f o r  0 - < x - < k - r ,  X E j mod 2 ,  1 2  0. 
Because of (5.8) to (5.101, H and P s a t i s f y  the assumptions 
of l e m m a  4 .2  w i t h  ‘1 = j, p = m. Thus 
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(5.11) [P(D)cp] s= 1 = o  
holds for  j = 0 i f  and only i f  
cp* = - 'p. 
But  because of c p * ( l )  = c p ( 1 )  , t h i s  condition implies 
c p ( ( 1 )  = 0 i n  contradiction to the s t a b i l i t y  condition. 
Therefore (5.11) does not hold fo r  j = 0 and from (5.4) 
it  follows tha t  d = 0. Altogether we have proved the 
Theorem 5.1. L e t  L be stable and m even. Then P 5 m (k +. 1). 
Henceforth, we assume tha t  m i s  odd and j = 0 o r  1. 
Now the kernel  of the in tegra l  i n  (5.7)  changes i n  general 
i t s  sign and the arguments become more complicated, a s  
Dahlquist already observed i n  the case m = 1. The two 
cases r = 1 and r = 2,  which he was able  to  t r e a t  and 
which a r e  of par t icular  i n t e r e s t  i n  the numerical appl icat ions,  
can again be investigated completely. 
A t  f irst  assume r = 1. The kernel of (5.7) i s  s t i l l  
non-negative so tha t  (5.10) i s  val id  again. By the same 
arguments a s  above, we see tha t  (5.11) i s  val id  i f  and only i f  
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Now l e t  r = 2. The ke rne l  of (5.7) then changes i t s  
s i g n  a t  t = 1; however, f r o m  (5.7) and (5.5) i t  fo l lows  
t h a t  
- H ( x )  = 5 F’ (x + 1 + u) = s i n  m n t  = @ ( t )  dufit. 
0 -t mj 
Thus a p p l i c a t i o n  of lemma 4.1 y i e l d s  
(5.13) -E(’) (x) > 0 f o r  0 < x - c k - r, X P j -t 1 mod 2, X 2 0 .  - 
Now because of (5.8), (5.9) and (5.131, - H and - P 
s a t i s f y  the assumptions on H and P i n  lemma 4.2 provided 
w e  choose z = j + 1 and p, = m , and hence (5.11) i s  
v a l i d  aga in  i f  and only i f  (5.12) i s .  I 
I 
Now l e t  r = 1 o r  2. Since (5.12) cannot  be v a l i d  for  
t 
1 
II 
1 
1 
t 
I 
j = 0 a s  w e l l  a s  for j = 1, because of a + 0 # w e  k ’  
g e t  from (5.4) the estimate d - < 1 . On the o t h e r  
hand, d = 1 is v a l i d  if and on ly  i f  
k 
Because of C p ( 1 )  # 0, 
(p* = (-1) c p .  
this  e q u a l i t y  can be r e a l i z e d  by 
a s t a b l e  d i f f e r e n c e  form aga in  i f  and on ly  i f  k i s  even. 
W e  t h u s  have proved 
- 18 - 
Theorem 5.2. Let L be s tab le  and m be odd, r = 1 o r  2. Then 
1 if k i s  even, 
0 i f  k i s  odd. 
I f  k i s  even then p a t t a ins  i t s  maximum value m(k + 1) + 1 
i f  and only i f  
Note tha t  the l a s t  equality i s  equivalent with the re- 
l a t ion  cp* = cp.  
If m = 1, r = 3 o r  4 then there a re  s tab le  difference 
forms, a s  Dahlquist [2], p.30, has shown, with a degree 
s t r i c t l y  exceeding the bound given i n  theorem 5.2. Examples 
l i k e  these can be regarded as exceptions, a s  the following 
theorem shows. 
Theorem 5.3. 
L e t  ( k , r )  be any p a i r  of posi t ive integers  with 
1 .e r c k. Then a number m ( k , r )  e x i s t s  with the following 
property: f f  L i s  s table  and m i s  odd, m > m ( k , r ) ,  then 
0 - -  
0 
1 i f  k i s  even, 
m(k  + 
+ { 0 i f  k i s  odd. 
I f  k i s  even, then p a t t a ins  i t s  maximum value m(k + 1) + 1 
if and only i f  
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Proof.  As w e  s a w  i n  the proof  of theorem 5.2, i t  is 
s u f f i c i e n t  to  prove the equivalence of (5.11) and (5.12) 
for  j = 0 and j = 1. 
of these numbers and moreover, l e t  m be odd. With 
Thus, l e t  1 < r < k and j be one - -  
A 
(5.14) q ( x )  = (x - 
2 
Pt then follows from (5.7) and (4.2) that  
r 
(5.15) H ( v ) = H m ( v ) = S  i ( v + t ) - B  m ( v + t )  - s i n  m n t  . @(t)  d t  
0 
f o r  v = 0, I,-.., k - r. From (4.1) and (4.5) w e  o b t a i n  
Hence we  can select a number 
such t h a t  
Now set 
(5.19) I m (1,~) = q ( t ) . B m ( t ) * [ s i n  'rr t \  @ ( t - v ) d t  
for  a l l  p a i r s  (1,~) of i n t e g e r s  s a t i s f y i n g  
m ' A  
'-1 
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I n  the fo l lowing ,  (Xl,vl) and ( X 2 , v 2 )  are assumed to 
be two such p a i r s  o f  i n t e g e r s ,  s a t i s f y i n g  t h e  a d d i t i o n a l  
cond i t ion  
k+l k+ 1 
(5.21) 1x1 - 71 < 1 Xa - 21. 
This cond i t ion  guarantees  that  
and that  the i n t e r v a l s  
[ X z - l + s ,  1 2 - 4  
k-1 k+ l  
(-j-,-$ and 
have no p o i n t  i n  common so tha t  
A k+l (5.23) G ( t )  z q > o for t c [ ~ ~ - 1 + s ,  ~ , - e )  
i s  v a l i d .  
W e  now decompose Im i n t o  
w i t h  x- e 
s ( x , ~ )  = G ( t )  B m ( t )  . \ s i n  n t \  m @ ( t - v ) .  m 
x-l+s 
From (5.19), (5.24) i t  follows that 
I 
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where 
h 
Moreover, using (5.22) and l e m m a  4.3, w e  g e t  
A,-s 
12 -1+ e 
I s m ( l l , v l )  15 C, 6m J' B m ( t ) l s i n  IT tl m d t  
where 6 < 1 i s  a number depending on ly  on 6 .  O n  t h e  
o t h e r  hand, w e  o b t a i n  wi th  the h e l p  of (5.23) and (5.5) 
the estimate 
where 
k+l . min Q ( t ) >  0. 
. e5 tLr -e  c2 = q 
Together t h e  two l a s t  e s t ima tes  y i e l d  
l S m ( X 1 , v 1 )  I I c, 6 m ISm(X2,V2) I 
Moreover, us ing  (5.161, (5.17) and (5.23) w e  g e t  
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The l a s t  t w o  i n e q u a l i t i e s  and (5.25) f i n a l l y  imbly 
and thus  
(5.26) 
Npw, l e t  X,v be non-negative i n t e g e r s  s a t i s f y i n g  
0 v 5 k - r - 1. From (5.15) and (5.19) i t  fol lows tha t  
In order to apply theorem 2.1 w e  i n v e s t i g a t e  the difference 
( 5.27) under the a d d i t i o n a l  cond i t ion  
(5.28) 
S ince  i t  f o l l o w s  f r o m  (5.8) by (5.28) that  
h = r + j + 1 mod 2. 
(5.29) A X H (k - r - X - V )  = A x H,(v),  m 
i t  i s  obvious ly  s u f f i c i e n t  to  cons ide r  the case 
- 23 - 
If 2v > k-r-A, then the sum i n  (5.27) i s  dominated by 
i t s  element for ( p , x )  = (r,’). To be more p r e c i s e :  
because of (5.26) and (5.28) w e  have 
r+l (5.30) A’ Hm(v)  - (-1) I m ( v  + r + X, v + X) 
for  m 4 O J ,  m = 1 mod 2. 
If 2 v  = k - r - A ,  then, using the symmetries occur ing  
w i t h i n  the in t eg rand  of (5.19) (see (4.11, (5.5) and 
(5.2311, w e  f i n d  
Thus, the t w o  dominating elements i n  the right-hand s i d e  
of (5.27) equal  one another  and t h e r e f o r e  
i s  v a l i d  i n  this case  for  m 4 a, m E 1 mod 2. 
The right-hand s i d e s  of (5.30) and (5.31) a r e  p o s i t i v e .  
Therefore, s i n c e  we a r e  on ly  d e a l i n g  wi th  a f i n i t e  number 
of p a i r s ,  (1, v )  , a n  i n t e g e r  m o ( k , r )  can be found such that  
(-l)=+’ A’ H m ( v )  > 0 for  m > m ( k , r ) ,  m E 1 m o d  2 
0 
h o l d s  f o r  a l l  p a i r s  ( 1 , ~ )  w i t h  0 5 v 5 k - r - 1, which 
sa t i s fy  (5.28).  
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A 
Now l e t  m > m o ( k , r ) ,  m E 1 mod 2 and assume H ( x )  
i s  the i n t e r p o l a t i o n  polynomial associated w i t h  the f u n c t i o n  
r+ 1 (-1) H ( x )  and the po in t  se t  [O,l, ..., k - r]. Then ob- 
v ious ly  
X A  A H ( v )  > O f o r O < v s k - r - X ;  - X = r + j + l m o d 2  
and 
A r + j + l  A 
H (k - r - x )  = (-1) H ( x )  
hold (see (5.8)). F i n a l l y  as  a consequence of (5.9), (2.3) w e  
have 
A 
CP(DIq&=1 =CH(D)(pls--   - 1- 
From the l a s t  three r e l a t i o n s ,  i t  follows by theorem 2.1 
that the s t a t e m e n t s  (5.11) and (5.12) are equ iva len t .  Thus 
theorem 5.3 has been proved. 
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