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提示してくれる代表的なテスト理論として，古典的テスト理論（classical test theory, CTT），項










































































Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 α a β b γ c
Vgm0047 0.390 0.308 0.243 0.206 0.168 1 0.000 1 0.390 1.000 0.221
Vgm0042 0.266 0.213 0.187 0.154 0.101 1 0.000 1 0.266 1.000 0.165
Vgm0038 0.294 0.241 0.180 0.221 0.261 3 0.041 1 0.294 0.500 0.113
Vgm0008 0.196 0.194 0.186 0.154 0.149 1 0.000 1 0.196 1.000 0.047
Vgm0028 0.253 0.248 0.243 0.215 0.208 1 0.000 1 0.253 1.000 0.045
Vgm0007 0.241 0.275 0.299 0.267 0.205 1 0.034 3 0.299 0.500 0.094
Vgm0061 0.308 0.360 0.318 0.297 0.376 4 0.079 5 0.376 0.500 0.063
Vgm0014 0.919 0.958 0.979 0.958 0.919 1 0.039 1 0.919 0.500 0.060
Vgm0065 0.120 0.125 0.110 0.115 0.115 3 0.005 2 0.125 0.500 0.015
Vgm0032 0.256 0.223 0.221 0.229 0.240 4 0.011 1 0.256 0.500 0.035
Vgm0071 0.151 0.154 0.144 0.163 0.167 3 0.020 5 0.167 0.250 0.011
Vgm0056 0.105 0.133 0.132 0.152 0.165 1 0.028 5 0.165 0.250 0.001










Measure SE Infit MNSQ Infit Zstd Outfit MNSQ Outfit Zstd
Vgm0047 　1.28 0.17 1.25 3.06 1.49 3.86
Vgm0042 　1.75 0.19 1.18 1.55 1.50 2.81
Vgm0038 　1.28 0.16 1.21 2.65 1.48 3.84
Vgm0008 　1.65 0.18 1.19 1.74 1.48 2.92
Vgm0028 　1.49 0.17 1.18 1.92 1.47 3.19
Vgm0007 　1.31 0.16 1.24 2.88 1.49 3.82
Vgm0061 　0.92 0.15 1.14 2.31 1.24 2.60
Vgm0014 －2.53 0.25 1.00 0.04 1.49 1.60
Vgm0065 　2.39 0.21 1.10 0.69 1.38 1.61
Vgm0032 　1.44 0.17 1.16 1.82 1.49 3.45
Vgm0071 　2.03 0.19 1.12 1.02 1.30 1.59
Vgm0056 　2.28 0.21 1.08 0.62 1.34 1.52



















　それに基づくと，Brown（2005）の基準で適切な項目困難度は .30から .70の間だが，CTTの .30
弁別力 Rasch α3 a3 β3 b3 γ3 c3 α5 a5 β5 b5 γ5 c5
困難度 －.37 －1.00 －.43 －.54 －.61 　.99 　.27 　.06 －.54 －.56 －.61 　.98 　.08 　.23
弁別力 　 ― 　 .37 　.13 　.90 　.14 －.42 －.50 　.29 　.05 　.90 　.08 －.41 －.45 　.23
Rasch b 　  ― 　.43 　.55 　.61 －.99 －.27 －.06 　.54 　.57 　.61 －.98 －.08 －.23
α3 　 ― 　.24 　.75 －.40 　.10 　.18 　.70 　.27 　.74 －.35 　.22 －.05
a3 　 ― 　.28 －.60 －.49 　.27 　.21 　.97 　.24 －.57 －.37 　.12
β3 　 ― －.58 　.16 　.08 　.71 　.29 　.96 －.55 　.27 －.10
b3 　 ― 　.30 　.02 －.53 －.61 －.60 　.98 　.10 　.20
γ3 　 ― －.62 　.26 －.47 　.17 　.28 　.75 －.31
c3 　 ― －.01 　.24 　.12 　.05 －.45 　.59
α5 　 ― 　.23 　.73 －.50 　.33 －.15
a5 　 ― 　.25 －.59 －.31 　.04
β5 　 ― －.56 　.30 －.11
b5 　 ― 　.09 　.22
γ5 　 ― －.75
注． 困難度＝CTT の困難度。Rasch b＝ラッシュモデリングでの困難度。α3＝3 ランク時のα。.22～.27





k M SD Min Max M SD Min Max
.90～1.00 28 .91 .07 .78 1.00 .90 .08 .76 1.00
 .80～.90 14 .72 .05 .63  .80 .69 .06 .58  .78
 .70～.80  9 .61 .07 .50  .75 .58 .09 .43  .74
 .60～.70  4 .49 .08 .37  .55 .51 .03 .48  .53
 .50～.60  9 .50 .07 .40  .61 .50 .04 .43  .56
 .40～.50  6 .42 .03 .38  .48 .49 .04 .45  .57
 .30～.40  9 .30 .05 .25  .37 .41 .03 .36  .45
 .20～.30 10 .22 .04 .17  .30 .29 .05 .21  .36
 .10～.20  1 .16 ― ― ― .16 ― ― ―
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はNTTでは .30～.40程度，CTTの .70はNTTで .55～.65程度と言える判断している。弁別力の関
係については，Henning（1987）の .25以上という基準で考えると，CTTの .25はNTTで .05から .15
程度という数字が基準の候補として挙げられると指摘している。
3．受験者評価のための情報










k M SD Min Max M SD Min Max
 .50～.60  7 .31 .05 .26 .39 .21 .04 .16 .26
 .40～.50 21 .22 .05 .12 .32 .16 .04 .10 .24
 .30～.40 25 .16 .05 .08 .27 .12 .04 .06 .22
 .25～.30  9 .14 .04 .07 .18 .09 .03 .04 .12
 .20～.25  8 .07 .03 .04 .13 .05 .02 .02 .09
 .10～.20 12 .05 .03 .01 .09 .04 .02 .01 .07









































RT θ T ST
Class n Mdn Range M SD M SD
Class 01 15  6 5 －3.06 0.604 26.9 3.88
Class 02 15 11 5 －1.39 0.584 35.5 3.76
Class 03 16 17 4 　0.11 0.652 42.6 3.66
Class 04 14 21 3 　0.97 0.698 46.9 3.09





















X2 df p NFI RFI CFI RMSEA AIC CAIC BIC
基準 .05以上 .90以上 .05未満 低い値がよりよい
NTT2 962.26 4320 1.00 0.54 0.54 1.00 0.00 －7677.74 －24916.41 －20596.41
NTT3 637.82 4230 1.00 0.69 0.69 1.00 0.00 －7822.18 －24701.71 －20471.71
NTT4 539.70 4140 1.00 0.73 0.73 1.00 0.00 －7740.30 －24260.69 －20120.69
NTT5 470.66 4050 1.00 0.76 0.76 1.00 0.00 －7629.34 －23790.59 －19740.59
NTT6 425.17 3960 1.00 0.78 0.78 1.00 0.00 －7494.83 －23296.95 －19336.95
表8　ランク ·メンバーシップ ·プロファイル（RMP）に基づくテスト適合度
注． NTT2＝NTT で 2 グ ル ー プ に 分 け た 場 合。NFI＝normed fit index; RFI＝relative fit index; CFI＝
comparative fit index; RMSEA＝root mean square error of approximation; AIC＝Akaike information 
criterion; CAIC＝consistent AIC; BIC＝Bayes information criterion. AIC，CAIC，BIC は負の値になりえ，
（絶対値ではなく）そのままの値で小さい方がよいモデルと判断する（例：－50，－100 なら後者が
小さく，よりよいモデルを示す）。適合度指標の詳細については豊田（2007）参照。IFI（incremental 
fit index）・TLI（Tucker-Lewis index）も算出されたが，CFI と同じ値だった。
総合評価 RT θT ST
RT ― .96 .94

















































1）  ミスフィット指標には InfitとOutfitがある。Infitとは Information Weighted mean square fit statisticsの略で





3）  未知である母数の事前情報を考慮して，その推定値を求める方法（豊田，2007，p. 150）
4）  Comparative Fit Indexの略。分析しているモデルが独立モデルから飽和モデルまでのどのあたりに位置す
るかを示す。1に近いほど望ましく，0.90より大きいとよいモデルと言われる（小塩，2008，p. 110―111）。
5）  Root Mean Square Error of Approximationの略。RMSEは小さいほど望ましい。一般に，0.05以下であれば
よく，0.10以上はよくないとされる（小塩，2008，p. 110―111）。
6）  Akaike’s Information Criterionの略。絶対的な基準があるわけではないが，小さな値をとるものほどよいと
判断するための指標（小塩，2008，p. 110―111）。
7）  Consistent Akaike Information Criterion。AICのサンプルサイズの補正をさらに加えたもの。
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8）  Bayesian Information Criterionの略。小さな値をとるものほどよい。
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