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I. Introduction 
	 In order to prepare for the era of exa-scale computing, requirements of 
storage systems became more difficult and complex. Especially, improving the 
reliability without a performance degradation is necessary. However, 
performance and reliability are primitively in a trade-off relationship and 
existing studies show that the trade-off is difficult to break.  
The aim of this study is to utilize the computing capability of storage nodes 
and the data processing ability of future network switches to break the trade-
off. This study proposes “Active-storage mechanism”, which utilizes the 
ability of storage nodes to off-load the parity calculation processes to server-
side. In addition, this study proposes “Network-based Data Processing 
Architecture for Reliable and High-performance Distributed Storage System” 
to utilize future programmable network switches. With either method, the 
prototype implementation uses remote direct memory access (RDMA) to 
minimize the overhead which comes from network communication. This 
study reveals the advantages of proposed methods by these efficient 
implementations and possibilities to build high-performance and reliable 
storage systems. In addition, this study includes a method to optimize file 
accesses with wide-area distributed environments. This thesis describes the 
details of proposals, results of evaluation, and a potential of application.  
 
II. Related work 
	 Replication and encoding are typical example methods to improve the 
reliability of storage systems. For instance, replication method is used by 
Gluster FS [1] and Gfarm [2].  Ceph [3] and HDFS [4] support not only 
replication method but also erasure coding(s). However, their implementation 
generates codes asynchronously while the proposal of this thesis generates 
them synchronously. TickerTAIP [6] and TPT-RAID [7] are examples of 
optimizations with RAID[5] like data structure. However, the former one 
targets only small data updates and the performance is degraded with full 
data updates, which is the target of this study. The latter one uses the 
centralized controller while this study uses a distributed approach. This 
study is different from other studies in terms of the architecture, synchronous 
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encoding, and distributed approach.  
 
III. Active-storage mechanism  
	 Active-storage is a proposal to off-load parity generation processes to 
storage nodes in order to reduce the bottleneck. With this method, a writer 
node only sends original data blocks and storage nodes generate parity blocks 
by exchanging data blocks with other storage nodes. The prototype 
implementation utilizes RDMA to build data processing pipelines on multiple 
storage nodes. Evaluation results of the proposed method show that the 
performance of redundant write is the same as the performance of data write 
without redundancy.  
 
	 Fig. 1 is a comparison of a case without the proposed method (Naïve) and a 
case with the proposed method regarding an optimization on Cluster-wide 
RAID-4. “Cluster-wide RAID” is an architecture which stores data blocks over 
multiple storage nodes with the RAID like data layout. It is different from 
conventional RAID because disks are replaced with storage nodes. A writer 
Fig. 1 
Transfer methods of Naïve Cluster-wide RAID-4 and Optimized Cluster-wide RAID-4 
[from IEEE DSDID 2015 paper] 
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node generates parity blocks and sends both parity blocks and original blocks 
with naïve method; however, a writer node sends only original data blocks 
with the proposed method. The amount of traffic of the outbound network of 
the writer node is decreased by the proposed method. This effect improves the 
throughput of data write.  
	 Fig. 2 describes the results of data write throughput from one writer node. 
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Fig. 2 
The write throughput evaluation when one writer node  writes data to Cluster-wide 
RAID-5.	 “Optimized (blue)” is the case with the proposed method and “naïve (orange)” 
is the case without the proposed method. Blue graph corresponds to the case of RAID-0, 
which does not have redundancy. Block size is the size of a striped block. [from IEEE 
DSDIS 2015 paper] 
Fig. 3 
Total write throughput of Cluster-wide RAID-5 (3D1P) [MB/s] 
Comparison of scalability when multiple writer nodes write data to Cluster-wide RAID-
5 (3D1P).  [from IEEE DSDIS 2015] 
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The performance with the proposed method (Optimized RAID-5 in the figure) 
is higher than the performance of the naïve case, in which the writer node 
sends parity blocks. Moreover, the results of the proposed method are the 
same as the results of RAID-0, which does not have redundancy. In view of 
the above, the proposed method can add reliability to the storage system 
without any overhead. Fig. 3 shows the results of total write throughput when 
multiple storage nodes write data blocks to a Cluster-wide RAID-5 (3D1P) 
system. (Remark: In this evaluation, the Cluster-wide RAID-5 system has 
dedicated network paths for parity generation processes to gain more 
scalability.) The performance of the proposed method (Optimized) is improved 	  
as the number of writes is increasing. The performance of the proposed 
method exceeds the case of RAID-0 because the RAID-5 (3D1P) consists of 
four storage nodes, whereas the RAID-0 consists of three storage nodes, which 
has the less total inbound network bandwidth. These results show that the 
proposed method can build a high scalability reliable storage system, which 
can utilize full bandwidth of the network.  
 
IV. Network-based Data Processing Architecture for Reliable and 
High-performance Distributed Storage System 
	 This method intends to utilize programmable functions which future 
network switches expect to have. No current product has such functions; 
however, some latest network cards are equipped with FPGA. They suggest 
the future in which network devices can be computing elements. Furthermore, 
as typified by Software Defined Networking (SDN), programmable 
implementations for network routing protocols are common things. We can 
expect that these programmable abilities will expand to data (payload). In 
that case, distributed storage systems can utilize these abilities. This 
proposal is for the future mentioned above. Since there is no product which 
can realize the proposed method natively, in this thesis, the evaluation was 
conducted by using ordinary computer nodes, which have multiple network 
cards. It behaves as if it is the network switch with programmable functions. 
Evaluation results show that the proposed method can successfully off-load 
parity generation processes and enabled the redundant data write without 
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any performance degradation.  
	 Fig. 4 describes a system architecture with the proposed method. The writer 
sends original striped data blocks to the programmable network switch, then 
the switch generates parity blocks and sends them to storage nodes. A 
congestion of the outbound network of the writer can be avoided because the 
switch does the parity generation process, which increase the total amount of 
data. We can expect that this behavior can also avoid the performance 
degradation caused by additional parity data blocks. Fig. 5 describes the write 
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Fig. 5 Write throughput with a programmable network switch and a naïve case 
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throughput evaluation results with the proposed method. This experiment 
was conducted with an ordinary compute node which has multiple InfiniBand 
HCA (FDRx4) and works as a programmable network switch. The naïve case 
means that the writer sends both parity blocks and striped original blocks. 
Optimized case is the result with the proposed method. In any stripe size, the 
proposed method higher performance than the result of the naïve method.  
 
V. Method to Optimize Remote File Access 
	 This method proposes a methodology for the high-throughput remote file 
access with a high-latency network. Network latency is a major problem in 
wide-area distributed environments and affects to the performance of remote 
file access operations. This method can consider both network conditions and 
file access patterns by monitoring data access. Fig. 6 depicts how to measure 
Fig. 6  A method to measure the buffer utilization ratio 
Fig. 7 Performance evaluation results of sequential access 
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the data access patterns. The method splits the transfer buffer into n blocks 
and count the used blocks. The transfer block size is changed by considering 
the ratio of the used blocks. Fig. 7 describes the sequential access 
performance evaluation results with the proposed method. “1MB fixed” is the 
result of the existing work and “Optimal” is the performance with the best 
parameter. “Adaptive” is the result with the proposed method. The results of 
“Adaptive” is higher than “1MB fixed” and close to the results of “Optimal”. 
Therefore, the proposed method can improve the performance with various 
network delay conditions.  
 
VI. Conclusion and future work 
	 This study intended to break the trade-off between reliability and 
performance of distributed storage systems and to propose methods for the 
low-overhead write. The first method “Active-storage mechanism” utilizes 
computing capabilities and network paths of storage nodes, which showed the 
same performance as the result of the no-redundancy storage system. In 
addition, evaluation results reveled that the proposed method has high 
scalability. Second method utilized the programmable functions of future 
network switches. The evaluation of the method showed that the proposed 
method can achieve higher performance than the naïve method.  
	 The results of this study shows that the trade-off between performance and 
reliability, which is believed to be a very difficult problem, can be break by 
the proposed method. In addition, a method for remote file access can improve 
the performance in wide-area environments.  
	 Current prototype implementations only have limited interfaces so that the 
benchmark with real workloads or well-known benchmarks are future tasks. 
They will be helpful to know the detailed characteristics of the proposed 
method, they also necessary to use the proposed methods in real systems. 
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