We introduce an elementary congruence-based procedure to look for qth power multiples in arbitrary binary recurrence sequences (q ≥ 3). The procedure allows to prove that no such multiples exist in many instances.
Introduction and result
Let u, v, A, B ∈ Z. The (Z-valued) binary recurrence sequence with initial values u, v and coefficients A, B is the sequence {G n } n≥0 defined recursively as G 0 = u, G 1 = v, G n+2 = AG n+1 + BG n for all n ≥ 0.
(
The discriminant of the sequence (1) is the integer ∆ = A 2 + 4B = 0. An equivalent description is
i.e.
Gn+1 Gn
G0 , for all n ≥ 0. Let K be the smallest extension of Q containing the eigenvalues {λ 1 , λ 2 } of the matrix and denote O K its ring of integers. Either K = Q or K is quadratic, K = Q( √ ∆), and in the latter case write Gal(K/Q) = τ . The sequence (1) is called non-degenerate if λ 1 /λ 2 is not a root of 1. Also, if λ 1 = λ 2 the sequence is a generalized power sum with constant coefficients, namely
where
A sequence with values in Z can be "followed" looking for integers with special interesting arithmetic properties (Ribenboim [5] likens this to picking wild flowers during a walk in the countryside). In this note we deal with the equation
where 0 = k ∈ Z is a fixed constant and q ≥ 3. As usual, we may and shall assume that q is a prime number. By relating it to Baker's theory of linear forms in logarithms, Pethö [4] and Shorey and Stewart [6] proved independently that (3) has, under some mild conditions on the sequence, only finitely many solutions (n, G n , x, q). Pethö's precise version of the result is the following. Theorem 1.1. Let {G n } be a binary recurrence sequence with coprime non-zero coefficients A and B such that (G 0 , G 1 ) = (0, 0), A 2 = −jB for j ∈ {1, 2, 3, 4} and G 2 1 − AG 0 G 1 − BG 2 0 = 0. Let P be a finite set of primes and let S be the set of integers divisible only by primes in P. Then, there exists an effective constant C = C(A, B, G 0 , G 1 , P) such that if G n = kx q with k ∈ S and |x| > 1 then max(n, |G n |, |x|, q) < C. Remark 1.2. When the sequence {G n } is non-degenerate and k is any fixed integer, the finiteness of the number of solutions of G n = k (i.e. the x-trivial solutions of (3)) follows from the Skolem-Mahler-Lech theorem, [3, §2.1], which is independent of Baker's theory.
Although theorem 1.1 reduces in principle the problem of finding all the solutions of (3) to a finite amount of computations, from a practical point of view the possibility of using brute force is illusory since the constant C is huge. Following the steps of the proof of theorem 1.1 in the arguably simplest case of the Fibonacci sequence {F n } (obtained for u = 0, v = 1, A = B = 1) the first author [1] found that for a solution of (3) with k = 1 the bounds are q ≤ 192 1203 , and |x| ≤ e 5 80(4q!+1)(4q!+5) /4q! . Even for a single sequence {G n }, the problem of finding a complete solution of (3) may be far from trivial. For instance, it had been known for a while that the only squares and cubes in the Fibonacci sequence are {F 0 = 0, F 1 = 1, F 2 = 1, F 12 = 144} and {F 0 = 0, F 1 = 1, F 2 = 1, F 6 = 8} respectively, but to prove that those are the only powers, Bugeaud, Mignotte and Siksek [2] had to combine the classical approach with modular methods similar to those used by Wiles to prove Fermat's last theorem.
Let us fix the exponent q. We present an elementary procedure, introduced in [1] , to approximate the solutions of (3) in the following sense. The procedure outputs a large integer N = N q and a relatively small set J ⊂ Z/N Z such that if G n solves (3) then n = n mod N ∈ J . The actual computations show that the procedure "converges" rather quickly and in many cases yields J = ∅ showing the absence of solutions for the corresponding equation.
The procedure is explained in section 2 followed by some heuristics in section 3. A final section gives a few example of actual computations. We test all non-trivial sequences {G n } with positive parameters A and B, and nonnegative initial values G 0 and G 1 with A + B ≤ 4 and max{G 0 , G 1 } ≤ 9 up to shift-equivalence (see Definition 2.1). There are two kinds of tables. Tables 1 to 6 show the result of running the procedure in search of q-powers, for q ∈ {3, 5, 7, 11, 13, 17}. Tables 7 to 12 list the values of k for which (3) with q = 3 or q = 5 has no solutions for 2 ≤ k ≤ 30 and q-power free. In particular, the following result remains proved. Theorem 1.3. Let {G n } be a binary recurrence sequence. The equation G n = kx q has no solutions in all cases labelled ∅ in Tables 1 to 6 and for all values (q, k) listed in Tables 7 to 12 below.
An analysis of the tables 1-6 shows that in many cases, up to replacing N by a large divisor, the set J consists of just one element, so that up to shift-equivalence we may assume that J = {0}. The following question arises naturally. Suppose that there is a (large) integer N such that a solution of G n = kx q can occur only for n ≡ 0 mod N . Can we obtain further information on the set of solutions from arithmetic properties of the triple (k, q, N )? In particular, can we deduce the finiteness of the number of solutions independently of Baker's theory?
The procedure
We shall assume that AB = 0. The binary recurrence sequence (1) extends uniquely to a function Z → Z[1/B] in such a way that the recurrence relation G n+2 = AG n+1 + BG n remains valid for all n ∈ Z. Namely, set inductively
Definition 2.1. Two extended binary recurrence sequences {G n } and {G
Proposition 2.2.
1. Two sequences not of the form {gµ n } are shift-equivalent if and only if they share four equal consecutive terms.
The sequences {gµ
n } and {G n } are shift-equivalent if and only if
Proof. The sequences {G n } n∈Z and {G ′ n } n∈Z with same parameters A and B are shift-equivalent if and only if they have a common segment of length 2,
for some (or, equivalently, all) k ∈ Z the parameters A and B can be recovered from the consecutive terms G k−1 , · · · , G k+2 by solving the linear equations
This proves part 1 once we observe that the sequences of the form {gµ n } are precisely those for which
The previous fact remains true for R-valued sequences, where R is any domain of characteristic prime to B. Definition 2.3. Let ℓ be a prime number, (ℓ, B) = 1. The reduction modulo ℓ of the Z-valued binary recurrence sequence (1) is the sequence {G n } where G n ∈ F ℓ = Z/ℓZ is the class of G n .
The reduced sequence {G n } is an F ℓ -valued binary recurrence sequence with parameters A and B = 0 and initial values u, v. Its extension {G n } n∈Z is the reduction modulo ℓ of the extension {G n }. The following very simple fact is the basis of the procedure. Proposition 2.4. Let {G n } be an extended F ℓ -valued binary recurrence sequence. Then {G n } is periodic.
Proof. Since there are only a finite number of pairs (a, b) ∈ F ℓ × F ℓ , there must be integers r = s such that G r = G s and G r+1 = G s+1 . If 0 = k = s − r, an obvious induction shows that the sequences {G n } and {G n+k } coincide.
Definition 2.5. For a prime number ℓ, let π ℓ be the minimal period of the extended F ℓ -valued reduced sequence {G n }, i.e.
Proposition 2.6. Let ℓ be a prime number. The period π ℓ is a divisor of 
is a square or λ 2 = τ (λ 1 ) otherwise. Hence ord(M ) is the least common divisors of the orders of λ 1 and λ 2 as elements of (O K /ℓO K ) × . Thus the other cases follow recalling that
The procedure goes as follows.
Step 1: Input the defining data (u, v, A, B), the equation data (k, q) and fix a cutoff value C off > 0.
Step 2: Consider the primes ℓ 1 < · · · < ℓ r ≤ C off satisfying the following three conditions:
1. ℓ i does not divide Bk for all i = 1, . . . , r;
2. ℓ i ≡ 1 mod q for all i = 1, . . . , r;
3. if we set n 1 = π ℓ1 and define n i+1 for i = 1, . . . r − 1 inductively as n i+1 = lcm(n i , π ℓi+1 ), then n i+1 /n i < q for all i = 1, 2, . . . r − 1.
Step 3: Construct inductively sets J i ⊂ Z/n i Z as follows:
2. for i = 1, 2, . . . r − 1, given J i first set
and then let
Step 4: If J r ′ = ∅ for some r ′ ≤ r the procedure stops, else let N = n r and output J = J r ⊂ Z/N Z.
The reason for the conditions on the primes ℓ i is the following. The subgroup (F × ℓ )
q of q-powers in the multiplicative group F × ℓ is proper if and only if q | ℓ − 1, and in this case consists of (ℓ − 1)/q elements. Thus, the number of q-powers in F ℓ is (q + ℓ − 1)/q and on average we can expect that at each step
Since |J ♯ i+1 | = (n i+1 /n i )|J i |, by forcing n i+1 /n i ≤ q − 1 and observing that lim i→∞ q+ℓi−1 qℓi (q−1) < 1 we can expect that eventually |J i+1 | < |J i | on average, so that the procedure should eventually produce an empty set of indices when the equation (3) has no solutions.
Remark 2.7. The necessity of imposing condition 3 in Step 2 makes the procedure unsuited for the case q = 2.
Heuristic density estimates
The support of n ∈ Z is the set Supp(n) = {p prime such that p | n}. Fix an integer m ≥ 2 and let P m = {ℓ prime such that max(Supp(π ℓ )) ≤ m} and
Also, let P m,q = {ℓ ∈ P m such that ℓ ≡ 1 mod q} and
The sets P ′ m and P ′ m,q depend on the coefficients A and B, while the sets P m and P m,q depend also on the vector v = u v ∈ Z 2 of initial values. Since π ℓ | ord ℓ (M ), we have that P ′ m ⊆ P m and P ′ m,q ⊆ P m,q . The primes ℓ 1 , ℓ 2 , . . . of Step 2 are in P q−1,q . We shall show that in the case of a non-degenerate binary recurrence sequence with non-zero initial vector v, a variation of the classical Artin heuristics, under the usual independence hypotheses, yields that the expected density of the sets P m , and hence P m,q , is 0.
Let assume first that K = Q and, for the sake of uniformity of the argument, also that min{|λ 1 |, |λ 2 |} ≥ 2. Let Σ 0 be the finite set of primes containing 2 and the primes dividing λ 1 λ 2 . Consider a prime ℓ / ∈ Σ 0 and write ℓ − 1 = ab where max{Supp(a)} ≤ m and min{Supp(b)} > m.
Since the primes ℓ ≡ 1 mod p r are precisely those that split completely in the cyclotomic extension Q ⊂ Q(µ p r ), we can rephrase the last condition in terms of the extensions in the diagram
II n n n n n n n n n n n n
Namely, λ 1 and λ 2 are in (F 
The following proposition is a straightforward application of Kummer's theory to the situation of diagram (4).
Proposition 3.1. Suppose p / ∈ Σ 0 . Then:
In particular, for p / ∈ Σ 0 point 4 says that Σ ′ p,r = ∅ and byČebotarev's theorem the expected density of Σ
. Applying the independence assumption to (5) yields the expected value
In order for this to be possible, the matrix M π ℓ mod ℓ must admit 1 as an eigenvalue. Thus a prime ℓ / ∈ Σ 0 is in P m − P C2. If λ is the eigenvalue of condition C1, then v mod ℓ ∈ E λ where E λ ⊂ (Z/ℓZ) 2 is the λ-eigenspace of M mod ℓ.
Denote P ♭ m the set of primes satisfying condition C1 only. As above P ♭ m = p>m Σ p where Σ p = r≥1 Σ p,r is a disjoint union with Σ p,r = ℓ that split completely in one extension Q ⊂ Q(µ p r , p r λ j ), j = 1, 2, but not in both or in I of diagram 4 .
be a finite set such that the restriction of the product of quotient maps
is a bijection and V T ⊆ V T ′ for T ≤ T ′ . Then, denoting (as usual) π(T ) the number of primes less than T and making explicit the dependence of P m on the initial vector,
T n=1 1/n and the well-known asymptotics π(T ) ∼ T log(T ) −1 and T n=1 1/n ∼ log(T ) yield δ = 0. Since the set V T can be constructed so to contain any given 0 = v ∈ Z 2 , we get an estimated density
Let us assume now that K is quadratic and let λ = λ 1 . Note that nondegeneracy is equivalent to the subgroup λ, λ τ < K × being free of rank 2. This time let Σ 0 be the finite set of primes containing 2, the primes dividing N K/Q (λ), the primes such that K ⊂ Q(µ ℓ ∞ ) and the primes that are ramified
The situation is very similar to the case K = Q and we omit the details.
If
Let Σ ′ p,r be the set of primes satisfying the latter condition at p. Consider the diagram of Galois extensions
Q y y y y y y y y y y y y y y Γ .
Then Σ ′ p,r = {primes ℓ that split completely in III and such that ℓ ≡ ±1 mod p r+1 }.
The analogous of proposition 3.1 is the following Proposition 3.2. Suppose p / ∈ Σ 0 and λ/λ τ not a root of 1. Then:
To estimate the density of the primes in Σ ′ p,r , observe that an inert prime ℓ splits completely in the extension (I) of diagram (7) if and only if a Frobenius
(ℓ) ⊂ Γ satisfies the following conditions:
These conditions define a conjugacy class C ⊂ Γ and byČebotarev's theorem we need to estimate its size. The exact sequences of Galois groups
Since H is cyclic (of even order p r−1 (p − 1)) there are 2 elements of order 2 in G restricting to τ and finally
2r .
Combining this estimate with Dirichlet's theorem of primes in arithmetic progression under the independence assumptions we get
and finally, from (8) and recalling that the inert primes have density 1/2,
The analysis of the set P m −P ′ m follows the same lines of the K = Q situation in the case of a split prime ℓ and we, again, omit the details. When ℓ is inert the basically trivial observation that λ is a b-power if and only if λ is a b-power implies at once that
In other words, the set P m − P ′ m consists only of split primes or primes in Σ 0 and the heuristic estimate
follows.
Tables
We implemented the procedure using the Maple 12 package and let it run on a MacBook. The tables in this section report some of these computations, done with a cutoff value C off = 10000. We consider all sequences up to shift-equivalence with positive parameters A and B such that A + B ≤ 4 and non-negative initial values G 0 and G 1 such that max{G 0 , G 1 } ≤ 9. Tables 1-6 give the results of applying the procedure in search of pure powers for prime exponents q with 3 ≤ q ≤ 17. Each table shows at the beginning the values N q which depend only on A, B and the cutoff value. The tables contain 4 types of entries:
1. an entry ∅ indicates that the procedure outputs the empty set, i.e. that the corresponding sequence does not contain q-th powers;
2. an entry {a} indicates that the procedure shows that the only q-th powers in the corresponding sequence {G n } can occur only for n ≡ a mod N q ;
3. an entry {a} m indicates that the procedure shows that the only q-th powers in the corresponding sequence {G n } can occur only for n ≡ a mod (N q /m);
4. an entry m indicates that the procedure final output was a set of m different possible classes modulo N q for indices n with G n a q-th power, not coming from the same class modulo N q /m.
Tables 7-12 list the q-power free values 2 ≤ k ≤ 30 for which the procedure shows that the equation (3) 
continued on next page Table 1 : q-powers in sequences with A = 1, B = 1
(continued from previous page)
TABLE 2 q-powers in sequences with A = 1 and B = 2 N 3 = 31104, N 5 = 7776000, N 7 = 111132000, N 11 = 295833384000, N 13 = 86572886400 G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 
continued on next page Table 3 : p-powers in sequences with A = 2, B = 1
continued on next page Table 3 : p-powers in sequences with A = 2, B = 1 (continued from previous page)
G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 2 7 60 2  5  1  9  2  2  6  12  8  5  2  87  7  28  26  24  10  5  3 12
continued on next page Table 4 : q-powers in sequences with A = 1, B = 3
G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 7 9 33
TABLE 5 q-powers in sequences with A = 2 and B = 2 N 3 = 62208, N 5 = 7776000, N 7 = 177811200 N 11 = 59166676800, N 13 = 719566848000 N 17 = 4374049680000 G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 0 2  6  18  54  10  5  1  8  3  4  24  76  80  5 2 G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 2  54  26  18  8  1  20  2  6  12  58  8  8  2 
continued on next page Table 6 : q-powers in sequences with A = 3, B = 1
G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 4 8 28
G 0 G 1 q = 3 q = 5 q = 7 q = 11 q = 13 q = 17 
