A directed graph is either acyclic or cyclic. This paper focuses on the cyclic model, or dependency network, which represents a collection of univariate conditional distributions. The conditional approach allows a high level of flexibility in modeling because the dependency network is based on the notion that it is computationally convenient to estimate the local distribution of a variable given the remaining variables in a data set. However, the collection of conditional distributions individually estimated within a dependency network is generally not coherent with any joint distribution. The pseudo-Gibbs sampler (PGS) has often been used to estimate joint distributions for incompatible conditional models. We propose a new method for deriving a joint distribution from a given set of potentially incompatible univariate-conditional distributions such that the discrepancies between the given conditional distribution and those computed from the estimated joint distribution is minimized. The method is based on an ensemble of distributions, each of which can be derived from the canonical parameters of a set of given conditional distributions. Through simulation experiments and real data sets, we compare the performance of the ensemble method, the PGS, and a linear programming (LP)-based method. Our comparisons suggest that the ensemble method outperforms both the PGS and LP. The ensemble method is computationally efficient and scalable, and it therefore has the potential to open a new avenue for finding a nearly optimal solution for dependency networks of high dimensions.
INTRODUCTION
Conditional reasoning is commonly used by physicians. An application of conditional reasoning is medical diagnosis in which the probability of a specific disease can be stated conditionally on results from various clinical tests and assessed risk factors. The advent of new graphical modeling tools facilitates the use of conditional reasoning in probabilistic terms by physicians. In directed acyclic-graph (DAG) modeling [25, 20] , for example, symptoms and test results are often presented as parental nodes that have direct causal relationships with diseases, which are presented as child nodes. Diagnostic systems based on DAGs can become highly complex and computationally burdensome when a large number of parental nodes are involved in statistical learning and inference. Learning the structure of the DAG is also a challenging problem that is not completely solved [11] . Because DAG does not allow feedback from child nodes Heckerman et al. [16] argued for the use of dependence network (DN) in machine learning. Graphically a DN is represented by a directed cyclic-graph (DCG) which is in essence a collection of conditionally specified models (CSMs). Briefly, a DN can be built using a two-step approach: (1) creating conditional models for each individual variable given the remaining variables, and (2) "gluing" the conditional specified models together to form the joint density. As an example, consider three variables (X, Y, Z). In step (1) , suppose three separate regression modelssay using backward variable selection-are built: p(X|Y, Z), p(Y |Z), and p(Z|X). The DN can now be represented by the graph in Figure 1 . Unlike DAGs, DNs allow loops such as X → Z → Y → X in Figure 1 . An important advantage of a DN over a DAG is its flexibility and the relative convenience in specifying conditional models for the variables one at a time. For step (2) , pseudo-Gibbs sampling (PGS) has been suggested for computing the joint density [16] . In the above example, the PGS would iteratively sample from the following distributions: the first, y 1 from p(Y |Z = z 0 ), x 1 from p(X|z = z 0 , Y = y 1 ), and then z 1 from p(Z|X = x 1 ). The collection (x 1 , y 1 , z 1 ) forms a Gibbs sample for the DN. Some extensions and applications of DNs can be found in [19, 7, 12, 9] .
One problem for DN or directed cyclic-graphical model in general is the possibility of incompatible conditional models. In the context within directed cyclic-graphs, Gelman and Raghuanthan [15] stated that "in general, reasonableseeming conditional models will not be compatible with any single joint distribution." Heckerman et al. [16] argued that for large samples in a DN, the extent of incompatibility is negligible and can be ignored, and the PGS solution asymp- totically converges to a distribution that is consistent with the conditionally specified distributions (see also [28] ). However, it is not clear how the procedure would perform when the sample size is small or moderate. There were alternative methods in the literature for handling potentially incompatible conditional distributions. For example, Arnold et al. [1, 2] proposed linear programming methods to find optimal solutions for the joint distribution. Indeed, the problem of making use of potentially incompatible CSMs has intrigued researchers across many areas of studies, including imputation of missing values [23, 28] and spatial statistics [4] . For a general review of CSMs, see [1, 2] .
Several important questions seemed to pervade the discussion of potentially incompatible CSMs: (1) What are the conditions for a set of CSMs to be compatible? (2) If the CSMs are not compatible, then what is a reasonable solution for computing the joint distribution? and, (3) what price does one pay for using a "compromised" solution when no exact solution exists?
In this paper, we focus on the last two issues and propose an ensemble-based method for solving the joint density when the constituent CSMs of a DN are potentially incompatible. Ensemble methods are machine-learning approaches that are well studied especially in supervised learning [6] . The idea underlying the ensemble method is when a large number of weak classifiers are combined together, they can outperform a single strong classifier. In ensemble-based supervised learning, decisions from individual classifiers are generally combined through a weighted voting scheme, and the weight could be a function of some variance measure. Here we propose an ensemble of estimated joint distributions to reduce the risk of using a single estimate that might only do well in one part of the distributional space but not necessarily in other parts. Each estimated joint probability density function (pdf) within the ensemble is constructed by an algorithm that requires averaging over "overlapping" interaction terms, or the canonical parameters, of the CSMs. One of the important advantages of the proposed approach is its high efficiency: the canonical parameters can be extracted from the CSMs through simple arithmetic operations [17] and the computation of the joint density requires simple averaging procedures. Compared to other methods including linear programming and PGS, the canonical-ensemble method is easier to program as well as implement. More important, as we shall see later, the performance of this method, as measured by several divergence criteria, is superior to the other methods.
The remainder of the article is organized as follows. In §2 we present the necessary background to the approach. We first present an example to illustrate several key conceptsthe canonical interaction terms, or the characterizing set of interaction (CSOI), for a collection of CSMs; an estimate of the joint distributions from the CSOI; and the ensemble of the joint distributions. We also define several divergence measures that are used as performance metrics for comparing different approaches. Results from two simulation studies follow in §3. Section §4 features two real examples of DNs to illustrate the canonical-ensemble approach-the first one regarding the adverse reactions to drug treatment in cancer patients of different genotypes, and the second regarding symptom structure. Finally in §5 we provide a brief discussion.
BACKGROUND FOR CANONICAL ENSEMBLE
Perhaps the most efficient way to understand the several key concepts underlying the canonical-ensemble (CE) method is through a few simple examples. In this paper we will focus on discrete distributions. The general theory of the concepts including CSOI and the creation of candidate ensembles in general is included in the Appendix. Computation of the CSOI The CSOI is a generalized version of the canonical interaction parameters of a single distribution (cite earlier work). For a bivariate binary distribution (x, y), x, y = 1, 2, the canonical interaction parameter is the log odds log p(x = 1, y = 1) − log p(x = 1, y = 2), log p(x = 2, y = 1) − log p(x = 2, y = 2), and the log odds ratio log p(x = 1, y = 1) − log p(x = 1, y = 2) − log p(x = 2, y = 1) + log p(x = 2, y = 2). In general, the canonical parameters can be formed by applying a difference operator to the log probability space. The CSOI of the collection of conditional distributions generalizes this concept and applies the difference operator to multiple probability space across conditional distributions.
To compute the CSOI for Example 1a, define a matrix B that indicates the dominance structure within x, and the matrix A that defines the ordered dominance relationship for (x, y):
where ⊗ is the Kronecker product [17] . The B matrix represents the ordering among the two values of x (since y has two values also, so the ordering among its values is also B).
For bivariate values, the ordering among (x i , y j ) is represented by B ⊗ B. If both x and y take values from the set {1, 2}, then the incidence matrix A indicates that, for example, the response (x = 2, y = 1) dominates the response (x = 1, y = 1) (entry (1, 2) = 1), but does not dominate the response (x = 1, y = 2) (entry (3, 2) = 0). In general, the order in which the combination of variables is arranged follows the lexigraphical order in which the first index changes fastest and the last index changes slowest (e.g., in a 2 × 2 case, it is 11, 21, 12, 22) . The CSOI can be computed by first vectorizing the conditional distributions (in lexigraphical order) and then left multiply the log of the resulting vectors by A −1 . For example, the CSOI for f x|y is given by
Similarly, the CSOI for f y|x is given by (−0.41, −0.29, 0.15, −0.56).
The matrix
= logp(x = 1|y = 1) − log P (x = 1|y = 2), and
and ∇ ϑ is the identity operator. Thus, the value −0.41 in either CSOI represents a log odds ratio across conditional distributions. Ip and Wang [17] showed that ∇ 12 log f x|y = ∇ 12 log f y|x is a necessary and sufficient condition for the two conditional distributions to be compatible, which is defined as the existence of a joint distribution that is capable of generating the given conditionals. 
Recovery of the joint distribution
To "recover" the joint distribution, we follow these steps: (i) "Crossselect" the interaction terms θ 12 = (∇ 
Formation of a canonical ensemble One method to create an ensemble from the conditional distributions is to systemically interchange rows and columns. For example, one can create a variant of the given conditional distributions in (1) by interchanging their rows and columns at the same time:
f x|y = For compatible conditional distributions,the interchanging of rows and columns would not affect the recovering of the joint pdf, as long as a reverse interchange also takes place at the final step for computing f xy . In this example, following the prescribed procedure,
After reversing the interchanged rows and columns, we get back the joint pdf in (2). The key concept for forming an ensemble for incompatible conditionals is that unlike compatible CSMs, the joint pdf computed using CSOI would be different with the row and/or column interchange. This creates an opportunity for generating different candidate solutions to form the required ensemble.
Example 1b (Incompatible conditionals). We follow Arnold et al. [3] and consider the following incompatible conditional distributions:
, f y|x = Three candidate joint distributions can be obtained by (1) interchanging the rows, (2) interchanging the columns, and (3) interchanging both the rows and columns. Their respective pdfs are given by: In order to create an ensemble estimate based on E = {f (1) , f (2) , f (3) , f (4) }, we derive the respective conditional distributions f
x|y and f
, and compare each to the given conditionals in (3). Here, for the purpose of illustration, we use the divergence measure G 2 (see the subsection on divergence measures) for indicating the difference between the derived and the given conditional distributions. For the above example, the G 2 measure for f (1) , . . . , f (4) are respectively 0.37, 0.30, 0.36, and 0.28.
The final step for creating a CE estimate of the joint distribution can be summarized as follows: (1) 
Discrepancy and weighted averages
To evaluate the quality of an ensemble of pdfs that is "fitted" to a given DN, we consider the following discrepancy measures:
(1) Freeman-Turkey [14] :
Here, p i represents the conditional probability of a pdf of the ensemble and p i represents the given conditional probability. The G 2 measures goodness-of-fit and is often used for model selection in statistics literature; N 2 measures the closeness of the DN to the computedp i and reflects the predictive power ofp i ; and F 2 is a bona fide distance and has been used in the study of robustness.
SIMULATION EXPERIMENTS
We conducted two simulation experiments to compare the performances of canonical ensemble (CE) with the methods of PGS and LP. In the first experiment, we used two ways to generate low-dimensional conditional distributions: (1) with pre-specified entries of conditional probability, and (2) with conditional probability entries randomly generated and then normalized. To further study the performance of the various approaches in more practical settings, in the second experiment we simulated 10-dimensional DNs for comparison. For randomly generated conditional distributions in both experiments, we simulated 100 sets of random DNs for evaluating the competitive performance of CE.
Experiment 1: Bivariate conditional models
The following DN (Example 3.1) is taken from [17] . The conditional models are specified as The comparison methods for CE are the LP [3] and PGS [16] . LP computes a joint p ij > 0 with minimum ij such that
i,j p ij = 1. The LP formulation frames the derivation of the joint distribution as a a multi-objective optimization. By imposing restrictions ij = , the problem can be transformed into a single-objective linear programming problem [3] . For the example in this experiment, there are 48 inequalities, 1 equality, and 13 unknowns. 3 , and A 4 and B 4 respectively show the cell-level differences between the derived and given conditionals using LP, PGS, and CE. From A 2 and B 2 , it can be seen that the LP method tends to distribute cell-wise discrepancies rather evenly over the entire support. In other words, the LP method tends to "disregard" the original pattern of incompatibility as suggested in A 1 and B 1 . In contrast, there exists a strong imbalance in the distribution of errors in A 3 and B 3 , suggesting that PGS tends to concentrate the errors to the (y|x) pdf, while the entries of A 3 , representing the error in the (x|y) pdf, are all less than 0.01.
Another interesting observation of the CE solution is that the conditional distributions not only have the smallest local errors, they also exhibit a distributional pattern similar to that in A 1 and B 1 . The similarities between A 1 and A 4 (and between B 1 and B 4 ) are not surprising because the canonical parameters in the CSOI are measures of local dependency and as a result they also reflect local incompatibility. In other words, the CE solution creates a joint density of which the derived conditionals mimic the source of incompatibility in the given conditionals. This kind of information may be useful for fine tuning the DN toward a more compatible model.
Randomly generated bivariate conditional distributions
This simulation study follows a sequence of steps, as follows: (1) Generated 100 pairs of 3 × 4 matrices with random positive integers between 1 and 100. (2) Convert one matrix to f x|y and another to f y|x by column normalization and row normalization, respectively. (3) For each pair, compute the LP, the PGS (using 100,000 sample), and the CE solutions. The average percentages of reduction for LP relative to the PGS were 9.5% in G 2 , −19.2% in N 2 , and −2.6% in F 2 ; while the percentages of reduction for the CE were 41.6% in G 2 , 41.5% in N 2 , and 37.3% in F 2 . Thus, the CE method outperforms both the LP and PGS methods by significant margins. Figure 3 shows the box plots of the distributions of the G 2 for PGS, LP, and CE across the 100 simulations. The graphs demonstrate that CE not only has a smaller overall error, it also has less dispersion in the distribution, which is suggestive of its potential robustness in dealing with incompatibility.
Experiment 2: Randomly generated 10-dimensional DNs
We conducted similar comparisons for 100 randomly generated DNs with d, the dimension of the joint distribution, set at 10, and each variable is assumed to be binary. Thus a joint pdf has 2 10 = 1,024 cells. In this experiment, we randomly selected 100 pdfs from the possible candidate canonical solutions to form the ensemble. For the PGS, we used 1,000,000 PGS samples for every DN. For CE, the G 2 errors were used for computing ensemble weights. Figure 4 shows box plots of G 2 errors for the 100 simulated 10-dimensional DNs for the three methods. LP has a substantial smaller G 2 than PGS, and CE consistently outperforms PGS and LP in the G 2 error. The same ranking order in performance also holds for the N 2 and F 2 error measures. Table 2 summarizes the means and standard deviations of the 100 G 2 , N 2 , and F 2 . Compared with PGS, the reductions in error for CE are respectively 56%, 49%, and 49%.
In terms of a computational overhead, the PGS was the largest and CE was the least (all approaches were implemented using Matlab). For each simulated DN, the PGS required 15 minutes of CPU time, and the LP used 50 seconds. In contrast, the CE method used only 2.5 seconds. In summary, both in terms of computational efficiency and error reduction, the CE solution outperformed LP and PGS.
REAL EXAMPLES

Example I: Hematologic toxicity
The first real data example is a study of a relatively simple two-variable DN of risk factor and treatment response. The DN thus involves both a diagnostic model and a treatment model. This example was used in illustrating the PGS in [10] and we use it here to compare the performance of several different approaches. Table 3 is taken from a study reported in [26] , which then comprised one of the largest prospective studies for investigating the relationship between polymorphism in the gene region UGT1A1*28 and the response to irinotecan for metastatic colorectal cancer patients. It was observed that a significant increased risk of developing severe hematologic toxicity exists among patients carrying the TA 7 allele [26] . The hypothesis is that genetic testing for the UGT1A1*28 polymorphism may have utility as a predictor of the response to irinotecan. In Table 3 , the row variable x represents polymorphism in gene region UGT1A*28 with three genotypes, TA 6 /TA 6 , TA 6 /TA 7 , and TA 7 /TA 7 . These genotypes are known to be associated with the response to treat- Clinicians commonly use two conditional models for such data: the diagnostic model is f x|y (x|y) and the treatment model is f y|x (y|x). Of practical interest are the following sets of parameters: the diagnostic odds d ij = P r(x = i|y = j)/P r(x = i|y = j + 1), 1 ≤ i ≤ 3, 1 ≤ j ≤ 3, and the response odds t ij = P r(y = j|x = i)/P r(y = j|x = i + 1), 1 ≤ i ≤ 2, 1 ≤ j ≤ 4. We computed the joint distributions using, respectively, LP, PGS, and CE. Table 4 compares the various divergences between the observed joint distribution (Table 3 ) and the estimated joint distributions. Compared to PGS, the G 2 of LP is 2.08% larger, and the N 2 of LP is 23.7% larger. It was a surprise to see that the computationally intensive LP has slightly larger errors than PGS given the results in our simulation experiments. On the other hand, the performance of the CE method (weights based on G 2 )is consistent with the results in the simulation experiments, and it outperforms PGS across G 2 , N 2 , and F 2 with 47.5% reduction in G 2 , 37.5% reduction in N 2 , and 40.8% reduction in F 2 . CE also achieves similar percentages of error reduction relative to LP.
Example II: DN for symptom structure
The second data set contained information from N = 100 patients with either a primary brain tumor or brain metas- tases. Specific details of the data set were reported elsewhere [22] . Here we only focused on a specific domain of self-reported quality of life measures: emotion. Response data were extracted from the functional assessment of cancer therapy (FACT) and the brain-tumor-specific subscale (FACT-B), both of which have been validated in other studies [8, 30] . For illustrating the different approaches of the DN, we used data collected from the following four emotion items: "I feel sad" (Sad, x 2 ); "I am losing hope in the fight against my illness" (Losing Hope, x 4 ); "I feel nervous" (Nervous, x 1 ); and "I worry that my condition will get worse" (Condition, x 3 ). The item responses were dichotomized as 1 = presence of symptom and 0 = absence of the concern or symptom.
Logistic regressions were applied to the data set such that each individual variable was treated as a dependent variable and other variables were treated as predictors. Backward selection was used to select the relevant predictors. The resulting DN is shown in Figure 5 .
We compare the divergences of three methods: LP, PGS, and CE. For PGS, we implemented four different scan patterns (e.g., 1234 represents the scan pattern x 1 → x 2 → x 3 → x 4 ), each with 1,000 burn-in cycles and 1,000,000 sample points. Table 5 shows the divergences for LP, PGS, and CE. Note that different scan patterns from the PGS produce different results, an observation that is consistent with previous findings [10] . From Table 5 , the CE method tends to have smaller divergences compared to the LP and the PGS methods. For example, using N 2 , the canonical-ensemble method has a divergence of 0.016, which is 57% less than the divergence of the PGS (average divergence across four scan patterns = 0.037), and 92% less than the divergence of LP (0.41).
CONCLUSIONS
The DN represents a flexible and powerful modeling tool to capture complex relationships between a large number of variables. One can think of the joint distribution derived from the DN as an approximation to a causal structure represented by a Markov network. It is also a generalization of DAG models. Thus, while the DN is often used as a "black box" for optimizing prediction, it can also be used to serve the purpose of an explanatory model in health and medical sciences. In this paper, we propose an efficient ensemble method for computing the joint distributions for incompatible CSMs. The method may be viewed as two-level model averaging. At the first level, we take averages of "copies" of the characterizing interactions generated from incompatible conditional distributions. A joint distribution is formed by "gluing" averaged interaction terms from the conditionals. At the second level, we take the (weighted) average of ensemble members to form a final solution. The ensemble is created by changing the anchor (i.e., switching rows and/or columns) from which the canonical interactions are calculated.
Based on two simulation experiments and two real data sets, our main finding is as follows: compared with two existing procedures, the PGS and LP, the two-level averaging CE procedure tends to produce both smaller overall error and less localized error distributions. The percentages of reduction in error, as measured by a variety of divergence measures, are substantial. An added bonus for the CE approach is that its computations, which are mostly direct arithmetic operations, are rather straightforward and also highly scalable. The procedure can also be easily parallelized. For an LP-based analysis, the computational overhead is high. For the 10-dimensional simulation Example 3.2, LP needs to solve an optimization problem with a total of 10,240 inequalities and one equality in 1,024 unknowns. Despite its computational overhead, the performance of LP optimization is moderate compared to PGS and CE, as evidenced by our results in the simulation experiments and the examples with real data. In addition, because the LP method minimizes the cell-wise deviations, the computational overhead grows quickly with the dimension of the problem, which implies that LP may be limited only to problems of low dimensionality. The PGS has been commonly used in DNs and will probably continue to be a benchmark procedure to which other new procedures will have to compare. We demonstrated in this study that CE performs remarkably well compared to PGS.
The problem of incompatible CSMs is not limited to DNs. Another potential application of methods for potentially incompatible CSMs is the multiple imputation of missing data [27, 28] . Recent developments of multiple imputation by chained equations (MICE), which makes use of a Gibbs sampler or other Markov chain Monte Carlo-based methods that operate on a set of conditionally specified pdfs, have drawn significant interest from researchers studying missing values in complex data sets. For each variable with a missing value, an imputed value is created under an individual conditional-regression model. This kind of procedure bears a strong resemblance to a DN. Rubin [23] argued that MICE combined the best features of many currently available multiple-imputation approaches. Due to its flexibility over compatible multivariate-imputation models [24] and ability to handle different variable types (continuous, binary, and categorical) MICE has gained acceptance for its practical treatment of missing data, especially in highdimensional data sets [21] . However, MICE has the limitation of potentially encountering incompatible conditionalregression models, and it has been shown that an incompatible imputation model can lead to biased estimates from imputed data [13] . This is an area in which the current approach could make a contribution.
There are limitations to this study. First, we focus on discrete distributions. Not unlike many early graphical model applications, continuous variables need to be discretized for the CE method described in this article. It is possible to create canonical parameters for CSMs for continuous variables [29] and current work is underway. Second, our results were derived from CSMs of low-modest dimensions. Further studies will be required to examine the performance of CE.
In conclusion, the ensemble approach based on canonical parameters represents a viable method for reconciling incompatible (or nearly compatible) conditional distributions. We showed that the CE method performs well in lowto moderate-dimensional problems, compared to two existing approaches-linear programming and the Gibbs sampler. Thus, the canonical-ensemble method is a serious competitor for computing models based on the DN, which is increasingly used in a large, complex netwrok of variables in medicine and health-related sciences. (f ℵ (1, . . . , 1), . . . , f ℵ (K 1 , . . . , K d ) ), which is arranged in lexicographical order. Also, define log f ℵ = (log f (1, . . . , 1) T . It can be proved that θ ℵ = ∇ · (log f ℵ ) T and θ i|−i = ∇ · log f i|−i [17, Theorem 1] . We call ∇ a log f ℵ (∇ a log f i|−i ) the a-interaction of f ℵ (f i|−i ). For example, ∇ 12 log f 1|−1 = ∇ 1 ∇ 2 log f 1|−1 is the (1, 2)-interaction, and ∇ 123 log f 2|−2 = ∇ 1 ∇ 2 ∇ 3 log f 2|−2 is the (1, 2, 3 )-interaction. The following two results [17] relate the a-interaction of f i|−i with the a-interaction of f ℵ , and states the compatibility condition in terms of interactions.
(1) (Invariance) The a-interaction of f i|−i = f ℵ /f −i is identical to the a-interaction of f ℵ provided that a contains i-i.e., for i ∈ a, ∇ a log f ℵ = ∇ a log f i|−i -which is termed an invariant interaction. 
