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Abstract
In this paper, we investigate the inverse problem of determining the potential of the dynamical Schrödinger equation in a bounded
domain from the data of the solution in a subboundary over a time interval. Assuming that in a neighborhood of the boundary of
the spatial domain, the potential is known and without any assumption on the dynamics (i.e. without the geometric optics condition
for the observability), we prove a logarithmic stability estimate for the inverse problem with a single measurement on an arbitrarily
given subboundary.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article on étudie la stabilité globale de la détermination d’un potentiel pour l’équation de Schrödinger à partir d’une me-
sure effectuée sur une partie quelconque (non vide) de la frontière latérale. On démontre, sans aucune condition sur la dynamique,
une estimation logarithmique dès que les données sont suffisamment régulières.
© 2008 Elsevier Masson SAS. All rights reserved.
Keywords: Inverse problem; Carleman estimates; Schrödinger equation
1. Introduction
In this paper, we discuss the global stability in determining the coefficient of the zeroth-order term for a Schrödinger
equation from the data of the solution on lateral boundary over a time interval. We formulate our inverse problem as
follows: in a bounded domain Ω ⊂ Rn, n 3, with C∞ boundary Γ = ∂Ω , we consider the following initial-boundary
value problem (IBVP in short) for the Schrödinger equation:{
i∂tu(x, t)+u(x, t)+ p(x)u(x, t) = 0, x ∈ Ω, t ∈ (0, T ),
u(x,0) = Φ0(x), x ∈ Ω,
u(x, t) = k(x, t), x ∈ Γ, t ∈ (0, T ).
(1.1)
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by up .
1.1. Inverse problem
Let Γ1 ⊂ Γ be a relatively open subset of Γ . We address the following question: does p(x) = q(x), x ∈ Ω ,
knowing that
∂νup(x, t) = ∂νuq(x, t), (x, t) ∈ Σ1 = Γ1 × (0, T ), (1.2)
and the extra assumption that p and q coincide near the boundary?
Here and henceforth ν = ν(x) denotes the unit outward normal vector.
From the physical viewpoint, we are required to determine the potential energy p(x) of the particle in the force
field. The knowledge of the potential near the boundary is technically restrictive but reasonable, because one can
directly know physical properties near the boundary.
One can find an extensive literature dealing with uniqueness and stability in inverse coefficient problems related to
partial differential equations, see [6,8,22,38] and the references therein. However the results in the above mentioned
works concern only the Dirichlet or Neumann boundary measurements on a sufficiently large part of the boundary or
on the whole boundary. There are not many results available for the case of a measurements on an arbitrary part of the
boundary.
When Γ1 is the whole boundary Γ , uniqueness results are known in multidimensional inverse problems for the
Schrödinger equation with a single observation. Bukhgeim and Klibanov [12], Yamamoto [44] proposed a useful
methodology on the basis of Carleman estimates. As papers discussing inverse problems by Carleman estimates, we
can refer to Bellassoued [6], Imanuvilov and Yamamoto [23,24], Khaı˘darov [28], Klibanov [29]. In the case where Γ1
is an arbitrary part of Γ , the condition for unique identification has been an open problem for a long time. In the recent
years several works (see Bellassoued [5], Bellassoued–Yamamoto [7] and Bellassoued–Imanuvilov–Yamamoto [9])
on this subject have appeared, mainly concerned with uniqueness and stability in determining a coefficient in a wave
equation. In the particular case when the part Γ1 is given by Γ1 = {x ∈ Γ, (x − x0).ν(x)  0}, which is suggested
by the geometric optics condition for the observability (see Bardos–Lebeau–Rauch [3]) Baudouin and Puel [4] give a
treatment for the uniqueness and stability from the Neumann data for the Schrödinger equation and proved a global
and both-sided Lipschitz stability estimate. More precisely they proved in [4] the Lipschitz stability in determining p
from the lateral additional Neumann data ∂νu|Σ1 .
In the present paper we show that even if the geometrical condition is not fulfilled (see [3]), or the boundary part
Γ1 is small, then we still have uniqueness and logarithmic stability in determining p, provided that p is known in
a neighborhood of the whole boundary Γ . Moreover we require only a single observation. As for inverse problems
for non-stationary Schrödinger equation by infinitely many boundary observations (i.e., Dirichlet-to-Neumann map),
we refer to Avdonin et al. [2]. They introduced a new approach for the problem of finding the real-valued p from the
observed values of u on a portion of the boundary for all the possible input disturbances. Roughly speaking, the data is
∂νu measured on a subboundary for different choices of k in (1.1). They applied the boundary control method and the
exact controllability technique. In the case of a finite number of observations, Bukhgeim and Klibanov [12] proposed
a remarkable method based on a Carleman estimate and established the uniqueness for similar inverse problems
for scalar partial differential equations. See also Baudouin and Puel [4], Bellassoued [5], Choulli–Yamamoto [15,
16], Bellassoued and Yamamoto [7,8], Bukhgeim [10], Bukhgeim, Cheng, Isakov and Yamamoto [11], Imanuvilov
and Yamamoto [22,23], Isakov [25], Isakov and Yamamoto that [26], Khaidarov [28], Klibanov [29], Klibanov and
Yamamoto [32], Puel and Yamamoto [38], Yamamoto [44].
In this paper we establish uniqueness and stability theorems of an inverse problem for the Schrödinger equation.
Inverse problems consisting in the identification of a source term or a potential have been studied by many researchers,
see for instance [10–27]. Our main result is the stability estimate in the inverse problem, and the main achievement of
this paper is that we can take the measurements only on an arbitrary subboundary Γ1. The key idea is a combination of
the method (e.g., [5–22]) by the Carleman estimates and the Fourier–Bros–Iagolnitzer (FBI) transformation which was
used for sharp unique continuation in Robbiano [39], see also [36,37]. More precisely, we apply the Fourier–Bross–
Iagolnitzer transformation to change the problem near the boundary into a problem for which parabolic estimates can
be applied.
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Let ω0 ⊂ Ω be a given arbitrary neighborhood of the boundary Γ and ξ = ξ(x) a C1 function in ω0. We set:
H = C1([0, T ];H 2(Ω))∩ C2([0, T ];H 1(Ω)), (1.3)
where Hk(Ω) is the usual Sobolev space. The Banach space H is equipped with its natural norm
‖u‖2H = ‖u‖2C1([0,T ];H 2(Ω)) + ‖u‖2C2([0,T ];H 1(Ω)) for any u ∈ H. (1.4)
Let us define the admissible set of unknown coefficients. We fix a constant. M > 0, and let A(ω0,M) be the set
of real valued functions p ∈ L∞(Ω), ‖p‖L∞(Ω) M , p(x) = ξ(x) on ω0 and the IBVP (1.1) has a unique solution
up ∈ H satisfying:
‖up‖H  C(M),
for some constant C(M) not depending on p.
In the remainder of this paper we assume that Φ0 and k are sufficiently smooth and satisfy all conditions ensuring
that A(ω0,M) is nonempty (see Appendix B for details). In addition we make the following assumption: Φ0 is real
valued, and ∣∣Φ0(x)∣∣ r0, for all x ∈ Ω\ω0, (1.5)
for some positive constant r0.
For simplicity we use in the sequel the following notation:
‖∂νu‖∗ = ‖∂νu‖H 1(0,T ;L2(Γ1)), for all u ∈ H. (1.6)
The main result of this paper may be stated as follows.
Theorem 1 (Stability). There exists a constant C > 0 such that the following estimate holds:
‖p − q‖L2(Ω)  C1
[∥∥∂ν(up − uq)∥∥∗ +C2∣∣log(∥∥∂ν(up − uq)∥∥∗)∣∣−1]1/2, (1.7)
for all p,q ∈ A(ω0,M).
Here the constants C1,C2 depend on Ω , ω0, T , Mj , Φ0 and are independent on p,q ∈ A(ω0,M).
By Theorem 1, we can readily derive uniqueness result for our inverse problem.
Corollary 1.1 (Uniqueness). Under the assumptions of Theorem 1, for all p,q ∈ A(ω0,M), we have:
up(x, t) = uq(x, t), (x, t) ∈ Σ1 implies p(x) = q(x) for all x ∈ Ω. (1.8)
1.3. Remarks and comments on the existing papers
1. Thanks to the extra information p = q in a neighborhood ω of Γ = ∂Ω , the sharp unique continuation by Rob-
biano [40], Robbiano and Zuily [41], Tataru [42,43], implies up = uq and ∇up = ∇uq on ∂(Ω \ ω) × (−T ,T ),
provided that T > 0 is sufficiently large. Therefore the method in Baudouin and Puel [4] directly yields the
uniqueness in our inverse problem. However our main result is concerned with the stability issue and the direct
combination of the existing results in [23] and [40,42] does not work. For our purpose, we will use the Fourier–
Bros–Iagolnitzer transformation according to Robbiano [39,40], rather than Phung [37].
2. The techniques developed in this paper may be applied, with appropriate modifications, to more complex inverse
problems for the Schrödinger equation (e.g., identification of multiple coefficients or terms of higher order).
3. Here we do not need to discuss the uniform Lopatinskii condition (see [42]) and to study Carleman estimates
with a reduced number of boundary traces, because in the formulation of our inverse problem, we have an extra
information near the whole boundary, that is, p(x) = q(x) near Γ .
4. This paper employs a new Carleman estimate. A technical advantage of the new Carleman estimate is that it
holds in the whole cylindrical domain Q (note that the classical one holds in level sets bounded by the weight
function). As for general treatments of Carleman estimates, see Hörmander [20], Isakov [25], Tataru [42]. In
Lasiecka–Triggiani–Zhang [33], Carleman estimates were derived by a direct pointwise manner.
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do not know the uniqueness, in general, even in the case where {x ∈ Ω\ω0; Φ0(x) = 0} is a set of zero Lebesgue
measure. This non-degeneracy condition is very restrictive in many cases, but the relaxation of the non-degeneracy
condition of Φ0 is an open problem.
6. A set of the form Γ1 = {x ∈ Γ, (x − x0) · ν  0} is a simple example of subset of the boundary satisfying the
“geometric control property” introduced by Bardos, Lebeau and Rauch [3]. This geometric control condition
is, essentially, a necessary and sufficient condition for the exact controllability and the stabilization of wave
equations. However, due to infinite speed of propagation, this notion of “geometric control” is not completely
natural in the context of the controllability and the stabilization of Schrödinger and plate equations. However,
G. Lebeau in [35] has proved that this geometric control condition is sufficient to ensure the boundary controlla-
bility of Schrödinger equation in H−1 with L2 boundary control.
The remainder of this paper is organized as follows. In Section 2, we give some estimates which are useful for
the proof of the main results. In Section 3 we prove Theorem 1. Section 4 is devoted to the proof of the logarithmic
observation inequality.
2. Preliminary estimates
In this section we first derive several preliminary PDE estimates which are the starting point of our analysis. We
shall use the following notations. Let ωj , j = 1,2,3, such that
ωj+1 ⊂ ωj , ωj ⊂ ω0. (2.1)
Let T1 > 0. We set
Ωj = Ω\ωj , Qj = Ωj × (−T1, T1). (2.2)
2.1. Carleman estimate
A Carleman estimate is a kind of energy inequality for a solution of a partial differential equation in terms
of weighted L2-norms (or more generally Lp-norms). It is a strong tool also for proving the uniqueness in the
Cauchy problem or the unique continuation for a partial differential equation with non-analytic coefficients. Moreover
Carleman estimates have been applied essentially for estimating the energy (e.g., Kazemi and Klibanov [27], Klibanov
and Malinsky [30]). Other method for the energy estimate can be found in [3] but this is however not applicable to our
inverse problem.
This kind of energy estimate goes back to Carleman [13]. He use it for proving uniqueness in a Cauchy problem
for a two-dimensional elliptic equation. Since [13], the theory of Carleman estimates has been studied extensively. We
refer to a general theory by Hörmander [20] in the case of a partial differential operator with isotropic principle symbol
and for functions having compact support. An extension to partial differential operator with anisotropic principal
symbol was established by Isakov [25]. For Carleman estimates for functions without compact support, see Tataru
[42]. We further refer to Bellassoued [6], Fursikov and Imanuvilov [19], Imanuvilov [21]. As for a direct derivation
of pointwise Carleman estimates for hyperbolic equations which are applicable to functions without compact support,
see Klibanov and Timonov [31].
Although Carleman estimates for the Schrödinger operator can be considered classical, we would like to recall
them briefly (see [1,4] and [43]).
For formulating our Carleman estimate, we introduce some notations. Without loss of generality, we may assume
that 0 /∈ Ω . We set:
ψ(x) = |x|2, for all x ∈ Ω. (2.3)
Then, for λ > 0 we define on Q ≡ Ω × (−T1, T1) the functions θ and ϕ by:
θ(x, t) = e
λψ(x)
, and ϕ(x, t) = e
2λ‖ψ‖∞ − eλψ(x)
. (2.4)
(T1 − t)(T1 + t) (T1 − t)(T1 + t)
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P(x,D) = i∂t ++ p(x). (2.5)
The following Carleman estimate holds.
Proposition 2.1. Let p ∈ L∞(Ω), ‖p‖∞ M1 and let ϕ, θ and ψ satisfy the above conditions. There exist λ∗ > 0,
s∗ > 0 and a constant C such that for all λ > λ∗ and for all s > s∗ the following Carleman estimate holds,
sλ
∫
Q2
e−2sϕ
(|∇v|2 + s2λ3|v|2)dx dt
 C
∫
Q
e−2sϕ
∣∣P(x,D)v∣∣2 dx dt +Csλ ∫
Q3\Q2
e−2sϕ
(|∇v|2 + s2λ3|v|2)dx dt, (2.6)
whenever v satisfies:
P(x,D)v ∈ L2(Q), v ∈ L2((−T1, T1);H 1(Ω)).
Proof. Inequality (2.6) can be deduced from a more general theorem in [1,4] and [43]. For sake of completeness, we
give its proof. We invoke the following standard Carleman estimate which proved in [1–4] (see also [43]):
sλ
∫
Q
e−2sϕ
(|∇v|2 + s2λ3|v|2)dx dt  C ∫
Q
e−2sϕ
∣∣P(x,D)v∣∣2 dx dt, (2.7)
for all v satisfying:
P(x,D)v ∈ L2(Q), v ∈ L2((−T ,T );H 1(Ω)),
v = ∂v
∂ν
= 0, (x, t) ∈ Σ.
In order to apply (2.7), it is necessary to introduce a cut-off function χ satisfying 0 χ  1, χ ∈ C∞(Rn), and
χ(x) =
{
1, x ∈ Ω2,
0, x ∈ Ω\Ω3. (2.8)
We apply (2.7) to v˜(x, t) = χ(x)v(x, t) and we obtain:
sλ
∫
Q
e−2sϕ
(|∇v˜|2 + s2λ3|v˜|2)dx dt  C ∫
Q
e−2sϕ
∣∣P(x,D)v˜∣∣2 dx dt. (2.9)
Furthermore
P(x,D)v˜ = χP (x,D)v + [P,χ]v, (2.10)
where [·,·] stands for the usual commutator. Since [P,χ] is a first-order operator and it is supported in Ω3\Ω2, it can
be absorbed by the right-hand side of (2.7). This complete the proof of (2.6). 
2.2. Logarithmic stability of the unique continuation
We shall consider the problem of the unique continuation of the solutions of the Schrödinger equation from the
lateral boundary data on an arbitrarily relatively open subset Γ1 of Γ . We give the corresponding stability estimate.
We mention that Robbiano [40] proved uniqueness of this problem.
Lemma 2.1. Let p,q ∈ A(ω0,M). Let up and uq be the corresponding solutions of (1.1) and v = ∂t (up − uq). Then
for any T > 0 there exists T1 ∈ (0, T ) such that the following estimate holds:
T1∫
0
∫
Ω3\Ω2
∣∣∇v(x, t)∣∣2 + ∣∣v(x, t)∣∣2 dx dt  C[‖∂νv‖∗ + ∣∣log(‖∂νv‖∗)∣∣−1]. (2.11)
Here the constant C depends on Ω , ω0, T , Mj and it is independent on p,q ∈ A(ω0,M).
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Robbiano [39,40] (see also Phung [37]) and the Fourier–Bros–Iagolnitzer transformation.
3. Proof of the main theorem
The main idea in our proof consists in a combination of Lemma 2.1 and a Carleman estimate.
We shall need the following lemma.
Lemma 3.1. Let us consider F ∈ L1((−T1, T1);L2(Ω)), y0 ∈ L2(Ω) and p ∈ L∞(Ω) be real valued. Let y be a
solution of the IBVP: {
i∂t y +y + p(x)y = F(x, t) in Q = Ω × (−T1, T1),
y(x,0) = y0 in Ω,
y(x, t) = 0 on Σ = Γ × (−T1, T1),
(3.1)
within the following class,
y ∈ C([−T1, T1];H 10 (Ω)). (3.2)
Then
‖y0‖2L2(Ω1)  C
{
‖y‖2
L2(−T1,T1;H 1(Ω2)) +
∫
Q2
∣∣F(x, t)y(x, t)∣∣dx dt}, (3.3)
for some positive constant C > 0.
We recall the classical Green’s formula. Let ϕ(x) ∈ C2(Ω) and φ(x) ∈ C1(Ω). Then, the following identity holds:∫
Ω
−ϕφ dx =
∫
Ω
∇ϕ∇φ dx −
∫
Γ
φ∂νϕ dσ. (3.4)
Proof. We need a preliminary identity, which is essentially known although it is not explicitly listed in the literature.
Let F ∈ L1((−T1, T1);L2(Ω)). Let y(x, t) be a solution of the Schrödinger equation:
i∂t y(x, t)+y(x, t)+ p(x)y(x, t) = F(x, t), (x, t) ∈ Q = Ω × (−T1, T1), (3.5)
y(x, t) = 0, (x, t) ∈ Σ = Γ × (−T1, T1), (3.6)
such that
y ∈ C([−T1, T1];H 10 (Ω)). (3.7)
Then, for each t1, t2 ∈ (−T1, T2) we have the following identity:∫
Ω
∣∣y(x, t1)∣∣2 dx − ∫
Ω
∣∣y(x, t2)∣∣2 dx = Im t2∫
t1
∫
Ω
F(x, t)y(x, t) dx dt. (3.8)
To prove (3.8) we multiply both sides of (3.5) by y and integrate over [t1, t2] × Ω . We apply then the Green’s
formula (3.4). The identity (3.8) follows then by considering the imaginary part. In fact this calculation suppose
some smoothness of the solutions. The validity of less smooth solutions can be done by a density argument as in [17].
We introduce a cut-off function χ satisfying 0 χ  1, χ ∈ C∞(Rn), and
χ(x) =
{
1, x ∈ Ω1,
0, x ∈ Ω\Ω2. (3.9)
We consider:
y˜(x, t) = χ(x)y(x, t) ∈ C([−T1, T1];H 10 (Ω)). (3.10)
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i∂t y˜ +y˜ + p(x)y˜ = χ(x)F (x, t)+ [,χ]y, in Q,
y˜(x,0) = χ(x)y0(x), in Ω,
y˜(x, t) = 0, on Σ.
(3.11)
We apply the energy identity (3.8) with t1 = 0 and t2 = t , where −T1 < t < T1, to the solution y˜ of (3.11). We find:∫
Ω1
∣∣y0(x)∣∣2 dx  C ∫
Ω2
∣∣y(x, t)∣∣2 dx + ∫
Q2
∣∣F(x, t)y(x, t)∣∣+ ∣∣∇y(x, t)∣∣2 dx dt, (3.12)
where we have used the fact that [,χ] is a first order operator and it is supported in Ω2. Integrating (3.12) over
(−T1, T1) gives (3.3). 
3.1. Linearized inverse problem
We note that, since n 3, we have by the Sobolev imbedding theorems:
H 2(Ω) ↪→ L∞(Ω). (3.13)
We consider the difference z = up − uq which satisfies:{
i∂t z +z + p(x)z = f (x)g(x, t), in Ω × (0, T ),
z(x,0) = 0, in Ω,
z(x, t) = 0, on Γ × (0, T ),
(3.14)
where f and g are given by,
f (x) = p(x)− q(x), and g(x, t) = uq(x, t). (3.15)
In this subsection we discuss the linearized inverse problem of determining f from ∂νw|Γ1×[0,T ]. Since p,q ∈
A(ω0,M),
z ∈ C2([0, T ];H 10 (Ω))∩ C1([0, T ];H 2(Ω)). (3.16)
Setting v(x, t) = ∂t z(x, t), we have:{
i∂t v +v + p(x)v = f (x)gt (x, t), in Ω × (0, T ),
v(x,0) = −if (x)Φ0(x), in Ω,
v(x, t) = 0, on Γ × (0, T ).
(3.17)
We extend the function v to (−T ,0)×Ω by the formula:
v(x, t) = −v(x,−t), for all (x, t) ∈ Ω × (−T ,0).
Since Φ0 and f are real valued, we get:
v ∈ C([−T ,T ];H 2(Ω)).
Therefore ∂tv = iv + ip(x)v − if (x)g(x, t) ∈ C(−T ,T ;L2(Ω)), so that
v ∈ C1([−T ,T ];H 10 (Ω))∩ C([−T ,T ];H 2(Ω)). (3.18)
We extend g on (−T ,T ) by the formula g(x, t) ≡ uq(x, t) = g(x,−t) for all (x, t) ∈ Ω × (−T ,0) and denote the
extension by the symbol g(x, t). Since Φ0 is real valued and uq ∈ H, we obtain:
g ∈ C([−T ,T ];H 2(Ω)). (3.19)
By the same arguments as above, we obtain:
gt ∈ C
([−T ,T ];L2(Ω)). (3.20)
Thus, v satisfies the same equation (3.17) where Ω × (0, T ) is replaced by Ω × (−T ,T ). That is{
i∂t v +v + p(x)v = f (x)gt (x, t), in Ω × (−T ,T ),
v(x,0) = −if (x)g(x,0), in Ω, (3.21)
v(x, t) = 0, on Γ × (−T ,T ),
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f (x) = p(x)− q(x), and g(x, t) = uq(x, t). (3.22)
It is well known (see [28]) that the uniqueness problem in determining coefficients can be reduced to study the
uniqueness of inverse source problems (3.21). In our case we assume that p(x) and g(x, t) are given functions, and
we consider the problem of determining f (x) from v|Σ1 .
We are now ready to give the proof of Theorem 1.
3.2. Proof of Theorem 1
We use the Carleman estimate (2.6) and an idea inspired by the work of Imanuvilov and Yamamoto [22]. Let
ϕ(x, t) be the function defined by (2.4). We set:
ρ(x) = ϕ(x,0). (3.23)
Let v be a solution of (3.21). We apply Proposition 2.1 to obtain the following estimate:
s
∫
Q2
e−2sϕ
(|∇v|2 + s2|v|2)dx dt
 C
∫
Q
e−2sϕ
∣∣f (x)gt (x, t)∣∣2 dx dt +Cs ∫
Q3\Q2
e−2sϕ
(|∇v|2 + s2|v|2)dx dt, (3.24)
provided that s > 0 is large enough.
Lemma 3.2. Let v be a solution of (3.21). Then there exists a constant C > 0 such that∥∥e−sρf ∥∥2
L2(Ω)  C
[ ∫
Q2
e−2sϕ
(
s2|v|2 + |∇v|2)dx dt + s−2 ∫
Q
∣∣f (x)gt (x, t)∣∣2e−2sϕ dx dt], (3.25)
for all s large enough.
Proof. Let y = e−sϕv. Then we have:
P(x,D)y = P(x,D)(e−sϕv)= e−sϕ[esϕP (x,D)e−sϕv]= e−sϕ[P(x,D + is∇(t,x)ϕ)v], (3.26)
where P(x,D) is the operator defined by (2.5).
We can split the operator P(x,D + is∇ϕ) into its symmetric and skew-symmetric parts,
P
(
x,D + is∇ϕ(x, t))= P2(x, t;D,s)− sP1(x, t;D), (3.27)
where
P2(x, t;D,s) = P(x,D)+ s2|∇ϕ|2, (3.28)
is the symmetric part of P(x,D + is∇ϕ), and
sP1(x, t;D) = s(i∂tϕ + 2∇ϕ · ∇ +ϕ), (3.29)
is the skew-symmetric part. We derive from (3.21):⎧⎨⎩ i∂ty +y + p(x)y = e
−sϕf (x)gt (x, t)+ e−sϕRsv, in Ω × (−T ,T ),
y(x,0) = −if (x)Φ0(x)e−sρ(x), in Ω,
y(x, t) = 0, on Γ × (−T ,T ),
(3.30)
where
Rsv = s2|∇ϕ|2v − sP1(x,D)v. (3.31)
Next, in view of (3.3) with y = e−sϕv and (1.5), we obtain by applying the Cauchy–Schwarz inequality:
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L2(Ω)  C
[ ∫
Q2
e−2sϕ
(
s2|v|2 + |∇v|2)dx dt + s−2 ∫
Q
e−2sϕ
∣∣f (x)gt (x, t)∣∣2 dx dt
+ s−2
∫
Q2
e−sϕ
∣∣Rsv(x, t)∣∣2 dx dt]. (3.32)
Since
Rsv =
[
s2|∇ϕ|2v + sP1(x,D)v
]
, (3.33)
s−2
∫
Q2
e−2sϕ
∣∣Rsv(x, t)∣∣2 dx dt  C ∫
Q2
e−2sϕ
(
s2|v|2 + |∇v|2)dx dt. (3.34)
Inserting (3.34) into the right-hand side of (3.32), we obtain (3.25). 
We now complete the proof of Theorem 1. By substituting (3.24) into the right-hand side of (3.25), we get the
following estimate:∥∥e−sρf ∥∥2
L2(Ω)  Cs
−1
∫
Q
e−2sϕ
∣∣f (x)gt (x, t)∣∣2 dx dt +C‖v‖2L2(0,T1;H 1(Ω3\Ω2)). (3.35)
We estimate the first term in the right-hand side of the inequality (3.35). Using that e−2sϕ(x,t)  e−2sρ(x) for all x ∈ Ω
and t ∈ (−T1, T1), we have:∫
Q
e−2sϕ
∣∣f (x)gt (x, t)∣∣2 dx dt  ∫
Ω
e−2sρ(x)
∣∣f (x)∣∣2( T1∫
0
∥∥gt (t, .)∥∥2L∞(Ω) dt
)
dx. (3.36)
Collecting (3.36), (3.13) and (3.35) we obtain:∥∥e−sρf ∥∥2
L2(Ω)  Cs
−1∥∥e−sρf ∥∥2
L2(Ω) +C‖v‖2L2(0,T1;H 1(Ω3\Ω2)). (3.37)
Here we note that the first term of the right-hand side of (3.37) can be absorbed into the left-hand side if we take large
s > 0. Then, for s sufficiently large, we have:
‖f ‖2
L2(Ω)  C
∥∥∂t (up − uq)∥∥2L2(0,T1;H 1(Ω3\Ω2)). (3.38)
Hence using Lemma 2.1 we obtain (1.7). The proof of Theorem 1 is then complete.
4. Proof of the logarithmic observability
Our task in this section is the proof of Lemma 2.1. The main idea of our proof is to use the Fourier–Bros–Iagolnitzer
(F.B.I) transformation. Let p,q ∈ A(ω0,M). Then v = ∂t (up − uq) is the solution of the IBVP:{
i∂t v +v + p(x)v = f (x)gt (x, t), x ∈ Ω, t ∈ (−T ,T ),
v(x,0) = −if (x)Φ0(x), x ∈ Ω,
v(x, t) = 0, x ∈ Γ, t ∈ (−T ,T ),
(4.1)
where f and g are given by,
f (x) = p(x)− q(x), and g(x, t) = uq(x, t). (4.2)
It follows from (3.5) and (3.18) that v ∈ C1([−T ,T ];H 10 (Ω)) ∩ C([−T ,T ];H 2(Ω)) and there exists a constant
C = C(M2, T ) > 0 such that
‖v‖2
L2((−T ,T );H 2(Ω)) + ‖∂tv‖2L2((−T ,T );H 10 (Ω))  C. (4.3)
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4.1. Parabolic Carleman estimate
This subsection is devoted to a parabolic Carleman estimate, which is essential in the proof of (2.11). We set:
∂ω0 = ∂Ω ∪ Γ  = Γ ∪ Γ , Γ ∩ Γ  = ∅. (4.4)
Without loss of generality, we may assume that Γ  is C2-smooth.
We shall need the following result:
Lemma 4.1. (See [23].) Let Γ1 ⊂ Γ ⊂ ∂ω0 be an arbitrary relatively open set. Then there exists a function
ψ0 ∈ C2(ω0) such that
ψ0(x) > 0 ∀x ∈ ω0,
∣∣∇ψ(x)∣∣> 0 ∀x ∈ ω0,
ψ0(x) = 0 ∀x ∈ ∂ω0\Γ1, ∂νψ(x) 0, x ∈ ∂ω0\Γ1.
We recall that
ωj+1 ⊂ ωj , ωj ⊂ ω0, j = 1,2. (4.5)
Since ψ0(x) > 0 for all x ∈ ω0, then there exists a constant β0 > 0 such that
ψ0(x) 2β0 ∀x ∈ ω2\ω3. (4.6)
Moreover, since ψ0|Γ  = 0, there exists a small neighborhood ω of Γ  such that
ψ0(x) β0 ∀x ∈ ω, ω ∩ω1 = ∅. (4.7)
Let (τ) = (1 − τ)(1 + τ), τ ∈ (−1,1). For any given parameter λ, we set:
ϕ0(x, τ ) = e
λψ0(x)
(τ )
, x ∈ ω0, τ ∈ (−1,1), (4.8)
and
α(x, τ ) = e
λ(ψ0+a) − eλ(‖ψ0‖∞+b)
(τ )
, x ∈ ω0, τ ∈ (−1,1), (4.9)
where
‖ψ0‖∞ < a < b < 2a − ‖ψ0‖∞,
and the function ψ0 is defined in Lemma 4.1.
In connection with the operator i∂t ++ p(x), we consider the parabolic operator:
Lh(x,D) = h−1∂τ −x − p(x), (4.10)
where h ∈ (0,1) is an arbitrary fixed parameter.
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depending on ω0, such that, for any λ λ∗ and any σ  σ∗.h−1, we have the following estimate:
σ
1∫
−1
∫
ω0
(|∇w|2 + σ 2|w|2)e2σα(x,τ) dx dτ
 C1
( 1∫
−1
∫
ω0
∣∣Lh(x,D)w∣∣2e2σα(x,τ) dx dτ + 1∫
−1
∫
Γ1
(σϕ0)|∂νw|2e2σα(x,τ) dx dτ
)
, (4.11)
for all w satisfying,
Lh(x,D)w ∈ L2
(
(−1,1)×ω0
)
, w ∈ L2((−1,1);H 10 (ω0)), ∂νw ∈ L2((−1,1);L2(Γ1)),
where the constant C1 > 0 depends continuously on λ, ‖p‖∞ and h−1, but independent of σ .
The proof of this lemma can be found in [23,18] and [19]. The details on the dependence of the constants with
respect to h are given in Appendix A.
4.2. A connection between Schrödinger and parabolic equations
A connection between solutions of partial differential equations of different types was observed by many authors.
The usefulness of this connection in the investigation of Cauchy problems and controllability was first pointed out by
several authors Lebeau and Robbiano [36], Robbiano [40], Robbiano and Zuily [41], Phung [37]. Here, we apply the
Fourier–Bross–Iagolnitzer transformation to change the problem near the boundary into a problem for which parabolic
estimates can be applied.
Let ω˜ ⊂ ω be an arbitrary fixed neighborhood of the subboundary part Γ . In order to apply Lemma 4.2, it is
necessary to introduce a cut-off function χ satisfying 0 χ  1, χ ∈ C∞(Rn), and
χ(x) =
{
1 if x ∈ ω0\ω,
0 if x ∈ ω˜. (4.12)
Let v(x, t) be a solution of (4.1). We set w(x, t) = χ(x)v(x, t). Noting that f (x) = p(x) − q(x) is zero in ω0, we
obtain {
i∂tw +w + p(x)w = [,χ]v in ω0 × (−T ,T ),
w(x,0) = 0 in ω0,
w(x, t) = 0 on ∂ω0 × (−T ,T ).
(4.13)
Moreover by (4.3), there exist C = C(M,T ) such that
‖w‖2
L2(−T ,T ;H 2(ω0)) + ‖∂tw‖
2
L2(−T ,T ;H 1(ω0))  C. (4.14)
In the sequel T0 > 0, to be fixed later, is sufficiently large. We define a cut-off function θ ∈ C∞0 (R) defined by
θ(t) =
{
1, |t | 2T0,
0, |t | 3T0. (4.15)
We introduce the partial Fourier–Bros–Iagolnitzer (F.B.I) transformation Fγ . It is defined for u ∈ S(Rn+1), the space
of the rapidly decreasing functions, by:
uγ,t (x, τ ) = Fγ u(x, z) =
√
γ
2π
∫
R
e−
γ
2 (z−η)2θ(η)u(x, ηh)dη, z = t − iτ, (4.16)
where
t ∈ (−T0, T0), τ ∈ (−1,1), γ > 0, and h = T .3T0
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(−T ,T )) into L2(Ω × (−1,1)) and to a bounded operator from L2((−T ,T );H 1(Ω)) into L2((−1,1);H 1(Ω)).
In what follows, C, Cj , denote generic positive constants not depending on the large parameter γ .
Further, we need the following lemma, which is a simple consequence of (4.16) and (4.14).
Lemma 4.3. Let w be a solution to (4.13). There exist δ1 > 0, independent of T0, such that for any t ∈ (−T0, T0) and
γ > 0 the following estimate holds:
1∫
−1
∫
ω0
(∣∣∇wγ,t (x, τ )∣∣2 + ∣∣wγ,t (x, τ )∣∣2)dx dτ Keδ1γ , (4.17)
for some positive constant K > 0 depending on T0,ω0, T ,Mj and independent on γ .
Using an integration by parts, we easily see:
h−1∂τwγ,t (x, τ ) = −iFγ (∂tw)(x, z)− ih−1
√
γ
2π
∫
R
e−
γ
2 (z−η)2θ ′(η)w(x,ηh)dη. (4.18)
Moreover,
wγ,t (x, τ ) = Fγ (w)(x, z). (4.19)
Therefore by (4.10) and (4.13), we obtain:
Lh(x,D)wγ,t (x, τ ) = Gγ,t (x, τ )+ Fγ,t (x, τ ), x ∈ ω0, τ ∈ (−1,1),
wγ,t (x, τ ) = 0, x ∈ ∂ω0, τ ∈ (−1,1), (4.20)
where
Gγ,t (x, τ ) = −
√
γ
2π
∫
R
e−
γ
2 (z−η)2θ(η)[,χ]v(x,hη)dη, (4.21)
and
Fγ,t (x, τ ) = −ih−1
√
γ
2π
∫
R
e−
γ
2 (z−η)2θ ′(η)w(x,ηh)dη. (4.22)
Since θ ′ is supported in |η| 2T0, then by (4.14) and (4.22), there exists δ2 > 0, independent of T0 and γ , such that
1∫
−1
∫
ω0
∣∣Fγ,t (x, τ )∣∣2 dx dτ  Ce−δ2T 20 γ ∀t ∈ (−T0, T0), (4.23)
for some positive constant C = C(T0,ω0, T ,Mj ).
On the other hand, by (4.21) and (4.3), one can find δ3 > 0, independent on T0 and γ , such that
1∫
−1
∫
ω0
∣∣Gγ,t (x, τ )∣∣2 dx dτ  Ceδ3γ ∀t ∈ (−T0, T0). (4.24)
Further by (4.12) and (4.21), we easily obtain:
Gγ,t (x, τ ) = 0 ∀x ∈ ω0\ω. (4.25)
Lemma 4.4. Let wγ,t be a solution to (4.20). Then there exist positive constants ε ∈ (0,1), C1,C2, δ4, δ5 and γ∗, such
that the following estimate holds:
ε∫
−ε
∫
ω2\ω3
(|∇wγ,t |2 + |wγ,t |2)dx dτ  C1e−δ4γ +C2eδ5γ 1∫
−1
∫
Γ1
∣∣∂νwγ,t (x, τ )∣∣2 dx dτ, (4.26)
for any t ∈ (−T0, T0) and γ > γ∗.
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σ
1∫
−1
∫
ω0
(|∇wγ,t |2 + σ 2|wγ,t |2)e2σα(x,τ) dx dτ
 C
1∫
−1
∫
ω0
∣∣Gγ,t (x, τ )∣∣2e2σα(x,τ) dx dτ +C 1∫
−1
∫
ω0
∣∣Fγ,t (x, τ )∣∣2e2σα(x,τ) dx dτ
+
1∫
−1
∫
Γ1
(σϕ0)
∣∣∂νwγ,t (x, τ )∣∣2e2σα(x,τ) dx dτ, (4.27)
provided that σ  σ∗(ω0)h−1.
Since for all τ ∈ (−1,1), Gγ,t (·, τ ) is supported in ω, and noting that ψ0(x) β0 for all x ∈ ω (we recall (4.6)
and (4.7) for β0), we obtain:
1∫
−1
∫
ω0
∣∣Gγ,t (x, τ )∣∣2e2σα(x,τ) dx dτ  e−2μ2σ 1∫
−1
∫
ω0
∣∣Gγ,t (x, τ )∣∣2 dx dτ, (4.28)
where μ2 > 0 is given by
μ2 = eλ(‖ψ0‖∞+b) − eλ(β0+a).
Next, we fix ε ∈ (0,1) such that
B ≡ e
λ(‖ψ0‖∞+b) − eλ(β0+a)
eλ(‖ψ0‖∞+b) − eλ(2β0+a) >
1
1 − ε2 , (4.29)
and let
μ1 = e
λ(‖ψ0‖∞+b) − eλ(2β0+a)
(1 − ε2) =
eλ(‖ψ0‖∞+b) − eλ(2β0+a)
(ε)
. (4.30)
Thus, by (4.6),
e−2μ1σ
ε∫
−ε
∫
ω2\ω3
(∣∣∇wγ,t (x, τ )∣∣2 + ∣∣wγ,t (x, τ )∣∣2)dx dτ
 Cσ
1∫
−1
∫
ω2\ω3
(∣∣∇wγ,t (x, τ )∣∣2 + σ 2∣∣wγ,t (x, τ )∣∣2)e2σα(x,τ) dx dτ. (4.31)
Inserting (4.27) into the left hand of (4.31) and taking into account (4.28), we obtain:
ε∫
−ε
∫
ω2\ω3
(|∇wγ,t |2 + |wγ,t |2)dx dτ
 C1e−2μσ
1∫
−1
∫
ω0
∣∣Gγ,t (x, τ )∣∣2 dx dτ +C2e2μ1σ 1∫
−1
∫
ω0
∣∣Fγ,t (x, τ )∣∣2e2σα(x,τ) dx dτ
+C3e2μ1σ
1∫ ∫
(σϕ0)
∣∣∂νwγ,t (x, τ )∣∣2e2σα(x,τ) dx dτ, (4.32)
−1Γ1
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μ = μ2 −μ1 =
(
B − 1
1 − ε2
)(
eλ(‖ψ0‖∞+b) − eλ(2β0+a))> 0.
Since ϕ0e2sα is bounded on Γ1 × (−1,1), we conclude that there exist two positive constants δ2, δ3, independent on
T0, such that (recall (4.23) and (4.24) for δ2 and δ3 respectively):
ε∫
−ε
∫
ω2\ω3
(|∇wγ,t |2 + |wγ,t |2)dx dτ
 C1e−2μσ eδ3γ +C2e2μ1σ e−δ2T 20 γ +C3σe2μ1σ
1∫
−1
∫
Γ1
∣∣∂νwγ,t (x, τ )∣∣2 dx dτ. (4.33)
Let γ∗ = 3σ∗T and, for γ  γ∗, we set:
σ = T0γ  σ∗(ω0)h−1.
However, choosing T0 sufficiently large, it is easy to find a constant δ4 > 0 such that
C1e
−2μσ eδ3γ +C2e2μ1σ e−δ2T 20 γ = C1e−2T0γ eδ3γ +C2e2μ1T0γ e−δ2T 20 γ  Ce−δ4γ . (4.34)
Now, combining (4.33) and (4.34), we deduce that for any γ  γ∗, it holds:
ε∫
−ε
∫
ω2\ω3
(|∇wγ,t |2 + |wγ,t |2)dx dτ  C1e−δ4γ +C2eδ5γ 1∫
−1
∫
Γ1
∣∣∂νwγ,t (x, τ )∣∣2 dx dτ, (4.35)
which is exactly the desired inequality (4.26). 
4.3. End of the proof of Lemma 2.1
In this subsection, we complete the proof of Lemma 2.1. We set wγ (x, t) = wγ,t (x,0). Then we have:
wγ (x, t) =
√
γ
2π
∫
R
e−
γ
2 (t−η)2θ(η)w(x,ηh)dη = (Kγ ∗ θw˜)(x, t), (4.36)
where
Kγ (t) =
√
γ
2π
e−
γ
2 t
2
, w˜(x, η) = w(x,hη). (4.37)
Lemma 4.5. There exist positive constants δ6, δ7 and γ∗ such that
T0/2∫
−T0/2
∫
ω2\ω3
∣∣wγ (x, t)∣∣2 + ∣∣∇wγ (x, t)∣∣2 dx dt  Ce−δ6γ +C′eδ7γ 3T0∫
−3T0
∫
Γ1
∣∣∂νw˜(x, t)∣∣2 dx dt, (4.38)
provided that T0 sufficiently large and γ  γ∗.
Proof. By applying a Cauchy formula, for  such that 0 <  < ε, we obtain:
wγ (x, κ) = 12iπ
∫
wγ (x, z)
z − κ dz.
|z−κ|=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∣∣wγ (x, κ)∣∣2  C5 2π∫
0
∣∣wγ (x, κ + eiφ)∣∣2 dφ.
Integrating with respect to  over (0, ε), we obtain:
∣∣wγ (x, κ)∣∣2  C5
ε
ε∫
0
2π∫
0
∣∣wγ (x, κ + eiφ)∣∣2 dφ d.
Therefore, for x ∈ ω2\ω3 and κ ∈ [−T0 + ε,T0 − ε], we have:
∣∣wγ (x, κ)∣∣2  C6 ∫
|τ |ε, |t−κ|ε
∣∣wγ (x, t − iτ )∣∣2 dτ dt  C6 ε∫
−ε
T0∫
−T0
∣∣wγ,t (x, τ )∣∣2 dτ dt. (4.39)
Integrating with respect to x over ω2\ω3, we get:∫
ω2\ω3
∣∣wγ (x, κ)∣∣2 dx  C T0∫
−T0
( ε∫
−ε
∫
ω2\ω3
∣∣wγ,t (x, τ )∣∣2 dx dτ)dt.
Now, we integrate with respect to κ over [−T02 , T22 ] and we use (4.26). We find:
T0/2∫
−T0/2
∫
ω2\ω3
∣∣wγ (x, κ)∣∣2 dx dκ  C(e−C3γ + eC4γ 3T0∫
−3T0
∫
Γ1
∣∣∂νw˜(x, t)∣∣2 dx dt).
We do the same for ∇wγ to complete the proof of Lemma 4.5. 
Lemma 4.6. Let T > 0. Then there exist T1 ∈ (0, T ) and positive constants C1,C2, δ7 such that the following estimate
holds:
T1∫
−T1
∫
Ω3\Ω2
(∣∣v(x, t)∣∣2 + ∣∣∇v(x, t)∣∣2)dx dt  C1
γ
+C2eδ7γ
T∫
−T
∫
Γ1
∣∣∂νv(x, t)∣∣2 dx dt, (4.40)
if γ  γ∗.
Proof. By û(x, ζ ) we denote the Fourier transform of u(x, t) in t . We have:
θ̂ w˜(x, ζ )− ŵγ (x, ζ ) = (1 − K̂γ )θ̂ w˜(x, ζ ). (4.41)
Furthermore we can directly verify that ∣∣(1 − K̂γ )(ζ )∣∣ ζ 2
γ
. (4.42)
From (4.41) we get: ∫
R
∣∣θ̂ w˜(x, ζ )− ŵγ (x, ζ )∣∣2 dζ  C
γ
∫
R
∣∣ζ θ̂w˜(x, ζ )∣∣2 dζ. (4.43)
Consequently, we see that for any γ > 0, it holds:∫ ∣∣θw˜(x, t)−wγ (x, t)∣∣2 dt  C
γ
∫ ∣∣∂t (θw˜)(x, t)∣∣2 dt  C
γ
3T0∫ (∣∣w˜(x, t)∣∣2 + ∣∣∂t w˜(x, t)∣∣2)dt, (4.44)
R R −3T0
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T0/2∫
−T0/2
∫
ω2\ω3
∣∣w˜(x, t)−wγ (x, t)∣∣2 dx dt  C
γ
. (4.45)
Similarly we have:
T0/2∫
−T0/2
∫
ω2\ω3
∣∣∇w˜(x, t)− ∇wγ (x, t)∣∣2 dx dt  C
γ
. (4.46)
Hence,
T0/2∫
−T0/2
∫
ω2\ω3
(|w˜|2 + |∇w˜|2)dx dt  C
γ
+
T0/2∫
−T0/2
∫
ω2\ω3
(|wγ |2 + |∇wγ |2)dx dt
 C
γ
+C′eδ7γ
3T0∫
−3T0
∫
Γ1
|∂νw˜|2 dx dt. (4.47)
So the estimate (4.47) is reduced to the following one:
hT0/2∫
−hT0/2
∫
ω2\ω3
∣∣w(x, t)∣∣2 + ∣∣∇w(x, t)∣∣2 dx dt  C1
γ
+C2eδ7γ
3hT0∫
−3hT0
∫
Γ1
∣∣∂νw(x, t)∣∣2 dx dt. (4.48)
Now, using the fact that h = T3T0 and that w(x, t) = v(x, t) for all x ∈ ω2\ω3 = Ω3\Ω2, we obtain:
T1∫
−T1
∫
Ω3\Ω2
∣∣v(x, t)∣∣2 + ∣∣∇v(x, t)∣∣2 dx dt  C1
γ
+C2eδ7γ
T∫
−T
∫
Γ1
∣∣∂νv(x, t)∣∣2 dx dt, (4.49)
where T1 = T/6. This complete the proof of Lemma 4.6. 
We now finish the proof of Lemma 2.1. By (4.40), we obtain:
T1∫
−T1
∫
Ω3\Ω2
(∣∣v(x, t)∣∣2 + ∣∣∇v(x, t)∣∣2)dx dt  C1
γ
+C2eδ7γ ‖∂νv‖2∗. (4.50)
The right-hand side takes its minimum at
γ ∗ = 1
δ7
∣∣log‖∂νv‖∗∣∣. (4.51)
Therefore
T1∫
−T1
∫
Ω3\Ω2
(∣∣v(x, t)∣∣2 + ∣∣∇v(x, t)∣∣2)dx dt  C[‖∂νv‖∗ + ∣∣log(‖∂νv‖∗)∣∣−1],
if ‖∂νv‖∗ is small enough. Otherwise, there exists a constant m0 > 0 such that
‖∂νv‖∗ m0.
Thus, by (4.3), we have:
T1∫
−T1
∫
Ω3\Ω2
(∣∣v(x, t)∣∣2 + ∣∣∇v(x, t)∣∣2)dx dt  C  C
m0
m0  C′‖∂νv‖∗.
Therefore, (2.11) holds in any case.
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The main goal of this appendix is to precise the dependence of the constants arising in Lemma 4.2 with respect to
λ and h. With the notations of Section 4, several properties of the function α defined by (4.9) are summarized in the
following lemma:
Lemma A.1. There exist three constants λ0 = λ(ω0), C1 = C1(ω0) and C2 = C2(ω0) such that, for all λ  λ0, the
function α in (4.9) satisfies the following estimates:
D
2α(∇α,∇α) C1λ4ϕ30(x, τ ), ∀(x, τ ) ∈ ω0 × (−1,1), (A.1)∣∣α(x, τ)∣∣ C2λ2ϕ20(x, τ ), ∀(x, τ ) ∈ ω0 × (−1,1), (A.2)∣∣(∂τ α)(α)∣∣ C2λ2ϕ30(x, τ ), ∀(x, τ ) ∈ ω0 × (−1,1), (A.3)∣∣∂2τ α(x, τ )∣∣ C2ϕ30(x, τ ), ∀(x, τ ) ∈ ω0 × (−1,1), (A.4)∣∣∇(∂τ α) · ∇α∣∣ C2λ2ϕ30(x, τ ), ∀(x, τ ) ∈ ω0 × (−1,1), (A.5)
D
2α(ξ, ξ)−C2λϕ0|ξ |2, ∀ξ ∈ Rn, ∀(x, τ ) ∈ ω0 × (−1,1). (A.6)
In the sequel, C, Cj will stand for generic positive constants depending on ω0.
Let us set:
fσ (x, τ ) = eσα
(
h−1∂τ −
)
w(x, τ), (A.7)
and
z(x, τ ) = eσαw(x, τ ). (A.8)
We notice that
z(x,−1) = z(x,1) = 0, ∀x ∈ ω0. (A.9)
The equality (A.7) can be written in the form:
L1z(x, τ )+L2z(x, τ ) = gσ (x, τ ), (A.10)
where
L1z(x, τ ) = h−1∂τ z + 2σ∇α · ∇z, (A.11)
L2z(x, τ ) = −σh−1(∂τ α)z −z − σ 2|∇α|2z, (A.12)
gσ = fσ − σ(α)z, (A.13)
From (A.10), we obtain:
1∫
−1
∫
ω0
|L1z|2 dx dτ +
1∫
−1
∫
ω0
|L2z|2 dx dτ + 2
1∫
−1
∫
ω0
L1zL2z dx dτ =
1∫
−1
∫
ω0
|gσ |2 dx dτ. (A.14)
Let us compute the crossed term 2(L1z,L2z)L2((−1,1)×ω0) in (A.14). The relations (A.11) and (A.12) imply:
2
1∫
−1
∫
ω0
L1zL2z dx dτ = I1 + I2 + I3, (A.15)
where
250 M. Bellassoued, M. Choulli / J. Math. Pures Appl. 91 (2009) 233–255I1 = 2h−1
1∫
−1
∫
ω0
(−σh−1(∂τ α)z −z − σ 2|∇α|2z)(∂τ z) dx dτ, (A.16)
I2 = −4σ
1∫
−1
∫
ω0
(∇α · ∇z)zdx dτ, (A.17)
I3 = −4σ
1∫
−1
∫
ω0
(
σ 2|∇α|2z + σh−1(∂τ α)z
)
(∇α · ∇z) dx dτ. (A.18)
Integrating by parts with respect to x in (A.16) and using the fact that u|∂ω0×(−1,1) = 0, we obtain:
I1 = h−1
1∫
−1
∫
ω0
(
∂τ
(|∇z|2)− (σ 2|∇α|2 + σh−1∂τα)∂τ (|z|2))dx dτ.
We then integrate the relation above by parts with respect to τ and we make use (A.9). We get:
aI1 = h−1
1∫
−1
∫
ω0
(
2σ 2∇(∂τ α) · ∇α + σh−1∂2τ α
)|z|2 dx dτ. (A.19)
Next if we integrate by parts (A.17) with respect to x, then
I2 = −2σ
1∫
−1
∫
∂ω0
∂να|∂νz|2 dx dτ − 2σ
1∫
−1
∫
ω0
(α)|∇z|2 dx dτ + 4σ
1∫
−1
∫
ω0
D
2α(∇z,∇z) dx dτ. (A.20)
In order to transform I3, we notice that by integrating this later by parts with respect to x we have:
−4σ 3
1∫
−1
∫
ω0
|∇α|2z(∇α · ∇z) dx dτ
= 2σ 3
1∫
−1
∫
ω0
|∇α|2|z|2(α)dx dτ + 4σ 3
1∫
−1
∫
ω0
D
2α(∇α,∇α)|z|2 dx dτ. (A.21)
On the other hand, a new integration by parts with respect to x shows that the second term from (A.18) can be written
as
−4σ 2h−1
1∫
−1
∫
ω0
∂τα(∇α · ∇z)z dx dτ
= 2σ 2h−1
1∫
−1
∫
ω0
(∇(∂τ α) · ∇α)|z|2 dx dτ + 2σ 2h−1 1∫
−1
∫
ω0
∂τα(α)|z|2 dx dτ. (A.22)
From (A.22), (A.21) and (A.18) it follows that
I3 = 2σ 3
1∫
−1
∫
ω0
|∇α|2|z|2(α)dx dτ + 4σ 3
1∫
−1
D
2α(∇α,∇α)|z|2 dx dτ + 2σ 2h−1
1∫
−1
∫
ω0
(∇(∂τ α) · ∇α)|z|2 dx dτ
+ 2σ 2h−1
1∫ ∫
∂τα(α)|z|2 dx dτ. (A.23)−1 ω0
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2
1∫
−1
∫
ω0
L1zL2z dx dτ = J1 + J2 + J3 + 4σ
1∫
−1
∫
ω0
D
2α(∇z,∇z) dx dτ
− 2
1∫
−1
∫
ω0
(
σ(α)|∇z|2 − σ 3|∇α|2|z|2α)dx dτ, (A.24)
where
J1 = 4σ 3
1∫
−1
∫
ω0
D
2α(∇α,∇α)|z|2 dx dτ, (A.25)
J2 = −2σ
1∫
−1
∫
∂ω0
∂να|∂νz|2 dx dτ, (A.26)
J3 = 2σ 2h−1
1∫
−1
∫
ω0
(2∇∂τα · ∇α + ∂ταα)|z|2 dx dτ + σh−2
1∫
−1
∫
ω0
∂2τ α|z|2 dx dτ. (A.27)
The definition of J1 combined with (A.1) gives, for all λ λ0,
J1  4C1σ 3λ4
1∫
−1
∫
ω0
ϕ30 |z|2 dx dτ, (A.28)
where C1 is the constant in (A.1).
For J3, we see that (A.3), (A.4) and (A.5) imply:
|J3|
(
6σ 2h−1C2 + σh−2C2
)
λ2
1∫
−1
∫
ω0
ϕ30 |z|2 dx dτ, (A.29)
where C2 is the constant on Lemma A.1.
Therefore, taking σ  σ∗(ω0)h−1, we find:
J1 + J3  Cσ 3λ4
1∫
−1
∫
ω0
ϕ30 |z|2 dx dτ, (A.30)
where C depends only on ω0.
On the other hand, we have:
∂να = λ∂νψ0ϕ0,
which implies that
J2 −2
1∫
−1
∫
Γ1
(σλϕ0)∂νψ0|∂νz|2 dx dτ. (A.31)
Finally, a combination of (A.31), (A.30), (A.24) and (A.6) leads:
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1∫
−1
∫
ω0
L1zL2z dx dτ  C1σ 3λ4
1∫
−1
∫
ω0
ϕ30 |z|2 dx dτ − 2
1∫
−1
∫
Γ1
(σλϕ0)∂νψ0|∂νz|2 dx dτ
−C24σλ
1∫
−1
∫
ω0
ϕ0|∇z|2 dx dτ + 2S, (A.32)
for any λ C(ω0) and σ  h−1σ∗(ω0), where
S = −
1∫
−1
∫
ω0
(
σ(α)|∇z|2 − σ 3|∇α|2|z|2α)dx dτ. (A.33)
Here we estimated all terms depending on h. The end of the proof is similar to that in the appendix of [18].
Appendix B
In this appendix we give sufficient conditions ensuring that the admissible class of coefficients A(ω0,M) is
nonempty. To this end we recall that as a special case of Theorem 12.2 in [34] have the following theorem.
In the sequel we use the notation h′ instead of ∂th.
Theorem 2. Let q ∈ C∞(Ω), u0 ∈ H 2(Ω), f ∈ L2(Q) such that f ′ ∈ L2(Q). Then the initial boundary value prob-
lem: ⎧⎨⎩ iu
′(x, t)+u(x, t)+ p(x)u(x, t) = f (x, t), (x, t) ∈ Q,
u(x,0) = u0(x), x ∈ Ω,
u(x, t) = 0, (x, t) ∈ Γ × (0, T )
(B.1)
has a unique solution u ∈ H 2,1(Q). That is u ∈ L2((0, T );H 2(Ω)) and u′ ∈ L2((0, T );L2(Ω)).
In what follows we assume that f ∈ C∞c (Q) and u0 ∈ C∞c (Ω) (these smoothness condition is so far to be optimal
but enough for our purpose). We can then observe that v = u′ solves the following IBVP:⎧⎨⎩ iv
′(x, t)+v(x, t)+ p(x)v(x, t) = f ′(x, t), (x, t) ∈ Q,
v(x,0) = −iu0(x)− q(x)u0(x)+ f (x,0), x ∈ Ω,
v(x, t) = 0, (x, t) ∈ Γ × (0, T ).
Therefore u′ ∈ H 2,1(Q) according to the previous theorem. Repeating this argument we conclude that
u ∈ C∞([0, T ];H 2(Ω)).
In order to establish an a priori estimate with respect to the norm ‖ · ‖H, we need to introduce the unbounded
operator A defined as follows:
D(A) = {u ∈ H 10 (Ω); u ∈ L2(Ω)}, Au = iu, u ∈ D(A).
It is well known (i.e. [14]) that A generates a group of isometries (T (t))t∈R. Moreover it is shown in [14] the following
identity: ∥∥∇T (t)ϕ∥∥
L2(Ω) = ‖∇ϕ‖L2(Ω), t ∈ R, ϕ ∈ H 10 (Ω). (B.2)
If u is the solution of the IBVP (B.1) we set u(t) = u(·, t). Applying Duhamel’s formula, we find:
u(t) = T (t)u0 +
t∫
0
T (t − s)f (s) ds +
t∫
0
T (t − s)[qu(s)]ds.
Hence ∥∥u(t)∥∥
L2(Ω)  ‖u0‖L2(Ω) +
t∫ ∥∥f (s)∥∥
L2(Ω) ds + ‖q‖L∞(Ω)
t∫ ∥∥u(s)∥∥
L2(Ω) ds.0 0
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∥∥u(t)∥∥
L2(Ω)  e
Mt
(
‖u0‖L2(Ω) +
t∫
0
∥∥f (s)∥∥
L2(Ω) ds
)
. (B.3)
In view of (B.2), we have similarly as before,
∥∥∇u(t)∥∥
L2(Ω)  ‖u0‖L2(Ω) +
t∫
0
∥∥∇f (s)∥∥
L2(Ω) ds +
t∫
0
∥∥∇[qu(s)]∥∥
L2(Ω) ds.
Therefore,
∥∥∇u(t)∥∥
L2(Ω)  r(t)+
t∫
0
∥∥∇u(s)∥∥
L2(Ω) ds,
where
r(t) = ‖∇u0‖L2(Ω) +
t∫
0
∥∥∇f (s)∥∥
L2(Ω) ds + ‖∇q‖L∞(Ω)
t∫
0
∥∥∇u(s)∥∥
L2(Ω) ds.
Once again Gronwall’s lemma leads: ∥∥∇u(t)∥∥
L2(Ω)  e
Mtr(t). (B.4)
We conclude that the inequalities (B.3) and (B.4) imply that if
‖q‖W 1,∞(Ω)M,
then
‖u‖C([0,T ];H 1(Ω))  C.
Here and henceforth, C denotes a positive generic constant depending only on Ω , T , u0, f and M .
In a similar manner we can also prove that if
‖q‖W 2,∞(Ω)M,
then
‖u′‖C([0,T ];H 1(Ω))  C.
Using an induction argument in k ∈ N we deduce that the estimate:
‖q‖W 2k,∞(Ω)M,
implies ∥∥u(i)∥∥
C([0,T ];H 1(Ω))  C, 0 i  k. (B.5)
We can proceed similarly as before for deducing that
‖q‖W 2,∞(Ω)M
implies:
‖u‖C([0,T ];L2(Ω)  C.
This estimate combined with the elliptic regularity gives:
‖u‖C([0,T ];H 2(Ω))  C.
We can now use an induction argument in k ∈ N to derive that∥∥u(i)∥∥ 2  C, 0 i  k, (B.6)C([0,T ];H (Ω))
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‖q‖W 2(k+1),∞(Ω)M.
As a particular case we have that the estimate,
‖q‖W 4,∞(Ω)M,
implies
‖u‖H  C.
In the case of the IBVP (1.1) we observe that this later can be reduced to an IBVP of the form (B.1) if k is chosen
as the restriction of a function in C∞c (Q).
References
[1] P. Albano, Carleman estimates for the Euler–Bernoulli plate operator, Electron. J. Differential Equations 53 (2000) 1–13.
[2] S. Avdonin, S. Lenhart, V. Protopopescu, Solving the dynamical inverse problem for the Schrödinger equation by the Boundary Control
method, Inverse Problems 18 (2002) 41–57.
[3] C. Bardos, G. Lebeau, J. Rauch, Sharp sufficient conditions for the observation, control and stabilization from the boundary, SIAM J. Control
Optim. 30 (1992) 1024–1165.
[4] L. Baudouin, J.-P. Puel, Uniqueness and stability in an inverse problem for the Schrödinger equation, Inverse Problems 18 (2002) 1537–1554.
[5] M. Bellassoued, Global logarithmic stability in inverse hyperbolic problem by arbitrary boundary observation, Inverse Problems 20 (2004)
1033–1052.
[6] M. Bellassoued, Uniqueness and stability in determining the speed of propagation of second-order hyperbolic equation with variable coeffi-
cients, Appl. Anal. 83 (2004) 983–1014.
[7] M. Bellassoued, M. Yamamoto, Logarithmic stability in determination of a coefficient in an acoustic equation by arbitrary boundary observa-
tion, J. Math. Pures Appl. 85 (2006) 193–224.
[8] M. Bellassoued, M. Yamamoto, Lipschitz stability in determining density and two Lamé coefficients, J. Math. Anal. Appl. 329 (2007) 1240–
1259.
[9] M. Bellassoued, O. Imanuvilov, M. Yamamoto, Inverse problem of determining the density and two Lamé coefficients by boundary data,
SIAM J. Math. Anal. 40 (1) (2008) 238–265.
[10] A.L. Bukhgeim, Introduction to the Theory of Inverse Problems, Nauka, Norosibirsk, 1988.
[11] A.L. Bukhgeim, J. Cheng, V. Isakov, M. Yamamoto, Uniqueness in determining damping coefficients in hyperbolic equations, in: S. Saitoh,
et al. (Eds.), Analytic Extension Formulas and their Applications, Kluwer, Dordrecht, 2001, pp. 27–46.
[12] A.L. Bukhgeim, M.V. Klibanov, Global uniqueness of class of multidimentional inverse problems, Soviet Math. Dokl. 24 (1981) 244–247.
[13] T. Carleman, Sur un problème d’unicité pour les système d’équations aux dérivées partielles à deux variables indépendantes, Ark. Mat. Astr.
Fys. 2B (1939) 1–9.
[14] T. Cazenave, A. Haraux, Introduction aux problèmes d’évolution semi-linéaires, Ellipses, Paris, 1990.
[15] M. Choulli, M. Yamamoto, Generic well-posedness of a linear inverse parabolic problem with respect to diffusion parameters, J. Inverse
Ill-Posed Problems 7 (3) (1999) 241–254.
[16] M. Choulli, M. Yamamoto, Conditional stability in determining a heat source, J. Inverse Ill-Posed Problems 12 (3) (2004) 233–243.
[17] R. Dautray, J.-L. Lions, Mathematical Analysis and Numerical Methods for Science and Technology, vols. 1, 5, Springer-Verlag, Berlin, 2000.
[18] E. Fernandez-Cara, E. Zuazua, The cost of approximate controllability for heat equations: the linear defined case, Adv. Differential Equations 5
(2000) 465–514.
[19] A.V. Fursikov, O.Yu. Imanuvilov, Controllability of Evolution Equations, Seoul National University, Seoul, 1996.
[20] L. Hörmander, The Analysis of Linear Partial Differential Operators, vols. I–III, Springer-Verlag, Berlin, 1983.
[21] O.Yu. Imanuvilov, On Carleman estimates for hyperbolic equations, Asymptot. Anal. 32 (2002) 185–220.
[22] O.Yu. Imanuvilov, M. Yamamoto, Global uniqueness and stability in determining coefficients of wave equations, Comm. Partial Differential
Equations 26 (2001) 1409–1425.
[23] O.Yu. Imanuvilov, M. Yamamoto, Lipschitz stability in inverse parabolic problems by Carleman estimate, Inverse Problems 14 (1998) 1229–
1249.
[24] O.Yu. Imanuvilov, M. Yamamoto, Determination of a coefficient in an acoustic equation with single measurement, Inverse Problems 19 (2003)
157–171.
[25] V. Isakov, Inverse Problems for Partial Differential Equations, Springer-Verlag, Berlin, 1998.
[26] V. Isakov, M. Yamamoto, Carleman estimates with the Neumann boundary condition and its applications to the observability inequality and
inverse problems, Contemporary Math. 268 (2000) 191–225.
[27] M.A. Kazemi, M.V. Klibanov, Stability estimates for ill-posed Cauchy problems involving hyperbolic equations and inequality, Appl. Anal. 50
(1993) 93–102.
[28] A. Khaidarov, On stability estimates in multidimentional inverse problems for differential equation, Soviet Math. Dokl. 38 (1989) 614–617.
[29] M.V. Klibanov, Inverse problems and Carleman estimates, Inverse Problems 8 (1992) 575–596.
M. Bellassoued, M. Choulli / J. Math. Pures Appl. 91 (2009) 233–255 255[30] M.V. Klibanov, J. Malinsky, Newton–Kantorovich method for 3-dimensional potential inverse scattering problem and stability of the hyper-
bolic Cauchy problem with time dependent data, Inverse Problems 7 (1991) 577–595.
[31] M.V. Klibanov, A. Timonov, Carleman Estimates for Coefficient Inverse Problems and Numerical Applications, VSP, Utrecht, 2004.
[32] M.V. Klibanov, M. Yamamoto, Lipschitz stability of an inverse problem for an acoustic equation, Appl. Anal. 85 (2006) 515–538.
[33] I. Lasiecka, R. Triggiani, X. Zhang, Global uniqueness, observability and stabilization of nonconservative Schrödinger equations via pointwise
Carleman estimates. Part I: H 1(Ω)-estimates, J. Inverse Ill-Posed Problems 11 (2004) 43–123.
[34] J.-L. Lions, E. Magenes, Problèmes aux limites non homogènes et applications, vol. II, Dunod, Paris, 1968.
[35] G. Lebeau, Contrôle de l’équation de Schrödinger, J. Math. Pures Appl. (9) 71 (3) (1992) 267–291.
[36] G. Lebeau, L. Robbiano, Stabilisation de l’équation des ondes par le bord, Duke Math. J. 86 (1997) 465–491.
[37] K.-D. Phung, Observability and control of Schrödinger equations, SIAM J. Control Optim. 40 (2001) 211–230.
[38] J.-P. Puel, M. Yamamoto, On a global estimate in a linear inverse hyperbolic problem, Inverse Problems 12 (1996) 995–1002.
[39] L. Robbiano, Fonction de coût et contrôle des solutions des équations hyperboliques, Asymptot. Anal. 10 (1995) 95–115.
[40] L. Robbiano, Théorème d’unicité adapté au contrôle des solutions des problèmes hyperboliques, Comm. Partial Differential Equations 16
(1991) 789–800.
[41] L. Robbiano, C. Zuily, Uniqueness in the Cauchy problem for operators with partially holomorphic coefficients, Invent. Math. 131 (1998)
493–539.
[42] D. Tataru, Carleman estimates and unique continuation for solutions to boundary value problems, J. Math. Pures Appl. 75 (1996) 367–408.
[43] D. Tataru, Carleman estimates, unique continuation and controllability for anizotropic PDE’s, Contemporary Math. 209 (1997) 267–279.
[44] M. Yamamoto, Uniqueness and stability in multidimentional hyperbolic inverse problems, J. Math. Pures Appl. 78 (1999) 65–98.
