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In 1996 ‘Internet Archaeology’, the first peer-reviewed e-journal for Archaeology, published its
first edition (Heyworth et al. 1997). Later the same year the Archaeology Data Service, the
first digital archive for archaeology, was established (Richards 1997). Ten years on, this paper
examines the rapid changes which have taken place in electronic publication and looks forward
to the next ten years. It examines the pressures on traditional journal publication, and discusses
the potential impact on archaeology of the next Internet revolution, the Semantic Web.
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Introduction
In an article in the May 2001 edition of Scientific American Tim Berners-Lee, ‘inventor’
of the World Wide Web, outlined his vision of how the Web would evolve (Berners-Lee
et al. 2001). The problem with the present-day Web, according to Berners-Lee, is that most
of the information is designed for human consumption, and even if the content of a web
page were derived from a structured database, the meaning and structure is not evident to
an automated search program or robot browsing the web. The drawback of this is apparent
from any Google search. Type in ‘barrow’, for example, and despite over seven million hits
(as of March 2006), it is not until the eighty-eighth entry that the first archaeological result
is reached, a website about the West Kennet long barrow, by which time most users will
have given up. The main reason, of course, is that words carry a multiplicity of meanings
according to context. Google is unable to differentiate between archaeological monuments,
the various places called Barrow (and their football teams), Isaac Barrow (seventeenth-
century mathematician and fellow of the Royal Society), or wheelbarrow sellers, and will
invariably produce large numbers of false hits.
For Berners-Lee, the Web was conceived as an information space in which machines
should be able to participate and help (Berners-Lee 1998; 1999). Rather than just containing
instructions for how they should be displayed, web documents should also include structured
and machine-readable content. The Semantic Web can be summed up as ‘technologies for
enabling machines to make more sense of the Web, with the result of making the Web more useful
for humans’ (Dumbill 2000). According to Berners-Lee’s vision, automated text scanning
programs or agents would be able to parse web pages, breaking them down into strings
of information, thus offering clinic appointments or selling insurance, without false hits,
according to the personal preferences of the user.
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For archaeological research, this has tremendous potential. If a search engine knew which
barrows were archaeological, and which were Bronze Age rather than Neolithic, then web
searching would be much more effective. The Semantic Web therefore has great potential
to help locate more accurately the information in which we are really interested. It also has
massive implications for how we publish. As the distinction between publication and online
archives becomes blurred (Richards 2002; 2004) there is a strong argument that we should
also structure both publications and archives to be machine-readable.
As more journals, such as Antiquity, become available online, then it becomes possible
to search and harvest the titles and even the text of articles for occurrences of specific
terms. Library catalogue records including title, author and subject keywords can already
be searched online, but article content could also be indexed comprehensively. Scholars
would then simultaneously be able to locate all monument database records and web
sites referencing those Bronze Age round barrows within 20km of Barrow-in-Furness, and
could also find all published references to them, in both primary and secondary literature.
This is a separate argument from the debate about open access and e-repositories (Day
2001). The Semantic Web does not require that information is freely available. Indeed its
development will undoubtedly be driven by the commercial advantages to advertisers and
sellers. Nonetheless there is an area of overlap in that whilst the Semantic Web does not
require open access, it would arguably be greatly facilitated by it. If all archaeologists placed
their articles in an online repository they would undoubtedly be easier to find. Therefore
the Semantic Web also needs to be considered alongside current debates about scholarly
publication. In his editorial in the December 2005 issue of Antiquity, Martin Carver painted
a rather bleak picture of a geography of knowledge in which: ‘You do not need to read anything
you didn’t intend, you remain in control, finding what you ‘need’ using keywords and search
engines’ (Carver 2005: 757). Taken to an extreme position, his nightmare vision is that
editors and ultimately journals become redundant. I would argue that this is not necessarily
an automatic conclusion.
This paper, therefore, aims to describe the building blocks and possible architecture of
an archaeological semantic web, and to review the rapidly changing world of electronic
publication in archaeology. Neither is essential to the other and at the present time they
are developing along separate paths, with limited awareness of their implications outside
a relatively small number of practitioners. Nonetheless, if combined they allow us to
discern a more positive future information landscape. This subject is often regarded as
highly specialist and esoteric, within what Huggett (2004a) has described as ‘technological
fetishism’.However, as archaeologists we have even less excuse than other disciplines for being
unaware of the impact of technology on society, and upon our own subject (Huggett 2004b).
A secondary aim, therefore, is to demystify some of the terms and acronyms, to provide
a primer for those who are not technocrats whilst referencing papers that provide further
background, and to promote an informed debate about the information landscape we want.
Electronic publication
Although electronic publications can be circulated on CD-ROM and other portable media,
it is only through Internet publication that global and sustainable access can be provided.
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The first on-line digital library was developed for the particle physics community by Berners-
Lee and colleagues in 1991, and was one of the first web applications. It was designed to
allow the sharing of information between the researchers at the CERN particle accelerator
and other laboratories throughout the world. The delays in knowledge transfer implicit in
traditional journal publication were therefore circumvented by the mounting of preprints
on the CERN server. A preprint is a draft of a paper that has not yet been published in a
peer-reviewed journal. As the use of the Web for the distribution of preprints amongst the
scientific community became the norm then the term eprint or e-print has been adopted for
preprints (or postprints) which are available electronically. The rapid adoption of e-prints
within the high-energy physics community in the United States led to the foundation of
ArXiv.org by PaulGinsparg in 1991.Originally based at the Los AlamosNational Laboratory,
this e-print archive is now hosted by Cornell University, with mirror sites around the world.
Having expanded to embrace biology, computer science, mathematics as well as the whole
of physics, in February 2006 it contained over 355 000 e-prints.
E-prints, however, are not just a means by which scientists can provide early access to
their results. They have come to be seen as a catalyst for freeing scholarly literature from
the costs imposed by journal publishers. Cogprints, another seminal e-print archive covering
psychology, neuroscience and linguistics, was launched by Stevan Harnad in 1998. Harnad,
and other supporters of the self-archiving concept (as it is often known) argue that as most
academic research is paid for out of public funds, the results should be freely available.
Why, they ask, should scholars have to pay a second time to read journal articles (Harnad
& Hey 1995; Harnad 2001)? Authors should make copies of their articles openly available
in a subject-based or institutional repository. The clear evidence that such articles are more
frequently cited has provided added weight to the argument (OpCit 2006), and the self-
archiving movement was given an additional boost when two major research funders – the
US National Institutes for Health and the Wellcome Institute – asked authors to make copies
of their published articles openly accessible. In the UK, however, a similar recommendation
within the House of Commons Science and Technology Select Committee 2004 report,
Scientific Publications: Free for All, was rejected by the government, although RCUK, the
umbrella body for the research funding councils, is promoting a self-archiving policy.
However, if all academic authors make their e-prints freely available, where will that leave
the learned journals? One possibility is that journals will have to adopt a different funding
model, whereby they are paid for by publication subventions from the research sponsors,
rather than from the subscriptions of consumers. Grant applications would contain an
element that effectively paid for the publishable outputs to be made freely available at the
point of use. This is not just a form of vanity publishing, but a viable business model for
maintaining the key role of academic editors.
Open access is seen, nevertheless, as a major challenge to journal publishers. Their
defence has rested upon the value-added service they provide, in maintaining the quality of
academic research through copy-editing and peer-review. The self-archiving lobby counter
that open access does not mean that peer-review is abolished, and although they do not have
a convincing argument for how it will be managed and funded, the fact that peer review has
always survived as an honorary duty in many disciplines strengthens their position. The fear
from traditional publishers, however, is that whilst they continue to bear the heavy costs of
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managing the peer-review system, most subscribers will cancel if a free version of the same
article is available elsewhere.
Academic libraries have also contributed to the pressures on traditional journal publishing.
With journal price inflation running as high as 30-40 per cent in some subjects and
library budgets being cut in real terms, librarians have been under pressure to cut their
journal subscriptions for several decades. Given the added pressures on space, librarians have
also favoured electronic access. Journal publishers have responded by providing electronic
versions of their titles, usually in PDF so that they mirror the printed text, and by providing
bundles of electronic subscriptions to encourage libraries to pay more in return for a
wider range of titles. Of course, having a journal available online also provides additional
advantages which make them very attractive to libraries. E-journals cannot be borrowed,
lost, stolen or mis-shelved; they never need re-binding; and they can be simultaneously
available to as many readers as need access, without them ever having to leave their office
or study bedroom. Many academic libraries, keen to reclaim miles of journal shelves for
additional space, have consigned their hard copy journal runs to the stacks. Others, if still
forced by the publisher to take a hard copy volume as part of their electronic subscription,
admit to throwing the hard copy straight in the dustbin. Given the prevalence of e-journals
in the sciences, many researchers in the biological and physical sciences no longer ever need
to visit the library. How long before the library disappears as a physical presence from the
university campus altogether?
Before libraries and journal publishers are dismissed altogether, however, there are two
further challenges that the self-archivers are required to address. The main problem with
Harnad’s self-archiving model was that papers distributed across many institutional web
servers and FTP archives could not be collectively searched and retrieved. Back in 1994
Paul Ginsparg argued that creating a distributed ‘database’ was theoretically possible, but
not logistically feasible at that time (Ginsparg 1995). Their answer has been to develop,
under the Open Archives Initiative (OAI) a standard ‘protocol for metadata harvesting’
(OAI-PMH) so that title, author and subject catalogue records held in distributed e-print
archives can be cross-searched to create a virtual unified index (Day 2001). Of course,
whilst the OAI protocols mean that computerised library e-print catalogues can talk to one
another, they do not ensure that searches produce meaningful results. The issue of metadata
standards and the tagging of keywords will be returned to later. Cataloguing standards and
subject keywords, in which librarians are expert, would become even more important if the
traditional subject journal model disappeared. Finding the latest research could no longer
be achieved by browsing the new journals, but would rely instead upon consistent use of
cataloguing metadata. Under the self-archiving model, librarians are still essential.
The other issue is that, despite the use of the term archive, e-print archives and repositories
have not tended to make provision for the long-term preservation of digital articles. Nor,
under the self-archiving initiative is it clear that there is a business model for how that
can be funded. Libraries, traditionally, have borne a responsibility for the curation of the
paper volumes under their care, as they have had a vested interest in their longevity. Should
libraries take electronic copies of the e-journals they subscribe to, and endeavour to migrate
them through successive generations of software, despite the fact that this might be being
done thousands of times around the globe? Or should they pool resources, or look to the
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national libraries to take on a preservation remit? Or should the publishers themselves be
held responsible for making sure that back numbers are still accessible? These are largely
unanswered questions even for subscription e-journals, so it is no surprise that supporters
of self-archiving have tended to dismiss preservation as a secondary concern.
Electronic publication in archaeology
What is the impact of these issues within archaeology? The potential of electronic publication
has been rehearsed on several occasions (e.g. Richards 2006) and will not be repeated
here. The discipline was an early adopter of hypertext publication and Internet Archaeology
was one of the first fully online peer-reviewed e-journals in any subject. Those established
archaeological journals produced by themajor publishers, such as the Journal of Archaeological
Science, were able to use their infrastructure to be amongst the first humanities journals
to develop parallel PDF dissemination, and several academic journals, such as Journal of
Roman Studies and American Antiquity have struck deals with the online JSTOR resource to
facilitate scanning of their back issues. Antiquity has developed a similar arrangement with
its publisher to provide subscription access to the complete journal run. On the other hand
some societies with charitable objectives, such as the Society of Antiquaries of Scotland, have
been able to find funding to allow them to digitise their back issues and make complete back
runs available free of charge. They have maintained chargeable subscription access to recent
issues and maintain a rolling wall of releasing older volumes. Internet Archaeology began life
as a free online journal but was forced to introduce subscriptions to support the high level
of editorial work and technical improvisation for which it has become known.
What is the future for archaeological journals? Crystal-ball-gazing in the fast changing
area of ICT (information and communication technology) is notoriously difficult, and
those who get it right tend to be millionaires, rather than work in universities. There can be
little doubt, however, that the trend towards parallel electronic publication and digitisation
of back runs will continue, and journals that ignore it will find themselves losing users –
and institutional subscriptions. The Council for British Archaeology (CBA) has recently
launched an e-journal consortium to provide an online subscription infrastructure and
potential bundling for learned period and county journals. I suspect that major journals,
such as Antiquity, that are picked up off the library shelf and taken on train journeys and
browsed for general interest will survive in hard copy as well as electronic form – at least
until a much more user-friendly form of browsing than the laptop screen is invented.
The major society, thematic and period journals may increasingly move towards a greater
adoption of a publication subvention model, and may have to consider a ‘free at point of
use’ model if they are to satisfy the legitimate demands of the research sponsors to make
the work freely available. After all, in an archaeological project that may have cost millions
of pounds or dollars, it makes little sense not to spend another few thousand to make
the publication completely free rather than just heavily subsidised. For the local county
journals, however, I fear that the outlook is bleak. These journals probably have several years
in which to rethink their publication strategy, particularly if they are cushioned from the
effects of ageing and falling memberships by large endowments, but change is inevitable.
The other aspect to this discussion, and an additional driving force, is that for many
purposes traditional forms of archaeological publication have proved inadequate anyway.
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Few people will read a site report from cover to cover, if at all, and for most readers there
will be only one or two papers within most journals that are of interest. For these purposes a
‘print-on-demand’ model is more attractive. Supporting data are also not well catered for by
traditional publication. Microfiche is dead in the water and CD-ROMs and other portable
media are archivally unstable. Yet with rich multimedia material and large quantities of data
traditional print publication rarely does justice to a site report. The CBA’s Publication User
Needs survey (PUNS) recommended the adoption of multiple forms of dissemination, tar-
geted at different audiences, including short synthetic summaries and online archives (Jones
et al. 2003). The possibilities provided by electronic publication outweigh the adjustments
that will have to be made within our traditional publishing model. Indeed, they take us
back to the start of this paper, and the more positive future offered by the Semantic Web.
The Semantic Web
First, it is necessary to take a small technical detour. HTML, the mark-up instructions that
dictates how a browser displays a web page, is a form of SGML, or Standardised General
Markup Language. If you select the View Source option within your web browser you will
see a page that displays both the textual content and those instructions, which may seem
strangely familiar to those used to typesetting conventions. In HTML for instance 〈B〉
indicates go into a bold font, and 〈/B〉 says come out of it; 〈H1〉 opens a top-level heading,
and 〈/H1〉 closes it; 〈P〉 and 〈/P〉 mark the beginning and end of individual paragraphs. All
these commands determine how a document is displayed, albeit with some minor variation
according to the browser being employed. Some HTML commands give more indication
of content, so that 〈TITLE〉 and 〈/TITLE〉 in the document header, for instance, denote
a document title that may be displayed in the Windows title bar. It has also become good
practice to include keywords within metatags in a document header to encourage indexing by
search engines. Sometimes these are provided according to a structured metadata standard,
notably the Dublin Core, but current search engines don’t utilise that added information.
In general, the HTML commands refer to matters of appearance or linkage (to images or
other documents).
XML is an eXtensible Markup Language which allows the user to define the meanings
of their own mark-up tags, which may be used to define content as well as appearance.
Crucially, XML allows users to define information content in ways which can be processed
by software programs or agents. It allows the agents to distinguish between 〈placename〉
Barrow 〈/placename〉, 〈person〉 Barrow 〈/person〉, 〈tool〉 barrow 〈/tool〉, and 〈monument
type〉 barrow 〈/monument type〉. Here the term ‘barrow’ has been given a different meaning
by the context of the surrounding tags. One of the advantages is that there are no pre-defined
tags and they can be created according to purpose. The set of names of tags and their order,
is known as a schema, or sometimes as a DTD (Document Type Definition). XML can
therefore be used to exchange, format, search or transform data (Bell 2005; Kilbride 2005).
In the UK the OASIS project (Hardman & Richards 2003) and MIDAS XML (FISH
2005) have provided rule sets for how fieldwork events and monument inventories should
be recorded and exchanged. XML can also be used to enhance the dissemination of
archaeological reports, including supporting data. Gray and Walford (1999) proposed the
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adoption of XML for structured site descriptions and Crescioli et al. (2002) extended
this to unstructured data. Both Meckseper and Warwick (2003) and Falkingham (2005)
have illustrated how XML might facilitate the dissemination of unpublished grey literature
online. Falkingham demonstrated the potential of using the stylesheet language XSL to
provide alternative versions of the same report, for public and professional consumption,
the browser using the XML tags to display only the higher-level information in the first
case. In the same way that HTML tags are used to tell web browsers how to format
a document, a stylesheet can determine how the different elements of content are to be
displayed. All monument classes could be picked out in a different colour, for example,
or less trivially, could be used to create an index of a report, with links to a glossary.
The most extensive and thorough implementation of a mark-up schema in archaeology
is the Dokumentasjonsprosjektet, which since 1993 has been systematically transcribing the
archaeological archives of the major Norwegian museums by hand (Holmen et al. 2004).
However, if the ability to define one’s own tags is one of the strengths of XML, it
is also its weakness. For some areas there has been general adoption of agreed schema.
Meckseper and Falkingham each concluded that the Text Encoding Initiative (TEI) schema
for general text mark up was adequate for the representation of the general structure of an
archaeological fieldwork report. The TEI has established a generic set of tags which can be
used for processing most text documents. The OAI-PMH protocol uses an agreed Dublin
Core XML schema for the harvesting of library catalogue style index data from e-print
repositories (Kilbride 2004). However within archaeology agreed common data structures
do not exist and their development is the greatest obstacle on the road to the development
of an archaeological semantic web. Bell and Eiteljorg (2006) agree that XML is just a
technology and that it is not the issue of prime importance. Rather it is an agreed ontology
that is required, defining terminologies, data structures and discipline-specific schema.
Within the Semantic Web an ontology is a systematic representation of all categories of
objects or concepts that exist in the specified domain and the relationship between them
(e.g. ‘a round barrow is a type of funerary monument’). In its simplest form it may just
be a hierarchical classification. By mapping specific terms to a thesaurus, an archaeological
ontology would enable a semantic web application to identify all instances of Bronze Age
funerary monuments without listing each type. The CIDOC Conceptual Reference Model
(CRM) is emerging as a standard core high-level ontology, which defines types of entities
and concepts. It is currently at ISO Standard Committee Draft stage and has already been
widely adopted by the museums and cultural heritage sector: ‘The primary role of the CRM is
to serve as a basis for mediation of cultural heritage information and thereby provide the semantic
‘glue’ needed to transform today’s disparate, localised information sources into a coherent and
valuable global resource’ (Doerr & Crofts 1999; Doerr et al. 2003). Because it comprises a
set of concepts used in the cultural heritage domain, the CIDOC CRM is ideally suited as
a universal semantic structure to which any cultural data can be mapped (Gill 2004). Thus
it has particular relevance for archaeological research. However, it does not specify those
terminologies and structures whichmust be used if data are to bemeaningfully agglomerated.
Eiteljorg (2005) is sceptical that they can be developed for excavation, but agrees that it
may be possible to develop them for artefact types. Nonetheless Cripps et al. (2004) have
successfully mapped the extant excavation recording system employed at English Heritage
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CfA to the CIDOC CRM, demonstrating the applicability of the CRM high level ontology
to primary archaeological data.
A recent NSF-funded study which examined the feasibility of developing a semantic
web in archaeology concluded that the most productive areas might be in those faunal
and artefactual studies where there is agreement on classifications and terms (Kintigh
2005). In the United States the NSF has coined the term cyberinfrastructure to refer
to a computerised infrastructure based on application-specific software, tools, and
data repositories to support research in a particular discipline. Existing systems in
Ecology (http://seek.ecoinformatics.org) and Geology (http://www.geongrid.org) provide
an infrastructure for metadata acquisition and data integration in disciplines which are seen
as analogous to archaeology. If systems for XML tagging can be agreed then data mining
software which uses computer-based natural language processing can automatically parse
documents. Thus a data mining application could scan an archaeological report and using
the context of a word could automatically distinguish between barrows as monuments and
barrows as tools, and tag each instance accordingly. It might therefore not be necessary to
mark-up thousands of pages laboriously by hand, as undertaken in the Norwegian project,
although some manual cleaning and validation is still likely to be necessary given present
technology. Once that has been accomplished it becomes straightforward for search engines
to index tens of thousands of web documents for every occurrence of a specific monument
or artefact type, for instance.
Conclusion
The technologies for developing an archaeological semantic web are already in place. XML
allows users to add structure to their documents, but we need agreed ontologies in order to
define what those entities and relations mean. As more documents become available online,
via e-publication and online archives, there should be no shortage of content with which
to build such a web. If current trends in e-publication continue then most archaeological
journals and research reports will become part of a virtual online library. However, as Ross
(2003: 10) has argued, archaeology could get left behind if the rewards for creating the
mark-up necessary to make the Semantic Web a reality are only evident in the commercial
sector. The sector is currently more likely to participate in Berners-Lee’s vision through
the creation of semantic mark-up for information about monument access arrangements,
opening hours and facilities for the tourism industry than for academic research. However,
for all its problems, the Semantic Web offers a tantalising solution to the problem of
information overload created by the web, and archaeology needs to address how it can take
advantage of the opportunities offered.
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