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Abstract
We discuss the estimation of the tail index of a heavy-tailed distribution when covariate
information is available. The approach followed here is based on the technique of local
polynomial maximum likelihood estimation. The generalized Pareto distribution is ﬁtted
locally to exceedances over a high speciﬁed threshold. The method provides nonparametric
estimates of the parameter functions and their derivatives up to the degree of the chosen
polynomial. Consistency and asymptotic normality of the proposed estimators will be proven
under suitable regularity conditions. This approach is motivated by the fact that in some
applications the threshold should be allowed to change with the covariates due to signiﬁcant
effects on scale and location of the conditional distributions. Using the asymptotic results we
are able to derive an expression for the asymptotic mean squared error, which can be used to
guide the selection of the bandwidth and the threshold. The applicability of the method will be
demonstrated with a few practical examples.
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1. Introduction
Analysis of extreme values is ﬁrmly based on the limiting distributions of extremes
and their domains of attraction. Consider Z1;y; Zn independent and identically
distributed (i.i.d.) random variables with distribution function F and let
Z1;np?pZn;n denote the corresponding sequence of ascending order statistics.











Fnðanz þ bnÞ ¼ HðzÞ ð1Þ
at all continuity points of H; for some nondegenerate distribution function H; then
H has to be of the form
HgðzÞ ¼ expðð1þ gzÞ
1gÞ; 1þ gz40; ga0;
expðexpðzÞÞ; zAR; g ¼ 0:
(
ð2Þ
This limit distribution is the so-called generalized extreme-value distribution (GEV).
The parameter g; the extreme-value index, is of prime importance in extreme value
statistics as it gives information about the tail heaviness of F ; where tails are getting
more heavy as g increases. If F satisﬁes (1) and (2) for some g then F is said to
belong to the max-domain of attraction of Hg; denoted FADðHgÞ: Based on this
result, g can be estimated by ﬁtting the GEV to a sample of maxima [17]. The major
drawback of this approach based on sample maxima is its inefﬁcient use of the
available data. Indeed, next to the largest observation other large order statistics
do also contain information about the tail behaviour of F and hence can be
used to estimate g: This is the basic idea behind the peaks over threshold (POT)
method [22] where all observations that exceed a speciﬁed high threshold are used to
estimate g: According to this approach the generalized Pareto distribution (GPD),
deﬁned by




1 expðysÞ; g ¼ 0
8<
: ð3Þ
with s40 and with y40 if gX0; 0oyo s=g if go0; is ﬁtted to the exceedances
over a speciﬁed threshold. This method can be motivated as follows. Deﬁne z0 ¼
supfz: FðzÞo1g and take
FuðyÞ ¼ Fðu þ yÞ  FðuÞ
1 FðuÞ ; uoz0; 0oyoz0  u; ð4Þ





jFuðyÞ  Gðy; sðuÞ; gÞj ¼ 0 ð5Þ
for some sðuÞ40:
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In this paper we concentrate on heavy-tailed or Pareto-type distributions for
which the tail function 1 F satisﬁes
1 FðzÞ ¼ z
1
glðzÞ; z40; g40 ð6Þ
with l a slowly varying function at inﬁnity:
lðlzÞ
lðzÞ-1 as z-N 8l40: ð7Þ
The equivalence between (1) and (2) with g40 and (6) was shown by Gnedenko [15].
Applications of model (6) are numerous and can be found in e.g. ﬁnance, insurance,
geology and climatology. The estimation of g based on a random sample of size n has
received considerable attention in the extreme-value literature. Up to date overviews
of the literature are given in [2,8,13].
When covariate information is available we are mainly interested in describing the
tail heaviness of the conditional distribution of the dependent variable given the
explanatory variables and hence g will be taken as a function of this covariate
information. Although the statistical literature on the estimation of g in case of a
random sample is extensive, the regression case has received much less attention.
According to the parametric approach, the GEV or GPD are extended to regression
models by assuming a certain functional form for each of their parameters. For the
GPD the basic reference is Davison and Smith [10]. When working with GPD based
regression models one is faced with the additional issue that ideally the threshold
should depend on the covariates in order to take the relative extremity of the
observations into account (see [7,10]). To date the solutions to this problem are more
or less ad hoc and especially designed for the problem at hand. Beirlant and
Goegebeur [3] derived a semiparametric method based on an exponential regression
model for log-spacings of generalized residuals. Recently, modern smoothing
techniques were combined with models for extreme values and result in ﬂexible
exploratory techniques. In [9] the extreme-value index is estimated by local
polynomial ﬁtting of the GEV. Hall and Tajvidi [19] discussed the estimation of
the parameters of the Pareto, generalized Pareto, extreme-value and normal
distributions by local linear or local constant maximum likelihood estimation. In
the same paper Hall and Tajvidi also give asymptotic results for stationary time
series in case the distribution of the data is known exactly and for the normal
approximation. Finally, in [6] smooth point process models based on exceedances
over ﬁxed thresholds have been considered.
In Section 2 we introduce the technique of local polynomial maximum likelihood
estimation of the GPD to exceedances over a (local) threshold which extends the
original POT method to a regression setting and which allows for locally adaptive
threshold selection. Asymptotic properties such as consistency and asymptotic
normality are discussed in Section 3 where we also illustrate the method with a small
simulation study. Given the expressions for the asymptotic bias and variance, an
AMSE measure can be constructed which can be used in the selection of the
bandwidth a´nd the threshold. This is discussed in Section 4. In Section 5 the
applicability of the method is illustrated with a few practical examples.
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2. Local polynomial maximum likelihood estimation for the GPD
Consider a response variable Z having a Pareto-type distribution, i.e.
1 FZjxðzÞ ¼ z
1
gðxÞlðz; xÞ; z40; gðxÞ40; ð8Þ
with gðxÞ being an unknown positive function of the covariate vector x ¼
ðx1;y; xdÞ: In this paper we will not assume a speciﬁc functional form that
describes how the tail heaviness of the distribution of the dependent variable varies
with x: The approach followed here is nonparametric in the sense that we only
impose some weak smoothness conditions on g: Parameter estimates are obtained
from local polynomial ﬁts of the GPD to exceedances over local thresholds. A
general discussion of local polynomial estimation can be found in [11]. The
procedure proposed here is based on Fan et al. [12] and Aerts and Claeskens [1]. For
the ease of exposition and, without loss of generality, we will take d ¼ 1:
Let ðZ1; x1Þ;y; ðZn; xnÞ be a sample of independent observations from (8).
Concerning the design points x1;y; xn we assume a ﬁxed design, generated from a





and FX ðxÞ ¼
Z x
b1
fX ðuÞ du; i ¼ 1;y; n:
Suppose we are interested in the estimation of the extreme value index at x: Fix a
high threshold ux and let N ¼ Nx denote the number of exceedances over ux: Note
that the threshold depends on the position where we want to estimate g: Deﬁne
Yi ¼ Zj  ux; i ¼ 1;y; N; with j the original index of the ith exceedance.
Conditional on N; the exceedances are independent with distribution functions
given by
FYi ;uxðyiÞ ¼
FZj jxj ðux þ yiÞ  FZj jxj ðuxÞ
1 FZj jxj ðuxÞ
; yi40; i ¼ 1;y; N: ð9Þ
Now rearrange the indices of the explanatory variable such that xi denotes the x-
value associated with the ith exceedance Yi: From (5) we know that FYi ;ux can be well
approximated by the GPD gðYi; sðxiÞ; gðxiÞÞ: The parameters gðxÞ and sðxÞ will be
estimated by locally ﬁtting the GPD to exceedances over ux using the maximum
likelihood method. This involves centring of the explanatory variables around x and
the introduction of a weight function that gives more importance to the log-
likelihood contributions of observations close to x: The weighting of the log-
likelihood contributions is governed by a kernel function K: Given K and a
bandwidth parameter h; denote KhðxÞ ¼ Kðx=hÞ=h; being a rescaling of K : Let
r0ðxÞ ¼ ðs0ðxÞ;y; sp1ðxÞÞ and c0ðxÞ ¼ ðg0ðxÞ;y; gp2ðxÞÞ with sjðxÞ ¼ sð j ÞðxÞ=j!;
j ¼ 0;y; p1; and gjðxÞ ¼ gð j ÞðxÞ=j!; j ¼ 0;y; p2: The local polynomial maximum
likelihood estimator ð #b01; #b02Þ ¼ ð #b10;y; #b1p1 ; #b20;y; #b2p2Þ is the maximizer of the
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b2jðxi  xÞ j
!
Khðxi  xÞ ð10Þ
with respect to ðb01; b02Þ ¼ ðb10;y; b1p1 ; b20;y; b2p2Þ where





is the GPD density. Note that local polynomial ﬁtting provides estimates of gðxÞ and
sðxÞ; respectively, and their derivatives up to order p1 and p2; respectively. Without
loss of generality, we will assume that p1 ¼ p2 ¼ p: In Fig. 1 we illustrate the
estimation of g at x ¼ 0:22 with ux ¼ 3 and h ¼ 0:02: The threshold is exceeded by 11
observations but only the exceedances for which xA½0:20; 0:24 receive weight in
estimating g: Further, the kernel function (here the truncated normal kernel) weights
the contributions of the exceedances to the log-likelihood.
Next to estimates of the extreme-value index g; interest is often in other
characteristics of FZ j x such as extreme quantiles or small exceedance probabilities.
Estimates of extreme quantiles of FZjx can be obtained from
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X
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Fig. 1. Graphical illustration of the estimation technique.
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with n the number of observations in ½x  h; x þ h; k the number of exceedances
receiving positive weight and #gðxÞ and #sðxÞ denoting the local polynomial maximum
likelihood estimate for, respectively, gðxÞ and sðxÞ:
The extension of the above described procedure to the general case where d
covariates are available can, in principle, be worked out but requires careful
notation, especially in case of higher order polynomial ﬁts. In this general case the
function K is then a d-dimensional kernel function and instead of a single bandwith
one is faced with a d-vector of bandwidth parameters. Hence, the complexity
drastically increases in higher dimensions.
The procedure discussed in this paper generalizes the work of Hall and Tajvidi [19]
and Chavez-Demoulin and Davison [6] in the following ways: (i) asymptotic results
are given in case the true distribution of exceedances is approximated by the GPD
and (ii) the important issue of local threshold selection is addressed.
3. Consistency and asymptotic normality
In this section consistency and asymptotic normality of the local polynomial
maximum likelihood estimator for the GPD will be established. To obtain the
asymptotic properties we need to impose the following conditions:
C.1. There exists an open subset y of the parameter space containing the true
parameters ðsðxÞ; gðxÞÞ:
C.2. fX is differentiable in ½b1; b2 and infxA½b1;b2 fX ðxÞ40:
C.3. K is a Lipschitz continuous symmetric density on ½1; 1:
C.4. h-0; Nh3-N and uN-N as N-N:
C.5. sðxÞ and gðxÞ have ð p þ 2Þth derivative.
C.6. lðtz; xÞ=lðz; xÞ ¼ 1þ fðz; xÞcðxÞ R t1 urðxÞ1 du þ oðfðz; xÞÞ as z-N for each
t40; with fðz; xÞ40 and fðz; xÞ-0 as z-N and rðxÞp0 (this is the so-
called slow variation with remainder condition, see [16]).





fðuN ; xÞ-dðxÞAR as N-N:
C.9. fðuN ; xÞ and cðxÞ are bounded and Lipschitz continuous in x and rðxÞ is
continuous in x:
Remark that from C.4, it follows that N=n-0 when N-N:
Note that the Hall [18] class of Pareto-type distributions
1 FZðzÞ ¼ az
1
g½1þ bzy þ oðzyÞ; z40; g; a; y40; bAR
satisﬁes C.6 with c ¼ yb; r ¼ y and fðzÞ ¼ zy (for simplicity we suppressed the
conditioning on x).
The asymptotic properties of the proposed estimators are different for x lying in
the interior of supp ð fX Þ than for x lying near the boundary. For hoðb2  b1Þ=2; the
region of interior points is given by the set ½b1 þ h; b2  h: The sets ½b1; b1 þ hÞ and
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ðb2  h; b2 contain the left, respectively right boundary points. Deﬁne the set Rx as
Rx ¼
½a; 1 if x ¼ b1 þ ah for some 0pao1;
½1; 1 if xA½b1 þ h; b2  h;







Before stating the main theorems we will introduce some further notation. It
partly resembles the notation used in [1,12]. Deﬁne























Rx ¼ fX ðxÞMðxÞ#NppðxÞ;




½ðIðsðxÞ; gðxÞÞÞ11fX ðxÞ sðxÞ ddx½ðIðsðxÞ; gðxÞÞÞ12fX ðxÞ
sðxÞ d
dx
½ðIðsðxÞ; gðxÞÞÞ21fX ðxÞ ddx½ðIðsðxÞ; gðxÞÞÞ22fX ðxÞ
 !
#QppðxÞ;
where NppðxÞ; TppðxÞ and QppðxÞ are ð p þ 1Þ  ð p þ 1Þ dimensional matrices of




and nkþlþ1ðRxÞ: In the above matrix expressions,# denotes the Kronecker product.
Theorem 1. Assume conditions C.1–C.7 above hold. Then with probability tending to 1
as N-N there exists solutions ð #b1; #b2Þ of the likelihood equations
@
@brj
LNðb1; b2Þ ¼ 0; j ¼ 0;y; p; r ¼ 1; 2
such that #b1j=sðxÞ and #b2j; j ¼ 0;y; p; are consistent for estimating, respectively,
sjðxÞ=sðxÞ and gjðxÞ:
The derivatives and the expected values of the derivatives of the log-GPD density
needed for the proofs of Theorems 1 and 2 are given in Appendix A. The proof of
Theorem 1 is given in Appendix B. The following theorem states the asymptotic
normality of the local polynomial maximum likelihood estimator for the GPD. The
proof is given in Appendix C. The proof is mainly based on a Taylor series expansion
of the gradient vector of the log-likelihood function (10), the consistency of the
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Khðxi  xÞðxi  xÞkq2ðYi; %sðx; xiÞ; %gðx; xiÞÞ: ð13Þ





Hpð #b1  rðxÞÞ=sðxÞ; Hpð #b2  cðxÞÞ
 
 ðR1x  hR1x KxR1x ÞEðWNðxÞÞg!
L
N2pþ2ð0; I2pþ2Þ:
We will now further investigate the asymptotic covariance matrix R1x CxR
1
x and
the bias expression ðR1x  hR1x KxR1x ÞEðWNðxÞÞ: Using the basic properties of







1ðxÞ#N1pp ðxÞTppðxÞN1pp ðxÞ: ð14Þ
Concerning the bias expression, the expected value of WNðxÞ is crucial. The expected




p cðxÞfðuN ; xÞ



































p cðxÞfðuN ; xÞ
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 hpþ1nkþpþ1ðRxÞ s
ð pþ1ÞðxÞ
































ð p þ 2Þ!sðxÞ;
k12ðxÞ ¼ g
ð pþ1ÞðxÞ







ð p þ 2Þ! ;
k21ðxÞ ¼ s
ð pþ1ÞðxÞ







ð p þ 2Þ!sðxÞ;
k22ðxÞ ¼ g
ð pþ1ÞðxÞ







ð p þ 2Þ! :
From the above expressions, it is clear that the bias can be assigned to 2 causes. First,
the estimators are biased because of the approximation of the true parameter
functions sðxÞ and gðxÞ by polynomials of degree p: This contribution to the bias is
given by the second and third term of (15) and (16). Note that these terms are nearly
identical to the bias expressions given in [1]. Secondly, bias appears because of the
approximation of the true distribution of exceedances (9) by the GPD. The
expression for this source of bias is given by the ﬁrst term of (15) and (16).
3.1. A small simulation study
To illustrate the ﬂexibility of the proposed method 500 samples of size 2000 were
generated from the BurrðZ; t; lÞ distribution [5] for which the distribution function is
given by
FZðzÞ ¼ 1 ZZþ zt
 l
; z40; Z; t; l40: ð17Þ
In this simulation study we set l ¼ Z ¼ 1 and
tðxÞ ¼ ½0:30þ 0:25  x þ f ðx;0:5; 0:01Þ þ f ðx; 0:5; 0:05Þ1;
where f ðx; u; s2Þ denotes the density function of the normal distribution with mean m
and variance s2: The survival function of the BurrðZ; t; lÞ distribution can be written
as
1 FZðzÞ ¼ zltZlð1 lZzt þ oðztÞÞ; z-N
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and hence belongs to the Hall class of Pareto-type distributions with g ¼ 1=ðltÞ;
a ¼ Zl; b ¼ lZ; y ¼ t: So C.6 is satisﬁed with c ¼ Zlt; r ¼ t and fðzÞ ¼ zt:
Values for the explanatory variable were taken equally spaced on the interval ½1; 1
(uniform½1; 1 design density). In Fig. 2 we show the quartiles of the gðxÞ estimates
(full lines) obtained from the above described procedure with a standard normal
kernel together with the extreme-value index gðxÞ for some combinations of parameter
settings. The parameter k denotes the number of extremes used within each window to
estimate cðxÞ and rðxÞ: By taking the threshold equal to the ðk þ 1Þth largest order
statistic within each window we let the threshold depend on the covariate x:
4. Bandwidth and threshold selection
In nonparametric regression, the choice of the bandwidth parameter h is an
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-1.0 -0.8 -0.6 -0.4 -0.2 0.0
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k=20 p=1 h=0.1
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0.2 0.4 0.6 0.8 1.0
k=40 p=1 h=0.1
Fig. 2. Simulated Burrð1; ½0:30þ 0:25  x þ f ðx;0:5; 0:01Þ þ f ðx; 0:5; 0:05Þ1; 1Þ data: quartiles of the
extreme-value index estimates obtained from local polynomial ﬁts of the GPD (full line) together with gðxÞ
(broken line) for different parameter settings.
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considerable amount of bias. On the other hand, if h is chosen too small the
estimators will be less biased but will be affected by a large variance. Hence, a good
h-value should represent a good balance between variance and bias.
When working with the GPD as an approximation to the true distribution of
exceedances, we are also faced—next to the selection of h—with the selection of the
threshold ux: Concerning ux the same remarks can be made as for h: A small ux will
result in estimators with small variance since more observations can be used in the
estimation. On the other hand, the estimators will in general suffer from a large
amount of bias due to the poor approximation of the distribution of exceedances by
the GPD. When ux is chosen too large the estimators will show a higher variance but
will perform quite well with respect to bias.
Here, the optimal values of h and ux will be deﬁned as the minimizers of the













The use of (18) as optimality criterion is illustrated in Fig. 3 for the Burr
ð1; expð0:5þ xÞ; 1Þ distribution. In Fig. 3 contours of the AMSEð#gðxÞÞ measure are
given as function of h and ux for x ¼ 1 and p ¼ 1: The AMSE reaches its minimum
at h ¼ 0:38 and ux ¼ 1:1:




Ejjð#gðxÞ; #sðxÞÞ  ðgðxÞ; sðxÞÞjj2: ð19Þ
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MSE 0.12 0.16 0.20 0.24 0.28 0.32









0.0 0.2 0.4 0.6 0.8 1.0
Fig. 3. Burrð1; expð0:5þ xÞ; 1Þ distribution: contour plot of AMSEð#gðxÞÞ as a function of h and ux at
x ¼ 1 with p ¼ 1:
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Note that the bandwidths and thresholds obtained through minimization of (18)
are local bandwidths and thresholds. Taking a global loss measure such as the
asymptotic mean integrated squared error, we get an optimal global ﬁxed bandwidth
and threshold.
AMSE expression (18) is not very useful for practical purposes since it depends on
the unknown parameters cðxÞ; rðxÞ; rðxÞ; cðxÞ and fðux; xÞ: The parameter
functions gðxÞ and sðxÞ and their derivatives can be estimated with the above
described procedure using polynomials one degree higher than the desired degree.
On the other hand, the parameters cðxÞ; rðxÞ and the function fðux; xÞ are difﬁcult
to estimate and hence plug-in procedures, implemented to obtain a data-driven
bandwidth and threshold are complicated. In practice, a cross-validation procedure
could be used to obtain a data-driven global value for the bandwidth parameter h
and the number of extremes k used to estimate the unknown parameters. The




log gðYi; #s½iðxiÞ; #g½iðxiÞÞ ð20Þ
with #s½iðxiÞ and #g½iðxiÞ denoting the estimators for, respectively, sðxiÞ and gðxiÞ
based on the sample without the ith observation ðYi; xiÞ; over a grid of ðh; kÞ-values.
5. Practical examples
5.1. Norwegian fire claim data
We applied the local estimation procedure described above to claim data from a
Norwegian ﬁre insurance portfolio between 1972 and 1992. The data are taken from
Beirlant et al. [4]. In Fig. 4 we plot the claim value (1000 Krone) versus the year of
occurrence. A priority of 500 units was in force. Local linear curve estimates are
given in Fig. 5 for h ¼ 1; k ¼ 25 (solid line) and for h ¼ 2; k ¼ 200 (broken line). The
contributions to the log-likelihood function are weighted by a normal kernel
function. The g estimates obtained with h ¼ 1; k ¼ 25 agree with what could be
expected from a visual inspection of the data (see Fig. 4) but show large variability.
By taking a larger bandwidth and number of extremes k (the broken line in Fig. 5)
we obtain a smoother picture. In Fig. 5 we also show the nonparametric estimate of
the 0.9995 quantile of the claim size distribution (dotted line). This estimate is based
on the s and g estimates obtained with h ¼ 2 and k ¼ 200:
5.2. Diamond data
Our second example comes from the geostatistical context and concerns the
valuation of a precious stone deposit. The dataset contains measurements on the
variables size (in carat) and value (in USD) for 1914 diamonds obtained from a
kimberlite deposit. The aim of the analysis is to examine how the tail of the
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conditional distribution of the value variable depends on size. The scatterplot of
value vs. size is given in Fig. 6. In Fig. 7 we show the tail index estimates of the
variable value as a function of the variable size obtained from local linear ﬁts of
the GPD with h ¼ 0:15; k ¼ 30 (solid line) and h ¼ 0:20; k ¼ 50 (broken line). The
local estimation procedure was implemented using a normal weight function. The
conditional g estimates for values of the variable size up to 0.75 coincide with
















76 78 80 82 84 86 88 90 92
Fig. 4. Norwegian ﬁre claim data.


























Fig. 5. Norwegian ﬁre claim data: local linear estimate of g for h ¼ 1; k ¼ 25 (solid line), h ¼ 2; k ¼ 200
(broken line) and Qˆð0:9995; yearÞ based on s and g estimates for h ¼ 2; k ¼ 200 (dotted line).
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smaller stones, the conditional distribution of the variable value appears to belong to
DðHgÞ with go0 or DðH0Þ: For diamonds with size40:75 the tail index estimates
increase fast with #gð0:9ÞE3: In Fig. 7 we also show a parametric estimate obtained
from ﬁtting the GPD globally with gðsizeÞ ¼ expðb0 þ b1 sizeÞ to exceedances over a
global threshold (dotted line). In this parametric analysis the threshold was set to the
ðk þ 1Þth largest observation of the dependent variable and the model was ﬁtted for













Fig. 6. Diamond data: scatterplot of value vs. size.















0.6 0.7 0.8 0.9 1.0
Fig. 7. Diamond data: local linear estimate of g as a function of size for h ¼ 0:15; k ¼ 30 (solid line) and
for h ¼ 0:30; k ¼ 50 (broken line); the dotted line represents the g estimate obtained from a global ﬁt of the
GPD with gðsizeÞ ¼ expðb0 þ b1 sizeÞ:
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based on the k largest observations on the dependent variable. The curve labelled
‘GPD, global ﬁt’ is constructed by using the medians of the #b0;k and #b1;k;
k ¼ 4;y; 500; as estimates for, respectively, b0 and b1: From this example it is
clear that in a regression setting an analysis with a ﬁxed threshold may be
inappropriate.
6. Conclusion
We proposed a nonparametric technique to estimate g based on local polynomial
maximum likelihood ﬁts of the GPD to exceedances over a local threshold. Under
suitable regularity conditions we were able to prove consistency and asymptotic
normality of the parameter estimators. Further, the expressions for the asymptotic
variance and bias can be used to obtain an AMSE-optimal local bandwidth and
threshold. However, for practical purposes these expressions are not very useful since
they depend on the parameters describing the slowly varying nuisance part of the
Pareto-type model. Clearly, for practical application of the method, the development
of a procedure to obtain a data driven global bandwidth and threshold is desirable.
Another possibility for future research concerns the generalization of the proposed
procedure towards the other maximal domains of attraction DðHgÞ where go0
and DðH0Þ:
Appendix A. Derivatives of the log GPD density
Let g denote the GPD density function:





; y40; s; g40:
In the subsequent proofs, the following notation will be used for the derivatives of
the log GPD density:
qrðy; v1; v2Þ ¼ @
@ur
log gðy; u1; u2Þjðv1;v2Þ; r ¼ 1; 2;
qrsðy; v1; v2Þ ¼ @
2
@ur@us
log gðy; u1; u2Þjðv1;v2Þ; r; s ¼ 1; 2;
qrstðy; v1; v2Þ ¼ @
3
@ur@us@ut
log gðy; u1; u2Þjðv1;v2Þ; r; s; t ¼ 1; 2:
For a random variable Y with distribution function Fu (see (9)), assuming s ¼ ug







ðr þ 1gÞðr þ 1g  rÞ
þ oðfðuÞÞ; ðA:1Þ
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In (A.1) and (A.2) we made use of the following result of Goldie and Smith [16]:
Proposition A.1. Let l satisfy condition C.6 and let v be a real-valued function on







vðtÞ dt þ fðxÞ
Z N
1
vðtÞkðtÞ dt þ oðfðxÞÞ
in which kðtÞ ¼ c R t1 ur1 du:
From (A.1) and (A.2) we obtain
Eðsq1ðY ; s; gÞÞ ¼ cfðuÞ
1þ 1g  r
þ oðfðuÞÞ; ðA:3Þ
Eðq2ðY ; s; gÞÞ ¼ cfðuÞ
gð1g  rÞð1þ 1g  rÞ
þ oðfðuÞÞ; ðA:4Þ
Eðs2q11ðY ; s; gÞÞ ¼ 1
1þ 2gþ OðfðuÞÞ; ðA:5Þ
Eðq22ðY ; s; gÞÞ ¼ 2ð1þ gÞð1þ 2gÞ þ OðfðuÞÞ; ðA:6Þ
Eðsq12ðY ; s; gÞÞ ¼ 1ð1þ gÞð1þ 2gÞ þ OðfðuÞÞ: ðA:7Þ
Further, it can also be shown that, for uN-N
Eðs2q11ðY ; s; gÞÞ ¼ Eðs2q21ðY ; s; gÞÞ; ðA:8Þ
Eðq22ðY ; s; gÞÞ ¼ Eðq22ðY ; s; gÞÞ; ðA:9Þ
Eðsq12ðY ; s; gÞÞ ¼ Eðsq1ðY ; s; gÞq2ðY ; s; gÞÞ: ðA:10Þ
Appendix B. Consistency
In the proofs of consistency and asymptotic normality, the following lemma of
Aerts and Claeskens [1] will be often used
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Lemma B.1. Let Lð:Þ and Sð:Þ be bounded and Lipschitz continuous functions. Then for




















Proof of Theorem 1. Consistency of the local polynomial maximum likelihood
estimator ð #b01; #b02Þ0 will be proven using an argument similar to the one used to prove
Theorem 6.4.1 in [20]. To prove consistency we shall consider the behaviour of the
kernel weighted log-likelihood function LNðb1; b2Þ on the sphere QE with centre at
ðr0ðxÞ; c0ðxÞÞ0 and radius E: We have to show that for any sufﬁciently small E the
probability tends to 1 that
LNðb1; b2Þ  LNðrðxÞ; cðxÞÞo0
at all points ðb01; b02Þ0 on the surface of QE: Expanding LNðb1; b2Þ about the true
parameter vector ðrðxÞ; cðxÞÞ results in







































































ðb1k  skðxÞÞðb1l  slðxÞÞ
s2ðxÞ ðb2m  gmðxÞÞ
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Khðxi  xÞðxi  xÞkþlþmx122ðYiÞJðYiÞ
)






























gjðxÞðxi  xÞ j :
Concerning the third-order derivatives qrstðy; s; gÞ; it can be shown that there exists a
positive function JðYÞ such that jqrstðy; s; gÞjpJðyÞ for all ðs; gÞAy and Eðs;gÞJ2ðY Þ is
uniformly bounded on y: Hence, the functions xrst satisfy jxrstðyÞjp1; r; s; t ¼ 1; 2:
Note that for jxi  xjph
sðxiÞ ¼ %sðx; xiÞ þ s
ð pþ1ÞðxÞ
ð p þ 1Þ! ðxi  xÞ
pþ1 þ s
ð pþ2ÞðxÞ
ð p þ 2Þ! ðxi  xÞ
pþ2 þ oðhpþ2Þ;
ðB:1Þ
gðxiÞ ¼ %gðx; xiÞ þ g
ð pþ1ÞðxÞ
ð p þ 1Þ! ðxi  xÞ
pþ1 þ g
ð pþ2ÞðxÞ
ð p þ 2Þ! ðxi  xÞ
pþ2 þ oðhpþ2Þ: ðB:2Þ
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!P fX ðxÞMrsðxÞn0ðRxÞdk0dl0; ðB:5Þ
where dk0 denotes Kronecker’s delta, we have that












Because M is positive deﬁnite, (B.7) is strictly negative. Concerning S3N ; we have
that, for ð #b1; #b2Þ in a sphere with centre ðrðxÞ; cðxÞÞ and radius e; jS3N joCe3 for
some C40 with probability tending to 1 as N-N: To complete the proof, proceed
as in the proof of Theorem 6.4.1 in [20]. &
Appendix C. Asymptotic normality
Proof of Theorem 2. A Taylor series expansion of the elements of the gradient vector
of LNðb1; b2Þ in ð #b1; #b2Þ about ðrðxÞ; cðxÞÞ results in following set of 2ð p þ 1Þ
equations




















Khðxi  xÞðxi  xÞkq2ðYi; %sðx; xiÞ; %gðx; xiÞÞ;











hlð #b2l  glðxÞÞ;
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Since jqrstðy; s; gÞjpJðyÞ for all ðs; gÞAy we have that 0pjzrstðyÞjp1; r; s; t ¼ 1; 2:
The consistency of #b1 and #b2 together with the fact that Eðs;gÞJ2ðY Þ is uniformly





Using arguments similar to those that led to (B.5) we can show that
CN11klðxÞ þ fX ðxÞðMðxÞÞ11nkþlðRxÞ þ hs2ðxÞ
 d
dx
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CN22klðxÞ þ fX ðxÞðMðxÞÞ22nkþlðRxÞ þ h
 d
dx
½ðIðsðxÞ; gðxÞÞÞ22fX ðxÞnkþlþ1ðRxÞ !
P
0;
CN12klðxÞ þ fX ðxÞðMðxÞÞ12nkþlðRxÞ þ hsðxÞ
 d
dx
½ðIðsðxÞ; gðxÞÞÞ12fX ðxÞnkþlþ1ðRxÞ !
P
0;
or, using matrix notation
CNðxÞ þ ðRx þ hKxÞ !P 0; ðC:3Þ
with




and ðCNrsðxÞÞkþ1;lþ1 ¼ CNrsklðxÞ; r; s ¼ 1; 2; k; l ¼ 0;y; p:
The asymptotic normality of VNðxÞ ¼ ðV N10ðxÞ;y; V N1pðxÞ; VN20ðxÞ;y; VN2pðxÞÞT
basically depends on the asymptotic normality of WNðxÞ ¼ ðWN1 ðxÞT ; WN2 ðxÞTÞT ;
where WNs ðxÞ; s ¼ 1; 2; are vectors with components W Nsl ðxÞ; s ¼ 1; 2; l ¼ 0;y; p:
Using (A.8)–(A.10), (B.1), (B.2) and Lemma B.1, it follows that, for N-N




or, using matrix notation: CovðWNðxÞÞ-Cx: From Liapunov’s Central Limit
Theorem we obtain that, for N-N;
WNðxÞ  EðWNðxÞÞ!L N2pþ2ð0;CxÞ: ðC:6Þ
To obtain the asymptotic normality of VNðxÞ; we apply Lemma 6.4.1 of Lehmann
[20] together with the Quadratic Approximation Lemma of Fan et al. [12], so that
for N-N
VNðxÞ  ðR1x  hR1x KxR1x ÞEðWNðxÞÞ!
L
N2pþ2ð0;R1x CxR1x Þ: & ðC:7Þ
References
[1] M. Aerts, G. Claeskens, Local polynomial estimation in multiparameter likelihood models, J. Amer.
Statist. Assoc. 92 (1997) 1536–1545.
[2] J. Beirlant, G. Dierckx, Y. Goegebeur, G. Matthys, Tail index estimation and an exponential
regression model, Extremes 2 (1999) 177–200.
[3] J. Beirlant, Y. Goegebeur, Regression with response distributions of Pareto-type, Comput. Statist.
Data Anal. 42 (2003) 595–619.
[4] J. Beirlant, J.L. Teugels, P. Vynckier, Practical Analysis of Extreme Values, Leuven University Press,
Leuven, 1996.
ARTICLE IN PRESS
J. Beirlant, Y. Goegebeur / Journal of Multivariate Analysis 89 (2004) 97–118 117
[5] I.W. Burr, Cumulative frequency functions, Ann. of Math. Statist. 13 (1942) 215–232.
[6] V. Chavez-Demoulin, A. Davison, Smooth point process models for sample extremes, Technical
Report, Department of Mathematics, Swiss Federal Institute of Technology, Lausanne, 2000.
[7] S. Coles, An Introduction to Statistical Modelling of Extreme Values, Springer, Berlin, 2001.
[8] S. Cso¨rg +o, L. Viharos, Estimating the tail index, in: B. Szyszkowicz (Ed.), Asymptotic Methods in
Probability and Statistics, North-Holland, Amsterdam, 1998, pp. 833–881.
[9] A.C. Davison, N.I. Ramesh, Local likelihood smoothing of sample extremes, J. Roy. Statist. Soc. Ser.
B 62 (2000) 191–208.
[10] A.C. Davison, R.L. Smith, Models for exceedances over high thresholds, J. Roy. Statist. Soc. Ser. B
52 (1990) 393–442.
[11] J. Fan, I. Gijbels, Local Polynomial Modelling and its Applications, Chapman & Hall, London, 1996.
[12] J. Fan, N.E. Heckman, M.P. Wand, Local polynomial kernel regression for generalized linear models
and quasi-likelihood functions, J. Amer. Statist. Assoc. 90 (1995) 141–150.
[13] A. Feuerverger, P. Hall, Estimating a tail exponent by modelling departure from a Pareto
distribution, Ann. of Statist. 27 (1999) 760–781.
[14] R.A. Fisher, L.H.C. Tippett, Limiting forms of the frequency distribution in the largest particle size
and smallest number of a sample, Proc. Cambridge Philos. Soc. 24 (1928) 180–190.
[15] B.V. Gnedenko, Sur la distribution limite du terme maximum d’une se´rie ale´atoire, Ann. of Math. 44
(1943) 423–453.
[16] C.M. Goldie, R.L. Smith, Slow variation with remainder: a survey of the theory and its applications,
Quart. J. Math. Oxford. Ser. 38 (2) (1987) 45–71.
[17] E.J. Gumbel, Statistics of Extremes, Columbia University Press, New York, 1960.
[18] P. Hall, On some simple estimates of an exponent of regular variation, J. Roy. Statist. Soc. Ser. B 44
(1982) 37–42.
[19] P. Hall, N. Tajvidi, Nonparametric analysis of temporal trend when ﬁtting parametric models to
extreme-value data, Statist. Sci. 15 (2000) 153–167.
[20] E.L. Lehmann, Theory of Point Estimation, Wiley, New York, 1983.
[21] J. Pickands III, Statistical inference using extreme order statistics, Ann. of Statist. 3 (1975) 119–131.
[22] R.L. Smith, Estimating tails of probability distributions, Ann. of Statist. 15 (1987) 1174–1207.
ARTICLE IN PRESS
J. Beirlant, Y. Goegebeur / Journal of Multivariate Analysis 89 (2004) 97–118118
