where j is 01 , K is the number of frequency com- The time function is sampled at N equispaced
INTRODUCTION
ance 2s 2 , and it is included in our model via
In this work, the Total Forward-Backward Maz(iDt) Å g(iDt) / w(iDt); trix Pencil Method (TFBMPM) is utilized for the i Å 0, . . . , N 0 1. (2.3) high-resolution estimator and its results are compared with those of the Fourier Transform TechIn order to simplify the notation, Eq. (2.3) will be nique, which is a straightforward implementation of rewritten as the Fourier Transform. The root mean squared error for both of the methods is also considered in making a comparison in performance. The frequency estimation problem consists of estimating K frequency components from a known set 2. SIGNAL MODEL of noise contaminated observations, z i , i Å 0, . . . , N 0 1. Consider a time domain signal of the form In this paper, the frequency estimation problem will be solved by using an extension of the Matrix
A m e j 2p f m t , (2.1) Pencil Method (MPM) [1] 
23) and the ith right singular vector.
The problem can be computationally improved by which is a generalized eigenproblem of dimension K applying the singular value filtering, which consists 1 K. of [1] using the K largest singular values of Z f b , i.e.,
Using the values of the generalized eigenvalues, j, of (3.23), the frequency components can be esti- (3.13) mated.
In the following, the algorithm applied to estimate where the frequencies is summarized as:
Step 1: Construct the matrix Z f b , (3.4) , with the S O Å diag{s 1 , s 2 , . . . , s K } (3.14) corrupted samples, where z T j ( j Å 0, . . . , L) is defined as in (3.3) , and L has to satisfy has the K largest singular values of S and the columns of Û and V are formed by extracting the singu- 
. This problem is equivalent to solving the eigenproblem Z H f b Z f b ; i.e., it can be proved that
the singular values of Z f b , s i , are the nonnegative square roots of h i , where h i are the eigenvalues of Comparing (3.5), (3.6), and (3.15), the equations the eigenproblem
Step 3: Extract V 0 and V 1 from V , (3.18), where V is the K-truncation of V ((3.7) to (3.14)). can be established, where V 0 and V 1 are obtained
Step 4: Estimate the K frequencies using the K from V , deleting, respectively, its (L / 1)th and first generalized eigenvalues, j m , of (3.23), such that columns, i.e., those eigenvalues can be expressed as
By considering the matrix pencil m Å 1, . . . , K, (3.26) where Real(j m ) and Imag(j m ) are, respectively, the
real and imaginary parts of j m , but those eigenval- and those vectors could be briefly described as folSection 2, from a set of noisy samples.
lows: Any estimate of the frequency parameter evalug is formed by the noise free samples, (4.2.1). This ated from a set of samples involves a random process vector may be seen like a deterministic unknown and, thus, it is necessary to consider the estimate as magnitude. The deterministic model for g is used a random variable. Consequently, it is not correct to when K (number of frequency components) and the speak of a particular value of an estimate, but it is number of snapshots (in this work just one snapshot necessary to know its statistical distribution if the or ''picture'' is considered) are small [9] . accuracy of the estimate is analyzed.
w represents the complex white Gaussian noise, An efficient estimate has to be as near as possible with the characteristics to the true value of the parameter to be estimated [6, Chapter 32 [7] ; later, in [8] , the statistical thetion matrix of the noise, and I N1N is the identity ory is applied to the estimation of the Direction of matrix. Arrival of a plane wave impinging on a linear phased z is the vector containing the observed data. Obarray.
viously, from its definition, ( 4.2.4 ) , it is a random In this work, the limits of TFBMPM for frequency vector. estimation will be pointed out and the variance of In order to define the CRB it is first necessary this method will be compared with that of the to introduce the joint probability density function Cramer-Rao Bound (CRB) [6, Chapter 32] .
(jpdf). The jpdf of a complex Gaussian random vector of N components, x, is defined [5, p. 478] as
The Cramer-Rao Bound
In this section, the notation
ÉA as Consequently, the vector a can be written as
where where
The CRB provides the goodness of any estimate of m Å 1, . . . , K (4.2.22) a random parameter. The estimates of this work have been computed via the TFBMPM, and it will be pointed out, through simulation results, that they
ͬ (4.2.23) 2 In order to estimate the complex amplitudes, A m , using the results obtained from the TFBMPM for the frequency components, one may solve a least-squares problem z É Ea, where z are the corrupted samples, a contains the complex amplitudes 3 An estimate a P of the vector parameter a is unbiased if E[ a P ] Å a. A m , and E is the matrix which applied to a gives g.
Simulation Results

Input Data. In this section several graphs
Taking into account that the variance of the comare presented and discussed in order to facilitate a plex noise, w i , was defined as 2s 2 , it is easy to debetter understanding of the TFBMPM and its estiduce the relationship mation limits.
The methodology followed to obtain the different plots has been to generate a set of N complex sam-
2) ples, using ((4.2.1) to (4.2.4)) and then to apply the TFBMPM as proposed in the algorithm of Section 3.
The SNR, for each frequency component, has been This algorithm was iterated several times when the defined as variance of the frequency estimate was numerically computed.
The input data may be described as follows: SNR m Å 10 log 10 ÉA m É 3) The sampling period was normalized ( Dt Å 1 s ) .
(
4) TFBMPM remarks (see Section 3) (2) Description of the signal
The first step in the TFBMPM consists of choosing 2 frequency components have been chosen a value for the pencil parameter, L, in order to form
The best choice for L is [2] power. u 1 , u 2 : A deterministic model has been assumed for the phases of the frequency components. The noise was generated by using ISML [12] FORtion, using the TFBMPM, depends strongly on the difference of phases between the components of the TRAN subroutine GGNML. This subroutine is a Gaussian (0, 1) pseudo-random number generator.
signal. It has been proved [2] that the inverse of the variance of the frequencies estimates, With GGNML two sets of N real numbers, r 1i and ;
and L Å 5. In Fig. 3 the same input data are taken, and the CRB for the variance of f 1 is shown. To obtain this 3D plot, the method in Section 4.2 has reaches a maximum if been followed, determining the CRB for the variance of v P 1 and applying the relationship in (4.
Comparing Fig. 2 to Fig. 3 
is far from the worst case. where L is the pencil parameter and j max is the largest eigenvalue. In Fig. 2 that dependence is shown. The input data . This gap is much greater for given in Table 2 .
Comparing the noiseless case (Figs. 4 to 7) to the the noiseless samples than for the samples in noise, as was expected. In fact, the noise is the ''culprit'' of corrupted samples (Figs. 8 to 11 ) one can see that the main difference is the ''gap'' between the second the gap reduction.
To enhance this gap, for the noisy data case, digieigenvalue and the third one (note that two frequency components are being considered and the tal filtering techniques in the original set of samples, z i , can be applied [13] . ance of f 1 is referred to the CRB, which means that
TFBMPM for frequencies estimation in
the (SNR) -( f 2 0 f 1 ) plane represents the CRB. Both presence of noise. In this section the number of frefigures demonstrate that the TFBMPM works bequency components, K, is assumed to be known and yond a certain threshold of SNR. equal to 2.
Consequently, the threshold is an indicator of the Figures 12 and 13 show the TFBMPM perforestimation limits. For example, for the worst case, mance as a function of SNR and f 2 0 f 1 . Figure 12 and for f 2 0 f 1 Å 0.070 Hz, the threshold is between has been obtained for the worst case of u 1 0 u 2 ac-17 and 19 dB, as is shown in Fig. 12 ; therefore this cording to (4.3.2.3), while Fig. 13 corresponds to the is the SNR lower limit in order for the TFBMPM to best case estimation, (4.3.2.2). Note that the variprovide reasonable results. For the best estimate, and f 2 0 f 1 Å 0.070 Hz, the
THE FOURIER TRANSFORM ESTIMATOR
lower limit is between 5 and 6 dB, as is shown in Fig. 13 . The periodogram is an estimate of the power density reason can be found in Fig. 12 , obtained for the spectrum and can be defined [14] as worst case of u 1 0 u 2 , where one can see that for f 2 0 f 1 Å 0.070 Hz, a SNR of 17 dB is below the thresh- Figure 16 shows the normalized periodogram for the complex signal of Fig. 1 . Note that the SNR assumed for this example is ϱ (noiseless samples).
In terms of the DTFT the finite record is periodiThe two main peaks correspond to the two frequency cally extended, in the time domain, with period components of the signal.
NDt . If this period does not match the natural period of the signal, discontinuities appear at the
Consequences of the Leakage Effect for
boundaries of the record. These discontinuities Frequencies Estimation [16 ] are the cause of the leakage. The function of It is well known [15, pp. 136-144 ] that side lobes a window is to reduce them. For this reason it is (see Fig. 16 ) appear in the DTFT of a finite length required that a window go to zero smoothly at its sequence, z i (i Å 0, . . . , N 0 1). This phenomenon, boundaries. called leakage, becomes more evident when the freEven if an appropriate window can reduce the quencies move closer or when one frequency compobias of the frequency estimate, the application of nent is much stronger than the rest. a window has a disadvantage as it decreases the In order to mitigate the leakage effect, windows spectral resolution. Consequently, one has to (weighting functions) are used. An observation inmake a trade-off between the spectral resolution terval, NDt, is equivalent to a rectangular window, desired and the reduction of the side lobes. In any h(iDt), applied to the original signal, resulting in a case, the spectral resolution, has been taken as 12 and the sampling period is 0.25 ms. The main difference among these windows is the Three windows have been considered in this work: Rectangular window reduction in the side lobes. The Standard window achieves the largest reduction of the bias, but it does so at the expense of broadening the main lobe, which
results in a loss of spectral resolution. The window in the time domain is applied by weighting the input samples, z i , with the window Standard window [11] coefficients, h i , by modifying Eq. (5.1.2) in the following way:
is simply the DTFT of the weighted 00.061576. samples, z i h i , and it will be used, jointly with Kaiser window [17, p. 232] (5.1.1), to estimate the frequency components.
Comparison between the FTE and the
The frequency component estimation using the 0, otherwise; Fourier Transform has been widely studied by Rife and Boorstyn in [11] . Figure 19 provides the (5.2.6) comparison between various windows and the TFBMPM. here I 0 [r] is the modified Bessel function of the first kind and order zero and b is a parameter, and in
The input data for Fig. 19 are given by Fig. 1 , and the SNR, which is defined in (4.3.1.3), varies this work it has been chosen according to Table 3. reduction of the bias but at the expense of increasing the variance of the estimate.
The bias shown in Fig. 20 was computed according to
and one can see that for SNR below 10 dB the FTE with the Standard window offers less bias than the TFBMPM. Nevertheless, the rmse obtained with the TFBMPM is less than the one computed using the Standard window as seen in Fig. 19 . This is because the Standard window reduces the bias but at the same time increases the variance. On the other hand, the use of the Rectangular window makes a FTE biased even for high SNR. In Fig. 21 the behavior of the estimator as the number of samples increases is shown. The input data are the same as in Fig. 19 , but a Du of worst case was taken for each N, and SNR Å 0 dB. The FTE uses the Kaiser window for this simulation and reduced from 64 to 12 samples. The pencil parameter
The last simulation included in this paper is shown in Figs. 24 to 28. While in the previous simufor the TFBMPM is L Å 7, f 2 is 200 Hz, and Du (worst case) is assumed according to (5.3.2.3). Two lations the two frequency components had the same power, in Figs. 24 to 28, the first frequency compomain conclusions can be drawn from Fig. 22 ; on the one hand the FTE does not work for D f below 460 nent has 10 times more power than the second one, Hz ((NDt) 01 is 333 Hz) while TFBMPM still performs well up to 180 Hz and, on the other hand, the TFBMPM performs better than the FTE even when FTE works, i.e., for D f greater than 460 Hz.
In Fig. 23 the accuracy of the estimators depending on the number of samples, N, is shown. A SNR of 15 dB for two frequency components of equal power at, respectively, 1300 and 1000 Hz was considered. Also a Dt of 0.25 ms and a Du of worst case for each N were taken. Similar conclusions to the ones for Fig. 22 can be derived. 27, where the main lobe, centered in 1000 Hz ( f 1 ), criterion applied to consider whether an estimate is is masking the lobe corresponding to the second frevalid, when the FTE is used, has consisted of being quency component, f 2 , at 400 Hz. The Rectangular able to distinguish the two frequency components.
window was not considered in this simulation beThis idea is reflected in Fig. 26 , where the Kaiser cause, for some frequencies, the smaller frequency window is used for the FTE, f 1 is 1400 Hz, f 2 is 400 component, f 2 , was hidden for side lobes, as is shown Hz, and Du Å 45Њ. The opposite case is shown in Fig. in The two main lobes centered, respectively, at 1400 and lobe is hidden by side lobes when the Rectangular window is 400 Hz, can be distinguished from each other. The first main lobe applied and, consequently, the FTE will not work. has 10 times more power than the second one.
CONCLUSIONS
the expense of spectral resolution. The Rectangular, Standard, and Kaiser windows have been chosen as the representatives for numerical simulation. It has The objective of this paper has been to present the been shown that when TFBMPM works beyond a TFBMPM and the Fourier Transform Technique for certain threshold of SNR, it provides better variance the estimation of undamped cisoids in white estimates than the Fourier techniques, although the Gaussian noise. The accuracy of TFBMPM has been bias may be large. However, the root mean squared brought out in the presence of noise and its variance error is less for the TFBMPM than for the Fourier compared to that of the Cramer-Rao Bound.
Techniques with various windows. It has been shown that applying windowing in the Fourier Transform provides unbiased estimates at journal articles and conference papers and has written chapters in eight books. 
