This article discusses how to use a random coefficient modeling technique known as hierarchical linear modeling to analyze data collected within groups. The article describes how to use this technique to examine group-and individual-level phenomena, including examination of how individual-level relationships vary as a function of group characteristics. A comparison of hierarchical linear modeling with more traditional, ordinary-least-squares techniques and a presentation of how to implement analyses to test specific hypotheses are included. Included are brief discussions of pertinent issues such as the impact of different centering options, the analysis of categorical variables, distinctions between random and fixed effects, and balanced and unbalanced designs.
A wide variety of psychologically meaningful phenomena occur within groups, and analyzing data describing group phenomena requires the use of techniques that take into account the multiple levels of analysis that characterize such data. For example, the simplest group design involves two levels of analysis: that of the group, and that of individuals within groups. This article describes how to use a random coefficient modeling technique known as hierarchical linear modeling to analyze data collected within groups. The article describes how to use this technique to examine group-and individuallevel phenomena, including how to determine whether individual-level relationships vary as a function of group characteristics. In addition, Pollak (1998) describes the results of an analysis of grouped data using hierarchical linear modeling, and Moritz and Watson (1998) discuss general levels-of-analysis issues in groups research.
For present purposes, groups are defined as collections of individuals that occur either naturally, such as work groups in organizations The logic of the analyses presented in this article follows closely that presented by Bryk and Raudenbush (1992) , and every effort has been made to acknowledge this. We are grateful to Mathilda duToit of Scientific Software International for her comments on an earlier version of this article.
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(e.g., Podsakoff, Ahearne, & MacKenzie, 1997) , or arbitrarily, such as groups created in experiments (e.g., Stasson & Bradshaw, 1995) . For present purposes, the basis used to create groups is not of primary importance. Although the techniques described in this article provide numerous advantages over more traditional techniques, they do not provide dramatically different information about the internal, external, or ecological validity of a study. Such attributes are more a function of how studies are designed than of how data are analyzed.
For present purposes, group-level phenomena are denned as outcomes that exist only at a group or aggregate level. For example, researchers have examined differences among groups in the completion of collective tasks (Leary & Forsyth, 1987) . In contrast, individual-level phenomena are examined using data describing individuals. For example, researchers have examined the relationships between how well individuals within a group solve problems and individual differences such as attributional biases (Leary & Forsyth, 1987) . Finally, researchers may also be interested in how individuallevel phenomena vary as a function of group characteristics. For example, does the relationship between attributional biases and problemsolving ability vary across different types of groups?
Traditionally, data collected within groups have been analyzed using different types of ordinary-least-squares (OLS) techniques. Within such a framework, relationships concerning group means can be examined using means aggregated for each group, in essence, treating the group as the unit of observation. Differences among groups can be compared using analyses of variance (ANOVAs) in which groups are the units of observation, and relationships between group means can be examined using correlational techniques in which groups are also the unit of observation.
Such analyses are straightforward and have been very popular. Nonetheless, OLS analyses using aggregated group means typically ignore at least two important differences that may exist among groups: group size and the consistency of responses of members within groups (hereafter referred to as reliability). That is, smaller and larger groups and more and less reliable groups contribute equally to group-level analyses. Within the OLS framework, such differences can be incorporated using what is called weighted-least-squares (WLS) analyses in which observations (e.g., group means) are weighted by whatever adjustment is deemed appropriate: numbers of observations, reliability, and so on.
Using OLS techniques to analyze individuallevel phenomena such as the relationship between two variables is a bit more complicated. Some researchers have ignored the fact that thendata are organized within groups and have analyzed their data only at the individual level. Although appealing in their simplicity, such analyses are fundamentally incorrect because they confound individual-and group-level effects and provide potentially inaccurate estimates of individual-level relationships. For example, Cashin, Presley, and Meilman (1998) used individual-level analyses to compare the alcohol-related beliefs and behaviors of United States collegians who were members of fraternities and sororities to the beliefs and behaviors of students who were not. The individual-level differences they reported between members and nonmembers may have varied widely across the schools and Greek organizations in their sample. For example, there may have been schools or organizations for which such differences were smaller, larger, or even reversed compared to the differences they reported.
Within an OLS framework, such individuallevel relationships can be examined by analyzing summary statistics (such as correlations or subgroup mean differences) describing the individual-level relationships within each group. Individual-level relationships can then be examined controlling for group-level differences in means.
OLS-based multilevel analyses have been the mainstay of social science researchers, and research using such analyses has been very productive.
1 Nonetheless, advances in statistical theory and computational algorithms combined with the availability of inexpensive high-speed data processing have made a set of techniques generally referred to as random coefficient modeling readily available. Moreover, these techniques provide numerous advantages over multilevel OLS techniques, particularly for the estimation of parameters.
For example, although WLS analyses of group-and individual-level relationships can incorporate different weights such as group size and reliability, such analyses are essentially OLS procedures. Moreover, although WLS may present some advantages over standard OLS, maximum-likelihood procedures such as those discussed here provide more accurate parameter estimates than OLS-based procedures; these issues are discussed in Kenny, Kashy, and Bolger(1998) .
Hierarchical Linear Modeling
Hierarchical linear modeling (HLM) is a random coefficient modeling technique that can be used to analyze data collected within groups. The term hierarchical refers to the fact that sets of observations are treated as hierarchically nested within other sets. For example, data describing individuals are analyzed as nested within the groups to which the individuals belong. Although there are different implementations of hierarchical linear modeling, in this article we discuss the specific implementation known as HLM (Bryk & Raudenbush, 1992) . HLM was chosen because the algorithms are well understood and documented and because the software (HLM4; Bryk, Raudenbush, & Congdon, 1998 ) is readily available and easily accessible. Regardless, preliminary comparisons suggest that differences in the algorithms used by different hierarchical linear modeling programs do not produce meaningfully different results (Bryk & Raudenbush, 1992, p. 233) . For a discussion of the importance of distinguishing HLM, the model and program, from hierarchical linear modeling, the technique, see de Leeuw and Kreft (1995) .
Some of the important differences between HLM and OLS are that HLM uses a combination of maximum-likelihood and Bayesian procedures to estimate parameters, and in HLM, parameter estimates from different levels of analysis are not independent. For example, the reliability of responses within groups (an individual-level datum) is used to estimate the variance of group-level parameters. The more reliable the responses are in a group, the greater the weight assigned to the group mean in estimating variances. The less reliable the responses are in a group, the smaller the weight assigned to the population mean in estimating variances. This convention, known as precision weighting, is part of the procedure that HLM uses to produce "empirical Bayes estimates" (EBEs) of parameters. These EBEs allow HLM to separate fixed (or true) and random (or error) parameter variance, whereas these two sources of variance are combined in OLS analyses. These procedures are described in detail in Bryk and Raudenbush (1992, pp. 32-59) .
Using HLM, data are analyzed with a series of regression-like hierarchically nested models in which parameters from one level of analysis are analyzed at the next level of analysis. Theoretically, hierarchical models can have any number of levels; however, for simplicity's sake, this discussion focuses on two-level models. In these models, data describing individuals are Level 1 observations (or units of analysis), and these data are treated as nested within groups, which are Level 2 units of analysis. Application of the technique is described using the nomenclature developed by Bryk and Raudenbush (1992) .
The first step in any HLM analysis is the specification of the Level 1 model, in this instance, a model describing individuals' responses. The simplest Level 1 model is
In such a model, $ O j is a random coefficient representing the mean of v for group j (across the i individuals appearing in each group), r tf represents the error associated with each observation, and the variance of r # constitutes the Level 1 residual (or error) variance.
An important difference between this model and the model underlying a traditional OLS analysis relying on aggregated means is the r (j term. In HLM, the r y term is part of the precision-weighting procedure used to estimate variance components. In contrast, in OLS, variance estimates from different levels of analysis are independent, such as the independence of the sums of squares for between-and within-subjects factors in ANOVA.
The next step is the specification of a Level 2 model, in this instance, a model describing group-level effects. The simplest Level 2 model is
Po,-= loo + «or
In this model, y^ represents the mean of the group means (fi O j) from the Level 1 model; M{, represents the error of p 0; , the deviation from the grand mean; and the variance of u j 0 constitutes the Level 2 residual variance. Bryk and Raudenbush (1992) referred to a set of two such models as "totally unconditional" because individual responses (ys) and group means O$s) are not being modeled as a function (conditionally) of other individual-or grouplevel variables.
Although such a totally unconditional analysis does not test any hypotheses about the relationships between variables at either level, the results it provides are very important. First, the total variance of a measure is divided into individual-and group-level components. This suggests where "the action is" in the data and may indicate the level of analysis at which introducing additional terms is likely to account for variance. Directly related to this conceptually, the analysis also provides an estimate of the consistency of responses within groups (the average reliability). Second, the variance estimates provided by such an analysis serve as the basis for estimating the strength of individualand group-level effects.
Before discussing other details of HLM analyses of grouped data, it is important to note that in HLM, tests of the statistical significance of effects (are effects nonzero?) are based on fixed parameters, whereas estimates of the strength of effects (variance accounted for) are based on random parameters. In contrast, in OLS analyses, significance tests and estimates of effect strength are based on the same para-meter estimates, that is, the sums of squares for effects.
Group-level effects are examined at Level 2 by modeling of the variability of p#, the coefficient from the Level 1 model representing the group mean. Such analyses are referred to as "means as outcomes" analyses because the outcome of the Level 1 model is a mean. For example, to test the hypothesis that the mean scores of male and female groups differed, the following Level 2 model would be examined:
In such a model, SEX could be a dummy (0, 1) or contrast (1, -1) coded variable. If y 0} is significantly different from 0, the means of female and male groups are significantly different. For example, assume that an analysis using a contrast-coded variable (female groups assigned a value of 1) produced an intercept (700) of 4 and a y O i of 2. The mean score for female groups would be 6, and for male groups it would be 2. If y 0} is significantly different from 0, the difference between 2 and 6 is statistically significant. In HLM, the significance of the SEX effect is tested in the fixed effect portion of the model. To evaluate the strength of the SEX effect, the residual Level 2 variance from the unconditional model needs to be compared to the residual variance of the model including SEX at Level 2. The percentage by which the residual variance from the first model is reduced by the second is a measure of the percentage of variance in group means accounted for by group sexual composition. This procedure is discussed in Bryk and Raudenbush (1992, p. 65) .
Individual-level relationships or effects are examined similarly, albeit using various Level 1 models. Assume a study in which the prime dependent measure is the effort individuals contribute to a group task, and individual differences in sociability are measured as a possible predictor or covariate. To determine if effort and sociability are related, the following Level 1 model could be used:
In such a model, p/ y is a random coefficient representing the relationship between effort (v) and sociability for group j (across the i individuals appearing in each group), r t j represents the error associated with each observation, and the variance of r^ constitutes the Level 1 residual variance for this model.
To examine whether this relationship is significantly different from 0 across the groups in the study, the following Level 2 model is examined:
Po; ^ loo + «o;
Pi; = 710 + «/>• Such models are described as unconditional at Level 2 because Level 1 parameters are not modeled as a function of other variables. In such models, the significance of y f0 indicates whether, on average, the relationship between sociability and effort is 0. The strength of the relationship between effort and sociability is determined by comparing the residual Level 1 variance from an unconditional model with the residual Level 1 variance of the model with sociability at Level 1. The percentage by which the residual variance from the first model is reduced by the second is a measure of the percentage of variance in effort accounted for by sociability. This procedure is discussed in Bryk and Raudenbush (1992, p. 70) . Note that this model also provides a reliability estimate of p^, the coefficient representing the relationship between sociability and effort.
To examine whether individual-level relationships vary as a function of group-level characteristics, the variability of the p# coefficients is analyzed. For example, is the strength of the effort-sociability relationship the same for female and male groups? Assuming that SEX was coded as in the previous example, such a hypothesis would be tested by the significance of the -y /; coefficient in the following model:
It is important to note that there may be predictable variability in a p^ coefficient even if the average p^ coefficient (y w from the unconditional Level 2 model, above) is not significantly different from 0. For example, the mean coefficient for female groups may be positive, whereas the mean coefficient for male groups may be negative and different from the female coefficient, and such a difference could exist when the mean coefficient across all groups is not significantly different from 0.
Analyses in which the covariation between variables is modeled at level 1 and then analyzed at level 2 are referred to as "slopes as outcomes" analyses because the outcome of the Level 1 model is a slope (or regression coefficient). Although HLM provides important advantages over OLS for analyzing means, the advantages it provides for analyzing slopes are more pronounced. The accuracy of parameters describing slopes depends on the joint reliability of outcomes and predictors, whereas the accuracy of parameters describing means depends on the reliability of the outcome only. HLM incorporates reliabilities into parameter estimates, and the advantage it provides over OLS is a direct function of the number of potential sources of unreliability in an analysis.
The previous description has assumed a two-level design in which individuals were nested within groups, which is a fairly typical design. There are times, however, when multiple observations or ratings are made of group members (by each other or outside observers), and hypotheses of interest concern these ratings. Such data can be analyzed in HLM through the use of three-level models in which ratings are treated as nested within individuals and individuals are nested within groups. The basic, unconditional model for the analysis of response y for which there are i observations about j persons in k groups is as follows:
If one understands that TTq, * refers to the average rating for theyth person in the kth group and that the variance of e ijk represents the random variance of ratings, the logic of such an analysis is identical to the logic of the two-level model, and the same types of parameters are estimated using the same procedures. A threelevel model such as the preceding one decomposes the total variance of v into observer, individual, and group components, produces a reliability coefficient for ratings, and provides the basis for evaluating the effect sizes found in other analyses. Predictors can be included at any level, for example, a zero-mean-centered, contrast-coded variable representing observer versus member could be included at Level 1 to adjust mean ratings of group members for differences in member and observer ratings.
Considerations When Using HLM
There are numerous subtleties and nuances that need to be considered when analyzing data using HLM, and space does not permit consideration of many of them. Nonetheless, brief consideration of some issues relevant to the analysis of grouped data is possible. More detailed discussions of these and other relevant issues can be found in Bryk and Raudenbush (1992) and Kreft and de Leeuw (1998) . In addition, analysts interested in interactive hypotheses should be certain they are familiar with different ways of testing and interpreting interactions within a regression framework (Aiken& West, 1991) .
When one is examining individual-level relationships, decisions need to be made about how individual-level predictors (or covariates) are centered. Centering refers to the basis used to estimate slopes and intercepts. When using continuous variables as individual-level predictors, many researchers will probably want to "group mean center" predictors. This means that the slope and intercept for each group are based on deviations from each group's mean on the predictor variable, and the intercept for each group represents the predicted score on the dependent measure for a person at the group mean on the predictor. This eliminates the influence on slope and intercept estimates of group differences in means of predictors. Other options include zero-mean centering, in which case slopes and intercepts are based on deviations from 0 (something to consider when using contrast-coded variables as predictors), and grand mean centering, in which case slopes and intercepts are based on deviations from the grand mean. Regardless, analysts need to be careful when selecting centering options because different options can produce dramatically different slopes and intercepts.
Similarly, it is important for analysts to keep in mind how different ways of coding categorical variables influence the interpretation of intercepts at any level in a model. Although significance tests of slopes at a particular level of analysis do not vary across different types of coding (e.g., dummy vs. contrast), the meaning of intercepts and the results of tests of these parameters at higher levels will vary. For example, assume a Level 1 model in which individual sex is dummy-coded 0 for women and 1 for men. If this predictor is zero-mean centered, the intercept will represent the mean for women, and the slope will represent the sex difference. In contrast, if a contrast-coded variable (-1 for women, 1 for men) is zero-mean centered, the intercept will represent the group mean adjusted for sex differences. The intercepts produced by these two models are different, and the results of Level 2 (group-level) analyses of these intercepts will, accordingly, not be the same.
The previous discussion has tacitly assumed that the dependent (y) variables of interest have been continuous measures, such as scores on scales. Nonetheless, group researchers also study dichotomous outcomes such as verdicts, decisions to adopt Plan X or Y, and so on. The analysis of dichotomous measures is complicated by the fact that distributions of dichotomous measures vary as a function of the mean proportion of a measure, and this covariation between mean and standard deviation violates the assumptions of many analytic techniques. Often, this problem is circumvented by transforming group proportions to eliminate such covariation.
In HLM, dichotomous outcomes can be properly analyzed using special Level 1 models. Assume a study in which individuals within groups must choose one of two options (X or Y) and the dependent measure is operationalized as whether or not an individual chose Option X. Individual-level effects could be examined with the following Level 1 Bernoulli model with
The coefficients from the individual-level analyses, in this case the log-odds of adopting X, could be analyzed at the group level as a function of group-level variables. A description of the use of HLM to analyze categorical outcomes (binary and otherwise) can be found in Bryk, Raudenbush, and Congdon (1996, pp. 117-159) .
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When planning and conducting HLM analyses, it is important to keep in mind that HLM and other similar programs were designed to meet the needs of researchers primarily in the fields of education and sociology, and the needs of such researchers shaped choices about how the program estimates parameters. For example, HLM analyzes covariance, not correlation, matrices and produces estimates of unstandardized, not standardized, coefficients.
3 Such a convention is critical for researchers for whom it is important to estimate coefficients in original metrics, for example, increases in reading scores associated with increased days in school, and such researchers tend to be interested more in unstandardized than in standardized coefficients. For other researchers, including many psychologists, original metrics are not particularly important. Differences in the number of points on attitude scales may reflect differences in researchers' preferences more than differences in the constructs being measured. Consistent with these preferences, such researchers tend to be interested more in standardized than in unstandardized coefficients.
Researchers who are primarily interested in, and familiar with analyses that rely on, standardized coefficients need to be careful when conducting and evaluating HLM analyses. For example, in HLM the equality of coefficients or sets of coefficients can be tested, and, unlike tests of standardized regression coefficients, differences in the variances of predictor variables contribute to the results of tests of unstandardized coefficients. Nevertheless, such differences can be eliminated by standardization of measures.
As noted previously, HLM provides separate estimates of fixed and random variances. The program uses sample (group, in terms of our ongoing example) sizes, means, and reliabilities to do this, and aspects of these procedures have implications for the similarity of the results of HLM and OLS analyses for balanced and unbalanced designs. For balanced designs, HLM analyses and OLS analyses produce identical tests of the statistical significance of group-level (Level 2) effects such as the sex effect in the previous examples. Recall that in HLM such tests are based on estimates of fixed parameters.
HLM and OLS analyses tend to differ, however, in their estimates of the strength of these effects, expressed as the variance in group coefficients (means or slopes) accounted for by a group-level variable. These differences are due in part to the fact that HLM incorporates Level 1 reliability estimates in the estimation of random variance, whereas OLS does not. If all groups were equally sized and equally reliable, the results of OLS and HLM analyses would be identical.
The separation of fixed and random variance also means that HLM can treat effects as fixed or random. The distinction between fixed and random effects may be puzzling for many analysts who are familiar only with techniques that test fixed effects, and the present discussion considers this important issue only superficially. Nonetheless, one of the important distinctions between random and fixed effects concerns the "inference space" of an effect. Tests of fixed effects make inferences about differences involving the specific effects being studied, whereas tests of random effects assume that the specific effects being studied were sampled from a larger population of effects. For a brief discussion of this issue, see Littell, Milliken, Stroup, and Wolfinger (1996, pp. 230-234) .
Decisions to specify effects as fixed or random can be made on three bases: theoretical, empirical, or practical. Theoretically, an effect can be defined as fixed if an analyst is interested only in a specific effect, such as individual-level differences in decisions of Black and White jurors. If, however, that same analyst is interested in making inferences about individuallevel racial differences, the Level 1 effect representing Black-White should be random because Black-White differences are only one type of racial difference. Empirically, effects can be fixed if an analysis determines that the random variability of an effect is not significantly different from 0, and HLM provides such tests by default. Also, effects may need to be fixed if a model estimating many parameters has difficulty converging. Finally, it is important to note that group-level differences in individuallevel effects can be examined even when individual-level effects are fixed. Such analyses concern what is called nonrandom variability in slopes.
Regardless of the basis used to fix an effect, analysts need to keep in mind that fixing an effect changes the results of significance tests of the effect because of a change in the breadth of inference. More subtlely, analysts need to recognize that because HLM fits covariance matrices, fixing an effect changes some of these covariance matrices, and estimates of parameters of other effects in a model may also change. Although general guidelines do not, by definition, apply equally well to all situations, most analysts should probably think first of their effects as random and fix them only if there are compelling reasons to do so.
When evaluating the relative advantages of HLM and OLS analyses, it is important to keep in mind that, as a general rule, differences in the results of HLM and OLS analyses vary directly as a function of differences among the numbers of observations in groups (sample sizes) and the group-level reliabilities of these observations. If a study has many Level 2 units (groups) and many Level 1 observations (individuals) in each group, the results will be more similar than if either of these is smaller. As sample sizes approach infinity, multilevel OLS analyses and the maximum-likelihood Bayesian analyses that constitute HLM provide increasingly similar results. Regardless, it would seem that given the realities of social science research on groups, HLM provides numerous advantages over comparable multilevel OLS analyses, and researchers would be well advised to use such techniques.
