Test-Based Falsification and Conformance Testing for Cyber-Physical Systems by Abbas, Houssam (Author) et al.
Test-Based Falsification and Conformance Testing
for Cyber-Physical Systems
by
Houssam Y. Abbas
A Dissertation Presented in Partial Fulfillment
of the Requirement for the Degree
Doctor of Philosophy
Approved January 2015 by the
Graduate Supervisory Committee:
Georgios Fainekos, Co-Chair
Tolga Duman, Co-Chair
Hans Mittelmann
Konstantinos Tsakalis
ARIZONA STATE UNIVERSITY
May 2015
ABSTRACT
In this dissertation, two problems are addressed in the verification and control of Cyber-
Physical Systems (CPS):
1. Falsification: given a CPS, and a property of interest that the CPS must satisfy under
all allowed operating conditions, does the CPS violate, i.e. falsify, the property?
2. Conformance testing: given a model of a CPS, and an implementation of that CPS
on an embedded platform, how can we characterize the properties satisfied by the
implementation, given the properties satisfied by the model?
Both problems arise in the context of Model-Based Design (MBD) of CPS: in MBD,
the designers start from a set of formal requirements that the system-to-be-designed must
satisfy. A first model of the system is created. Because it may not be possible to for-
mally verify the CPS model against the requirements, falsification tries to verify whether
the model satisfies the requirements by searching for behavior that violates them. In the
first part of this dissertation, I present improved methods for finding falsifying behaviors
of CPS when properties are expressed in Metric Temporal Logic (MTL). These methods
leverage the notion of robust semantics of MTL formulae: if a falsifier exists, it is in the
neighborhood of local minimizers of the robustness function. The proposed algorithms
compute descent directions of the robustness function in the space of initial conditions and
input signals, and provably converge to local minima of the robustness function.
The initial model of the CPS is then iteratively refined by modeling previously ignored
phenomena, adding more functionality, etc., with each refinement resulting in a new model.
Many of the refinements in the MBD process described above do not provide an a priori
guaranteed relation between the successive models. Thus, the second problem above arises:
how to quantify the distance between two successive models Mn and Mn+1? If Mn has
i
been verified to satisfy the specification, can it be guaranteed that Mn+1 also satisfies the
same, or some closely related, specification? This dissertation answers both questions for
a general class of CPS, and properties expressed in MTL.
ii
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Part I
BACKGROUND
1
Chapter 1
INTRODUCTION
1.1 The Verification of Cyber-Physical Systems
In recent years, the category of Cyber-Physical Systems (CPS) has emerged to denote
systems that combine computational and communication capabilities (the “cyber” part)
with physical capabilities and modules. For example, modern cars will have many physical
quantities, like the amount of breaking applied to each tire, controlled by software run-
ning on embedded processors. Other examples of CPS include automotive systems (ABS
and Automatic Stability Control (cyber) and the car as a mechanical body (physical)), the
smart electric grid (distributed sensing and estimation (cyber) to decide on supply levels of
electricity (physical)), and implanted medical devices (for example, a pacemaker (cyber)
implanted inside a human body (physical)).
The emphasis in CPS, and their differentiating aspect from more traditional embedded
systems, is the tight linkage between the cyber and the physical components, which makes
it necessary to model both aspects and verify them jointly. To ground our discussion of
CPS in this chapter, we will use the Powertrain model from the Ford Motor Company’s
Smart Vehicle Baseline Report [30]. This was presented as a challenge problem for the
development of automated analysis methods of hybrid control systems. We omit certain
details from the description (like the meaning of certain variables) when they are irrelevant
to our discussion.
The powertrain has two clutches. A shift scheduler determines when to shift between
1st and 2nd gears, and controls clutch pressure during a shift. The shift scheduler is modeled
as a Finite State Machine (FSM) in Fig. 1. The two clutch pressures pc1 and pc2 evolve
2
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Fig. 1. Shift Scheduler [30]
according to differential equations that are determined by the state of the controller, and the
switching threshold values shift speed1 and shift speed2 are piece-wise linear functions
of the current throttle position:
pc1 =
{
pc1,max, to gear ∈{1,2}
0, otherwise (1.1)
pc2,target =
{
pc2,max, to gear=2
0, otherwise (1.2)
p˙c2,filter = −pc2,filter + (1− pc2,torque phase)pc2,target (1.3)
pc2 = pc2,filter + pc2,torque phase · pc2,target (1.4)
3
Notice that analyzing and verifying the transmission requires joint modeling and analysis
of the discrete dynamics of the FSM and the continuous dynamics of the clutch pressures.
Already we see the need for hybrid (discrete/continuous) modeling. We also see the dis-
continuity of the dynamics (1.3) induced by the presence of a digital controller in (1.2). The
torque capacities of the clutches are determined by the clutch pressures above according to:
Tc1 = sgn(c1,slip)(c1µ2|ωt − ωsi|+ c1µ1)AR1pc1
Tc2 = sgn(c2,slip)(c2µ2|ωt − ωci|+ c2µ1)AR2pc2 (1.5)
where sgn is the sign function, and ωt, ωsi, ωci are determined by discontinuous differential
equations.
Automated analysis methods are well-developed for linear dynamics. For example, the
search for Lyapnunov functions can be fully automated. One way to apply automated anal-
ysis to nonlinear dynamics is by over-approximating them by linear dynamics. However,
the presence of discontinuities like those in (1.4), (1.5) means that the over-approximations
will be overly conservative, or that we need to resort to over-approximating with set-valued
dynamics (differential inclusions). Such analysis, however, is far from automatic. More-
over, the ‘native’ models for engineered systems are not easily amenable to representation
with classical dynamical systems formalisms, as was observed in [30]. For example, the
Powertrain system is inherently hierarchical, with the FSM providing inputs to another
FSM that determines the mode of operation of the transmission (we don’t show that FSM
here). While classical dynamical systems theory has a compositionality theory (based on
notions like passivity or input-to-state stability), applying these theories to CPS requires a
considerable effort of translation into the language of differential equations and inclusions.
The difficulty of the translation is exacerbated by the fact that different modules of the sys-
tem are designed by different teams, and that the behavior of the overall integrated system
is not necessarily fully known in advance.
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There is also the question of the level of abstraction at which the analysis is to be done.
For example, (1.5) gives an idealized mathematical model of clutch actuation, while the
FSM of Fig. 1 gives an accurate model of the control code. The equations in (1.5) are
themselves simplified from more complicated equations that model physical reality more
accurately. How can we carry over analysis results from the simplified model to the more
accurate one?
Finally, the properties we are interested in exceed classical properties of stability, pas-
sivity and the like. The Ford challenge asks whether an automated tool can find a constant
throttle input and constant road grade that causes a gear transition 1st → 2nd → 1st as the
car accelerates from 0 to 100km/hr. Thus, as we argue below, we need to also use analysis
methods from Computer Science that deal with formal logics that express such properties
unambiguously and compactly.
1.1.1 Modularity and Abstraction
In a traditional design and analysis flow, modular decomposition and abstraction are
used to tackle the complexity of designing and verifying a system, and these are apparent
in the Powertrain example. Modular designs are very common: a system is conceptually
decomposed into largely independent modules, each of which can be designed separately
to meet its requirements and provide the desired functionality. Interfaces are defined be-
tween the modules so that when the modules are connected to each other, the overall sys-
tem operates in a predictable manner. For example, the Powertrain control software is
decomposed into a shift scheduler and a transmission mode selector. These could have
been designed and verified independently, provided that the interfaces between them are
well-defined. Whereas modular design decomposes one system into several sub-systems,
abstraction creates different representations of the same system. Different representations
are more appropriate for different design and verification tasks. For example, to design the
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control algorithm for the transmission, control engineers will work with a mathematical
description of the problem, typically in the form of ODEs. System designers will work
with a program that simulates these equations (e.g. a Simulink model). Verification engi-
neers will then use a different representation, e.g., a formal model in HyTech [74] if formal
verification is desired. Because these representations often derive from each other, we may
think of a chain of representations R1 → R2 → R3 → . . . where, roughly speaking, we
move from higher fidelity representations to lower fidelity representations.
Both modular design and abstraction are techniques to mitigate the complexity of sys-
tem design. They work as long as the interfaces between modules and the abstraction layers
between different representations are appropriate for the task at hand. To give an example
of what we mean, consider that simulating a Simulink model produces discretized solu-
tions of the ODEs that the control engineers worked with to design their control law. It is
tacitly assumed that any differencees between the discretized solutions and the idealized
mathematical equations are negligible and won’t affect the results of the testing carried out
on the Simulink model. In CPS, these assumptions are no longer necessarily true. Indeed,
CPS typically have stringent requirements of lower power consumption, ability to deal with
uncertain environments, non-ideal sensing and actuation, and deployment in safety-critical
applications. The more stringent requirements, coupled with the increasing complexity of
the systems being developed, imply that differences heretofore ignored can now affect the
system’s functionality, sometimes dramatically. A main source of these bugs is the rich
interaction between the cyber (controllers, etc.) and physical parts of a CPS.
For example, the NEAR space probe failed its first attempt at making rendez-vous with
asteroid 433 Eros, partly because its mechanical systems allowed an acceleration that the
software considered to be unsafe, even though the mechanical system could sustain it [80].
This bug revealed iself in the interaction between the software and the mechanical systems,
and not in the separate testing of each. Whence the need for system models that capture
6
both the cyber and the physical components of today’s systems in order to verify their joint
operation. Hybrid automata [73] have arisen as a common formalism for modeling systems
that include both continuous-time dynamics (which govern the evolution of the physical
components) and discrete-time dynamics (which govern the evolution of the cyber compo-
nents, like execution of code instructions). They have a Computer Science ‘flavor’ in that
they make explicit the discrete structure of the controller software, while also displaying
aspects of traditional dynamical systems like ODEs. Coming from the Control literature,
Differential and Difference Inclusions (DDIs) are a second formalism for modeling sys-
tems with hybrid (continuous/discrete) dynamics [61]. These formalisms are introduced in
Sections 2.2 and 2.3, respectively.
In practice, the design under test may not have a fully known structure. For example,
some of its modules may be too complex for accurate modeling, or it may come from third-
party vendors that obfuscate its internals for protection of their intellectual property. Thus,
there is also a need to be able to analyze, verify, and control black-box CPS.
Because the design requirements of CPS exceed the traditional properties of stability,
settling time, etc., temporal logics have gained traction as a formal, unambiguous mean
for expressing functional requirements. A temporal logic is a formalized mathematical
language: like a natural language, it has syntax rules defining what are valid sentences,
and semantics that determine the meaning of the sentences. For example, given the atomic
propositions ‘x > 5’ and ‘y < 3’, we may use the usual boolean connectives to form
sentences like ‘x > 5 ∨ y < 3’; we may also use implication: ‘x > 5 =⇒ y < 3’;
and we may use temporal operators, like Always and Eventually: ‘Always (x > 5 =⇒
Eventually y < 3)’.
In particular, Metric Temporal Logic (MTL) [97] allows designers and validators to
express unambiguously real-time requirements like “a gear change from 1st to 2nd should
not be followed by a gear change from 2nd to 1st faster than 2ms later”. These are often
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Generation
Requirements / 
Specifications Φ
Simple 
Model (??)
Implementation (SI)
(HIL or Prototype)
Calibration and 
Deployment (SD)
1
3
4
Complex 
Model (??)
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3
Fig. 2. Typical V Process in MBD. (1) Verifying that the Simple Model Satisfies the Re-
quirements; (2) Establishing a Relationship Between the Simple and Complex Models; (3)
Verifying Conformance of Implementation to the Model; (4) Verifying that the End Product
Satisfies the Requirements.
referred to as properties. We present the MTL syntax in Section 2.4, and its semantics
are presented in Ch. 11. Aside from unambiguity, one of the main advantages of using
a formal logic to express requirements is that we can develop automated analysis tools to
verify exhaustively whether certain classes of systems satisfy the property or not under all
allowed operating conditions [51, 82, 124].
1.1.2 Model-Based Design
When faced with a lengthy design and verification process that spans many abstraction
layers as outlined above, it is important to detect bugs as early as possible in the design
process. A bug caught at a higher level of abstraction is typically easier to deal with than a
bug caught at a lower abstraction level. For example, using a filter of an incorrect order is
easier to detect and debug in a Simulink implementation than it is to detect and debug in C
code. Thus, early models should be executable: we want to be able to run software tools on
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them to automatically analyze or simulate them. Simulink, Matlab, C code, etc. all allow
the creation of executable models. The Model-Based Design (MBD) process (illustrated in
Fig. 2) is a traceable design and verification process suited for this iterative development. It
has been adopted by the automotive, medical, semiconductor and aerospace industries [45,
108], albeit with various degrees of penetration within those industries. In such a process, a
series of models and implementations (i.e., representations) are iteratively developed such
that the end product satisfies its set of requirements ϕ.
Ideally, the initial (simpler) model MS should have structural properties that make it
amenable to formal synthesis and verification methods [101] (cycle 1 in Fig. 2) through
software tools like [51,82,124]. Whereas systems modeled as finite state machines (or some
variant thereof) already admit efficient algorithms for formally verifying properties like
reachability and more general model checking, the more general CPS pose new challenges.
A first, formal, challenge is that the verification problem for hybrid automata is undecidable
even for simple safety requirements [75], [129], i.e., there is no terminating algorithm that
can always answer whether a CPS satisfies its formal specification. Thus, a lot of research
has focused on discovering the classes of hybrid automata where the safety verification
problem is decidable [14] and on reachability analysis and testing-based techniques [140].
Another branch of research has focused on testing approaches: a testing-based approach
attempts to answer questions about the entire behavior of the system (under all possible
operating conditions) by examining its behavior under a finite number of judiciously chosen
conditions. These are called ‘tests’. Test methodologies are still widely used, especially in
industry where the designs are too large, too complex and too heterogeneous to be handled
by state-of-the-art formal verification tools. In the next section, we will outline some of the
challenges of the testing-based approach, which motivates the work in the first part of this
dissertation.
Then, the fidelity of the models to the system that is ultimately deployed is increased
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by modeling more complex physical phenomena ignored initially, and by modeling inac-
curacies introduced by the real-time computational platforms such as look-up-tables, time
delays, 3rd party black-box components, etc. Ideally, as the system progresses from one ab-
straction level to the next, the successive representations R1, R2, . . . retain a formal, quan-
tifiable relation to each other. E.g. if representationRn was verified to satisfy some property
ϕ, we want to be certain that all lower-level refinements of Rn also satisfy ϕ. Without such
an assurance, the entire verification process is in doubt: what use is it to verify that Rn
is safe, if we can’t say the same of Rn+1, which forms the basis of the system ultimately
deployed? In the next section, we also outline the challenges in answering this question,
motivating the second part of this dissertation.
1.2 Contributions
The state of affairs outlined in the previous section has highlighted two main challenges:
• the need to verify ever more complex CPS as entire systems that account for the
interaction between the cyber and the physical, and not just as separate components
or as independent abstractions, and
• the need to connect verification results accross abstraction layers.
Falsification of temporal logic properties Undecidability and computational complex-
ity results have motivated the development of testing-based approaches to the verification
of CPS. In particular, robustness-guided methods use the notion of robust semantics of
MTL properties to turn a decision problem (Does the system satisfy the property?) into
an optimization problem whose solution is a system behavior that violates the property,
if it exists. The objective function of this optimization problem is called the specifica-
tion robustness, or robustness for short. Robustness is non-convex, non-differentiable, and
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generally unavailable in closed form. Stochastic methods were used to perform this op-
timization. However, when the erroneous behavior is a ‘corner case’, that is, a scenario
whose occurence is highly unlikely, the performance of stochastic methods suffers. By
definition, rare scenarios have a very low probability of occuring, so stochastic optimizers
must run for a long time before encountering them. In terms of the objective function, the
minimum lives in a very narrow valley with a low chance of being sampled. Motivated by
this observation, we develop descent algorithms that perform a local gradient-like descent
towards the local minimum [2], [5], [10]:
• H. Abbas and G. Fainekos, Linear Hybrid System Falsification through Local
Search, In the Proc. of the 2011 conference on Automated Technology for Verifica-
tion and Analysis, LNCS, Vol. 6996, pp 503-510, Springer 2011.
• H. Abbas and G. Fainekos, Computing Descent Direction of MTL Robustness
for Nonlinear Systems, In the Proc. of the 2013 American Control Conference,
Washington D.C., June 2013.
• H. Abbas, A. Winn, G. Fainekos and A. Julius, Functional Gradient Descent
Method for Metric Temporal Logic Specifications, In the Proc. of the 2014 Amer-
ican Control Conference, Portland, June 2014.
Such descent algorithms are well-suited for finding minima in narrow valleys. Coupled
with stochastic optimization [7], we show that these descent algorithms preserve the almost-
sure convergence to the global minimum of the objective function [3]:
• H. Abbas, G. Fainekos, S. Sankaranarayanan, F. Ivancic, and A. Gupta, Probabilis-
tic Temporal Logic Falsification of Cyber-Physical Systems. ACM Transactions
on Embedded Computing Systems, Vol. 12, Issue 2, May 2013.
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• H. Abbas and G. Fainekos, Convergence Proofs for Simulated Annealing Falsifi-
cation of Safety Properties, (Invited) In the Proc. of 50th Annual Allerton Confer-
ence on Communication, Control and Computing, Monticello, IL, Oct. 2012.
We also apply robustness-guided methods to stochastic CPS. These are systems that display
random behavior, whether due to noise in sensing or actuation, or simply where random-
ness is used to model our uncertainty about system parameters. By combining robustness-
guided falsification with statistical model checking [146], we demonstrate how to detect
operating conditions for which the average behavior of the system is worst [8]:
• H. Abbas, B. Hoxha, G. Fainekos and K. Ueda, Robustness-Guided Temporal
Logic Testing and Verification for Stochastic Cyber-Physical Systems, In the
Proc. of IEEE-CYBER 2014, Hong Kong, June 2014.
This forms the topic of the first part of this dissertation.
Conformance testing As discussed in the previous section, it is common to have multiple
representations of the same system at different levels of abstraction, and with more or less
details in each, depending on the intended application. If the system being studied can
be represented as a non-deterministic finite-state machine (NFA) or a variant thereof, the
different representations are connected via the notion of formal refinement. Roughly, a
non-deterministic system can display several behaviors starting from the same initial state.
Non-determinism is useful in early stages of a design, where it can represent rich behavior
compactly. Then, Rn+1 is derived from Rn by determinizing some of the transitions, by
introducing more states for example. This is called refinement. With such a refinement, it
is easy to see that Rn+1 will only display behavior that is also displayed by Rn. Thus if Rn
satisfies some property, then a fortiori, so does Rn+1.
However, in common engineering practice, non-deterministic models are rarely utilized
and supported by industry tools such as LabViewTM or Simulink/StateflowTM . Moreover,
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the continuous dynamics of CPS make it impractical to represent them with purely discrete
structures like NFAs. Instead, a hierarchy of deterministic models is developed each captur-
ing a more accurate representation of the final system. Moreover, such models may also be
expressed in different formalisms, languages and supported by different tools, and it is hard
or cost-ineffective to unify all these formalisms (see, e.g., [111]). For all the above reasons,
it is not reasonable to expect formal refinement to hold between Rn and Rn+1. Thus, in
lieu of refinement, an appropriate notion of distance between the models is required. This
we call conformance between the simple and complex models. In [9], we define a generic
notion of conformance between two CPS, whose computation only requires the ability to
simulate the system. Thus, such an approach is suitable for black-box systems. We also de-
velop algorithms for testing conformance between two CPS. Finally, we demonstrate how
we can automatically infer the properties satisfied by Rn+1, given the properties satisfied
by Rn:
• H. Abbas, H. Mittelmann, and G. Fainekos, Formal Property Verification in a
Conformance Testing Framework, In the Proc. of the 2014 IEEE/ACM MEM-
OCODE, Lausanne, October 2014.
The falsification framework and conformance testing are implemented in the testing
tool S-TALIRO. The capabilities of S-TALIRO are reported on in
• B. Hoxha, H. Bach, H. Abbas, A. Dokhanchi, Y. Kobayashi, and G. Fainekos, To-
wards Formal Specification Visualization for Testing and Monitoring of Cyber-
Physical Systems, In the Proc. of DIFTS 2014, Lausanne, October 2014.
Experience using S-TALIRO, and benchmarks for falsification, are described in
• B. Hoxha, H. Abbas, and G. Fainekos, Using S-TaLiRo on Industrial Size Auto-
motive Models, in Applied Verification for Continuous and Hybrid Systems (ARCH),
Berlin, April 2014.
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• B. Hoxha, H. Abbas, and G. Fainekos, Benchmarks for Temporal Logic Require-
ments for Automotive Systems, in Applied Verification for Continuous and Hybrid
Systems (ARCH), Berlin, April 2014.
1.3 Reading Guide
The two parts of this dissertation can be read independently of each other, and both
require the introductory material of this part. See Fig. 3.
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Fig. 3. Reading Guide Showing Chapter Dependencies
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Chapter 2
TECHNICAL PRELIMINARIES
2.1 Notation and Terminology
Most notation is introduced in place, but we also collect it here for ease of reference.
For a set X ⊂ Rn, |X| is its cardinality, P(X) is the set of all subsets of X , X is its
closure, int(X) is its interior, coX is its convex hull, and µ(X) is its Lebesgue measure in
Rn. The greatest lower bound of X is written inf X , and supX is its least upper bound.
We adopt the convention that the infimum of the empty set equals +∞, and its supremum
equals −∞. Given a linearly ordered subset E of R+ × Z, E.last denotes its maximum
element.
Given an n-tuple α = (a1, a2, . . . an), we denote by pri(α) the i-th element of the tuple,
i.e., pri(α) = ai. Similarly, we let pri,j(α) = (ai, aj). Given a relation R ⊂ X × Y , and
y ∈ Y , we also define pry(R) = {x ∈ X : (x, y) ∈ R}. The set of functions from Y to X
is denoted XY . We write N = {0, 1, 2, ...}, R∗ = R \ {0},R+ = [0,∞), and R+ = [0,∞].
Given n ∈ N, [n] = {0, 1, . . . , n}. A ‘discrete variable’ takes values in a countable set,
while a ‘continuous variable’ takes values in an uncountable set. A relation R ⊂ A × B
is surjective if for any b ∈ B, there exists a ∈ A s.t. (a, b) ∈ R, and is left-total if for all
a ∈ A, there exists b ∈ B s.t. (a, b) ∈ R.
For a vector y ∈ Rn, max y is the largest entry in y. ‖ · ‖ is the Euclidean norm,
and B(x) = {y ∈ Rd | ‖y − x‖ < }. For two vectors x = (x1, . . . , xn)T and y =
(y1, . . . , yn)
T of Rn, their inner product is denoted < x, y >=
∑
i xiyi. Given x, y ∈ R,
x unionsq y = max{x, y} and x u y = min{x, y}. Given a metric d defined over Y ⊃ X and
a point y in Y , dX(y) = infx∈X d(x, y) is the distance between y and the set X . Given
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two sets A and B and a distance function on A ∪ B, the Haussdorff distance between
A and B induced by d is the largest d-distance between any two points from each set:
dH(A,B) =
→
dH (A,B)unionsq
→
dH (B,A) where
→
dH (A,B) := supa∈A infb∈B d(a, b). In×n is the
n-by-n identity matrix.
A set-valued map F : A⇒ B maps elements ofA to subsets ofB, i.e. F : A→ P(B).
A set-valued map F : Rn ⇒ Rn is outer semicontinuous if for all converging sequences
(xi) → x ∈ Rn, and all sequences (yi) ∈ F (xi) converging to a point y, it holds that
y ∈ F (x). It is locally bounded if for any compact set K ⊂ Rn, there exists K ′ ⊂ Rn s.t.
F (K) := ∪x∈KF (x) ⊂ K ′. It is bounded if there exists a compact set K ′ ⊂ Rn s.t. for all
compact K ⊂ Rn, F (K) ⊂ K ′. Its domain is the set {x ∈ Rn | F (x) 6= ∅}.
Given a function f : A → B and C ⊂ A, f |C is the restriction of f to C. A function
f : X → Y is said to be Lipschitz continuous at x if there exists a constant K ≥ 0 and a
ball Bb(x) around x (both possibly dependent on x) s.t. for all y, y′ ∈ Bb(x) it holds that
‖f(y) − f(y′)‖ ≤ K‖y − y′‖. It is said to be locally Lipschitz if it is Lipschitz at every
x ∈ X , and globally Lipschitz if the constant K is independent of x. It is of class C1 if it
is differentiable on X and has a continuous first derivative. Given a function f Lipschitz
continuous at x, we denote its Clarke derivative at x in the direction x¯ ∈ Rn by f o(x; x¯),
and its Clarke subdifferential at x by ∂f(x) [107]. L2(I) is the set of square-integrable
functions with support I ⊂ R, i.e., functions g : I → Rn s.t. ∫
I
‖g(t)‖2dt < ∞. For
a function f : X → R and scalar ε, the ε-sublevel set of f is defined as Lεf = {x ∈
X | f(x) ≤ ε}.
2.2 Hybrid Automata
In this section, we introduce the hybrid automaton formalism for modeling CPS. Hybrid
automata [73] are often more intuitive than DDI (introduced in Section 2.3) for performing
the sort of analysis required in Chs. 3-8. In particular, the fact that guard sets between spe-
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1.3 Examples 17
A boost DC-DC converter
A different example of a hybrid system is the boost DC-DC converter rep-
resented in Figure 1.7. If one uses the current iL through the inductor and
the voltage vC across the capacitor as state variables, a simple application of
Kirchoff’s laws provides the equations describing the evolution of vC and iL.
When the switch is in position s1 we have:
d
dt
iL = −RL
L
iL +
1
L
vS (1.16)
d
dt
vC = − 1
C
1
RC +R0
vC (1.17)
and when the switch is in position s2:
d
dt
iL = − 1
L
(
RL +
RCR0
RC +R0
)
iL − 1
L
R0
RC +R0
vC +
1
L
vS (1.18)
d
dt
vC =
1
C
R0
RC +R0
iL − 1
C
1
RC +R0
vC . (1.19)
There are two different modes of operation associated with the two differ-
ent positions for the switch. The dynamics of these two modes of operation
can be described by the finite-state system in Figure 1.8 in which the input
u1 takes the system to switch position s1 and input u2 takes the system to
switch position s2. However, the finite-state system in Figure 1.8 is not de-
tailed enough to capture the dynamics of iL and vC . A more detailed model
vs
RL L
RC
C
R0
s2
s1
Fig. 1.7. Boost DC-DC converter.
x0
s1
x1
s2
u2
u1
u1
u2
Fig. 1.8. Finite-state system describing the dynamics of the switch in the converter
represented in Figure 1.7.
Fig. 4. A Boost DC-DC Converter with Resistive Load [136]
cific modes are explicitly modeled, and that the mode variable ` is differentiated from the
continuous state variable x, highlights aspects of CPS that are important for that analysis.
Hybrid automata are best introduced by example.
Example 1. A DC-DC coverter is a common electrical component, that serves to convert
one DC voltage into another DC voltage [85]. The conversion is either a step-up (boost
converter), a step-down (buck converter), both (buck-boost converter) or an inversion (fly-
back converter). Fig.4 shows a boost converter.
Depending on whether the switch is closed or open, the circuit is governed by one of
the following systems of differential equations [136], where iL is the inductor current and
vC is the voltage accross the capacitor. When the switch disconnects the two circuits (we
call it mode 1):
d
dt
iL = −RL
L
iL +
1
L
vS
d
dt
vC = − 1
C
1
RC +R0
vC
(2.1)
When the switch is connecting the two circuits (we call it mode 2), the DC source
voltage vS charges the capacitor:
d
dt
iL = − 1
L
(RL +
RCR0
RC +R0
)iL − 1
L
R0
RC +R0
vC +
1
L
vS
d
dt
vC =
1
C
R0
RC +R0
iL − 1
C
1
RC +R0
vC
(2.2)
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So we may identify two modes of the booster system during each of which a different
differential equation governs the evolution of iL and vC . We may write
x˙(t) = f`(t)(x(t)), x = [iL, vC ]
T ∈ R2, `(t) ∈ L = {1, 2}
The event controlling the switching between modes is external in this case, e.g. an
external control input. We now modify the circuit to include a timer, and make the switch
time-controlled, and include time as a state: in modes 1 and 2, this new state is governed
by:
t˙ = 1 (2.3)
and the new state vector is now x = [iL, vC , t]T . At a change of mode (assumed to consume
itself 0 time), the timer state jumps: t+ = 0. Thus, there is a reset to the timer state with
every mode switch. This reset (or jump) is a common feature of hybrid systems, and may
depend on the particular transition (i.e., between what two modes it’s taking place). If the
timer is such that the charge phase (mode 2) lasts for tON seconds and the discharge phase
(mode 1) lasts for tOFF seconds, then we may describe the switching condition as
2→ 1 iff t ≥ tON
1→ 2 iff t ≥ tOFF
(2.4)
In the state-space R3, the above conditions (2.4) describe well-defined subsets, which we
may term guard sets. 4
We recapitulate the main features of the above system: several modes, mode-dependent
continuous evolutions, guard sets that allow transitions between modes, and a reset of the
state variables at a mode switch. We now present the formal definition of a hybrid automa-
ton. A hybrid automaton Σ [73] is a tuple
Σ = (X,L, F low, Inv, E,Re,Γ) (2.5)
where
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• X ⊆ Rn is the ‘continuous’ state space of the system, and the continuous state is
usually denoted x.
• L ⊂ N is the countable set of locations, or modes, that the system switches through.
These are sometimes called the ‘discrete state’.
• H , L × X is then the hybrid state space, and its elements are the hybrid states
h = (`, x).
• Flow : L×X → Rn defines the time derivative of the state while in location ` ∈ L.
• Inv : L → P(X) assigns an invariant set of Flow(`, ·) to each location, in which
the state must remain while the system is in location `.
• E ⊆ L× L is the set of location transitions (a.k.a. switches, or jumps).
• Γ : E → P(X) is the guard condition that enables a location transition (namely, the
system switches between `i and `j when the state x is in Γ(`i, `j)).
• Re : X × E → L × X is a reset map that, given a transition e = (`i, `j) ∈ E and
a point x on the guard Γ(e), maps x to a point x+ in the invariant set of the next
location `j:
Re : (x, (`i, `j))→ (`j, x+) , x+ ∈ Inv(`j)
Referring to our earlier example, we see that in that example,
• X = [imin, imax] × [vmin, vmax] × [0, tON unionsq tOFF ] with continuous state vector x =
[iL, vC , t]
T .
• L = {1, 2} is the location set (or mode set).
• Flow(1, ·) is given by (2.1) and (2.3), and Flow(2, ·) is given by (2.2) and (2.3).
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• Inv(1) = [imin, imax]×[vmin, vmax]×[0, tOFF ) and Inv(2) = [imin, imax]×[vmin, vmax]×
[0, tON ]
• E = {(1, 2), (2, 1)}
• Γ((1, 2)) = {x | t ≥ tOFF} and Γ((2, 1)) = {x | t ≥ tON}
• Re((iL, vC , t), (1, 2)) = Re((iL, vC , t), (2, 1)) = (iL, vC , 0)
Note it is implicit that hybrid automata (2.5) model non-driven systems, i.e., systems
that don’t receive external inputs. In other words, we use them to model closed-loop sys-
tems.
The solutions of regular ODEs are given as functions of the independent variable time
t. Because hybrid automata also include a discerete evolution of the state (namely, via the
jump map Re), their solutions will be given as a function of time t and jump number j. We
first define hybrid time domains and arcs.
Definition 2.2.1 (Hybrid time domains and arcs [63]). A subset E ⊂ R+×N is a compact
hybrid time domain if
E =
J−1⋃
j=0
[tj, tj+1]× {j}
for some finite increasing sequence of times 0 = t0 ≤ t1 ≤ t2 ≤ . . . ≤ tJ . We say E is a
hybrid time domain if for all (T, J) ∈ E, E ∩ ([0, T ] × {0, . . . , J}) is a compact hybrid
time domain. Define suptE = sup{t | ∃(t, j) ∈ E}, supj E = sup{j | ∃(t, j) ∈ E}, and
E.last = (suptE, supj E).
A hybrid arc φ is a function supported over a hybrid time domain φ : E → Rn,
such that for every j, t 7→ φ(t, j) is absolutely continuous in t over Ij = {t : (t, j) ∈
E}; we call E the domain of φ and write it domφ. The graph of a hybrid arc is the
set gphφ = {(t, j, φ(t, j)) : (t, j) ∈ domφ}. Finally, domtφ = prR+(domφ) and
domjφ = prN(domφ)
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Note that each Ij is an interval. E.last indicates the last element of E under the linear
order (t, j) ≤ (t′, j′) iff t ≤ t′ and j ≤ j′. As observed in [132], hybrid time domains are
equivalent to hybrid time trajectories used in [104] to define executions of hybrid automata.
Output and state trajectories of hybrid automata (and of DDIs) will be modeled as hybrid
arcs.
Given a hybrid automaton Σ and a point h0 = (`0, x0), a solution φh0 of Σ (aka state
trajectory) is given by a hybrid arc φ satisfying the following conditions:
1. φh0(0, 0) = h0
2. φh0(t, j) = (`(t, j),x(t, j)) ∈ H ∀(t, j) ∈ domφ
3. For each j s.t. Ij has a non-empty interior,
x˙(t, j) = Flow(`(t, j),x(t, j))
for almost all t ∈ Ij , and x(t, j) ∈ Inv(`(t, j)) for all t ∈ intIj . Moreover,
˙`(t, j) = 0 ∀t /∈ {inf Ij, sup Ij} (2.6)
4. For all j s.t. (t, j) ∈ domφ, (t, j + 1) ∈ domφ, it holds that x(t, j) ∈ Γ(`i, `k) for
some i, k, x(t, j + 1) = Re(x(t, j), (`i, `k)), and x(t, j + 1) ∈ Inv(`j).
See Fig. 5 for an illustration.
Note that for a hybrid automaton, we explicitly decompose the state into a discrete
state ` and a continuous state x (Condition 2). We also consider that the discrete time
variable j simply counts the location changes (via (2.6) and Condition 4). The transition
itself between locations takes 0 real time. The location changes can only occur when the
continuous state x enters a guard set (Condition 4).
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x(𝑡1, 1) 
x(𝑡2, 1) 
𝑅𝑒 
Fig. 5. State trajectory of a hybrid automaton.
A general dyanmical system, including a hybrid automaton, may have defined an output
which is a function of its state, y = Π(x), where Π : Rn → Rp. If φ is a state trajectory,
then Π ◦ φ : domφ → H is called an output trajectory. We assume that Π is such that
an output trajectory is also a hybrid arc, supported on the same hybrid time domain as the
corresponding state trajectory: domφ = domΠ ◦ φ.
Definition 2.2.2. ST,JΣ (h0) will denote the set of solutions of Σ with initial condition φ(0, 0) =
h0 and with supt(domφ) ≤ T, supj(domφ) ≤ J , while SΣ(h0) will denote the set of so-
lutions with initial condition φ(0, 0) = h0, and SΣ will denote the set of all solutions of Σ.
A hybrid automaton is said to be deterministic if ST,JΣ (h0) is a singleton for any h0.
We will use φh to refer to the trajectory starting at h, and when the starting location is
clear, we will use φx. The system has a (possibly infinite but always countable) set of initial
locations L0 ⊂ L in which it could start, and within each such location `, a set of initial
continuous states X` ⊂ X in which it could start. Any solution to the system’s equations
must start there. We denote
H0 =
⋃
`∈L0
{`} ×X`
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the hybrid initial set, and write
Init =
⋃
`∈L0
X`
When `0 is clear from context, we will replace h0 by x0.
A hybrid arc φ is Zeno if it does an infinite number of jumps in a finite amount of time:
i.e. supt(domφ) is finite but supj(domφ) is not. A hybrid automaton is Zeno if some
of its trajectories are Zeno. Note this is a modeling artifact, and of course can’t happen
in reality. In most of this work, we consider trajectories of finite, pre-determined duration
T > 0. Therefore supt(domφ) ⊂ [0, T ]. The sequence of control locations that the
trajectory φ visits is denoted by loc(φ). The sequence is finite when we consider a compact
time interval [0, T ] and φ is not Zeno.
Remark 2.2.1. State trajectories of hybrid automata are parametrized, via hybrid time do-
mains, by two parameters: t ∈ R and j ∈ N. While we consider this to be the appropriate
parametrization in general, some analysis tasks do not require explicit tracking of the dis-
crete jump counter j. We will feel free in the second part of this dissertation (i.e., Chs. 3-8)
to parametrize trajectories with only t, i.e. we write φ(t), when doing so does not cause
confusion or invalidate the results, without prior warning to the reader. In such a case,
and to avoid φ having two values at a jump time, we distinguish solutions over different
intervals Ij . That is, we treat φ as a collection of solutions, each defined over a different Ij
and subject to Condition 3.
2.3 Differential and Difference Inclusions
The second model of CPS we use in this work is that of differential and difference
inclusions (DDI). DDI will be used in Part 8 to develop tools for certifying conformance
between hybrid systems, and won’t be used in Part 2.5. Every hybrid automaton, as defined
in Section 2.2, can be modeled with DDI. However, as explained in the previous section,
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hybrid automata are more appropriate for certain analysis tasks, and DDI for others.
We start with driven DDIs, i.e. DDIs that model systems with external inputs. Let
C and D be subsets of Rn+m, U ⊂ Rm be a set of input values, F : Rn+m ⇒ Rn and
G : Rn+m ⇒ Rn be set-valued maps withC ⊂ domF andD ⊂ domG. Let Π : Rn → Rp
be a function. The hybrid dynamical system Σ with data (C,F,D,G,Π), internal state
h ∈ Rn and output y ∈ Rp is governed by [62]
Σ

h˙ ∈ F (h, u) (h, u) ∈ C
h+ ∈ G(h, u) (h, u) ∈ D
y = Π(h)
(2.7)
The ‘jump’ map G models the change in system state at a mode change (similar to the reset
map of a hybrid automaton), and the jump set D captures the conditions causing a jump.
The ‘flow’ map F models state evolution away from jumps while (h, u) is in the flow set
C. System trajectories start from a specified set of initial conditions H0 ⊂ prRn(C ∪D).
Note that C and D may intersect. Finally, the output of the system y is given as a function
Π of its internal state, and its input is given by u which takes values in a set U .
Solutions (φ, u) to (2.7) are given by a hybrid arc φ and an input arc u sharing the same
hybrid time domain domφ = domu, satisfying (2.7), and with the property that for every
j s.t. the interval Ij := {t | ∃(t, j) ∈ domφ} has a non-empty interior, φ(t, j) ∈ C for all
t ∈ intIj , and φ˙(t, j) ∈ F (φ(t, j)) for almost all t ∈ Ij , and u(·, j) is Lebesgue measurable
and locally essentially bounded over Ij . See [62, Ch. 2] and references therein.
An autonomous hybrid system is one without external inputs: i.e. m = 0 and it takes
the form
Σaut

h˙ ∈ F (h) h ∈ C
h+ ∈ G(h) h ∈ D
y = Π(h)
(2.8)
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Assumption 2.3.1. When we consider autonomous systems in this dissertation, we will al-
ways assume that they are nominally well-posed in the sense of [62, Def. 6.1]; in particular,
a graphically convergent sequence of solutions to a nominally well-posed system converges
to a solution of the system if it is eventually locally bounded. 1
Sufficient conditions for an autonomous system to be nominally well-posed are given
in [62, Thm. 6.8], and summarized in Appendix B.
Assumption 2.3.2. We also assume that the flow map F and jump map G are bounded on
their domains, i.e. there exists a compact set K ′ ⊂ Rn s.t. for all compact K ⊂ Rn+m,
F (K) ⊂ K ′ and G(K) ⊂ K ′.
Note that in defining a solution of a DDI, we did not explicitly decompose the state
variable into discrete and continuous components. This is purely a methodological choice
suitable for the analysis tasks that DDIs will be used for.
Definition 2.3.1. Similarly to Def. 2.2.2 of Section 2.2, ST,JΣ (h0, u) and SΣ(h0, u) are the
corresponding sets of solutions for driven systems with input signal u.
Example 2 (Example 1 continued). The boost converter of Ex. 1 can be modeled with DDI
as follows. The state is x = [iL, vC , t, q] ∈ R3+ × {1, 2} where t is a timer variable and q
indicates the current mode. The flow set is C = C1∪C2, where C1 = R2+× [0, tOFF ]×{1}
and C2 = R2+ × [0, tON ] × {2}. The jump set is D = D1 ∪ D2, where D1 = R2+ ×
[tOFF ,∞)× {1} and D2 = R2+ × [tON ,∞)× {2}. The flow map F is given by
F (x) =
 [−
RL
L
iL +
1
L
vS,− 1C 1RC+R0vC , 1, 0], x ∈ C1
[− 1
L
(RL +
RCR0
RC+R0
)iL − 1L R0RC+R0vC + 1LvS, 1C R0RC+R0 iL − 1C 1RC+R0vC , 1, 0], x ∈ C2
1A sequence of hybrid arcs (φi) converges graphically to an arc φ if gphφi converges to gphφ in the sense
of set convergence. The sequence is locally eventually bounded if for all m > 0 there exists i0 > 0 and a
compact set K ⊂ Rn s.t. for all i > i0 and all (t, j) ∈ domφi with t + j < m, φi(t, j) ∈ K. See for
instance [62] for more details on these notions.
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The jump map G is given by
G(x) =
[iL, vC , 0, 2], x ∈ D1[iL, vC , 0, 1], x ∈ D2
2.4 Formal Properties and Robustness
In general engineering design, the designers are going by a set of properties that the
final system must satisfy. Collectively, these properties are called the ‘specification’. E.g.
when designing an electrical circuit one property to be satisfied might be: “whenever the
current peaks above 3mA, it must decrease to 1mA±0.1 within 5µs, and maintain that
level for at least 3µs”. Communicating the properties unambiguously is hard, both to
people and machines. Therefore in verification and control, properties may be formally
described using one of the many available formal languages. Different formal languages
are best adapted to different tasks and may trade expressiveness for ease of computation.
The formal language of interest to us in this work is Metric Temporal Logic (MTL) [97],
as it allows the expression of real-time constraints such as the above. We start by defining
the syntax rules for MTL: rules that build valid formulae (‘sentences’) from the atoms of
the language.
Definition 2.4.1 (MTL Syntax). Let AP be the set of atomic propositions and I be any
non-empty interval of R+ = [0,+∞]. The set MTL of all well-formed MTL formulas is
inductively defined as ϕ ::= > | p | ¬ϕ | ϕ ∨ ϕ | ϕUIϕ, where p ∈ AP and > is true.
The logical negation ofϕ is¬ϕ, ∨ is the OR operator, and UI is the timed until operator:
ϕ1 UIϕ2 is true iff ϕ1 is true until ϕ2 is true, and ϕ2 becomes true τ time units after ϕ1 is
true, with τ ∈ I ⊂ R+. For (real-time) hybrid systems, we introduce an observation map
O : AP → P(X) that maps each proposition p ∈ AP to a subset O(p) of X . Intuitively,
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a variable x(t) satisfies the atomic proposition p if x(t) ∈ O(p). We require that for
all p ∈ AP , ∅ ⊂ O(p) ⊂ X . Let (y, t,O) |= ϕ denote that trajectory y, restricted to
domty ∩ [t,+∞], satisfies ϕ (when using output map O).
There is a sense in which not all variable assignements equally satisfy a property. E.g.
for the formula ϕ1 := x ≥ 5, one may say that the assignement x = 10 satisfies ϕ1 ‘more’
than the assignement x = 5. Whereas a small deviation in the value x = 10 will maintain
the truth value of the formula, a small deviation to the assignement x = 5 can cause the
property to become false. Assignements of low robustness demonstrate weakness points in
the system that should be addressed.
Finding such non-robust assignements (and more generally, such non-robust trajectories
of systems) may be achieved with the use of the robust semantics of MTL formulae. Details
are available in [6,46,47]. The robust semantics of MTL formulae map an MTL formula ϕ
and an output trajectory y(·) to a value drawn from the linearly ordered setR = [−∞,+∞].
Denote the robust valuation of the formula ϕ over the signal y at time t by [[ϕ,O]]d(y, t).
Formally, [[·, ·]]d : (MTL×P(X)AP )→ (Y×R→ R) whereY is the space of output arcs.
In the interest of brevity, we won’t review the definition of the robust semantics of MTL
here; they are relegated to Appendix A. Rather, we will only be interested in the content
of the following theorem: it can be shown that if the signal satisfies the property, then its
robustness is non-negative and, similarly, it the signal does not satisfy the property, then its
robustness is non-positive. The following result holds.
Theorem 2.4.1. [46, Prop. 16] Given an output space (Y, d), where d is an extended
generalized 2 metric, a formula ϕ ∈MTL, an observation map O : AP → P(Y ) and an
output signal y ∈ Y, the following hold:
1. If (y, t,O) |= ϕ, then [[ϕ,O]]d(y, t) ≥ 0. Conversely, if [[ϕ,O]]d(y, t) > 0, then
2An extended metric is a metric that can take the values −∞ and +∞.
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(y, t,O) |= ϕ.
2. If (y, t,O) 6|= ϕ, then [[ϕ,O]]d(y, t) ≤ 0. Conversely, if [[ϕ,O]]d(y, t) < 0, then
(y, t,O) 6|= ϕ.
An important type of property is a safety property, which maps (via O) to a subset of
the state-space that the system trajectories must never enter.
Definition 2.4.2. A safety property is one of the form
ϕsafety := ¬(3[y(t) ∈ XU ])
where 3 is the ’Eventually’ operator (“at some point in the future”), and where XU is the
unsafe set of states.
2.5 Related Works
Many engineered and ‘natural’ processes have been modeled as hybrid automata. We
mention some of them here. Under engineered (human-made) systems, we find air traffic
collision avoidance [138], cognitive radio [22], corona effects in transmission lines [77],
cogeneration power plants [49], TCP congestion protocol [78], human-machine interac-
tion [116], supervisory control of telerobotic systems [54], power plants [49], dry friction
systems [115], and certain manufacturing processes [121].
Under natural systems, we find biomolecular networks [12], luminescence of the bac-
terium Vibrio Fischeri [20], the electrical activity of neurons [42], neurological activity
for cortical prosthesis development [83], biological system dynamics [55] and enzymatic
reaction networks [38].
Some controllers, applied to a non-hybrid open-loop system, result in a hybrid closed-
loop system. For example in supervisory control,N controllers are available, each applying
a different control law u`, ` = 1, . . . , N . A “supervisor” algorithm switches between them
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depending on some criterion. The resulting closed-loop system is hybrid: when control
law u` is applied, the state evolves according to x˙(t) = f(x(t), u`(t)) and the system is in
mode `; every change of control module by the supervisor is a jump between modes.
Other formalisms exist, most notably Hybrid I/O Automata [105], which can be re-
viewed in survey articles like [61]. Impulsive differential equations, a special case of DDI,
were already used in the automatic control litterature to model the digital control of phys-
ical systems, e.g., in [70]. The DDI in (2.7) generalize impulsive differential equations in
several directions: inclusions (instead of equations) allow us to model non-determinism
in system evolution. Non-determinism also arises because the flow and jump sets may
have non-empty intersections, so a solution may either flow or jump from a point in the
intersection. Our presentation follows the work of Goebel et al. [62].
Theorem 2.4.1 establishes the robust semantics of MTL as a natural measure of signal
robustness. A thorough comparison with other quantitative logics is provided in [46].
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Part II
FALSIFICATION OF TEMPORAL
LOGIC PROPERTIES
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Chapter 3
MINIMIZING THE ROBUSTNESS OF MTL FORMULAE
In this part, we address the following problem for hybrid automata:
MTL Falsification for hybrid systems. Given a deterministic non-Zeno hy-
brid automaton Σ, a specification ϕ and an output map O, determine if the
system can produce an output trajectory that violates the specification.
A trajectory that violates the specification is called a falsifier.
In light of Thm. 2.4.1, we seek output trajectories y s.t. [[ϕ,O]]d(y, t) ≤ 0. We assume
that all MTL formulae we work with apply to output trajectories starting at time 0, thus we
seek output trajectories s.t. [[ϕ,O]]d(y, 0) ≤ 0. Trajectories for which [[ϕ,O]]d(y, 0) = 0
are also interesting, since they provide the border cases where the system is still safe (or
unsafe, depending on whether the sets O(p) are closed or open). Thus the falsification
problem may be seen as an optimization problem: minimize the robustness [[ϕ,O]]d(y, 0)
over all system trajectories starting inH0. If we find a trajectory ywith negative robustness,
then (y, 0,O) 6|= ϕ. If the sets O(p) are closed, we may stop the optimization when
[[ϕ,O]]d(y, 0) = 0.
We can then re-formulate our problem as an optimization:
Robustness optimization for hybrid systems. Given a deterministic non-
Zeno hybrid automaton Σ, a specification ϕ and an output mapO, determine if
the system can produce an output trajectory that violates the specification, by
minimizing the system’s robustness w.r.t. ϕ over the set of output trajectories
of Σ:
min
y∈SΣ
[[ϕ,O]]d(y, 0)
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The robustness was defined for trajectories, but when we deal with deterministic sys-
tems with no external inputs, we may consider the robustness as a function of the intial
point h0. Thus we define
f(h0) , [[ϕ,O]]d(yh0 , 0) ∈ R, h0 ∈ H0 (3.1)
When there’s only one possible starting location (L0 = {`0}), then robustness is a function
of the initial continuous state variable x0. In the more general case of a driven deterministic
CPS (e.g. modeled as a DDI), the robustness is a function of both the initial state and the
input signal u driving the system:
f(h0, u) := [[ϕ,O]]d(yh0,u, 0) ∈ R, h0 ∈ H0, u ∈ U (3.2)
The problem is therefore formulated as:
Robustness optimization for hybrid systems. Given a deterministic non-
Zeno hybrid automaton Σ, a specification ϕ and an output mapO, determine if
the system can produce an output trajectory that violates the specification, by
minimizing the system’s robustness w.r.t. ϕ over the set of initial conditions
H0 and input arcs (if any):
min
h0∈H0,u∈U
f(h0, u)
This optimization problem, in its full generality, has no obvious structure: it is not con-
vex, not differentiable and no closed-form of the objective function is likely to be available.
Therefore, we consider restricted classes of systems and objective functions for which we
can find descent directions of the robustness objective function (3.1) in the set of initial
conditions, and input space if applicable. This is the subject of the next three chapters.
Specifically, we restrict our attention to autonomous non-hybrid systems (Ch. 4), driven
non-hybrid systems (Ch. 5), and nonlinear hybrid systems (Ch. 6). We also prove that such
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descent algorithm can be integrated in a stoschastic search to improve performance (Sec-
tion 6.4) while conserving convergence to the global minimum (Section 6.3). Although
hybrid nonlinear systems are the most general of these three classes of systems, we use
different methods for addressing each of them.
Because we seek to characterize a global property of the system (robustness) by the ju-
dicious choice of particular trajectories, or ‘tests’, this is called a testing-based approach.
We labor under the following assumption.
Assumption 3.0.1. Unless otherwise stated, the systems in this chapter are
• deterministic: that is, given an initial condition h0 ∈ H0 (and input signal u if appli-
cable), the system produces a unique state trajectory φh0 . Equivalently, |STΣ (h0, u)| =
1.
• non-Zeno: all the state trajectories of the system are non-Zeno
• can be accurately simulated: trajectories simulated using numerical integration can
be made arbitrarily close to ‘true’ trajectories of the mathematical model.
We are only interested in the behavior of systems up to some pre-fixed finite time T > 0.
Finally, for all p ∈ AP , the set O(p) is closed in Rn.
Reading guide. The chapters of this Part can be read independently of each other. They
all require the introductory material of this chapter.
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Chapter 4
NON-HYBRID NONLINEAR SYSTEMS
4.1 Problem Formulation
We consider a dynamical system with state x ∈ X ⊂ Rn:
x˙(t) = F (x(t), t) (4.1)
for a C1 flow F : Rn → Rn (i.e. F has a continuous first derivative). The initial conditions
x0 of this ODE take values in X0 ⊂ Rn. This is a special case of a hybrid system whose
|L| = 1, and hybrid sets may be identified naturally with their continuous components, i.e.
H ≡ X , h0 ≡ x0. We make the following assumption:
Assumption 4.1.1. The flow F is locally bounded, that is, for all compact subsets S ⊂
[0, T ]×X0, there exists m > 0 such that F (S) ⊂ Bm(0), the ball of radius m centered at
0. Moreover, for each p ∈ AP , we have O(p) = {x ∈ Rn | A · x ≤ b} where A ∈ Rm×n
and b ∈ Rm.
We will need the following definition in the rest of this work.
Definition 4.1.1 (Distance, Depth, Signed Distance [23]). Let y ∈ Y be a point, S ⊆ Y be
a set and d be a generalized metric on Y . Then, we define the
• Distance from y to S to be dS(y) := inf{d(y, y′) | y′ ∈ S}, and
• Signed Distance Distd(y, S) to be −dS(y) if y 6∈ S and dX\S(y) if y ∈ S.
The following proposition shows that robustness w.r.t. a general MTL formula equals
the robustness w.r.t. one of the formula’s atomic propositions. It follows immediately from
the robust semantics of MTL, covered in Appendix A.
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Proposition 4.1.1. Consider an MTL formula ϕ and an output trajectory y of (4.1) starting
from some x ∈ X0 such that [[ϕ,O]](y, 0) > 0. If Assumption 4.1.1 holds, then there exist
a critical time tr ∈ [0, T ] and a critical proposition p ∈ AP which appears in ϕ such that
[[ϕ,O]](y, 0) = Dist(y(tr),O(p))
In this chapter, we decrease the robustness of y relative to only oneO(p) at a time; this
is the content of Problem 1 below. The choice of which O(p) to descend towards at any
given iteration of the descent algorithm is decided by the following heuristic: the current
target set is always the set O(p) where p is the critical proposition defined in Prop.4.1.1
Other heuristics are possible. Therefore, in the following, we focus on a particular set
O(p). Since system (4.1) has only one location, the set O(p) can be identified with its
continuous component, i.e. O(p) = {`0} × U ≡ U . We will refere to U as the unsafe set.
We assume without loss of generality that the system outputs its state, i.e. y = Π(x) = x.
In this setting, the robustness of (3.1) becomes
f(x) = min
0≤t≤T
dU(xx(t)) (4.2)
The function f is non-differentiable, and generally non-convex. The problem addressed
in this section is:
Problem 1. Given x ∈ X0, T > 0 and the unsafe set U , find a vector d ∈ Rn such that
f(x+ h · d) < f(x) for all 0 < h < h
for some h > 0.
4.2 Computing a Descent Direction
In this section we compute a descent direction using tools from nonsmooth analysis.
We start by solving the unconstrained problem where X0 = Rn. The constrained problem
is later addressed in Section 4.3.
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In general, two trajectories starting arbitrarily close may achieve very different robust-
ness values, at very different points in time. The following theorem shows that for some
systems that are themselves ‘Lipschitz’ (in the sense below), the objective function is Lip-
shitz:
Theorem 4.2.1 (Lipschitz objective). If for every x ∈ X0, there exist b > 0 and Kx > 0
s.t. ‖xx1(t) − xx2(t)‖ ≤ Kx‖x1 − x2‖ for all x1, x2 ∈ Bb(x) and all 0 ≤ t ≤ T , then the
objective function f is Lipschitz.
The proof is in Appendix E. The condition of the theorem can be shown to hold if we
assume F to be Lipschitz in x on [0, T ] × X , and X is open connected 1 . Moreover, the
constant Kx is then independent of x (which can be shown using [94, Thm. 2.5]).
We can now state the main result of this section, with proof in Appendix E:
Theorem 4.2.2. Take a dynamical system (4.1), a test duration T > 0, an unsafe set
U ⊂ Rn, and an initial point x ∈ X0, and let xx be the unique solution to (4.1) with initial
condition x, and let t∗ = argmin0≤t≤TdU(xx(t)). Define the trajectory sensitivity matrix
at x ∈ X and time t: A(t;x) := ∂xx(t)
∂x
, and let nxx(t) ∈ Rn be the vector that gives
the direction of the shortest distance between xx(t) and U . If A is invertible and has a
continuous spectral norm in x at every t, then
d = A(t∗;x)−1nxx(t
∗) (4.3)
is a descent direction for f at x.
4.3 The Constrained Problem
We now consider the constrained problem where X0 6= Rn. In other words, what if
x+ d /∈ X0?
1A set is connected if it cannot be partitioned into two nonempty subsets such that each subset has no
points in common with the set closure of the other.
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If we use αd, α < 1, then
d′U(xx(tr);α · nxx(tr)) =
= inf
h>0
dU(xx(tr) + hα · dxx(t))− dU(xx(tr))
h
< 0
by Eq. (E.2). So we can shrink d to fit x + d in X0, and still have a descent. This simple
approach circumvents the need to calculate or approximate the subdifferential of f subject
to the constraints, which is a non-trivial task given the form of f .
This brings up the issue of step-size: in principle, any method for computing a step-size
that does not require differentiability can be used, once we have a descent direction (and
indeed we use backtracking in our experiments); see e.g. [23,64,107]. In practice, a method
that does not use a line-search is preferable, since line searches require additional evalua-
tions of the objective function, and this implies simulating the system. Such simulations
might prove too costly. The conclusion of Appendix E gives conditions derived from the
arguments of the proof. Additional generic conditions can be reviewed in standard texts,
such as [107, Section II.2.1.2].
4.4 Experiments
We present one representative example here, with more in [4].
Example 3. We consider the system
x˙(t) =
 x1(t)− x2(t) + 0.1t
x2(t) cos(2pix2(t))− x1(t) sin(2pix1(t)) + 0.1t

with initial condition x(0) = x0 ∈ X0 = [−1, 1] × [−1, 1], and specification 2¬p2 (“Al-
ways not p2”). The map O assigns O(p2) = [−1.6,−1.4]× [−0.9,−1.1]. If the trajectory
duration is 6 units (T = 6), allowing the trajectories to settle, and starting from (0, 0)T , a
local minimum is reached in only 2 descent iterations. Inspection of the descent direction
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lead us to try a start point x0 = (0.5, 0.5)T : from here, robustness was reduced from 1.9
to 1.19 in 10 iterations, decreasing at every iteration. If the trajectory duration is only 2
units, thus remaining in the transient mode, we can see more clearly the effect of choosing a
descent direction: Fig.6 shows the unsafe set relative to the initial set, and the trajectories
chosen by descent.
To verify that this change in trajectory was not ‘accidental’ (e.g. as a result of the step-
size leading to an entirely different local min), but rather was driven by a genuine descent,
we plot the contour curves of the objective function (obtained by sampling it on a grid of
500 points). Fig. 7 shows a consistent descent towards levels of decreasing robustness. As
further verification, we moved the unsafe set to [1.251.75]× [−1.1− 0.9]. Fig.8 shows the
trajectories chosen by descent for a different unsafe set.
In order to demonstrate the potential of the proposed approach to the MTL falsification
problem, we incorporated the descent method with the Simulated Annealing (SA) falsifica-
tion method of [6]. We falsified the specification
ϕ3 = 2(p3 =⇒ 2[0,1]¬p4)
where O(p3) and O(p4) are the dark boxes in Fig.9. Informally, the specification requires
that if the system trajectory is inO(p3) at time t1, thenO(p4) should be avoided for all time
in [t1, t1 + 1]. For the specification to be falsified distances to both sets O(p3) and O(p4)
must become zero. Note that in Fig. 9, our algorithm attempts to minimize both distances.
4
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Fig. 6. Transient Trajectories of Example 3. Note the Qualitative Change in the Trajec-
tories, from 1 to 5, as a Result of Descending Towards the Unsafe Set. Circles Mark the
Initial Points, and Long Black Arrows are u∗ − xx(t).
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Fig. 7. Contour Plot of f in Example 3, with Initial Points Chosen by Descent.
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Fig. 8. Example 3 with a Different Unsafe Set. The Circles Indicate Initial Points.
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Fig. 9. Example 2 with ϕ3. O(p3) is the Left Dark Square,O(p4) is the Right Dark Square,
X0 is the White Rectangle.
40
Chapter 5
DRIVEN NON-HYBRID NONLINEAR SYSTEMS
5.1 Problem Formulation
We now consider a driven dynamical system with state x ∈ X ⊂ Rn:
x˙(t) = F (x(t), t, u(t)) (5.1)
for a C1 flow F : Rn → Rn. The initial conditions x0 of this ODE take values in X0 ⊂ Rn,
and the square-integrable control input signal u ∈ L2[0, T ] takes values in a bounded subset
U of Rm: u(t) ∈ U ∀t. Since T is fixed throughout, we will write L2 instead of L2([0, T ])
without ambiguity. Without loss of generality, we assume that the system outputs its state,
so y = x.
As was done in Ch. 4, we descend towards one critical O(p) at a time. Given an MTL
formula ϕ and a state trajectory x ∈ STΣ , the robustness f(x0, u) is now a function of both
initial state and input signal, as given in (3.2). In this setting, the problem becomes
Problem 2. Given x ∈ X0, u ∈ L2, U ⊂ Rn, and f defined in (3.2), find xˆ ∈ Rn and
uˆ ∈ L2 such that there exists an h > 0 for which
f(x+ h · xˆ, u+ h · uˆ) < f(x, u) ∀ h ∈ (0, h)
If we treat W := X × L2 as a Hilbert space, then it can be seen that wˆ = (xˆ, uˆ) ∈ W
is a descent direction in W .
5.2 Computing A Descent Direction
Let w be an element of W0 = X0 × L2. We will present a result that will allow us
to calculate our descent direction using a convex differentiable manifold. The proof is in
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Appendix E.
Theorem 5.2.1. Let w1 ∈ W0 with critical time tr,1 as defined in Proposition 4.1.1. Define
z(t;w) = argminz∈U‖xw(t)− z‖, (5.2)
to be the point of U nearest to xw(t), and let and
J(w) = ‖xw(tr,1)− z(tr,1;w1)‖. (5.3)
Suppose that there exists w2 ∈ W0 with critical time tr,2 such that J(w2) < J(w1). Then
the robustness of the trajectory xw2(·) is smaller than that of xw1(·): f(w2) < f(w1).
To minimize the robustness, we generate a sequence (wi) ∈ W0 such that f(wi+1) <
f(wi) as follows: first, w0 is given. Then, we iteratively generate wi+1 from wi by identify-
ing a critical time tr,i and the corresponding closest unsafe point z(tr,i;wi). We define the
function
Ji(w) := K(sw(tr,i)) := ‖xw(tr,i)− z(tr,i;wi)‖ (5.4)
We then calculate a descent direction wˆ ∈ W and set wi+1 = wi + hwˆ, where h is the
step-size. The step-size is adapted on-line: increased if a descent is obtained, and reduced
if no descent is achieved. Note that with respect to xw(tr,i) (5.4) is differentiable every-
where except for the origin, at which point the trajectory has reached the unsafe set and
falsification has been shown.
Theorem 5.2.2. Let p = [px0 , pu] : R+ → W be the solution to the initial value problem
d
dt
pu(·, τ) = ∂F (t)
∂x
pu(t, τ),
d
dt
px0 =
∂F (t)
∂x
px0(t),
pu(τ, τ) =
∂F (τ)
∂u
,
px0(0) = In×n
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Then (du, dx) is a descent direction defined by
uˆ(τ) = −∂K
∂x
pu(tr,i, τ),
xˆ0 = −∂K
∂x
px0(tr,i).
The proof is in Appendix E.
In order to calculate the update direction for a continuous input on a digital computer,
we represent the input function by a linear combination of finitely many basis functions.
In each example presented in Section 4.4, we consider a basis of either rectangular or
triangular pulses that are evenly spaced through time. Then we can calculate an exact
update to the input parameters using, for example, the sensitivity analysis tools provided
by SundialsTB toolbox [134].
5.3 Experiments
Example 4. The following example is 3-dimensional system modeling the variation of glu-
cose and insulin levels in the blood, following a meal intake [50]. The model was developed
to help design insulin infusion schedules for diabetes patients, e.g. as done in [133]. It is
given by
x˙(t) =

−p1x1(t)− x2(t)(x1(t) +Gb) +Be−kt
−p2x2(t) + p3x3(t)
−n(x3(t) + Ib) + 100060VI u(t)

State x1 represents the level of glucose in the blood plasma above a given basal value
Gb, x2 is proportional to the level of insulin that is effective in controlling blood glucose
level, and x3 represents the level of insulin above a given basal value Ib. The search
space for [x1, x2, x3] is [6, 10]× [0.05, 0.1]× [−0.1, 0.1]. The input u(t) represents a direct
infusion of insulin meant to control the glucose level. u(t) is therefore also referred to as
an ‘infusion schedule’. The pi, n, B and k are model parameters. We fix duration T = 200.
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Consider first the following specification:
ϕ1 = [0,20]x1 ∈ [−2, 10] ∧[20,200]x1 ∈ [−1, 1]
ϕ1 specifies that the glucose level should remain in the range [−2, 10] for the first 20 units,
and should remain in the range [−1, 1] for the last 180 units. Our goal is to design an
infusion schedule such that the glucose level satisfies ϕ1. This can be posed as the problem
of falsifying ¬ϕ1. We decided to search over the initial values of the ODE (5.1), the input
u, and the parameter p3: p3 varies between diabetes patients, and its estimated value for
normal subjects is 1.3e-5 [50]. Larger p3 values imply that the insulin injection u(t) will
have a greater effect on the plasma glucose level x1(t). The search range for p3 is therefore
fixed to [1e-5,1e-3]. Thus the outcome of the optimization is a set of initial conditions
(patient’s state at meal time), a continuous infusion schedule, and a class of patients (as
described by the parameter p3) for which the schedule is appropriate.
Starting from a constant input signal at 0.1, and [x0, p3] =[8, 0.08, 0, 1.3e-5], the initial
robustness is 1.5399. The optimization returned a decision w with robustness 0.678 in 12
iterations. The final p3 value is 2.03e-5. It is interesting to note that the final input shows
an injection at the beginning of time, followed by a constant infusion (Fig. 10). This is
the type of infusion schedule advocated as being optimal in [50, Section III], under the
nominal p3 value and the cost function C(u) =
∫ T
0
x21(t)dt. Our descent method produced
this schedule with relatively little computational effort, and provides more information on
the classes of patients for which it is appropriate.
Consider next the following specification
ϕ2 = (phg ∧ X ¬phg → 3[0,10]([0,20]¬phg))
with O(phg) = {x | x1 ≥ 9.44}. ϕ2 expresses that if the glucose level rises above 9.44
mmol/L (meaning hyperglycemia), it should dip below 9.44 within 10 units (3[0,10]) and
stay there for at least 20 units ([0,20]¬phg).
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Fig. 10. Example 4 (Insulin). Final Input u(t) Found by Descent algorithm, Scaled to
Highlight the Initial Impulse.
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Fig. 11. Example 4 (Insulin). Final Input Obtained by Descent.
Starting from [6, 0.05, 0.1, 0.0001], the descent keeps the initial value of x1, since one
way to satisfy ϕ2 is to never go above the dangerous level of 9.44. To see how the schedule
might need to be adapted for different values of p3, we ran a random multi-start simulation,
where we uniformly sample the search space (we used 50 samples), and from each sample
we run a local descent. Fig.11 shows a falsifying input profile significantly different from
the one in Fig.10, with p3 =8e-4. Whether the shown input schedule is practicable with
today’s technology is not assessed, but the point is that different classes of patients (and
different initial states) might require different schedules. The resulting glucose trajectory
is shown in Fig.12, demonstrating a quick decrease towards safer levels of glucose. 4
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Fig. 12. Example 4 (Insulin). Final Trajectory Returned by Descent.
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Chapter 6
HYBRID NONLINEAR SYSTEMS
In this chapter we present a descent algorithm for hybrid systems with nonlinear dynamics
in the locations. We then demonstrate that when such a descent algorithm is integrated with
a stochastic falsification algorithm, the new algorithm retains the convergence properties of
the stochastic algorithm running alone.
6.1 Problem Formulation
Let Σ = (X,L, F low, Inv, E,Re,Γ) be a hybrid automaton with state space H =
L ×X ⊂ N × Rn. Let XU ⊆ H be an unsafe set and let DXU : H 7→ R+ be the distance
function to XU , defined by
DXU ((`, x)) =
 dU(x) if ` = `U+∞ otherwise (6.1)
where dU(x) = infu∈U ||x− u||. Then the robustness of the safety specification is
f(h0) = inf
t∈[0,T ]
DXU (φh0(t))
where φh0 is the unique state trajectory of Σ starting at φh0(0) = h0. To avoid a digression
into unnecessary technicalities, we will assume that both the set of initial conditions and
the unsafe set are each included in a single control location:
Assumption 6.1.1. H0 = {`0} ×X0, and XU = {`U} × U , `0 ∈ L, `U ∈ L.
Definition 6.1.1. Given x0 ∈ X0, define the f(x0)-sublevel set of dU :
Lf(x0)dU =W(x0) := {y ∈ Rn|dU(y) ≤ f(x0)}
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Here too, we seek a descent direction. Recall that loc(φ) is the finite sequence of
locations traversed by φ.
Problem 3. Given a hybrid automaton Σ, a compact time interval [0, T ], a set of initial
conditions H0 ⊆ H and a point h0 = (`0, x0) ∈ H0 such that 0 < f(x0) < +∞, find a
vector dx such that h′0 = (l0, x0 +dx) ∈ H0, loc(φh′0) = loc(φh0) and f(x0 +dx) ≤ f(x0).
We note three desiderata of such a local search, to which we will repeatedly refer
throughout the chapter to justify design decisions:
(D1) The local search must decrease the objective function value.
(D2) A local mimizer that does not yield a falsifying trajectory is still of interest to the
system designer: it indicates that were the system to be operated at that point (i.e.,
with these initial conditions), then a perturbation around that point can only increase
the robustness of the system.
(D3) There is also interest in finding falsifying trajectories subject to some high-level con-
straints on the system operation. E.g. for an automative application, we may be
interested in falsifying trajectories, subject to a constraint on the gear sequence in a
given driving scenario.
We now introduce the assumptions imposed to solve Problem 3.
Assumption 6.1.2. a. All simulated trajectories have a pre-specified duration T > 0.
b. The continuous dynamics in each location are stable 1 , and the automaton is non-Zeno
and deterministic. Determinism will permit us to use directly results from [90].
1If a stable system is perturbed from steady state, it will eventually return back to steady state. This is
not a very restrictive assumption since we can also consider incrementally stable systems [136], and even
unstable linear systems [91], using the exact same framework.
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c. The guards in a location are non-overlapping and the transitions are taken as soon as
possible.
d. For every transition e ∈ E, the resets Re(·, e) are differentiable functions of their first
argument, and for every ` ∈ L, Flow(`, ·) is continuously differentiable.
e. (i) For all ` ∈ L, the invariant set Inv(`) is ‘smooth’ in the sense that there exists a
differentiable function σ` : Rn 7→ R such that Inv(`) = {x ∈ Rn | σ`(x) ≥ 0}.
(ii) For all `, x such that σ`(x) = 0, ddtσ`(xx(t))|t=0 6= 0. (See Fig. 13(c)). This
smoothness of the invariant sets allows us to have a differentiable transition time tx
of the trajectory starting at x ∈ X0, as will be explained in Section 6.2.2. Roughly
speaking, a smooth boundary of Inv(`) (namely, the surface σ`(x) = 0) as demanded
in (i) implies that nearby trajectories will traverse the invariant set’s boundary at nearby
times. The non-vanishing condition (ii) prevents ‘grazing’, i.e. it prevents the trajectory
from traveling parallel to the boundary: this gives a unique transition time for each
trajectory. Combined, this gives differentiability of the transition time. A rigorous proof
can be found in [104, Thm. III.2].
In practice, we won’t need to know the functions σ`, only that they exist. Common in-
variant sets satisfy this assumption: for instance, polyhedral invariants that arise from
threshold conditions in controller code (“if concentration exceeds threshold, stop oper-
ation or switch to different mode”), or spherical invariants that arise from bounds on
tracking errors between calculated and reference signals (“if ‖x(t)−xref (t)‖ ≤bound,
switch controllers”).
f. The trajectory φh0 enters the location of the unsafe set, i.e. `U ∈ loc(φh0). This is
required for our problem to be well-defined (specifically, for the objective function (6.1)
to have finite values). The task of finding such an h0 is delegated to the higher-level
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stochastic search algorithm, within which he descent algorithm is integrated (see Fig.
15).
There is no loss in generality by making this assumption: if the location `U of the unsafe
set is reachable in time T , then the stochastic search will eventually generate a trajectory
that visits `U as shown in [3], and the assumption is valid with high probability. If `U
is not reachable, then we may still formulate Problem (3) but with XU in (6.1) replaced
by the guard set that takes us to the next location on a shortest path to the unsafe set,
as detailed in [7]. In other words, our method works for a general target set in H: for
simplicity of the presentation, and to keep clear the motivation for this work, we focus
on the unsafe set XU .
g. X0 is a polyhedron: X0 = {x | C0x − g0 ≤ 0}. This is assumed to simplify the
computations.
h. The unsafe set U is ‘smooth’ in the sense that its envelopes W(x0) can be described
as level sets of differentiable functions: ∃p1, . . . , pk : Rn → R s.t. W(x0) = {y ∈
Rn : pj(y;x0) ≤ 0, j = 1 . . . k} for differentiable pj (see Fig. 13(b) - x0 is treated as a
parameter). This assumption is needed in the proof of Prop. C.0.1.
6.2 Finding a Local Minimum of the Robustness
The main result of this section is Thm. 6.2.3, which shows how to compute a local
minimum of the robustness for nonlinear hybrid automata.
6.2.1 The Robustness Neighborhood
Consider a trajectory φh0 with positive robustness, with loc(φh0) = `0`1 . . . `N . This is
provided by the simulation. Recall that the initial setX0 is in location `0 and that the unsafe
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Fig. 13. The Navigation Benchmark. (a) Initial Set (Square), Unsafe Set (Circle), and Two
Sample Trajectories Following Different Sequences of Locations. (b) pi for W(x) with
f(x) = 0.1 (see Section C). (c) σ(x) of Assumption e for Inv(`6) .
set U is in location `U . We therefore write φx0 instead of φh0 . We search for an initial point
x′0 ∈ X0 whose trajectory gets closer to the unsafe set than the current trajectory φx0 .
In order to satisfy the constraints of Problem 3, we need to make sure that the new
point x′0 that we propose generates a trajectory that follows the same sequence of locations
as φx0 . This constraint can be satisfied using the notion of robust neighborhoods introduced
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in [90]. In that work, it is shown that for stable systems and for a given initial point h0 =
(`0, x0), there exists a ‘robustness neighborhood’ centered on x0, such that any trajectory
starting in the neighborhood follows the same sequence of locations as φx0 . The robustness
neighborhood is defined as the sublevel set of a ‘bisimulation’ function.
Definition 6.2.1. A continuous non-negative function Φ : X × X → R+ is a (self-
)bisimulation of the system Σ if for all (x, y) ∈ X2,
1. Φ(x, y) ≥ ‖x− y‖
2. Φ(xx(t),xy(t)) is a non-increasing function of time.
Bisimulations can be used to measure similarity between systems. For details on bisim-
ulations, please see [57]. Formally, in [90], a special case of the following result was
proven.
Theorem 6.2.1. Consider a hybrid automaton Σ whose continuous dynamics in every lo-
cation ` ∈ L admit a bisimulation Φ` such that Φ`(x, x) ≤ Φ`(x, y) for all x, y ∈ X .
Consider a compact time interval [0, T ], a set of initial conditions H0 ⊆ H and a point
h0 = (`0, x0) ∈ H0, with sequence of locations loc(φh0) = (`0, `1, . . . , `N). Let d0, . . . , dN
be the bisimulation radii computed in [90, Proposition 2], set r∗N = dN , and define the
following optimization problems for i = N − 1, N − 2, . . . , 0 with optimal value r∗i :
max
r′>0
r′
s.t. max
y∈Rn
{Φ`i+1(x, y) : Φ`i(x, y) ≤ r′} ≤ ri+1 (6.2)
where ri = min{di, r∗i }.
If these optimizations are feasible for all 0 ≤ i ≤ N , and assumptions a-c hold,
then there exists a positive number r = r∗0 such that for any x
′
0 ∈ E(x0, r) , {y ∈
Rn | Φ`0(x0, y) ≤ r}, we have loc(φh0) = loc(φ(`0,x′0)).
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Therefore, to guarantee that we are selecting initial points whose trajectories follow the
same sequence of locations as the current point x0, we should select them from E(x0, r) ∩
X0. In what follows, we will usually abbreviate E(x0, r) as E(x0) as the specific value of
r will be irrelevant. Without loss of generality, we assume that Φ(x, x) = 0 ∀x ∈ X .
Algorithms for computing bisimulations are known for certain classes of systems. In
particular, when the dynamics in each location are affine, then the bisimulation is quadratic:
Φ(x0, y) = (x0 − y)TMx0(x0 − y), for a positive semidefinite matrix Mx0 , and can be
computed as shown in [90]. For nonlinear dynamics, it may be possible to use SOS-
TOOLS [120] to compute the bisimulation, as shown in [57].
The rest of this section is devoted to the development of an algorithm that selects falsi-
fication candidates from E(x0) ∩X0 by minimizing the robustness.
6.2.2 Robustness Neighborhood Descent
In this section we present a method that is guaranteed to decrease the robustness, thus
fulfilling desideratum (D1). Briefly, it constructs an auxiliary optimization problem, whose
solution is a point that decreases the robustness function. We then show how this descent
step can be iterated to obtain a local minimum of the robustness.
Recall that for x0 ∈ X0, W(x0) is the set of points that are f(x0)-close or closer
to U , and that E(x0) is the r-sublevel set of bisimulation Φ`0 , where r is as defined in
Thm. 6.2.1. If we can find x∗ ∈ E(x0) ∩ X0 such that xx∗(t∗) ∈ W(x0) for some t∗, it
follows that f(x∗) ≤ f(x0). The search problem becomes a feasibility problem: given φh0 ,
find x∗ ∈ E(x0) ∩X0 and t∗ ≥ 0, such that xx∗(t∗) ∈ W(x0).
The feasibility problem is cast as an optimization over z ∈ Rn × R+ × R. Recall
Assumption h: W(x0) can be represented as the intersection of k sublevel sets W(x0) =
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{y ∈ Rn : pj(y;x0) ≤ 0, j = 1, . . . , k}. The optimization is then:
min
z=(x,t,ν)∈Rn×R+×R
F (z) = ν
s.t. C0x− g0 ≤ ν
Φ`0(x0, x)− r ≤ ν
pj(xx(t);x0) ≤ ν, j = 1 . . . k
(6.3)
The variable ν is a slack variable that measures the slack in satisfying the constraints: a
solution to Program (6.3) with non-positive ν means that all constraints are satisfied, and in
particular, pj(y;x0) ≤ 0. Thus, we have a trajectory that entersW and, hence, gets closer
to U . This motivates our choice of objective function.
Remark 6.2.1. Note that Program (6.3) is specific to a choice of initial point x0, and so we
will denote it as Prob6.3[x0]. This will be important in what follows.
In Appendix C, we show this problem is differentiable and thus can be solved by gra-
dient descent methods. For now, we show how solving this program produces a descent
direction for the robustness function. For convenience, for z = (x, t, ν) and a given point
xi ∈ X , we define the functions
Fxi(z) = ν (6.4)
I(z) = C0x− g0 (6.5)
GE(xi)(z) = Φ`0(xi, x)− r (6.6)
GW(xi)(z) =

p1(xx(t);xi)
...
pk(xx(t);xi)
 (6.7)
A point z is feasible if it satisfies the constraints in (6.3). When there’s no risk of confusion,
we drop xi from the notation to write F,GE , GW and pj(·).
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As noted earlier, the objective function F (z) measures the slack in satisfying the con-
straints, and a non-positive ν means that we have a trajectory that gets closer to U . This
reasoning is formalized in the following proposition:
Theorem 6.2.2. Let z∗ = (x∗, t∗, ν∗) be a minimizer of F (z) in program (6.3). Then
f(`0, x
∗) ≤ f(`0, x0).
The proof is in Appendix E. Note that if ν∗ < 0, then f(`0, x∗) < f(`0, x0).
Require: An initial point x0 ∈ X0.
1: Initialization: i = 0,Wi =W(xi)
2: Compute z∗i = (x
∗
i , t
∗
i , ν
∗
i ) = minimizer of Prob6.3[xi].
3: while ν∗i < 0 do
4: xi+1 ← x∗i
5: ti+1 = arg mint dU(xxi+1(t))
6: z∗i+1 = (x
∗
i+1, t
∗
i+1, ν
∗
i+1) , minimizer of Prob6.3[xi+1].
7: i← i+ 1
8: end while
9: return zQ , z∗i
Algorithm 1: Robustness Neighborhood Descent (RED)
Solving Prob6.3[x0], for a given x0, produces a descent direction for the robustness
function f , but not necessarily a local minimum of f . As argued earlier in desideratum
(D2), a positive local minimum of f is of interest to the designer since operating the system
at that minimum means that small implementation errors can not decrease the robustness.
Since solving Program (6.3) yields a descent direction for f , it is natural to wonder how
far we get by repeated solution of Program (6.3); in particular, can we reach a minimum?
The algorithm in Algorithm 1 describes how to setup a sequence of optimization problems
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that lead to a local minimum of f . It is called Robustness nEighborhood Descent, or RED
for short. RED generates a sequence of states (xi)i∈N inX0 as follows: an initial point x0 ∈
X0 is given. Having generated the sequence x0, x1, x2, . . . , xi, RED computes the time ti
at which the trajectory xxi is closest to the unsafe set (line 5), constructs the neighborhood
of robustness E(xi) centered at xi, and solves Prob6.3[xi], with initial point zi = (xi, ti, 0)
(line 6 - recall from the proof of Proposition 6.2.2 that ν = 0 at the initial point of the
Program (6.3)). The solution z∗i = (x
∗
i , t
∗
i , ν
∗
i ) (line 6) can now serve as basis for the
next iteration by setting xi+1 = x∗i : construct the robustness neighborhood E(xi+1), solve
Prob6.3[xi+1], and use the minimizer x∗i+1 as base for the next iteration. The procedure
is repeated as long as ν∗i < 0, and descent is achieved. Fig. 14 shows the first three
neighborhoods and their centers for benchmark Nav0 of the Experiments. Because that
example’s dynamics are linear, the neighborhoods are ellipsoids.
The properties of RED, which consists in repeated solutions of Prob6.3[x], depend on
the properties of the solver used to solve each Prob6.3[x]. Given the wide array of avail-
able solvers, with differing convergence properties and applicability, we now present one
condition on the solver which is true of many solvers, and allows us to obtain conver-
gence of RED to a minimizer. Given a function F , a point zˆ in its domain is said to be
a strict local minimizer (s.l.m.) with associated radius ρˆ if it satisfies F (zˆ) < F (z) for
all z ∈ B(zˆ, ρˆ) \ {zˆ}. The main theorem of this section will make use of the following
property (P) of the solver
(P) If zˆ is a strict local minimizer of F , there exists ρˆ > 0 such that if the solver starts
with any z ∈ B(zˆ, ρˆ), it generates a sequence of points converging to zˆ.
Property (P) is satisfied by a number of solvers under appropriate conditions, including
various Newton methods (e.g. [125, Section 1.4.1]), and versions of SQP (e.g. [125, Section
2.9.1, Section 2.9.4]).
Theorem 6.2.3. Let x0 be a point in X0, and (zi)i∈N = (xi, ti, νi)i∈N the sequence of z-
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values generated by RED starting from (x0, t0, 0). If X0 and U are closed and bounded,
and the solver has the property (P), then
(i) (zi) has a sub-sequence converging to a solution z∗ = (x∗, t∗, ν∗), x∗ ∈ X0 and
ν∗ = 0.
(ii) In any solution (xi, ti, νi) of Prob6.3[xi−1] with νi = 0, xi is a local minimum of the
robustness f .
The proof is in Appendix E.
x1
x
2
E(x1) E(x2)
E(x0)
x1
Fig. 14. Ellipsoids Computed by RED. The Center x1 of E(x1) is the Solution of
Prob6.3[x0] over E(x0), and x2 is Obtained as a Solution of Prob6.3[x1] over E(x1).
6.2.3 Alternative Methods: Uniform Random Selection and Nelder-Mead Selections
In the previous section, we presented algorithm RED, which provably converges to a
minimum of the robustness function. Moreover, at each iteration of RED, the robustness
is decreased (if not already at a minimizer), so that the search can be interrupted early
if other regions of the search space need to be explored. This algorithm will be denoted
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RED(F ), to indicate that an auxiliary objective function F is being minimized. Solving the
auxiliary program Prob6.3[x] is addressed in Appendix C, where we demonstrate that it
is a differentiable problem for a continuously differentiable flow. If some of the conditions
needed to solve Prob6.3[x] are not satisfied, other methods can be used: by relaxing the
conditions on the system, a wider class of systems becomes amenable to the methods,
though this is usually accompanied by a concomitant relaxation in the guarantees provided
by these methods.
One such alternative method is to simply generate samples using the uniform probabil-
ity distribution over E(xi) ∩X0, and stopping when a sample x′ that decreases robustness
is found: f(x′) < f(xi). We denote this algorithm by RED(f ,UR), to indicate that UR
is used to directly decrease f , and not an auxiliary function. Another alternative is to use
the Nelder-Mead simplex heuristic [99] to do the same. Nelder-Mead was previously used
for minimizing robustness [88]. We denote this algorithm by RED(f , NM). Both alterna-
tives have the advantage of relatively simple implementations. The downside is that we
are not guaranteed to find a sample (i.e. an initial condition) that decreases the robustness.
Nonetheless, the experiments will show that even simple local search procedures can still
improve the results of purely stochastic falsification.
6.3 Stochastic Falsification with Local Search
Having demonstrated algorithm RED for producing local minima of the safety spec-
ification’s robustness, we now propose to integrate RED within a stochastic falsification
algorithm to solve the following problem more efficiently:
Problem 4. Given a hybrid automaton Σ, a compact time interval [0, T ] and a set of initial
conditions H0 ⊆ H , find an h0 = (`0, x0) ∈ H0 such that f(x0) ≤ 0.
Finding such an h0 can be posed as a 2-stage problem. First, decide on a sequence of
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Stochastic Sampling 
Local Search around x0  
Initial state x0 
Better initial state 
x1 / local minimum 
Minimum robustness 
Fig. 15. A 2-Stage Algorithm for Minimizing Robustness: a Stochastic Sampler Proposes
an Initial State x0, and a Local Search Improves on this State. The Decision to Run a Local
Search Can be Conditional.
locations to be followed by the trajectory; this is the task of a stochastic search algorithm.
Second, out of all trajectories following this sequence of locations, find the trajectory of
minimal robustness; this is the task of a local search that preserves the sequence of lo-
cations. See Fig. 15. This 2-stage solution satisfies desideratum (D3), since ‘high-level
constraints’ can be modeled as location transitions, depending on the application. The con-
vergence to a global minimum is the task of this stochastic search. It also satisfies the
following desideratum:
(D4) If a local minimum of the objective function does not yield a falsifying trajectory,
then it is important to obtain guarantees on the quality of the minimizer. E.g. what is
the probability that a minimizer with smaller objective function value exists? Without
this information, we might falsely conclude that the system is safe (or more robust
than it is).
For Simulated Annealing for instance, existing convergence results [69] provide the condi-
tions under which the global minimum is reached with probability approaching 1. In other
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words, it holds that
∀ > 0 P (|f(Xk)− inf
x∈X0
f(x)| < ) −−−→
k→∞
1
where Xk is the kth sample chosen by SA. Such guarantees are not available for other
heuristics such as multi-start used in [88]. In this section, we show that convergence still
holds for SA augmented with local search.
A stochastic search will have a ProposalScheme routine: given a point x in the search
space, ProposalScheme will propose a new point x′ as a falsification candidate. The local
search may then be used to further descend from some judiciously chosen candidates. Al-
gorithm SA+LS (see Fig. 2) illustrates the use of a Local Search within the SA falsification
algorithm of [7]. U(0, 1) denotes a number drawn uniformly at random over (0, 1). Given
two samples x and y, BetterOf(x, y) returns the sample with smaller robustness, and its
corresponding robustness. The algorithm works as follows: for each proposed candidate
x′, it is improved with probability
pD(x
′, βk) = min{1, e−βk(f(x′)−fBSF )}
(line 5), where fBSF is the smallest robustness achieved so far. If x′ is chosen for im-
provement, this means that LocalSearch is run with x′ as starting point, and the found local
minimum is used as final accepted sample (line 7). Thus, LocalSearch is run on a candidate
x′ with a probability pD that increases the closer the value of that candidate is to the best
robustness value so far (fBSF ). This heuristic attempts to spend computation cycles on
LocalSearch only when the probability of overall improvement is significant (as measured
by f(x′) − fBSF ). If the proposed sample is not chosen for improvement, then the usual
SA acceptance criterion is used (lines 10-11): accept x′ with probability
pa(x, x
′, βk) = min{1, e−βk(f(x′)−f(x))}
We now show that SA+LS will converge under the same conditions as pure SA [3].
Pure SA is the above algorithm, with lines 4-8 removed.
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Theorem 6.3.1. Consider algorithm SA+LS, and let D : Rn → Rn be the deterministic
descent step which computes a local minimumD(y) ∈ X0 starting from y ∈ X0 (e.g. RED).
If the conditions of pure SA convergence from Appendix D hold, then SA+LS converges in
probability to the global minimum of f over X0.
The proof is in Appendix E.
Thus we may speak of a falsification framework, SA+RED, that can be customized
and adjusted to the task at hand: by the choice of local minimizer, and by the choice of
how to distribute the computation budget between global (stochastic) and local (descent)
optimization, we obtain different algorithms with different characteristics.
6.4 Experiments
This section describes the experiments used to test the efficiency and effectiveness of
the proposed algorithmic framework. We aim at demonstrating the descent behavior of
RED, and at assessing whether adding a local search step to a stochastic falsification al-
gorithm indeed improves the performance of the latter over purely stochastic falsification.
To more generally compare the random testing framework proposed here with other ap-
proaches, we also report results of reachability analysis with SpaceEx [51] for the linear
benchmarks.
The benchmarks: We chose a total of 6 benchmarks from the literature. The dimen-
sions of each are reported in Table 1 p.65: n is the continuous state space dimension, and
|L| is the number of locations. The first 3 are navigation benchmarks: Nav0 [48], Nav1 and
Nav2. It is unknown whether Nav0 is falsifiable. Nav1 and Nav2 are two hybrid systems in
the HSolver library of benchmarks [130], and are falsifiable. Note they are not variations
on Nav0, but are entirely different benchmarks. We also chose the Aircraft benchmark
from [91] with two sets of parameters: Air(2,3) with 2 planes and 3 waypoints and Air(3,3)
with 3 planes and 3 waypoints. The Aircraft benchmark tries to find trajectories of air-
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planes that pass through certain waypoints while avoiding excessive proximity to other
aircraft. The above systems have affine dynamics. Our 6th benchmark is a hybrid system
with nonlinear dynamics in the locations adapted from [57].
It should be noted here that the SA+RED framework has a number of tuning parame-
ters. Although it enjoys global convergence (Thm. 6.3.1), these parameters affect practical
performance. These include: the choice of bisimulation functions; how the computational
budget is distributed between global (SA) and local (descent) optimization; the choice of
Program (6.3) solver (SQP, UR or others); how many iterations to allow the solver; and
stopping criteria. As it is our goal to develop fully automatic methods, we didn’t manu-
ally fine-tune these parameters to every system; rather we chose ‘reasonable’ values and
applied them to all benchmarks. In practice, a designer familiar with the system under
test can make use of this freedom and experiment with the parameters to better apply the
method.
6.4.1 Nonlinear Hybrid System
We start by demonstrating the extension of the descent framework to hybrid systems
with nonlinear continuous dynamics. We chose a system whose robustness function f has
one minimum, and one basin of attraction, to demonstrate the descent behavior of RED.
This is a 3D hybrid nonlinear system, with three locations, modified from [57]. In mode `,
the dynamics are given by:
Σ


x˙1
x˙2
x˙3
 =

m`(1 + γ`x
2
2)x1
−0.5(1− γ`x21)x2 + 2x3
−(1− γ`x1)2x2 − 0.5x3
 (6.8)
where γ` is a mode-specific constant, and m1 = m3 = 1, m2 = −1.
We ran SA+RED(F ) and it yielded a minimum robustness of 3.4424 in at most two
iterations of RED. This was consistent for 20 independent runs, suggesting this might be
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Fig. 16. System (6.8): Descent Towards Minimum in X0. The Numbered Lines are Con-
tours of the Robustness Function (Evaluated on a Grid), and Non-Numbered Dashed Lines
Delimit the First 3 Robustness Neighborhoods E(xi), i = 1, 2, 3. The Arrows Indicate
the Direction of Descent from 1st to 2nd to 3rd Sample, Towards Decreasing Robustness
Levels.
the global minimum. To confirm this, we ran SA with 10000 tests: it converged to the same
minimum of 3.4424. As predicted by Thm. 6.2.3, RED converges to the minimum of the
basin of attraction of the starting point. See Fig. 16.
6.4.2 Comparison to Pure SA
The SA-based methods that are the focus of this chapter, SA+RED(F ), SA+RED(f ,UR)
and SA+RED(f ,NM), were described in the previous sections, and will be referred to
collectively as SA+LS (for Local Search). Pure SA will be referred to simply as SA.
Breach [36] is a software that uses a Multi-Start Nelder-Mead (MS+NM) algorithm to
minimize robustness of temporal properties: a pre-defined number of points are chosen
quasi-randomly in the set of initial conditions (multi-start step), and a Nelder-Mead Sim-
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plex algorithm is run at each initial point to minimize the robustness (local search step).
The multi-start step may be viewed as the high-level optimization, and the NM step at each
initial point is a local optimization. However, MS+NM as used in [88] does not satisfy
desideratum (D1) (guaranteed decrease of the objective) since NM has very limited conver-
gence results which apply only in 1 or 2 dimensions [99] (in fact, its practical performance
also suffers in dimensions greater than 2, as reported, e.g., in [53]), desideratum (D3) (fal-
sification subject to constraints on the location sequence), since the choice of multi-start
points does not preserve location sequences, nor desideratum (D4) (guarantees on quality
of solution returned by the stochastic optimizer) since the multi-start step can not offer
these guarantees,
Nonetheless, for completeness, we used Nelder-Mead in SA+RED(f ,NM) as explained
in Section 6.2.3, which is a variation that avoids some of these pitfalls.
For SA+RED(F ) and SA+RED(f ,UR), we chose to generate 10 SA samples (|Θ| =
10 in Fig. 2). We will see that even this small number is enough for the algorithm to be
competitive. For SA+RED(f , NM), we chose |Θ| = 100, because we noticed that NM uses
up the entire computational budget in the first few SA samples. So the run ends after the
first few samples, and the set of initial conditions remains largely unexplored. To guard
against this, we require a larger number of random samples.
As pointed out earlier, the choice of bisimulation affects practical performance of
SA+LS. Different bisimulations will lead to different robustness neighborhoods for the
same system, which can in turn skew the results. To avoid this source of variability in the
results, we perform the comparisons on affine hybrid systems: these enjoy the property
that any bisimulation is necessarily quadratic in form, so there’s no question of a particular
result being skewed by the choice of bisimulation.
Experimental setup: The simulated trajectories of a given system all have a common,
fixed, pre-determined duration T . Thus the Number of Trajectories (NT ) each simulates
64
TA
B
L
E
1
C
om
pa
ri
so
n
of
SA
an
d
SA
+L
S.
∗
R
ob
us
tn
es
s
of
an
In
iti
al
Po
in
t.
†
R
es
ul
ts
fr
om
L
es
s
T
ha
n
20
R
un
s
B
ec
au
se
of
Ti
m
e-
ou
t.
Sy
st
em
N
T
M
A
X
SA
+R
E
D
(F
)R
ob
.
SA
R
ob
.
SA
+R
E
D
(f
,U
R
)R
ob
.
SA
+R
E
D
(f
,N
M
)
m
in
,a
vg
m
in
,a
vg
m
in
,a
vg
m
in
,a
vg
N
av
0
10
00
0.
28
5,
0.
30
0.
28
53
,0
.3
3
0.
29
57
,0
.3
14
4
0.
29
56
9,
0.
33
57
n
=
4,
|L
|=
16
30
00
0.
28
5,
0.
29
0.
28
58
,0
.3
1
0.
29
56
,0
.3
08
2
0.
29
56
3,
0.
29
64
50
00
0.
28
5,
0.
28
0.
28
6,
0.
32
0.
29
56
,0
.3
16
3
0.
29
56
4
,0
.3
14
1
N
av
1
10
00
0,
0.
43
0,
0.
96
0,
0.
34
0,
0.
45
n
=
4,
|L
|=
3
30
00
0,
0.
39
0,
0.
99
0,
0.
51
0,
0.
33
50
00
0,
0.
38
0,
0
0,
0.
33
0,
0.
21
N
av
2
10
00
0,
0.
54
0.
30
,1
.1
1
0.
01
,0
.6
1
0.
00
06
,0
.7
1
n
=
4,
|L
|=
3
30
00
0,
0.
53
0.
33
,1
.2
9
0.
00
7,
0.
67
0,
0.
40
50
00
0,
0.
62
0,
0.
00
2
0.
00
7,
0.
59
0,
0.
22
A
ir
(2
,3
)
10
00
0.
08
6,
0.
26
0
0.
24
6,
0.
40
5
0.
15
6,
0.
17
9
0,
0.
00
3
n
=
8,
|L
|=
16
30
00
0.
09
3,
0.
20
0
0.
21
1,
0.
41
2
0.
11
5,
0.
15
4
0,
0.
00
6
50
00
0.
08
4,
0.
23
2
0.
31
0,
0.
42
1
0.
12
8,
0.
14
9
0,
0.
00
4
A
ir
(3
,3
)
10
00
0
,0
.0
09
9
0,
0.
13
0,
0
0
,0
∗†
n
=
1
2,
|L
|=
64
30
00
0
,0
.0
07
8
0,
0.
14
0,
0
0
,0
∗†
50
00
0
,0
.0
09
2
0,
0.
13
0,
0
0
,0
∗†
65
can be used as a measure of the effort (or cost) of each algorithm. The following are
‘fixed effort’ experiments, meaning that we fix an upper limit NTMAX on the number
of trajectories that each algorithm can simulate. We then compare the obtained robustness
values for this effort. Since the goal is falsification, a run is cut short if it finds a non-positive
robustness. Because SA-based methods are stochastic, their behavior will be studied by
analyzing a number of runs. A regression will mean 20 runs, all executed with the same
set of parameters, on the same benchmark. Finally, we also impose a timeout value on
experiment duration (aka walltime).
Results: Table 1 compares SA+LS to SA, with LS = RED(F ), RED(f , UR) and
RED(f ,NM) on the benchmarks of continuous dimension n and location set L. For a
given regression, we measure: the smallest and the average robustness found by the regres-
sion (min, avg in Table 1). We start by noting that on almost all regressions and systems,
SA+LS performs better than pure SA, thus confirming that a local search step indeed im-
proves the performance of stochastic falsification. This is consistent whether considering
best case (min) over runs in a regression, or average case (avg). It bears repeating that this
is true even though SA+LS covers less of the search space than pure SA, given that we
limit it to 10 SA samples (100 samples in the case of SA+RED(f ,NM)). Thus, for a given
computational budget, adding a local search step improves the quality of the minimizers,
and produces trajectories that are less robust than those found by pure SA. There is one ex-
ception where SA does better than SA+LS: for Nav1 and Nav2, NTMAX = 5000 produces
better average results for SA than for SA+LS. We argue that this exception doesn’t neces-
sarily invalidate the superiority of SA+LS as it occurs for high values of NT that might
not be practical with real-world models. Indeed when running realistic system models,
trajectory simulation is the biggest time consumer, so that NT (the number of trajectories
simulated) is the limiting factor.
Given the variety of systems encountered in practice, it seems unlikely that one may
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make general conclusions about which local minimization algorithm is better suited ‘in
general’. The proposed SA+RED framework allows enough flexibility to allow the designer
to incorporate her insights into the particular systems. It also provides guarantees about
convergence to global minima of the robustness, about descent at each iteration, and about
finding local minima in regions of interest, and for given high-level scenarios of interest.
6.4.3 Comparison to SpaceEx
SpaceEx is a reachability analysis tool: for a given bound j on the number of discrete
jumps, it computes an over-approximation R(j) of the set reachable in j jumps R(j) :
R(j) ⊂ R(j). If R(j) ∩ U is empty, then a fortiori R(j) ∩ U is empty, and the system is
safe if trajectories are restricted to j jumps. When, however, R(j) ∩ U 6= ∅, no conclusion
can be drawn. We had to simply assess whether R(j) intersected U or not. We use Nav0
for SpaceEx as an example of a benchmark where reachability fails to give conclusive
results. (SpaceEx was also run on Air(2,3) and Air(3,3) with comparable results). Nav1
and Nav2 were particularly challenging because of the large number of location transitions
their trajectories undergo, which wastes time when computing the reachable set). The
operations that SpaceEx does are radically different from those of SA+RED. The only way
to compare performance is through the runtime.
The results are reported in Table 2. In that table, Clustering% and δ are SpaceEx param-
eters: the approximation is more accurate for smaller values of either. For SpaceEx running
on Nav0, we observed that our initial parameter set produces an R(j) that intersects U .
Since this is inconclusive, we kept refining the parameters to get a better approximation,
until R(j) and U had little intersection, but then SpaceEx runtimes far exceeded those of
SA+RED(F ) (more than 1.5 hours) (last row in Table 2). Moreover, SpaceEx did not reach
a fixed point of its iterations (we tried up to j = 200 iterations - one discrete transition
counts as one iteration). Thus, we can not be sure that all of the reachable space was vis-
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TABLE 2
Comparison of SA+RED(F ) and SpaceEx Runtimes on Nav0 (In Seconds). NR =
Experiment Not Run.
Clustering% SpaceEx Runtime SA+RED(F ) Runtime NTMAX of
δ= 0.0008 δ=0.002 δ=0.041 avg SA+RED(F )
80 737 30 15 426 1000
20 1066 53 33 1132 3000
10 1460 NR NR 1617 5000
0 > 5400 NR NR
ited. While it may be argued that imposing an a priori value of T causes a similar issue in
SA+RED, we point out that the computational cost of increasing j is more prohibitive than
that of increasing T .
Thus we may conclude that stochastic falsification and reachability analysis can play
complementary roles in good design practice: first, stochastic falsification computes the
robustness of the system with respect to some unsafe set. Guided by this, the designer may
make the system more robust, which effectively increases the distance between the (un-
known) reachable set and the unsafe set. Then the designer can run a reachability analysis
algorithm where fast coarse over-approximations can yield conclusive results.
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Require: An initial point x ∈ X0, an initial temperature β0 > 0.
1: Initialization: BestSoFar = x, fBSF = f (BestSoFar), k = 0.
2: while f(x) > 0 do
3: x′ = ProposalScheme(x)
4: α = exp(−βk(f(x′)− fBSF ))
5: if U(0, 1) ≤ α then
6: x∗ = LocalSearch(x′)
7: x = x∗
8: else
9: {Use the usual acceptance criterion}
10: α = exp(−βk(f(x′)− f(x)))
11: if U(0, 1) ≤ α then
12: x = x′
13: end if
14: end if
15: (BestSoFar,fBSF ) = BetterOf(x, BestSoFar)
16: k ← k + 1
17: end while
18: return Set of samples Θ ⊂ X0.
Algorithm 2: Simulated Annealing with LocalSearch (SA+LS).
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Chapter 7
RELATED WORKS
The testing-based approach. The main advantage of a testing-based approach to the
problem of falsifying temporal logic properties is that it promises guarantees about the
system, without incurring the cost of reachability computations or more general formal
verification. Testing methodologies can be coarsely divided into two categories: robust
testing [31, 58, 90] and systematic/randomized testing [25, 34, 123]. Our work falls in the
latter category, though we also used methods of robust testing in developing algorithm
RED in Section 5.2. When doing local descent, some notion of ‘robust coverage’ is useful:
namely, if a given trajectory satisifies the property, then ‘nearby’ trajectories also satisfy it.
The state-space might then be covered by finitely many well-chosen trajectories, leading
from local to global guarantees. Another notion, which we call ‘dense coverage’ is useful:
namely how well distributed are the states we have visited so far, in the reachable state-
space of the system. This may be seen as ‘reachability light’. In the series of works [37,
40, 41], robust coverage is sought via sensitivity analysis. This suffers from linearization
errors, and the need to fine-tune a number of parameters. Similar work is done in [102].
In [137], sensitivity of an optimal cost function to switching guard parameters is computed.
This notion of robust neighborhoods introduced in [90,91] and the associated approximate
bi-simulations [58] are used in Ch. 6.
In [31, 32, 34], the authors use a heuristic combination of motion planning and optimal
control to increase dense coverage of the state-space of a driven hybrid system, starting
from a given initial point. An asymptotic guarantee is provided, but no rates of convergence
are given, the optimal control problem is not guaranteed to have a solution, and there’s no
ability to assess what percentage of the reachable set has been reached. In systematic
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exploration, typically Rapidly-Exploring Random Trees (RRTs) are combined with motion
planning and some quality estimate to reach target sets. Exemplars include [21, 25, 44,
112, 122, 146]. Without using RRTs, the exploration method of [130] combines a quality
estimate with abstractions to trade-off quality of solution with run-time.
Falsification and optimal control. We also mention the work on control synthesis guided
by temporal logical constraints. In [96], [143], the control objectives are expressed as tem-
poral logical formulae, though not in MTL: e.g. [143] uses LTL semantics, which is poorer
than MTL. LTL does not allow the specification of timing intervals for the Until operator
UI , which is important in many control applications. The work in [96] uses LTL−X , a
fragment of LTL that excludes the Next operator. Our objective is different: we seek to
falsify the specification by controlling the initial conditions of the system and the inputs if
any. Like the methods of [96], [143], our approach is also not complete (it might fail to
find a falsifier even though one exists). It is however asymptotically complete, and unlike
those methods, convergence rates are known in certain cases. An approach to this problem
based on Model Predictive Control (MPC) and Signal Temporal Logic (a logic similar to
MTL) has been proposed [128], but as of yet does not have guarantees on completeness
(asymptotic or otherwise).
Different versions of the optimal control problem under LTL specifications are pre-
sented in [65, 93]. However, [65] uses LTL, and the results in [93] apply to specifications
without nested temporal operators and finite transition systems. Our work in Chs. 4 and 5
can also be viewed as an optimal control problem over hybrid systems. In terms of optimal
control over hybrid systems, [18, 66] calculates numerically a descent direction for a class
of switched systems. First, we remark that our original cost function is non-differentiable
so it does not satisfy the assumptions in [66]. In our current numerical implementation each
subproblem that we solve, i.e., descent to a specific set, satisfies the assumptions in [66].
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Thus, our solution could be utilizing the results in [66] to solve more general problems in
the future.
In terms of the methods employed, the work that appears in [39, 41] is the closest to
our results on non-hybrid systems. In [41], sensitivity analysis is used to compute neigh-
borhoods of trajectories that always remain close enough and, thus, perform coverage of
the initial conditions. These results were later extended in [39] to estimating parameter
ranges and initial conditions for the satisfaction of STL properties. Even though our solu-
tion leads to sensitivity calculations, our objective is different from the work in [39]. Our
goal is to develop the local search tools needed in order to improve the performance of
stochastic MTL falsification/optimal control methods [6, 113]. Moreover, we can search
simultaneously over the initial conditions, parameters and the input signals.
Descent for hybrid systems. Recently, the approach in [147] ‘splices’ pieces of tra-
jectories together to obtain a falsifying trajectory subject to a location sequence. This
splicing procedure can be used as a local minimizer in our proposed framework (i.e.,
SA+RED(f ,Splicing)). Note however that splicing uses a nonlinear optimization where
the number of variables is n(N + 1), where n is the state-space dimension and N is the
number of discrete transitions in the nominal trajectory (easily in the 100s for a system
like Nav2), whereas our optimization problem Prob6.3[x] has n + 2 variables. Splicing
also requires, for nonlinear systems, an explicit discretization of the continuous dynamics
and a pre-fixed choice of integration step-size, with concomitant potential imprecisions,
neither of which is required in our approach since we simulate the system. Splicing also
does not satisfy desiderata (D1)-(D2): whereas RED is guaranteed to yield a system trajec-
tory which is closer to violating the specification at every iteration, the splicing approach
in [147] might finish without returning a valid system trajectory in case the optimization is
infeasible.
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Our proposed framework is complementary to two approaches from the literature, and
can be integrated with them in a model-based design process. First, verifying the safety
of a hybrid automaton (with respect to some specification) can be re-cast as a reachabil-
ity problem: does the reachable set of the system, over a time horizon T , intersect the
set of unsafe states? Despite advances in the computation of reachable sets for hybrid
systems (about 500 continuous variables for up to 100 discrete time samples for linear dy-
namics [52] and reachability on abstracted nonlinear dynamics [43]), verification through
the computation of the reachable set remains a challenging problem [11, 68]. Because of
the over-approximations used in practical reachability computations, reachability and fal-
sification as presented in this part of the dissertation are complementary approaches: a
falsification can be used to quickly find areas of the search space where robustness is low,
and high-accuracy reachability can then be performed from this smaller region to confirm
safety.
Second, mixed-mode HSolver [130] is a safety falsification tool that interleaves system
abstractions with falsification attempts. Whereas we’re interested in bounded horizon falsi-
fication, [130] uses the abstractions to extend promising trajectories that might eventually
enter the unsafe set, based on a heuristic “quality estimate”. The robustness function (which
is applicable to arbitrary MTL properties and not just safety) can be used as a rigorous
quality estimate, and the descent condition in SA+RED used as a substitute for potentially
costly system abstractions. Moreover, the robustness neighborhoods in RED automatically
provide a conservative under-approximation of the ‘abstract states’ used in [130].
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Chapter 8
CONCLUSIONS AND FUTURE WORK
The minimum robustness of a hybrid system is an important indicator of how robustly
it satisfies, or not, a specification. In Part 2.5, we developed descent algorithms for the
robustness function of a safety specification: in that case, the robustness reduces to the
distance function dU from the unsafe set. Computationally, it is desirable to find a rigorous
way of distributing the computational budget NTMAX between the global (stochastic) and
local (descent) optimizations. In particular, this would allow us to choose local optimizers
(like SQP, UR or others) based on their computational burden. Also useful is understanding
what makes some systems more suitable to SA+RED(f ,UR or NM) than to SA+RED(F )
and vice-versa. To restrict the search to areas of the initial set X0 that produce trajectories
with the same sequence of locations, we used general robustness neighborhoods based
on approximate bisimulations. Computing these neighborhoods can be computationally
expensive, and the outcome is very dependent on the particular choice of bisimulation
function. It is desirable to develop a faster way of partitioning X0 into subsets such that all
trajectories starting in a given subset follow the same sequence of locations. Finally, it is
of great interest to develop descent algorithms for general MTL properties, not only safety
specifications.
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Part III
CONFORMANCE TESTING
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Chapter 9
THE CONFORMANCE PROBLEM
To motivate the work in this second part of the disseration, we start by re-iterating some
of the points made in the Introduction (Ch. 1). In a typical industrial Model-Based Design
(MBD) process for Cyber-Physical Systems (see Fig. 17), a series of models and imple-
mentations are iteratively developed such that the end product satisfies a set of requirements
Φ. Ideally, the initial (simpler) model MS developed should have structural properties that
make it amenable to formal synthesis and verification methods [101] (cycle 1 in Fig. 17)
through software tools like [51, 82, 124]. Then, the fidelity of the models to the system
that is ultimately deployed is increased by modeling more complex physical phenomena
ignored initially, and by modeling inaccuracies introduced by the real-time computational
platforms such as look-up-tables, time delays, 3rd party black-box components, etc.
The development of a higher fidelity model raises the question of what is the rela-
tionship between the “simple” MS and “complex” MC models developed (cycle 2 in Fig.
17). If both MS and MC were, for instance, timed automata [13], and MS were non-
deterministic, then under suitable conditions 1 the question can be formulated as a trace
inclusion question. I.e., is it true that every behavior of MC can be exhibited by MS in
response to the same stimulus? This question can then be answered by tools like TTG [98]
or UPPAAL-TRON [100]. However, in common engineering practice, non-deterministic
models are rarely utilized and supported by industry tools for MBD such as LabViewTM
or Simulink/StateflowTM . Instead, a hierarchy of deterministic models is developed each
capturing a more accurate representation of the final system, or even each serving a differ-
ent verification purpose: e.g., one model may be meant for simulation-based verification,
1Such as finite-length traces, or one-clock automata [119].
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while the other is meant for performance evaluation. Such models may also be expressed
in different formalisms, languages and supported by different tools, hence, it is hard or
cost-ineffective to unify all these formalisms (see, e.g., [111]).
In addition, the more complex model MC will typically contain details not present in
the simpler MS . For example, the effects of transport delays in engine models, the effects
of controller sampling, and of saturation in actuators and sensors based on the target hard-
ware’s limitations. The situation is identical if the simpler MS were generated from the
more complex MC by a process of simplification (rather than the other way around). For
example, an in-house complex model MC of the entire system may be simplified before
shipping to a third party component provider, who will provide a component A to be in-
tegrated in the system. The simplification is made to hide the complexities of the model
that are unnecessary for the component provider’s task. Still, the simplified MS should be
reasonably accurate to allow the component provider to design A with a good reference of
the system it will be integrated in.
Finally, controller-related signals and parameters in Ms may be real valued (or floats)
and the corresponding values in Mc may be fixed-point numbers. For all the above reasons,
it is not reasonable to expect strict trace inclusion to hold between MS and MC . Exam-
ple 5 provides a concrete example of the situation here described, and [87] gives a more
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thorough discussion of the transformations used when producing models of different fi-
delity. See also [118, Section 6.4] for the challenges of implementing trace inclusion-based
conformance for CPS-like systems.
It should also be noted that even if MC’s traces were somehow shown to be included
in the language of the formal specification, we would still need to quantify the distance
between MC and MS . That’s because in a typical development process, not all the re-
quirements of the system are formally captured. Instead, some requirements are captured
in natural language test plans, or in regression suites. If the verification team is confident
that MS satisfies these non-formal requirements (e.g., via testing), then measuring the sim-
ilarity between MS and MC is an indirect means of assessing how well MC satisfies these
non-formal requirements. In this chapter, we make this process rigorous.
Instead of trace inclusion, it is important to know how close two successive models are
to each other, based on some (either qualitative or mathematical) distance notion. While a
higher fidelity model introduces new, more realistic behavior, it should still follow, roughly,
the behavior ofMS . Thus, in lieu of behavioral inclusion, an appropriate notion of distance
between the models is required. This we call conformance between the simple and complex
models. Such distance notions have been developed for various classes of systems over the
years [17, 28, 56, 76, 109, 131]. Even though works such as [28, 56, 109] treat systems with
hybrid dynamics directly, they apply only to certain classes of hybrid systems and, most im-
portantly, they rely on the full knowledge of the mathematical model of both MS and MC .
For industrial size CPS models, such knowledge is not always available. Another limitation
of some existing distance measures between systems is that they either consider only dif-
ferences in trajectories’ timing, e.g., [76], or in trajectories’ values [17, 56, 109]. For CPS,
both are extremely important especially if the end goal is to verify that the deployed system
(SD) satisfies formal specifications that involve timing requirements. It is also important
that the closeness measure be computable for large-scale industrial systems: as formal rep-
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resentations of these systems are often not available (i.e., we assume we can simulate the
model without being able to analyze its structure), we choose to develop a closeness mea-
sure whose computation requires only system trajectories. Existing distances that do take
into account both time and space differences and their limitations are reviewed in Ch. 13.
The same observations hold for the important problem of verifying whether a system
SI , which is an implementation of a modelMC , behaves approximately similar to its model
MC (arrows labeled with 3 in Fig. 17). Irrespective of whether the automatic code gen-
eration process has formal guarantees, rarely does the model MC capture accurately all
physical phenomena. Thus, the prototype system SI will be manually modified and cal-
ibrated into a final deployment SD. Then, the deployment SD should have a bounded,
computable distance from the model MC , and SD should satisfy the set of specifications.
The framework we develop in the following chapters is agnostic about whether the systems
studied are both models or a model and its implementation, thus we will generically refer
to them as a model and its implementation, or simply as two systems Σ1 and Σ2.
Conformance testing versus specification checking. One question naturally arises at
this point: why not just verify that the implementation satisfies the same specification that
the model has been verified to satisfy? The reasoning behind the question is that if Φ is all
that matters, it should be sufficient that the implementation also satisfies it. We may answer
this question as follows:
1. Firstly, it is not always possible to verify formally that the implementation satisfies
the formal specification: for example, a component purchased from a third party
might allow only limited observability and not lend itself to formal methods. Or, the
implementation may be created with a mix of languages, tools and representations
that can not be formally verified.
2. Secondly, parts of the specification might not be formally expressed. Rather, the
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specification exists in natural language Test Plan documents [86] or implicitly in test
suites. Thus even if the implementation were verified against the formal specification,
this leaves open the question of how well the implementation satisfies the informal
part of the specification. Conformance testing, by measuring the distance between
model and implementation, helps answer this question.
Therefore, once we have an implementation, it is not sufficient to check that it too
conforms to the specification (if that is even possible). It is important to make sure that
behaviors exhibited by the model and implementation are close (in a sense to be defined).
The latter, then, is conformance testing. This way both model and implementation display
similar unspecified characteristics, and our level of confidence in the implementation de-
rives from our confidence in the model and our confidence in the algorithm used to evaluate
the conformance of the two.
In this part of the dissertation:
1. We propose a generic definition of conformance between CPSs as a quantifiable
closeness measure between the output behaviors of the two systems (Section 9.1).
2. We pose conformance testing as an optimization problem (Ch. 10).
3. We propose the application of Simulated Annealing (SA) and Rapidly-exploring
Random Trees (RRT) to solve the optimization (Sections 10.1 and 10.2) .
4. We derive an upper bound on the optimization’s solution for the case of externally
switched linear systems, and show how to calculate that upper bound (Section 10.3).
5. We solve the property transfer question for MTL properties expressed over hybrid
time domains (Ch. 11): namely, if Σ2 satisfies some property ϕ, and Σ2 conforms to
Σ1, does Σ1 satisfy the same, or a closely related, formula?
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Reading guide. The next three chapters can be read independently of each other, with
minor dependencies explicitly indicated. Ch. 12 (Experiments) requires familiarity with
Chs. 10 and 11.
Example 5. We consider a fuel control (FC) system for an automotive application. Envi-
ronmental concerns and government legislation require that the fuel economy be maximized
and the rate of emissions (e.g., hydrocarbons, carbon monoxide, and nitrogen oxides) be
minimized. Control of the automobile engine air-to-fuel (A/F) ratio is crucial to optimize
fuel economy and to minimize emissions. The ideal A/F level is given by the stoichiometric
value, which is the optimal A/F ratio to minimize both fuel consumption and emission of
pollutants. The purpose of the FC system is to maintain the A/F ratio within a given range
of the stoichiometric value.
The scenario that we model involves an engine connected to a dynamometer, which is
a device that controls the speed of the engine and measures the output torque. For our
experiment, the dynamometer maintains the engine at a constant rotational velocity, as the
engine is tested. There is only one input to the system: the throttle position command from
the driver. The output of the system is 2-dimensional and real-valued, and consists of the
A/F ratio and the fuel rate commanded. We note, while some formalisms could be used to
conservatively represent the behaviors of this system (e.g., timed automata), many of these
representations would be too conservative to provide useful analysis.
The conformance testing scenario for this example is unique, in that the Model was de-
rived from the Implementation. The Implementation was derived from a textbook model of
an engine control system [67], and contains implementation details such as look-up-tables
(LUTs). The Model was then abstracted from this Implementation by replacing the look-up
tables by polynomial functions for the purposes of formal analysis [87]. See Fig. 18. This
transformation is not a classical ‘refinement’ which respects trace inclusion. The Model is
created in Simulink, which does not support non-determinism. Despite the counter-intuitive
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Fig. 18. Example 5. Left: Model and Implementation of the Fuel Control System. They
Both Receive the Same Input. The Model Replaces Look-up Tables (with linear interpola-
tion between the values) by Polynomial Blocks. Right: Fuel Rate Output of the Implemen-
tation and Model. Note the Similarity Between the Two Outputs, with a Shift in Time. The
Shift Amount is Time-Varying. The Periods of the Signals Is Also Time-Varying.
relationship between the Model and Implementation for this case, the conformance task re-
mains: to verify that these two versions satisfy some similarity criterion. Fig. 19 shows
the fuel rate output of the Model and Implementation in response to the same stimulus.
These demonstrate that trace inclusion does not hold: nonetheless, there is still a sense in
which the traces are alike, and in this chapter we formalize that intuition, and quantify this
‘closeness’ of the two traces (and systems). 4
9.1 Closeness and Conformance
We first define the notion of closeness between two hybrid arcs, which is slightly mod-
ified from [63] (recall the definition of hybrid arcs in Def. 2.2.1).
Definition 9.1.1 ((T, J, (τ, ε))-closeness). Let x and y be two hybrid arcs, possibly sup-
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Fig. 19. Example 5. Fuel Rate Output of the implementation and the model. Note the
Similarity Between the Two Outputs, with a Shift in Time. The Shift Amount is Time-
Varying. The Periods of the Signals Is Also Time-Varying.
ported on different domains. Given T ∈ R+, J ∈ N, and τ, ε ≥ 0, we say x and y are
(τ, ε)-close, and we write x ≈τ,ε y, if
(a) for all (t, j) ∈ domx with t ≤ T, j ≤ J , there exists (s, j) ∈ domy , |t− s| ≤ τ and
|x(t, j)− y(s, j)| ≤ ε,
(b) for all (t, j) ∈ domy with t ≤ T, j ≤ J , there exists (s, j) ∈ domx , |t− s| ≤ τ and
|y(t, j)− x(s, j)| ≤ ε.
Definition 9.1.1 defines distance between hybrid arcs as a local measure of the differ-
ences in signal values and the differences in timing characteristics. 2 In CPS verification,
especially formal verification with temporal logics and conformance testing, both aspects
are important: e.g. in Fig. 20, intuitively, the two output signals are very similar, yet the sup
2This can readily be seen by observing that (T, J, (τ, ε))-closeness provides a bound on the Haussdorff
distance between the graphs of the arcs (up to time (T, J)).
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Fig. 20. Output Hybrid Arc λ(t, j) of a Fuel Control System Model and its Implementation,
Shown Against t for a Given j.
norm would give a large value to the distance between them. Thus (T, J, (τ, ε))-closeness
captures nicely the intuitive notion that ‘the outputs should still look alike’. We will often
say that two time instants (t, j) and (s, j) are matching if they satisfy conditions (a) or (b)
above. The two values T and J limit our testing horizon; when they are clear from the
context, we will drop them to simplify the language. Recall that a relation D ⊂ A × B
is surjective if for any b ∈ B, ∃a ∈ A s.t. (a, b) ∈ D, and is left-total if for any a ∈ A,
∃b ∈ B s.t. (a, b) ∈ D.
Assumption 9.1.1. We assume that there exists a surjective and left-total relation D ⊂
H0,1×H0,2 relating the initial sets of the two systems. This is commonly true in practice to
enable testing; we will say ‘Σ2 is derived from Σ1 with relation D’.
We use (T, J, (τ, ε))-closeness to define conformance between hybrid systems in the
DDI representation:
Definition 9.1.2. Take two hybrid systems Σi = (Ci, Fi, Di, Gi, oi) with initial sets H0,i,
i = 1, 2, such that Σ2 is derived from Σ1 with relation D ⊂ H0,1 × H0,2. Take a test
duration T ∈ R+, a maximum number of jumps J ∈ N, and parameters τ, ε ≥ 0. We
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say that system Σ2 conforms to Σ1 with precision (T, J, (τ, ε)), which is written Σ1 Cτ,ε
Σ2, if for all solution pairs (φ1, u) to Σ1, there exists a solution pair (φ2, u) to Σ2, s.t.
(φ1(0, 0), φ2(0, 0)) ∈ D and the corresponding output trajectories o1(φ1) and o2(φ2) are
(T, J, (τ, ε))-close.
Note that conformance is defined only when the two systems are forced by the same
input. This is natural if we consider open systems, which are to be tested in the same
environment. When dealing with systems that will be connected to other systems, then we
may need to study conformance under nearby inputs, not only identical inputs. We choose
to maintain a separation of concerns in studying this issue: if Σ2 conforms to Σ1, and Σ2
is robust to input perturbations, then it can be seen to conform to Σ1 under nearby inputs.
This separation allows us to study each notion separately, and re-use the rich litterature on
system robustness.
It is easy to see that if Σ1 Cτ,ε Σ2, then Σ1 τ ′,ε′ Σ2 for all τ ′ ≥ τ , ε′ ≥ ε. Given τ ,
the infimum of all ε ≥ 0 such that Σ1 Cτ,ε Σ2 is called the conformance degree of Σ2 to Σ1
given τ , hereonafter referred to simply ‘the conformance degree’ when clear from context.
We write it as CDτ (Σ1,Σ2). In some cases, like Example 6 below, it is possible to obtain
(τ, ε) such that Σ1 Cτ,ε Σ2 directly from the derivation process’s parameters. In others,
(τ, ε) values can be computed from the system dynamics, but without actually simulating
the system. At the other extreme, where systems are given as black boxes, we have to resort
to system simulation and general optimization algorithms, as done in Ch. 10.
Example 6. The following example illustrates a derivation process where estimates for
τ and ε are known by construction. It also demonstrates the additional information re-
vealed when studying closeness. In [84], [15], a formal model of source code generation
from hybrid automata was given. One of the criteria for the quality of the implementation
is ‘faithful implementation’ as defined in [15, Def. 4]. If we model the hybrid automa-
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ton and the code in the implementation as hybrid systems (2.7) where the (local) discrete
time j advances iff there’s a mode change in the corresponding system, then we can show
that a faithful implementation that does not miss model transitions is (T, J, (τ, ε))-close to
its model for any T, J , and vice-versa. The precisions τ, ε are determined constructively
from the parameters of code generation. The magnitude of ε thus determined quantifies an
observation made by the authors in the conclusion to [15]: namely, that the criterion of
faithful implementation is not enough to enforce a sufficient correlation (or similarity) be-
tween the model and implementation. Indeed, we can expect the conformance degree (i.e.,
the smallest ε given τ ) to be significantly smaller than the ε guaranteed by the criterion of
faithful implementation. Thus (T, J, (τ, ε))-closeness is a more nuanced and precise notion
of similarity in this case, potentially allowing for better design of source code generators
in the framework of [15]. 4
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Chapter 10
COMPUTING THE CONFORMANCE DEGREE
In this chapter, we present approaches for determining whether two systems are con-
formant or not. Whereas so far, we have considered solutions defined over hybrid time
domains where the real time t evolves continuously, in this section we take into account the
fact that measurements of hybrid arcs necessarily involve sampling. Therefore, the hybrid
arcs are now supported over a discretized time domain defined below. The same holds if one
of the two systems is a model whose solutions are computed numerically. Such solutions
are necessarily supported over discretized time domains.
Definition 10.0.3 (Discretized time domain and arc). A subset E ⊂ R+ × N is a compact
discretized time domain if
E = ∪j=Jj=0 ∪k=aj+1k=aj (k, j)
for some finite sequence 0 = a0 ≤ a1 ≤ a2 ≤ . . . ≤ aJ−1 ∈ R+ for every j ≤ J, j ∈ N. It
is a discretized time domain if for every (K, J) inE,E∩({0, 1, . . . , K}×{0, 1, . . . , J}) is a
compact discretized time domain. A function x : domx→ Rn is a discretized arc if domx
is a discretized time domain. Given a discretized arc x, define ν(x) = |prR+(domx)| to
be the number of real time instants in its domain.
Note that unlike the discrete arcs defined in [132], we preserve the real timestamps of
each sample, namely Ki is a real number and not an integer. That’s because for computing
the time deviation between two arcs, we need the real time and not just the order expressed
by discrete time. Moreover, when assessing whether an arc satisfies an MTL property in
Ch. 11, we also need real-time information. For a discretized arc x s.t. supt(domx) <∞,
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ν(x) is finite if the minimum sampling interval 1 exists and is strictly positive.
For two discretized arcs x and y and T, J, τ ≥ 0, the infimum of all ε ≥ 0 s.t. x ≈τ,ε y,
can be computed as
ε(τ ;x, y) =
→
ε (τ ;x, y)unionsq →ε (τ ; y, x) (10.1)
with
→
ε (τ ;x, y) := sup(t,j)∈domx inf(s,j)∈domy,|s−t|≤τ |x(t, j) − y(s, j)|. The smallest τ
given an ε¯, τ(ε¯;x, y), can also be computed in a similar manner. These computations hold
for two given trajectories x and y. Given a specified value (τ¯ , ε¯), if the computed ε(τ¯ ;x, y)
in (10.1) exceeds ε¯, or the computed τ(ε¯;x, y) exceeds τ¯ , then (x, y) is called a (τ¯ , ε¯)-
violating pair.
To determine whether an entire system Σ2 conforms to Σ1 with precision (T, J, (τ¯ , ε¯)),
we can maximize ε(τ¯ ;x, y) over the space of output hybrid arcs pairs (x, y). Note that the
maximum is actually the conformance degree CDτ (Σ1,Σ2). If we find a (τ¯ , ε¯)-violating
pair, e.g., a pair for which the computed ε(τ¯ ;x, y) exceeds ε¯, then the systems are not (τ¯ , ε¯)-
close. In other words, they are not conformant. Alternatively, we can maximize τ(ε¯;x, y).
Again, if the found maximum is greater than the specified τ¯ , then the two systems are not
(τ¯ , ε¯)-close. 2 This dynamically-constrained optimization can be seen to be nonsmooth,
nonlinear and indeed in general nonconvex. Its format does not satisfy the principle of
optimality because of the max operators and so it does not lend itself to dynamic program-
ming. It doesn’t take the form of an integrated or final cost, and so is not readily amenable
to optimal control methods.
Of course, it is not possible to perform the search directly over the space of trajectory
pairs, since in general, we do not have a closed-form expression for the input-output be-
havior of the system. Since each output trajectory is produced by the system when it is
initialized to some initial value h0 ∈ H0 and is driven by some input arc u ∈ U, we can
1Defined as the minimum value of |a1 − a2| for any a1, a2 s.t. (a1, j), (a2, j′) ∈ domx with a1 6= a2
2The optimizations of τ(ε¯;x, y) and ε(τ¯ ;x, y) can be done in parallel to build a pareto front.
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instead perform the search over the set H0×U. Thus, to maximize ε(τ¯), we must solve the
following optimization problem:
max
(h1,u)∈H0,1×U
ε(τ¯ ; y1, y2)
s.t. y1 ∈ ST,JΣ1 (h1, u), y2 ∈ ST,JΣ2 (h2, u) (10.2)
(h1, h2) ∈ D
where Σ2 is derived from Σ1 with relation D. The guarantees yielded by such a method de-
pend, naturally, on the guarantees provided by the optimization algorithm used to perform
the maximization. In the next three subsections, we present three algorithms for approxi-
mating the conformance degree.
10.1 Calculating the Conformance Degree: Simulated Annealing
The first method to solve the maximization (10.3) is a straighforward application of
Simulated Annealing (SA) [95]. Simulated Annealing is a well-known global, derivative-
free, stochastic optimization algorithm which converges to the global optimum in probabil-
ity. That is, the probability of being within a δ > 0 of the global maximum approaches 1 as
the number of iterations of Simulated Annealing increases, for any δ. In the experiments,
we abbreviate this as ‘almost surely’. The full algorithm is presented as Algorithm 3.
To simplify the presentation, we showed a simple stopping criterion, namely, a maxi-
mum number of iterations. More principled criteria can make use of known convergence
rates, such as presented in [103, Thm. 2]. There, an upper bound is provided on the average
number of iterations required before the iterate is within some δ of the global maximum.
Such a bound can serve as stopping criterion in Algorithm 3.
Example 7 (High fidelity engine model). This experiment was performed on a model and
implementation of an automatic transmission. The transmission has one input (throttle
angle), and two outputs: the speed of the engine ω (RPM) and the speed of the vehicle v
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Require: Model Σ1, Implementation Σ2, set of initial conditions H0, set of input arcs U,
maximum number of samples m, τ¯ ≥ 0
1: ε∗ ← 0
2: for i = 1 . . .m do
3: (h1, u)← SimulatedAnnealing
4: (h2, u) s.t. (h1, h2) ∈ D
5: % Simulate the systems to obtain a pair of output arcs
6: y1 ∈ ST,JΣ1 (h1, u), y2 ∈ ST,JΣ2 (h2, u)
7: ε∗ = max{ε∗, ε(τ¯ ; y1, y2)} % Use Eq. (10.1)
8: end for
9:
10: return ε∗
Algorithm 3: Computing the conformance degree
(MPH), i.e., y = [ω v]T . The goal is to find a smallest (τ, ε) such that the two systems
are (τ, ε)-close. The model is a slightly modified version of the Automatic Transmission
model provided by Mathworks as a Simulink demo 3 . The model is shown in Figure 21
right. It contains 69 blocks including 2 integrators, 3 look-up tables, 3 2D look-up tables
and a Stateflow chart. The Stateflow chart contains two concurrently executing Finite State
Machines with 4 and 3 states, respectively.
The implementation is the Enginuity model of a Port Fuel Injected spark ignition engine
from Simuquest [135] with 56 states and a large number of black box components. An
overview of the components of the model is shown in Figure 21 left. This implementation is
significantly more complex than the model, as it models the effects of combustion from first
physics principles on a cylinder-by-cylinder basis, while also including regression models
3Available at: http://www.mathworks.com/products/simulink/demos.html
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Fig. 21. Example 7. Left: SimuQuest Enginuity Model Components. Used with Permis-
sion, c©SimuQuest [135]. Right: Automatic Transmission Model.
for particularly complex physical phenomena.
The initial conditions must be 0, therefore H0 = {[0 0]T}. This means the output
trajectories depend only on the input signal u. The throttle at each point in time can take
any value between 0 (fully closed) and 100 (fully open). We remark that the system is
deterministic, i.e., under the same input u, we will always observe the same output y. Test
duration is set to T = 104secs.
Simulated annealing converged to a a value of 1 for ε(5e − 4). Thus the Model and
Implementation are (104, JM , (5e−4, 1))-close, where JM is an appropriately large value.
In Fig. 22 we present two output trajectories that fail the (τ, ε)-closeness specification
given the same input sequence.
4
10.2 Calculating the Conformance Degree: Rapidly-Exploring Random Trees
RRT is a very popular and efficient method of robot motion planning (see [29] and
references therein). Its strength lies in its ability to explore the robot space quickly to reach
a target from a given starting point. In this section we present an adaptation of RRTs to the
problem of computing CDτ (Σ1,Σ2), the conformance degee of Σ2 to Σ1. The basic idea is
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Fig. 22. Example 7. The Trajectories for the SimuQuest and Automatic Transmission
Engine Models that Fail the (τ, ε)-closeness Specification. Top: Vehichle Speed. Middle:
Angular Speed. Bottom: Common Input Signal.
to explore the state-space of Σ1 thoroughly by expanding an RRT in its output space: each
branch of the RRT is in effect an output trajectory of Σ1, starting from the root of the tree
(which is an initial point of Σ1), and driven by some input arc. By applying that input arc
to Σ2, starting from the corresponding initial point, we check whether Σ2 can indeed track
Σ1, and with what precision (τ, ε).
We now detail the construction of the RRT: the workspace Q of the RRT is the output
space Y1 of nominal system Σ1: Q = Y1. Let distQ : Q×Q → R+ be a distance function
over Q. RRT builds a tree to explore the workspace from a pre-fixed root. The root of the
tree is chosen to be a pre-determined initial output, namely q0 = o1(h1). Suppose the tree
currently has i ≥ 1 nodes. A probability distribution with support Q is used to select a
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Fig. 23. RRT for Computing the Conformance Degree.
sample qs = y1 in the workspace. The nearest distQ-neighbor to qs on the tree is found,
say qnear = ynear1 . See Fig. 23. A local controller is then applied to Σ1 to synthesize
an input arc ui, of duration Dplan, which should drive Σ1 from ynear1 to y1. This input
is applied for a pre-determined duration Dhor, called the control horizon, which may be
different from Dplan. This leads Σ1 to output y′1 (which is not necessarily equal to y1). The
new configuration qi+1 = y′1 is then added to the tree, and the process repeats until the tree
has a pre-determined size, or some measure of coverage exceeds a specified threshold [33].
Once the tree is constructed, every branch b from root to leaf represents an evolution of
Σ1, starting from h1, and under an input arc ub. Let h2 be the initial point corresponding
to h1: i.e., (h1, h2) ∈ D. We apply the input arc ub corresponding to each branch b of the
tree to Σ2, resulting in y2 ∈ ST,JΣ2 (h2, ub). Thus to each branch, we now have a pair of
arcs (y1,y2). For each such pair, we compute ε(τ ;y1,y2). The largest computed ε-value
among all the branches constitutes an estimate of CDτ (Σ1,Σ2) (more accurately, it is an
under-approximation).
Guarantees of this method derive from the guarantees provided by the underlying RRT
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algorithm - see for example [92]. This modified RRT only assumes that the systems have
controllers: no other assumption is made concerning their structure or properties.
10.3 Upper Bounding the Conformance Degree for Switched Linear Systems
In the case of switched linear systems, we can upper bound the conformance degree
and compute it with off-the-shelf optimizers, in a method reminiscent of direct solutions of
optimal control problems.
Assumption 10.3.1. In this section, we assume that all systems are non-Zeno. I.e. given a
hybrid system Σ and x ∈ SΣ2 , supt(domx) <∞ =⇒ supj(domx) <∞.
Let z be a symbol denoting a pair of discretized arcs: z = (x, y) ∈ Z ,
Z = {(x, y) : y ∈ SΣ2(h2, u), x ∈ SΣ1(h1, u)
s.t. (h1, u) ∈ H0,1 × U, (h1, h2) ∈ D}
Noting that CDτ (Σ1,Σ2) = supz∈Z
→
ε (τ ;x, y) ∨ supz∈Z
→
ε (τ ; y, x), it is possible to
compute supz∈Z
→
ε (τ ;x, y) := ε∗1 and supz∈Z
→
ε (τ ; y, x) separately. These two optimiza-
tions can be done in parallel and are symmetric in their structure, so in the remainder we
focus on ε∗1. Recall that ν(x) = |prR+(domx)| for hybrid arc x.
Proposition 10.3.1. For each z = (x, y) ∈ Z and any i ≤ ν(x), define the set S(i, z) :=
{k ∈ Z | i + k ≤ ν(y)}. If S := ∩z=(x,y)∈Z,i≤ν(x)S(i, z) 6= ∅, define for each k ∈ S,
gk(z) = maxi≤ν(x) ‖x(ti, ji)− y(ti+k, ji+k)‖2. Then ε∗1 ≤ K :=
√
mink∈S supz∈Z gk(z)
The proof is in Appendix E. The set S contains indices for which gk is a well-defined
function of z, and thus needs to be non-empty. While in general, the non-emptiness hypoth-
esis might be unrealistic, it holds in the important case of switched linear systems treated in
this section. Specifically, we show how the upper bound of Prop. 10.3.1 can be computed
when both systems are switched linear systems driven by an external switching signal.
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Assumption 10.3.2. Both Σ1 and Σ2 are switched linear systems (defined below); these
models arise frequently in supervisory control of linear systems. The integration step or
sampling period for both systems is constant: ti+1 − ti = δt > 0 ∀i. E.g. the output may
be measured via a sample-and-hold circuit. The initial sets H0,1 and H0,2 and the state
spaces H1 and H2 are bounded boxes in Rn1 and Rn2 , respectively: lb ≤ x ≤ ub. There
exists a linear transformation KD between the initial state h1 of Σ1 and that h2 of Σ2:
h2 = KD · h1. E.g. this is true whenever Σ2 is obtained by Model Order Reduction from a
switched linear Σ1.
A switched linear system Σ is a hybrid system where the flow and output functions
are linear with respect to the state and the input, and there are no resets of the state (i.e.
G is the identity). It can be seen as a collection of L linear sub-systems (A`, B`, C`, D`),
` ∈ L ⊂ N \ {0}, with a switching signal a : [0, T ]→ L deciding when to switch between
them. It is described by the discrete-time equations:
Σ :

x(0) ∈ H0 ⊂ Rn
x(s+ 1) = Aa(s)x(s) +Ba(s)u(s)
y(s) = Ca(s)x(s) +Da(s)u(s)
(10.3)
where a : [0, T ] → L is the external switching signal, which is a piece-wise constant
right-continuous function with left limits, and finitely many discontinuities in any bounded
interval. When a(s) changes value, the system starts obeying the dynamics of the new
mode, and hybrid time advances by increasing j. A state trajectory of Σ is a discretized
hybrid arc x s.t. ti = i · δt, ji = |{s ∈ [0, i · δt] | a is discontinuous at s}|, x(·, ji) obeys
(10.3) for any ji, and y(ti, ji) = Π(x(ti, ji)). Both Σ1 and Σ2 are described by (10.3) with
common switching signal, input arcs, mode set L, output set Y , and (naturally) different
matrices (A`, B`, C`, D`). In particular, this implies that their output arcs have the same
discretized time domain. Thus for any output arcs x ∈ ST,JΣ1 and y ∈ ST,JΣ2 with and under
the non-Zenoness assumption 10.3.1, ν(x) = ν(y).
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Proposition 10.3.2. If assumptions 10.3.1 and 10.3.2 hold, then dom(x) = dom(y) for
all (x, y) ∈ Z , ν(x) = ν(y) = N whenever supt domx = supt domy, and for all k ∈ [N ],
the function z 7→ gk(z) is convex.
The proof is in Appendix E.
We now present the elements of the formal ODE-constrained optimization problem we
seek to solve. The search variable of the optimization is simply the two discretized output
arcs of the two systems, ‘unrolled’ over N + 1 time steps, starting from corresponding
initial conditions, and subject to the same input signal u. Formally, the search variable z
can now be written as a vector of samples:
z = [x1(0), x1(1), . . . , x1(N), x2(0), x2(1), . . . , x2(N)] ∈ Z
Putting it all together, our optimization problem is:
max
z=(x,y)
gk(z) = max
i∈dom(x)
‖y1(i)− y2(i+ k)‖2 (10.4)
s.t. (Space Constraint) ∀ i = 0, . . . , N
lbi,1 ≤ x1(i) ≤ ubi,1, lbi,2 ≤ x2(i) ≤ ubi,2
(Output constraint) ∀ i = 0, . . . , N
y1(i) = C1,a(i)x1(i) +D1,a(i)u(i)
y2(i) = C2,a(i)x2(i) +D2,a(i)u(i)
(Dynamical constraint) ∀ i = 0, . . . , N − 1
x1(i+ 1) = A2,a(i)x1(i) +B1,a(i)u(i)
x2(i+ 1) = A1,a(i)x2(i) +B2,a(i)u(i)
(Implementation constraint)
x1(0) = KD · x2(0)
In light of Prop. 10.3.2, because we are maximizing a convex function over a convex
domain, it suffices to restrict the search to the feasible set’s boundary. We conclude by
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noting that for the solution of (10.4) to be acceptable as valid output discretized arc, we set
the error tolerance to be less than the integration error incurred when simulating the system
by numerical integration.
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Chapter 11
TRANSFER OF PROPERTIES
In Model-Based Design (MBD), the model Σ1 is designed in an iterative fashion to sat-
isfy a certain specification ϕ. When moving from model testing to implementation testing,
the main question is: despite the inaccuracies introduced by the implementation process,
does my implementation Σ2 still satisfy the specification ϕ?
As mentioned in the Introduction, often, it might not be possible to formally verify ϕ
on the more complex of the two systems, say Σ1. Therefore, our confidence in the more
complex system must derive from two things: the fact that Σ2 satisfies ϕ; and that the
two systems Σ1 and Σ2 have ‘close’ behaviors. In this section, we formalize the relation
between closeness of behaviors and formula satisfiability by deriving, automatically, which
formulae are satsified by a disretized arc φ1 which is (τ, ε)-close to a discretized arc φ2,
given that the latter satisfies ϕ. Note that this does not require any testing of φ2: the
formulae are derived automatically via syntactic manipulations.
To present the results of this section, and since we’re working with discretized arcs
(Def. 10.0.3), we choose to model the outputs of a hybrid system as hybrid-timed se-
quences. Specifically, let N ∈ N \ {0} be a positive integer and T ∈ R+ be a positive
real.
Definition 11.0.1. Given a discretized arc y taking values in a set Y with ν(y) = N and
domain domy = {(t1, j1), . . . , (tN , jN)}, the associated hybrid-timed sequence (or simply
TS) is a function µ : {0, 1, . . . , N} → Y × [0, T ]× N, such that for all i ∈ {0, 1, . . . , N},
pr1(µ(i)) = y(ti, ji) is the i
th element of y and pr2,3(µ(i)) = (ti, ji) is the i
th element of
domy. The domain of µ is dom(µ) = {0, 1, . . . , N} = [N ].
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pr1(µ(i)) is the value of the output discretized arc at (hybrid) time pr2,3(µ(i)). We do
not assume, in general, that the sampling period (or integration step) is constant. Note that
two output TS of the same system may have different domains.
11.1 MTL for Hybrid Timed State Sequences
We recall the syntax of MTL+, which is a formal language equivalent to MTL. We then
give the semantics of MTL+ over hybrid time. In a hybrid time domain, the time variable
takes values in T = [0, T ] × {0, . . . , J}. This extension naturally subsumes the case of
real-valued time. A hybrid time set is a non-empty set of the form I = Ec × Ed ⊂ R× N,
where Ec is an interval in R and Ed is a set of successive integers. Given the hybrid time
value (s, j) ∈ R×N, (s, j)⊕I := {(s′, j′) | ∃(s¯, j¯) ∈ I . s′ = s+ s¯ and j′ = j+ j¯}. This
is itself a hybrid time set.
Definition 11.1.1 (MTL+ Syntax). Let AP be a set of atomic propositions and I be a
hybrid time set. The set MTL+ of all well-formed MTL formulas in negation normal form
is inductively defined as ϕ := > | ⊥ | p | ¬p | ϕ ∨ ϕ | ϕ ∧ ϕ | ϕ UIϕ | ϕRIϕ, where
p ∈ AP , > is true and ⊥ is false.
We instantiate the definitions of the semantics over abstractions of the output TS of the
hybrid system Σ with respect to the setsO(p) ⊆ Y for all p ∈ AP . Let (µ, i) |=O ϕ denote
the satisfaction of the MTL formula ϕ over a TS µ starting at sample i with respect to the
atomic proposition-mapping O. If µ does not satisfy ϕ under the map O, then we write
(µ, i) 6|=O ϕ.
Definition 11.1.2 (MTL+ Semantics). Let µ be a TS andO : AP → P(Y ). For i, k, l ∈ N,
the semantics of any MTL+ formula ϕ can be recursively defined as:
(µ, i) |=O > and (µ, i) 6|=O ⊥
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(µ, i) |=O p iff pr1(µ(i)) ∈ O(p)
(µ, i) |=O ¬p iff pr1(µ(i)) 6∈ O(p)
(µ, i) |=O ϕ1 ∨ ϕ2 iff (µ, i) |=O ϕ1 or (µ, i) |=O ϕ2
(µ, i) |=O ϕ1 ∧ ϕ2 iff (µ, i) |=O ϕ1 and (µ, i) |=O ϕ2
(µ, i) |=O ϕ1 UIϕ2 iff ∃k ≥ i such that
pr2,3(µ(k)) ∈ pr2,3(µ(i))⊕ I and (µ, k) |=O ϕ2
and ∀l with i ≤ l < k we have (µ, l) |=O ϕ1
(µ, i) |=O ϕ1RIϕ2 iff ∀k ≥ i,
pr2,3(µ(k)) ∈ pr2,3(µ(i))⊕ I implies (µ, k) |=O ϕ2
or ∃l with i ≤ l < k such that (µ, l) |=O ϕ1
Other operators can be defined using the above, e.g. the Eventually operator 3Iϕ :=
>UIϕ and the Always operator Iϕ := ⊥RIϕ. The usual MTL+ logic over real time is
recovered by choosing all hybrid time sets to be I = Ec × N.
11.2 Property Transfer
Given a set S ⊂ Rn equipped with a metric d, P(S) is the set of subsets of S. Its δ-
expansionE(S, δ) and δ-contractionC(S, δ) are defined by: E(S, δ) = {x ∈ Rn | dS(x) ≤
δ} andC(S, δ) = Rn\E(Rn\S, δ). Finally, for a hybrid time set I = Ec×Ed and reals a, b,
define I〈a,b〉 := (inf Ec+a, supEc+b)×Ed, where inf and sup are the greatest lower bound,
and least upper bound, operators, respectively. In this section we will explicitly decompose
a TS µ into three components µ = (y, t, j), where for all i ∈ domµ, y(i) = pr1(µ),
t(i) = pr2(µ) and j(i) = pr3(µ).
Theorem 11.2.1. Let ϕ be an MTL+ formula with atomic propositions in AP and O :
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AP → P(Y ). Let µ = (y, t, j), µ′ = (y′, t′, j′) be two TS such that µ ≈τ,ε µ′. If (µ, i) |=O
ϕ then for all i′ ∈ dom(µ′) s.t. |t′(i′)− t(i)| ≤ τ , j(i) = j′(i′), and ‖y(i)− y′(i′)‖ ≤ ε,
(µ′, i′) |=Oε [ϕ]τ
where the operator [·]τ : MTL+ →MTL+ obeys the following rules:
[>]τ = > , [⊥]τ = ⊥
[p]τ = p
+ , [¬p]τ = p−
[ϕ1 ∨ ϕ2]τ = [ϕ1]τ ∨ [ϕ2]τ
[ϕ1 ∧ ϕ2]τ = [ϕ1]τ ∧ [ϕ2]τ
[ϕ1UIϕ2]τ = (3(−2τ,0]×{0}[ϕ1]τ )
UI〈−2τ,2τ〉(3[0,2τ)×{0}[ϕ2]τ )
[ϕ1RIϕ2]τ = (3(−2τ,0]×{0}[ϕ1]τ )
RI〈2τ,−2τ〉(3[0,2τ)×{0}[ϕ2]τ )
where I = Ec × Ed is a hybrid time set. Also, Oε(p+) = E(O(p), ε) and Oε(p−) =
C(O(p), ε).
The proof is in Appendix E. We now give an example to show that the above result is
the best achievable without any further assumptions.
Example 8. Consider the situation in Fig. 24, where the top axis represents pr2(µ) and
the bottom axis represents pr2(µ
′). Set I = Ec × Ed for some Ed. We are given that
(µ, i) |=O ϕ1RIϕ2, and that (µ, k) 6|=O ϕ1 ∨ ϕ2. Assume that i′ ∈ ρ′(i), k′ ∈ ρ′(k),
`′ ∈ ρ′(`). This implies (µ, `) |=O ϕ1 ∧ ϕ2. We know that (µ, `′) |=Oε [ϕ1]τ . The most we
can say about (µ′, k′) is that (µ′, k′) |= 3[0,2τ)[ϕ2]τ 4
The results of [81] and [126] can now be recovered as special cases of the above theo-
rem. The result of [81] is a special case of Thm. 11.2.1 where only time is allowed to deviate
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Fig. 24. Example 8. The Horizonal Lines Represent Real Time, and the Indices Mark the
Location of Real Time, i.e. i is Located at ti, etc.
(ε = 0). The result of [126] requires an order-preserving notion of closeness (which it calls
“order-preserving ε-retiming”). Both operate over real time, rather than hybrid time, which
is more suitable for the study of hybrid systems. To illustrate the content of Thm. 11.2.1,
we give two examples:
[[3,6]×{1,2}p]τ = [⊥RIp]τ
= 3(−2τ,0]⊥R[3+2τ,6−2τ ]×{1,2}3[0,2τ)p+
= ⊥R[3+2τ,6−2τ ]×{1,2}3[0,2τ)p+
= I〈−2τ,2τ〉(3[0,2τ)[p]τ )
[3Iϕ]τ = 3I〈−2τ,4τ〉 [ϕ]τ
The main result of this chapter now follows from the definitions and Thm. 11.2.1, and its
proof is in Appendix E. For a hybrid system Σ and a map O : AP → P(H), we write
Στ |=O ϕ, if for all output TS µ of Σ, there exists i ∈ dom(µ) s.t. pr2(µ(i)) ≤ τ and
(µ, i) |=O ϕ. We simply write Σ |=O ϕ if Σ0 |=O ϕ.
Theorem 11.2.2. Let Σ1 and Σ2 be two hybrid systems, and ϕ be an MTL+ formula. If
Σ1 τ,ε Σ2 and Σ2 |=O ϕ, then Στ1 |=Oε [ϕ]τ .
The theorem may be interpreted informally as saying that system Σ1 needs an ‘ini-
tialization phase’, of duration at most τ , before it satisfies [ϕ]τ . The role played by the
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Eventually operators with negative time intervals appearing in [ϕ1UIϕ2]τ and [ϕ1RIϕ2]τ
of Thm. 11.2.1 also becomes clear: they serve to cover this initialization phase.
If Σ1 is what ultimately gets deployed (or is input to the next phase of the design cycle),
and Σ2 is derived from Σ1 by a simplification for testing purposes (e.g. model order reduc-
tion), then we care about Σ1 verifying the specification ϕs, but we want to do the testing on
Σ2 since it is simpler. We then use Thm. 11.2.2 to derive the specification [ϕp]τ satsisfied
by Σ1, and whether it equals ϕs. If, as often happens, a new specification becomes relevant,
then instead of testing the expensive Σ1, we may simply test Σ2, and use Thm. 11.2.2 to
conclude the specification satisfied by Σ1. Thus conformance testing is a one-time cost (as
long as Σ1 isn’t modified), which reduces the testing effort when specifications change.
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Chapter 12
EXPERIMENTS
In this section, we illustrate the preceding theory and algorithms on benchmark ex-
amples. For the first two systems, we used the state-of-the-art optimization solver KNI-
TRO [145]. KNITRO can handle very large-scale mixed integer nonlinear programs. While
not designed for nonsmooth optimization, it can still provide a number of local maxima, so
we can approximate the global maximum via multi-start. To illustrate Thm. 11.2.2, we use
two tools for property verification: the first is SpaceEx, a reachability analysis tool which
over-approximates the reachable set of a hybrid linear system, and thus can be used to rig-
orously verify safety properties [51]. The second tool is S-TALIRO, which searches the
set of initial conditions and input arcs (if any) for a falsifier, i.e. an output trajectory which
does not satisfy the property [16]. S-TALIRO can handle arbitrary MTL specifications (not
just safety/reachability). Its guarantees are probabilistic: i.e. if S-TALIRO does not find a
falsifier, then we know almost surely that one does not exist. The exact probability depends
on the tool’s runtime and certain other parameters. In this section, to avoid overloading the
notation, a hybrid time set of the form I = Ec × {0} will be written simply as Ec.
RLC circuits: The first system, RLC200, is a 200D RLC circuit obtained from [71].
We take RLC200 to be the nominal modelM. We obtain I fromM by balanced model
order reduction (MOR), which produces a 14D linear system. Because it satisfies Assump-
tion 10.3.2, we formulate the optimization as given in (10.4), for a given pre-determined
input TS. This yields a K upper bound value (Prop. 10.3.2) of 0.5453. We computed the
achievable closeness degree ε between the two trajectories that maximize K (i.e. the solu-
tion of (10.4)), and the obtained value was also 0.5453. So for this maximum, the bound
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Fig. 25. Trajectories that Maximize the Upper Bound for RLC600, Zoomed in to Show
Differences on the Order of K.
K is tight. We also ran the same procedure on a 600-dimensional scaling up of RLC200
with similar results. See Fig. 25. For both systems, it took KNITRO an average of 30mins
to reach a maximum.
As an example specification for RLC200, consider the following progressive settling
time formula expressed in MTL: ϕ = ([0,0.8]|y1 − y2| ≤ 1) ∧ ([0.8,2.5]|y1 − y2| ≤ 0.5).
This formula says that in the initial 0.8 secs, the output of the reduced order system I must
not differ from that of M by more than 1 Volt. Then, and up to time 2.5 secs, it must
differ by even less, namely 0.5V. This reflects the gradual disappearance of transients in
the circuits and settling to steady-state operation. We ran S-TALIRO on I, to test whether
it satisfied ϕ. S-TALIRO found no falsifiers, indicating that almost surely, I satisfies the
property. The corresponding transformed formula is ([0.06,0.74]3[0,0.06]|y1− y2| ≤ 1.54)∧
([0.86,2.44]3[0,0.06]|y1 − y2| ≤ 1.04) S-TALIRO returned no falsifiers of [ϕ]τ byM. 4
Buck converter [114]: A DC-to-DC buck converter accepts an input DC voltage Vs
and converts it down to a lower Vref . It has two modes. Given a switching period P and
a duty cycle f , it is in mode 1 for f · P units of time and mode 2 for (1 − f)P units. For
this example’s purposes, we adopt a simple open-loop strategy where the duty cycle is a
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function of the reference voltage: f = Vref/Vs. When implemented, the circuit’s R,L,C
parameters will typically deviate from their nominal values, and the switching period P
computed by the software will drift from its nominal value. Thus to study worst-case
behavior, the nominal systemM and derived I are taken to correspond to the two extremes
of the valid ranges of R,L,C, P . This is now an example of a switched system, so we ran
KNITRO to find the conformance degree given τ = 3e − 5 secs. It returned ε = 2.24 in
under 4 secs. We then ran SpaceEx to verify a safety property ϕ := [0.001,0.0147]×A|y−5| ≤
1 ofM, with A = [d(0.0147− 0.001)/P e]. The corresponding transformed formula
[ϕ]3e−5 = [0.001+2τ,0.0147−2τ ]×A3[0,6e−5)|y − 5| ≤ 3.24
is implied by the following safety formula: ϕs = [0.001+2τ,0.0147−2τ ]×A|y − 5| ≤ 3.24, so
that verifying that I satisfies ϕs implies it also satisfies [ϕ]3e−5. We again used SpaceEx,
confirming that I satisfies ϕs. 4
Hybrid nonlinear: This is a 3D hybrid nonlinear system, with three modes and a 1D
input signal. It is modified from [57]. In each mode, the dynamics of the nominal model
M are given by:
M


x˙1
x˙2
x˙3
 =

−(1 + γx22)x1 + 0.1u
−0.5(1− γx21)x2 + 2x3
−(1− γx1)2x2 − 0.5x3 + 0.4u

y1
y2
 =
γx1 + x2
x3

(12.1)
where γ is a mode-specific constant. The derived model I is obtained fromM by lineariz-
ing the mode dynamics around the 0 equilibrium. In [57] it was established that with 0
input, the two systems’ location-specific dynamics are approximately bisimilar. We ran the
RRT method of Section 10.2 on the two systems, using a uniform sampling distribution,
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Euclidian distance function, and a Model Predictive Controller for local motion planning
to generate a tree with 1000 nodes. We computed the largest ε along all branches of the
tree, which yielded a value of 7.157 for τ = 0.06. To illustrate Thm. 11.2.2 for this case,
we used S-TALIRO to check that I satisfies ϕ:
ϕ = 3[0,4]×[JMAX ]([0,0.4]|y1 − y2| ≤ 8)
where JMAX is an upper bound on the number of jumps in [0,4]. S-TALIRO reports no
falsifying trajectories when trying to falsify the corresponding [ϕ]τ forM. 4
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Chapter 13
RELATED WORKS
Tretmans [139] defined Input-Output conformance (IOCO) as requiring that the imple-
mentation never produces an output that can not be produced by the specification, and it
is never the case that the implementation fails to produce an output when the specification
requires one. Both implementation and specification are modeled as (discrete) labeled tran-
sition systems. Larsen et al. extended these ideas to define conformance for timed automata
in the tool UPPAAL-TRON [100], and Van Osch [117] extends IOCO to hybrid transition
systems (HTS) by incorporating continuous-time inputs. The relation between our notion
of conformance and that in [117] is studied in detail in [110]. This hybrid IOCO is not
testable in practice because the state space and transition relations of an HTS are uncount-
able, and the test generation algorithm proposed in [117] doesn’t contain a mechanism for
judiciously choosing tests from the infinite set of possible tests.
Later work [142] also extends [139] by treating the implementation as a black box
that generates timed traces, and representing the specification as a timed automaton. The
objective is to verify, for each trace generated by the implementation, whether it satisfies
the invariants of the specification automaton. As such, this conformance notion does does
not address our goal of verifying ‘similarity’ between an implementation and its model.
The work by Brandl et al. [24] utilizes (discrete) action systems [19] to provide a discrete
view of hybrid systems (a modeling formalism for CPS). Thus Tretmans’ IOCO can be
applied to the now-discrete system. This method requires knowledge of the internal system
structure, which we do not assume in our work.
A number of closeness measures between hybrid trajectories and systems exist. As
mentioned earlier, our definition of (T, J, (τ, ε))-closeness is a slight variation on (T, J, ε)-
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closeness introduced by Goebel and Teel [63]. In [1], a closeness between systems is
also defined via a closeness between trajectories. The closeness notion used there can be
shown to be weaker than (T, J, (τ, ε))-closeness, so that proving two systems to be (τ, ε)-
close implies they are close in the sense of [1]. In fact, (T, J, (τ, ε))-closeness provides a
continuum of closeness degrees between the two extremes presented in [1].
The Skorokhod distance between trajectories used in [27] is a mathematical distance
and so has nice properties, in particular allowing a straighforward move from distance be-
tween trajectories to distance between systems. It can also be computed in polynomial
time [106]. The disadvantage of the Skorokhod metric as given in [27, Def. 9] is that
it only uses continuous-time parametrization of traces, and its use of bijective retimings
1 precludes accounting for phenomena like dropped samples as illustrated in the follow-
ing example: consider the three signals x(t) = 2 for all 0 ≤ t ≤ 4, y1(t) = 1.5 for t ∈
{0, 1/2, 1, 3/2, 2} and is undefined otherwise, and y2(t) = 1.5 for t ∈ {1.96, 1.97, 1.98, 1.99, 2},
and is undefined otherwise. Signals y1 and y2 could be the result of different samplings of
x. We would like to say that y1 is closer to x than y2, but the Skorokhod metric assigns the
same distance to both (namely, infinity, because there is no bijection between [0, 4] and the
domains of y1 and y2). (T, J, (τ, ε))-closeness makes a distinction between these two cases
and follows our intuition more closely. The “finite-length-paths generalized Skorokhod”
pseudo-metric introduced by Davoren [35] contains (τ, ε)-closeness as a special case. No
computational procedure is given for computing this more general pseudo-metric, which is
based on a minimization over all set-valued strictly order-preserving retimings.
More recent work [26] metrizes the hybrid state-space directly, and then uses the usual
sup norm between (the continuous components of) trajectories. The objective is to develop
a convergent discrete simulation algorithm for hybrid systems. The sup norm, regardless of
the underlying state-space distance, is not appropriate for conformance quantification since
1A retiming is a non-decreasing function. A bijective retiming is necessarily continuous [27].
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it compares the trajectories’ values at the same continuous time instant (thus not capturing
the usual ‘wiggle’ in time between model and implementation trajectories). Moreover, it
potentially compares two trajectories’ values while they are in different modes.
The works closest to ours are [89] and [126]. In [89], (τ, ε)-bisimulation relations be-
tween metric transition systems are defined, which we used in this work as STAS relations.
The goal in [89] is to define robust approximate synchronization between systems (rather
than conformance testing). Because (τ, ε)-bisimulation is a relation between states and
(T, J, (τ, ε))-closeness is a relation between entire trajectories, the two are not equivalent.
As it stands, this approximate bisimulation does not model the hybrid time domain of a
hybrid-TS (though it can be modified to do so easily enough). No computational procedure
for computing approximate bisimulation relations is proposed.
Later, Quesel [126], [127] defined the notion of (τ, ε)-similar traces and systems, and
devised a hybrid game to certify (τ, ε)-similarity for certain classes of systems. The main
differences with our work are as follows: first, unlike (τ, ε)-closeness, (τ, ε)-similarity re-
quires the retiming relation to be order-preserving [126, Def. 17]. Whether this is important
depends on the intended application. Allowing local ‘disorder’ might be necessary to deal
with noisy signals, and some phenomena of networked control systems like out-or-order ar-
rival of packetized actuation signals. Second, multiple jumps within the same time step are
‘deleted’ [126, Section 3.1]: this can be problematic in applications where such events are
indicative of bugs. E.g., race conditions in mixed-signal circuit verification, Zeno behavior
arising out of high-level modeling [144]). Third, the refinement relation between systems
in [127] allows different inputs to the two systems. Conformance requires the same input be
applied, which is a more stringent requirement. Fourth, the current theoretical framework
allows a significantly wider class of systems than in [127].
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Chapter 14
CONCLUSIONS AND FUTURE WORK
The conformance notion we defined is broadly applicable, as it uses the characteristics
of the output traces of the systems and not their internal structure. The algorithms we
proposed for approximating the conformance degree can be run on black-box CPS. The
stochastic algorithms employed give almost-sure guarantees.
In our definition of conformance, it was required that the two compared signal values
have the same number of jumps j. In the case where discrete time j is incremented by
location switches in a hybrid automaton, the locations represent different control modes of
the systems, and both nominal and derived systems have the same number of control modes,
then this restriction to same j makes sense. If, on the other hand, the nominal and derived
system have different number of modes (e.g. through some process of abstraction), or j is
incremented by something other than control mode changes, then it might be desirable to
allow the comparison of points with different (but close) values of j.
Research can go next in two directions: first, it is important to seek out applications
where the conformance degree can act as a design guideline. .g., can a desired conformance
degree be fed as a design parameter for, say, source code generation? Another application
area is in model order reduction, where the conformance degree, rather than the sup norm,
can be used as the criterion to minimize.
Second, it is important to provide guarantees about the value of the conformance degree,
rather than only computational procedures for approximating it. Even the simple case of
linear systems does not produce simple expressions for the conformance degree. Thus
there is a need for a general procedure to certify a given conformance degree. This line
of research builds on work in incremental stability and small-gain theorems for dynamical
111
theorems.
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APPENDIX A
ROBUST MTL SEMANTICS
125
The boolean semantics of MTL define when a given trajectory φ satisfies an MTL
formula ϕ. They assign to each (φ, ϕ) pair a value from the set {TRUE,FALSE}. The
robust semantics of MTL assign to each (φ, ϕ) pair a value r from the set of real numbers
R. The sign of r indicates boolean satisfiability: if r > 0, then φ satisfies ϕ, and if r < 0,
then φ falsifies ϕ. Intuitively, the magnitude of r indicates how robustly φ satisfies (or
falsifies) ϕ: the larger the magnitude, the larger the disturbance φ can suffer without it
changing truth value. This is formalized in Thm. 2.4.1.
Below we give the definition of the robust semantics.
Definition A.0.1 (Robust Semantics [46]). Consider a metric space (X, d), where d is a
generalized metric. Let x : R+ → Rn and O : AP → P(X). Then the robust semantics of
any formula ϕ ∈MTL with respect to x is recursively defined as follows
[[>,O]]d(x, t) := +∞
[[p,O]]d(x, t) :=Distd(x(t),O(p))
[[¬ϕ1,O]]d(x, t) :=− [[ϕ1,O]]d(x, t)
[[ϕ1 ∨ ϕ2,O]]d(x, t) := max([[ϕ1,O]]d(x, t), [[ϕ2,O]]d(x, t))
[[ϕ1 UIϕ2,O]]d(x, t) := sup
t′∈(t+[0,T ]I)
min
(
[[ϕ2,O]]d(x, t′), inf
t<t′′<t′
[[ϕ1,O]]d(x, t′′)
)
where t ∈ [0, T ] and t+[0,T ] I = {τ | ∃τ ′ ∈ I . τ = t+ τ ′} ∩ [0, T ].
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HYBRID BASIC CONDITIONS
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The following conditions, referred to as the Basic Hybrid Conditions (HBC), ensure
well-behavedness of the solution sets to DDIs introduced in Section 2.3. See [63] and [60,
Ch.6] for more on the implications of these conditions.
Assumption B.0.1. Consider the DDI of Section 2.3. The Hybrid Basic Conditions are as
follows [63]:
1. C, D and U are closed sets.
2. F : Rn ⇒ Rn is outer semicontinuous and locally bounded, and F (h, u) is nonempty
and convex for all (x, u) ∈ C.
3. G : Rn ⇒ Rn is outer semicontinuous and locally bounded, and G(h, u) is nonempty
for all (x, u) ∈ D.
(Recall that a set-valued map F : Rn ⇒ Rn is outer semicontinuous if for all converging
sequences (xi)→ x ∈ Rn, and all sequences (yi) ∈ F (xi) converging to a point y, it holds
that y ∈ F (x). It is locally bounded if for any compact set K ⊂ Rn, there exists K ′ ⊂ Rn
s.t. F (K) := ∪x∈KF (x) ⊂ K ′. )
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SOLVING THE AUXILIARY DESCENT PROBLEM
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We now address how optimization problem (6.3) might be solved. Functions F , I and
GE are differentiable in z = (x, t, ν). It is not clear that GW , or equivalently, pj(xx(t);x0),
as a function of z, is differentiable. The next two propositions demonstrate the differentia-
bility of xx(t) in both x and t; combined with the differentiability of the pj , this will yield
the desired differentiability of GW . Therefore, standard gradient-based optimizers can be
used to solve Program (6.3). In this section, we need to make explicit the starting time
of the trajectory. So we write xτ,x(t) to denote the point, at time t, on the trajectory with
initial condition x ∈ Rn and initial time τ ≥ 0. A superscript i like in x(i)τ,x(t) will indicate
the trajectory starting at (τ, x) and evolving according to the dynamics of location `i. In
this case, it is implicit that x ∈ Inv(`i). The interior of E(x0, d) ∩X0 is denoted E0.
Definition C.0.2 (Transition times). For a given point x ∈ X0, ti−1→ix is the absolute tran-
sition time of trajectory xx from Inv(`i−1) into Inv(`i) through guard Γ(`i−1, `i). When
the transition is clear from context, we will simply write tx. When the initial point x is clear
from context, we simply write ti for ti−1→ix .
The hybrid trajectory x0,x is itself the result of composing the dynamics from the visited
locations `0, ..., `N−1 and the resets. We will first show differentiability in x of a trajectory
that visits only 2 locations `0 and `1.
x0,x(t) = x
(1)
tx,Re(x
(0)
0,x(tx),(`0,`1))
(t− tx) (C.1)
Proposition C.0.1. Let x0 ∈ E0, and fix t ∈ (t1, t2). Consider the hybrid trajectory over 2
locations in (C.1). x0,x(t) is differentiable at x0.
Proof. In what follows, e01 = (`0, `1). The proof is a simple application of the chain
rule. Start with the trajectory segment in location `1: x
(1)
tx,y(t), tx ≤ t ≤ T , where y =
Re(x
(0)
0,x(tx), e01). At every t, x
(1)
tx,y(t) is differentiable w.r.t. its initial time tx and initial
condition y [72, Thm. 3.1].
Since Re(·, e01) is differentiable by Assumption d, then y is a differentiable function
of x(0)0,x(tx). And as a consequence of Assumption (e), tx itself is differentiable in x [104,
Lemma III.3]. Therefore it only remains to examine the differentiability of x(0)0,x(tx) w.r.t.
x. But the fact that it’s differentiable follows for the same reasons as x(1).
To conclude, note that E0 is open and s(0) is continuous, so U = {w ∈ Rn|w =
x
(0)
0,x(tx) for some x ∈ E0} ⊂ Γ(e01) is open. SinceRe(·, e01) is continuous, thenRe(U, e01)
is open. So x0,x is differentiable in x over E0.
The generalization to a trajectory over N ≥ 2 locations follows from a straightforward
induction argument over the number of locations, where the base cases N = 1, 2 have been
handled above.
Differentiability with respect to time is easily proven:
Proposition C.0.2. Let x0 ∈ E0, and x0,x0 a hybrid trajectory over N ≥ 1 locations. Then
x0,x0(t) is differentiable in t over the intervals (0, t1), (t1, t2), . . . , (tN−1, tN−1), (tN−1, T ).
Proof. The location-specific trajectories are solutions of differential equations involving
at least the first time derivative and so are differentiable over (ti, ti+1). Since the hybrid
trajetory coincides with the location-specific trajectories over (ti, ti+1), this implies differ-
entiability of x0,x0 over the same interval.
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The following result is now a trivial application of the chain rule to pj ◦ s:
Proposition C.0.3. If pj is differentiable for all j = 1, . . . , k, then GW is differentiable in
z over E0 × (tN−1, T )× R.
It is possible to deduce the existence of higher derivatives of GW by assuming the same
derivative order of σ` in Assumption e, and greater regularity of the location-specific flows.
E.g. if σ`(x) and x
(l)
0,x are C
2, then so is tx and therefore GW . We use Sequential Quadratic
Programming (SQP) as a good general-purpose solver to solve Program (6.3).
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CONVERGENCE CONDITIONS FOR SIMULATED ANNEALING
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In this section, we give conditions under which vector-SA, an adaptation of Simulated
Annealing (SA) to vector objective functions presented in [3], converges in probability to
the set of global minima of the objective function. These conditions are presented here in
the interest of completeness; vector-SA itself can be reviewed in [3]. Define the sets
H0 =
⋃
`∈L0
{`} ×X`
and
Init =
⋃
L0
X`
Let f : H0 → Z × R be a function defined on H0, whose range is lexicographically
ordered: (k, r) ≤ (k′, r′) iff (k < k′) or (k = k′ and r ≤ r′). f is to be minimized using
vector-SA [3]. Define the partition P of H0 induced by the equivalence relation h ≡ h′
iff loc(h) = loc(h′). Finally, the guard sets of hybrid automata can depend on the initial
continuous state, the current state and on time: specifically let M : E×X ×X × [0, T ]→
P(X) be a set-valued function. Then the guard set Γ(e) for transition e = (`, `′) ∈ E is
defined as
Γ(e) , {x ∈ X | (∃h0 = (`0, x0) ∈ H0).(∃φ ∈ SΣ(h0)).(∃(t, j) ∈ domφ)
s.t. φ(t, j) = (`, x) and x ∈M(e, x, x0, t)} (D.1)
• C1. The state-space X , and every X` ⊂ Init, is a bounded closed subset of Rd.
The continuous state x typically models physical parameters of the system, and these
are always finite in magnitude, whence X is bounded. Closure of X` will have to
be assumed (this is a standard assumption, in both practice and theory [59, 104, 130,
132]).
• C2. Let h∗ = (`∗, x∗) ∈ H0 be such that f achieves its minimum at h∗, and let
S∗ ∈ prX(P ) be the part to which x∗ belongs. Then µ(Bδ(x∗) ∩ S∗) > 0 ∀δ > 0.
The probability of converging to a minimum that does not satisfy C2 (such as an
isolated point) is 0. Therefore SA can only converge to minima that belong to sets of
non-zero measure, and this is captured in C2.
• C3. The continuous selection Markov kernel Rc is absolutely continuous (with
respect to the Lebesgue measure on Rn) and it has a density which is uniformly
bounded away from 0. That is, Rc is of the form
Rc(x,O) =
∫
O
c(x, y)dy with γ = inf
x,y∈Init
c(x, y) > 0
Similarly, with h∗ defined as in C2, d(i, `∗) is bounded away from zero for all i ∈
L0 : ∆ = infi∈L0 d(i, `∗) > 0.
• C4. For every open subset O in Init, Rc(x,O) is continuous in x.
• C5. For every choice of initial state h0 and initial temperature τ0, the sequence of
temperatures (τk)k≥0 converges in probability to 0.
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• C6. The hybrid automaton admits an accurate simulator over H0. See below for
accurate simulators of hybrid systems.
Without this condition, it is not guaranteed that we can draw conclusions about the
real system, based on simulations.
• C7. The map M from Eq.(D.1) is outer semi-continuous in x and in x0, and has
closed values. Re(e, ·) is continuous over Γ(e) for every e ∈ E, and Flow(`, ·) is
continuous over Inv(`) for every `.
This is needed to let the system satisfy the hybrid basic conditions (see Appendix B).
We note that the partition P has countably many parts at the most: this can be seen by
noting that every part corresponds bijectively to a finite sequence of locations, which in
turn corresponds in a countability-preserving manner to a finite subset of L0 ⊂ N. The set
of finite subsets of N is known to be countable.
Accurate simulators. SA requires the ability to evaluate f at any point of the search
space: this evaluation requires the simulation of a system trajectory starting at that point. A
hybrid system simulator Σs, which is necessarily a discretization of the real system Σ, must
be accurate, in the sense that for every simulated trajectory (generated by the simulator)
starting at some xs ∈ Inits, there is an arbitrarily close real system trajectory (generated
by Σ) starting at x ∈ Init (Inits is the discretization of Init). Not every hybrid system
admits an accurate simulator. In [132] sufficient conditions are given on Σ and Σs for Σs
to be an accurate simulator of Σ.
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PROOFS OF THEOREMS
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E.1 Proof of Thm. 4.2.1
Proof. Fix x ∈ X0. By Assumption 4.1.1, there exists a ball Bb centered on x, and a
constant Kx > 0, such that for all x1, x2 ∈ Bb, ‖xx1(t1) − xx2(t1)‖ ≤ Kx‖∆x‖ where‖∆x‖ = ‖x1 − x2‖. Then define, for x1 6= x2 in Bb,
K(x1, x2) ,
maxt∈[0,T ] ‖xx1(t)− xx2(t)‖
‖∆x‖
Clearly, K is symmetric in its arguments. Moreover,
K(x1, x2) ≤ Kx maxt∈[0,T ] ‖∆x‖‖∆x‖ = Kx
Given x1, x2 ∈ Bb(x), let ti = argmint∈[0,T ]dU(xxi(t)) be the corresponding robustness
time and ui be a point on U closest to the trajectory: ‖xxi(ti)− ui‖ = dU(xxi(ti)). Then
f(x2) ≤ dU(xx2(t1)) ≤ ‖u1 − xx2(t1)‖
≤ ‖u1 − xx1(t1)‖+ ‖xx1(t1)− xx2(t1)‖
≤ f(x1) +K(x1, x2)‖∆x‖
Implying f(x2) − f(x1) ≤ Kx‖∆x‖. By symmetry of K(·, ·), we get f(x1) − f(x2) ≤
Kx‖∆x‖. Putting the two inequalities together proves the result.
E.2 Proof of Thm. 4.2.2
Proof. The following theorems will form our starting point to derive a descent direction d.
Theorem E.2.1. [107, Thm. 2.1.3(i)] Let g : Rn → R be a convex function with a
Lipschitz constant K at x. Then, the directional derivative in each direction v ∈ Rn exists
and satisfies
g′(x; v) = inf
h>0
g(x+ hv)− g(x)
h
Theorem E.2.2. [107, Thm. 2.3.2] The function dU is Lipschitz with constant K = 1. If,
moreover, U is convex, then dU is also convex.
Theorem E.2.3. [107, Thm. 5.2.5] Let f : Rn → R be locally Lipschitz at x. The direction
d ∈ Rn is a descent direction at x if
f o(x; d) < 0
where f o is the Clarke derivative of f at x
f o(x; d) = lim sup
y→x,h↘0
f(y + hd)− f(y)
h
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In this section, we write x(t;x) instead of xx(t) in order to avoid cluttering the sub-
scripts. From (4.2), we have
f o(x; d) = lim sup
y→x,h↘0
f(y + hd)− f(y)
h
= lim sup
y→x,h↘0
min0≤t≤T dU(x(t; y + hd))−min0≤t≤T dU(x(t; y))
h
From the definition of limit superior, there exist sequences (yi)→ x ∈ Rn and (hi)→
0 ∈ R+ and i0 ∈ N such that, for i > i0,
f o(x; d) ≤ min0≤t≤T dU(x(t; yi + hid))−min0≤t≤T dU(x(t; yi))
hi
+
1
i
It can be shown that for positive functions g(t) and k(t), mint g(t) − mint k(t) ≤
−mint[k(t)− g(t)]. Identifying g(t) = dU(t; yi + hid) and k(t) = dU(t; yi), we have
f o(x; d) ≤
≤ −min0≤t≤T [dU(x(t; yi))− dU(x(t; yi + hid))]
hi
+
1
i
= − min
0≤t≤T
[dU(x(t; yi))− dU(x(t; yi + hid))]
hi
+
1
i
As i→∞, 1/i→ 0, hi → 0, yi → x. So
f o(x; d)
≤ lim
i→∞
{
− min
0≤t≤T
[dU(x(t; yi))− dU(x(t; yi + hid))]
hi
}
= − min
0≤t≤T
lim
i→∞
[dU(x(t; yi))− dU(x(t; yi + hid))]
hi
+
1
i
= − min
0≤t≤T
lim
yi→x,hi↘0
−dU(x(t; yi + hid))− dU(x(t; yi))]
hi
(The following subsection shows that the interchange of limit and min above is valid).
Linearizing x(t; yi + hid) in the second argument, and ignoring higher-order terms o(hi):
x(t; yi + hid) ≈ x(t; yi) + hi∂x(t; yi)
∂y
d (E.1)
We remark that A(t; y) is the sensitivity of the trajectory with respect to the initial condi-
tions and can be computed as indicated in [79, 134]. Then,
f o(x; d) ≤ − min
0≤t≤T
[
− lim
yi→x,hi↘0
(dU(x(t; yi) + hiA(t; yi)d)− dU(x(t; yi)))
hi
]
If the limit in brackets does not exist, i.e., it is +∞, then f o(x; d) < 0 and we are
done. Otherwise, as shown in the subsection below under the hypothesis of continuity on
A, the limit in brackets equals d′U(x(t;x);A(t;x)d): that is, the directional derivative of dU
at x(t;x) ∈ Rn, in the direction A(t;x)d. Thus,
f o(x; d) ≤−min[−d′U(x(t;x);A(t;x)d)]
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= max
0≤t≤T
d′U(x(t;x);A(t;x)d)
Recall that we want f o(x; d) < 0, so we seek to upper-bound the RHS, that is,
max
0≤t≤T
d′U(x(t;x);A(t;x)d) < 0,
which is equivalent to
d′U(x(t;x);A(t;x)d) < 0 ∀ t ∈ [0, T ]
Fix t for now. For ease of notation, we’ll just write s and A for x(t;x) and A(t;x),
respectively. By Theorems E.2.1 and E.2.2,
d′U(s;Ad) = inf
h>0
dU(s+ h · Ad)− dU(s)
h
Thus, we need there to exist an h > 0 s.t.
dU(s+ h · Ad)− dU(s) < 0
Let nx(x)(t) ∈ Rn be the unit vector that gives the direction of the shortest distance between
x(t;x) and U . We’ll write n for short, and call it an approach vector. Then
dU(s+ hn) < dU(s) ∀ 0 < h ≤ dU(s)⇒ (E.2)
inf
h>0
dU(s+ hn)− dU(s)
h
≤ dU(s+ hn)− dU(s)
h
< 0
So set A(t;x)d(t) = nx(x)(t) ⇒ d(t) = A(t;x)−1nx(x)(t), where we made explicit the
dependence of the descent vector on time (different points on the trajectory will have dif-
ferent descent vectors), and the inverse sensitivity exists by hypothesis. Thus, d(t) =
A(t;x)−1nx(x)(t) satisfies d′U(x(t;x);A(t;x)d(t)) < 0 at every t. In particular at
t∗ , argmax0≤t≤Td′U(x(t;x);A(t;x)d(t)),
we still have
d′U(x(t
∗;x);A(t∗;x)d(t∗) < 0
Finally,
d = A(t∗;x)−1nx(x)(t∗)
is a descent direction for f at x, subject to the foregoing assumptions and hypotheses.
It remains to compute t∗. Recall that n is a unit vector and that
d′U(s;Ad) = d
′
U(s;n) = inf
h>0
dU(s+ h · n)− dU(s)
h
(E.3)
At h = dU(s), dU(s + h · n) = 0 and d′U(s;n) = (0− dU(s))/dU(s) = −1. Now d′U(s;n)
is lower-bounded by -1 since dU is 1-Lipschitz, so the infimum in (E.3) is achieved at h =
dU(s), regardless of the value of t ∈ [0, T ]. We choose to set t∗ = argmin0≤t≤TdU(x(t;x)),
since it is a value computed anyway by the robustness algorithm.
We conclude this section by noting that Eq.(4.3) can be generalized by choosing a
different approach vector than n, conditioned on satisfying (E.2). The particular choice
will depend on the geometry of the problem.
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E.2.1 Limit and minimum interchange
We show that the following interchange of limit and minimum is valid:
lim
i→∞
min
0≤t≤T
[dU(x(t; yi))− dU(x(t; yi + hid))]
hi
+
1
i
= min
0≤t≤T
lim
i→∞
[dU(x(t; yi))− dU(x(t; yi + hid))]
hi
+
1
i
Let fi(t) = dU(x(t; yi)), gi(t) = dU(x(t; yi + hid)), and ki(t) = [fi(t)− gi(t)]/hi. It is
easily seen, from the Lipschitz character of dU (Theorem E.2.2) and x (Assumption 4.1.1)
that the pointwise limit exists ki(t)→ k∞(t) as i→∞.
a) We have for all t, mint ki(t) ≤ ki(t) ⇒ limi mint ki(t) ≤ limi ki(t); a fortiori
limi mint ki(t) ≤ mint limi ki(t)
b) We have mint limi ki(t) ≤ limi ki(t) for all t. By definition of limit, ∃i0 s.t. i >
i0 ⇒ k∞(t) ≤ ki(t) + 1/i (technically, this holds for a subsequence kji(t), but we won’t
re-index for notational convenience). Then
min
t
k∞(t) ≤ ki(t) + 1/i, i > i0 , ∀t.
In particular, for ti , argmintki(t),
mint k∞(t) ≤ ki(ti) + 1/i = mint ki(t) + 1/i
⇒ limi mint k∞(t) ≤ limi [mint ki(t) + 1/i]
⇒ mint limi ki(t) ≤ limi mint ki(t)
Combining a) and b), we derive the desired result.
E.2.2 Derivatives existence and equality
Proof. In the main proof above, we claimed that for g(y) = dU(x(t; y)) and variable
direction vector v(y) = A(t; y)d, if the following limit exists,
d′U(x; v(x)) = lim
h↘0
dU(x(t;x) + hv(x))− dU(x(t;x))
h
then
doU(x; v(x)) = lim sup
y→x,h↘0
dU(x(t; y) + hv(y))− dU(x(t; y))
h
exists and that the two are equal. We now show this is indeed the case. This generalises
the corresponding result for a constant direction vector v(y) ≡ v [107]. To simplify the
notation, we drop t since it is fixed.
a) By definition of limsup,
d′U(x; v) ≤ doU(x; v).
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b) For some fixed δ > 0,
doU(x(x); v(x)) =
lim
↘0
sup
‖x−y‖≤δ
sup
0<h<
dU(x(y) + hv(y))− dU(x(y))
h
where v(x) = A(x)v0 for a fixed v0 ∈ Rn : ‖v0‖ ≤ 1. Using the convexity of dU in its
arguments, it can be shown that φ(h) = [dU(a+ hb)− dU(a)]/h is non-decreasing in h for
any a, b ∈ Rn. (See, e.g., the proof of Thm. 2.1.3. in [107]). So
doU(x(x); v(x)) = lim
↘0
sup
‖x−y‖≤δ
dU(x(y) + v(y))− dU(x(y))

(E.4)
Now, recalling that dU is Lipschitz with constant 1,
D :=
∣∣dU(x(y) + v(y))− dU(x(y))

− dU(x(x) + v(x))− dU(x(x))

∣∣
≤
∣∣∣∣dU(x(y) + v(y))− dU(x(x) + v(x))
∣∣∣∣
+
∣∣∣∣dU(x(y))− dU(x(x))
∣∣∣∣
≤ 1

‖x(y)− x(x) + [v(y)− v(x)]‖+ 1

‖x(y)− x(x)‖
≤ 1

‖x(y)− x(x)‖+ ‖v(y)− v(x)‖+ 1

‖x(y)− x(x)‖
≤ 2

δKx + ‖v(y)− v(x)‖ (E.5)
where Kx is the Lipschitz constant from Thm. 4.2.1.
If we let ‖A‖sp = sup‖v‖6=0 ‖Av‖/‖v‖ denote the spectral norm of a matrix A, then
‖v(y)− v(x)‖ ≤ ‖A(x)− A(y)‖sp‖v0‖
Since A(x) has a continuous norm by hypothesis, for  = δ/‖v0‖,
∃δ′ > 0 : ‖y − x‖ ≤ δ′ ⇒ ‖A(x)− A(y)‖sp ≤ δ/‖v0‖ (E.6)
In fact, let δ′ be the largest such number. We need δ′ ≥ δ so we can use (E.6) in (E.5). So
if δ′ < δ, we choose a shorter v0: then  = δ/‖v0‖ is larger, the bound on ‖A(x)−A(y)‖sp
is looser and δ′ can be larger. (Note that even though δ is arbitrary, we can’t just take a δ
smaller than δ′, because the latter depends on the former, and decreasing δ will in general
result in a smaller δ′). So we may assume δ′ ≥ δ. Thus
D ≤ 2δKx + ‖v(y)− v(x)‖
≤ 2δKx + ‖A(y)− A(x)‖ · ‖v0‖, ‖v0‖ ≤ 1
≤ 2δKx + δ, ‖x− y‖ ≤ δ′
= (2Kx + 1)δ
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Back to (E.4), we may now write
doU(x(x); v(x))
≤ lim
↘0
sup
‖x−y‖≤δ
dU(x(x) + v(x))− dU(x(x))

+ (2Kx + 1)δ
≤ lim
↘0
dU(x(x) + v(x))− dU(x(x))

+ (2Kx + 1)δ
= d′U(x(x); v(x)) + (2Kx + 1)δ
Since δ > 0 is arbitrary, doU(x; v(x)) ≤ d′U(x; v(x)). This, combined with a), yields the
result.
We finish the discussion with some conditions, derived from the derivation above, that
must be imposed on the descent step-size: that it be “small enough” for the o(h) terms in
(E.1) to be safely ignored, and that it be smaller than the robustness dU(xx(t)) as per (E.2).
E.3 Proof of Prop. 5.2.1
Proof. By (4.2) we see that
f(w2) = min
0≤t≤T
inf
z∈U
‖xw2(t)− z‖,
≤ J(w2) < J(w1) = f(w1)
E.4 Proof of Thm. 5.2.2
Proof. We now adapt the results presented in [141] to find an update direction wˆ for w that
locally decreases Ji(w), which in turn will decrease the robustness, as per Thm.5.2.1.
Let dJi(w; wˆ) be the Fre´chet derivative of Ji(w) in the direction wˆ, and let xˆ0 and uˆ be
the projections of wˆ onto X0 and L2. Using the Fre´chet-Riesz representation theorem, this
derivative can be written as a scalar valued linear functional of wˆ as follows:
dJi(w; wˆ) := 〈q, wˆ〉 :=
∫ T
0
qu(τ)uˆ(τ) dτ + q
T
x0
xˆ0, (E.7)
where qx0 and qu are the projections of q ∈ W onto X0 and U . For brevity we shall use the
following notations
∂K
∂x
:=
∂K
∂x
∣∣∣∣
x(tr,i;x0,u)
∈ R1×n,
∂F (t)
∂x
:=
∂F
∂x
∣∣∣∣
(t,x(t;x0,u),u)
∈ Rn×n,
∂F (t)
∂u
:=
∂F
∂u
∣∣∣∣
(t,x(t;x0,u),u)
∈ Rn×m.
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Let dxw(t; wˆ) represent the functional derivative of xw(t) in the direction wˆ. Using the
Taylor series based approach in [141] we see that
dJi(w, wˆ) =
∂K
∂x
dxw(tr,i; wˆ), (E.8)
dxw(t; wˆ) =∫ t
0
(
∂F (τ)
∂x
dxw(τ ; wˆ) +
∂F (τ)
∂u
uˆ(τ)
)
dτ (E.9)
Now suppose that
dxw(t; wˆ) = 〈p(t), wˆ〉
=
∫ t
0
pu(t, τ)uˆ(τ)dτ + px0(t)
T xˆ0. (E.10)
Plugging this equation into the right hand side of (E.9), rearranging terms and swapping
the order of integration and equating terms with (E.10) yields
pu(t, τ) =
∫ t
τ
∂F (ξ)
∂x
pu(ξ, τ)dξ +
∂F (τ)
∂u
px0(t) =
∫ t
0
∂F (τ)
∂x
px0(τ)dτ
We can solve for pu(t, τ) and px0(t) by solving the initial value problem
d
dt
pu(·, τ) = ∂F (t)
∂x
pu(t, τ), (E.11)
d
dt
px0 =
∂F (t)
∂x
px0(t),
pu(τ, τ) =
∂F (τ)
∂u
,
px0(0) = In×n
By combining (E.8) with (E.10) and comparing to (E.7), we find that
qu(τ) =
∂K
∂x
pu(tr,i, τ)
qx0 =
∂K
∂x
px0(tr,i)
Thus, to find a dJi(w; wˆ) that is negative, we can set wˆ in the inner product (E.7) to be −q,
that is
uˆ(τ) = −∂K
∂x
pu(tr,i, τ), (E.12)
xˆ0 = −∂K
∂x
px0(tr,i). (E.13)
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E.5 Proof of Prop. 6.2.2
Proof. We first remark that for a given x and t that satisfy the constraints in (6.3), z =
(x, t,max[GE(x, t), GW(x, t)]) is feasible, and F (z) ≤ F (x, t, ν) for any feasible (x, t, ν).
Therefore, we may consider only points with F (z) = ν = max[GE(x, t), GW(x, t)]. Let
z0 = (x0, t
0, ν0) be the initial point of the optimization, where
t0 = argmint≤TDXU (`x0(t),xx0(t))
Because Φ`0(x0, x0) = 0,GE(z0) = −d. And, because xx0(t0) ∈ ∂W(x0), maxGW(z0) =
0. Thus ν0 = 0. Therefore, at at minimizer z∗ = (x∗, t∗, ν∗) returned by the solver,
ν∗ ≤ ν0 = 0. In particular, GW(z∗) ≤ 0, and the new trajectory xx∗ entersW . Therefore,
its robustness is no larger than that of the initial trajectory xx0 .
E.6 Proof of Thm. 6.2.3
Proof. Throughout, we assume that all computed trajectories are safe - otherwise, we’re
done since we found an unsafe trajectory. Recall that the xi generated by RED are the
centers of successive neighborhoods of robustness E(xi) over which Prob6.3[xi] is solved.
In this proof, we will be explicit in specifying the iteration number and corresponding
neighborhood: thus we write GE(xi)(z), GWi(z) and Fi(z).
Since U is compact, then without loss of generality, the pj can be chosen bounded, and
therefore, with bounded derivatives. So there exist constants b, B s.t. b ≤ |∇pj| ≤ B for
all j ∈ {1, . . . , k}.
(i) If RED halts, then νQ = 0 and this part is trivially true. So assume RED generates
an infinite sequence (zi) and corresponding robustness values (f(xi)). Note that νi < 0 for
this infinite sequence.
Thm. 6.2.2 holds for each optimization problem Prob6.3[xi]. Therefore, each solution
with ν∗i < 0 gives a trajectory xxi+1 with a smaller robustness than xxi : f(xi+1) < f(xi).
So (f(xi))i∈N is a decreasing sequence, lower bounded by 0, and so has a limit f∗ ≥ 0:
f(xi)→ f∗ ≥ 0
Since GE(xi) ∈ [−d, 0] over E(xi) and every pj is bounded, (ν∗i )i∈N is an infinite se-
quence in a bounded interval and so has a sub-sequence, which we also notate (ν∗i ), that
converges to the accumulation point ν∗. Pass to the sub-sequence. Assume, for contradic-
tion, that ν∗ < 0. Then there exists i0 ∈ N such that i ≥ i0 ⇒ |ν∗i − ν∗| < 0.25|ν∗| ⇒
GW(xi)(z
∗
i ) ≤ 0.75ν∗. Component-wise, we write (recall that xi+1 = x∗i from line 4 of
RED): for all 1 ≤ j ≤ k and all i ≥ i0,
pj(xx∗i (t
∗
i );xi) = pj(xxi+1(ti+1);xi) ≤ 0.75ν∗ < 0
Write xi = xxi(t
i). By the Mean Value Theorem, for every j, and i ≥ i0, there exists a
point c on the line [xi,xi+1] s.t.
pj(xi;xi)− pj(xi+1;xi) = ∇pj(c;xi) · (xi − xi+1)
⇒| − pj(xi+1;xi)| ≤ |∇pj(c)| · |xi − xi+1|
⇒|xi − xi+1| ≥ |pj(xi+1;xi)||∇pj(c)| ≥
|0.75ν∗|
B
> 0
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But by construction, xi ∈ ∂Wi and xi+1 ∈ intWi, so the above bound on the distance
between xi and xi+1 implies a negative bound on f(xi+1)− f(xi), say f(xi+1)− f(xi) <
∆f < 0. But this implies f(xi)→ −∞, which contradicts the above finding that f(xi)→
f∗ ≥ 0. Therefore ν∗ = 0. Note this implies that ν∗ is the common accumulation point
of all convergent sub-sequences of (νi)i. This also implies that every accumulation point
x∗ of the sequence (xi)i has ν∗ = 0. (At least one accumulation point exists since X0 is
compact).
To conclude this part, we note that (ti) takes values in the compact interval [0, T ] and
therefore accumulates around at least one t∗ ∈ [0, T ].
(ii) Let zi be a solution of Prob6.3[xi−1] such that νi = Fi−1(zi) = 0. SinceFi−1(zi−1) =
0 by construction, then zi−1 is not in the basin of attraction of any s.l.m. zˆ (otherwise the
solver would have converged to that s.l.m. according to (P )). It is then simple to conclude
that zi−1 is a local Fi−1-minimum. Indeed suppose not for contradiction. Then for any ρ,
B(zi−1, ρ) contains a zˆ with Fi−1(zˆ) < Fi−1(zi−1) = 0. In this case, each of these zˆ has
its associated radius ρˆ, and since they exist arbitrarily close to zi−1, zi−1 is contained in the
basin of attraction of at least one of them, and the solver must converge to zˆ by (P ), which
contradicts that it returned zi.
Therefore there exists a neighborhood N of zi−1
N(zi−1) = (X0 ∩B(xi−1, ))× (ti−1 − τ, ti−1 + τ)× (−ν`,+ν`)
such that
∀(x, t, ν) ∈ N(zi−1),
Fi−1(zi−1) = 0 ≤ Fi−1((x, t, ν))
Since Φl0 is continuous and lower bounded by Φl0(x, x) = 0,  can be chosen such that
X0 ∩B(xi−1, ) ⊂ E(xi−1) ⊂ X0, so that
∀(x, t, ν) ∈ N(zi−1),
0 ≤ Fi−1((x, t, ν)) = GWi−1(z)
where the last equality follows from GE(xi−1)(z) < 0 over N(zi−1). Thus, none of the
trajectories xx (with x in B(xi−1, )) entersWi−1 during the period (ti−1 − τ, ti−1 + τ):
∀x ∈ B(xi−1, ), ∀t ∈ (ti−1 − τ, ti−1 + τ)
dU(xx(t)) ≥ f(xi−1) (E.14)
What about during other times in [0, T ]?
Let t∗(x) be the first time at which the trajectory xx is closest to the unsafe set:
f(x) = ‖xx(t∗(x))− u‖ for some u ∈ U
Note that t∗(x) was defined as the first such time because it is always guaranteed to exist,
but otherwise we could’ve taken it to be the second time, the third, etc.
The continuity of the transition times tx in x, and of xx(t) in x, and of the transition
points in x, implies that t∗(x) is also continuous in x. So by choosing ′ <  small enough,
we can make |t∗(xi−1)− t∗(x)| < τ for all x ∈ B(xi−1, ′), and therefore
t∗(x) ∈ (ti−1 − τ, ti−1 + τ) (E.15)
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For such trajectories, using (E.14) and (E.15), it comes that for all x in B(xi−1, ′)
f(x) = dU(xx(t∗(x))) ≥ f(xi−1)
Therefore xi−1 is a local f -minimum over B(xi−1, ′).
E.7 Proof of Thm. 6.3.1
Proof. We offer a proof sketch, as providing the full proof would take us too far afield.
Let R(·, ·) be the Markov proposal kernel on (X0,B), with B the Borel field over X0.
R(x,O) quantifies ProposalScheme: it expresses the probability of proposing a candidate
from O ⊂ X0 given that the current state of the Markov chain is x. Next, note that in
general D−1(y) is a set: e.g. if y is a local minimum, then D−1(y) is its basin of attraction.
Moreover, y ∈ D−1(y). We recall some of the sufficient conditions for convergence from
[3], which are recalled in Appendix D :
• The search space X0 is closed and bounded.
• R has a density lower-bounded away from 0:
R(x,O) =
∫
O
r(x, y)dy with inf r(x, y) = γ > 0
• The cooling schedule 1/βk goes to 0.
The probability of the Markov chain transitioning from x to y, which event is noted
‘x→ y’, is
T (x, y) = Pr[x→ y | {y} 6= D−1(y)] Pr[{y} 6= D−1(y)]
+ Pr[x→ y | {y} = D−1(y)] Pr[{y} = D−1(y)]
≤Pr[x→ y | {y} 6= D−1(y)]︸ ︷︷ ︸
T1(x,y)
+ Pr[x→ y | {y} = D−1(y)]︸ ︷︷ ︸
T2(x,y)
If the current state of the chain is x, and {y} 6= D−1(y), it will transition to y either if
y is proposed and is accepted, or if a point in D−1(y) is proposed and improved to yield y.
These events are disjoint since {y} 6= D−1(y). Thus
T1(x, y) =
Pr[x→ y ∧ accept y] + Pr[
⋃
z∈D−1(y)
x→ z ∧ improve z]
= r(x, y)pa(x, y, βk) +
∫
D−1(y)
r(x, z)pD(z, βk)dz
≤ r(x, y)pa(x, y, βk) + sup
D−1(y)
pD(z, βk)
∫
r(x, z)dz
≤ r(x, y)pa(x, y, βk) + pD(zk, βk)
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where zk = argsupD−1(y)pD(z, βk). Also,
T2(x, y) = Pr[x→ y ∧ accept or descend from y]
≤ r(x, y)[pa(x, y, βk) + pD(y, βk)]
Thus
T (x, y) ≤ T1(x, y) + T2(x, y)
= r(x, y)[2pa(x, y, βk) + pD(y, βk)
+
1
r(x, y)
pD(zk, βk)]
≤ r(x, y)[2pa(x, y, βk) + pD(y, βk) + (1/γ)pD(zk, βk)]
Thus we may view SA+LS as pure SA, with proposal density r(x, y), but with acceptance
probability upper-bounded by
p+LS(x, y, βk) = 2pa(x, y, βk) + pD(y, βk) +
1
γ
pD(zk, βk)
We remark that p+LS(x, y, β) goes to 0 with decreasing temperature 1/βk. Therefore
if we upper-bound the acceptance probability of [3] with p+LS , the proof of convergence
follows through essentially unchanged.
E.8 Proof of Prop. 5.2.1
Proof. By (4.2) we see that
f(w2) = min
0≤t≤T
inf
z∈U
‖xw2(t)− z‖,
≤ J(w2) < J(w1) = f(w1)
E.9 Proof of Prop. 10.3.1
Proof. Given z = (x, y) ∈ Z with ν(x) = N , let Ex = domx and Ey = domy. We
will write (tx(i), jx(i)) for the ith element of domx and (ty(i), jy(i)) for the ith element
of domy. The set S(i, z) contains all indices k such that f(k, i, z) is well-defined, and the
set S, if non-empty, contains all indices k such that gk is well-defined. For every i ∈ [N ],
define
W (i, z) := {k ∈ S(i, z) | jy(i) = jy(i+ k), |tx(i)− ty(i+ k)| ≤ τ}
f(k, i, z) := ‖y1(i)− y2(i+ k)‖2
Given k ∈ S, define the following indices
k∗(i, z) = arg min
k∈W (i,z)
f(k, i, z)
i0(z) = arg max
i∈[N ]
f(k∗(i, z), i, z)
i∗(k, z) = arg max
i∈[N ]
f(k, i, z)
k0(z) = arg min
k∈W (i0,z)
f(k, i∗(k, z), z)
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Now for any i, z, k, f(k∗(i, z), i, z) ≤ f(k, i∗(k, z), z), in particular, at i0, k0, it holds
that f(k∗(i0, z), i0, z) ≤ f(k0, i∗(k0, z), z), i.e.
∀z ∈ Z,max
i∈[N ]
min
k∈W (i,z)
f(k, i, z)︸ ︷︷ ︸
LHS
≤ min
k∈W (i0,z)
max
i∈[N ]
f(k, i, z)︸ ︷︷ ︸
gk(z)
(ε∗1)
2 = sup
z
LHS ≤ sup
z
min
k∈W (i0,z)
gk(z)
We further upper bound the right-hand side of the preceding inequality:
∀z ∈ Z, k ∈ S, min
k′∈W (i0,z)
gk′(z) ≤ sup
z′
gk(z
′)
=⇒ ∀k, sup
z
min
k′∈W (i0,z)
gk′(z) ≤ sup
z′
gk(z
′)
=⇒ sup
z
min
k′∈W (i0,z)
gk′(z) ≤ min
k∈S
sup
z
gk(z)
=⇒ ε∗1 ≤
√
min
k∈S
sup
z
gk(z)
Note that if S = {0}, then the upper bound reduces to the supnorm, since we then get:
g0(z) = maxi∈[N ] ‖y1(i) − y2(i)‖2. Note also that the fact that the supnorm upper bounds
ε∗1 holds more generally than in the setting of Section 10.3.
E.10 Proof of Prop. 10.3.2
Proof. The fact that the integration (or sampling) step is fixed and the same for both sys-
tems implies that ν(y1) = ν(y2) = N for all output arcs y1, y2 of the two systems. More-
oever, the fact that both systems are subject to the same external switching signal and that
the counter j increments only at mode switches imply that 0 ∈ S, thereby implying that
the hypothesis of Prop. 10.3.1 is satisfied and gk is well-defined.
Now suppose that y1 and y2 are output arcs with corresponding state trajectories x1 and
x2, respectively (see (10.3)). To prove convexity, note that gk is the maximum of N + 1
functions of z, each of the form ‖y1(ti, ji) − y2(ti+k, ji+k)‖2. The norm squared ‖ · ‖2 is
convex in its argument; y1(ti) and y2(ti+k) are linear in x1(ti) and x2(ti+k), respectively;
φ1(ti) and φ2(ti+k) are obtained by simply projecting z onto the appropriate sub-space of
Z , which is a linear operation. Therefore, gk is convex in z for every k.
E.11 Proof of Thm. 11.2.1
Proof. The proof is by induction on the formula structure. We present only the cases for
the positive predicate, the Until and the Release since the other cases are immediate. For
convenience, given i ∈ dom(µ), let ρ′(i) = {i′ ∈ dom(µ′) | |t(i) − t′(i′)| ≤ τ, j(i) =
j′(i′), and ‖y(i) − y′(i′)‖ ≤ ε} be the set of ‘matching indices’ for µ(i). By definition
of (T, J, (τ, ε))-closeness (Def. 9.1.1), ρ′(i) is non-empty for all i. Define the function
d : Y ×P(Y )→ R+ to be d(y, S) = infs∈S ‖y−s‖ if y /∈ S and d(y, S) = infs∈∂S ‖y−s‖
if y ∈ S where ∂S is the boundary of S.
Base Case: (µ, i) |= p implies that pr1(µ(i)) ∈ O(p). Now because µ ≈τ,ε µ′, ρ′(i)
is non-empty and for all i′ ∈ ρ′(i), ‖y(i) − y′(i′)‖ ≤ ε. By the triangle inequality, for
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any point w ∈ O(p), ‖y(i) − w‖ + ‖w − y′(i′)‖ ≤ ‖y(i) − y′(i′)‖. Taking the infimum
over w twice on the left hand side, it comes that d(y′(i′),O(p)) ≤ ε − d(y(i),O(p)) ≤ ε.
This implies pr1(µ′(i′)) ∈ E(O(p), ε) by definition of the expansion. So for all i′ ∈ ρ′(i),
pr1(µ
′(i′)) ∈ Oε(p+) and, thus, (µ′, i′) |= p+ ≡ [p]τ .
Until Case: Assume that (µ, i) |=O ϕ1UIϕ2. By definition there exists an integer
i2 such that pr2,3(µ(i2)) ∈ pr2,3(µ(i)) ⊕ I and (µ, i2) |=O ϕ2 and for all i1 such that
i ≤ i1 < i2 we have (µ, i1) |=O ϕ1. Let i2 be the smallest such integer. By the induction
hypothesis, ∀i′2 ∈ ρ′(i2), (µ′, i′2) |=Oε [ϕ2]τ . Also by the induction hypothesis, ∀i′ ∈ ρ′(i),
(µ′, i′) |=Oε [ϕ1]τ .
Since pr2,3(µ(i2)) ∈ pr2,3(µ(i))⊕ I, we have pr2,3(µ′(i′2)) ∈ pr2,3(µ′(i′))⊕ I〈−2τ,2τ〉.
Let i′2 be the smallest such integer in the interval pr2,3(µ
′(i′)) ⊕ I〈−2τ,2τ〉. Recall that by
def. of µ ≈(τ,ε) µ′, we have pr3(µ(i)) = pr3(µ(i′)),pr3(µ(i2)) = pr3(µ′(i′2)).
Now consider any i′ ∈ ρ′(i). For all i′1 such that i′ ≤ i′1 < i′2, by the fact that µ ≈(τ,ε) µ′,
there is some i1 such that i′1 ∈ ρ′(i1). We need to consider three cases, because we do not
necessarily have that ∪i≤i1<i2ρ(i1) ⊇ {i′, i′ + 1, . . . , i′2 − 1}. Define i′′2 to be the smallest
integer in dom(µ′) such that t′(i′′2) > t
′(i′2)− 2τ .
1. Case i ≤ i1 < i2: then (µ, i1) |=O ϕ1 by definition of the Until, and by the induction
hypothesis, (µ′, i′1) |=Oε [ϕ1]τ . A fortiori, (µ′, i′1) |=Oε 3(−2τ,0]×{0}[ϕ1]τ .
2. Case i1 < i: In this case, we have no guarantee that (µ, i1) |=O ϕ1, so the transformed
formula needs to be made more permissive. That i1 < i and i′1 ≥ i′ implies that
t′(i′1) < t
′(i′) + 2τ , as shown (see also Fig. 26, top):
t′(i′1) < t(i1) + τ < t(i) + τ
t′(i′) > t(i)− τ =⇒ −t′(i′) < −t(i) + τ
=⇒ t′(i′1)− t′(i′) < 2τ
=⇒ t′(i′1) < 2τ + t′(i′) (E.16)
Moreover, j(i1) ≤ j(i) = j′(i′) ≤ j′(i′1). But j(i1) = j′(i′1), so we have equalities
throughout, and in particular
j′(i′) = j′(i′1) (E.17)
Therefore, by (E.16) and (E.17),
(µ′, i′1) |=Oε 3(−2τ,0]×{0}[ϕ1]τ
3. Case i1 ≥ i2: in this case there isn’t much that can be said about the satisfaction
of [ϕ1]τ . However, we will make an argument similar to that of Case 2: along with
i′1 < i
′
2, this case implies that
t′(i′2)− t′(i′1) < 2τ (E.18)
as shown (see also Fig. 26 (bottom) for an illustration of these relations):
t′(i′2) < t(i2) + τ
t′(i′1) > t(i1)− τ ≥ t(i2)− τ
=⇒ t′(i′1) > t′(i′2)− 2τ
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i1’ 
i1 
2τ 
i2 
i2’ 
i1’ 
i1 i 
i’ i2’’ i2’ 
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i2 
Fig. 26. Until Case. Top: Case 2. Bottom: Case 3. In this and All Figures of this Section of
the Appendix, the Horizonal Lines Represent Real Time, and the Indices Mark the Location
of Real Time, i.e. i is Located at t(i), etc.
Moreover, j(i2) ≤ j(i1) = j′(i′1) ≤ j′(i′2). But j(i2) = j′(i′2), so we have equalities
throughout, in particular
j′(i′1) = j
′(i′2) (E.19)
This has two consequences: first, pr2,3(µ(i′1)) ∈ pr2,3(µ(i′))⊕ I〈−2τ,2τ〉. Second,
(µ′, i′1) |=Oε 3[0,2τ)×{0}[ϕ2]τ
Recall we defined i′′2 as the smallest integer in dom(µ
′) such that t′(i′′2) > t
′(i′2)−2τ
(it could be i′1 itself). And note that ∀k′ < i′′2,∃ k s.t. k′ ∈ ρ′(k) and t′(k′) ≤ t′(i′2)−
2τ and so k < i2, so k′ fits one of the first 2 cases. Then (µ′, i′′2) |=Oε 3[0,2τ)×{0}[ϕ2]τ ,
and pr2,3(µ(i′′2)) ∈ pr2,3(µ′(i′))⊕ I〈−2τ,2τ〉.
Combining the three cases, for all i′ ≤ i′1 < i′′2 (implying that i1 < i2), it holds that
3(−2τ,0]×{0}[ϕ1]τ is true of (µ′, i′1).
In conclusion we may assert that ∀i′ ∈ ρ′(i),
(µ′, i′) |=Oε (3(−2τ,0]×{0}[ϕ1]τ )UI〈−2τ,2τ〉(3[0,2τ)×{0}[ϕ2]τ )
Case 1 always holds if the (T, J, (τ, ε))-closeness relation were order-preserving for a
given pair (µ, µ′). In this case we can make the stronger assertion that for all i′ ∈ ρ′(i),
(µ′, i′) |=Oε [ϕ1]τUI〈−2τ,2τ〉 [ϕ2]τ .
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Release case: Assume that (µ, i) |=O ϕ1RIϕ2. let i′ be any element of ρ′(i). For any
k′ ∈ dom(µ′),
pr2,3(µ
′(k′)) ∈ pr2,3(µ′(i′))⊕ I〈−2τ,2τ〉
=⇒ pr2,3(µ′(k′)) ∈ pr2,3(µ(i))⊕ I〈−τ,τ〉
=⇒ ∃k ∈ [N ].k′ ∈ ρ′(k) and pr2,3(µ(k)) ∈ pr2,3(µ(i))⊕ I
By definition of the Release it holds either that
(A) (µ, k) |=O ϕ2, or
(B) ∃i ≤ ` < k.(µ, `) |=O ϕ1.
If (A), then by the induction hypothesis ∀k′′ ∈ ρ′(k), (µ′, k′′) |=Oε [ϕ2]τ , in particular at
k′′ = k′. If (B), then without loss of generality, assume ρ′(`) = {`′}. We distinguish three
cases:
l’ 
i 
i’ 
l 
2τ 
k 
k’ 
lm’ 
lm i 
i’ 
2τ 
lm+1 k 
k’ 
lm+2 
Ec 
Fig. 27. Release Case. Top: Case B.2. Bottom: Case B.3.
(B.1) i′ ≤ `′ < k′: then by the induction hypothesis, (µ′, `′) |=Oε [ϕ1]τ .
(B.2) `′ < i′: combined with ` ≥ i , this implies that t′(`′) > t′(i′) − 2τ and that j′(`′) =
j′(i′) - this can be shown along the same lines as (E.16) and (E.17) of the Until case.
See also Fig. 27 (top). Therefore (µ′, i′) |=Oε 3(−2τ,0][ϕ1]τ .
(B.3) `′ ≥ k′: combined with ` < k, this implies that t′(k′) ≤ t′(`′) < t′(k′) + 2τ . See
Fig. 27 (bottom) for an illustration. Therefore t′(k′)−τ < t(`) =⇒ t(`) ∈ Ec =⇒
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pr2,3(µ(`)) ∈ pr2,3(µ(i))⊕ I. We will reason iteratively: set `0 = k (initialization),
m = 1, `m = `.
Because t(`m) ∈ Ec and `′m ≥ `′k,
(C.1) either (µ, `m) |=O ϕ2, in which case (µ′, `′k) |=Oε 3[0,2τ)[ϕ2]τ and we’re done,
or
(C.2) ∃`m+1 < `m s.t. (µ, `m+1) |=O ϕ1.
In case (C.2), increment m← m+ 1, and let `′m ∈ ρ′(`m) (which we assume to be a
singleton without loss of generality). Again,
(C.2.1) either `′m < k
′ so (µ′, `′m) |=Oε [ϕ1]τ and we’re done. 1 Or,
(C.2.2) `′m ≥ k′ =⇒ t(`m) ∈ Ec and t′(`m′) < t′(k′) + 2τ , and goto (C.1)
This iterations must stop at some point, either by (C.1), or by (C.2.1) because `m are
strictly decreasing.
Combining cases (A) and (C.1) together, and cases (B.1) , (B.2) and (C.2) together, it comes
that ∀i′ ∈ ρ′(i)
(µ′, i′) |=Oε (3(−2τ,0][ϕ1]τ )RI〈−2τ,2τ〉(3[0,2τ)[ϕ2]τ )
E.12 Proof of Thm. 11.2.2
Proof. By definition of simulation, every output TS µ1 = (y1, t1, j1) of Σ1 has a cor-
responding TS µ2 = (y2, t2, j2) of Σ2 that is (T, J, (τ, ε))-close to it. By hypothesis,
(µ2, 0) |=O ϕ. Define the mapping ρ1 : dom(µ2) → dom(µ1) by ρ1(i′) = {i ∈
dom(µ1) | |t1(i) − t2(i′)| ≤ τ, j1(i) = j2(i′), ‖y1(i) − y2(i′)‖ ≤ ε}. It follows from
Thm. 11.2.1 that (µ1, i) |=Oε [ϕ]τ for all i ∈ ρ1(0). Since t2(0) = 0, it comes that t1(i) ≤ τ
for all i ∈ ρ1(0).
1Strictly speaking, we should handle the case `′m < i
′ separately, but this is handled exactly the same way
as (B.2).
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