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Introduction
Most economists agree that innovations based on new technology are one of the most important generators of economic growth. Investment in new technology and knowledge is therefore believed to be crucial for economic development. During the last decades Sweden and many other countries have experienced a technological revolution based on a breakthrough in information and communication technology (ICT) . The basis of the revolution was the invention of the transistor that later resulted in numerous electronic innovations, such as the semiconductor and the integrated circuit, the Internet, cell phones etc. However, whilst these new products were apparent in the market, its effect on the macroeconomic productivity growth was slow to materialize. This was named the Solow paradox after Nobel Laureate Robert Solow's famous remark that "you can see the computer age everywhere but in the productivity statistics" (Solow 1987) .
In the mid 1990s productivity growth started to increase in the Swedish as well as the US economy. The increase in productivity growth was largely due to investment in ICT capital. However, although ICT investment remained important for productivity growth after the turn of the millennium, its relative impact started to decrease (Jorgenson 2008; Edquist 2008) . Instead total factor productivity growth started to increase in both Sweden and the US. Thus, the productivity pick-up did not remove all suspicion about the ability of official data to accurately capture the factors that affect economic growth (Corrado, Hulten and Sichel (CHS) 2006) . In a series of recent papers it has been argued that one possible explanation to the development of productivity growth could be investment in intangibles. (see CHS (2005 CHS ( , 2006 ; Marrano and Haskel (2006) ; Marrano, Haskel and Wallace (2007) ; Hao and Manole 2008) .
In the Swedish national accounts intangibles have historically been treated as an intermediate expense and not as an investment. The reason has primarily been that intangibles have been considered to be very difficult to measure compared to tangible assets such as physical capital. Nevertheless, the structure of many advanced economies is generally felt to be moving towards "knowledge economy" activities, where intangible assets are increasingly important (Marrano and Haskel 2006) . With some of the economies in the world becoming more dependent on high-tech products and knowledge intensive services, an increasing part of investment is believed to have been made in intangible assets such as education and research and development.
There is no consensus of an exact definition of intangible assets. CHS (2005 CHS ( , 2006 define intangible investment as expenditures by businesses that are intended to boost output in the future but that are not traditional, tangible physical capital. Moreover, unlike physical capital, its value does not appear on the balance sheet of a firm. One reason for this is that the value of intangibles is highly uncertain. In many cases there is no competitive market for intangible assets as opposed to tangible assets.
To my knowledge, the impact of intangibles on the Swedish economy has never been explored systematically. Thus, the aim of this paper is to use the methods set up by CHS (2006) and Marrano and Haskel (2006) to estimate expenditures and investment in intangibles using Swedish data for 2004 (future work will investigate previous and future years). The following two questions will primarily be investigated:
• How large were the intangible spending and investment in the Swedish business sector in 2004?
• How large were the intangible investment in Sweden compared to other countries like the UK and the US?
The plan of the paper is as follows. Section 2 describes the method that has been used in order to collect and compare data on intangible investment. Section 3 discusses how much of the spending that could be considered as investment. Section 4 presents the results and compares them with similar findings for the UK and the US. Section 5 concludes. CHS (2006) and Marrano and Haskel (2006) focus on intangible investment in the business sector. Thus, to be able to compare their results with the Swedish data this paper will only focus on measuring investment in intangibles in the business sector.
Method and sources
Intangible investment in the public sector is also believed to be of great importance, and will be explored in future papers. 1
To measure investment in intangible assets this paper follows the methodological framework set up by CHS (2006) . According to CHS intangible assets can be grouped under the following three main headings: Various methods and surveys are used to estimate the spending on such assets for the year 2004. The specific methods and sources for Sweden are described below and a comparison with the corresponding methods and sources for the UK and the US are presented in table 1. It should be noted that the spending only measures the total expenditure on a specific asset and therefore in some cases includes both current consumption and deferred consumption. Only deferred consumption can be considered as investment and therefore different methods are used to separate the spending on current production from actual spending that is made to expand future productive capacity (see section 3)
Expenditure on computerized information

Computer Software
The estimates for computer software are based on the EU KLEMS (2008). The EU KLEMS (2008) database is the result of a research project, financed by the European Commission, to analyze productivity in the European Union at the industry level. The database includes measures of output growth, employment, skill creation, capital formation and total factor productivity at the industry level. To measure investment in computer software the figures on the nominal gross fixed capital formation in software for Sweden 1993-2004 have been used. Investment for the public sector has been excluded.
Computerized database
The data of computerized information is already included in the estimates of software spending provided by the EU KLEMS (2008) database for Sweden 1993-2004.
Innovative property
Scientific R&D
R&D expenditure data for Sweden is derived from the ANBERD database (OECD 2006) . The ANBERD database has been constructed with the objective of creating a consistent data set that covers business enterprise expenditures on R&D (BERD) in OECD countries. The guidelines for the collection of internationally comparable BERD data are set out by the Frescati Manual (2002) . According to the Frescati Manual, R&D is defined as "creative work undertaken on a systematic basis in order to increase the stock of knowledge, including knowledge of man, culture and society, and the use of this stock of knowledge to devise new applications".
The basic criterion for distinguishing R&D from other activities is that R&D should include an appreciable element of novelty and the resolution of scientific and technological uncertainty. Thus, it is likely that most R&D that is reported is of scientific nature and items such as design, market research etc. will not be included in R&D figures. Moreover, in order to avoid double counting with the software figures, the total R&D spending was deducted with the R&D spending on computer and related activities.
Mineral exploration
Mineral exploration is based on data from the Geological Survey of Sweden. It primarily covers prospection of new ore deposits in the expectation of future returns (as opposed to expenditure on ore-mining to extract existing ore deposits). (2006) proxy copyright and license costs with the development of motion pictures and that of radio, television, sound recording and book publishing.
Copyright and license cost
CHS
Unfortunately, there are no data available for radio, television and sound recording, thus it is assumed that the development costs for copyright and license costs are 5 times the development costs of motion pictures (see Hao and Manole 2008) . The development costs of motion pictures are based on Screen Digest (2005) figures. 
Product development in the financial services industry
New architectural and engineering design
It is important to be aware of what is meant by design before trying to quantify the extent of design as an economic activity. Distinguishing design from other activities matters because several design-related activities are already counted in the formation of capital in the National Accounts. According to Marrano and Haskel (2006) a good starting point to define the design activity is the relationship between design activities and the official measurement of R&D under the Frescati Manual framework.
According to the latter if design is made for the setting up and operating of pilot plants and prototypes, these costs should be included in R&D. However, if they are carried out for the preparation, execution and maintenance of production standardization or to promote the sale of products, they should be excluded from the definition of R&D.
The System of National Accounts (1993) sets out the convention regarding the treatment of design services. Accordingly, these are fully used up or fully transformed by the production process. This implies that design services are treated in most cases as intermediate consumption, not as capital investment. It also implies the costs of inhouse design activities are deemed not to generate an independent output and so not counted as a separate product.
In CHS half of the turnover of the architectural and design industry was used as a proxy for purchased and own account expenditure on architectural and engineering design (AED). However, in this paper both purchased and own account design activities are estimated by more sophisticated methods. Thus, the AED services bought in the marketplace and the AED services which companies produce in-house for internal use will me measured.
Galindo-Rueda, Haskel and Pesole (GHP) (2008) estimate the spending on design in the UK by using wages earned by designers and supply-use tables for the product group Architectural activities and technical consultancy. Unfortunately, it has not been possible to obtain supply-use tables for Sweden at the disaggregated level that is needed to measure the supply of architectural activities and technical consultancy services. Thus, the methods used in this paper will differ from the methods developed by GHP (2008) .
The AED services brought in the market place are estimated as the output of the Architectural activities and technical consultancy industry (SIC 742). Due to the lack of supply-use tables, it has not been possible to estimate how much of the market design services that are actually produced by SIC 742. Nonetheless the total output is weighted by the share of the total proportion of employment in SIC 742 that is related to design occupations. Based on Galindo-Rueda, Haskel and Pesole (2008) To estimate the own-account by industries outside of design we use the wage bill of designers working outside the design industry (SIC 74.2). The ratio of purchases output to the wage bill in the design sector is calculated and this ratio is then multiplied with the wage bill of designers in the business sector excluding SIC 74.2.
This can be expressed in the following formula:
= 2 SSYK is the Swedish Standard Classification of Occupations. 3 For some engineering occupations it is likely that the employees to some extent is also involved in R&D activities which then implies double counting.
Where Y own is the own account output, Y p the purchased output, wN 742AED the wage bill of designers in SIC 74.2, wN BAED is the wage bill of designers in the business sector excluding SIC 74.2.
R&D in social sciences and humanities
Estimates of R&D in social sciences and humanities are based on R&D data from Statistics Sweden. To capture own account spending the expenditure is multiplied with a factor of 2. 
Economic competences
Market Research
Expenditure on market research is measured as twice the turnover of the Market and consumer research industry (ISIC 7413). The estimation is based on the assumption that own account market research equals purchased market research.
Firm-specific human capital
Firm specific human capital is measured using data on how many firms in the business sector spent on continuing vocational training. The source is a survey of employer provided training conducted by Statistics Sweden in 1999 (CVTS 1999 which is a Swedish business magazine. Public sector was excluded based on the data provided by Affärsvärlden.
Own account organizational structure
Investment in own-account organizational structure is measured as 20 percent of managers' compensation. The occupation used for managers is "Legislators, senior officials and managers". However, since the public sector is excluded legislators and senior government officials are excluded, but senior officials working for specialinterest organizations are still included.
How much of the spending is investment
According to CHS (2005 CHS ( , 2006 and Marrano, Haskel and Wallis (2007) not all spending on intangibles can be considered as investment. It is necessary to separate the expense of current production from outlays that expand future productive capacity. For physical capital this distinction is often made on the basis of the durability or expected service life of a purchase. The service life of a specific asset can sometimes be ambiguous. For example the definition used by the Bureau of Economic Analysis (BEA) might differ depending on the sector that is considered.
The BEA approximate that business fixed assets have a useful service life of at least three years, but there are also studies defining business sector equipment as having a service life of more than one year.
Based on this logic CHS (2005) use four different steps to estimate the proportion of spending that can be considered as investment.
1. If economic research has clearly shown that a given type of spending is fixed investment, then 100 percent is classified as capital investment.
2. If economic research suggests that only a portion of the spending on an intangible pays off in future year (or years), these findings are applied.
3. When there is a strong suspicion that the lifetime of a type of intangible may not be at least three years, the item is discounted by 20 percent and a range of estimates of capital investment is shown for the item.
4. When there is a strong suspicion that a portion of the spending may be of routine tasks or represent current consumption, the point estimate is discounted 20 percent.
It is recognized that these steps do not provide a precise measure of the spending that can be considered to be capital investment. Especially the last two steps are vague and the discounted percentage is arbitrary. Nevertheless, in total the results by CHS (2005) show that business spending on intangibles was a substantial and growing component of the economy in the 1990s. Though, it is essential that future research try to improve these methods. The same rule applies for scientific R&D spending, mineral exploration, copyright and license costs, development in financial services and R&D in social sciences.
However, based on estimates provided by Galindo-Rueda, Haskel and Pesole (2008) only 50 percent of design spending should be counted as investment.
Economic research on marketing finds that the effects of advertising are generally short lived. However, according to Landes and Rosenfield (1994) more than half has a service life of at least one year and one-third makes a cutoff of three years. Thus, CHS (2005) estimate that approximately 60 percent of total advertising expenditures have long lasting effects. Continuing vocational training has long lived effects and is therefore counted as investment. Spending on organizational change is also likely to have long-lived effects, but a portion of management fees is not capital spending, but rather routine tasks and therefore only 80 percent of the own-account organizational spending is considered as investment.
It is evident that the process of estimating how large part of the spending that is actually investment in many cases is not very precise but rather based on ad hoc assumptions. Nevertheless, it is of importance to use the best available information to try to measure investment in intangibles. Moreover, for some of the more important types of intangibles like scientific R&D and vocational training the service life is without doubt at least 3 years and 100 percent of the spending should therefore be counted as investment. This clearly shows that investment in intangibles was considerable in comparisons with investment in physical capital. Table 2 shows the spending for the different types of intangibles. The largest expenditure was on scientific R&D with 68 billion or 25 percent of total spending on intangibles. This corresponds well with the general view that Sweden is considered to be an R&D-intensive country. Spending was also considerable for design, software, advertising and vocational training. In fact, together with scientific R&D these types of assets accounted for almost 90 percent of the total spending on intangibles.
Results
Results for Sweden
Spending on own account organizational structure was 12 billion SEK and thereby accounted for 4 percent of total spending. For all other types of intangibles the spending was less than 2 percent of the total expenditure on intangibles. For mineral exploration and R&D in social sciences the spending was as low as 0.1 percent of the total spending. Figure 2 shows the private spending on intangibles as a percentage of GDP in Sweden, the UK and the US for the three major intangible asset categories:
Comparisons with other countries
computerized information, innovative property and economic competencies. All countries spent close to similar amounts on software. However, Sweden spent more than the other countries in relative terms on innovative property, but the spending on economic competencies was much lower in Sweden compared to the other countries.
In fact, the US spent almost twice as much on economic competencies. Table 3 presents the results of spending on intangibles as a percentage of GDP for all sub-categories. Table 3 shows that spending on scientific R&D was higher in Sweden than in the US and considerably higher than in the UK. Swedish private spending on scientific R&D accounted for 2.6 percent of GDP. Hence, Sweden spent more than twice as much as the UK on scientific R&D. The US spent considerably more on copyright and licence costs than Sweden and the UK. Development costs in the financial industry were also higher in the US and the UK compared to Sweden, while the design industry was considerably larger in Sweden.
Sweden spent approximately the same amount as the UK on advertisement, but a considerably larger amount was spent in the US economy. Moreover, Swedish and US firms spent a little bit more than 1 percent of GDP on vocational training, while the UK spending was 2.5 percent. Spending on organizational structure was very low in Sweden compared to the other countries. Both purchased and own account spending on organizational structure was more than 4 times higher in the US. However, the way own account organizational structure is measured poses some doubts about what is measured. For example in US managers are in general better paid than their Swedish colleagues, but it does not necessarily mean that they are more productive.
In total the US had the highest private spending on intangibles in relative terms with 13 percent of GDP. For Sweden and the UK the corresponding figures were approximately 10 percent. Hence, the spending on intangibles was higher in the US, but was also a considerably larger share of GDP in the UK and Sweden. However, since Sweden has a larger public sector than the US and the UK, it is possible that its relative spending on intangibles would be higher if only value added for the business sector was considered. Figure 3 shows the spending on intangibles as a share of value added in the business sector for the three countries. The Swedish spending on intangibles was 16.2 percent, while the corresponding figures for the UK and the US were 15.9 and 17.9 percent, respectively. Thus, in relative terms the Swedish spending was larger than the British and the gap to the US decreased when the business sector was considered instead of total GDP. This is explained by the fact that the public sector in Sweden is larger than in the two other countries.
Conclusions
This paper has tried to measure spending and investment in intangibles in the Swedish In comparison with other countries, Sweden and the UK had approximately the same spending on intangibles in terms of GDP with 10.6 and 10.9 percent, respectively.
The spending was higher in the US with 13.1 percent of GDP. However, in terms of spending as a share of value added in the business sector the spending was slightly higher in Sweden compared to the UK and the gap to the US decreased. The spending for Sweden and the UK was approximately 16 percent of value added in the business sector, while it was 18 percent for the US. Moreover, Sweden had very high spending on R&D compared to the other two countries. Thus, in relative terms Sweden is an R&D intensive country.
Approximately the same amount was spent on computer software in the three countries. Spending on organizational structure was very low in Sweden. In fact it was almost five times higher in the US. This could of course partly be explained by higher wages for managers in the US. Nonetheless, the result indicates that the differences are huge and therefore should be further analyzed.
It is evident that much future work must be done to improve the estimates presented in this paper. The largest caveat is that investment in company organizational capital is of great importance, but there is no good and exact measure of it. Thus, measurement issues must remain an important topic for future research in this area.
Despite the measurement errors the result clearly indicates that investment in intangibles is of great importance. Thus, as measurement methods are improved, Statistical Offices should consider including investment in intangibles in the National Accounts. Sources: CHS (2006) , Marrano and Haskel (2007) and own calculations. 
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