I. INTRODUCTION
For single photon emission computed tomography ͑SPECT͒, iterative methods provide more accurate reconstruction than analytical methods due to the low efficiency of SPECT. The advantage of iterative algorithms has been demonstrated by several studies. [1] [2] [3] Nowadays, the most popular iterative algorithms are the maximum-likelihood expectationmaximization ͑ML-EM͒ algorithm, [4] [5] [6] its accelerated variant, the ordered-subset EM algorithm, 7 and the conjugate gradient algorithm. 8, 9 In practice, if detection angles are limited in a smaller range than that required for a sufficient data measurement, or the object is not entirely visible by the detector due to a limited detector size, data truncation occurs. It is well known that when truncation exists, the entire object cannot be fully reconstructed due to the incompleteness of the data set. However, if a small region-of-interest ͑ROI͒ of the object is measured sufficiently, that ROI might be reconstructed exactly. We call this capability "local tomography." Several analytical methods have been proposed to solve truncation problems in ROI reconstruction ͑e.g., Refs. 10-13͒. However, these methods do not provide general solutions to all truncation patterns. In Clackdoyle's work, 10 it was shown that iterative methods could possibly reconstruct larger ROI regions than the analytical method they proposed. But there was no further explanation as to why iterative methods can perform local tomography and how iterative methods can deal with different truncation situations. In this work, we perform a study of local tomography using iterative methods with different truncation models in two-dimensional ͑2D͒ geometries. Note that in the paper, we use field of view ͑FOV͒ to represent the image region that is observable by the detector at any detection view, and use region of interests ͑ROI͒ to indicate the image region that can be accurately reconstructed.
II. METHODS
Both analytical methods and iterative methods of image reconstruction are used to solve the inverse problem of P͑f͒ = g, ͑1͒
where P stands for the projection operator, f is the unknown image, and g represents the data vector.
A. Conditioned local tomography using analytical methods
For analytical reconstructions, Eq. ͑1͒ in a 2D parallel beam ͑line-integral͒ case is generally expressed in the form of a line integral, which is also called the Radon Transform:
where is the gantry rotation angle, ␣ = ͑cos , sin ͒, ␣ Ќ = ͑−sin , cos ͒, and r represents the signed distance from the projection path to the image center. For the projection path passing through pixel ͑x , y͒ at gantry angle , r = x cos + y sin . When a full data set is acquired, the 2D image function f͑x , y͒ can be reconstructed using the Radon inversion formula, 14 which expresses f͑x , y͒ in terms of g͑ , r͒ and is often referred to as the well-known filtered backprojection method. However, the ramp filter employed in this method is not a local filter, which implies that accurate ROI reconstruction cannot be obtained with truncated projections by directly implementing the Radon inversion formula.
Two analytical inversion methods have been recently developed 10, 12 for exact ROI reconstruction from truncated projections. In these two methods, two disjoint regions of the object are defined: region A, which is entirely visible ͑not truncated͒ at all angles, and region B, in which every point is truncated in at least some projections. For these two methods, the entire region A may not always be recoverable, but some ROI inside region A might be exactly reconstructed under specific conditions. For the first method, 10 an ROI in region A can be reconstructed if it can be rebinned into a virtual fan-beam system. All the projections in the virtual fan-beam system should be nontruncated and available from the original data. The shape of the ROI that can be reconstructed depends on the trajectory geometry of the virtual fan-beam system. Figure 1 shows a simple example of how the geometry of the virtual fan-beam system can be determined to maximize the size of the ROI that can be reconstructed. For the second method, 12 images are reconstructed by applying Hilbert filtering along certain lines to differentiated backprojection images. The ROIs that can be reconstructed are constrained within a union of straight lines none of which intersect region B of a slightly enlarged object.
Again a simple example is given in Fig. 2 to illustrate how to determine the ROI that can be reconstructed. It was stated in the second paper 12 that either of the two methods provides a general solution to all truncation situations. Both methods have constraints, and no one is more powerful than the other. Figure 3 shows two instances in which the ROI in each case can only be reconstructed using one method but not the other. For example, the triangular ROI shown in Fig. 3͑b͒ can only be reconstructed using the virtual fan-beam method, but not the two-step Hilbert transform method. In this case, truncation is not caused by a small detector size but by limited detector view angles ͑e.g., gantry rotation angle is limited in a small range.͒ A combination of the two cases in Figs. 3͑a͒ and 3͑b͒ forms an extreme case ͑c͒ ͓Fig. 3͑c͔͒ for which neither of the two methods can reconstruct the triangular ROI even though all the points inside the triangle are sufficiently measured. In addition, there is another wellknown truncation situation that is not solvable by analytical methods, termed the "interior problem" ͓Fig. 3͑d͔͒, in which the truncation is so severe that truncation occurs at every projection angle and the entire FOV is completely inside the object. It is known that a mathematically exact reconstruction of any part of the object is then impossible. 15, 16 
B. Computer simulations using iterative methods
In this section, the local tomography properties of a 2D maximum-likelihood expectation maximization ͑ML-EM͒ algorithm are studied for different truncation models using computer simulations. The reason that we choose the ML-EM algorithm instead of a standard algebraic reconstruction technique approach is because ML-EM is more commonly used in medical imaging with many favorable properties. For example, it implies a Poisson noise model, it automatically imposes a non-negativity constraint and it allows for selected pixels to be preset to zero. A general form of the ML-EM algorithm can be described as follows:
where f j k is the pixel value of the reconstructed image at pixel j for the kth iteration, m is the total number of projections, n is the number of image pixels, P ij is the element value at the ith row and jth column in the projection matrix, which is calculated by the overlap length of the pixel and the corresponding projection path, and g i is the ith measured data point in data vector g. 4, 6 To evaluate the local tomography properties of a 2D ML-EM algorithm, we designed a Shepp-Logan-type phantom shown in Fig. 4͑a͒ . This phantom is similar in shape to Fig. 3͑a͒ and placed centrally in a 256ϫ 256 ͑dp 2 ͒ image region, where dp stands for the image pixel size. The detector is of 512 detector bins with the bin size equal to 0.5dp. Five truncation cases were studied: ͑1͒ An approximate nontruncation case. The reconstructed images in this case were used as references for images reconstructed from truncated projection data in the other four cases. ͑2͒ Truncation is caused by a limited detector size. Only the central 160 detector bins are used to measure data. The FOV and region A in this truncation situation form a circle similar to that shown in Fig. 3͑a͒ . ͑3͒ Truncation is caused by limited detection angles, similar to Fig. 3͑b͒ . All detector bins are used, but only those projections with no intersection with the three equal-length bold arcs are truncated. Here, region A is triangular in shape and inside the object. The three bold arcs are located 120°apart centered on a virtual circle and the angle of each arc ͑͒ is equal to 70°. The radius of the virtual circle is set to 344.2114dp to make a centered equilateral triangle with triangle height equal to 90dp. ͑4͒ Truncation is caused by a limited detector size and limited detection angles. This truncation situation is a combination of truncation cases of ͑2͒ and ͑3͒. ͑5͒ The FOV is fully inside the phantom, which represents the interior problem described above. The FOVs and region A of the five truncation situations are illustrated in Fig. 4 from ͑b͒ to ͑f͒, respectively.
Note that the truncation situation indicated in Fig. 4͑b͒ is only an approximate nontruncation case since a part of the top and bottom ellipsoid is out of the dashed circle ͑FOV͒. Here we use this approximate nontruncation case as the nontruncation reference in order to save computations in our simulations. First, as our focus is in the central Shepp-Logan shaped region of the phantom, the tiny truncation occurs at the corners of the phantom and does not affect the reconstruction of the majority of the Shepp-Logan shaped region of the phantom. Second, as the regions out of FOV of the approximate nontruncation case are all zeros and do not contribute to data acquisition, an FOV with a diameter of 256dp that covers the nonzero region of the object is enough for our simulation. Figure 5 shows a comparison simulation study between a true nontruncation case and the approximate nontruncation case ͓Fig. 4͑b͔͒ used in this work. From the error Comparison study between the approximate nontruncation case and a true nontruncation case. ͑a͒: image reconstructed using a true nontruncation data set ͑FOV is much larger than the size of the object͒; ͑b͒: image reconstructed using the setups of the approximate nontruncation situation ͓Fig. 4͑b͔͒; ͑c͒: error image of ͉͑a͒ − ͑b͉͒. Images in ͑a͒ and ͑b͒ are reconstructed using 2D ML-EM algorithms with 100 iterations.
image Fig. 5͑c͒ , image values of the approximate nontruncation case are identical to that of the true nontruncation case in the central region of the phantom.
A 2D ML-EM algorithm was used to reconstruct the region A defined by the five truncation situations illustrated in Fig. 4 . A ray-driven projection/backprojection pair was designed for each truncation pattern. Reconstructed images were generated after 100 iterations with 240 uniformly distributed detection angles over 180°. All the regions out of the FOV are preset to zeros. The approximate nontruncation case is used as the reference for accurate reconstruction.
Figures 6 and 7 show the entire images and their corresponding region A reconstructed from truncated projections of all the five truncation situations. The horizontal and vertical central profiles are given below and on the right hand side of each image, respectively. The profiles of the approximate nontruncation case ͓case ͑a͔͒ are shown as references in each figure. Truncation artifacts exist in all the cases in which truncations are involved in Fig. 6 . However, some central segments of the profiles of all cases except the interior problem perfectly match the nontruncation references. Therefore, certain regions of the reconstructed images in these cases are not affected by truncation artifacts. For the interior problem, even though the reconstructed image does not match the nontruncation reference, the structure of the central part of the phantom can be resolved. In Fig. 7 , the region A for each truncation case is blanked out and compared with the image reconstructed without truncation. For truncation case ͑2͒ ͓Fig. 7͑b͔͒, it has been shown in Ref. 12 that Noo's method can reconstruct the region between the two black lines. Here, our result shows that the profiles of the entire region A match the nontruncation references quite well, excluding the edge pixels of the FOV. In other words, for this truncation situation, the region that is accurately recoverable by ML-EM is larger than the region that can be exactly reconstructed using Noo's method. Figures 7͑b͒-7͑d͒ show that the 2D ML-EM method can deal with both truncation situations ͑2͒ and ͑3͒, and also, that it works well for truncation situation ͑4͒, for which neither Noo's method 12 nor Clackdoyle's method 10 is applicable. For the interior problem ͓situation ͑5͔͒, since the entire FOV is inside the object, the average energy level of the region inside the FOV cannot be resolved from the truncation projections. The 2D iterative method cannot accurately reconstruct any part of region A, but provides biased though informative images inside the FOV. FIG. 6 . Entire reconstructed images ͑256ϫ 256͒ with noise-free data: ͑a͒ Truncation case ͑1͒: approximate no truncation; ͑b͒ truncation case ͑2͒: truncation due to small detector size; ͑c͒ truncation case ͑3͒: truncation due to limited detection angle; ͑d͒ truncation case ͑4͒: the combination of ͑2͒ and ͑3͒; ͑e͒ truncation case ͑5͒: the interior problem. The profile along the vertical white line in each image is shown on the right, and the profile along the horizontal white line is shown below each image. The profiles of ͑a͒ are used as a reference for the profiles of the other cases. Thicker black lines represent the corresponding nontruncation references. All images are reconstructed using ML-EM.
The images shown in Fig. 6 were also generated using noisy data and are shown in Fig. 8 . Poisson noise is added to the projection data before the reconstruction. The horizontal and vertical central profiles of the region A of each image are shown below and on the right hand side, respectively. The results are similar to those in Figs. 6 and 7. The image profiles of the first three truncation cases ͓͑b͒, ͑c͒ and ͑d͔͒ match the nontruncated profiles very well even with noise, and distortions are visible in the last truncation case ͓͑e͔͒.
C. Analysis with the Moore-Penrose inverse matrix for local tomography
Equation ͑1͒ can also be expressed in a matrix equation form:
Here P indicates the projection matrix, f represents the image vector, and g is the measurement vector. The basic idea of an iterative reconstruction is to solve the inverse problem of Eq. ͑4͒. Basic matrix theory suggests 17, 18 that when P is a square matrix ͑m ϫ m͒ and rank͑P͒ = m, a unique solution ͑f͒ of Eq. ͑4͒ exists and can be expressed as
Here P −1 indicates the inverse matrix of projection matrix P. However, generally, P can be any m ϫ n ͑m n͒ matrix with rank͑P͒ Ͻ min͑m , n͒ such that the inverse matrix P −1 does not exist. For this reason, the generalized inverse concept is introduced and the solution f can be represented using a generalized inverse matrix Q of P such as:
When rank͓͑P ͉ g͔͒ = rank͑P͒, Eq. ͑4͒ has solutions but the solutions are not unique. Suppose P − is a generalized inverse matrix that satisfies PP − P = P; it can be shown that f = P − g is a solution of equation Pf = g since FIG. 7. Entire reconstructed region A's ͑cut from the images in Fig. 6͒ : ͑a͒ Truncation case ͑1͒: approximate no truncation occurs; ͑b͒ truncation case ͑2͒: truncation due to small detector size; ͑c͒ truncation case ͑3͒: truncation due to limited detection angle; ͑d͒ Truncation case ͑4͒: the combination case of ͑2͒ and ͑3͒; ͑e͒ truncation case ͑5͒: the interior problem. The profile along the vertical white line in each image is shown on the right, and the profile along the horizontal white line is shown below each image. The profiles of ͑a͒ are used as a reference for the profiles of the other cases. The region between the two black lines in ͑b͒ is the ROI that can be reconstructed using Noo's method ͑Ref.12͒. Thicker black lines represent the corresponding nontruncation references. All images are reconstructed using ML-EM.
As many matrices P − can satisfy PP − P = P, solution f is not unique. Classical matrix theory 18 states that a generalized solution of Eq. ͑4͒ can be expressed as
for whatever P − that satisfies PP − P = P. Suppose f is of size n ͑containing n components͒, I represents an ͑n ϫ n͒ identical matrix and z denotes an arbitrary vector of size n. Since multiple solutions of Eq. ͑4͒ exist, a solution with a minimum Euclidean norm ͑f min ͒ is usually desired in practice:
where P min satisfies PP min P = P and ͑P min P͒ T = P min P. Although P min is not unique either, the solution f min calculated by Eq. ͑9͒ is sole. 18 When rank͓͑P ͉ g͔͒ rank͑P͒ ͑e.g., due to noise͒, it implies that Eq. ͑4͒ conflicts and solution f of Eq. ͑4͒ does not exist. In this case, an approximate solution of Eq. ͑4͒ as a vector f ᐉs for which ʈPf ᐉs − gʈ is minimized is generally defined as
where ʈ · ʈ is the Euclidean vector norm; f ᐉs is also known as the least-squares solution of the inconsistent system Pf = g. Here the minimum least-squares error ʈPf ᐉs − gʈ obtained is unique, but multiple least-squares solutions may exist. A general expression of the least-squares solutions can be written in the form of Eq. ͑8͒, thus f ᐉs = P ᐉs g + ͑I − P ᐉs P͒z. ͑11͒
Here P ᐉs is any least-squares general inverse matrix that satisfies PP ᐉs P = P and ͑PP ᐉs ͒ T = PP ᐉs . 18 Although multiple least-squares solutions exist, the least-squares solution with a minimum Euclidean norm is unique and is called the best approximate solution f BAS of Eq. ͑4͒. The general inverse matrix P + for which f BAS = P + g is called the Moore-Penrose inverse of system matrix P. The Moore-Penrose inverse P + satisfies all the criteria of P − , P min , and P ᐉs that have been given above. It has been stated that for any real ͑m ϫ n͒ matrix P, the Moore-Penrose inverse P + exists and is unique. [18] [19] [20] Therefore, a general expression for all the solutions of any equation Pf = g can be expressed as FIG. 8 . Entire reconstructed images ͑256ϫ 256͒ with noisy data: ͑a͒ Truncation case ͑1͒: approximate no truncation; ͑b͒ truncation case ͑2͒: truncation due to small detector size; ͑c͒ truncation case ͑3͒: truncation due to limited detection angle; ͑d͒ truncation case ͑4͒: the combination of cases ͑2͒ and ͑3͒; ͑e͒ truncation case ͑5͒: the interior problem. All images are reconstructed using ML-EM.
implies that P + g is always a solution of equation Pf = g. When there is no exact solution to Pf = g, P + g is the best approximate solution. When Pf = g has multiple solutions, P + g is the solution with a minimum Euclidean norm. When P −1 exists and Pf = g has a unique solution P −1 g, P + is simply equal to P −1 . Note that here, Eq. ͑12͒ is a general expression for the solutions and f is not necessarily a least-squares solution.
In practice, when a full data set is obtained, the projection matrix P full is an invertible matrix. As P full + is equal to P full −1 , matrix I − P full + P full is equal to a zero matrix, and image vector f is therefore unique and can be exactly reconstructed. When truncation occurs in data measurement, some rows ͑projec-tion paths͒ of the projection matrix P full are truncated, which results in an abridged projection matrix P trun and an incomplete data set g trun . Generally, P trun is not a full rank matrix due to truncations outside the FOV such that the entire f cannot be exactly reconstructed. This can also be explained by Eq. ͑12͒. When matrix I − P trun + P trun is not a zero matrix, multiple solutions ͑image vectors͒ exist since z is an arbitrary vector. However, this does not necessarily mean that two completely different image solutions exist ͑every component is of a different value͒. For instance, the image vectors contain n image components, so matrices I and P trun + P trun are consequently two ͑n ϫ n͒ square matrices. The identical matrix I can be represented in terms of its row vectors: 
͑13͒
Similarly, matrix P trun + P trun can also be denoted as
where p + p i T is the ith row vector. From Eq. ͑12͒, one can see that when the jth row vector p + p j T of matrix P trun + P trun is equal to e j T where j ͓1,n͔, the jth row of matrix I − P trun + P trun is a zero vector. In this case, the jth component f j of all the image solutions of P trun f = g trun can be described as
where 0 is a zero vector, and p j +T denotes the jth row vector of matrix P trun + . Note that since vector z in Eq. ͑12͒ represents an arbitrary vector of size n, f j is unique if and only if the jth row of matrix I − P trun + P trun is a zero vector. It further implies that, although multiple image solutions exist, some components might remain a unique value for all the solutions. They thus can be exactly reconstructed no matter what solution the reconstruction method provides. According to basic matrix theory, 18 for any matrix P trun , its Moore-Penrose inverse P trun + exists and is unique. Therefore, whether unique components of all the solutions exists depends completely on the structure of the truncation projection matrix P trun . In other words, whether ROI reconstructions from a truncated data set are possible depends on the truncation patterns. Different truncation patterns may result in different truncated projection matrices which lead to different ROIs that can be accurately reconstructed. This explains why ROI reconstructions from truncated projections are possible by using iterative methods and also demonstrates why ROI reconstructions do not work for any truncation geometries. Some matrix theorems applied in this section and a simple ROI imaging example are given in the appendices.
D. Diagonal element map of P trun + P trun
As discussed in the previous section, a zero row vector of matrix I − P trun + P trun indicates that the image element at the corresponding location is uniquely recoverable. Thus, we can determine the recoverable ROI of a certain truncation situation by looking up the diagonal element map ͑DEM͒ of matrix P trun + P trun , which is formed by marking each image pixel with its corresponding P trun + P trun diagonal element value. A value 1.0 on the DEM indicates that the image pixel at that location can be accurately reconstructed.
In this section, we study the DEMs of the three truncation situations ͓cases ͑a͒, ͑c͒ and ͑d͒ shown in Fig. 3͔ with computer generated projection matrices. The geometries are redrawn in Fig. 9͑i͒ . Figure 9͑ii͒ shows the resulting DEMs of the three cases. To make the result more clear, locations of the pixels that have value one on the DEM are shown in white in Fig. 10 . The projection matrix is generated to calculate P trun + P trun according to the following setups: The image size is 60ϫ 60. The object is assumed to have a centered I-shaped support as shown in Fig. 9͑ii͒ . For case ͑a͒, the detector consists of 40 bins and each bin is of half pixel size in order to efficiently utilize the data 21 ͑the dashed circle represents the FOV of the detector͒. For case ͑c͒, the projection matrix is generated by removing all the projections that do not intersect the triangle ͓shown in Fig. 9͑ii͒ case ͑c͔͒ from the projection matrix obtained in case ͑a͒. For case ͑d͒, the detector contains 20 detector bins and again the bin size is half of the pixel size. For all three cases, detector rotates about the object over 180°and measures projections at 30 uniformly distributed positions. The number of detector po-sitions is chosen according to the principle that when the detector is large enough to view the entire object, the number of detector views should be chosen to guarantee to obtain a full rank projection matrix. With this principle, the projection matrix of each case is truncated only due to its truncation pattern and not because of an insufficient number of views. Case ͑b͒ in Fig. 3 is not simulated in this section since it can be regarded as a special case of case ͑c͒.
From the DEMs shown in Fig. 9 and the map of value 1.0 shown in Fig. 10 , it can be seen that for case ͑a͒, the ROI which is the intersection of the FOV and the object should be uniquely solvable, and some edge regions outside the FOV may also be recoverable. For case ͑c͒, the triangle ROI inside the FOV can be accurately reconstructed. The region that can be recovered should be larger than the triangle. Note that in this case, some region inside the FOV is not recoverable ͑the region around the two triangle corners on the left hand side of the triangle inside the FOV͒. For case ͑d͒, all the DEM values inside the FOV are less than 1.0 which means that no ROI can be accurately reconstructed. We have carried out computer simulations ͑not shown here͒ using the three projection matrices and the 2D ML-EM method to verify the recoverability of the regions with value 1.0 on the DEMs. We found that, although the reconstruction of the recoverable regions outside ROIs needs more iterations ͑e.g., 800 iterations͒ to converge than the reconstruction of the regions inside the ROIs ͑e.g., 100 iterations͒, all the regions with value 1.0 on the DEMs can be accurately reconstructed given a sufficiently large number of iterations.
Calculating the DEM for a large projection matrix may be computationally expensive. However, since the values of DEM change smoothly, instead of using the same matrix size as the data acquisition and reconstruction, a smaller matrix size can be used for DEM analysis such that DEM analysis can be affordable even for a case with a large number of samples ͑e.g., a clinical computed tomography scan͒. 
III. CONCLUSIONS AND FUTURE WORK
We show that local tomography is possible for iterative methods which solve the inverse problem of the system matrix equation. Even though the system matrix is not a full rank matrix due to truncation, a part of the image can have unique values over all possible solutions of the system equation for particular truncation situations.
Since both the type of projection data and the truncation situation can affect the structure of the projection matrix, a 2D ML-EM method using different types of projection data is studied for local tomography in various truncation situations. Our results show that iterative methods are not only capable of achieving local tomography for the truncation situations that analytical methods can deal with, but also work well for some truncation situations that analytical methods cannot handle. However, it has been shown that iterative methods cannot provide quantitative ROI reconstructions in the FOV when the entire FOV is inside the object. But iterative methods might be able to provide biased yet informative images.
The truncation matrix analysis with the Moore-Penrose inverse matrix is helpful in determining the ideal region that can be reconstructed exactly using a given truncated projection matrix. The recoverable regions are represented by diagonal element map ͑DEM͒ values 1.0 of matrix P trun + P trun . Calculating the DEM of a large projection matrix may be quite time consuming and computationally expensive. But for a typical clinic scan, for example, a 64ϫ 64 image size and a reasonable number of SPECT views, the DEM analysis is useful and computationally affordable for the ROI determination given a certain truncation situation. This paper focused on local tomography properties and does not consider modeling noise, attenuation, scatter, detector response or other physical effects. However, these effects are important factors that affect small ROI imaging and need to be considered in future studies.
ACKNOWLEDGMENT
The authors thank Dr. Roy Rowley for his help with English corrections.
APPENDIX A: A SIMPLE EXAMPLE ABOUT HOW TO DETERMINE THE RECOVERABLE REGION OF A GIVEN TRUNCATION SITUATION USING THE MOORE-PENROSE INVERSE ANALYSIS
Supposing a 2D image ͑x͒ contains six image components ͑x 1 to x 6 ͒ and only the six projections indicated by the six dashed arrows in Fig. 11͑a͒ can be measured due to data truncation, the truncated projection matrix P trun and the resulting P trun + P trun matrix in this case are shown in Figs. 11͑b͒ and 11͑c͒, respectively. The diagonal element map ͑DEM͒ of P trun + P trun is generated by plotting each diagonal element value of P trun + P trun at the corresponding location of the image. In this case, pixel x 5 on the DEM has a value 1.0 which means that when applying the matrix P trun + P trun to the general solution Eq. ͑12͒, the fifth row of matrix I − P trun + P trun is a zero vector. Hence, pixel x5 is uniquely solvable.
APPENDIX B: SOME BASIC MATRIX THEOREMS
The proofs of all the following theorems can be found in any classical matrix theory textbook ͑e.g., Lancaster and Tismenetsky 1985͒.
Theorem 1:
Let A R mϫn , b R m , and let X be a solution of AXA = A. Then the equation Ax = b has a solution if and only if AXb = b, and then any solution has the form x = Xb + ͑I − XA͒y, for some y R n . ͑B1͒   FIG. 11 . DEM analysis for a simple truncation example: ͑a͒ the image only contains six elements labeled from x 1 to x 6 . Only the six projections indicated by the dashed arrows are measurable due to data truncation; ͑b͒ the resulting truncated projection matrix P trun ; ͑c͒ matrix P trun + P trun ; ͑d͒ the DEM of matrix P trun + P trun . In this case, only pixel x 5 is uniquely solvable.
Theorem 2:
Any nonzero m ϫ n matrix can be reduced by the application of elementary row and column operations to an m ϫ n matrix in one of the following forms: For any m ϫ n matrix A there exist a nonsingular m ϫ n matrix P and a nonsingular n ϫ n matrix Q such that PAQ is one of the matrices in Eq. ͑B2͒.
Theorem 4:
If we define a generalized inverse of A R mϫn to be a matrix X R nϫm for which AXA = A and XAX = X hold, then X exists for any matrix A R mϫn . Proof: Observe first that the m ϫ n zero matrix has the n ϫ m zero matrix as its generalized inverse. Then let r 0 be the rank of A. 
͑B5͒
The matrix X is also called the Moore-Penrose inverse of A.
Theorem 6:
Let A R mϫn with r = rank͑A͒, and let A = FR T , F R mϫr , R T R rϫn be a rank decomposition of A, that is rank͑F͒ = rank͑R T ͒ = r, define the n ϫ n matrix
then X is the Moore-Penrose inverse of A.
Theorem 7:
For any A R mϫn and b R m , the best approximate solution of Ax = b is a vector x 0 R n of the least Euclidean length satisfying ʈAx 0 − b ʈ = min xR n ʈ Ax − bʈ, then x 0 = Xb is the best approximate solution of Ax = b where X is the Moore-Penrose inverse of A which is often denoted as A + .
a͒ Author to whom correspondence should be addressed. Electronic mail: bzhang@ucair.med.utah.edu
