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gular matrix A for which there exist nonsingular diagonal matrices
D1 and D2 such that (A
−1)T = D1AD2. Many special matrices are
G-matrices including (generalized) Cauchymatrices and orthogonal
matrices. A number of properties of G-matrices are obtained. Sign
patterns of G-matrices are also investigated.
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1. Introduction
In this paper, some ideas stemming from earlier observations are used for defining a new type of
matrix.
All matrices in the paper are real. For simplicity, we denote the transpose of the inverse of a non-
singular matrix A as A−T .
We call a matrix A a G-matrix if A is nonsingular and there exist nonsingular diagonal matrices D1
and D2 such that
A−T = D1AD2. (1)
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Of course, the matrices D1 and D2 are not uniquely determined as one can multiply one by a nonzero
number and divide the other by the same number.
As we shall see, there are surprisingly many classes of special matrices all matrices of which are
G-matrices.
2. Real G-matrices
The following results are clear.
Theorem 2.1. All orthogonal matrices are G-matrices.
Theorem 2.2. All nonsingular diagonal matrices are G-matrices.
Theorem 2.3. If A is a G-matrix, then both AT and A−1 are G-matrices.
Theorem 2.4. If A is an n× n G-matrix and D is an n× n nonsingular diagonal matrix, then both AD and
DA are G-matrices.
Theorem 2.5. If A is an n × n G-matrix and P is an n × n permutation matrix, then both AP and PA are
G-matrices.
Theorem 2.6. If A is a G-matrix, then both matrices A and A−T have the same zero, nonzero structure.
Thus the zero, nonzero structures of A and A−1 are symmetric to each other.
Theorem 2.7. The direct sum of G-matrices is again a G-matrix.
The product form of the definition leads to the following two theorems.
Theorem 2.8. Compound matrices of a G-matrix are also G-matrices.
Theorem 2.9. The Kronecker product of G-matrices is a G-matrix.
We shall prove the following simple observation.
Theorem 2.10. A 2 × 2 matrix is G-matrix if and only if it is nonsingular and has four or two nonzero
entries.
Proof. Let A =
⎡
⎣ a b
c d
⎤
⎦. Denote by  the determinant of A. We have then A−T = 1

⎡
⎣ d −c
−b a
⎤
⎦ .
If all entries of A are nonzero, A−T = UAV, where U = diag(u1, u2), V = diag(v1, v2), u1 = 1ab ,
u2 = − 1cd , v1 = db, v2 = −ac. In the case that only two entries of A are nonzero, the proof is
similar. It is easily checked that if only three entries are nonzero, there is no solution. 
As is well known, Cauchy matrices are matrices of the form C = [cij], where cij = 1xi+yj for
some numbers xi and yj . We shall restrict ourselves to square, say n × n, Cauchy matrices. Of course,
such matrices are defined only if xi + yj = 0 for all pairs of indices i, j, and it is well known that
C is nonsingular if and only if all the numbers xi are mutually distinct and all the numbers yj are
mutually distinct. We can now formulate the essentially known result which in fact gave impetus to
our considerations.
Theorem 2.11. Every nonsingular Cauchy matrix C for which both vectors C−1e and C−T e have no coor-
dinate zero is a G-matrix; here, e is the vector of all ones.
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Proof. The fact that C is the Cauchy matrix of the mentioned form can be equivalently formulated by
the fact that C is the only matrix satisfying
XC + CY = J, (2)
where X , Y are diagonal matrices with the diagonal entries xi, yj and J is the matrix of all ones. Multi-
plication of (2) by C−1 from both sides yields now after transposition
XC−T + C−TY = uvT , (3)
where u = C−T e, v = C−1e. It is easy to see that (3) is equivalent to
C−T = UCV,
whereU, respectively,V is the diagonalmatrixwhose diagonal entries are the coordinates of the vector
u, respectively, v. 
By Observation 1 in [6], the assumptions about the vectors C−1e and C−T e are not actually needed;
they were included because they allowed a more simple proof. In general, every nonsingular Cauchy
matrix is a G-matrix.
For generalized Cauchy matrices of order n, additional parameters u1, . . . , un, v1, . . . , vn are con-
sidered (one of them is superfluous):
Ĉ =
[
uivj
xi+yj
]
.
Note that then Ĉ = D1CD2, where D1 = diag(ui), D2 = diag(vj), so that Ĉ is a G-matrix.
Let us prove now a lemma.
Lemma 2.12. Suppose the integers n, k satisfy n > k > 1. Let A0 be a G-matrix of order k, B0 a G-matrix
of order n − k + 1 (the sum of the orders of A0 and B0 thus exceeds n by one). Then the n × n matrix AB,
where
A =
⎡
⎣ A0 0
0 In−k
⎤
⎦ (4)
and
B =
⎡
⎣ Ik−1 0
0 B0
⎤
⎦ , (5)
is a G-matrix.
Proof. Suppose that A
−T
0 = D1A0D2 and B−T0 = D3B0D4. Without loss of generality, we can assume
that the last diagonal entry of D2 equals one and that the first diagonal entry of D3 equals one. Denote
the smaller (k−1)×(k−1) remaining diagonalmatrix ofD2 as Dˆ2 and the smaller remaining diagonal
matrix of D3 as Dˆ3. We have then in the notation of (4) and (5)
A−T =
⎡
⎣ D1 0
0 Dˆ3
⎤
⎦
⎡
⎣ A0 0
0 I
⎤
⎦
⎡
⎣ D̂2 0
0 D
−1
3
⎤
⎦ ,
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B−T =
⎡
⎣ D−12 0
0 D̂3
⎤
⎦
⎡
⎣ I 0
0 B0
⎤
⎦
⎡
⎣ D̂2 0
0 D4
⎤
⎦ .
Since ⎡
⎣ D̂2 0
0 D
−1
3
⎤
⎦
⎡
⎣ D−12 0
0 D̂3
⎤
⎦ = I,
AB is a G-matrix.
Using this result for the transposes, we also obtain that BA is a G-matrix. 
We now extend the idea in the Lemma 2.12 to more than twomatrices in the product by extending
the sizes of the matrices by identity matrices of appropriate order. For example, with three matrices
Ak of orders k1, k2 and k3, the product matrix would then be a matrix of order k1 + k2 + k3 − 2, etc.
Theorem 2.13. Let A1, A2, …, As be G-matrices of respective orders k1, k2, . . . , ks, ki ≥ 2 for all i. Denote
n = ∑si=1 ki − s + 1, and form the block diagonal matrices G1, G2, . . ., Gs as follows:
G1 =
⎡
⎣ A1 0
0 In−k1
⎤
⎦ , G2 =
⎡
⎢⎢⎢⎣
Ik1−1 0 0
0 A2 0
0 0 In−k1−k2+1
⎤
⎥⎥⎥⎦ , . . . ,
Gs−1 =
⎡
⎢⎢⎢⎣
In−ks−1−ks+1 0 0
0 As−1 0
0 0 Iks−1
⎤
⎥⎥⎥⎦ , Gs =
⎡
⎣ In−ks 0
0 As
⎤
⎦ .
Then, whenever (i1, i2, . . . , is) is a permutation of (1, 2, . . . , s), the product Gi1Gi2 · · · Gis is a G-matrix.
Proof. We use induction with respect to s. If s = 2, the result follows from Lemma 2.12. Suppose that
s > 2 and that the result holds for s − 1 matrices. Observe that the matrices Gi and Gk commute if|i − k| > 1. This means that if 1 is before 2 in the permutation (i1, i2, . . . , is), we can move G1 into
the first position without changing the product. The product of the remaining s− 1matrices Gk has
the form⎡
⎣ Ik1−1 0
0 B0
⎤
⎦ ,
and by the induction hypothesis, B0 is a G-matrix. So by Lemma 2.12, G1 is a G-matrix. If 1 is behind
2 in the permutation, we can move G1 into the last position. The previous proof then applies to the
transpose of the product. By Theorem 2.3, the proof is complete. 
Remark 2.14. This is clearly an extension of the case that ki is equal to 2 for all i; thematrices obtained
as such productswere called in [4] complementary basicmatrices (CB-matrices) andwere also studied
in [7]. In [5] it was pointed out that the product is completely intrinsic in the sense that every entry
in the product is either zero, or a multiple of some entries of the factors (i.e., there is not a single
addition!). In fact, this property is easily shown to hold also in our more general case.
For thenext theorem,weneed to specifymore thoroughly thediagonalmatrices in (1).We introduce
the notions of a left signature S1 of a G-matrix A and a right signature S2 of A; S1 is simply the diagonal
matrix of signs ofD1, S2 thematrix of signs inD2.Observe that the signatures are in general not unique.
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However, let us say, for a moment, that a G-matrix A is compatiblewith a G-matrix B of the same order
if a right signature of A is equal to or the negative of a left signature of B.
Theorem 2.15. Let A and B be compatible G-matrices. Then there exists a diagonal matrix D with positive
diagonal entries, such that ADB is a G-matrix.
Proof. By the assumptions, there exist nonsingular diagonal matrices D1, D2, D3 and D4 such that
A−T = D1AD2 and B−T = D3BD4. Compatibilitymeans thatD2D3 is a diagonal matrix with either only
positive, or only negative diagonal entries. Thus there exists ε equal to +1 or to −1 and a diagonal
matrix Dwith positive diagonal entries, such that D2 = εD2D3. It is then easily checked that ADB is a
G-matrix since (ADB)−T = εD1ADBD4. 
Another result about signatures is the following.
Theorem 2.16. Let A be a totally positive G-matrix. Then both signatures are the checkerboard signatures,
ie, signatures (1,−1, 1,−1, . . .), or its negative.
Proof. Indeed, it is well known that the inverse of such matrix has the checkerboard sign pattern. 
The signatures of G-matrices deserve more detailed attention. We make a related observation.
Theorem 2.17. Suppose A is a G-matrix and A−T = D1AD2, where D1 and D2 are nonsingular diagonal
matrices. Then the inertia of D1 is equal to the inertia of D2.
Proof. From (1), we have ATD1AD2 = I and so ATD1A = D−12 . Since A is nonsingular, the result follows
from Sylvester’s Law of Inertia. 
Remark 2.18. As the example of a diagonal matrix shows, the inertia of bothmatrices D1 and D2 need
not be uniquely determined by the given G-matrix.
Let us conclude this section by inspecting a few properties of symmetric and skew-symmetric
G-matrices. First of all, by Theorem 2.7 it suffices to study irreducible G-matrices only.
Theorem 2.19. Let A be a symmetric irreducible G-matrix. Then the diagonal matrices D1, D2 in (1) can
be chosen to be either the same or the negative of each other.
If A is positive definite then D1 and D2 can be chosen to be the same. If we denote the common matrix
as D, then the matrix AD is involutory. Denote the nonnegative square root of the modulus |D| of D as D 12 .
Then the matrix B = D 12 AD 12 has the property that all its integral powers are G-matrices.
Finally, if S = diag(ε1, ε2, . . . , εn) is the matrix of the signs of D, ie. S = D|D|−1, then the diagonal
entries aii of A and the diagonal entries αii of A
−1 satisfy
∑
i
εi(
√
aiiαii − 1) = 0. (6)
Proof. Let A be a symmetric irreducible G-matrix so that A−T = D1AD2. Since A is symmetric, A−T
is symmetric so that D1AD2 = D2AD1. Thus D−12 D1A = AD−12 D1; since A is irreducible, the diagonal
matrix D
−1
2 D1 has to be a multiple of the identity matrix, D
−1
2 D1 = cI. Choose D as the matrix√|c|D2,and we obtain A−1 = DAD or A−1 = −DAD as asserted.
Suppose now that A is positive definite. Then c is positive and the matrix AD is involutory by
ADAD = I. Since D = |D|S and A−1 = DAD,we have (D 12 AD 12 )−1 = S(D 12 AD 12 )S, ie., B−1 = SBS. Thus
B is also a G-matrix and since S = S−1, B−k = SBkS for every integer k.
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To prove the last assertion, observe that from B−1 = SBS it follows that the diagonal entries of B
and B−1 coincide. In addition, if B 12 is the positive definite square root of B, B 12 SB 12 is also an involutory
matrix congruent to S; this matrix is similar to BS. Therefore, BS is an involutory matrix which has
eigenvalues (as a set) equal to the diagonal entries of S. Hence, for the traces, trBS = trS, or,
tr(B − I)S = 0. (7)
By the definition of B, the diagonal entry bii of B is the product of the diagonal entry aii of A and
the modulus |di| of the ith diagonal entry di of D. Since A−1 = DAD, the ith diagonal entry αii of A−1
satisfiesαii = d2i aii. This implies easily that bii =
√
aiiαii and so (7) can be explicitly written as (6). 
Remark 2.20. The Eq. (6) is a generalization of the result in Theorem 2.4 from [6]. It already implies
the necessary and sufficient condition for the diagonal entries of a positive definite matrix and of its
inverse proved by the first author in [3]:
2max
i
(
√
aiiαii − 1) ≤
∑
i
(√
aiiαii − 1) . (8)
It is interesting that every positive definite matrix for which equality is attained in (8) (see [3],
Theorem 3.3) can be checked to be a G-matrix.
Remark 2.21. For a skew-symmetric irreducible G-matrix, it can easily be seen that the first part of
the theorem holds.
Example 2.22. The matrix
A =
⎡
⎣ 2 1
1 1
⎤
⎦
is symmetric irreducible, and by Theorem 2.10, A is a G-matrix. Then,
A−T =
⎡
⎣ 1 −1
−1 2
⎤
⎦
and with D = diag(d1, d2), d1 = 1√
2
, d2 = −
√
2, we have A−T = DAD. Note that A is positive
definite; the matrix B = CAC as in the theorem is⎡
⎣
√
2 1
1
√
2
⎤
⎦ .
3. Sign pattern matrices
In qualitative and combinatorial matrix theory, we study properties of a matrix based on combi-
natorial information, such as the sign of entries in the matrix. An m × n matrix whose entries are
from the set {+,−, 0} is called a sign pattern matrix (or sign pattern). For a real matrix B, sgn(B) is the
sign pattern matrix obtained by replacing each positive (respectively, negative, zero) entry of B by +
(respectively, −, 0). For a sign pattern matrix A, the sign pattern class of A is defined by
Q(A) = {B : sgn(B) = A}.
A sign pattern matrix P is called a permutation sign pattern (generalized permutation sign pattern) if
exactly one entry in each row and column is equal to + (+ or −) and all the other entries are 0. A
signature pattern is a diagonal sign pattern matrix, each of whose diagonal entries is + or −. A sign
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patternB is signature equivalent to the sign patternAprovided B = S1AS2,where S1 and S2 are signature
patterns.
For a sign pattern matrix A, theminimum rank of A, denoted mr(A), is defined as
mr(A) = min{rank B : B ∈ Q(A)}.
Suppose P is a property referring to a real matrix. A sign pattern A is said to require P if everymatrix
in Q(A) has property P; A is said to allow P if some real matrix in Q(A) has property P.
The reader is referred to [1] or [8] for more information on sign pattern matrices.
Let now Gn denote the class of all n× n sign pattern matrices A that allow a G-matrix, that is, there
exists a nonsingular matrix B ∈ Q(A) such that B−T = D1BD2 for some nonsingular diagonal matrices
D1 and D2. The following is clear.
Theorem 3.1. The class Gn is closed under
(i) multiplication (on either side) by a permutation pattern and
(ii) multiplication (on either side) by a diagonal signature pattern.
The use of these operations in Gn then produces “equivalent" sign patterns. Next, let Cn (GCn) be
the class of all sign patterns of the n × n nonsingular Cauchy (generalized Cauchy) matrices. It should
be clear that Cn (GCn) is closed under operation (i) (operations (i) and (ii)) above. The classes Cn and
GCn are two particular sub-classes of Gn.
Since x + y = (x + c) + (y − c) and when we permute the rows/columns, we still have a Cauchy
matrix C, for a given such nonsingular matrix, we can assume that
x1 > x2 > · · · > xn > 0
and
y1 > y2 > · · · > yn.
Further, the sign pattern of C is the same as the sign pattern of thematrix [xi +yj]. So, the following
result is clear.
Theorem 3.2. The class Cn is the same as the class of n× n sign patterns permutation equivalent to a sign
pattern of the form
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where the part above (below) the staircase is all + (−).
In this form, whenever there is a minus, then to the right and below there are also minuses.
Note that this form includes theall+andall−patterns.However, for example,
⎡
⎣+ −
− +
⎤
⎦ is excluded
as a pattern in C2. In fact, we have the following theorem.
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Theorem 3.3. An n × n sign pattern matrix A belongs to Cn if and only if it does not contain either one of
the patterns
⎡
⎣+ −
− +
⎤
⎦ or
⎡
⎣− +
+ −
⎤
⎦ (9)
as submatrices.
Proof. If
⎡
⎣ cik cil
cjk cjl
⎤
⎦ ,i = j, k = l, is a 2 × 2 submatrix of a Cauchy matrix [crs], then
1
cik
+ 1
cjl
= 1
cil
+ 1
cjk
.
The sides of this equation cannot have different signs and the patterns in (9) cannot occur.
Conversely, let S = [srs] be an n × n sign pattern, n ≥ 2, which does not contain either of the sign
patterns in (9).
Order the rows of S (we continue to use the same letter S) so that the number of plusses in the rows
form a nonincreasing sequence. Let ki, i = 1, 2, . . . , n denote the number of plusses in the ith row of
S. If k1 = 0 or k1 = 1, we obtain a sign pattern of a Cauchy matrix by Theorem 3.2.
If k1 ≥ 2, observe that there is no plus in the last n − k1 columns of the transformed matrix
S = [sik]. Indeed, suppose that sij = +with i ≥ 2 and j > n− k1. Since s1j = −, all si1 . . . , sik1 have
to be plusses (otherwise there would be a submatrix from (9) in the first and ith row). But then the
number of plusses ki in the ith row would exceed k1, a contradiction.
Order now the first k1 columns in S so that in the second row, the plusses precede the minuses. By
the similar reasoning as above, there are then no plusses in the n − k2 last columns in the last n − 2
rows. Continuing this procedure, we arrive at a staircase sign pattern of a Cauchy matrix as presented
in Theorem 3.2. 
A given generalized Cauchy matrix Ĉ can be written as Ĉ = D1CD2 for some Cauchy matrix C and
some nonsingular diagonal matrices D1 = diag(u1, . . . , un), D2 = diag(v1, . . . , vn). We thus have
the following characterization.
Theorem 3.4. The class GCn is the same as the class of n × n sign patterns that are signature equivalent
to a sign pattern in Cn. Equivalently, A ∈ GCn if and only if there exists a minimum rank one sign pattern
matrix M such that A ◦ M ∈ Cn, where ◦ denotes the Hadamard product.
Clearly, every 2 × 2 (+,−) sign pattern is a matrix in GC2. We can also prove:
Theorem 3.5. Every 3 × 3 (+, −) sign pattern is a matrix in GC3.
Proof. Let S be a 3 × 3 (+,−) sign pattern. By property (ii) in Theorem 3.1, we can assume that the
first column as well as the first row of S contains plusses only. If the 2 × 2 block in the lower right
corner is different from those in (9), we have a pattern of a Cauchy matrix by Theorem 3.3. Let now
this block be one of those in (9), say,
⎡
⎣+ −
− +
⎤
⎦ .Multiplying the last column by − and changing the
first two rows then yields the sign pattern from Theorem 3.2. 
We now show that in general GCn does not contain all the (+,−) n× n sign patterns, that is, there
are forbidden sign patterns. Specifically, we now exhibit a 3 × 4 (+,−) sign pattern that is not the
submatrix of any sign pattern in GCn.
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Theorem 3.6. No GC-matrix can have the following pattern (or its equivalent or transpose) as submatrix:
S0 =
⎡
⎢⎢⎢⎣
+ − + +
+ + − +
+ + + −
⎤
⎥⎥⎥⎦ . (10)
Proof. We show that whenever we Hadamard multiply the matrix S0 by a minimum rank one sign
pattern matrix, we never get a sign pattern of a Cauchy matrix; in fact,we always get a 2 × 2 sign
pattern from (9). Observe that this Hadamard multiplication is done by multiplication of some rows
by− and of some columns by− (that is the same as negation of the rows or columns). One of the rows,
say the first, may be left unchanged, and one of the columns say the first, also, since negation of the
whole sign pattern does not change the sign patterns in (9).
We have thus to consider:
(i) negation of one, two or three of the last columns of S0;
(ii) the same for S1 obtained from S0 by negation of the second row;
(iii) the same for S2 obtained from S0 by negation of both second and third rows.
Observe that if we negate the third row of S0, we obtain the permuted case from (i).
In the case (i), negation of just one column leaves a case of (9); if we negate two columns (no
difference which two), say the third and fourth, we obtain (9) in the lower right corner. If we negate
all three last columns, we obtain (9) again.
In case (ii),
S1 =
⎡
⎢⎢⎢⎣
+ − + +
− − + −
+ + + −
⎤
⎥⎥⎥⎦ .
Then, negation of the second column gives (9) in the lower left corner, negation of the third column
leaves (9) in the second and fourth columns. Negation of the fourth column gives (9) in the first and
last columns, and the same happens if we negate the fourth and either or both the second and third
columns. The only remaining case is negation of both the second and third columns which yields (9)
in the lower left corner.
Finally, in the case (iii),
S2 =
⎡
⎢⎢⎢⎣
+ − + +
− − + −
− − − +
⎤
⎥⎥⎥⎦ .
A sign pattern from (9) in the last two columns remains also by negation of the second column, or by
negation of both the third and fourth columns. If we negate the third column only, or the second and
third, or all three last columns, we obtain (9) in the first and third columns. If we negate the fourth or
both the second and fourth columns, we obtain (9) in the first and fourth columns.
These are all possible cases and the proof is complete. 
The class POn is the class of n × n sign patterns which allow an orthogonal matrix. The class POn
is then a subclass of the class Gn. In [2], a number of nontrivial sign patterns in POn (and hence in Gn)
are constructed. In particular, the patterns
⎡
⎢⎢⎢⎣
+ − −
− + −
− − +
⎤
⎥⎥⎥⎦
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and ⎡
⎢⎢⎢⎣
− − −
− + −
− − +
⎤
⎥⎥⎥⎦ ,
arising from Householder transformations, are in PO3. These two patterns are consequently in the
intersection of PO3 and GC3. The sign pattern⎡
⎢⎢⎢⎢⎢⎢⎣
+ − − −
− + − −
− − + −
− − − +
⎤
⎥⎥⎥⎥⎥⎥⎦
is an example of a PO4 pattern which is not in GC4, by Theorem 3.6. The same holds for the corre-
sponding Householder type pattern in POn.
Remark 3.7. Not every sign pattern in Gn is in POn or in Gn . For example, the Kronecker product
A =
⎡
⎢⎢⎢⎣
+ + −
− + −
+ + −
⎤
⎥⎥⎥⎦⊗
⎡
⎢⎢⎢⎣
− + −
− − +
− − −
⎤
⎥⎥⎥⎦
is in G9 since the Kronecker product of G-matrices is a G-matrix. Now,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− + − − + − + − +
− − + − − + + + −
− − − − − − + + +
+ − + − + − + − +
+ + − − − + + + −
+ + + − − − + + +
− + − − + − + − +
− − + − − + + + −
− − − − − − + + +
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By observing columns 4 and 7 of A, it is clear that A /∈ PO9. Also, by considering the submatrix at
the intersection of rows 1, 3, 5 and columns 2, 4, 5, 6, we know that A is equivalent to a pattern with
submatrix (10). So, by Theorem 3.6, A /∈ GC9.
4. Concluding remarks
If A ∈ Gn then there exist a nonsingular matrix B ∈ Q(A) and nonsingular diagonal matrices D1
and D2 such that B
−T = D1BD2. Hence, there are signature patterns S1 and S2 such that
B−1 ∈ Q(S1ATS2). (11)
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In particular, we may study the sign patterns A ∈ Gn for which there exist diagonal matrices D1, D2
with positive diagonal entries in the equation B−T = D1BD2. Then, (11) becomes
B−1 ∈ Q(AT ). (12)
In fact, in [2] the class Tn of all n × n sign patterns A for which there exists a nonsingular matrix
B ∈ Q(A) where (12) holds was studied. There it was asked if the class Tn is the same as the subclass
POn. In the same spirit, we may pose the following questions:
(i) SupposeA is ann×n sign patternmatrix and there exists B ∈ Q(A) such that (12) holds. Do there
then exist diagonal matrices D1, D2 with positive diagonal entries such that B
−T = D1BD2?
(ii) More generally, suppose that (11) holds for some A and B. Is B then necessarily a G-matrix, or,
does there exist some B̂ ∈ Q(A) that is a G-matrix?
We mention that in a follow-up paper we will study properties of the generalized complementary
basic matrices.
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