We propose a new method for estimating rare event probabilities when independent samples are available. It is assumed that the underlying probability measures satisfy a large deviation principle with a scaling parameter ε that we call temperature. We show how by combining samples at different temperatures, one can construct an estimator with greatly reduced variance. Although as presented here the method is not as broadly applicable as other rare event simulation methods, such as splitting or importance sampling, it does not require any problem-dependent constructions.
(1) {μ ε } satisfies a large deviation principle (LDP) [3] with rate function I that is continuous on its domain of finiteness and scaling ε, (2) The measures μ ε /α 1 and μ ε /α 2 are mutually absolutely continuous for α 1 , α 2 ∈ (0, 1], and we can explicitly compute quantities such as μ ε /α 1 (dx 1 )μ ε /α 2 (dx 2 ) μ ε /α 1 (dx 1 )μ ε /α 2 (dx 2 ) + μ ε /α 2 (dx 1 )μ ε /α 1 (dx 2 ) ,
i.e., likelihood ratios for the corresponding product measure under permutations.
Example 2.1. Consider the case X = R d , and Additional examples are given in Section 5. We are interested in estimating rare event probabilities such as:
for a set A ⊂ X that does not contain any of the minimizers of I , and risk-sensitive functionals [10] of the form
for various classes of functions F ε .
The INS Estimator
To introduce the estimator, we focus first on the case of risk-sensitive functionals as in (2.3). We also simplify by assuming that {μ ε } satisfies conditions similar to Example 2.1, and that F ε = F for all ε. Later in Section 4, we outline extensions where the measures do not take this exact form and F ε depends on ε.
Condition 2.2. {μ ε } takes the form μ ε (dx ) = The definition of the INS estimator requires certain parameters, which we now introduce. Given a fixed K ∈ N, consider numbers 1 = α 1 ≥ α 2 ≥ · · · ≥ α K > 0. In a physical system ε would be a parameter that plays the role of temperature, and the parameters ε/α j , j > 1 define alternative temperatures (larger than the starting temperature since α j ≤ 1). The terminology, infinite swapping, is inherited from an analogous estimator constructed in a dynamical setting, in which swapping of states allows parallel replicas of the system at different temperatures to be linked. In the present setting, this linkage will be accomplished through appropriate weights. Letting α (α 1 , α 2 , . . . , α K ) and x (x 1 , x 2 , . . . , x K ) with each x j ∈ X, we define the weights ρ ε (x; α ) e
.
(2.4)
Let {X ε j } j ∈{1, ...,K } be independent with X ε j ∼ μ ε /α j , where ∼ means that X ε j has the distribution μ ε /α j . Let Σ K denote the set of permutations on {1, . . . , K }, and for σ ∈ Σ K let X ε σ denote (X ε σ (1) , . . . , X ε σ (K ) ). Then a single sample of the K-temperature INS estimator based on α for esti-
) .
Althoughη ε INS depends on the number K of temperatures, to simplify notation this is not made explicit. The analogous estimator when applied to the problem of approximating probabilities (i.e., F (x ) = ∞1 A c (x ), where 1 A c is the indicator of the complement of A) will be denoted byθ ε INS . Since we discuss various unbiased estimators, a subscript (e.g., INS) is sometimes used to distinguish different estimators. If the subscript is missing, then it is always the INS estimator that is meant.
Remark 2.3. We will always assume α satisfies the ordering 1 = α 1 ≥ α 2 ≥ · · · ≥ α K > 0.
Before proceeding, we establish basic properties of the estimator. 
Proof. It follows from the definitions that
E (η ε (X ε ; α )) = 1 Z ε ;α X K σ ∈Σ K ρ ε (x σ ; α ) e − 1 ε F (x σ (1) ) e − 1 ε K j =1 α j I (x j ) γ K (dx) = σ ∈Σ K 1 Z ε ;α X K e − 1 ε K j =1 α j I (x σ (j ) ) e − 1 ε F (x σ (1) ) τ ∈Σ K e − 1 ε K j =1 α j I (x τ (j ) ) e −
ANALYSIS OF PERFORMANCE
In this section, we consider the performance of the INS estimator. Since we assume that one can generate independent samples {X ε (j)} j ∈N from the target measure μ ε , a possible estimator for (2.2) is the straightforward Monte Carlo (MC) schemê
where N is the number of samples. The estimatorθ ε MC (N ) is unbiased and by the law of large numbers converges to μ ε (A) almost surely as N → ∞. However, as is well known, its relative error can make it impractical, since
For small ε, under mild conditions on ∂A (the boundary of A), we have the Laplace type approxi-
. Thus, to maintain a bounded relative error, one needs exponentially many samples N .
As an alternative, one can consider any estimator of the form
with the {R ε j } independent and identically distributed (i.i.d.) and ER ε 1 = μ ε (A) so the estimator is unbiased. Since the variance of (3.1) is proportional to that of R ε 1 , it is enough to consider the single sample estimator R ε 1 when comparing performance. Also, since all estimators under consideration are unbiased, comparing variances reduces to comparing second moments. Similar considerations apply when considering risk-sensitive expected values, for which probabilities can be considered a special case by taking
Suppose thatη ε is a single sample estimator of X e 
and the expected value is largely determined by tail properties of μ ε if I (x * ) > 0 for all x * that minimize in I (F ). When this holds, one way of assessing the performance ofη ε is to obtain bounds on the limit of −ε log E[(η ε ) 2 ] (i.e., the decay rate), or at least lower bounds on lim inf
with larger lower bounds indicating better performance. As is well known, there is a limit to how well an estimator can perform. By Jensen's inequality
An unbiased estimatorη ε is said to be asymptotically optimal if the upper bound is achieved, i.e.,
As a heuristic motivation for the INS estimator, consider the problem of approximating
Thus, for small ε > 0, there are three types of outcomes:
•θ ε INS = 1 when (X ε 1 , X ε 2 ) ∈ A × A, which occurs with approximate probability
Using the definition of ρ ε gives
and therefore
Thus, lim
with the maximal rate of decay of 3I (a)/2 at α = 1/2, which can be compared with the rate of decay I (a) that would be found for standard Monte Carlo.
Approximating a Risk-Sensitive Functional
In this section, we evaluate the decay rate for the INS estimator and the optimal α for a fixed number of temperatures. The first step is to define the function V F (α ) that characterizes the decay rate for a fixed parameter α and solve for the optimum over α . The proof of the following lemma will be given after stating and proving the asymptotic bounds. 
and α * = (1, 1/2, 1/4, . . . , (1/2) K −1 ) achieves the supremum.
When combined with the following result, Lemma 3.1 shows thatη ε (X ε ; α ) reaches optimal decay rate when α = α * . 
Remark 3.3. By formally applying this result with F (x ) = −∞1 A c (x ), we obtain the optimal decay rate for estimating the probability of the set A as in (2.2), a result that will be stated precisely later on. In this case, the decay rate with the optimal α is (2 − (1/2) K −1 ) inf x ∈A I (x ), while the best possible is 2 inf x ∈A I (x ). With a continuous, nonnegative F , one does even better in some sense, since inf
Remark 3.4. To evaluate a K-temperature INS estimatorη ε (X ε ; α ), we need to sum over K! terms, which, in general, will be computationally expensive. However, for nonnegative F , if K = 5 and α = α * , then the decay rate of E (η ε (X ε ; α )) 2 is guaranteed to be at least 1.9375 · I (F ), while K = 6 pushes the rate up to nearly 1.97 · I (F ). These are both close to the optimum of 2 · I (F ), and require summing over 120 and 720 terms, respectively. In general, one should balance ε against K to decide on an appropriate value of K. −ε log E e
(2) Suppose that { f } =1, ... , N are continuous and {д } =1,2 are lower semi-continuous. Suppose also that д r (x ) − min ∈{1, ... , N } { f (x )} is bounded below for r = 1, 2 and that −ε log E e
It will be convenient to exclude the points in the state space where the rate function equals ∞. The following lemma gives a condition under which this is possible. The proof is in the Appendix. ε log P (X ε ∈ {I = ∞}) = −∞.
, where x * ∈ X is any point such that I (x * ) < ∞. Then, {X ε } ⊂X satisfies the LDP with rate functionĨ :X → [0, ∞), whereX = X ∩ {I < ∞} andĨ = I onX.
Remark 3.7. In the case when X ε ∼ μ ε with μ ε (dx ) = e
It follows that, under Condition 2.2 ,we can assume without loss that I (x ) < ∞ for each x ∈ X and I is continuous on X. 
where
Proof. Since {X ε } ε satisfies the LDP with rate function I , the Laplace principle holds [3, Section 1.2], and therefore for any bounded and continuous function д :
For such д and any σ ∈ Σ K , define д σ :
so that д σ is also bounded and continuous. Then, д(X ε σ ) = д σ (X ε ), and therefore: lim
Since Y ε is a symmetrized version of X ε ε log Ee
and thus with I σ −1 (x) = I (x σ −1 ):
, and in particular
so the decay rate of E(η ε (X ε ; α )) 2 is the same as that of E (η ε (Y ε ; α )) 2 . By definition,
According to Remark 3.7, we may assume that I is finite and continuous. (1) .
Since I and F are finite, continuous and bounded below, д r and f τ are also finite, continuous and
Applying Lemma 3.5 with B 1 , B 2 = X K , Lemma 3.8, and using the definition of ρ ε in (2.4) gives
Let ι ∈ Σ K denote the identity permutation. Since for any nonnegative sequences {a ε } and {b ε } lim inf
we find that
where the equality holds because every infimum takes the same value. For the other direction, observe that
For any σ ,σ ∈ Σ K , the function
is finite, continuous and bounded below. Thus, applying Part 3 of Lemma 3.5 with B = X K gives lim sup
Since for any nonnegative sequences {a ε } and {b ε } lim sup
Thus, the upper and lower bounds coincide. We now use Lemma 3.1 to identify the limit as V F (α ), which completes the proof.
Proof of Lemma 3.1. The first step is to express the space
. We will use the rearrangement inequality [8, Section 10.2, Theorem 368], which says that if Infinite Swapping using IID Samples
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Note that for each τ (and using that L is the index such that τ (L) = 1)
Using
we can rewrite the infimum as
The last equality holds because I is continuous on the domain of finiteness. 
This completes the proof of the first part.
To prove the second part, i.e., sup
by noticing that since I 1 is the largest value in the set I ,
obtains the minimum at some τ ∈ Σ K with τ (K ) = 1. Therefore
Suppose we are given any K − 1 numbers and assign them to {I j } j=2, ...,K in a certain order. Then, the value of Thus,
Using summation by parts and α 1 = 1, we have
Since I is a rate function and F is continuous and bounded below, there is
We have the following inequalities, which are explained after the display:
The first equality follows from 2α * j − α * j−1 = 0 for j = 2, . . . , K; the second equality from (3.4); the second inequality is from (3.5); the third equality uses
Remark 3.9. Note that the proof identifies (α * , I * ) as a saddle point of a min/max problem.
Estimating the Probability of Rare Events
We next state the corresponding results for the INS estimator for approximating probabilities as in (2.2). The statements are what one would obtain by letting F approximate −M1 A c and sending M → ∞. The proofs are similar to but easier than those of the risk-sensitive functional, and thus omitted.
Definition 3.10. Given any K ∈ N and α , let {X ε j } be independent with X ε j ∼ μ α j /ε for j ∈ {1, . . . , K }. With the weights ρ ε (x; α ) defined according to (2.4), the K-temperature INS estimator for estimating Following the same argument as forη ε (X ε ; α ) but replacing the function e 
where,
EXTENSIONS
The theory of Section 3 assumes that μ ε (dx ) =
and that F does not depend on ε. This covers interesting examples, such as Gibbs measures on a continuous space. Moreover, the basic result can be generalized in various directions, which allows a number of other cases, including measures on discrete spaces, mixtures, and measures on path space. In this section, we discuss some of these generalizations.
Suppose we know only that μ ε satisfies the LDP with rate function I , and μ ε has a density function д ε (x ) for any ε > 0. Define a single sample of the K-temperature INS estimator based on α for estimating X e
) ,
As before, one can prove that the estimator is unbiased and if Y ε is a symmetrized version of X ε , thenη
Moreover, recall that
. Theorem 4.1. Let F : X → R be continuous and bounded below, and let I : X → [0, ∞] be continuous on its domain of finiteness. Suppose that ε log(ρ ε /ρ ε ) → 0 and F ε → F uniformly on each compact set in X K and X, respectively, and that inf ε ∈(0,1) inf x ∈X F ε (x ) > −∞. Then
where V F (α ) is as defined in Lemma 3.1.
Proof. Using the uniform bounds on F ε and the F and the fact that I is a rate function, there is a compact set C ⊂ X such that
in the sense that each limit must be equal to the other if one of them exists. We know that
and thus it suffices to prove
Using the uniform convergence of ε log(ρ ε /ρ ε ) and F ε , for any δ > 0, there is a ζ such that, if 0 < ε < ζ , then
Thus, for any x ∈ C K and x ∈ C:
ε . Putting the estimates together gives lim sup
Since δ is arbitrary, sending δ → 0 shows the existence of
Remark 4.2. Theorem 4.1 is indeed an extension of Theorem 3.2, since in the setting of Theorem 3.2
and thus for any x,ρ ε (x; α ) = ρ ε (x; α ). A situation where д ε not of the form (4.1) arises is with densities that are mixtures. These densities take the form д ε (x ) = ( m j=1 ω j e − 1 ε I j (x ) )/Z ε , where each I j is a rate function and ω j > 0 for all j. Since
Remark 4.3. By using the allowed ε dependence of F ε , it is possible to apply the INS estimator to certain classes of discrete random variables. For example, let X have the geometric distribution with parameter p, let X ε = εX , and suppose one wants to estimate Ee
with G continuous and bounded below. We can represent X ε in the form X ε = f ε (Y ε ), where Y ε is exponentially distributed with parameter λ/ε, λ − log(1 − p) and
and therefore consider the problem Ee
, where F ε = G • f ε , and both F ε and Y ε satisfy the assumptions in Theorem 4.1.
Remark 4.4. Suppose {μ
Moreover, assume that {μ ε 1 } ε and {μ ε 2 } ε satisfy Condition 2.2 on Polish spaces X 1 and X 2 , with rate functions I 1 and I 2 , respectively. In this case, we can use INS only on subset of variables. Precisely, given any K ∈ N and α , let {X ε j } be independent with X ε
with the new weights
, where x (x 1 , x 2 , . . . , x K ) and with each x j ∈ X 1 . Note that the weights here depend only on I 1 instead of I . One can show that this estimator is also an unbiased estimator of μ ε (A), and its decay rate is between that of Monte Carlo and INS on full set of variables. We will return to this possibility in the last example of the next section.
EXAMPLES
In this section, we explore numerical simulations of the INS estimator for the estimation of rare sets A, as specified in Section 3.2. Under the conditions of Theorem 3.11, the K-temperature estimator θ INS has a decay rate of (2 − (1/2) K −1 )I (A) when used to estimate μ ε (A) for a suitable set A. One can also consider the preasymptotic (or level ε) decay rate given by −ε log E (θ ε INS ) 2 . This quantity can be estimated using independent samples. Ifθ ε 1 , . . . ,θ ε N are independent samples of an unbiased estimator of μ ε (A), then the empirical preasymptotic decay rate is defined as
Although the preasymptotic decay rate converges to the true decay rate, it is only in practice that we get a sense of how small ε > 0 must be before we see agreement with the limiting decay rate. One expects the large deviation approximation to be useful for larger values of ε for some choices of A and to need smaller ε for others. We briefly revisit the heuristic asymptotic analysis of Section 3 to elucidate this issue.
First, observe that the choice ofθ ε 1 , . . . ,θ ε N which maximizes the quantity (5.1) subject to the constraint (θ ε 1 + · · · +θ ε N ) = N μ ε (A) is given byθ j = μ ε (A). In other words, for a highly accurate estimator to have a near-optimal decay rate it should generate values which are centered around the target value μ ε (A).
Now consider the case of a two-temperature INS estimator with independent samples X ε 1 and X ε 2 , the second denoting the higher temperature; the case of a general number of temperatures is combinatorially more complicated, but the final principle carries over. It was observed in (3.2) that, whenθ ε INS > 0, we most often haveθ ε INS = ρ ε (X ε 2 , X ε 1 ). This weight can be rewritten as
For the estimator to have a good decay rate, whenever X ε 1 A, X ε 2 ∈ A, the weight ρ ε (X ε 2 , X ε 1 ) needs to be exponentially small as ε → 0. It can be seen from (5.2) that ρ ε (x 2 , x 1 ) < 1/2 is equivalent to I (x 2 ) > I (x 1 ), which is plausible since we expect the sample in A to have a higher value of I . It is nevertheless possible for small ε > 0 that X ε
. If they occur with high enough probability, such samples will significantly reduce the preasymptotic decay rate.
Observe that when the target set is of the form A = {x : I (x ) ≥ c} for some c > 0, such a mismatch of the weights can never occur since x 1 A, x 2 ∈ A implies I (x 2 ) > I (x 1 ). More generally, sets for which {x : I (x ) ≥ I (A)} \ A has small probability relative to {x : I (x ) ≥ I (A)} are in some sense "well described" by the rate function, and their preasymptotic decay rate trends to the asymptotic value faster. On the other hand, the probabilities of sets which are not of this specific form will in general have larger probability, and so having a large preasymptotic decay rate might not be as important. We will explore these issues in the examples.
Next, we define some terminology specific to this section so that we may unambiguously discuss implementation issues for the problem of estimating P (X ε ∈ A). The word, sample, will refer to a single random variable X ε , which could itself be multi-or infinite-dimensional. A trial will be a single realization of the K-temperature estimatorθ ε INS , which requires the generation of K samples, one for each temperature. Using the N × K samples total, we can run N trials, which are then averaged; this constitutes a simulation. We define the INS simulation estimatep ε A of P (X ε ∈ A) bŷ
The standard errorσ N using N trials is the estimated standard deviation divided by the square root of the number of trials,σ
The standard error is used to provide formal confidence intervals, The relative errorr N is the ratio of the standard error and the estimate:
Finally, we will report the normalized empirical decay ratê
All the examples presented below use the asymptotically optimal choice of α identified in Lemma 3.1.
For each example, we report two times, either in seconds (s) or hours (hrs), which sum to the total time required to compute a simulation. The first time is the time to generate samples, which is the time it takes to generate the N × K samples used for a simulation. This part of the computational effort is inherent to the estimation problem, since we have assumed that independent samples are available. It is up to the user to minimize the time to generate them, and we note that little effort has been made on our part to keep this time small. The second is the time to compute INS, which involves evaluating the rate function I (X ε ) on each sample, computing N trials according to (3.6) , and averaging them. As we shall see, K can be chosen to ensure an observably improved decay rate while keeping the time to compute the estimator reasonably small. There is a noticeable tradeoff between the value of K and the time to compute INS, with the appropriate choice of K best determined on a case-by-case basis. In general, we do not advocate choosing K > 5. The quantity of interest will be p ε A P (X ε ∈ A), where A is the non-convex set A = (−∞, −0.25] ∪ [0.2, ∞). Although simple, owing to the non-convexity of A, this problem requires some care in the design of importance sampling schemes for estimating p ε A [7] . We expect the INS estimator to have a high preasymptotic decay rate, because {x :
and thus x A, y ∈ A implies I (y) > I (x ) with high probability. 
Left: Normalized empirical decay rate for the probabilities estimated in Table 2 . No rate is reported for K = 1 temperature since it is always equal to 1. Right: The times to compute INS for each of the corresponding simulations. The time to compute samples is less than 0.1 s for each simulation. In this case, there are standard deterministic methods to calculate the target probabilities up to machine error. The first row in Table 1 gives the target temperature and the second row shows the (rounded) probability of X ε landing in the target set A. The third row shows the nearest integer amount of expected successful samples for ordinary Monte Carlo E
Based on the third row of Table 1 , for N = 5 × 10 5 we expect that ordinary Monte Carlo (which corresponds to using a single temperature) will provide some estimate for ε = 10 −2 and ε = 5 × 10 −3 , but not for the other two values of ε. In Table 2 , we compare the estimates obtained from simulations with K = 1, . . . , 5 temperatures.
For each pair (ε, K ), Table 3 (left) shows the normalized empirical decay rateD ε N , while Table 3 (right) shows the time to compute INS for each of these simulations. The time to generate all N × K samples required for a simulation takes a fraction of a second using MATLAB's built-in function normrnd. We see that by combining the estimates from different temperatures the INS estimator can approximate rare events using far fewer samples than ordinary Monte Carlo. This is due to the relatively large number of successes from the higher temperatures, which are properly weighted by ρ ε (x; α ) to produce an unbiased estimate of P (X ε ∈ A) for the target temperature ε.
In Figure 1 , we show the empirical distribution ofθ ε INS with K = 5 temperatures conditioned on one of the three highest temperatures landing in the target set; the two lower temperatures have few successes and are therefore ignored. We take the negative of the base-10 logarithm for easier readability of the distribution. From the rightmost histogram in Figure 1 , one can estimate that the highest temperature landed in A roughly 4 × 10 4 so at least 40% of the INS samples produced were non-zero. One can also see that the distribution of weights is roughly appropriate, in that the Fig. 2 . Comparison of conditional distributions of INS estimator conditioned on the lowest and highest temperatures landing in the rare event set. In blue with dashed edges is the histogram for the one-dimensional samples, and overlaid in dark gray is the case when 5-dimensional samples are used. Fig. 3 . The empirical decay rate as a function of the inverse temperature. Estimates for K = 2 stop at 1/ε = 1100 because it becomes computationally unfeasible to generate enough samples of the second temperature landing in the target set.
mode of the histogram times the probability of the kth temperature landing in the target set is on the same order of magnitude as the probability P (X ε ∈ A).
We can further explore this example by taking the Gaussians to be d -dimensional while keeping the target set dependent on only the first coordinate. The rate function becomes the sum of squares
Using N = 5 × 10 5 total samples spread across K = 5 temperatures for ε = 5 × 10 −3 , we obtain an estimate of 2.49 × 10 −3 , in very close agreement with the theoretical value. Following up on the discussion at the beginning of this section, for this problem the superlevel sets of the rate function provide a relatively poor approximation to the target set. As we see in Figure 2 , the weights for the low temperatures tend to be too large, and the weights for the high temperatures to be too small. This causes a decrease in the preasymptotic decay rate: the normalized empirical decay rate for the original d = 1 was 1.62, while for d = 5 it was 1.26. In either case, however, standard Monte Carlo was outperformed with no problem-specific modification of the algorithm.
Finally, since it is relatively cheap to generate independent Gaussian random variables, we can run many simulations for very small ε > 0 to probe the asymptotic behavior of the estimator. In Figure 3 , we demonstrate that the normalized preasymptotic decay rates approach 2 − (1/2) K −1 . To avoid the clumping of data points for small ε > 0, we plot the normalized empirical decay rate against the inverse temperature ε −1 . We have I (A 2 ) ≈ 0.5.
Example 5.2.
This example is intended to illustrate two points: first, that good performance of the INS estimator is not specific to the one-dimensional family of Gaussians from Example 5.2, and second, that the decay rate can depend significantly on the target set A.
An inherent problem is that, whatever test case we choose, we are largely limited by our assumption that independent samples are available from μ ε for each ε > 0. Indeed, often the central problem is to generate the samples in the first place. Part of the difficulty is that Markov chain Monte Carlo (MCMC), perhaps the most widely used sampling technique, can be prohibitively slow to converge for sufficiently complicated distributions.
We highlight this issue to ensure there is no confusion as to the use of INS on i.i.d. samples. If one needs to resort to MCMC to generate the samples, then the form of INS studied in this article is not the algorithm of choice. Indeed, the original incarnation of INS studied in [4] was designed as an alternative to an accelerated MCMC method called replica exchange. One could view the present case of INS on i.i.d. as an "ideal case" analysis of the original infinite swapping.
Despite its limitations, we will use MCMC to imitate a situation where we might directly have access to independent samples. We subsample the resulting trajectories to obtain samples which are "close enough" to independent for our purposes. We will define a strictly convex rate function I (x ) and use the construction in Example 2.1, as this will guarantee the distributions μ ε defined in (2.1) are unimodal and hence do not severely hinder convergence of MCMC. We take To sample from μ ε for some ε > 0 using MCMC, we use a Metropolis-Hastings algorithm with proposal distribution
where U ∼ Unif([−1, 1]) and v is drawn uniformly from {e 1 , . . . , e 4 }, where e j is the jth basis vector. We sub-sample the simulated trajectory every 8/ε steps, and verify that the histograms for the one-dimensional marginal densities look appropriate. The numerical results are shown in Tables 4  and 5 and are based on N = 1 × 10 6 trials using K = 4 temperatures for each trial. We compare two target sets. Define
The sets are chosen so that the probabilities μ ε (A j ) are on the same order of magnitude for ε = 1/20, even though I (A 1 ) < I (A 2 ). We expect the decay rate for estimating the probability of landing in A 1 to be lower than that of A 2 since the set A 1 is an intersection of sets and constitutes only a fraction of the region {x : I (x ) ≥ I (A 1 )}. In contrast, the set A 2 is explicitly chosen as a super-level set of the rate function, so its weights are more likely to be well-distributed in the sense described in the introduction of this section. In both cases, however, the empirical decay rate is strictly bigger than 1.
Observe that the performances reported in Table 4 are significantly lower than the ones in Table 5 . When ε = 1/20, the probabilities μ ε (A 1 ) and μ ε (A 2 ) are on the same order of magnitude, though the performance for estimating the latter is markedly higher. This is due to the form of the target set A 2 and is accompanied by a disparity of the probabilities: μ ε (A 2 ) decreases much faster than μ ε (A 1 ). Since fewer samples are needed to estimate μ 1/80 (A 1 ) than μ 1/80 (A 2 ), a higher decay rate is of less use for the former, which is reflected in the fact that the relative errors are roughly comparable for the two sets (though slightly smaller for A 1 ). 
One can envision many ways of estimating μ ε (A b ) via simulation. For instance, for M ≥ 1, let
The map G M defines a linearly interpolated random walk with increments z j over the interval
. normal random variables with zero mean and unit variance, Donsker's invariance principle ensures that
unimportant random variables removes a source of variance at the preasymptotic level, and at the same time allows control of discretization error by making M large.
The discretized rate function has
which is all that is needed to construct the INS estimator; see Remark 4.4. We present the numerical results in Table 6 . We first comment on the accuracy of the approximation H M . For fixed M ≥ 1, the trajectory H M (z) is determined by its values at points j/2 M , j = 0, . . . , 2 M . Our numerical experiments show that, for fixed ε > 0, the estimate can noticeably vary with M, which is an issue inherent to the approximation of a continuous time process and cannot be resolved by using more temperatures. Nevertheless, the estimator shows reasonable agreement with the LDP prediction. Furthermore, 10 7 standard Monte Carlo runs of the random walk approximation G M with M = 14 gave estimates of 3.91 × 10 −3 and 4.34 × 10 −4 for ε = 3 × 10 −2 and 2 × 10 −2 , respectively, with no estimate being produced for ε = 5 × 10 −3 . We also remark on the potential for additional computational cost when using Lévy's construction (5.5) of Brownian motion as opposed the usual random walk approximation (5.4). To generate a sample path on [0, 1] with a grid with uniform step size 2 −M , both constructions require the generation of O (2 M ) i.i.d. one-dimensional Gaussian random variables. From this point of view, the two constructions have comparable computational cost. In practice, Lévy's construction requires the storage and retrieval of the basis functions ϕ n,k , while the random walk approximation requires only a single call to the cumulative sum function in MATLAB. These implementation issues are relevant, but beyond the scope of our article.
The main message is that the INS estimator can effectively transfer information carried by the higher temperatures to the lower ones even in an infinite-dimensional setting, so long as the target set is represented in an appropriate set of coordinates. An interesting question to explore is whether an appropriate basis can be constructed for general diffusion processes.
RELATION OF INS TO OTHER ACCELERATED MC SCHEMES
It is useful to compare the qualitative properties of the INS estimator based on i.i.d. samples with other accelerated Monte Carlo schemes. Schemes that one might consider include standard Monte Carlo, importance sampling, and splitting. Of course, in comparison to the INS approach (at least as developed in this article), these methods apply to a much broader collection of problems. Nonetheless, the comparison is useful in highlighting a few properties of the INS estimator. Our discussion will be brief, and assumes familiarity with importance sampling and standard forms (e.g., fixed rate) of splitting.
Suppose one were to consider, for example, the problem of estimating the probability that a Gaussian random variable X ε of the form b + √ εσZ falls into a set A, where b is a d dimensional vector, σ is a d × d matrix, and Z is a N (0, I ) random vector. In order that there be some theoretical bounds on the variance, we assume that the implementation of both importance sampling and splitting are applied to a random walk with each of n summands in the random walk i.i.d. N (b, σσ T ) and denoted by {Y j , j = 1, . . . , n}, with (for convenience of notation) ε = 1/n and
The problem of interest is thus estimating P (X n n ∈ A). We assume the boundary of A is regular enough that inf x ∈A • I (x ) = inf x ∈Ā I (x ), where A • andĀ denote the interior of A, and the closure of A, respectively. In this case, there are both importance sampling schemes as well as importance functions for the splitting implementation that are known to be asymptotically optimal, so long as The LDP estimate is exp(−b 2 /2ε ). The computation time reported includes the time taken to generate the samples.
the boundary of A is regular enough [1, 2, 6] . Note that, in contrast with the INS estimator, interpreting X n n in terms of the random walk model (6.1) is needed when using these methods to obtain asymptotic optimality. Indeed, the splitting scheme requires that the splitting event be triggered by the entrance of X n j into a threshold, whose spacing should be proportional to 1/n. Likewise, it has been known since [7] that, for the case on non-convex A, one is not able to construct (in general) an asymptotically optimal scheme that considers only a change of measure applied to X ε (i.e., X n n ), but rather should consider a dynamic change of measure that depends on how the simulated trajectory evolves [5] .
Suppose that we denote estimators obtained using standard Monte Carlo, importance sampling, splitting and the INS schemes byθ n MC ,θ n IS ,θ n Spl , andθ n INS , respectively. In all cases, we are attempting to approximate a probability θ n by averaging independent realizations, and each estimator satisfies Eθ n * = θ n and hence is unbiased.
In the case ofθ n MC , we attempt to approximate θ n as a convex combination of 0's and 1's. The variance is approximately the second moment, which decays like the probability itself, i.e., exp(−nI (A)). In this case, the relative error is of course bad as n → ∞. When Eθ n MC = P (X n n ∈ A) is small it is not the 0's which contribute to the (relatively) large variance, but the occasional 1's. In comparison with standard Monte Carlo, all accelerated schemes attempt to cluster the values taken byθ n * (when it is not zero) in a small neighborhood of P (X n n ∈ A). In the case of importance sampling the estimate takes the form of R(Y 1 , . . . , Y n )1 {X n n ∈A} , where R(Y 1 , . . . , Y n ) is the likelihood ratio of the original distribution with respect to the new distribution used for simulation. For a well-designed scheme, these likelihood ratios will cluster around the target value (approximately exp(−nI (A))), and for this reason, one has good variance reduction and can achieve small relative errors. However, for a poorly designed scheme [7] some samples will produce extraordinarily large likelihood ratios (in fact exponentially large in n), and so it is essential that the design of the simulating distribution be done properly, which in many cases can be challenging. The INS estimator is similar to IS in that it uses weights defined by likelihood ratios in the construction. It differs in that simulations are required for different values of the large deviation parameter, and in that the weights can never be larger than 1.
In the case of splitting, one uses a collection of closed sets C 0 ⊂ C 1 ⊂ · · · ⊂ C J = R d and splitting rates R k ∈ N, k = 0, . . . , J − 1. A single particle is started at some point in C J \ C J −1 and evolves according to the law of {X n j }. When a particle enters a set C k for the first time, it generates R k − 1 successors which evolve independently according to the same law after splitting has occurred. Then, a single sample estimatorθ n Spl is defined to be N / J −1 k=0 R k , where N in this case is the number of particles simulated which hit A at time n. For a scheme to work well, it should be designed so that 1/ J −1 k=0 R k is close to the target value, and at the same time one would like at least one particle reach A at time n. To design an effective scheme, one needs to choose the thresholds and splitting rates carefully. In particular, if the thresholds are too far apart, then the entire population will die out in the first few generations with very high probability. On the other hand, if the thresholds are too tight, then the number of particles will grow exponentially which enhance the computational effort exponentially. The fact that bothθ n Spl andθ n INS are confined to [0, 1] means they are in some sense "safer" than IS with regard to variance, though in the case ofθ n Spl , the possibility of exponential growth in the number of particles is in fact as bad as the possibility of exponentially large likelihood ratios.
Thus, INS has features in common with both IS and splitting. However, when applicable, it does not have the same potential for exponentially bad behavior that these schemes can exhibit when poorly designed.
