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Introduction
In the last 20 years atomic clusters have attracted great interest, at first in the field of ba-
sic science, and later in engineering and technology. The elements, in their cluster phase,
show physical and chemical properties often different from those in the bulk phase [101]. It
is known that in metal clusters valence electrons keep the shell structure typical of systems
with confined electrons [27], thus, no metallic features arise. The increasing interest in cluster
investigation can be principally motivated by this reason: based on the electronic structure
of metal clusters, the possibility of using clusters as atom-like building blocks for new mate-
rials becomes realistic [90]. This point of view was further on encouraged with the discovery
of C60 (Kroto 1985, see ref. [62]), and, even more, with the discovery of crystalline solid
C60 (simultaneously with the macroscopic production method of fullerenes, Kra¨tshmer and
Huffman, 1990, ref. [61]), where fullerenes form a face centered cubic crystalline lattice. C60
is surely one of the most interesting clusters which has been intensively studied up to now.
This 60-carbon atom cluster is the most stable and symmetric molecule belonging to the
fullerenes family. Since the discovery of fullerenes many research efforts have been addressed
to the development of new carbon based materials with the aim to synthesize new classes
of materials interesting for applications in different technological fields, ranging from nano-
electronics to nuclear medicine. Nevertheless to further emphasize the importance of basic
research, it is worth noticing that the discovery of C60 represents, first of all, a wonderful
example of serendipity (unexpected discovery). During experiments aimed at understanding
the formation mechanism of long-chain carbon molecules in interstellar space (investigations
considered as part of the intriguing background of “basic science”) the super symmetric 60-
carbon atom molecule appeared from the laser irradiation of graphite [62]. This discovery,
moreover, was followed by another remarkable one: the possibility of doping the pristine C60
with alkali atoms yielding the formation of the well known charge transfer salts: the ful-
lerides [48]. These fullerene compounds belong to the intriguing class of strongly correlated
molecular systems, and are characterized by remarkable electronic properties like supercon-
ductivity [52] (A3C60, where A is the alkali metal) and other effects arising from the strong
electron correlation. Thanks to the high C60 redox stability, the principal feature which can
be ascribed to these new materials is, however, the changing of electronic properties upon
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2stoichiometric variation of the alkali doping atom. This is, of course, inherited directly from
the molecular properties of C60 which, moreover, maintain a leading role in the determination
of the crystal properties in fullerides. Starting from this framework, many research efforts in
the field of physics, chemistry, and material science, have been devoted to the extension of
the remarkable electronic properties of fullerides to different molecular systems, not only C60-
based. This Ph.D thesis shows the results obtained in this research line working on different
solid state molecular compounds whose building block is respectively the fullerene molecule
or the phthalocyanine molecule. In the former case our research effort has been devoted
first to the synthesis of a new class of C60 compounds, namely fullerenium salts, then to the
structural and magnetic characterization of such new materials, where the C60 is present,
for the first time in the solid state, in its oxidized form C2+60 . In the latter case the metal
phthalocyanines solid state compounds have been studied upon alkali metal doping with the
aim to investigate a phenomenology possibly similar to the one of fullerides, as previously
reported [23]. The characterization has been performed with SQUID magnetometry, X-rays
diffraction (XRD), muon Spin Relaxation (µSR), and Nuclear Magnetic Resonance (NMR).
A summary of the reported techniques will be presented in the Chapter 2.
Chapter 1
Strongly correlated systems
Physical systems that are well understood from a theoretical point of view usually are de-
scribed in terms of ensembles of free particles or pseudo-particles. These toy models, then, are
developed in the perspective to understand the phenomenology of more complicated systems.
For example, semiconductors and many metals can be described as having non-interacting
electrons. This simple approach is valid because the interaction (Coulomb) energy of electrons
is much smaller than their kinetic energy. Another example is alkali atoms, that show Bose-
Einstein condensation at low temperatures. Alkali atoms can be treated as non-interacting
bosons because their scattering length (i.e. the length at which they interact with each other)
is much smaller than the average distance between the particles.
However there are important systems for which interactions between the particles are not
weak, and these interactions play a major role in determining the properties of such systems.
The most remarkable features which may arise in such “strongly correlated systems” are
reported in the following.
1. Superconductivity. For cuprates the origin of superconductivity is still unclear, but
it is commonly believed that it comes mostly from the Coulomb interaction between
the electrons [18], rather than the electron-ion interactions that are important for the
conventional superconductors. What is also intriguing about the cuprates is that su-
perconductivity appears in materials that are not good metals to begin with. In fact
their normal state properties are so unusual that they are often called “strange metals”.
The intercalation compounds of C60, namely fullerides, show s-wave superconductivity
with critical temperature surprisingly high, if compared with the conventional s-wave
superconductors [44]. These compounds belong, by all means, to the class of strongly
correlated systems; in the case of the superconducting ones (A3C60, where A repre-
sents the intercalated alkali metal) it is widely accepted that superconductivity arises
3
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from a conventional phonon-mediated mechanism; nevertheless their unconventional
phenomenology is not so far completely understood.
2. Metal-insulator transitions. These transitions consist in a sudden change in electrical
conductivity due to a reversible change from localized to itinerant behaviour of the
electrons. Many examples of similar phenomenology can be found in the fullerene
compounds: this is the case of ammonia-intercalated fullerides [94], where the insertion
of ammonia in the crystal lattice induces a Mott-Hubbard transition to an insulating and
magnetic state in NH3K3C60 [55], while, on the contrary, K3C60 show superconductivity
at 19 K. Since in these molecular systems, ammonia is supposed to act as a simple
lattice spacer, in NH3K3C60 the superconductivity can be recovered applying external
pressure [112].
3. Magnetic ordering. As a consequence of a mott-Hubbard transitions the electron lo-
calization takes place yielding an insulating state. An antiferromagnetic ordering is
also expected in the insulating phase, since, if the onsite Coulomb energy is large but
not infinite, each electron site in the ground state remains singly occupied, however an
electron can briefly visit its neighbour’s site if the neighouring spins are antiparallel: in
this case an energetic saving occurs promoting an antiparallel arrangement of the spins.
The system turns out to be an antiferromagnet.
Moreover a remarkable example of magnetic ordering in C60-based materials is the well
known ferromagnetic compound TDAE-C60.
The TDAE molecule (tetrakis-dimethylaminoethylene) donates one of its electrons to
the C60 producing the TDAE+-C−60 charge-transfer compound. At the time of the dis-
covery [2], its Curie temperature Tc = 16 K was one order of magnitude higher than the
ones of the other organic ferromagnets: it is a surprisingly high transition temperature
for a compound comprising only carbon, hydrogen and nitrogen, which gave a strong
input to the research in the field of p-electron ferromagnetism.
1.1 Fullerenes and Fullerides
The molecule of C60 was discovered in 1985 by H. W. Kroto [62] during researches on long
chains of carbon atoms in interstellar space; it is the most stable symmetrical molecule of
the fullerenes family (C70, C84,...,C100 and others, bigger molecules). Nevertheless the great
interest for this super symmetric new carbon allotropic form, the microscopic quantities of
C60 (and also C70) synthesized for the first time by Kroto et. al., with the method of laser
evaporation of graphite in inert gas atmosphere, hindered, initially, the research in this field.
The first apparatus for mass production of fullerenes was developed in 1990 by Kra¨tshmer and
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Huffman (University of Arizona, USA, [61]): this gave an important input in the studies of
fullerenes, available from that moment, on a macroscopic quantity, within the soot produced
in the Kra¨tshmer reactor. Here the evaporation of graphite take place through a voltaic arc
in helium atmosphere.
1.1.1 The C60 molecule
Taking a closer look to the most interesting molecule of the family, the C60, one sees that
the 60 carbon atoms are arranged at the vertexes of a truncated icosahedron which could
roughly fit into a sphere of about 7 A˚ diameter.
Figure 1: Truncated icosahedron
The structure of fullerene molecule belongs to the Icosahedral point group (Ih) having up
to 120 symmetry operations. The regular truncated icosahedron is obtained from the regu-
lar icosahedron by passing planes normal to each of the 6 fivefold axes passing through the
center of the icosahedron so that the edges of the pentagonal faces thus formed are equal
in length to the edges of the hexagonal faces. The interesting electronic properties of the
molecule arise from the pi molecular orbitals originated from the sp2-like atomic orbitals of
each carbon atom of the molecule [87]. Each carbon atom is placed among two hexagonal
faces and a pentagonal face, and it is linked to the other carbon atoms by three molecular
bonds. The lengths are slightly different for the two different types of bonds: 1.45 A˚ for the
ones shared between pentagonal and hexagonal faces, and 1.40 A˚ for the “so called” double
bond shared between two hexagonal faces.
The σ-bonding sp2 electrons involved in the formation of the C60 cage are 180. These levels
are deep in energy and completely occupied; they contribute to the structural stability of the
molecule.
The remaining 60 electrons are distributed in the pi molecular orbitals reported in figure 3.
In particular the highest occupied molecular orbital (HOMO) has hu symmetry and degener-
acy 5, while the lowest unoccupied molecular orbital (LUMO), has t1u symmetry and triple
degeneracy. C60 is, thus, a diamagnetic molecule with a HOMO-LUMO gap of ∼ 1.7 eV;
moreover these electronic structure shows an exceptional stability upon electron doping, yield-
ing to the formation of the well-known C60 intercalation compounds, the fullerides [38]. It is
6 1. Strongly correlated systems
Figure 2: C60 molecule and shared bonds for each carbon atom: all the carbons atoms see
the same electronic background. The bond angles formed inside the hexagons are ∼ 120◦, as
in graphite, while the other bond angle (inside the pentagonal face) is about 108◦, due to the
sensible deviation from planar geometry. The molecular radius is reported to be 3.55 A˚ [87].
Figure 3: C60 molecular levels.
worth noticing that it is the progressive filling of LUMO-derived band, that gives rise, in the
solid state, to the remarkable electronic properties of the alkali-doped fullerides, discussed in
the section 1.1.3.
1.1.2 Crystalline C60: fullerite
The C60 molecule in the solid state is an insulating plastic crystal whose electronic properties
are inherited from the molecular ones. For this reason the understanding of the characteristics
of the free molecule is, as expected, a fundamental starting point to understand the properties
of the solid state C60, namely fullerite. The weak interaction between molecules suggests
that many of the molecular orbitals symmetry properties could be transferred, with minor
variations, to the corresponding band, originated in the solid state. The energy levels, shown
in figure 3 came from extended Huckel calculations [87].
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Figure 4: The fcc structure of the fullerite.
The fullerite particular properties are summarized in the following.
• The crystal structure is a face centered cubic lattice with Fm3¯m space group. The
lattice spacing is 14.17 A˚, and the nearest neighbours distance is 10.18 A˚: there are,
thus, many void spaces in the structure. For each C60 two tetrahedral sites and another
one with octahedral symmetry can be identified. These empty sites are progressively
filled with the alkali atoms during the intercalation reaction of the pristine C60 crystal.
Taking a closer look to the fullerite it is worth noticing that symmetry translation how-
ever is no longer valid in this compound because it is a plastic crystal. This means that
crystalline order is present only for the nodes of the lattice, but the translational sym-
metry for each carbon atom in the C60 molecule is violated. This situation yields to the
presence of rotational degrees of freedom for the molecules, which determine the com-
plex dynamical behaviour of pristine C60 as a function of temperature [104,111,110].
At room temperature the molecules show an isotropic rotation due to the thermal
energy; upon cooling the system undergoes dynamical phase transitions yielding the
freezing of the isotropic rotation; moreover, in an intermediate temperature region,
rotations about fixed axes having quantized orientations take place (ratcheting phase
[10, 87]). This characteristic behaviour has been probed with Nuclear Magnetic Reso-
nance (NMR) [104].
• Based on the group theory, no Bravais lattice with fivefold symmetry is possible: a
symmetry lowering, thus, is expected to occur when fullerenes crystallize in the solid
state. Indeed the Fm3¯m space group does not include the icosahedral point group Ih,
thus not all the icosahedral symmetry elements are preserved when the C60 molecules
are placed in a fcc lattice. This results in the presence of three inequivalent carbon
atoms on each molecule in the fcc lattice, breaking, thus, the equivalence of every
8 1. Strongly correlated systems
carbon atom in the isolated C60. Since at room temperature the fullerene molecules
rotate isotropically, this situation arise only at temperature T<90 K where the C60
rotational dynamics is blocked. In these condition, thus, the fullerite crystal shows a
peculiar molecular ordering, namely merohedral disorder : it consists in the presence of
two different orientations of the C60, randomly “chosen” by the molecules with equal
probability, yielding, thus, a disordered molecular distribution. Several articles and
reviews describe this subject, e.g. [7, 53,87].
• The weakness of the Van der Vaals intermolecular interactions gives rise to narrow bands
in the solid state. Consequently the HOMO- and LUMO-derived bands do not overlap
(the bandwidth is estimated to be ∼ 0.5 eV) yielding an insulating compound having
the Fermi level placed in the middle of the gap between HOMO- and LUMO-derived
bands. Together with the narrow bandwidth, moreover, the high degeneracy of the
molecular energy levels, produces a relatively high density of states (DOS) for partial
filling of the HOMO- or LUMO-derived bands. In particular the latter, with degeneracy
3, if progressively filled with electrons upon alkali ions doping, yields the formation of
the fullerides, the intercalation C60 salts with different electronic properties, depending
on the alkali atom stoichiometry.
1.1.3 Alkali-doped fullerides
After the production of solid C60, various fullerene compounds with metallic elements called
fullerides (AxC60 where A = K, Rb, Cs) have been produced. In this section a description
about the charge transfer salts obtained intercalating the pristine C60 with alkali atoms will
be provided.
The alkali metals generally promote a complete charge transfer and become cations; the
alkali-metal ionic radius is quite smaller than the atomic radius, so that the steric hindrance
is reduced and the intercalant can fit better into the lattice spacings. There is a nearly
complete charge transfer, at least for x ≤ 6; this demonstrates that the fullerene molecule is
a strong electron acceptor, and may, therefore become C6−60 in the solid state.
As previously reported, fullerides electronic properties depend strongly on the stoichiom-
etry of the doping metal (see tab. 1). In particular, considering as a first approximation a
simple band-filling model we could easily guess how the A3C60 show, at room temperature, a
metallic behaviour, while the A6C60 are insulating. This is due respectively to the half-filling
and the complete filling with 6n electrons of the LUMO-derived band.
Usually fullerides showing a polymeric structure are A1C60: neighbourings fullerene molecules
form true covalent bonds between either one or two of the pz-like orbitals (which acquire a sp3
character). However it is worth noticing that Li4C60 represents a singular case, for A4C60,
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Figure 5: Fullerides
alkali stoichiometry electronic properties crystal structure
A1C60 insulating polymer
structure
A3C60 metallic and super-c fcc
Tc ranging from 10 to 40 K
A4C60 non metallic bct
Jahn-Teller distortion
A6C60 insulating bcc
Table 1: Variability of the fullerides electronic properties as a function of the alkali atom
stoichiometry. Metallicity at room temperature and superconductivity arise in A3C60 (with Tc
ranging from 10 to 40 K). The non metallic nature of A4C60 can be ascribed to strong correlation
effects: the Jan-Teller distortion, lifting the LUMO-band degeneracy, yields an insulating state.
because its room temperature structure is polymeric (characterized by the formation of [2+2]-
cycloaddition in one direction [75, 93]); moreover it depolymerizes at about 250 ◦C, yielding
a monomer cubic structure with metallic character [9, 88].
The A3C60 phase is the most important one concerning superconductivity; all of the
alkali metal fullerides that are superconducting crystallize in this structure. Filling of oc-
tahedral and tetrahedral sites of the fcc lattice are complete in the A3C60: no structural
phase transitions take place upon cooling, indeed, for alkali stoichiometry x ≤ 3, while the
system undergoes to structural transition from a fcc phase to a bcc one, for higher doping
stoichiometry.
The A2C60 and A5C60 do not exist in a pure phase: such alkali stoichiometry values are
always index of two mixed phases, with the only exception of Na2C60; due to thermodynamical
reasons the A3C60 phase is the most stable and its formation is highly preferred in the
annealing treatments usually performed to obtain the alkali metals intercalation within the
solid.
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1.1.4 Strong correlation effects in A3C60 and A4C60
Band theory calculations find out a width of W ∼ 0.5 eV for t1u band, while the on-site
Coulomb repulsion U can either be estimated as ∼ 1 eV or be measured using Auger spec-
troscopy for solid C60 as 1.6 eV [69]. Basing on the Hubbard model, the system Hamiltonian
is made up of two components. The first component is the hopping integral. The hopping
integral is typically represented by the letter t and it represents the kinetic energy of electrons
hopping between atoms; for metallic systems t = W/2 . The second term in the Hubbard
model is then the on-site repulsion, typically represented by the letter U : it represents the
potential energy arising from the charges of the electrons.
We can guess that, for the reported values of U/W , these systems are Mott insulators, very
close to the metal-insulator transition. In particular the metal-insulator transition, in the
standard, non degenerate, Hubbard model, should take place for U/W values ∼ 1.5 or less.
Realistic U/W values for fullerides were estimated by O. Gunnarsson to range from 1.5 to
2.5, so that all alkali-doped fullerides should have been insulators, in contradiction to exper-
imental results [45]. However from a detailed study of the effects of orbital degeneracy on
the metal-insulator transition came out that the presence of such a degeneracy, together with
the partial filling of the relative band (t1u band for alkali-doped fullerides) result in a shift of
the U/W critical value from ∼ 1 to ∼ √d, where d is the degeneracy. The shift contribution
of partial band filling is maximum for half-filling conditions, as shown by Quantum Monte-
Carlo calculations, while it is reduced upon moving from half-filling. This explanation can
justify why A3C60 show a metallic behaviour, as expected from a simple band filling model.
Moreover to get in more detail in this analysis other effect must be taken into account:
• the different crystal symmetry between A3C60 (fcc) and A4C60 (bct);
• the competition between Jahn-Teller effect and Hund’s rule, influencing the band filling;
• the strong electron-phonon coupling with intra-molecular high energy phonons which
can induce superconductivity, as well as the mentioned Jahn-Teller effect;
In fullerene compounds two different phonon groups with different energy ranges can be iden-
tified: the low energy inter-molecular phonons and the high-energy intra-molecular ones.
The Jahn-Teller effect essentially arises from the electron-phonon interaction where the cou-
pling is with intra-molecular modes; in the strong-coupling condition, for degenerate systems,
it promotes a symmetry breaking and removes the band degeneracy. This results in differ-
ent electronic configurations depending on the band filling. For the described effect to take
place, it is necessary that the energy gain from the degeneracy lift compensates the increase
of potential energy due to the symmetry loss. The situation becomes even more complicated
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due to the possibility for Jahn-Teller effect, to be both static or dynamic, which will not be
discussed here.
By summarizing, we can conclude that, due to the assumed values for U/W ratio (1.5÷
2.5), fullerides are molecular systems so close to a Mott-Hubbard transition, that it gives rise
to a borderline situation in which contributions from several comparable effects may decide
the final properties of each compound.
Consequently, despite their apparent similarity, based on incomplete band filling, the A3C60
and A4C60 fullerides show completely different magnetic and transport properties, because
of the different balance of the various strong-correlation effects.
In particular, in the case of A4C60 the following effects prompt for the formation of a non
magnetic insulating state:
1. the bct crystal symmetry: it promotes the development of a gap for U/W values smaller
than in the case of a fcc lattice [50];
2. the reduced increasing effect of the U/W ratio, due to degeneracy;
3. the partial band filling, different from x=3;
4. Jahn-Teller effect: in a triple degenerate band, it induces a splitting between the de-
generate band states, but only for even integer filling of the band itself (x = 2, 4).
Thus, for the same reason, the Jahn-Teller contribution, together with the stronger effects
of the fcc lattice symmetry and U/W increase, yields the formation of a metallic state in
A3C60.
A separate paragraph will be dedicated, now, to a brief description of the phenomenology
related to the C60 superconductors, showing unconventional features, like unexpectedly high
critical temperatures (see table 2), that cannot be ascribed simply to the strong coupling
condition.
1.1.5 Superconductivity in A3C60
It is widely accepted that the superconductive mechanism in fullerene superconductors A3C60
(A = K, Rb, Cs) is the conventional phonon mediated electron pairing; however their phe-
nomenology, as well as the superconductive parameters values cannot be thoroughly described
within the BCS framework [8], even considering its natural extension for strong-coupling,
Migdal-Eliashberg (ME) theory [79,35]). The reason for this singularity is that in supercon-
ducting fullerides a borderline situation arise in which the energy scale for electrons and C60
Hg intra-molecular phonons are very close one to each other.
This yields the breakdown of the classical adiabatic approximation which states that elec-
tron and lattice dynamics can be treated separately as far as electrons energies are higher
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C60 superconductors Lattice constant (A˚) Tc (K)
Na2RbC60 14.028 2.5
Na2CsC60 14.133 11
K3C60 14.253 19.2
K2RbC60 14.299 21.8
K2CsC60 14.292 24
KRb2C60 14.364 26
Rb3C60 14.436 29.4
(NH3)4Na2CsC60 14.473 29.6
Rb2CsC60 14.493 31.3
Table 2: Superconducting fullerides
than phonon energies: the fullerene compounds are, thus, intrinsically nonadiabatic. Con-
sequently, the electron-phonon coupling of these half-filled band metals cannot be treated
anymore within the framework of the adiabatic approximation. In fullerides this condition
is no longer satisfied because the phonons giving rise to superconductive coupling, as well as
the other strong correlation effects, are the intra-molecular C60 modes (represented in figure
6): the stiffness of the C60 molecule, provides, indeed, particularly high phonon frequencies
(up to 0.2 eV). On the other hand, the low density of carriers and the molecular character of
the solid give rise to a small electron bandwidth (W=0.5 eV, as previously assumed) [45].
In particular semi-empirical calculations and Raman spectroscopy [44] have shown that the
tangential C60 modes (Hg(7) and Hg(8) with frequencies 1428 and 1575 cm−1, respectively;
see table 3) are those mainly responsible for the electron-phonon coupling.
By summarizing, the most remarkable fact related to the unconventional phenomenology
of A3C60 fullerides consists in their high superconductive critical temperature (up to 40 K
for Rb3C60 in high pressure conditions). These values cannot be justified within the theoret-
ical background of conventional theories (BCS and Migdal-Eliashberg theory), as previously
asserted.
Moreover, another notable unconventional feature regards, by all means, the isotope effects.
In this case, due to the strong interplay between lattice and electron dynamics in fullerene
superconductors, such effects are expected to influence also physical quantities which, in the
conventional BCS framework, are not modified by the isotopic mass substitution.
The dependence of the superconducting transition temperature Tc on the isotopic mass
(Tc ∝ M−α, with αTc ' 0.5), has been historically considered as the “smoking gun” of
phonon mediated superconductivity [8]. However, the many published reports concerning
the carbon isotope effect on the Tc of A3C60 give very different results, still not well un-
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Energy (cm−1)
Modes Varmaa Jishib Antropovc Quongd Faulhabere Expt.f
Hg(8) 1721 1575 1462 1576 1567 1575
Hg(7) 1596 1401 1387 1443 1425 1428
Hg(6) 1406 1217 1290 1244 1200 1250
Hg(5) 1260 1102 1091 1093 1067 1099
Hg(4) 924 788 785 767 750 774
Hg(3) 711 708 753 727 640 710
Hg(2) 447 439 454 439 421 437
Hg(1) 263 296 281 258 249 273
Ag(2) 1468 1463 1499 1493 1470
Ag(1) 492 458 478 459 496
Table 3: Frequencies of C60 modes (adapted from ref. [44]): aVarma et al. 1991; bJishi et
al., 1992; cAntropov, Gunnarsson et al., 1993; dQuong et al., 1993; eFaulhaber et al., 1993;
fBethune et al., 1991.
Figure 6: Phonons in the C60 superconductors: (a) librations; (b) optical phonons C60-C60; (d)
and (e) intra-molecular modes Hg [44].
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derstood, and apparently not correlated to each other [39]. Due to these reasons, for the
first time a direct observation of these unconventional effects on Pauli spin susceptibility has
been provided, using both SQUID magnetometry and NMR measurements [92]. The isotopic
shift in Pauli susceptibility, χP, has been determined from the comparison between 85% 13C-
enriched K3C60 samples and natural 13C abundance samples. We found, surprisingly, that the
numerical value or the sign of the shift do not agree with the best theoretical estimates [84],
hinting at a still more complex phenomenology than that currently taken into account.
However a dramatic negative isotope shift was found on χP: this effect measured first
by magnetometry, and successively confirmed also by NMR, represents a clear, though only
qualitative, evidence of an unconventional, non ME behaviour.
1.2 Phthalocyanines
Transition-metal Phthalocyanines are well known for their industrial applications: these com-
pounds present wide applications as dyes [43] and catalysts [83]. The recent interest for metal
phthalocyanines (MPc), in the field of material science, arise from the possible existence of a
close analogy between the electronic properties of their salts and the fullerides.
A first indication on this regard was given in 2004 [103]; in this work the authors pointed out
the interest in doping the nontransition metal phthalocyanines (ZnPc, MgPc and others). In
these systems the extra electrons should occupy the 2eg orbital (LUMO) with double degen-
eracy. Since MPcs are characterized by a strong on-site electron repulsion U and intra-site
Jahn-Teller couplings, in the condition of half-filling n = 2 there will be competition between
Hund’s rule exchange J (favouring the triplet state) and the Jahn-Teller coupling EJT with
the molecular MPc vibrations (favouring a singlet state). The values of the coupling strength,
moreover, although not accurately known in MPcs, seem to be very similar to those present
in fullerides, where U=1 eV, EJT=0.15 eV, J=0.03 eV, W=0.5 (being W the width of the
LUMO-derived band). Taking into account the Hamiltonian for electrons in eg orbitals of
the phthalocyanine molecules and the hopping term between neighbourings sites, Tosatti et.
al. [103] showed that the resulting Hamiltonian could be studied by Dynamical Mean Field
Theory (DMFT) yielding a very rich phase diagram as a result. In a doping region very
close to the half-filling (n = 2) many effects may arise, such as Mott transitions or strongly
correlated superconductivity.
Furthermore in phthalocyanines thin films an interesting behaviour of the conductivity versus
potassium doping (using vapors) has been found by Craciun et. al. [21, 22, 23]. The results
will be presented in the paragraph 1.2.2.
Part of this thesis work was devoted to the investigation of this molecular systems in
order to mimic the remarkable properties of the fullerides, as the behaviour of the electronic
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Figure 7: The phthalocyanine molecule
properties upon alkali atoms doping.
1.2.1 The phthalocyanine molecule
The phthalocyanines are macrocyclic compounds formed by carbon, nitrogen, hydrogen. The
molecule can coordinate hydrogen and metal cations in its center by coordination bonds with
the four nitrogen atoms. Most of the elements have been found to be able to coordinate to
the phthalocyanine macrocycle. Therefore, a variety of phthalocyanine complexes exist.
We are interested in metal phthalocyanines (MPc) where M is a bivalent metal (Co2+,
Cu2+, Zn2+, Mg2+ etc.) [66,77].
The generic MPc molecule is represented in figure 7; the bonds formed by the metal ion with
the inner nitrogen atoms present both covalent and ionic character. The other two nitrogen
atoms interact with the metal ion with two coordination bonds, stabilizing the molecule.
The mentioned analogy between phthalocyanines solid state compounds and fullerides origi-
nates, eventually, from the redox stability of the molecule, which only recently have attracted
the scientific community. Theoretical investigations of the electronic structure of different
MPc-s by density-functional methods (DFT) [67] evidence that these molecules are able to
assume several oxidation states, thanks to the stabilizing action of the phthalocyanine ring,
which acts as an electron buffer during the oxidation and reduction of the metal.
The molecular levels calculated for some phthalocyanines are shown in figure 8. The
HOMO orbital is generally localized on the central metal atom [23,67], while the LUMO 2eg
level corresponds to an electron delocalization on the internal ring. As previously discussed
the double degeneracy of the LUMO orbital in the solid state, is responsible for the interesting
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Figure 8: Phthalocyanines molecular levels
effects discussed in the next paragraph and, can maybe, justify the experimental results on
thin phthalocyanines films, mentioned in the paragraph 1.2.
1.2.2 Phthalocyanines in the solid state
Phthalocyanines, in the solid state, exhibit different polymorphic structures in which a 1-
dimensional stacking of the molecules can be identified, giving rise to chains. The orientation
of the molecules with respect the stacking direction characterizes the different polymorphs
and influences the electronic properties of the compound. The same phthalocyanine may
present, in the solid state, polymorphs with different magnetic properties (as in the case of
Figure 9: Packing of metal-phthalocyanines in the solid state: 1-D stacking yields the formation
of chains
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Figure 10: Conductivity in MPc thin films for different potassium doping levels. Adapted
from [23, 22]
CoPc) because the stacking angle modifies the molecular orbitals overlap (both for intra-chain
and inter-chain orbitals). A typical chain-stacking structure is shown in figure 9.
The molecular character of the compounds originated, in the solid state, by the phthalo-
cyanines should be quite evident, even if this issue is so far under debate [9]. The mentioned
double degeneracy of the LUMO orbital is expected to determine, in the band structure,
a situation quite similar to the case of fullerides, where the LUMO-derived band, thanks
to the level degeneracy, may accept 3n electrons giving rise to the well known tuning of
the A3C60 electronic properties through electron doping. In the case of the phthalocyanines
LUMO orbital, with double degeneracy, it is expected to reach the half-filling condition, in
the LUMO-band, doping with 2 electrons.
This point has been tested recently, as introduced in the paragraph 1.2, in the exper-
imental work of Craciun et. al. [23]; they performed experiments on thin phthalocyanines
films in order to test the behaviour of the film conductance as a function of electron doping.
Treating the films with potassium vapors, the electron transfer from the alkali atoms to the
phthalocyanine inner ring should take place.
The results are reported in figure 10 which shows the square film conductance as a func-
tion of the electron transfer: a transition to a metallic state appears in the region between
1 and 2 electrons transferred (a slight dependence of the conductive region on the specific
phthalocyanine is also observed). Our experimental work was, thus devoted to the extension
of such results to the bulk phases in the solid state. Phthalocyanines powder samples were
characterized by X-Ray diffraction, SQUID magnetometry, and µSR.
In particular our work was focused on lithium phthalocyanines, due, essentially, to experi-
mental reasons which will be discussed in the section 3. These phthalocyanines present two
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Figure 11: LiPc molecule: the intrinsic magnetism arise from the unpaired electron localized
in the inner nitrogen atom
stable forms at room temperature: LiPc and Li2Pc. The former is quite particular because it
is a radical. Thus, it is interesting in the pure phase for its intrinsic magnetic properties due
to the presence of an unpaired electron in a nitrogen atom of the inner ring (see figure 11).
LiPc SQUID characterization was discussed in detail in the Ph.D thesis of Dr. Matteo Belli
Magnetic and Transport Properties of Intercalated Fullerides [9].
In the present work µSR results on LiPc will be shown as well as results of Li2Pc characteri-
zation upon progressive lithium doping.
1.3 Fullerenium salts
The C60 molecule, thanks to its remarkable redox stability, give rise to the fullerides upon
electron doping. The electron properties of these compounds arise from the LUMO-derived
band. In analogy a very interesting research perspective was identified in the synthesis (and
characterization) of a new class of C60 molecular compounds, the Fullerenium salts where
the HOMO-derived band may assume a leading role in the determination of the electronic
properties.
The first compound belonging to such a new class of C60-based materials has been synthesized
in the research group of prof. Mauro Ricco’, working on strongly correlated, carbon-based,
molecular materials.
The fullerene molecule, in this case, is present for the first time in the solid state, in its
oxidized form C2+60 ; thus the hole-doping of the HOMO-derived band is expected to take place
in a hypothetical fullerenium salt having a fulleride-like band structure.
In this perspective one of the most interesting subjects of our research line concerns by
all means the magnetism in new carbon-based materials. A theoretical investigation of the
magnetism in C60 isolated ions has been performed by Lu¨ders et. al. [63, 64] in order to
shed more light on the possible analogies or differences between the negative Cn−60 and the
positive Cn+60 ions. The ground-state spin for the charge states ranging from -3 to +5 has
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been computed taking into account the electron electron and electron-vibration interactions.
The former, through the Coulomb exchange, promotes the molecular Hund’s rule magnetism,
while the latter through the Jahn-Teller distortions favors the spin pairing providing an energy
gain for the low spin states and, thus, quenching the magnetism. In particular previous hints
can be found in the literature [6, 73] outlining how for Cn−60 ions the contribution from JT
interaction is expected to overcome the Coulomb exchange leading the C2−60 ion, as well as
C4−60 to be non magnetic. The results reported in the reference [64], on the contrary, predict
the ion C2+60 to be magnetic being its ground state with spin S=1 30 meV lower in energy
than the spin state S=0.
Although this prediction con not be straightforward extended to the solid state compounds
it represents a strong input in the investigation of the magnetic property of the fullerenium
salt C60(AsF6)2), since, for the first time in this case the C60 cation C2+60 can be studied in
the solid state.
Moreover, in the perspective of doping with holes the HOMO-derived band starting from
fulleride-like band structure, others predictions, related to the superconductivity, motivate
the research on fullerene cations.
Considering that superconductivity of alkali doped fullerides was one of the major break-
throughs in fullerene science, the possibility to find a similar phenomenology in such new
materials represented a strong input to this research line. In particular, classical theories of
superconductivity indicate an exponential increase of Tc with the increase of the density of
state (DOS) at the Fermi level, as well as the increasing of the e-ph coupling strength. Both
these effects are enhanced in a hypothetical hole-doped fulleride-like superconductor which
could keep cubic symmetry. We can guess this directly from the well known BCS formula
Figure 12: Hypothetical HOMO-band filling in a fulleride-like fullerenium superconductor
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expressing Tc as a function of the phonon frequency,
kB Tc = 1.14~ωDe
(− 1
V0 D(Ef )
)
, (1)
where D(Ef ) represents the density of states at the Fermi level.
In the HUMO-band, the 5-fold degenerate hg HOMO orbital gives rise to an higher DOS than
in the case of alkali doped fullerides, where the 3-fold degenerate t1u orbitals are involved
(see figure 12).
Moreover BCS/Hartree-Fock calculations performed by Granath and O¨stlund [42] showed
an interesting behaviour of the calculated superconducting Tc as a function of hole-doping in
a fcc C60 crystal. They studied the effects of electronic correlations on the fullerene crystal
taking into account strong intra-molecular electron-electron interactions. Preliminarily they
solved the Hubbard model on a truncated icosahedron in second order perturbation theory
in the on-site repulsion U . Based on the calculated HOMO states they built up an effective
Hamiltonian for the interactions in a single C60 unit. This effective Hamiltonian represents
the on-site interactions in the final Hartree-Fock calculation performed on a fcc lattice of
fullerenes with nearest neighbours hopping. The resulting Tc is peaked close to 3 holes and it
is strongly suppressed in the region between 4 and 6 holes. This remarkable result outlines a
further analogy between hole-doped and electron-doped C60 molecular systems: in the alkali
doped fullerides, as well, Tc as a function of electron doping presents a narrow peak between
2.5 and 4 electrons per C60 [44].
This interesting scenario, however, has been precluded for a long time, because of the
difficulties in oxidizing C60: it is much more difficult to synthesize materials in which C60
is present in its oxidized state, although the stability of C60 cations is however confirmed
by cyclic voltammetry which clearly shows at least three reversible oxidation states [16].
The extremely high oxidation potentials of the fullerene molecule (1.27V for C+60 and 1.71V
for C2+60 versus ferrocene/ferrocenium in TCE solution [16]) hampered initially the synthesis
procedure: the identification of a strong oxidant appeared unavoidable [91].
C60 cations are chemically very reactive species, then a crystal formed byCn+60 may not be
stable. The only way to produce a fullerenium salt is to identify a particularly strong oxidant
associated to a non nucleophilic counter-ion having relatively small steric hindrance such as
its intercalation in the crystal lattice can occur. However, the majority of sufficiently strong
oxidants, as halogens, are highly nucleophilic and yield the formation of undesired covalent
compounds.
These problems could be overcome by using the conjugate base of the superacid H(AsF6)
as a counter-ion, whose the large dimensions and the unitary charge prevent the nucleophilic
attach on the buckyball.
H(AsF6) is a quite common superacid, as it is obtained, following a general rule on the
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composition of superacids, by adding a Brønsted acid (AsF5) to a strong Lewis acid (HF) [81].
Its oxidation activity proved however sufficiently strong to oxidize C60 to its dication and, in
the same time, its conjugate base AsF−6 proved also sufficiently inert and non nucleophilic to
live the fullerenium ion unattached.
In the next paragraph, I remind the synthesis procedure which constitutes the central
issue in the Ph.D. thesis work of Dr. Massimo Pagliari Sintesi e Caratterizzazione di Fulleriti
Cationiche [85].
In the present work the results of XRD, NMR, SQUID magnetometry measurements will
be presented, with the aim to identify the structure of the new synthesized C60 phase, namely
the fullerenium salt C60(AsF6)2, together with its electronic properties.
1.3.1 Synthesis of C60(AsF6)2
The procedure identified [24,26,25] to synthesize the fullerenium salt C60(AsF6)2 required the
following reagents: AsF5 as a very oxidant gas and liquid SO2 as non-nucleophilic solvent.
It is the same reaction which takes place between graphite and AsF5 which is known to
disproportionate through charge transfer following the scheme:
3 AsF5 + 2e− −→ 2 AsF−6 + AsF3 (2)
In our case, the reaction of C60 with AsF−6 was performed by suspending C60 in liquid SO2
where the gaseous AsF5 is soluble. The oxidation reaction takes place at room temperature
at high pressure and follows the scheme:
C60 + 3 AsF5 −→ C60(AsF6)2 + AsF3 ↑ (3)
For the chemical synthesis we use a 3 stages glass reactor (fig. 13): we can operate with inert
atmosphere (Ar) and vacuum and we can safely condense and transfer the reaction gas; the
samples and the solid reagents are handled in a controlled atmosphere glove Box (moisture
and oxygen concentration lower than 2 ppm). The glass reactor is connected with a pressure
sensor which allows stoichiometric gas additions to the reaction solution. The stoichiometric
amount of AsF5 (in ratio 1:3) is condensed on the C60 powder in a suspension of liquefied
SO2 at 77 K.
After a 17 hours heterogeneous reaction the liquid SO2 is thermally evaporated and neu-
tralized in a NaOH solution. The reaction vessel temperature is stabilized and controlled
with an accuracy of ∼ 0.1 ◦C.
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Figure 13: Experimental apparatus for the chemical reaction 3
Chapter 2
Experimental techniques
2.1 Nuclear Magnetic Resonance
Most elements have at least one isotope with a non-zero spin angular momentum, J = ~I,
and an associated magnetic moment, µ, which are related by the gyromagnetic ratio
µ = ~γI , (4)
J is a quantized characteristic of the nucleus, and its value describes the symmetry of the
nuclear charge distribution. The nucleus has the properties of a magnetic dipole (essentially
a bar-magnet); moreover nuclei with spin higher than 1/2 possess also a quadrupolar mo-
mentum; the most important parameters for some nuclei are shown in table 4. Spin =1/2
nuclei, for which the nuclear charge distribution is spherically symmetric, are the most often
studied by NMR since they generally have both higher resolution and higher sensitivity spec-
tra (therefore, it is relatively easier to extract chemical information from these nuclei). In
an NMR experiment we are interested in exploring the interactions perturbing the Zeeman
coupling between nuclear magnetic moments and an external magnetic field. The energy of
this magnetic dipole-dipole interaction is given classically as,
E = −µ ·H0 , (5)
where H0 is the strength of the external magnetic field. The external field direction provides
a coordinate system for the NMR experiment. From here on, we will work in coordinate
systems where the applied magnetic field is oriented along the z-axis.
The magnetic resonance phenomenon is due to the absorption of electromagnetic energy
from the nuclei: it takes place if nuclei with intrinsic magnetic moment are irradiated (in
presence of a static magnetic field) with a radio-frequency field having frequency equal or
very close to differences in the energy levels of the system. Thanks to the phenomenon of
resonance, it is possible to observe the nuclear magnetism otherwise completely masked by
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Nuclei Table
Nucleus I Abund. (%) γ (rad / T s) µ (µN ) Q (mbarn) Rel. Sens. ν (MHz)
1H 1/2 99.98 26.752 · 107 4.837 – 1.00 400.00
2H 1 1.5 · 10−2 4.107 · 107 1.213 2.86 1.45 · 10−6 61.40
6Li 1 7.42 3.937 · 107 1.163 -0.808 6.31 · 10−4 58.86
7Li 3/2 92.58 10.398 · 107 4.204 -40.1 0.27 155.45
10B 3 19.58 2.875 · 107 2.079 84.59 3.90 · 10−3 42.99
11B 3/2 80.42 8.585 · 107 3.471 40.59 0.13 128.34
13C 1/2 1.108 6.728 · 107 1.217 – 1.76 · 10−4 100.58
19F 1/2 100 25.181 · 107 4.553 – 0.834 376.36
23Na 3/2 100 7.081 · 107 2.863 104 9.25 · 10−2 105.81
27Al 5/2 100 6.976 · 107 4.309 146.6 0.21 104.23
39K 3/2 93.1 1.250 · 107 0.505 58.5 4.73 · 10−4 18.67
41K 3/2 6.88 −1.554 · 107 -1.451 -73 5.78 · 10−6 10.25
63Cu 3/2 69.09 7.112 · 107 2.875 -220 6.43 · 10−2 106.02
65Cu 3/2 30.91 7.604 · 107 3.075 -204 3.52 · 10−2 113.58
75As 3/2 100 4.596 · 107 1.858 3.14 2.54 · 10−2 68.48
85Rb 5/2 72.15 2.593 · 107 1.601 276 7.57 · 10−3 38.62
87Rb 3/2 27.85 8.786 · 107 3.553 133.5 4.87 · 10−2 130.89
133Cs 7/2 100 3.533 · 107 2.928 -3.43 4.74 · 10−2 52.47
Table 4: The most important parameters for some nuclei: the spin angular momentum I,
the natural abundance, the gyromagnetic factor γ, the nuclear magnetic moment, the nuclear
quadrupole moment, the NMR relative sensitivity with respect to the 1H nucleus (obtained by
multiplying the absolute sensitivity for a constant number of nuclei by the natural abundance)
and the NMR reference frequency in a 400 MHz magnet (9.3950 T).
the electron paramagnetism and diamagnetism, more intense than the former of at least 3
orders of magnitude (µN/µB ∼ 10−3). The Nuclear Magnetic Resonance (NMR) technique
provides information not only on nuclei, but also on the electronic and lattice dynamics.
It is based on the fact that the response to electromagnetic energy absorption from NMR
active nuclei may provide information on various electronic properties of the sample. The
quantistic description of the resonance phenomenon refers to the transitions between nuclear
spin energy levels. A semi-classic treatment, however, is a simplified approach which is more
useful in the different experimental applications of NMR. In this case a generic spin S in
presence of a magnetic field H0 oriented along the z direction, begins to precess around the
field direction with a characteristic frequency ω0 = γH0. Using a coil placed in the x-y plane,
with an alternating potential difference having frequency equal to ω0 a linearly polarized
magnetic field will be generated. This field can be considered like the superposition of two
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different oscillating fields with circular polarization but rotating in the opposite direction.
Considering only the rotating component H1 following the precession of S, it results in a
reorientation of the magnetic moment whose angular quantification depends on the exchanged
energy with the magnetic system. The phenomenon can be suitably described in a rotating
reference frame with frequency ω0: in this case the magnetic field H1 results static, and
H0 is absent: its effect (the rotation) is already accounted for by the non-inertial rotating
frame. The application of H1 induces a spin rotation according to the law ω1 = γH1. The
signal detection is performed on the same induction coil used for the irradiation. To get the
maximum signal from the spin magnetic moment it should be detected when the spin lies in
the x-y plane. This situation corresponds to a rotation of pi/2 (or (k+1/2)pi) around the field
H1 and it takes place irradiating with a RF pulse, whose duration turns out to be τ = pi2γH1 .
This qualitative description does not take into account factors which in real systems
yield the damping of the induced voltage. Since the detected macroscopic signal arises from
the summation of all the contributions from different spins, it decays because of the spin
decoherence coming from field inhomogeneity or from the strong coupling with the electronic
and lattice dynamics. Such irreversible phenomena are accounted for with the relaxation
times spin-spin and spin-lattice, which will be described later.
The signal induced in the sample coil is commonly called FID (Free Induction Decay) and
it presents, in the simplest case, an exponential shape: its Fourier transform is consequently
a Lorentzian function:
L(ω) =
1
pi
1
2Γ
(ω − ω0)2 +
(
1
2Γ
)2 , (6)
where Γ is the full width at half maximum (FWHM).
2.1.1 Semi classic description
The application of the second cardinal equation of dynamics to a classical particle with
intrinsic magnetic moment µ = γJ in presence of a static magnetic field H0 conventionally
oriented long z, yields to the precession equation (with frequency ω0 = γH0)
dJ
dt
= µ×H0 −→ dµ
dt
= γµ×H0 −→ dµ
dt
= −γH0 × µ . (7)
The µ component perpendicular to z rotates round H0 with frequency ω0; moreover the
angle between µ and the z axis remains fixed until an energy exchange with the external
environment takes place (see figure 14).
If we turn on a variable magnetic field H1 with circular polarization in the x-y plane:
H1(t) = H1 cosωt i−H1 sinωt j , (8)
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Figure 14: magnetic moment µ precession around the z axis
the description in the rotating frame with H1(t) must account for the term ω × µ [41]; as a
result the motion equations will be modified as following(
dµ
dt
)
S
=
(
dµ
dt
)
S ′
+ ω × µ , (9)
where
( )
S
means the representation of a generic physical quantity in the inertial reference
frame, and with
( )
S ′ the representation of the same one in the rotating frame. Considering
also the presence of H1(t) and considering the relation (9), the equation (7) becomes:(
dµ
dt
)
S ′
= µ× (γH+ ω) = µ×
[
H1 cosωt i−H1 sinωt j+
(
H0 − ω
γ
)
k
]
(10)
Choosing S ′ so that versor i′ is oriented like H1(t), the effective field present in the rotating
frame results:
Heff = H1 i′ +
(
H0 − ω
γ
)
k . (11)
Depending on the value of ω, Heff would be perpendicular or parallel to z. In off-resonance
conditions its value will be dominated from H0. In resonance conditions (ω = ω0) then the
motion of the magnetic moment in S ′ can be described as a simple precession around the x′
Figure 15: complex path of the magnetic moment µ, in the laboratory reference frame: it
arises from the composition of the precession around z and of the much slower one around the
rotating x′ axis.
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axis, while in the inertial frame S the spin path is much more complex: the motion results
from the composition of two precessions (see figure 15).
This is the reason why the angle θ between µ and the z axis changes continuously; moreover,
because of equation 5, there is a continuous energy transfer between the spin and the external
environment, through the radio-frequency field H1.
2.1.2 Quantistic description
The well known Zeeman Hamiltonian which takes into account the interaction between a
nucleus with intrinsic magnetic moment µ = γJ = γ~I and the external magnetic field H0,
can be written as in the following:
H = −µ ·H0 = −γ~H0Iz , (12)
where the 2I + 1 eigenvalues are:
Em = −γ~H0m m = −I, ..., I . (13)
The radio-frequency field H1 introduced in a typical NMR experiment represents a small
perturbation of the system energy levels, but, in resonance conditions, this perturbation
promotes transitions between the levels, because the Zeeman eigenstates are no more real
eigenstates for the perturbed system. The presence of other interactions can be treated
similarly with a perturbative approach. Considering the evolution of a generic spin system
under the total perturbed Hamiltonian, the following effects are expected:
1. shifts in the energy levels induced by the perturbative terms which commute with the
Zeeman Hamiltonian;
2. contributions to the transitions between the energy levels: this is eventually an extra
contribution to the relaxation dynamics coming from the non-commutative terms of
the perturbations.
The spin system evolution after the application of the RF pulse can be described with the
density matrix formalism [32,33]. The density operator at equilibrium is given by the formula:
σeq =
1
Z
e−hH/kT , (14)
where Z is the partition function.
It changes in time according to the Liouville-Von Newmann equation:
i
dσ(t)
dt
= [H , σ(t) ] , (15)
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where H is the acting Hamiltonian. It is easy to verify that the solution to this equation
under a time independent Hamiltonian is:
σ(t) = e−iH tσ(0) eiH t . (16)
Here t is the time during which the Hamiltonian has acted on the spin system, σ(0) represents
the initial state of the system and σ(t) the final state. It is usually convenient to rewrite this
in term of the propagator U(t, 0) = e−iH t .
σ(t) = U(t, 0)σ(0)U(t, 0)† . (17)
The time evolution of the density operator for a typical NMR experiment is therefore
represented by the eq. 17, with initial condition:
σ(0) = σeq . (18)
The quantistic observable whose temporal evolution can be related directly to the free induc-
tion signal is the expectation value of the operator Ix (or Iy) which changes in time following
the equation
〈Ix〉 = Tr{Ix σ(t)} . (19)
It is very common to use also I+ = Ix+ i Iy in NMR simulations, even if it does not represent
a quantistic observable; this only determines a different intensity factor in the spectra.
2.1.3 NMR in macroscopic systems
The generalization of the precession equation to real systems can be performed only intro-
ducing parameters related to the relaxation phenomena. Even considering the semi-classic
approach, for a more intuitive description, the generalization of the precession equation for
the single spin to a macroscopic system with volume magnetization M is not straightforward,
as we can see from
1
2
dM2
dt
= M ·
(
dM
dt
)
= M ·M× γH = 0 (20)
where the scalar multiplication with M yields the inconsistent conclusion that the absolute
value of M could not change. We know that in real systems the difference in the energy levels
population, due to the presence of a static magnetic field, results in the net magnetization
M = Nγ~
I∑
m=−I
me
γ~mH0
kT
I∑
m=−I
e
γ~mH0
kT
(21)
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where N is the total number of magnetic moments, and Em ∝ e−EmkT the level m energy for
the single spin.
In 1946 [11] F. Bloch proposed a vector model and a set of phenomenological equations
suitable for the description of the relaxation phenomena in the field of high resolution NMR.
dMz
dt
= −γ(H0 ×M)z + M0 −Mz
T1
,
dMx
dt
= −γ(H0 ×M)x − Mx
T2
, (22)
dMy
dt
= −γ(H0 ×M)y − My
T2
.
Here T1 and T2 represent the relaxation time constants of the spin-lattice and spin-spin pro-
cesses, which will be described in more detail in the next section. Instead of considering
individual spins obeying the laws of quantum mechanics, Bloch showed that it is sufficient
to focus the attention on the net macroscopic nuclear magnetization obtained by taking the
ensemble average over all the spins. This macroscopic magnetization obeys the laws of clas-
sical mechanics in its interaction with the applied static and radio frequency fields, while
the effects of spin-spin and spin lattice-relaxation may be accounted for phenomenologically
by the introduction of simple damping terms in the Bloch equations. In high resolution
NMR spectroscopy it is often possible to generalize this picture to systems with many dif-
ferent chemical shifts and spin-spin couplings: in this case each individual resonance in the
high resolution spectrum is represented by a vector M with its characteristic intensity and
precession frequency. Difficulties in this pictorial model arise in more complicated NMR
experiments where multiple pulse sequences are used. It is worth while noticing that this
model breaks down in solid state NMR where the interactions on the nuclear spins cannot
be treated separately.
2.1.4 Relaxation
The relaxation phenomena provide information on the molecular and structure dynamics;
moreover, in case of the spin-lattice relaxation, it limits how rapidly NMR spectra will be
acquired. Before describing in more detail the two type of relaxation mechanisms (spin-
lattice and spin-spin relaxation) it is useful to describe briefly how a modern pulsed NMR
experiment is performed.
The sample is placed inside the inductive coil of a particular RLC circuit (namely the
NMR probe), equipped with a variable capacitor for tuning the resonance frequency. A vari-
able inductance is also necessary for a proper impedance matching with the other electronic
components (amplifier, preamplifier etc.). The sample coil is oriented in a plane perpendic-
ular to the z axis; the induced magnetic field is therefore perpendicular to the external field
Hz. In resonance conditions the excitation can “flip” the magnetization originally oriented
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along the direction of the external field. The RF excitation sequence is a complicated set of
pulses and delays depending on the type of experiment performed, but also on the relaxation
properties of the material.
2.1.4.1 Spin-lattice relaxation
The spin-lattice relaxation is determined by all the possible energy exchange mechanisms
between the nuclei and their electronic surroundings; “lattice” here is used as a general term
for nuclear environment. The electrons with the lattice, indeed, represent a virtually infinite
energy source for the nuclear spins, whose magnetic energy scale is three orders of magnitude
lower than the electronic magnetism scale.
With the aim to better understand the origin of this relaxation process, let’s consider
the following ideal experiment: suppose it were possible to drop the NMR sample into the
probe instantaneously and then to apply the excitation pulse immediately. Moreover imagine
to perform this experiment without the intense external field. In this ideal experiment we
would not observe any NMR signal. The nuclear polarization would be negligibly small in
such an experiment because the nuclei are only polarized by the very weak Earth field, giving
a negligible population difference between the upper and the lower energy levels. With a more
intense static field, properly oriented, this experiment would, in principle, work; however when
the field is suddenly changed to the intense field Bz the building up of the proper Boltzmann
population distribution can be quite slow, depending on the different interactions present
in the material. Initially the nuclear spins are “hot”, and they cool down transferring the
magnetic energy to their surroundings: this process is the spin-lattice relaxation. Obviously
it is possible only if there are some energy exchange mechanisms: in an ideal sample with
no interaction between lattice (in its general meaning) and nuclei, the nuclear magnetization
could not relax to its saturation value. This is an extreme situation which doesn’t take
place in real systems, although it is quite common, mainly in solid state NMR, to perform
experiments on materials with very slow relaxation dynamics (characterized by recovery times
of the order of minutes or more). These situations arise from the different weights between
the NMR interactions present in the sample. The principal contributions, in the solid state,
come from:
• direct dipolar interaction,
• quadrupolar interaction (for spin S > 1/2 nuclei),
• Chemical shift anisotropy
• Knight shift
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Moreover, it is worth noticing that all the anisotropic part of these interactions are averaged
to zero in liquid samples, due to the fast tumbling of the molecules. In high resolution NMR,
therefore, the principal contribution to the spectrum arise only from:
• isotropic Chemical shift
• j-coupling (indirect dipolar interaction).
These NMR interactions will be described in the next sections.
In summary, the variation of the population difference as a function of time is described
by an exponential curve, starting from zero and raising asymptotically toward the Boltz-
mann equilibrium conditions. Any deviation of the longitudinal magnetization Mz from the
equilibrium value M0 is followed by an exponential recovery according to the equation:
(Mz −M0)t = (Mz −M0)0
(
e
− τ
T1
)
, (23)
where T1 is the time constant of the relaxation process, namely the “spin-lattice relaxation
time” and (...)t represents the considered physical quantity at the time t. This time con-
stant is also referred to as “longitudinal relaxation time” in comparison to the “transverse
relaxation time” T2 relative to the spin-spin relaxation process. The equation 23 is simply
derived from the Bloch equations 22 written in the rotating frame in absence of any RF field.
Moreover starting from the equation 23, and respectively considering (Mz −M0)0 = −M0
or (Mz −M0)0 = −2 M0, it is easy to obtain the magnetization behaviour for the specific
NMR experiments commonly used to evaluate the time constant T1: inversion recovery and
saturation recovery.
2.1.4.2 Spin-spin relaxation
This process concerns the decaying of the transverse magnetization (obtained after a pi/2
pulse which drops the longitudinal magnetization in the x-y plane) and is indirectly related
to the NMR line width. Roughly speaking the faster is the transverse relaxation the more
rapid the decay of the free induction signal will be, yielding a broad lineshape in the Fourier
space. Every interaction mechanism which contributes to increase the spin decoherence will
be responsible for such a relaxation process, therefore all the mechanisms of spin-lattice
relaxation should also be considered mechanism of spin-spin relaxation. However, the time
constant T2 is usually much lower that T1.
In analogy with the longitudinal relaxation, the transverse magnetization recovery follows
an exponential function:
Mxy = M0 e
− t
T2 . (24)
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The extraction of the time constant T2 from the NMR data is, however, not straightforward:
it is not directly deducible from the width of the experimental lineshape. The quantity
directly related to the linewidth, namely, the effective time constant T ∗2 , is correlated to the
intrinsic relaxation T2 through the equation:
1
T ∗2
=
1
2T1
+
1
T2
+ γ∆H , (25)
where 12 T1 represent the Heisenberg broadening of the NMR lines (usually negligible in com-
parison with the other terms), and γ∆H is the contribution to the spin decoherence due to
field inhomogeneity.
The spin dephasing originated from the latter term, due to its phenomenological nature, can
be recovered performing an appropriate echo sequence: the Hahn echo [49].
2.1.5 NMR echoes
One of the most intriguing features of the NMR technique is the possibility to perform exper-
iments using pulse sequences which induce the formation of “spin echo” signals. The echoes
phenomena may be described properly only from a quantistic point of view and represent a
useful tool for the experimentalist in measurements where the strong correlation nature of
the interactions within the sample yields an extremely fast decay of the free induction signal
(decay times close to few microseconds represent the technological limit for the spectrometer
electronics).
Thanks to the echoes phenomena, these signals, otherwise completely lost, can be retrieved
in a two-pulse experiment [49]. After the initial free induction signal has disappeared, a second
pulse at time τ induces a new response which refocuses at time 2τ . Hahn’s experiment used
a couple of pi/2 pulses but the picture results much more intuitive considering the description
of a typical pi/2 − pi experiment. This sequence removes the effect of the field inhomogeneity
over the spin motion; moreover it is successful also in completely refocusing heteronuclear
dipolar interactions.
Consider a simplified case where the spin dephasing can be represented only with “isochro-
mat” vectors f and s relative to spins groups precessing respectively (in the rotating reference
frame) at higher frequency (fast), and lower frequency (slow). These vectors are aligned
along the +y axis by the first pi/2 pulse (see figure 16) and after a time τ a relative de-
phasing takes place in the xy plane. The following pi pulse, about the +x axis, turns these
vectors into mirror image positions with respect to the +x axis; so arranged, with the fast
spin vector behind the slow vector, all them move into coincidence along the -y axis after a
further period τ of free precession.
Moreover if the echo peak amplitude is monitored as a function of 2τ in a series of
experiments, it is observed to decay with a time constant T2 which may be much longer than
2.1. Nuclear Magnetic Resonance 33
xx
evolution period (τ) refocusing period (τ)
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π/2 π
Figure 16: spin echo experiment: the first pulse bends the spins (initially oriented in the z
direction) in the plane xy. During the delay (the evolution period) between the first and the
second pulse the dephasing takes place, but it is recovered after the refocusing period.
T ∗2 , as discussed in section 2.1.4.2. This is principally due to the inhomogeneity contribution
(see eq. 25). In such a way the spin echo experiment provides the most direct method of
measuring spin-spin relaxation times in situations where the natural linewidths are obscured
by field inhomogeneity broadening. A typical spin echo train is shown in figure 17.
In summary we can assert that for a group of spins this ordinary echo sequence (pi2 x ...τ ...pi x)
refocuses the dephasing which arises from the field inhomogeneity.
Since the magnetic dipolar coupling among neighbour spins is in some way analogous to a
field inhomogeneity, it is expected that the same sequence would also refocus the dephasing
resulting from magnetic dipolar coupling. This analogy is valid, however, only if the dipolar
exp (-t / T   )
exp (-t / T  )
*
2
2
Figure 17: Simulation of a spin echo train showing the rapid signal decay due to field inho-
mogeneity (T ∗2 ) and the slower decay of the echo envelope due to intrinsic spin-spin relaxation
(T2).
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coupling is between different nuclear species (e.g., 19F and 13C): in this case the ordinary
spin echo does refocus the dipolar coupling, otherwise, in the case of like nuclei (e.g., 1H and
1H), such an echo does not work properly.
This fact arises because the pi x refocusing pulse (in case of homonuclear spins) flips both
coupled spins I leaving the coupling term I1z I2z unchanged. The inversion of both coupled
spins is the key to understand this phenomenon, which can be described starting from the
analysis of the heteronuclear coupling.
Consider the heteronuclear coupled spin I and S: the spin I resonance is made of two
lines corresponding to the α and β states of S and may be represented with the same vector
diagram reported in figure 16. The vector relative to the transition with higher frequency
can be referred to as f (faster precessing) and the other one as s (slower precessing). As
discussed previously the first pulse aligns both vectors along +y axis, then during the free
precession interval a relative phase difference builds up. At this point the pi x pulse rotates f
and s in their mirror-image positions with respect the x-axis.
Had this been the only effect, f and s would come to an exact focus at the time 2τ , in strict
analogy with the case of field inhomogeneity broadening: this is exactly what happens for
heteronuclear coupled spins, as previously asserted. However if spins I and S are homonuclear,
the pi x pulse determines another distinct effect: it also flips the spin S, interchanging the α
and β spin states and thus interchanging the labels f and s. This means that the vector f ,
faster in the first τ interval, becomes slower in the second τ interval yielding an increasing of
the divergence, which does not therefore cancel.
Nevertheless, Powles and Mansfield [89] discovered that the homonuclear dipolar coupling
could be refocused by applying a pair of pi2 pulses shifted in phase of 90
◦ with respect to each
other. Such a sequence has been referred to as “solid echo” or “dipolar echo”.
Powles and Mansfield provided a theoretical demonstration that this sequence refocuses
perfectly spins 12 nuclei interacting only in pairs and they showed it experimentally for
CaSO4·2H2O. However it does not refocuses larger groupings of spins perfectly [99].
Within this PhD. work, molecular systems characterized by the presence of homonuclear
dipolar coupling between groupings of 6 spin 1/2 have been probed with solid state NMR.
19F NMR measurements performed with solid echo sequences will be shown in the Results
section.
2.1.6 Nuclear interactions probed with NMR
In this section the principal interaction channels between nuclei and electrons which can give
a contribution to the NMR lineshape will be considered in more detail. The description will
be principally devoted to the interactions relevant in solid state NMR experiments, where the
presence of broad lineshapes may provide a wealth of information on the dynamics. The NMR
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study of the molecular dynamics vs. temperature is, for instance, a very useful tool (which
can be considered complementary to X-Ray diffraction) in the structural characterization of
new materials. Structural phase transitions in C60 have been discovered with this technique
[10,53,104].
2.1.6.1 Zeeman interaction
Consider the magnetic moment µ in presence of an external field H0, its unperturbed Hamil-
tonian is:
HZ = −γ~H0 I. (26)
If the radio-frequency field is turned on, the effect of such perturbation can be accounted
with the Hamiltonian:
H1 = −12γ~H1
(
I+e
−iωt − I−eiωt
)
. (27)
Due to the properties of I±, H1 elements are non-zero only for the Iz eigenstates |m〉 and
|m′〉 where m′ = m+ 1. For this reason transitions will arise only if ∆E = γ~H0 = ~ω0.
In strong field conditions this perturbative approach can be extended also to the other per-
turbing interactions as previously discussed (see 2.1.2).
2.1.6.2 Chemical shift
This interaction arises from the screening effect of the valence electrons with respect to the
external magnetic field. Consequently the effective field at the nuclear site results lower than
the applied field: this yields a shift of the resonance frequency but also, due to the anisotropic
nature of the interaction, a broadening of the NMR line. Depending on the local symmetry at
the nuclear site, the magnitude of the chemical shift will vary as a function of the orientation
of the molecule with respect to the external magnetic field. This orientation dependence of
the chemical shift is referred to as chemical shift anisotropy (CSA).
Mathematically, the chemical shift is described by a second-rank tensor (a 3 by 3 matrix),
where the tensor trace, representing the isotropic part of the interaction, is directly related
to the shift in frequency of the resonance line. The Chemical shift Hamiltonian is therefore:
HCS =
N∑
k=1
γkIk · σk ·H0 , (28)
where σk represents the chemical shielding tensor which can be written in the principal axis
system assuming, thus, the form:
σPASk =

σk11 0 0
0 σk22 0
0 0 σk33
 . (29)
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Other quantities are usually defined to obtain a more direct physical interpretation of the
tensorial features: isotropic chemical shift σiso, the anisotropic chemical shift σaniso and the
asymmetry of the chemical shift ηCS :
σiso =
1
3
Tr{σ} = σ11 + σ22 + σ33
3
, σaniso = σ33 − σiso, ηCS = |σ11 − σ22|
σ33 − σiso (30)
The absolute value of σiso represents the shift in the resonance line position with respect to a
standard reference compound. For the 13C nucleus the reference is tetramethyl silane (TMS),
which has been chosen since it yields the most shielded 13C spectrum known. For 19F a widely
used reference is CFCl3, but, for experimental reasons in our 19F NMR measurements we used
C6F6 as a reference compound. Having the σPASk tensor non zero trace, the chemical shift
represents, together with the scalar coupling (see paragraph 2.1.6.5), the most important
NMR interaction probed in high resolution NMR experiments. Indeed, in liquid samples,
where the fast tumbling of molecules averages the anisotropy to zero, NMR spectra are
formed by sharp lines whose position in frequency is directly correlated to the molecular
species present in the samples.
2.1.6.3 Knight shift
The mathematical description of such an interaction is analogous to the one of Chemical
shift: both are anisotropic effects induced from the hyperfine interaction between nuclei and
electrons; however the physical mechanism originating the Knight shift is completely differ-
ent from the one previously discussed. First of all the Knight shift describes the interaction
between the nuclei and the electrons in the conduction band. The polarization of conduction
electrons, induced by the external field, determines an extra field at the nucleus site; thus, the
local effective field results increased. This effect is comparable with the Chemical shift and
it represents a hallmark of the metallic state. The Knight shift interaction reflects the crys-
tallographic symmetries because of its non-localized nature. Considering that the isotropic
contribution of such an interaction arises from the well known Fermi contact Hamiltonian,
H = 8pi
3
γeγn~2I · S δ(r) , (31)
where δ(r) is the delta function and the electron as well the nuclear magnetic moments are
respectively µe = −γe~S, µn = −γn~I. This implies the presence of s-like electronic states,
coupled with nuclear spins, which is not the case of fullerides. In alkali metals the conduction
band is s-like, yielding a consistent isotropic contribution to the Knight shift; however it
is important to notice that in fullerides, due to the p-like nature of the conduction band,
originated from the t1u orbital, the Knight shift is expected to be strongly anisotropic with
Kaniso much more relevant than Kiso. These quantities can be defined in strict analogy with
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σiso, σaniso, and ηCS :
Kiso =
1
3
Tr{K} = K11 +K22 +K33
3
, Kaniso = K33 −Kiso, ηK = |K11 −K22|
K33 −Kiso , (32)
where K is the Knight shift tensor:
KPASk =

Kk11 0 0
0 Kk22 0
0 0 Kk33
 (33)
2.1.6.4 Dipolar interaction
The direct interaction of a nuclear spin with the magnetic field generated by the other sur-
rounding nuclei can be roughly estimated considering as a local field:
Hloc =
µ
r3
. (34)
If r = 2 A˚ and µ = 10−3µN , Hloc results ∼ 1 Gauss.
Depending on the nuclear distance, the contribution of this term to an NMR spectrum can
be very significant yielding characteristic features in the lineshape, as it will be shown for a
few simple spin systems whose dipolar spectra have been simulated during this Ph.D. work
(see paragraph 3.1.5).
The rigorous dipolar Hamiltonian is reported here:
Hdip = −
∑
k,j
µkHk,j =
1
2
∑
k,j
[
µj · µk
r3k,j
− 3(µj · rk,j)(µk · rk,j)
r5k,j
]
. (35)
By writing the two magnetic moments µk, µj in component form, one obtains:
Hdip =
∑
k<j
γkγj}2
r3kj
[
Ik · Ij − 3
r2kj
(Ik · rk,j)(Ij · rk,j)
]
. (36)
Considering a single spin pair, I1 and I2, if we express I1x and I1y in terms of the raising and
lowering operators I1+, I1−, respectively, and express the Cartesian coordinates in terms of
the spherical coordinates, the dipolar Hamiltonian assumes, thus, a particularly convenient
from for computing matrix elements (namely the dipolar alphabet):
Hdip = γ1γ2~
2
r3
(A+B + C +D + E + F ) , (37)
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where
A = I1zI2z(1− 3 cos2 θ)
B = −1
4
(I1+I2− + I1−I2+)(1− 3 cos2 θ)
C = −3
2
(I1+I2z + I1zI2+) sin θ cos θ e−iφ (38)
D = −3
2
(I1−I2z + I1zI2−) sin θ cos θ eiφ
E = −3
4
I1+I2+ sin2 θ e−2iφ
F = −3
4
I1−I2− sin2 θ e2iφ
The term A is the only one commutative term of the dipolar Hamiltonian (B also in case of
homonuclear spin pair); the other terms contribute to the transitions between the Zeeman
levels. Usually, in solid state NMR spectra, only the contribution of the commutative terms
is accounted for since they are directly responsible for the dipolar lineshape. The other terms
can be neglected in a first order approach. The commutative terms are usually referred to
as the scalar part of dipolar Hamiltonian. The typical powder spectrum of a single coupled
spin pair is shown in figure 18.
This characteristic lineshape has been probed experimentally by Pake [86] in static NMR
measurements. The dipolar Hamiltonian can be represented in a more compact form through
the tensor formalism:
Hdip =
∑
i 6=j
Ii · D̂ · Ij . (39)
where D̂ is a rank 2 traceless tensor. The dipolar interaction, indeed, does not contribute
to NMR spectra in the case of isotropic rotation of molecules, as well as for many plastic
crystals like fullerides, at room temperature. The same conclusion is valid for high resolution
NMR spectra: having the interaction tensor zero trace, there is no possibility to observe the
dipolar lineshape.
Even in static NMR experiments (performed at low temperature in solid state samples to
block the residual molecular motion) the dipolar spectra presents such characteristic features
only if in the sample there are groupings of interacting spins which can be treated separately,
thus neglecting the dipolar contribution between different groups. The simplest case is the
spin pair (figure 18). If the crystal structure of the sample does not satisfy this condition,
in principle, each nuclear dipolar field must be accounted, yielding a Gaussian broadening of
the NMR spectrum, as described by the well-known method of moments.
This mathematical analysis describes the calculation of the moments relative to the Gaussian
distribution representing the broadened NMR spectrum; the most significant one, directly
2.1. Nuclear Magnetic Resonance 39
Figure 18: Pake doublet for a homonuclear spin 1/2 pair, where DCC is the dipolar coupling
constant, DCC= µ0γiγj~/4pi〈r3〉. It was first observed in the 1H NMR spectrum of solid CaSO4·
H2O. The Pake doublet is composed of two subspectra resulting from the α and β spin states
of the coupled nucleus.
related to the half width at half maximum δ, is the second moment M2. For heteronuclear
coupled spins, it has been calculated through the Van Vleck formula [107]:
M2 I←S =
1
3
γ2Iγ
2
S}2S(S + 1)
1
N
∑
j,k
(1− 3 cos2 θj,k)2
r6j,k
, (40)
which, in the case of homonuclear coupling, becomes
M2 homonuclear =
3
4
γ4}2I(I + 1)
1
N
∑
j,k
(1− 3 cos2 θj,k)2
r6j,k
. (41)
The second moment M2 = ∆2 of a normalized Gaussian function,
f(ω) =
1
∆
√
2pi
e
(
−(ω−ω0)2
2∆2
)
, (42)
is related to δ through the formula:
δ = ∆
√
2 log 2 ∼ 1.18∆. (43)
Thus, the second moment, calculated through the reported relations, can be easily compared
with the experimental width of the NMR spectrum. In static conditions, the equations 40
and 41 can be further simplified: performing the powder average of the term (1−3 cos2 θj,k)2
(assuming the powder sample made of crystallites of random orientations), one obtains:
M2 I←S =
4
15
γ2Iγ
2
S}2S(S + 1)
∑
k
1
r6j,k
, (44)
and
M2 homonuclear =
3
5
γ4}2I(I + 1)
∑
k
1
r6j,k
. (45)
In summary, the previous discussion shows as, in presence of a rigid lattice, the second moment
calculation only requires the knowledge of internuclear distances, which is provided directly
from the crystal structure. It is worth noticing, however, that the extension of this model
to the case of isotropic rotation of molecules is possible, even if it is not so straightforward.
A calculation of the inter-molecular dipolar broadening performed in motional narrowing
conditions will be described in the paragraph 3.1.5.
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2.1.6.5 J-coupling
The j-coupling interaction, alias scalar coupling, is essentially due to the interaction between
nuclei and the electrons in orbitals very close to the nucleus itself. As shown in figure 19 the
interaction, mediated via the electron bonds, determines a spin-spin indirect coupling also
between nuclear spins quite far one to each other, if they are connected with one or a few
chemical bonds.
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Figure 19: Pictorial representation of the scalar coupling between two nuclei (A,B), medi-
ated through a single electron orbital: the Pauli exclusion principle determines the anti-parallel
orientation of the nuclear spins
Two NMR active nuclei can, indeed, also interact indirectly with each other via electrons.
Quantum mechanically, the scalar coupling can be subdivided into distinct components, but
the most important contribution to the scalar coupling is the Fermi contact term. This term
relies on the probability of finding an electron at the site of the two coupled nuclei. With
this term, it is therefore expected that s orbitals will play a very significant role since their
wavefunctions are the only ones that do not have nodes at the nuclear sites. Therefore s-like
electrons are commonly considered as the only ones contributing in a significant way to this
interaction.
Nevertheless, the nature of hyperfine spin-spin interaction between nuclei and electrons is
dipolar, thus intrinsically anisotropic, consequently there are also anisotropic contributions
to the j-coupling, which, however, are usually neglected in NMR measurements probing this
interaction. J-coupling is usually present in high resolution NMR experiments where its
Figure 20: J-coupling patterns arising from chemical shift equivalent nuclear spins. Based on
the number of neighbour spins interacting, the Pascal triangle determines the peaks composition
of the final spectra. The numbers inside the cells represent the relative intensities of the peaks.
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dominating isotropic term yields characteristic features in the spectra.
Scalar coupling is responsible for the splitting of NMR lines relative to groupings of chemical
shift equivalent nuclei. The peaks pattern arising from this effect is centered on the chemical
shift value; it is composed by a variable number of peaks, which depends on the number
of neighbour spins following the Pascal’s triangle diagram reported in figure 20, where the
numbers in the cells represent the relative intensities of the peaks.
2.1.6.6 Quadrupolar interaction
The quadrupolar interaction is the only relevant contribution to the total Hamiltonian of a
nuclear spin system with an electric origin. All the different coupling channels discussed up
to now arise from magnetic properties of the nuclei; in particular from the magnetic dipo-
lar moment, while the quadrupolar interaction describes the coupling between the nuclear
quadrupole moment and the electric field gradient at the nuclear site. It is non-zero only for
nuclei with I > 1/2 and it is generally dominant (apart from the external Zeeman interac-
tion). It can be shown that quadrupolar moment vanishes exactly for I = 1/2 considering in
more detail the multipole series expansion for an electric charge distribution. The nucleus has
charge, but not dipole moment since its charge is all positive. The electric quadrupolar term,
thus, is the first non-zero contribution of the series: an ellipsoidal charge distribution (generic
nuclear charge) can be represented by a spherical distribution plus a quadrupole; it follows
that a spherically symmetric charge has no quadrupole moment. Indeed the physical inter-
pretation of the quadrupolar moment is related to the symmetry of the charge distribution:
this is the reason why it vanishes in spin 1/2 nuclei (see paragraph 2.1). The quadrupolar
Hamiltonian can be written as usual, in the tensorial compact form:
HQ =
N∑
k=1
Ik ·Qk · Ik, where Qk = eQk2Ik(2Ik − 1)}Vk (46)
where Ik is the spin of nucleus k, Qk is its quadrupole coupling tensor, Vk is the electric
field gradient tensor at the site of nucleus k and e is the modulus of the electron charge. The
tensor Qk is traceless: we can guess it from electrodynamics, considering the Laplace equation
∇2V = 0 (being V the electric potential): it imposes a severe condition on the electric field
gradient. In terms of the principal axis components of the tensor Vk, the Laplace equation
assumes, indeed, the form:
Vk xx + Vk yy + Vk zz = 0, (47)
which means exactly Tr{Vk} = 0.
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2.1.7 NMR apparatus
The block diagram of a typical NMR apparatus is shown in figure 21; it includes the following
elements.
• NMR spectrometer.
The NMR spectrometer includes the electronics necessary to control pulses, delays and
other instrumental parameters (attenuation, phase, etc.), such as complicated pulse
sequences for specific experiments can be performed operating directly in the spec-
trometer computer interface which usually provides a pulse programmer routine.
Such a complex instrument performs both the transmission and the signal acquisition.
Figure 21 outlines these operation steps (transmission and acquisition) in two different
blocks: a brief description of each block is provided in the next lines.
Transmission. The radio-frequency generator produces a sine wave of the desired fre-
quency; the pulse programmer sets the width operating on the gate, and in some cases
the shape of the RF pulses. The RF amplifier increases the pulses power from milliwatts
to tens or hundreds of watts. Afterward the amplified signal sees a decoupling circuit
Figure 21: Block diagram of a typical NMR apparatus
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where it is redirected through the NMR probe without significant intensity decrease
due to reflections. The coupled diodes represent a short circuit for the high-power sig-
nal, thus since the length of the coaxial cable between the two sets of coupled diodes
corresponds to 1/4 λ (λ being the signal wavelength) a stationary wave arises in the
cable having maximum intensity in the point P, connected to the probe.
Acquisition. As a consequence of the excitation, in addition to the nuclear response,
other spurious signals are generated in the probe. The mechanical response of the coil is
partially responsible, for the persistence of the excitation signal in the first microseconds
of the acquisition time, despite the proper instrumental dead time is accounted before
starting to acquire. This effect is addressed to as “ringing” in the NMR language and
must be excluded from the resulting spectrum by further increasing, if necessary, the
time delay before the acquisition starts. On the contrary the induced nuclear response
is a very weak signal which does not exceed the voltage threshold of the diodes. This is
why the decoupling circuit during the reception time works in a different way than in
transmission: the diode pairs, in this case, behave like open circuits, so that the signal
can not go back to the transmission stage, but only to the sample circuit.
After the proper impedance matching is carried out by the preamplifier, the signal
ν undergoes a complex acquisition procedure, called the quadrature detection, where
it is mixed with a reference signal ν0 having the same frequency, (since it originates
from the same oscillator) yielding a consistent lowering of the signal frequency which
allows a proper sampling. The quadrature detector is a device which separates out
the Mx and My signals from the whole signal induced in the sample coil. For this
reason it can be thought of as a laboratory to rotating reference frame converter. The
heart of a quadrature detector is a doubly balanced mixer. It has two inputs and one
output. If the input signals are cos(A) and cos(B), the output will be 12 cos(A + B)
and 12cos(A−B). For this reason the device is often called a product detector since the
product of cos(A) and cos(B) is the output. The quadrature detector typically contains
two doubly balanced mixers and a 90◦ phase shifter: from the input frequencies ν and
ν0 the so called real ad imaginary parts of the acquired free induction decay come out.
These represent the components of the transverse magnetization Mx and My.
• NMR probe: the sample circuit.
The basic circuit of NMR probes is represented in figure 22: the variable coil provides
the impedance matching between the circuit and the external components. After the
impedance is adjusted the resonance frequency can be regulated tuning the variable
capacitor.
The probe circuit is essentially a modified RLC circuit including an extra variable
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Figure 22: Basic circuit of an NMR probe
inductance as represented in figure 22. Actually experimental complications arise, as
the tuning and matching parameters are related; all the circuit components influence
each other and we can not treat the system as if it were a simple RLC circuit.
• Superconducting magnet.
The principal feature of the superconducting magnets is the stability of the magnetic
field in the persistent mode operation. In the superconducting circuit the time constant
(L/R) tends to infinity, because R tends to zero, thus the magnet remains stable for
days or even months at a nearly constant field. This characteristic assumes a great
importance if signal averaging must be performed over an extended period of time as
in NMR experiments involving nuclei with very low sensitivity (like 13C).
Nowadays different types of superconducting magnets are available: for applications
in research institutes working with high-resolution or solid state NMR, magnets with
vertical geometry are required (see figure 23); on the contrary magnetic imaging ap-
plications require magnets with horizontal geometry; the liquid helium is, however, a
common element in the NMR magnets, which may reach fields up to 20 T. Indeed,
the whole production of superconducting magnets, nowadays, makes use of low tem-
perature superconductors (LTS) for the built up of the inner coil: this is essentially
due to the mechanical properties of these materials, which are much more suitable for
the industrial production of wires and filaments with respect to the high temperature
superconductors (HTS). HTS lack of the necessary mechanical resistance, and, conse-
quently could not resist to the mechanical stress induced by the high magnetic fields on
the superconducting coil. Most superconducting magnets are wound using conductors
which are comprised of many fine filaments of a niobium-titanium (NbTi) or niobiun-tin
(Nb3Sn) alloy embedded in a copper matrix for safety reasons: in case of quench the coil
energy is mainly absorbed by the copper matrix yielding a controlled heating. These
conductors have largely replaced the single filament conductors since the linearity of
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Figure 23: NMR magnet
the magnetic field and the magnet current result greatly improved. Another advantage
of these conductors is the more rapid rate at which the magnet can be charged and
discharged, typically a few minutes for most laboratory size magnets. A typical super-
conducting magnet for high-resolution and solid state NMR applications is shown in
figure 23.
The instrumentation used in the NMR laboratory of the physics department (Parma Univer-
sity) include mainly the following equipment:
• Stelar e Tecmag spectrometers, used in the frequency range 25÷95 MHz for 13C and
75As, and up to 180 MHz for 19F.
• Superconducting magnets Oxford Instruments, 200 Mhz, and Cryomagnetics, 9 T.
• Oxford cryostat CF 1200
• Home-made cryogenic NMR probe suitable for the Oxford cryostat CF 1200.
NMR measurements were performed as well in the Centro Interfacolta` Misure (CIM) of the
University of Parma, with the following NMR instruments:
• Bruker spectrometer AMX 400 equipped with a high resolution probe (< 1ppm) for the
superconducting magnet Oxford (400 MHz, 9.5 T).
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2.2 SQUID magnetometry
Superconducting Quantum Interference Devices (SQUID) are very sensitive magnetometers
used to measure extremely small magnetic fields even lower than 1 pT. The DC SQUID was
invented in 1964 by Robert Jaklevic, John Lambe, Arnold Silver, and James Mercereau of
Ford Research Labs after B. D. Josephson postulated the Josephson effect in 1962 [56,57] and
the first Josephson junction was made by John Rowell and Philip Anderson at Bell Labs in
1963. In the electronic properties of the Josephson junction lies, indeed, the working principle
of a SQUID; a brief description of such properties will be given in the following.
A Josephson junction is a piece of superconducting material “interrupted” by a thin insu-
lating slab, so thin that it lets the superconductor charge carriers (the Cooper pairs) tunnel
across the junction (figure 24)
Figure 24: Josephson junction scheme.
In the superconducting state the charge carriers are bosons, thus, the ensemble of particles
can be described with the same quantistic wavefunction which may be written in the complex
form ψ = ψ0 eiθ, being ψ0 and θ the magnitude and the phase. If the two superconducting
regions were in contact the phase value would be the same, while in the Josephson junction
the thin insulating slab allows the formation of a phase link between the superconductive
regions because a finite tunneling probability is granted by a residual overlap of the wave-
functions (see figure 25b).
This well-defined relation among the phase values is called a weak link between two super-
conductors. The phase difference between the two superconducting elements is related to the
number of tunneling particles, and hence to the current density J across the junction:
J = J0 sin(δ0), δ0 = θ1 − θ2, (48)
where θ1 and θ2 are the phase values of the two superconductors. On the other hand, the
voltage across the junction can be calculated as
V =
~
2e
dδ0
dt
. (49)
A SQUID consists in a superconducting ring (see figure 25a) interrupted by two Josephson
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Figure 25: (a) Schematic illustration of a SQUID, consisting in a superconducting ring inter-
rupted by two Josephson junctions, a and b. The current I through the device is modulated by
the magnetic flux threading the loop area. (b) Variation of the superconducting wavefunction
in the vicinity of a Josephson junction. The exponential decay of ψ in the barrier is due to
tunneling of Cooper pairs.
junctions. Its working principle can be described in a few words: in the ring a bias current
is always present and a magnetic field concatenated with the superconducting loop yields a
different extra phase shift in the two tunnel junctions a and b (see figure 25a), according to
the equations
δa = δ0 +
e
~
Φ , δb = δ0 − e~Φ , (50)
thus, equation 48 assumes the form:
j = ja + jb = 2j0 cos(eΦ/~) sin δ0 . (51)
In particular the whole current-voltage characteristic of the SQUID depends on the external
flux, and the measured voltage turns out to be periodic itself with the external flux with the
periodicity of a single flux quantum Φ0 = h2e = 2 · 10−15 T m2 = 2 · 10−5 G mm2 [9].
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Figure 26: Fluxed Locked Loop (FLL) configuration for SQUID electronics
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Figure 27: A second order gradiometer pick-up coil is shown in the upper figure: the opposition
between the central and the external coils decouples the SQUID response from external fields.
The real pick-up coil scheme of a commercial SQUID is reproduced at the bottom.
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SQUIDs, thus, are commercially used as extremely sensitive magnetometers, capable of
detecting very small magnetic fields, such as those generated within the living body between
10−9 T to 10−6 T.
The voltage output of the SQUID loop is not directly measured, however: the configuration
called flux-locked-loop (FLL) (figure 26) is widely used in the commercially available SQUIDs
in order to reduce the noise and increase the sensitivity to the maximum levels. Moreover
another reason prompts to avoid a direct measure of the sample flux: external magnetic
fields are quite often applied in a typical SQUID measurement: their variation could strongly
interfere with the measurement itself. Thus the SQUID is generally isolated from the effect of
external fields and the magnetic flux variation is measured by a specifically designed pick-up
coil arranged in a second-order gradiometer configuration (see figure 27).
The flux variation induced by moving the sample through the pick-up coil can be evaluated
with the formula
ΦB =
µ0m
2
· R
2
(x2 +R2)3/2
, (52)
expressing the flux of the magnetic moment m having position x along the axis of a coil with
radius R. The induced voltage V turns out to be
V (x) ∝ µ0mR
2
2
4∑
i=1
[
(x+ di)2 +R2
]−3/2
, (53)
where di indicate the relative positions of the single coils in the gradiometer configuration.
The overall voltage signal is detected performing a scan over the precalibrated position range;
a typical curve is shown in figure 28.
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Figure 28: A typical SQUID signal
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2.3 X-ray Diffraction
The first method employed in X-ray crystallography is single-crystal X-ray diffraction (XRD).
It represents a powerful tool for the investigation of unknown crystalline materials, due to
the fact that x-rays possess a wavelength comparable with the typical atomic and molecular
distances (∼ 1 A˚) giving rise to the diffraction phenomena: the X-rays beam is reflected from
the atomic planes within the crystal structure, producing a pattern of spots called reflec-
tions. Each reflection corresponds to one set of evenly spaced atomic planes. The density of
electrons within the crystal is determined from the position and the intensity of the various
reflections observed as the crystal is gradually rotated in the X-ray beam; this density, to-
gether with other supplementary data, allows the atomic positions to be inferred.
On the contrary, for powder samples the extraction of the structural information results more
complicated. Polycrystalline materials are made up of a great number of tiny (µm to nm)
single crystals; Figure 29 shows the different diffraction patterns coming from a single crystal
and from a polycrystalline sample. The diffracted rays from a single crystal point to precise
directions each corresponding to a family of diffraction planes. The diffraction pattern from a
polycrystalline powder sample forms a series of diffraction cones, namely the Debye-Scherrer
cones, each corresponding to the reflection from the same family of crystalline planes in the
different powder grains.
Examples of these patterns formed by rings, are represented in figure 30.
In the last 2 decades, however, the development of very effective mathematical procedures
(Rietveld method) for the quantitative analysis of powder diffraction patterns determined
the rapid diffusion of this method which nowadays can be considered as one of the main
investigation techniques in material science.
The compounds studied in this thesis work where in polycrystalline form, due to the impos-
sibility, so far, in the synthesis phase, to produce single crystals. Hence powder diffraction
experiments and successive analyses were performed on the samples; however, to a first un-
derstanding of the x-ray diffraction technique, a brief overview of the basics of single crystal
Figure 1. Five major components in an XRD2 system, an area detector, an x-ray generator,
x-ray optics (monochromator and collimator), goniometer and sample stage, and
sample align ent and monitoring (laser/video) system.
Figure 2 shows the pattern of diffracted x-rays from a single crystal and from a polycrystalline
sample. The diffracted rays from a single crystal point to discrete directions each corresponding to
a family of diffraction planes (Figure 2a). The diffraction pattern from a polycrystalline (powder)
sample forms a series diffraction cones if large numb r of crystals oriented randomly in the space
are covered by the incident x-ray beam (Figure 2b). Each diffraction cone corresponds to the
diffraction from the same family of crystalline planes in all the participating grains. The diffraction
patterns from polycrystalline materials will be considered thereafter in the further discussion of the
theory and configuration of XRD2 systems. Polycrystalline materials here refer to single-phase,
multi-phase, bulk and thin film materials.
Figure 2. The patterns of diffracted x-rays: (a) from a single crystal and (b) from a
polycrystalline sample.
First, we compare the conventional x-ray diffraction (XRD) and two-dimensional x-ray diffraction
(XRD2). Figure 3 is a schematic of x-ray diffraction from a powder (polycrystalline) sample. For
simplicity, it shows only two diffraction cones, one represents forward diffraction (2θ 90°) and one
Copyright(c)JCPDS-International Centre for Diffraction D ta 2000,Advances in X-ray Analysis,Vol.43 274
Figure 29: The patterns of diffracted x-rays: (a) from a single crystal and (b) from a polycrys-
talline sample.
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diffraction will be presented.
2.3.1 X-ray scattering and interference
The scattering of a coherent x-rays beam by the atoms of a crystal lattice is determined by
two contributions:
• Thomson scattering which represents the coherent part,
• Compton scattering which, on the contrary, is intrinsically incoherent.
The coherent contribution of the scattered beam gives rise to the well known interference
effect which can be described, to a first approximation, by the Bragg’s law 2d sen(θ) = nλ.
From a classical point of view, the scattering process may be divided in two steps: firstly the
incoming radiation is absorbed by the electronic shells, and then re-emitted. The radiation
coming from the Thomson process is coherent, thus, it gives rise to the interference effect;
however, as reported above, in the scattering process there is also a non negligible contribution
from incoherent radiation, ascribed to the Compton process, where the wavelength of the
emergent radiation changes accordingly to the equation [40]:
∆λ(A˚) = 0.024(1− cos2θ) . (54)
The incoherent signal appears in the measurements as a diffuse background signal.
The detailed description of the interference between scattered waves has been provided in the
references [40,88]; here I summarize the results of the cinematic X-ray diffraction theory which
has been developed neglecting the multiple scattering events (weak scattering conditions)
with the aim to provide a method for extracting structural information from the data. The
integrated intensity of the Bragg scattering for a single crystal turns out to be
Isc (photons/sec.) = Φ0 r20 P |F (Q)|2N
λ3
Vc
1
sin2θ
(55)
where r20 P is the classical Thomson scattering term (r0 is the electron radius and P the
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polarization factor), F (Q) is the structure factor of the unit cell and Vc the unit cell volume
in the reciprocal space. The intensity, thus, provides direct information on the absolute value
of the structural factors.
2.3.2 X-ray powder diffraction
The general procedure identified in order to extract the crystallographic structure of new
materials from diffractions data is summarized in the following.
1. powder pattern indexing : the dimensions and the cell symmetry operations must be
identified to assign the proper set of Miller indexes to each reflection in the spectrum;
2. extraction of the measured intensity : this operation provides the information on the
structure factors;
3. implementation of a structural model for the unit cell : starting from the structural
factors many methods can be used to guess the disposition of the atoms in the unit
cell. Probably the newest approach to this problem consists in operating directly in the
direct space translating and rotating a fragment of the structure (supposed to be known
a priori) with Monte Carlo based techniques. The XRD data analysis whose results
will be presented in the section 3.1.2 was carried out with the simulated annealing
procedure, which performs the Monte Carlo calculation simulating alternatively the
motional dynamics in annealing and cooling conditions.
4. optimization of the model parameters: the parameters are optimized using routines
based on the Rietveld method.
The Rietveld method performs the optimization using simultaneously all the information
extracted from the diffraction pattern (including lineshapes): it involves a complicated least
squares calculation that only the recent advances in computer technologies allowed to be
easily executed with conventional personal computers.
The possible geometries in a x-ray powder diffraction experiment are essentially Bragg-
Brentano and Debye-Scherrer geometries . In the former case the experiment is performed
with reflection configuration, while the latter requires a transmission configuration; for a
detailed description see reference [88]. The XRD results which will be showed in the section
3 refer to experiments performed in Debye-Scherrer geometry, where the powders are stored
in a quartz capillary having diameter ∼ 0.7 mm.
Modern powder x-ray diffractometers consist of an x-ray source, a movable sample plat-
form, an x-ray detector (usually a scintillation detector), and the associated computer-
controlled electronics. The sample is positioned in the center of the goniometer while the
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Figure 30: Patterns of diffracted x-rays: different examples depending on the specimen nature.
Figure 1. Five major components in an XRD2 system, an area detector, an x-ray generator,
x-ray optics (monochromator and collimator), goniometer and sample stage, and
sample alignment and monitoring (laser/video) system.
Figure 2 shows the pattern of diffracted x-rays from a single crystal and from a polycrystalline
sample. The diffracted rays from a single crystal point to discrete directions each corresponding to
a family of diffraction planes (Figure 2a). The diffraction pattern from a polycrystalline (powder)
sample forms a series diffraction cones if large number of crystals oriented randomly in the space
are covered by the incident x-ray beam (Figure 2b). Each diffraction cone corresponds to the
diffraction from the same family of crystalline planes in all the participating grains. The diffraction
patterns from polycrystalline materials will be considered thereafter in the further discussion of the
theory and configuration of XRD2 systems. Polycrystalline materials here refer to single-phase,
multi-phase, bulk and thin film materials.
Figure 2. The patterns of diffracted x-rays: (a) from a single crystal and (b) from a
polycrystalline sample.
First, we compare the conventional x-ray diffraction (XRD) and two-dimensional x-ray diffraction
(XRD2). Figure 3 is a schematic of x-ray diffraction from a powder (polycrystalline) sample. For
simplicity, it shows only two diffraction cones, one represents forward diffraction (2θ 90°) and one
Copyright(c)JCPDS-International Centre for Diffraction Data 2000,Advances in X-ray Analysis,Vol.43 274
Figure 31: Five major comp nents in an XRD system, an area detector, an x-r y generator,
x-ray optics (monochromator and collimator), goniometer and sample stage, sample alignment
and monitoring (laser/video) system.
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sample holder spins slowly during the experiment to improve the homogeneity of the powder
scattering. The x-ray source is a Cu or Mo anode.
2.4 µSR technique
The acronym µSR assumes different meanings, muon spin Rotation, relaxation or resonance,
depending on the types of experiment performed.
Although analogous, in principle [28], to other spectroscopic techniques, widely used in solid
state physics like NMR and EPR (electron paramagnetic resonance), µSR must be performed
in a large scale scientific facility (PSI and ISIS in Europe) because the microscopic probes
used to investigate the electromagnetic interactions in the materials are muons (rather than
nuclei or electrons).
µSR measurements provide information on the distribution of internal fields, and consequently
used to investigate magnetism and superconductivity. Because of their high magnetic mo-
ment, about 4.5 · 10−26 J/T, the muons are sensitive to extremely small magnetic fields,
up to 10−5 T. Moreover, since in principle the muons implantation takes place randomly in
the sample, the signal amplitude in the spectrum turns out to be proportional to the volume
fraction; this technique is therefore very useful in the study of multiphasic or partially ordered
samples.
The muons were discovered firstly in 1933 by P. Kunze: in a Wilson chamber he observed
the path related to such a new ionizing particle having electric charge (+1,-1) and lifetime of
2.2 µs. It turned out that muons may reach the earth surface thanks only to the relativistic
time delation. The discovery of Kunze represented thus the first experimental proof of the
special relativity predictions. Afterward the particle mass was precisely determined as mµ =
205 me and it was pointed out that pion decay was the principal mechanism responsible for
the muons production:
pi− → µ− + ν¯µ , (56)
pi+ → µ+ + νµ . (57)
The weak nuclear interaction leads the pion decay, thus a parity violation takes place, yielding
the emerging muons to have negative helicity, e = −1 (by defining e = p · S where p is the
momentum of the muon and S its spin).
The muons polarization is therefore fixed by the pion decay;
The µSR measurements which will be shown in this thesis work were performed at the
ISIS facility, Rutherford Appleton Laboratory, Chilton (Oxford), UK. Here The muons are
produced by colliding the ISIS proton beam on a 10 mm thick carbon target 20 m upstream
of the neutron target. Collisions produce pions which decay with a mean lifetime of 26 ns
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into muons. Thanks to the pion decay the muon beam is fully polarized, and this polarization
is maintained as the beam is transported to the muon spectrometers. The muon target uses
only 2-3% of the proton beam, thus, muons can be considered as a secondary product, since
almost the whole beam is dedicated to the neutrons production.
In µSR experiments positive muons only are selected and implanted in the samples, since
the negative ones may undergo a nuclear capture, which yields not negligible effects in case
nuclei with high atomic number are involved.
After the beam of 100% polarized muons is implanted in a sample, the information on
the muon spin precessions and relaxations is indirectly provided by the angular distribution
of positrons emitted in the following weak decay
µ+ → e+ + νµ + ν¯e . (58)
Due to the parity violation, the emitted positrons are distributed about the muon spin di-
rection according to the probability function
W (θ) = 1 + a cos θ, (59)
where θ is the angle between the muon spin and the direction of the positron emission. The
factor a, known as the asymmetry factor, increases monotonically with the positron energy
up to a value a = 1 (see figure 32) for the maximum energy of 52.83 MeV.
muon spin
µ+
e+
53 MeV
e+
26 MeV
Figure 32: Muon decay: the figure shows the angular distribution of positrons from positively
charged muons for various positron energies. Maximum energy ∼53 MeV.
The positrons are collected by two banks of detectors arranged respectively in forward
and backward positions, so that the asymmetry factor may be inferred from a further analysis
of the positrons counts. Of course the measured asymmetry does not represent exactly the
parameter a, since empirical factors like the detector sensitivity and the experimental geom-
etry influence the measurement prompting for the identification of the asymmetry through
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Figure 33: Arrangement of the muon detectors for LF and ZF µSR experiments. Adapted
from [29].
the empirical factor A. The evolution of the muon spin polarization is finally described by
the difference between forward and backward counts, after the separate summation over the
detector banks is performed.
The two most common experimental configurations used in µSR experiments are the
transfer field geometry (TF ) and the longitudinal field geometry (LF or ZF if the magnetic
field is set to zero). In the former a constant magnetic field is applied in a direction perpendic-
ular to the muon spin polarization, in the latter, on the contrary, it is applied along the same
direction of the muon spin. The measurements performed on the lithium phthalocyanines
which will be discussed in the paragraph 3.2.1 were performed in zero field LF geometry,
with the aim to observe the muons precessions induced by the internal fields. TF measure-
ments were used only for calibration procedures, which will not be described here (see the
references [14,105]); in the next paragraph a brief description of the typical µSR experiment
in LF geometry will be provided.
2.4.1 Longitudinal field (LF ) and zero field (ZF ) µSR: Muon Spin Relax-
ation
In LF or ZF geometry, the positrons counts in the detectors B (backward) and F (forward)
(figure 33) are expressed by the relation
Ni(t) = Noie
− t
τµ [1 +AG(t) cos θi] i = F,B (60)
where θ=0 corresponds to NB(t) and θ = pi to NF (t). AG(t) represents the so called de-
cay asymmetry P or longitudinal polarization: this is the physical quantity which provides
information on the sample intrinsic behaviour. Equation 60 is derived from 59 where the
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asymmetry parameter a has been substituted by AG(t). A is the empirical asymmetry factor
and G(t) represents the complex time evolution resulting from the interaction between the
muon and the magnetic fields surrounding it (external + internal field in LF , while only
internal in ZF measurements). Since the terms NB(t), NF (t) have been calculated from the
collected data, the longitudinal polarization P turns out to be:
P (t) =
NF (t)− αNB(t)
NF (t) + αNB(t)
= AG(t) (61)
where α is an empirical geometrical parameter related to the position of the sample: it can
be inferred from a calibration measure performed in TF configuration. It is, in principle,
necessary to plan a calibration run every time the sample holder position is slightly modified
(e.g. in case of sample substitution, etc.)
In conclusion, for the sake of completeness, a few examples of muon relaxation functions
will be described.
When the muon is implanted in the sample, it can either behave as a free particle in an
equilibrium condition surrounded by static fields, it can sense fluctuations in the local fields
or “jump” among different positions or, finally, interact with an electron forming a bound
state called muonium [70]. In the former case, the muon sees as a local magnetic field the sum
of the external field and the dipolar fields generated by the neighbouring magnetic moments of
electrons or nuclei. In ZF conditions the dipolar fields are randomly oriented: this is usually
taken into account with a Gaussian fields distribution or, in the approximation of a dilute
spin system, with a Lorentzian distribution. The resulting polarization can be calculated as
the well known Gaussian or Lorentzian Kubo-Toyabe functions:
P(t) =
1
3
+
2
3
(
1− σ2t2) e−σ2t2/2 (62)
or
P(t) =
1
3
+
2
3
(1− λt) e−∆t/2 (63)
where σ and λ describe the width of the distribution function for the local field at the muon
site. Roughly speaking the Kubo-Toyabe functional form can be justified from the following
considerations based on the 3 spatial directions: in a powder sample 1/3 of the muons feels
a magnetic field parallel to the initial polarization direction, while 2/3 will precess initially
and, thus, start dephasing progressively yielding the decay of the corresponding signal. A
much more complicated situation arises if the muons jump between different positions or if
static muons sense fluctuations in the local fields. From complex calculations the longitudi-
nal polarization function turned out to be Lorentzian in the strong collision approximation
(extreme motional narrowing conditions in NMR language).
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Figure 34: Asymmetry oscillations in an antiferromagnet: ZF µSR spectrum observed in an
antiferromagnet, CaV3O7, at T = 2 K. The asymmetry evolution results from the presence of
two precessing frequencies while 1/3 of the muons shows a non precessing asymmetry. Adapted
from [105].
In summary from the previous considerations the expected longitudinal polarization for
a magnetically ordered system can be inferred: in the case of an antiferromagnet the bulk
magnetometry can only observe the overall magnetization, which is expected to be extremely
small because of the competition between two magnetic lattices in antiparallel orientation.
In such a condition ZF − µSR experiments are extremely useful, since µSR acts as a direct
probe of the local microscopic field: the muons fraction (2/3) with polarization perpendicular
to the direction of the magnetic lattices precess with a unique frequency yielding a finite
damped oscillation to appear (figure 34). The remaining (1/3), on the contrary feels a
longitudinal field contributing, thus, with a constant component.
Chapter 3
Results and Discussion
In this section the results obtained using the characterization techniques previously described
in order to investigate the fullerenium salts and the lithium phthalocyanines will be reported.
3.1 The Fullerenium salt C60(AsF6)2
The synthesis reaction described in the paragraph 1.3.1 [85] yielded the formation of a new C60
phase with a crystallographic structure completely different from the structure of pristine C60:
it appeared immediately evident, from preliminary laboratory XRD measurements performed
with the BRUKER AXS diffractometer of the physics department.
Figure 35: laboratory XRD on C60(AsF6)2: the new phase (red solid line) shows a strong
symmetry loss in comparison with the cubic structure of pristine C60 (black dashed line). No
unreacted C60 was found.
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The absence of reflections corresponding to unreacted C60, in the XRD spectrum, is a
clear indication of the good efficiency of the reaction (see figure 35).
However, the strong deviation from the cubic symmetry caused much more difficulties in
indexing the unit cell of this structure. Figure 35 shows the laboratory XRD spectrum of the
new phase: an unresolved group of peaks is evident in the region between the values 17◦−23◦
of the scattering angle 2θ.
The diffraction pattern of this new C60 phase was tentatively indexed with the semi-exhaustive
method proposed by Werner, Eriksson and Westdahld [109] where a permutation of the Miller
indexes through a trial and error routine is performed. Different cells (cubic, tetragonal, or-
thorhombic, etc.) are used in order to find the best match between the calculated and
observed reflections, starting from those with higher intensity. It is one of the most efficient
methods of powder pattern indexing available and implemented, nowadays, in various soft-
ware suite, such as Materials Studio (Accelrys software). Afterward, with the Le Bail analysis
a preliminary fit of the diffraction pattern was achieved: it takes into account the cell and
the profile parameters and provides the knowledge of the space group through the extracted
intensities. If the unit cell has been properly identified each reflection in the XRD pattern
must be fitted in the Le Bail analysis. In our case, on the contrary, the indexed orthorhombic
cell (a = 9.95 A˚, b = 8.95 A˚, c = 16.2 A˚) did not reproduce all the peaks in the diffraction
pattern: the necessity of a more detailed analysis with synchrotron light X-Ray diffraction
appeared unavoidable in order to identify the crystal structure of the new compound.
Moreover, in parallel to the synchrotron light diffraction experiment, our efforts have been
devoted to the measurement of the compound density. As reported in the paragraph 2.3.2
the extraction of the structural data from a powder diffraction pattern requires, after the
unit cell indexing and the assignment of the proper space group with the Le Bail analysis,
an implementation of a preliminary structural model for the unit cell which, in this case, has
been provided by the simulated annealing procedure. The knowledge about the density of
the compound, providing information on the proper stoichiometry in the unit cell, represents
an important input parameter for the simulated annealing as well as a check for the con-
sistency of the results. The density measurement performed on our powder samples will be
described in the next paragraph, whereas the results of the synchrotron data XRD analysis
will be presented in the paragraph 3.1.2. To a first sight however, the strong lowering of the
symmetry from the cubic pristine C60 seems to be compatible with the polymerization of the
fullerene units. Similar indication was given by 13C NMR measurements at low temperature
(80 K) where all the rotational C60 dynamics are frozen: in these conditions the anisotropic
interactions contribution is no more averaged to zero by the motional narrowing, thus, the
characteristic lineshape can be observed. The detailed analysis of the NMR spectra will be
shown in the paragraph 3.1.3, as a confirmation of the structure identification; however it
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was immediately possible to identify, to a first sight, that the lineshape was formed by two
contribution:
• the chemical shift tensor relative to the sp2 carbon atoms of the C60-cage;
• an extra peak which can be ascribed to the presence of sp3 hybridized carbons, as it is
expected to observe in polymerized C60 systems, where the C60 molecule is distorted
in correspondence to the carbon atoms involved in the polymer bonds.
3.1.1 Powder density determination: gas pycnometry
In this paragraph the experimental density measurement of the fullerenium salt C60(AsF6)2 in
powder samples is reported. The knowledge of the density represents an important parameter
for structural investigation of new materials.
The comparison between the experimental information and the theoretical one (coming from
the preliminary Le Bail analysis of synchrotron X-ray data) represents a further input for the
simulating annealing routine, as well as a consistency check for the final refined structure.
Unfortunately the evaluation of the density in our powder samples is not straightforward:
the many empirical methods commonly used to evaluate the powders volume can not be
used in this case. They are based on extremely rough approximations which do not take
into account the powders peculiarities; on the contrary many empirical factors influence the
apparent volume of powders, such as the electrostatic properties.
Moreover, the impossibility to perform the volume measurements with the conventional liquid
pycnometers (widely used in chemistry laboratories to evaluate the density of liquid samples)
prompted us for the implementation of a home-made gas pycnometer.
The gas pycnometry is based on the Boyle-Mariotte’s law, which lies in the direct appli-
cation of the ideal gas law when temperature remains constant. A gas pycnometer operates
by detecting the pressure change resulting from displacement of gas by a solid object, as well
as by a powder. Figure 36 helps to explain the technique. A sample of known mass is loaded
into a chamber of known volume (Vs) that is connected by a closed valve to a gas reservoir,
also of known volume (Vr), at a higher pressure (Pr) than the chamber (Ps). After the valve
is opened, the final pressure in the system (Psys) allows the unknown sample volume (Vx) to
be determined by application of the ideal gas law, PV = nRT.
Assume the system is maintained at a constant temperature T and there is no net loss or
gain of gas, that is, the number of gas molecules n is constant throughout the experiment.
when the valve is opened the pressure in the reference volume will fall and the pressure in the
sample chamber will rise. The larger the volume of the unknown sample, the higher will be
the final system pressure, while the initial pressure of the reference chamber represents the
upper limit the pycnometer can reach in the case 100% of the volume of the sample chamber
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is filled by the powder. Mathematically, the initial condition (36a) is
Ps(Vs − Vx) + PrVr = nRT , (64)
where R is the gas constant.
After the valve is opened (36b), the condition changes to
Psys(Vs + Vr − Vx) = nRT . (65)
This leads to the expression
Ps(V s− V x) + PrVr = Psys(Vs + Vr − V x) , (66)
which can be solved in terms of the unknown quantity Vx,
Vx =
(PsysV s+ PsysV r − PsVs − PrVr)
(Psys − Ps) . (67)
The accuracy of the method lies mainly in the precise determination of the known volumes
(Vs and Vr) and, if necessary, in the calibration of the pressure sensor; moreover both the
pycnometer main body material and the analysis gas must be moisture free, as well as the
sample. If there are volatile substances within the powder, their partial pressures and cause
error and instability. After tuning properly all these parameters, the residual contribution of
the instrument to error is confined to leaks and temperature gradients.
Our home-made pycnometer is shown in figure 37; in this case, although the typically used
gas is helium, it is designed for operating in the controlled argon atmosphere of our MBRAUN
glove box: the air sensitivity of the fullerene compounds makes unavoidable to perform the
sample manipulation in controlled atmosphere with moisture and oxygen concentration less
than 1 ppm. The instrument works after the complete evacuation of the sample chamber, so
that the pressure Ps tends to 0 and the equation 67 becomes
Vx =
(PsysV s+ PsysV r − PrVr)
Psys
. (68)
Figure 36: Operation of a precalibrated gas pycnometer.
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Figure 37: Home-made pycnometer
To reach the optimal working conditions a preliminary evacuation time period is necessary in
order to avoid instabilities due to outgassing. The pressure sensor is a signal conditioned high
precision trasducer which perform absolute measurements in the range 0-1000 mBar (BSDX
series, Sensortechnics). Thanks to its reduced physical dimensions (16.6× 16.9 mm), it is
applied directly on the external pipe holder; in particular the conic tip is sealed inside the
pycnometer body and it is connected to the sample space through a hole with diameter of
1mm. Similar holes provide vacuum and gas flow: depending on the position of the rotating
cylinder, the sample chamber may be connected with the pressure sensor (to perform the
measurement), with the vacuum pump or the external argon atmosphere. The reference
chamber is the internal volume of the pressure sensor itself (∼200 mm3).
The density measurement of the C60(AsF6)2 samples was performed on 97.8 mg of pow-
der, corresponding to a volume of ∼39 mm3, yielding a density equal to 2.3 ± 0.1 g/cm3.
Although, in order to increase the measurement accuracy, the sample chamber was designed
to measure even higher volumes (more than 100 mm3, being the reservoir volume ∼ 200
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mm3), the apparent extremely large powder volume hindered the manipulation procedure.
The experimental density value found is, eventually, considerably higher than the well known
density of the pristine C60 (1.65 g/cm3): this fact is consistent with the presence of heavy
atoms, like arsenic, in the crystal structure. The measured value (2.3 ± 0.05 g/cm3) can be
considered as a higher limit for the real density since the incidental presence of micro leaks
(as well as adsorption phenomena) yields a systematic overestimation of the density values.
3.1.2 Structural investigation: synchrotron powder diffraction
The X-ray powder diffraction experiments were performed at ESRF (European Synchrotron
Radiation Facility, Grenoble, Fr.) in the beamline ID31. Thanks to the high resolution of the
diffractometer it was possible to resolve the peaks in the central region of the spectra (see
figure 38). Then, the structural study started from the indexing of the powder reflections
extracted from the data collected at room temperature: the Le Bail pattern decomposition
provided the cell parameters a = 32.050(2) A˚, b = 10.4469(5) A˚, c = 9.9913(8) A˚ (orthorhom-
bic cell with space group Imma).
The peaks intensities, which are directly related to the disposition of the molecules in the
unit cell, in this case, are mainly influenced by the C60 positions; thus, starting from a frag-
ment of the structure (four fullerenes in the unit cell), the simulated annealing (see paragraph
2.3.2) found out the arrangement of fullerenes. The C60 molecules showed an extremely short
distance between the closest buckyballs ∼ 9 A˚ (see figure 39a), which, certainly, suggest the
Figure 38: Synchrotron powder diffraction on C60(AsF6)2.
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Figure 39: a) C60 molecules arrangement in C60(AsF6)2. Polymerization is strongly encouraged
by the extremely short distance between the closest buckyballs ∼ 9 A˚; for the first time in the
C60 compounds a zigzag arrangement of the fullerene units is observed. b) Polymerization
occurs throughout the couple of double bonds forming angles of 72 degrees on the C60 cage.
structure polymerization. Moreover, to a first sight, it was not so straightforward how the
polymerization could take place: surprisingly the fullerene units form a zigzag arrangement
where the angle between closest buckyballs turns out to be ∼ 72◦(figure 39a). Indeed, taking
a closer look to the fullerene molecule, we noticed that the same angle appears between a
couple of so called double bonds on the C60 cage (see figure 39b).
This observation indicates that the polymerization occurs in the form of [2+2]-cycloaddition
along the identified direction of the double bonds: C60 molecules are connected by double
bonds and display a zigzag arrangement in separated chains. It is, by all means, a unique
feature which has never been observed so far, in the family of the C60 polymers.
3.1.3 Structural investigation: low temperature 13C NMR
Nuclear magnetic resonance is an important tool, helping the structural investigation of
new materials: it provides information both on molecular dynamics, as it will be widely
discussed in the paragraph 3.1.5, both on the structure itself, being sensitive to the electronic
background of the NMR nuclei. In the case of the 13C nucleus (having zero quadrupolar
moment), structural informations are mainly provided by the chemical shift tensor, because
it represents the direct shielding effect of the valence electrons to the coupling between the
nuclear spins and the external magnetic field.
In particular the C60 chemical shift tensor parameters (see paragraph 2.1.6.2) are σ11 =
33 ppm, σ22 = 182 ppm, σ33 = 213 ppm [104] which result in σiso = 143 ppm, σaniso = 70 ppm
and ηCS = 0.28, where σiso, σaniso and ηCS are respectively the isotropic chemical shift,
the anisotropic chemical shift and the asymmetry of the chemical shift, defined in equation
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Figure 40: 13C NMR on C60(AsF6)2 at 80 K.
30. In the A3C60 fullerides the motional narrowing of the molecules at room temperature
average to zero the anisotropic features of the C60 chemical shift. Upon cooling the molecular
dynamics blocks so that at temperature below 80 K it is possible to observe, with 13C NMR
experiments, the anisotropic lineshape due to the chemical shift tensor.
Since the icosahedral symmetry of the C60 molecule is preserved in the fullerides, thanks
to the molecular nature of the solid, all the carbon atoms display the same chemical shift
tensor: they are chemically equivalent. On the contrary, in the C60 polymers the fullerene
units are blocked even at room temperature because of the constraints fixed by the bonds:
moreover the distortion of the buckyballs induced by the polymerization, breaks the chemical
equivalence of the carbon atoms. A slight modification of the chemical shift tensor is expected
for the sp2 atoms in the distorted C60 cage, while the sp3 hybridized carbons involved in the
polymer bonds are expected to display a chemical shift tensor completely different from
the one of the carbons in pristine C60. In particular the sp3 anisotropy is expected to be
negligible with respect the anisotropy of sp2 carbon atoms [78]. With the aim to measure the
modified chemical shift tensor of the sp2 carbons in the cation C2+60 as well as to identify the
contribution coming from the sp3 hybridized carbons, 13C NMR measurements have been
performed.
The strong signal enhancement at low temperature, due to the Boltzmann factor, prompted
us to perform the 13C NMR experiments at 80 K with the aim both to better acquire the weak
carbon signal (natural 13C abundance ∼1%), and to freeze the possible residual dynamics.
The anisotropic lineshape at 80 K showed features typically observed in the C60 polymer-
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ized phases [78]; it was fitted taking into account three contributions:
1. the chemical shift tensor relative to the sp2 carbon atoms of the C60-cage;
2. a Gaussian peak relative to sp3 hybridized carbons, as it is expected to observe in
polymerized C60 systems, where the C60 molecule is distorted in correspondence to the
carbon atoms involved in the polymeric bonds;
3. unreacted C60 at about 143 ppm.
The contribution of the third term is negligible (see figure 40); the fitted tensor parameters
are σ11 = 67.6± 0.7 ppm, σ22 = 195± 2 ppm, σ33 = 213± 2 ppm, thus, σiso = 158.9± 2 ppm,
σaniso = 54.2± 3 ppm and ηCS = 0.194± 0.002.
Based on the isotropic chemical shift, together with the chemical shift anisotropy, it is
possible to easily distinguish sp2 carbons from sp3 carbons. Thanks to the much smaller
anisotropic part of the sp3 shift tensor with respect to the sp2 anisotropy [78], in our case the
sp3 contribution has been fitted with a Gaussian term: its center turned out to be 57 ppm,
Figure 41: Refined structure of C60(AsF6)2
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which is consistent with the reported range for sp3 carbon isotropic chemical shift in solids,
0-70 ppm [78].
A further, quantitative, confirmation of the polymeric nature of C60(AsF6)2 came from the
analysis of the spectral intensities: the integrated NMR intensities are directly proportional
to the number of carbon atoms contributing to the NMR signal, thus, a direct evaluation of
the intensity ratio sp3/sp2 carbons was performed yielding the result of 4.1 ± 1 sp3 carbon
per fullerene unit.
Although the accuracy of the fitting routine does not allow a more precise determination of
such a ratio, the found value points on the confirmation of the [2+2]-cycloaddition .
The refined structure of the fullerenium salt C60(AsF6)2 is reported in the figure 41; the
calculated density turned out to be 2.2 g/cm3, which is consistently lower than the mea-
sured value. However, the extreme proximity between the closest AsF−6 ions required further
analyses: in the next paragraph the possible formation of the ion As2F−11 is investigated.
3.1.4 Structural investigation: 75As NMR
Taking a closer look to the C60(AsF6)2 structure, shown in figure 41, the extreme proximity
of the AsF−6 ions appeared immediately evident: the distance of the closest fluorine atoms
between two different ions may result ∼ 1.43 A˚, which is compatible with the typical values
of the bond lengths. Due to that reason, the incidental presence of As2F−11 ions in the
intercalation sites becomes realistic, thus, it was taken into account.
In order to confirm the exclusive presence of AsF−6 ions in the structure, solutions of
C60(AsF6)2 were prepared suspending a few milligrams of powder in water and performing a
ultra-sonic treatment. 75As NMR measurements were performed at room temperature (RT)
on these water solutions: the RT 75As NMR spectrum is shown in figure 42: the peaks septet
represents the hallmark of the J-coupling interaction (see paragraph 2.1.6.5) between the
arsenic nucleus and the six equivalent fluorine atoms of the AsF−6 ion. This particular NMR
pattern is strongly related to the ion symmetry, thus, the corresponding J-coupling spectrum
of As2F−11, due to its strong deviation from spherical symmetry, is expected to be completely
different, in particular characterized by a higher number of peaks as a consequence of the
symmetry loss: the structures of the ions AsF−6 and As2F
−
11 are shown in the figure 43. In
conclusion, no indications come from 75As NMR data about the presence of ions species
different from AsF−6 in the solutions.
Moreover the pH measured in the solution was found to be consistent with the following
reaction scheme:
C60(AsF6)2 + 2 H2O −→ C60(OH)2 + 2 AsF−6 + 2H+ . (69)
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Figure 42: Room temperature 75As NMR on C60(AsF6)2 water solution.
Figure 43: Structure of the ions AsF−6 and As2F
−
11
The pH measurement confirms the presence of the cation C2+60 . Furthermore, based on this
information together with the 75As NMR spectrum showing the j-coupling interaction ex-
clusively for the AsF−6 ion, the hypothesis on the formation, in the solid state phase, of the
counter-ion As2F−11 can be excluded because, in this case, the lower C60 oxidation state (C
1+
60 )
results in a higher pH value contradicting the experimental result.
3.1.5 AsF−6 dynamics vs. temperature:
19F NMR study
Although the 75As NMR provided the notable confirmation about both the presence of the
AsF−6 ion and the stoichiometry of the fullerenium salt C60(AsF6)2, these NMR measure-
ments leave unresolved the problem of the extreme proximity of the ions, hinting, thus, to a
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more complicated phenomenology with respect to the one taken into account.
To shed more light on the behaviour of the AsF−6 ions,
19F NMR measurements were per-
formed from room temperature down 5 K, close to the temperature of liquid helium, in order
to find out the temperature evolution of the AsF−6 dynamics. Figure 44 shows the tempera-
ture evolution of the 19F NMR spectrum: the linewidth presents only a small increase as far
as the temperature reaches 70 K, while it changes abruptly at about 30 K (figure 45); in the
temperature region 5 - 30 K, once more, it does not show significant changes.
The first consideration we could do on the ions dynamics is to confirm the presence of rota-
tional motion at RT; it seems as well that the temperature, where the RT dynamics blocks
almost completely is 30 K. Simulation of the NMR powder spectrum in motional narrowing
conditions appeared, thus, unavoidable in order to better understand the measurements. We
expected the main lineshape contribution to be the dipolar one, due to the strong dipolar
coupling constant between fluorine nuclei; in consideration of that, the powder spectra sim-
ulations were carried out taking into account only the direct dipolar interaction term.
The room temperature simulation routines were implemented in the Matlab programming
language in the perspective to distinguish between the two following hypothetical rotational
dynamics.
• isotropic rotation: In consideration of the extreme proximity between closest AsF−6
ions in the structure of C60(AsF6)2, we expect their rotational dynamics to be not
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Figure 44: Temperature evolution of 19F NMR spectrum of C60(AsF6)2. A progressive broad-
ening of the resonance line takes place in the temperature region 80 - 170 K. At T=30 K
the asymmetry of the spectrum becomes more pronounced and the overall linewidth remains
constant. The measurements were performed in a magnetic field of ∼ 2.2 T
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Figure 45: Temperature evolution of 19F NMR linewidth of C60(AsF6)2. The linewidth presents
a small increase as far as the temperature reaches 70 K, while it changes abruptly at about 30
K; in the temperature region 5 - 30 K, once more, it does not show significant changes.
completely free, even at room temperature. Although the ion proximity does not yield
the formation of chemical bonds, it makes the isotropic motion assumption to appear
unlikely.
• uniaxial rotation: Due to the lack of interstitial space between the AsF−6 ions, their
isotropic motion seems to be precluded: if the ions are substituted by uniform spheres
centered in the corresponding lattice positions, a non negligible intersection between
closest spherical volumes appears.
For these reasons we assumed that the rotation may occur about fixed directions; thus
the rotation axes of neighbour ions constrain the reciprocal motion such as the AsF−6
rotate “embedded” in pairs.
The simulated spin system consists in a octahedron of 6 spin 1/2, having nearest neigh-
bours distances corresponding to the distances of the 19F atoms in the AsF−6 ion (i.e. 2.48
A˚). The system Hamiltonian, in this case, takes into account both the term A and B of
the dipolar alphabet (paragraph 2.1.6.4) for each of the 15 dipolar couplings, because, for
homonuclear systems, both such terms commute with the Zeeman Hamiltonian yielding a
first order contribution to the eigenvalues energies.
Powder spectra simulations were first performed, as a test for the Matlab routine, using a
simple toy model formed by 3 spin 1/2 in a triangular arrangement (with equal distances).
In this case the simulated spectra shows a good agreement with literature data. The ref-
erences [46, 3] report on the first measurements performed over a triangular configuration
72 3. Results and Discussion
of hydrogen atoms, showing in parallel the relative simulated patterns, both for static and
uniaxial rotation conditions. Successively the same routine was implemented for our 6 spin
1/2 octahedron: in the static case no significant changes were introduced in the code, while
in order to rewrite properly the system Hamiltonian under uniaxial rotation, the model re-
ported in ref. [46] was generalized to the octahedral spin configuration.
Figure 46 and 47 show respectively the test simulations and the results obtained for our 6 spin
1/2 system: as expected, in both cases, the uniaxial rotation results in a partial narrowing
of the resonance line.
The simulated NMR spectra, moreover, before the comparison with the experimental line,
were convoluted with a Gaussian function accounting for lattice dipolar broadening: this
yields a smoothing of the dipolar features, thus, the resulting line results comparable with
the experimental one. Surprisingly, the best agreement between experiment and uniaxial
simulation is not found at room temperature, as evident from the figure 47b, but in the
intermediate temperature region (see figure 48).
In consideration of these findings the comparison between room temperature NMR spectra
and the lineshape simulation in conditions of isotropic molecular motion is expected to shed
more light on the structural problem related to the AsF−6 ions proximity, responsible for
this room temperature behaviour. Due to the traceless character of the dipolar tensor, the
intra-molecular fluorine contribution to the NMR line is averaged to zero, in isotropic rotation
conditions. The only inter-molecular dipolar broadening contributes to the spectrum yielding
a Gaussian lineshape; thus, in this case, no simulations were necessary: a direct calculation
of the Gaussian second moment was performed throughout the method of moments described
in the paragraph 2.1.6.4. However, the application of the Van - Vleck formula [107], in this
case, requires a further generalization [30,4] resulting in the following modification [97] of the
equation 45:
M2 homonuclear = N
3
5
γ4}2I(I + 1)
∑
k
1
r6j,k
, (70)
where I is the fluorine spin, the factor N, arising from the model described in ref. [30],
represents the number of active spin 1/2 in the molecular unit (in the case of AsF−6 , N=6).
The summation is performed on the lattice position corresponding to the ion centers (in this
particular case, the arsenic positions).
Figure 49 shows the comparison between the calculated Gaussian broadening and the exper-
imental line at room temperature: a better agreement appears with respect to the previous
case, suggesting, thus, a complex interpretation of the AsF−6 ions behaviour. The AsF
−
6 ion
rotation can not be completely isotropic, as previously described: a uniaxial rotation together
with a slower reorientation of the rotation axes may occur at room temperature. In this case
the overall effect of the motion results in a further narrowing of the resonance line. Further-
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Figure 46: NMR powder spectrum simulations for an equilateral triangular spin 1/2 configura-
tion. The NMR spectra of three hydrogen nuclei with relative distance R equal to 1.79 A˚ are
simulated in the following cases: a) rigid triangle, b) rigid triangle rotating about the normal to
its plane. For easier comparison with literature [3] the x-axis is reported in h/α, where h is the
dipolar linewidth expressed in Gauss and α = 34
γH~
R3
Figure 47: 19F NMR powder spectra simulations. The dipolar powder spectrum for an octahe-
dral configuration of 6 spin 1/2 has been simulated in the following cases: a) rigid spin system;
b) rigid octahedron rotating about one of its principal axis. The powder average is carried out
using a uniform random distribution of orientations on a sphere.
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Figure 48: The dipolar powder spectrum simulated for an octahedral configuration of 6 spin
1/2 has been compared also with 19F NMR measurements performed in the temperature region
between 30K and 250K. A significant agreement with calculation was found for the reported
temperatures 170 K (a) and 80 K (b), even if, in the latter case, the baseline shows a consistent
broadening. The simulated lineshape is convoluted with a Gaussian distribution having standard
deviation ∆ (see paragraph 2.1.6.4) ∼ 1200 Hz.
Figure 49: Room temperature 19F NMR vs. dipolar broadening from isotropic rotation of AsF−6 .
The blue solid line results from the Gaussian convolution of a delta function (red solid line),
the second moment being calculated with the generalized Method of Moments (see text). The
derived value for the standard deviation of the Gaussian distribution resulted ∼ 2200 Hz: from a
comparison with the simulations shown in figure 47 at room temperature, a better agreement is
found between calculation and experiment in the assumption of isotropic rotation of AsF−6 ions.
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more, the slight increase of the FWHM in the temperature range 70-180 K can be ascribed to
the progressive blocking of the axes reorientation upon cooling. This characteristic behaviour,
indeed, encourage a more uniaxial rotational dynamics in the mentioned temperature region.
In parallel to the room temperature investigation of AsF−6 ions dynamics, rigid lattice
second moment calculations were performed through the Method of Moments [1,99] in order
to estimate the homonuclear 19F-19F broadening in C60(AsF6)2 at low temperature (T ≤
30 K). A reasonable result turned out to be about 10000 Hz: although the calculation is
strongly dependent on the relative AsF−6 positions due to the ions proximity, this result can
explain the origin of the low temperature line width (figure 47a), even if the asymmetry
of the experimental line con not be accounted by dipolar simulations. A more complicated
phenomenology seems to arise for temperatures below 30 K: the detailed study of the low
temperature lineshape is in progress.
3.1.6 Magnetic properties of C60(AsF6)2
The magnetic behaviour of the fullerenium salt C60(AsF6)2 was characterized with SQUID
magnetometry. The measurements were performed in our Quantum Design SQUID magne-
tometer applying fields up to 5 Tesla. SQUID data were fitted with a Curie-Weiss function
and a temperature independent component. The magnitude of the Curie-Weiss constant
(0.0529 ±2 emu K/mol) leads to the conclusion that the compound is diamagnetic with
paramagnetic impurities (one electron spin per ∼ 7 formula units).
Figure 50: Molar susceptibility in a field cooling measurement at 5 T for a sample of C60(AsF6)2.
The data show a diamagnetic behaviour with a small contribution from paramagnetic impurities
(0.14 spin 12 / formula unit).
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If the fullerides-like band structure (see paragraph 1.3) were kept in this compound, such a
diamagnetic behaviour would prove that for the C2+60 cation the Jahn-Teller energy (which
prompts for a singlet state) dominates on the Hund’s energy (favouring a triplet state). How-
ever, due to the polymeric nature of this fullerenium salt, the C60 units are sensibly distorted
from the icosahedral symmetry of the isolated molecule, mainly in correspondence of the poly-
mer bonds. Consequently the symmetry loss lifts the molecular orbital degeneracy which is
essential for the onset of strongly correlation effects: the formation of a fulleride-like band
structure is hampered by the polymerization which tends to localize the electrons originating
insulating compounds.
The diamagnetism found in C60(AsF6)2 arise, thus, from the insulating nature of the
polymer.
3.2 Lithium Phthalocyanines
The investigation of transition metal-phthalocyanines in the bulk phase (strongly encouraged
by the results described in the section 1.2), under alkali atom doping, was initially focused
on CuPc, in order to obtain the lithium intercalation of this phthalocyanine; however, the
experimental efforts profused in this direction did not have success.
During the solid state reaction an undesired effect takes place: the alkali atom substitutes
the central metal in the phthalocyanine core. In our case, the lithium doping promotes the
Figure 51: XRD analysis of CuPc lithium intercalation
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Figure 52: Molecular stacking modes in the X-form, α-form and β-form of LiPc. Adapted from
ref. [102, 15].
formation of Li2Pc, yielding the segregation of Cu in a metallic phase. Figure 51 shows the
X-ray diffraction spectrum of the reaction products: a strong intensity decrease is evident
for the peaks corresponding to the pure CuPc phase, while the opposite situation occurs for
the reflections of Li2Pc; for higher 2θ values characteristic peaks of the metallic Cu are also
present. We decided, thus, to study MPc-s made with alkali metals (lithium) in the perspec-
tive of doping with the same alkali metal present in the core of the phthalocyanine. This new
approach was motivated by the necessity to overcome the above reported problem related
to the competition between transition metals and alkali metals in filling the phthalocyanine
core.
The experimental efforts were dedicated to the study of lithium phthalocyanines LiPc and
Li2Pc, as anticipated in the paragraph 1.2.2. The interest in LiPc characterization lies in the
radical nature of the molecule yielding an intrinsic magnetic behaviour due to the unpaired
electron in one nitrogen atom. On the contrary Li2Pc was studied upon lithium doping in
the perspective to induce a transition to a metallic phase, as reported on thin films [23].
3.2.1 Magnetic characterization of LiPc
LiPc presents three polymorphic forms reported in the literature as α, β, and X polymorphs
(figure 52). We synthesized LiPc starting from ortho-dicyanobenzene and lithium iodide,
with a chemical reaction performed at 250 ◦C as described in the references [15,54]:
8 ODCB + 2 LiI 250
◦C−−−−→ 2 LiPc + I2 ↑ (71)
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Figure 53: Molar susceptibility of β LiPc in 1 T fitted with a mean-field modification of Bonner-
Fisher 1-D AFM chain model to take into account also a weak inter-chain coupling. Adapted
from ref. [9]
A mixture of the three different polymorphs is obtained: it is possible to separate the different
phases with a sublimation process performed under vacuum at 400◦C [9]: after the treatment
the sublimated powder results mainly formed by the α polymorph, while the unsublimated
powder is mainly composed by β phthalocyanine.
The structural analysis of these α and β polymorphic forms was performed in the Ph.D.
thesis of Dr. Daniele Pontiroli [88], while the magnetic properties of LiPc have been widely
studied with SQUID magnetometry in the Ph.D thesis work of Dr. Matteo Belli [9]; in the
present paragraph I remind the main result regarding the polymorph β and I present its µSR
characterization performed at ISIS (Rutherford Appleton Laboratory, Chilton, UK) on the
EMU beamline.
The susceptibility for the β polymorph, showed the characteristic temperature behaviour
which was fitted with a modified Bonner-Fisher (B-F) model [13] associated to a Curie-Weiss
contribution coming from paramagnetic impurities; the amount of ferromagnetic impurities
resulted negligible. The cited B-F model consists in a one-dimensional antiferromagnetic
intra-chain coupling, while the coupling between adjacent chains is assumed negligible. In
this case, however, the impossibility to fit properly our experimental data with the simple
B-F model makes the assumption of 1-D coupling to appear not strictly justified for LiPc.
The occurrence of a weak inter-chain interaction was taken into account with a first order
molecular field correction, as outlined by Estes et. al. [37]. Figure 53 shows how the fitted
curve presents a good agreement with data; the detailed description of the modified B-F
model can be found in ref. [9].
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Figure 54: Example of a ZF-µSR measurement at low temperature (T < 45 K). No oscillations
related to the presence of a local field due to a magnetically ordered state is detected.
In low temperature conditions the contribution of the weak inter-chain interactions yields a
2-D coupling (intra-chain + inter-chain) which may present magnetic ordering (impossible in
1-D coupled systems). In consideration of these findings, µSR experiments in zero field con-
ditions (ZF , see paragraph 2.4.1) were performed in order to better investigate the behaviour
of the inter-chain magnetic coupling. The presence of a ferromagnetic coupling, however is
ruled out by the SQUID results: the ferromagnetic signal would be easily detected by the
bulk magnetometry technique. On the contrary the presence of an antiferromagnetic cou-
pling can be more properly investigated only with µSR, probing the microscopic local fields
(see paragraph 2.4.1). Thus, If an antiferromagnetic ordering occurs at low temperature, the
onset of a characteristic oscillating µSR signal is expected, as a result of the muons precession
in the local field.
The experimental results are shown in figure 54: the data fitting was carried out with the
routine Wimda using Gaussian functions: the Gaussian relaxation found can be ascribed to
the effect of dipolar broadening from a rigid spin lattice without magnetic ordering.
In conclusion µSR experiments ruled out the presence of a consistent inter-chains coupling
at low temperature, because no magnetically ordered state is observed down to 2 K. LiPc,
in its β polymorphic phase, represents thus a good example of 1-D coupling even in low
temperature conditions.
3.2.2 Structural and electronic properties of Li2Pc
Li2Pc (see figure 55) is commercially available, thus it was purchased from Sigma Aldrich,
and required a re-sublimation at high temperature to improve the crystallinity and increase
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Figure 55: Top and side view of the Li2Pc molecule. The latter shows as both the Li atoms are
shifted from the plane of the molecule (LiPc on the contrary remains an almost planar molecule).
Adapted from ref. [68].
the purity of the material. The crystal structure of pure Li2Pc had never been observed
experimentally so far, but only predicted theoretically. It turns out to be again different from
the polymorphs of the radical LiPc so that it has been referred to as  phase. Figure 56
shows the Le Bail pattern decomposition of the synchrotron radiation X-rays data collected
at ESRF. The unit cell parameters are: a = 18.37 A˚, b = 5.14 A˚, c = 14.09 A˚, β = 118.16◦,
being β the angle between the x and z axes. From the simulated annealing procedure the
resulting chains packing occurs along the y direction yielding a 40◦ stacking angle (see figure
Figure 56: Li2Pc X-rays diffraction pattern with synchrotron radiation (ESRF, BM1B). The
refined cell parameters are: a = 18.37 A˚, b = 5.14 A˚, c = 14.09 A˚, β = 118.16◦ (Rwp = 7.84
%).
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Figure 57: Li2Pc stacking. The stacking angle is 40.02◦ (formed by the molecules with the
y-axis).
57).
Lithium intercalation of Li2Pc: Li2Li2Pc and Li3Li2Pc
The alkali atom intercalation in the bulk phthalocyanine structure occurred by means of a
solid state reaction where the LiPc powder, mixed with lithium azide, LiN3 (also in powder
form) undergoes a thermal treatment. Metal azides, in general, are metastable compounds
which easily react or explode returning nitrogen gas and the metal separately: azides sta-
bility is strongly dependent on the metallic species involved. In the case of lithium azide
the reaction takes place in a safe mode during a slow ramp thermal treatment. The thermal
decomposition of LiN3 promotes the intercalation of lithium atoms in the phthalocyanine
powder. Figure 58 shows the monitored temperature and pressure: the azide decomposition
is evidenced by the presence of a pressure peak due to the nitrogen gas. The XRD analysis
performed on the synthesized Li2Li2Pc and Li3Li2Pc suggest that the Li2Pc structure is pre-
served only with small variations of the cell parameters as shown in figure 60.
Finally, the electronic properties of Li2Pc, Li2Li2Pc and Li3Li2Pc were characterized
with SQUID magnetometry measurements. In the case of the doped phases, we expected
respectively two and three electrons to be transferred from the doping lithium atoms to the
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Figure 58: Thermal treatment on Li2Pc. The pressure peak indicates the lithium azide decom-
position.
LUMO level of Li2Pc which shows double degeneracy (see figure 59) as reported for other
phthalocyanines (paragraph 1.2.1). The ground state geometry as well as the absorption
spectra of Li2Pc have been calculated by Liu et. al. using the time dependent density
functional theory (TDDFT): the excitation energy between the HOMO 2a1u and LUMO 6eg
orbitals turned out to be 2.02 eV in good agreement with the experimental value 1.89 eV [68].
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Figure 59: Molecular orbitals
energy levels in Li2Pc obtained
from TDDFT calculations.
Adapted from ref. [68].
The SQUID magnetometry results are shown in figure 61: the
most diamagnetic behaviour is observed in Li2Li2Pc, where the
LUMO orbital is half filled, having two electrons. Taking as a
reference compound the undoped Li2Pc, slightly diamagnetic,
we outline that its intercalated new phases show a more dia-
magnetic response with respect Li2Pc. Moreover it appears
surprising that the most diamagnetic compound turns out to
be Li2Li2Pc, which, in principle, is the best candidate for the
onset of a metallic state.
So far we can not conclude if a contribution from the Pauli para-
magnetism is also present in these new compounds, since, al-
though the phthalocyanine core diamagnetism does not change
as a consequence of the lithium intercalation, on the contrary,
the Van Vleck paramagnetism is strongly influenced by the elec-
tron transfer in the phthalocyanine molecular orbitals, and the
possible presence of a Van Vleck term has not been taken into
account.
The Van Vleck paramagnetism is a temperature indepen-
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Figure 60: X-rays diffraction pattern of LixLi2Pc, x=2,3. The data refinement (carried out
with GSAS software suite) indicate that the Li2Pc structure is preserved with small variations
of the cell parameters. The Li2Li2Pc cell parameters are: a = 18.38 A˚, b = 5.19 A˚, c = 14.07
A˚, β = 117.19◦. In the case of Li3Li2Pc we found a = 18.33 A˚, b = 5.21 A˚, c = 14.07 A˚, β =
116.58◦
50 100 150 200 250 300
−2
0
2
4
6
8
10
Temperature (K)
χ m
o
l (1
0−
3 e
m
u
/m
ol
)
Li2Pc                          
Li2(Li2Pc)                    
Li3(Li2Pc)                    
Expected for 1 spin 1/2 per f.u.
Figure 61: Molar susceptibility for Li2Pc, Li2Li2Pc and Li3Li2Pc measured with SQUID mag-
netometry as a function of temperature.
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dent positive term arising from the mixing of the molecular ground state with excited states,
caused by the applied magnetic field. It assumes the form:
χvv =
N
V
µ2B~
∑
n
|〈0|Lz + gSz|0〉|2
En − E0 , (72)
where µB is the Bohr magneton, Lz, Sz the z-components of the orbital and spin angular
moments, and finally En the molecular n level energy (En > E0) [12]. Its contribution is prac-
tically impossible to establish independently from the core diamagnetism: this unfortunately
prevents an absolute determination of the Pauli susceptibility.
In summary the Van Vleck term may significantly influence the observed value of the
measured susceptibility hindering the determination of the Pauli term, which, if present, is
just a small difference among larger terms. To a first approximation, thus, we do not observe
Pauli paramagnetism in the intercalated lithium-phthalocyanines; this suggest that Li2Li2Pc
as well as Li3Li2 are diamagnetic insulating compounds. However the presence of a weak
Pauli term can not be excluded until an evaluation of the Van Vleck term will be provided.
Conclusions
This PhD thesis work presents an investigation on new classes of strongly correlated molec-
ular compounds whose building blocks are respectively the phthalocyanine molecule and the
fullerene molecule. The interest in these new materials was motivated by both theoreti-
cal [64, 42, 103] and experimental works [23] pointing on the possible presence of a close
analogy in the electronic properties between the mentioned compounds and the fullerides,
where the C60 molecule is electron-doped.
At first, a preliminary study evidenced the compound LiPc and Li2Pc as two representa-
tive phthalocyanine-based materials. Thus, in order to identify the electronic and magnetic
properties, SQUID magnetometry measurements, together with muon spin relaxation (µSR)
experiments have been performed on LiPc, whose radicalic character yielded, in the β poly-
morph, an antiferromagnetic 1-dimensional coupling which has been referred to as intra-chain
coupling. The presence of weak inter-chain interactions, indicated by the SQUID analysis
in the paragraph 3.2.1 [9], suggested the possibility to observe at low temperature an an-
tiferromagnetic ordering. This possibility, however has been definitively ruled out by the
µSR experiments: LiPc, in its β polymorphic phase represents, thus, a good example of 1-D
coupling.
Li2Pc has been characterized with XRD and SQUID magnetometry upon progressive
lithium doping, with the aim to extend to the bulk phase the remarkable electronic properties
observed in thin phthalocyanine films [23]. The new doped phthalocyanines LixLi2Pc have
been synthesized, with x = 2, 3.
In summary the individuation of a Pauli paramagnetic term (which is the hallmark of a
metallic behaviour) from the SQUID data analysis is hampered by the unknown contribution
of Van Vleck paramagnetism. Surprisingly, indeed, Li2Li2Pc, the best candidate for the onset
of a metallic state, shows the highest diamagnetic behaviour. We suggest that Li2Li2Pc and
Li3Li2 are diamagnetic insulating compounds, however the presence of a weak Pauli term can
not be excluded until an evaluation of the Van Vleck term will be provided. Consequently,
no transition to a metallic state as a function of the electron doping, can be unambiguously
identified, relatively to the tested stoichiometries x = 2, 3.
Finally, concerning the fullerene-based molecular compounds, this work reports, 17 years
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after the discovery of fullerene, on the structural and physical study of the first fullerenium
salt C60(AsF6)2 where the fullerene is present in the solid state with the 2+ charged state
C2+60 .
Since it is well known that C60 is an exceptionally good electron acceptor but also, on the
other hand, a bad electron donor, the synthesis of materials in which C60 is present in its
oxidized state is extremely difficult and, in the case of C60(AsF6)2, it required the use of
strong oxidants like superacids [85,91].
Our structural investigation was carried out with synchrotron powder X-rays diffraction,
gas pycnometry and 13C NMR. The results show that C60 molecules develop interconnec-
tions through coupled intermolecular bonds (2+2 cycloaddition) in such a way to form an
architecture of 1D chains with a zigzag arrangement which has neither been observed before
experimentally nor been anticipated theoretically in the C60 polymers.
The C60 molecules, in fullerides, show at room temperature an isotropic rotational motion,
while in C60(AsF6)2 the fullerenes are blocked at room temperature because of the polymeric
bonds. On the contrary a complicated rotational dynamics was outlined in the AsF−6 ions,
through a 19F NMR study versus temperature. The competition between the thermal energy
and the extreme proximity of the ions pairs does not allow complete narrowing conditions
yielding a characteristic phenomenology.
SQUID magnetometry shows that this polymer is a diamagnetic insulator.
In conclusion, a remarkable future perspective has been identified in this research line
focused on the fullerenium salts: the behaviour of C60(AsF6)2 as a function of temperature
will be intensively studied in analogy with the behaviour of the fulleride Li4C60.
At room temperature, Li4C60 shows a similar 2+2 cycloaddition polymerization and under-
goes a phase transition upon heating at ∼ 300 ◦C under vacuum, yielding a monomeric state
in a cubic lattice.
A similar phenomenology has been recently observed in the fullerenium salt: the formation
of a new C60 phase which presents a fcc structure has been observed at ∼ 300 ◦C. It is worth
noticing that, in this case, cooling the system to room temperature does not recover the
fullerene polymerization and the monomer cubic phase is preserved.
In the fullerene compounds, the high symmetry of the fcc cubic structure, as discussed in
the paragraph 1.1.4, promotes the onset of high correlation effects resulting in a metallic
behaviour.
Further investigations pointing in this direction are in progress.
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