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Abstract—Multi-connectivity is emerging as a promising so-
lution to provide reliable communications and seamless con-
nectivity for the millimeter-wave frequency range. Due to the
blockage sensitivity at such high frequencies, connectivity with
multiple cells can drastically increase the network performance
in terms of throughput and reliability. However, an inefficient
link scheduling, i.e., over and under-provisioning of connections,
can lead either to high interference and energy consumption or
to unsatisfied user’s quality of service (QoS) requirements. In this
work, we present a learning-based solution that is able to learn
and then to predict the optimal link scheduling to satisfy users’
QoS requirements while avoiding communication interruptions.
Moreover, we compare the proposed approach with two base line
methods and the genie-aided link scheduling that assumes perfect
channel knowledge. We show that the learning-based solution
approaches the optimum and outperforms the base line methods.
I. INTRODUCTION
Ever increasing traffic demand leads telecom operators
to constantly improve spectrum efficiency in the available
bandwidth and to find new spectrum resources. Thus, the
millimeter-wave (mm-wave) frequency range (30-300 GHz)
provides a big opportunity to enable high throughput trans-
missions and increase the number of served users. However,
such high frequencies are characterized by more challenging
propagation conditions than lower frequency bands, especially
in terms of free space path loss and penetration loss [1].
The use of high directional beams can partially solve these
issues by providing high beamforming gains. On the other
hand, narrow beams introduce further complexity and delay
when communications need to be established or recovered [2].
Moreover, due to the use of narrow beams and the high path
loss, the signal arrives at the receiver along few paths [3],
which can be easily blocked due to the high penetration loss
causing frequent communication interruptions.
Several solutions have been proposed in order to minimize
communication interruptions, e.g., multi-connectivity (MC).
This allows a user to establish and maintain connections
with multiple cells/access points at the same time. Mm-wave
wireless networks can be also assisted by low-band frequencies
that support control-plane traffic and, when mm-wave links are
not available, data transmissions [4]. In this work, we propose
a learning-based solution for link scheduling optimization in
low-band assisted mm-waves MC scenarios. This is a critical
problem for which the solution is not obvious, since it should
optimize the tradeoff between increasing throughput and re-
liability when using more links and decreasing the energy
consumption and interference caused. Thus, network perfor-
mance are highly affected by the number and the selection
of links that depend on several parameters, e.g., type of user
(vehicle or pedestrian), quality of service (QoS) requirements,
and blockage frequency. Our proposed solution is able to
learn and then to predict the optimal choice of links that are
necessary in order to serve the user with the required QoS,
while minimizing the cost of allocated resources, and avoiding
those links that may be subject to blockages.
A. Related Works
Learning techniques applied to wireless networks are gain-
ing increasing attention. In mm-wave frequency band, learning
methods have been applied mainly to mobility management
and initial access, e.g., [5], [6], [7], [8]. In [5], the authors
propose a reinforcement learning solution for minimizing the
number of handovers. A similar problem is analyzed in [6],
where the authors use a neural network that takes into account
the past sequence of beams for predicting handovers in urban
environments in order to avoid blockages. However, these
works consider a single connectivity and static scenario where
moving obstacles are disregarded.
Moving obstacles are considered in [7], [8]. In the for-
mer, several supervised learning models are used to in-
vestigate beam-selection techniques on mm-wave vehicle-to-
infrastructure networks. Mm-wave multi-connectivity scenar-
ios are considered in [8], where the authors propose a super-
vised learning method for coordinated beamforming. This so-
lution consists of a deep neural network that is able to predict
the best beam for multiple millimeter-wave access points by
using only omnidirectional uplink pilot signals. However, the
proposed solution is used for initial access purposes and does
not minimize allocated resources since it does not consider any
QoS requirement. Link scheduling optimization for mm-wave
multi-connectivity scenarios is considered in [9], however the
proposed solution assumes perfect channel knowledge and a
similar approach can be used to compute an upper bound for
the performance of the learning-solution proposed in this work.
B. Contributions
In this work, we propose a novel learning-based solution
for link scheduling in multi-connectivity scenarios for mm-
wave wireless networks. The proposed method is a random
forest classifier [10] that is able to learn the optimal selection
of links with respect to users’ location and QoS requirements
in order to achieve the following goals: i) satisfying users’
QoS requirements, ii) minimizing the allocated resources, and
iii) offloading low frequency communications. Namely, this
last objective is pursued due to the scarcity of spectrum
resources at low frequency bands, which are intended to
provide radio coverage and serve users that cannot be served
by any mm-wave access point. We show the performance
of the learning-based model for several mobility types, i.e.,
pedestrians and vehicles. Moreover, we compare the obtained
results with a genie-aided solution and two base line methods.
The performance evaluation shows that the random forest
classifier is able to outperform all the considered base line
methods and, for some scenarios, it approaches the optimum.
The rest of the paper is organized as follows: In Section
II we describe the system model and the assumptions. In
Section III and in Section IV we formulate the optimiza-
tion problem and present the learning solution, respectively.
Finally, Section V illustrates the results and performance
comparison and Section VI concludes the paper.
II. SYSTEM MODEL
We consider a single user downlink outdoor scenario of a
low-band assisted mm-wave wireless network, that consists
of a set of cells C, with cardinality |C| = N + 1 and
namely composed by N mm-wave access points (mmAPs),
and one low-band base station (LB-BS). Hereafter, we use
index i = 0 and i = 1, ..., N to indicate the LB-BS and
the mmAPs, respectively. As in [4], the mmAPs and LB-BS
jointly provide coverage and connectivity to a mobile user in
a multi-connectivity scheme and they are connected by high
speed backhauling links to a network controller (NC). Between
each cell i ∈ C and the user there is a wireless link that
can be used for downlink packet transmissions. We assume
that mmAPs transmit on different frequencies and the user
has multi-packet reception capability. Moreover, we assume
slotted time and each packet transmission takes one timeslot.
As shown in Fig. 1, every TM timeslots a beam align-
ment phase occurs, which is followed by downlink packet
transmissions. During the alignment phase the user transmits
a certain number of pilots, which are received by mmAPs
on different beams. This is an uplink strategy, as proposed
in [11], that decreases the complexity of the beam alignment
phase for MC scenarios. Moreover, we assume that mmAPs
are equipped with uniform planar antenna arrays that can form
a set of M 3-dimensional beams, whereas the user is equipped
with an omnidirectional antenna. Once NC obtains signal-to-
noise (SNR) measurements for each beam and each mmAP, it
schedules packet transmissions for the next scheduling window
on one or multiple links (mmAPs and LB-BS). These are
selected in order to satisfy the user’s QoS requirements. We
Fig. 1: Low-band assisted mm-wave wireless network with two mm-
wave access points (mmAPs), and a low-band base station (LB-BS).
In the left, an uplink beam alignment strategy it is shown, where
the user transmits M pilot signals sj , j = 1, ...,M . In the right,
two mmAPs transmit packets to the user by using the beam with the
highest SNR in a multi-connectivity scheme.
assume that the mmAPs transmit by using the beam that has
the highest SNR. QoS requirements are stated in terms of
amount of data that the user needs to receive within a deadline,
i.e., D packets in K timeslots, that the user needs to receive.
The NC can exploit multiple links either to transmit different
packets simultaneously, or, by exploiting spatial diversity and
applying packet duplication, transmit the same packet over
multiple links [12]. In this work, we consider the first strategy
and a packet is successfully received if the SNR at the receiver
is higher than a threshold γ, i.e., SNR≥ γ. If a transmission
fails, the packet is retransmitted.
A. Channel Model
In order to obtain the SNR for each beam and mmAP at
the user position, we adopt a wideband multi-path mm-wave
channel model [13] with L clusters. Each cluster l = 1, ..., L
is assumed to contribute with one ray that has a time delay
τl, azimuth and elevation angles of arrival θl,r and φl,r,
and azimuth and elevation angles of departure θl,t and φl,t
respectively. Moreover, we denote the complex gain and the
Doppler shift of the l-th ray between the user and the mmAP
with αl and νl, respectively. Then, we can write the received
signal as follows:
y(t) =
L∑
l=1
αle
j2piνltat(θl,t, φl,t)ar(θl,r, φl,r)x(t − τl) + v(t),
(1)
where, x(t), y(t) and v(t) are the transmitted, received, and
noise signals, respectively. Moreover, at and ar are the array
response vectors at the mmAP and at the user, respectively. In
order to obtain the parameters that completely characterize a
single ray, i.e., αl, τl, νl, θl,t, φl,t, θl,r, and φl,r, we use a ray
tracing simulator. This enables the computation of the received
signal power and the received SNR for each beam and user
location. Moreover, we consider a blockage model for which
a ray is blocked if there is a moving or a fixed obstacle along
the ray path between the transmitter and the receiver. More
details about the ray tracing simulator, obstacle characteristics,
and the adopted antenna model are provided in Section V.
III. PROBLEM DEFINITION AND BASE LINE METHODS
The network controller allocates the links for downlink
transmissions while fulfilling the following objectives:
• Satisfy the user’s QoS requirements in terms of amount
of successfully received packets within the corresponding
deadline
• Minimize the number of failed transmissions
• Offload LB-BS
In this scheduling problem, a challenge to deal with is that
the channel conditions for k = 1, ...,K are not known, as
only the measurements resulting from the alignment phase
at k = 0 are available. However, using solely these is not
enough to perform optimal link scheduling, since mm-wave
links are frequently blocked by fixed or moving obstacles
that cause failed transmissions. Contrary to fixed obstacles,
moving objects, e.g., vehicles and pedestrians, are difficult to
predict. When the risk of blockages is high, packets should be
transmitted by using multiple paths. However, an inefficient
link scheduling may select links that are going to be subject
of blockages leading to frequent failed transmissions. These
can lead to higher energy consumption and unsatisfied users.
The NC can learn that some locations are particularly
crowded, i.e., a street, a bus stop, a metro station exit, and
link blockages are more frequent, thus more links need to be
allocated to the user in order to guarantee the required QoS.
For this reason, we propose a learning-based solution that is
able to learn the optimal link scheduling for K future slots
according to QoS requirements and user position. Moreover,
in order to evaluate the performance of our solution, in the
following sections, we propose a genie-aided link scheduling
optimization, which assumes perfect future channel knowl-
edge, as well as two baseline methods.
A. Genie-aided Link Scheduling
In this section, we formulate an integer optimization prob-
lem (IP) that assumes perfect knowledge of the channel for
k = 1, ...,K . First, we define a set S of link scheduling
strategies with cardinality |S| = 2N+1 that contains all the
possible combinations of N + 1 links (N mmAPs and LB-
BS). Each combination is represented by a set Vj , with
j = 1, ..., |S|, which contains the links that are scheduled for
the user. For each combination of links Vj , we define a variable
zj that is equal to 1 if the j-th link scheduling strategy is used
and 0 otherwise. Then, for each timeslot k = 1, ...,K and for
each cell i ∈ C, we define a binary variable yik, which is
equal to 1 if at timeslot k a packet is transmitted by using cell
i and 0 otherwise. Clearly, if NC selects the j-th scheduling
strategy in S, packets can be transmitted only by using links
in Vj . Finally, given the amount of packets to be transmitted,
D, the IP can be formulated as follows:
IP : min
yik,zj
K∑
k=1
N∑
i=0
ciy
ik (2a)
s.t.
K∑
k=1
N∑
i=0
giky
ik ≥ D, (2b)
|S|∑
j=1
zj = 1, (2c)
∑
j:i∈Vj
zj ≥ yik, ∀i ∈ C, k = 1, ...,K (2d)
yik, zj ∈ {0, 1} ∀i ∈ C, k = 1, ...,K, j = 1, ..., |S|.
(2e)
The objective function, given by (2a), represents the sum
among all the links of the allocated timeslots for the packet
transmissions, where ci is the cost to transmit a packet on
link i. In our setup, we set ci = 1, ∀i ∈ C \ {0}, and, in
order to offload the low frequency cell, we set c0 ≫ ci ≥
1, ∀i ∈ C \ {0}. Constraint (2b) takes into account user QoS
requirements and imposes the number of successfully received
packets over K timeslots to be at least D. Binary coefficients
gik, ∀i ∈ C, k = 1, ...,K , represents the channel condition
for the link between the i-th cell and the user at timeslot
k. Namely, gik is equal to 1 when the received SNR for
such link is higher than the threshold γ. Recall that, the
packet transmission between the i-th mmAP and the user
occurs through the beam that results from the alignment. This
is the beam with the highest received SNR that is used to
set the coefficient gik. Constraint (2c) imposes that exactly
one combination of links is selected. Finally, constraints (2d)
identify on which links packet can be transmitted according
to the selected combination and state the consistency between
the z-variables and y-variables. Note that for the scope of the
genie-aided formulation, having both z and y variables is not
strictly necessary. However we introduced z here, since this
will be used for training the proposed learning-based approach.
B. Base Line Methods
In this section, we provide two heuristics that do not assume
perfect channel knowledge: i) Greedy Multi-x, and ii) Min
Multi-x. The former represents a greedy solution that consists
of transmitting packets, in each time slot, by using all the
available mmAPs and LB-5G links. This provides an upper
bound of the cost and completed tasks. On the other hand, Min
Multi-x allocates ⌈D/K⌉ links by selecting those (mmAPs
or LB-BS) with the highest SNR measurements, where ⌈x⌉
represents the ceiling function that maps x to the smallest
integer greater than or equal to x. Thus, Min Multi-x transmits
packets by using the minimum number of links that are
necessary to satisfy the QoS requirements.
IV. LEARNING-BASED LINK SCHEDULING
To overcome the unrealistic assumption of perfect channel
knowledge, we propose a learning-based solution that is able to
learn the optimal link scheduling strategy forK future slots for
different QoS requirements. Namely, as it is shown in Fig. 2,
we consider a random forest classifier that, given an input
vector x ∈ RN×M+5, provides an output binary vector zˆ ∈
{0, 1}|S| corresponding to the chosen link strategy. The input
vector x, consists of the following elements:
• N×M +1 elements corresponding to the SNR measure-
ments for the LB-BS and for each beam of the mmAPs.
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Fig. 2: Random forest for link scheduling; x and zˆ are the input and
output vectors, respectively. We show the internal and terminal nodes
in blue and green, respectively.
• 2 elements representing the number of packets to be
transmitted D and the corresponding deadline K .
• 2 elements corresponding to the user position coordinates.
Namely, the j-th element of the output vector zˆ, represents
an estimation of the variable zj of IP, and it is equal to 1 if
the j-th combination of links is used to schedule the packet
transmissions for the user and 0 otherwise. In addition to zˆ,
the random forest provides a vector pˆ, whose j-th element,
0 ≤ pˆj ≤ 1, represents the probability that combination j ∈ S
is the optimal scheduling strategy. This probability can be used
to measure the uncertainty of the predicted solution zˆ.
A. Training and Prediction Phases
We use a supervised learning approach to train our classifier.
We consider a dataset composed by E training samples,
each consisting of an input vector xe, and a corresponding
output vector ze, with e = 1, ..., E. The latter represents the
optimal link scheduling solution that is obtained by solving
a modified version of IP in Section III-A. More precisely,
we add constraints to IP to force to transmit consecutively
in each timeslot and on each link that is identified by the
optimal strategy ze until either k = K or all the packets have
been transmitted. We introduce such constraints because this
is also how the NC operates during the prediction phase, as
is explained below. To solve the modified version of IP, NC
needs to know gik for i ∈ C and k = 1, ...,Ke. Recall that,
gik = 1 if the received SNR for the i-th link at timeslot k
is higher than the threshold γ. Thus, these coefficients can
be obtained by transmitting on all the links in each timeslot,
then gik = 1 if the transmitted packet on link i at timeslot k
is successfully received, and gik = 0 otherwise. Then, NC is
able to compute the solution, ze, by solving the modified IP.
In case this is infeasible, ze corresponds to the decision not
to transmit packets. Once the dataset is obtained, it is used to
train our random forest. This is composed by several decision
trees, whose results are averaged. During the training phase,
each decision tree splits the input space into several regions
that correspond to the leaf nodes. The training process has the
objective to minimize the Gini index [10].
We now describe how our learning solution is used to
schedule the downlink packet transmissions. This is called
prediction or scheduling phase. More specifically, once the
NC obtains measurements and position of the user (every Tm
timeslots), these form, with user’s QoS requirements (D and
K), vector x. This is given as input to the random forest
Fig. 3: Dense urban area from “Madrid Grid” scenario, where, a
vehicle and a pedestrian user move along a straight path inside to the
coverage area of 3 mmAPs and one LB-BS.
that provides output vectors zˆ and pˆ. Then, in each timeslot,
downlink packets are transmitted by using the links belonging
to the j-th combination in S if and only if zˆj = 1 and pˆj is
higher than a threshold 0 ≤ β ≤ 1, i.e., pˆj > β. Recall that
pˆj represents the probability that combination j ∈ S is the
optimal scheduling strategy. On the other hand, if pˆj ≤ β, NC
decides to transmit packets by using all the available links.
This strategy represents the solution that is taken by Greedy
Multi-x, described in Section III-B, and it is characterized by
a higher probability to satisfy the user’s QoS requirements,
but with higher costs. Namely, β represents a threshold on the
uncertainty of the predicted solution of the random forest and it
is selected in order to guarantee a certain level of performance.
V. PERFORMANCE EVALUATION
In this section, we provide a numerical evaluation of the
random forest1, the genie-aided, and the two base-line solu-
tions described in the previous sections. For our simulations
we consider N = 3 mmAPs, each operating at a different
frequency channel in the 28 GHz band, and one LB-BS
operating at 2 GHz. These are located as shown in Fig. 3, in
a subarea of the “Madrid Grid” scenario, as defined by project
METIS [14], which is an example of a dense urban area with
significant shadowing by high buildings separated by street
canyons. Both mmAPs and LB-BS are placed at a height of
10m, whereas, we set the antenna height at the users equal to
1.5m. The transmit and the noise powers are set to 24 dBm
and −80 dBm. The antenna at the mmAPs is configured as
an 8× 8 array of antenna elements generating a pattern of 19
horizontal fixed beams with a pattern gain of 18 dB [15] at a
single elevation (i.e., down tilt) angle of 8 degrees. It covers a
total angular range of 180 degrees, i.e. leading to a 10-degree
single beam step. The SNR threshold is set to γ = 10 dB.
In order to obtain the received power and the SNR for each
user location we use a ray tracing simulator, which takes into
account fixed (e.g., buildings) and moving obstacles. We con-
sider three types of moving obstacles, i.e., large (e.g., buses)
and small vehicles ( e.g., cars), and pedestrians, whose starting
positions are randomly dropped in the considered area with
densities of 0.03/m2 for pedestrians and 0.01/m2 for vehicles.
Then, starting from these positions, they move along a straight
path at a constant speed of 3Km/h, 30Km/h, and 50Km/h for
1We evaluated also alternative learning solutions, such as neural networks
and k-nearest neighbors, but numerical results showed that random forest
outperforms all of them.
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Fig. 4: Percentage of completed tasks, failed transmissions, and low-
band usage for a vehicle user with D = 100, K = 50.
pedestrians, large and small vehicles, respectively. Vehicles
have rectangular shapes with width of 2.2m, and with length
of 8m and 4m for large and small ones, respectively. Their
heights are set to 3m and 1.8m, whereas, for pedestrians, we
assume an average height of 1.75m.
We train and the test our model on two types of users, i.e.,
a small vehicle and a pedestrian. These move for 10 s along
a straight path, as shown in Fig. 3. Then, we consider 500
realizations, each consisting of 10, 000 locations with related
SNR measurements, with a timeslot duration of 1ms. Then,
for a scheduling window and QoS deadline of K , the training
set consist of 5, 000, 000/K samples, i.e., for a deadline of
K = 50 timeslots, we obtain 100, 000 training samples for
each type of user. For training and testing the random forest
we use scikit-learn libraries [16] with TensorFlow backend.
The random forest is composed by 200 trees. For each of
them, we set a maximum depth of 20 leaf nodes. Finally, we
set K = 50, D = 100, and test our model on 10 realizations,
as described above, and average the results. Each realization is
composed by 200 scheduling windows (episodes), for a total of
10 s. For each episode, the random forest takes approximately
1ms to perform the prediction phase by using a laptop with
8 GB of RAM and a 7th generation, Intel Core i7 processor.
In Fig. 4, we consider a small vehicle user and show the
results for the genie-aided solution, the proposed random forest
with β = 0 and β = 0.5, and the two base-line methods
(Greedy Multi-x and Min Multi-x). We consider three key
performance indicators (KPIs): i) the fraction of episodes for
which the QoS requirements are satisfied (completed tasks),
ii) the fraction of failed transmissions, and iii) the fraction of
packets that are transmitted by using low frequencies (low-
band usage). Recall that a packet transmission fails when the
received SNR < γ, and when this happens, the packet is
retransmitted. In Fig. 4, we can observe that our solution is
able to successfully complete a higher number of episodes
than Min Multi-x with a lower fraction of failed transmissions.
Moreover, the random forest is able to offload most of the
data from LB-BS with a low-band usage that approaches the
optimal one. Recall that, Greedy Multi-x uses all the available
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Fig. 5: Percentage of completed tasks, failed transmissions, and low-
band usage with varying β for a vehicle user with D = 100 and
K = 50. We show the results for both the random forest (solid
lines) and the genie-aided solution (dashed lines).
links. Thus, it is able to complete 100% of the tasks, but
with an extremely high cost in terms of failed transmissions
and low-band usage. For β = 0.5, the random forest is
able to significantly increase the fraction of completed tasks.
However, higher values of β correspond to higher costs.
This is better observed in Fig. 5, where we show with
solid lines the KPIs for the random forest while varying the
threshold β for the same scenario that is analyzed in Fig. 4.
With dashed lines we show the performance of the genie-aided
solution that does not depend on β. First, we can observe
that for β ≤ 0.4, the random forest is able to outperform the
Min Multi-x solution without increasing failed transmissions
and low-band usage. On the other hand, higher values of β,
corresponds a higher probability to use the fallback solution
that leads to transmit packets by using all the links. Despite
this solution increases the fraction of completed tasks, it can
also increase failed transmissions and low-band usage. The
value of β is chosen accordingly to the applications and
performance required, e.g., in the previous case we set β = 0.5
to have at least the 90% of completed tasks.
In Fig. 6, we show the results for a pedestrian user with
the same QoS requirements as previously described. In this
scenario, we can observe that the random forest approaches the
optimal solution both in terms of completed tasks and costs.
Also Min Multi-x has similar performance. This is because,
for a pedestrian user moving at 3Km/h, the channel condition
at k = 1, ...,K , does not vary a lot with respect to the
measurements available at k = 0. Note that, the results for
β = 0 and β = 0.5 are the same. Namely, in this scenario,
the random forest is able to obtain a better estimation of
the optimal solution zˆ and related probabilities pˆj . Finally, in
Fig. 7, we show the fraction of completed tasks for a vehicle
user, while varying the number of trees that compose the
random forest, and the training samples on which the model
is trained. We can observe that the fraction of completed tasks
is an increasing function of the number of training samples.
Moreover, it is also possible to improve the performance by
increasing the number of trees. This is more clear for larger
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Fig. 6: Percentage of completed tasks, failed transmissions, and low-
band usage for a pedestrian user with D = 100 and K = 50.
Fig. 7: Percentage of completed tasks on the test set for a vehicle
user with D = 100, K = 50, and β = 0, while varying the number
of samples on which our model is trained, and the number of trees
that compose the random forest.
training sets, whereas for fewer training samples increasing the
number of trees does not provide significant gains. Namely,
a large random forest provides a better estimation of the
probabilities pˆj and suffers less of overfitting [10], but it
increases the complexity and the duration of the training phase.
VI. CONCLUSION
In this work, we have proposed a learning-based solution
for link scheduling in low-band assisted mm-wave multi-
connectivity scenarios. This model is able to learn the optimal
link scheduling solution for several user types and QoS re-
quirements in order to maximize the number of completed
tasks, minimize failed transmissions, and offload low fre-
quency bands. Our proposed solution is a modified random
forest classifier for which the predicted scheduling strategy is
selected only if the estimated probability of being the optimal
solution is higher than a threshold β, otherwise a fallback
solution is used. The value of β affects the tradeoff between
allocated resources, costs and completed tasks.
We have shown that the proposed solution is able to
outperform the baseline methods. Namely, the random forest
is able to increase significantly the amount of completed tasks
with respect to the Min Multi-x solution with lower failed
transmissions. Moreover, by increasing the value of β, the
fraction completed tasks is further improved, with a slightly
increase in the low-band usage and failed transmissions. Fur-
thermore, the modified random forest is able to approach the
performance of genie-aided and Greedy Multi-x solutions with
a lower cost than the latter. Future work will investigate the
impact on the performance of Tm and the possibility to extend
the proposed solution to the multi-user case.
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