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Associated with any relational structure A there are a 
number of kinds of functions on A distinguished by their simple 
combinatorial relationship with the basic operations and relations 
of A, specifically by their finite mode of computation over the 
domain from its given relational structure. Along with A imagine 
the family of ali A-register machines each member of which can 
carry some specific finite number of elements of A, perform the 
basic operations and decide the basic relations on these elements, 
and manage a few simple manipulations and decisions such as to re-
place the contents of one register by those of another and to tell 
when two registers contain the same elements. To use such a ma-
chine to compute a partial function f: Am + A is to write down 
the familar finite programme of instructions referring to these 
possible activities of the machine and containing information to 
stop in certain circumstances: given a € Am as an input the pro-
gramme determines a pattern of behaviour by the machine which ends 
if and only if f(~) is defined and then with f(~) in its output 
register. 
Such a programme is called a finite algorithmic procedure, a 
fap, for short. A function f: Am+ A is fap-computable iff there 
is a fap which, together with an appropriate A-register machine, 
will compute the value f(~) from each argument input ~· The set 
of all rap-computable functions 
each m is denoted FAP(A). 
.Am+ A in their entirity for 
Extensions of this first class of computable functions on A 
are obtained by refining the capabilities of the computing devices: 
allowing certain enlargements of the machine's storage facilities, 
or by allowing subcomputations on the natural numbers w, or by 
arranging both. An extension of the first kind is particularly 
important here. 
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An A-register machine with a stack has the further facility 
of a special register in which the entire contents of the ordinary 
registers can be stored, along with one of a finite number of pre-
scribed markers, at various points in the course of a calculation, 
the intention being to enlarge the number and complexity of sub-
computations. \vi th the new instructions a programme for these ma-
chines is called a finite algorithmic procedure with stacking, or 
a f~~$, and the class of raps-computable functions they define we 
denote FAPS(A). (These classes are properly defined in section one~) 
Ancillary to this paper, but germane to its sequel, are exten-
sions involving arithmetic. An A-register machine with counting 
registers has a finite number of numerical registers adjoined with 
the new operations of being able to add or subtract 1 from the con-
tents of any counting register and to decide when two registers con-
tain the same number and so on. Prograrr~es appropriate for these 
machines are called finite algorithmic procedurEEwith counting, and 
the class of all fapC-computable functions they define is denoted 
FAPC(A). Combining stacking and counting in register machines 
leads to the class FAPCS(A). (These classes are properly defined in 
[13].) 
H. Friedman first considered the functions FAP(A) and FAPC(A) 
in [7] and so invented a most plausible conception of how to ana-
lyse computing in an abstract setting. The classes FAPS(A) and 
FAPCS(A) are our own invention but have been identified and studied 
in variant forms by R .c. Constable & D. Gries [ 1] in the. f'oa?mer ease 
and J.C. Shepherdson [18] in the latter, exact details are included 
in [ 13] • 
The generalised recursion theory of these machine-theoretic 
functions is the subject of this paper and its companion [13]. We 
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shall show that 7 in general~ the four kinds of computing power difrer 
from oneanother, the inclusions being 
7 FAPC(A)"-_ 
/ "\ FAP(A) ~APCS(A) 
~ /7 
~FAPS(A)/ 
with stacking and counting incomparable and~ mol~eover ~ that each 
type of computing underlies important theoretical ideas in abstrac-
ting recursion theory from w to a relational structure A. 
In this paper the classes FAP(A) and FAPS(A) are characterised 
by function-theoretical means of generating functions from the basic 
operations and relations of A. These methods are derived from the 
unpublished work of R.A. Platek on inductive definitions [17]. 
Among many things, Platek discovered the abstract nature of recur-
sion over arbitrary finite types showing that the theory of recur-
s~on presented in Kleene's [8,9] could be given over any set with 
some primitive structure; an account of this work of Platek is in-
cluded in Moldestadvs [12]. In section two we discuss simple ab-
stract recursion on a relational structure A, with finitely many 
operations and relations, in order to define the class of recursive 
or, as we prefer to say, inductive functions on A, denoted Ind(A), 
and a subclass Dind(A) of directly inductive functions on A. In 
sections three and four respectively we prove 
Theorem 1 Dind(A) = FAP(A) 
Theorem 2 Ind(A) = FAPS(A) 
In the companion paper tve examine machine computable functions 
from the point of view of the axiomatic analysis of recursion theory, 
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that of Moschovakis [14,15,16] and, in particular, Fenstad [3,4,6]. 
There the central classes prove to be FAPC(A) and FAPCS(A) for these, 
it is shown, characterise minimal computing strengths on A 
necessary to generate workable computation theories (in the large). 
To that paper we postpone the discussion of computing with counting 
and so, too, the division of the classes in the diagram above and 
the corollaries of the theorems here involving them. 
The results of this paper, and those of its sequel, are perti-
nent to considerations of strategies for perfecting a general recur-
sion/computability theory in the situation of an indefinite struc-
ture for the roles of arithmetic, and of pairing (though not that of 
search operators) together with the precise relationships between 
computing commitments is exactly determined; references in mind 
are Feferman [2] and Fenstad [5~6]. 
But it is not to these concerns of theoria that these articles 
are committed exclusively, rather to another circle of ideas about 
generalised computing which aims to create a theory of computing in 
algebraic systems which appeals to an algebraist's turn of mind and 
which can be used in algebraic investigations where questions of 
definability, constructiveness and complexity are involved. For 
the recursion theorist, however, from the fact that the delicate 
algebraic properties of the given system A materially influences 
the structure of the computing theories derived over A there is 
the prow~se of a rich and subtle praxis for generalised recursion 
relevant to its most elementary levels. Should this interest the 
reader, we refer him or her to the introductory paper [19]. 
One of us - ~rucker v~ V'dshes to acknO'I'Iledge the indispebsible 
support of a fellowship from the European Programme of the Royal 
Society, London. 
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1. Finite Algorithmic Procedures 
First, the few ideas from the theory of universal algebras 
used in this paper and in its companion are to be found in, for 
example, Malwcev's book [10]. The relational structures considered 
are of the form A= (A; o 1 ,qoo,a1 ,s 1 ,•••,Ss) where the operations 
and relations are finitary and need not be total. 
If X,Y are non-empty sets then by P(X,Y) we denote the set of 
all partial functions X + Y; the domain of definition of f € P(X,Y) 
is written dom{f). 
An essential reference on ~aps is Friedman's article [7]. Let 
us take as understood the concept of an A-register machine with n 
registers Programmes for such machines are written in the 
following language. 
Constants are ¢ for the empty register, H for halt. 
-
Variables are r 0 ,r1 ,r2 ,oqo for algebra registers. Function symbols 
and relative symbols are those used for the species of the relational 
s true ture A • 
A programme or finite algorithmic procedure P is an ordered 
finite list of instructions (I 1 ,•••,Ik) where instructions are of 
two kinds. 
The operational instructions which manipulate elements of A are 
r : 
1.1 
= o(r>. ,•••,r>.) meaning napply the m-ary operation a 
1 m 
r : = ]..1 
to the contents of registers 
r, , • • • ,r, and replace the 
A 1 lim 
content of register r by 
]..1 
this value." 
meaning "replace the content of regis~ 
ter r ]..1 with that of" r 
II 
.>." 
r : 
lJ 
H 
= ¢ 
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meaning "empty register 
meaning "stop.n 
r II 
J.1 
The conditional instructions which determine the order of 
implementing instructions are 
if S(r~ ,oo .o ,r). ) then i 
..... l m else j meaning "if the n-ary 
relation S is true of the contents 
of rll'oo•,rA.rrr 
structions is Ii 
then the next in-
otherwise it is Ij." 
if i else j meaning 11:1 f registers r and 
J.1 
if r = ¢ 
lJ 
then i else 
contain the same element then the 
next instruction is Ii otherwise it 
is 
j meaning "if register r 
J.1 
is empty 
then the next instruction is Ii 
otherwise it is I II j . 
The special conditional relation r = r 
1l lJ 
gives an instruction 
abbreviated goto i. 
!he instructions making up the fap P are executed on a rna-
chine M in the order in which they are given except where a condi-
tional instruction directs otherwise. By convention, a fap P al-
ways involves an initial segment of the register variables 
as input re6isters and r 0 as output register; the remaining re-
gisters mentioned in P are called working registers. Thus a given 
fap P with n input registers and n-m-1 working registers, to-
gether idth an appropriate machine MA defines a partial function 
Am + A in the obvious way: load the argument a E Am into the 
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input registers and start the programme P, if the machine halts and 
the output register r 0 is not empty, then the value of the function 
P(~) is defined to be the element in r 0 , else no value of the func-
tion on a is defined. 
f € P(Am,A) is fap-computable iff there exists a fap P and 
a machine M such that for each r(~) = P<e). 
Actually~ there are a number of conditions on programmes which 
limit further the set of programmes without affecting the class of 
functions computed. For example, we can insist that there is always 
at least one halt instruction or, indeed, that there is exactly one 
and that it is the final instruction of the programme~ In our work 
with fap computations no such hypotheses are in operation. And, 
finally, notice that the instructions involving empty registers do 
~t~ 
not affect the class of rap-definable functions over structures\vwo 
or more elements, for this reason we ignore them in the arguments 
which follow. 
To understand the nature of an A-register machine with n re-
gisters and a stack it suffices to consider its instructions. 
The basic device is extended by a stack register where the con-
tents of the n original registers can be stored as an n-tuple with 
one of a finite number of labels. 
Append to the syntax for faps the new constants 1,2,••• for 
markers and the variable s for stack register. The new operatio-
nal instructions are 
s: = (i,r0 ,•••,rn_1) meaning "place a copy of the contents of 
the registers r 0 ~···,rn_1 as an 
n-tuple in the stack register together 
with the marker 1." 
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restore (r 0 ,r 1 ,•••,rj_1 ~rj+ 1 ,•••,rn_ 1 ) meaning "replace the 
contents of the registers 
r 0 ~r 1 ,•••,rj_1 ,rj+ 1 ,•••,rn by those 
of the last, ,?r topmost, n-tuple 
placed in the stack." 
The new conditional instruction is 
if S = ¢ then i else j 
and it takes its natural meaning. 
In writing rapS's it is necessary to regulate how these new 
instructions appear in the basic faps through devising stacking 
blocks of instructions. A stacking block is a sequence of conse-
quent instructions of the following form 
s: = (i; r 0 ,o••,rn_1 ) 
Il 
0 
0 
0 
goto k 
*· r · - r 
. j. - 0 
restore (r 0 ,r 1 , • o • ,r j _1 ,r j+1 , o o • ,r n.:.1)1 
The marker i is unique to the block in any programme in which that 
block appears. The r 1,o••,I1 are ordinary fap operational instruc-
tions referred to as (re~)loading. instructions. The instruction Ik 
has a special role in the operation of the block, it is called the 
return instruction of the block and it must be either an ordinary 
fap instruction outside all the blocks in the programme or it is the 
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first instruction of any block in the programme. The instruction 
(informally) prefixed by an asterisk is called the exit instruction. 
The halt instruction also takes on the form of a block 
r 1 if s = ¢ then i+1 else i+2 
Ii+1 H 
Ii+ 2 goto (exit instruction of the block whose marker is 
topmost in the stack). 
This halting block we abbreviate 
if s = ¢ then H else * 
The new instructions involving the stack may only occur in a 
stacking block or a halting block. 
Further conventions we operate are: from an ordinary fap condi-
tjonal instruction one may not enter a block except by way of its 
first instruction. The last instruction of a programme, if it is not 
a conditional, is the last instruction of a block. 
So a finite algorith~ic procedure with stacking is defined to be 
a programme of instructions satisfying the conditions and conventions 
described. A given fapS P, together with a machine M, defines a 
partial function over A in the obvious way and f € P(Am,A) is 
said to be fapS-computable iff there exists an appropriate faps P 
and machine M to compute it. 
We open section 4 with an example of an fapS. 
In working with programmes we shall often corrupt the formal 
language and instruction forms with informal descriptions where 
this simplifies our exposition. 
- 10 -
2. Inductive Definability. 
The inductively definable functions on A are created from the 
system's operations and relations -presented in the form of defini-
tion-by-cases functions - by means of composition and taking fixed-
points of certain specially constructed monotone functionals. Given 
Kleene's revision of recursion, this class Ind(A) is a natural can-
didate for that of the recursive functions on A. We propose to give 
an entirely syntactic definition of Ind(A) but will first consider 
it in a rather algebraic way. 
In working with partial functions on A it is convenient to 
replace A by Au being A with the symbol u for undefined 
adjoined; operations and relations take their obvious definitions on 
Au: the value of a function on an argument involving u being u. 
We omit the subscript as there are no opportunities for confusion. 
Consider simultaneously partial functions of all arguments over 
A, P(A) = U P(Am,A), in which we specify a basic family of rune-
mEw 
tions and on which we shall ultimately define two generating processes. 
The initial functions are these 
1 < i < m from m P(A ,A). 
iio If a is an m-ary operation of A then a from 
iii. If S is an m-ary relation of A then 
if S(a ... o a) 
1" ' m 
from P(Am+ 2 ,A). 
iv. u the nowhere defined function from P(Am ,A). 
m 
m P(A ,A). 
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The operations on P(A) are general compositions 
Cn,m: P(An,A) x P(Am,A)n--> P(Am,A) defined Cn,m(f,g 1 ,•••,gn)(Q,)= 
f(g1 (~),•••,gn(~)) and more complicated operations involving fixed-
points which we now begin to describe. 
Let X,Y be non-empty sets. If f,g e P(X,Y) then f is a 
subfunction of g, f ~ g, iff dom(f) c dom(g) and for each 
x e dom(f), f(x) = g(x). 
A map ~: P(X,Y) + P(X,Y) ·is ~onotonic iff for each 
f,g e P(X,Y), if f ~ g then ~(f) <~(g). 
And ~ is continuous iff for each f E P(X,Y) and any 
y ••• y € X there exist 
1' ' n x ••• x ex 1' ' m such that if g(xi) = 
The set of all continuous and monotonic maps P(X,Y) + P(X,Y) 
we denote ct<l(P(X,Y),P(X,Y)); it is closed under composition. 
2.1 Least Fixed-Point Theorem 
A continuous monotonic function ~: P(X,Y)-+ P(X,Y) has a 
unique least fixed-point ~* and, moreover, w* = lub wn(u). 
ne:w 
Proof: Define the countable sequence f = u, 
0 
It is easy to see that for each n, f < f +1 • By induction on n: n- n 
it is true for n = 0 as u is a subfunction of any function. If 
fn ~ fn+1' then w(fn) ~ w(fn+1) as ~ is monotonic~ but this is 
the relation fn+ 1 ~ fn+ 2 • So set f = U f , the least upper bound new n ' · 
of the n w (u). 
We cla~ that w(f) = f and that if w(g) = g, then f ~g. 
f ~ w(f) follows from monotonicity: for any n, fn-1 < f 
thus ~(fn_ 1 ) ~~(f) and fn ~¢(f). So f ~~(f). 
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ljl{f) ~ f requires continuity: let x € d·m(f), by continuity 
of $ there exist such that 
1 < i ~ m1 entails ljl(g)(x) = •(f)(x), choose g = f~{x 1 ,~··,xm} • 
Now g < f 
- n 
for some n and 
Finally, to show that if w(g) = g, then for each n, fn ~ g 
we use induction. The stateiTent is obviously true for n = 0. If 
then $(f ) < $(g) 
n -
which is 
Thus for each m there is a fixed-point operator 
Q.E.D. 
FPm: CM(P(Am,A) ,P(Am ,A)) -> P(Am ,A) defined FPrn( $) = tjJ* inducti-
vely and constructively inthis proo~. For the existence and inductive 
character of a least fixed-point the hypothesis of continuity is im-
material, it is included because construct~vity is required; a use-
ful reference for fixed-points is Manna & Shamir's [11]. In these 
fixed-point operators is the essence of recursion and to complete 
the definition of Ind(A) we have only to explain the construction 
of appropriate continuous, monotonic functionals from given partial 
functions. To present this as a genuine algebraic operation on P(A) 
requires a substantial digression on the algebraic structure of P(A), 
as we intend to follow Platek's equational calculus definition of 
Ind(A) this we do not persue. Actually, P(A) is rich both in struc-
ture - P(A) is a complete semilattice under <, and a topological al-
gebra under Cn,m together with certain other operations, hence the 
terminology of "continuous" above - and in distinguished classes of 
functions - for example, the subalgebra of (P(A); Cn,m~n~m E w) gene-
rated by functions in (i) - (iii) is an important extention of the 
polynomials over A; for information on this algebraic point of view 
see [20]. 
-- .... -~--~.----
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For the syntactic definition naturally we work with respect 
to the species of A with standard operation and relation notation 
a ..... a 
1' ' 1 
The terms required are defined inducti-
vely and solely by the following clauses: 
i. the algebra element indeterminates X = {x1 ,x2 ,ooo} are 
terms of type 0; 
ii. for each m, the ~-ary partial function .indeterminates 
m · m m P = {p 1 ,p 2 ,ooo} are terms of type 1.m; 
iii. for each rn-ary operation a the function symbol a 
a term of type 1 .m; 
iv. For each m-ary relation s the function symbol DCS 
a term of type 1.m+2; 
v. u is a term of type 0· 
' 
is 
is 
vi. if T is a term of type 1.m and t 1 , ..... ,t are terms m 
is a term of type O· , 
vii. if t is a term of type 0 then 
is a term of type 1.m; here y1 ,•oo,ym are algebra inde-
terminates which along with p~ are closed in the whole 
term. 
Let P = U Pm. 
mEw 
Let T0 be the set of terms of type 0 and T1 the 
set of terms of type 1 so called algebra terms and function terms 
respectively. 
It is intuitively clear how this syntax is used to define the 
recursive functions: a partial function f: Am + A will be inducti-
vely definable iff there is an algebra term t(y 1 ,o•o,ym) with 
y 1 ,""",Ym its only free variables such that for all a 1 ,oo•,am E A, 
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f(a 1 ,ee•,am) = t(a 1 ,•••,am). Here is an outline of the proper 
mechanism involving valuation functions which interpret the terms 
in our algebra. 
A valuation function V: T0 ~ A and V: T1 + P(A) is deter-
mined by its values on the indeterminates X and P extending to 
all terms as follows: 
For each operation symbol ~' V(~) = o; for each relation 
symbol s _, V(~) = u. And, 
V(T(t 1 ,•••,tm)) = V(T)(V(t 1 ),•••,V(tm)) 
V(FP[Ap~,y 1 ,•••,ym.t]) = FPm(wV,t) 
wherein ~V t is the functional inductively defined by 
' ~V,t(f)(a 1 ,•••,am) = V'(t) where V'(t) is constructed from V 
.... m h V' ( pmi) = f d V ~ ( ) for excepv on p1 ,y~,o••,ym were an · yi = ai 
1 < i < m. This extension is routine except in the last case. 
It muat be shown that 
2.2 Lemma. Let t be an algebra term with free function 
variables among y 1 ,•••,yn. For any valuation 
function V the functional wv t is continuous 
' 
and monotonic. 
Proof: This we merely sketch, it is by induction on the 
complexity of the term t. Cases for t presented by clauses 
(i) - (vi) are routine and include the base steps of the induction. 
k k Consider case (vii) where t is FP [Ap1 , z 1 ,•••,zk.to](t1 ,•••,tk). 
From the induction hypothesis define continuous and monotonic maps 
'l' ( f 1 • • • f g)( a 1 • • • a b 1 "• • b ) = value of 
' ' m' ' ' n' ' ' k 
t 0 with substi-
tutions y j = aj ( 1 ~ j ~ n) , 
zj ~bj(1 ~j~k), pj= 
f. ( 1 ~j ~ n), pk = g. J __ j 
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And, for 1 < 1 ~ k, ~ 1 (f1 ,•••,fm)(a1 ,•••,an) =value of t 1 with 
yj = aj (1 ~j ::_n), 
pj = fj (1~j::_m). 
Set n k = 'l'(f,g)(a,b) for ~EA, bE A 
so that ~v t(f)(~) 
' 
k 
= FP ['i'f a](~l(f)(~),•••,~k(f)(~)) 
' 
by the least Fixed-point Theorem; rewriting as, say, 
it is sufficient to show that for each a the functional f ~ t{f,a) 
is continuous and monotonic as the ~ 1 ,•••,~k are by hypothesis. 
This follows routinely from the claim that for each j, 
~(f,~)(£) = '¥~ a(u)(b) is continuous and monotonic which is proved 
, 
by induction on j and is omitted. 
A partial function f: Am ~ A is inductively definable iff 
there is an algebra term t containing free variables y1 ,•••,ym 
such that for each a E Am and any valuation V wherein 
V(yi) = ai then f(~) = V(t); in such circumstanees f is said 
to be defined by t. 
The directly inductive functions Dind(A) are obtained from a 
subset of T0 • 
Let t be an algebra term '\'lith p a function variable free 
in t. p is said to occur in a conditional place in t iff there 
is a subterm DC 8(t 1 ,•••,tm,tm+1 ,tm+ 2) such that p occurs in one 
-(or more) of the ti, 1 < i < m. 
And p is said to occur in the scope of a function term in t 
iff p occurs in one of 
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t ooo t and 
1' ' m 
of t where T is any of (ii), (iii) and (vii). 
is a subterm 
An algebra term t is said to be direct iff for each subterm 
t 0 all function variables which are free in t 0 do not occur in a 
conditional place in t 0 nor in the scope of a function term in t 0 • 
A partial function f: Am+ A is directly inductively definable 
iff it can be defined by a direct term. 
Here are some examples we encounter later. 
FP[Ap',y. DC 3 (y,y,DC3 (~(y),y,p'(~(y))))](x) 
is a direct term, and 
is a term which is not direct. 
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3. Proof of Theorem 1 
3.1. Proposition. If a function 1s fap-computable then it 
is directly inductively definable. 
Proof: Suppose f is defined by a programme P with input 
registers r 1 , ••• ,rm' output register r 0 , and working registers 
rm+ 1 , ••• ,rn. Let J 1 , ••• ,Je be the conditional instructions in 
P, listed in the order in which they occur in P. Construct a 
finite tree as follows. 
Read the instructions in P. If H occurs before J 1 then 
there is only one node in the tree, assign H to that node. 
Otherwise assign 1 to the top node. In this case there are two 
nodes immediately below it. Where J 1 is the instruction if S(r) 
then 1 else J, construct the left hand node as follows. From 
instruction i move downwards in P to the first conditional or 
halt instruction (which may be instruction i). If it is Jk then 
assign k, if it is an H assign H. A similar assignment is made 
for the right hand node, starting from the j-th instruction. In 
general, if H is assigned to a node then there are no nodes 
below it. Suppose k is assigned to a node. If k is also 
assigned to a node above this node then there are no nodes below. 
Otherwise there are two nodes immediately below, as described. 
This is a finite tree, and it represents the various paths 
the machine can take through P. Next we will assign terms to 
each node in the tree, which will show what O?erations have been 
performed between conditionals. To do this we need e+1 lists 
of algebra variables, each of length n: x0 i,x1 i'"""'Xni' 
i=0,1, ... ,e. 
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Assignment to the top node: Assume are 
the contents of the registers when the programme starts. Read the 
operational instructions down to the first conditional or halt. 
Write terms built up from the operation symbols, X , • • • ,X , oo no 
and giving the contents of the registers at the first conditional 
or halt instruction. Assign the list of these n terms to the 
top node. 
Suppose the first nonoperational instruction is condiiional 
{J1 ). Then there are two nodes just below. Assignment to the 
lefthand node: assume are the contents of the re-
gisters, and the machine starts at instruction i. Write n 
terms which give the operations to the first conditional or halt 
instruction below i, and assign them to the lefthand node. (If 
instruction i is a conditional or halt then these n terms are 
x01 , •.. ,xn1 .) A similar assignment is made to the righthand node. 
If k is assigned to a node, and there are two nodes irr~ediately 
below it, then similar assignments are made to these two nodes, 
with x0k, ... ,xnk in the place of x01 , ... ,xn1 . 
In order to obtain a direct term which defines f we assign 
direct terms to each node in the tree, starting with the nodes at 
the bottom. 
Suppose H is assigned- to a bottom node, with t ' ... 't o n 
the list of terms assigned. Assign the direct term t 0 (the 
contents of the output register) to this node. Suppose the number 
k is assigned to a bottom node. Then k is also assigned to a 
node above. This corresponds to a loop in the programme. 
Assign <Pk. ( t , •.. , t ) to this node, Hhere pk is an ( n+1 ) -ary 
- o n 
function variable, and t ' •.. 't o n is the list of terms assigned 
to this node. 
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Suppose i is assigned to a node which is not a bottom node, 
and i is not assigned to a node below it. This node corresponds 
to the conditional instruction J. if S(r) then j else k. 
J. 
Assign the follmving direct term to this node: DC8 (t,s1 ,s 2 ), 
where t,s1 ,s 2 are as follows. Let t , ..• ,t be the list of o n 
terms assigned to this node. Let s 3 ,s 4 be the terms assigned 
to the two nodes immediately below, s 3 to the lefthand one, s 4 
to the righthand one. r is the list of contents of the registers 
with numbers i 1 ,i 2 , ..• ,i1 • Let t be the list of terms with 
numbers from t , ... ,t 0 
o n 
J.S obtained from 
by replacing X ., ••• ,X. 
OJ. nJ. 
with is obtained from 
s 4 in the same way. 
Suppose k is assigned to a node, and k is also assigned 
to a node below it. This node corresponds to the conditional 
instruction Jk if S(r) then * else ** Assign 
FP[Apk,x1 k, ••. ,xnk" DCS(x,s 3 ,s 4 )] (t0 , ••• ,tn) to this node, where 
s 3 ,s 4 ,t0 , ••• ,tn are as in the case above, the list x consists 
of elements numbered from 
In this way a direct term is assigned to each node ln the tree. 
Let t be the direct term assigned to the top node. The free 
variables in t are among X , ••• ,X • 
oo no 
Let to be obtained 
from t by replacing 
prove that t 
0 
are a 1 ••.• , a . , m 
defines 
xoo'xm+1,o'"""'xno by 
f, that is, for any 
u. It remains to 
a 1 , ••• , a E A m 
Let N be a node in the tree. Let t , ... ,t ,t be the list o n 
of terms and the direct term assigned to N. Then the free algebra 
variables in are among X ., ••• ,x. Ol nJ. for some J.. 
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The free function variables in t are among p .• 1. We will define 
a new programme PN as follows. PN has the same registers as 
P, all of which are regarded as input registers (in which u is 
an acceptable input). PN begins with the operational instructions 
in p from which t , .•. ,t were constructed and then follows 
o n 
the instructions in P below these, with the following replace-
ments: if Jk is an instruction in p and the number k is 
assigned to a node above N, and to N or a node below N, then 
the new instruction l.n PN is: r 0 = pCr1 , ••• ,rn) ,H. 
Note that if N is the top node then PN and p are the 
same, with the exception that all registers are regarded as input 
registers in PN. 
Claim: Let N be a node in the tree, t the term assigned 
to N, p. the free function variables in t, f. any corresponding 1. 1. 
list of n-ary partial functions. Then the programme PN and 
the term t define the same partial function, when P· 1. are 
interpreted by f .. 1. 
The proof of this 1.s by induction on the nodes in the tree, 
starting at the bottom and is trivial in all cases, except 
possibly when N is a node to which the number k has been 
assigned, and k is also assigned to a node below. In this case 
t is the term 
(see the corresponding case above). 
N!\t I , 
I \ 
/ \ i . 
• 
N1 s3 N2 84 
Let and N ? be the two 
nodes immediately below N. 
Let P1 and P2be the pro-
gramme for N1 and N2 
respectively. 
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By the induction hypothesis, P1 defines the same partial function 
as s 3 , P 2 defines the same partial function as s 4 , for any 
choice of partial n-ary functions f .. 
l 
Let P' be the following 
programme, it has the same registers and instructions as P, with 
one difference. The first instruction for· P' is new: go to Jk. 
This instruction is added in order to avoid the first operational 
instructions of P (which define t 1 , •.. ,tn) when P' starts. 
Let gj ,hj, j E w, be the following n-ary partial functions: 
gjCa1 , ••. ,an) ~ b if the P' gives output b when loaded with 
a 1 , ••• ,an, and the instruction Jk has been applied at most j 
times. h 0 is the totally undefined function. hj+1 is the func-
tion defined by nc8 <x,s 3 ,s 4 ) when 
It is obvious that gj < j +1 Let 
-
g 
defined by pI • Then hj < hj+1. 
.. 
pk 
g = 
Let 
is interpreted as hJ. 
U gj, g is the function 
jEw . 
h = U hJ. Then h is the 
jEw 
function defined by FP[Apk,xok, ... ,xnk" DC8 (x,s 3 ,s 4 )J. By induc-
tion on j one can prove that gj = hj for all j. 
Obviously 0 g 
gj = hJ. To prove that 
as both are totally undefined. 
gj+1 = hj+ 1 let us compute 
Suppose 
j+1 
g ( a1 ' •.. ,an) and Let a be the list of the 
elements with numbers from There are two 
cases : S (a) and IS (a). vJe take the first case only, as the 
second case is similar. 
with for 
j +1 Then h (a1 , •.. ,a) n 
X X h J ..... +or 1 k' • • · ' nk' 
lS the value of 
pk. As noted 
above this is the output of P1 with input a 1 , ... ,an' pk inter-
] j +1 preted as h. To find the value of g (a1 , ... ,an) load 
go to Jk. 
as S(a) 
into P' and let the machine run. First instruction: 
Second instruction: test whether or not S(a). But 
P' runs as P1 , with one difference: . + l ... the instruction 
go to is met, then 
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sets . -. -
Suppose such an instruction is met. Then P' ~ 
gJ(r1 , .•• ,rn) = c then P' will give output c= 
further applications of Jk. Hence the total nt= 
tions of Jk is a most j+1, and j +1 g ( a1 ' •.. , .:::::::: 
gJ<r1 , ••• ,rn) = hJCr1 , ••• ,rn)' P1 also gives ot...= 
j+1 J h (a1 , ••• ,an) = c. If g Cr1 , ... ,rn) is undE 
either gives no output, or it gives an output a£: 
applications of Jk. In that case the total nun. 
of is more than j+1 j+1, hence g Ca1 , •.. ,ar-
P1 gives no output as hJCr1 , .•. ,rn) is undef~ 
j+1 h Ca1 , ••. ,an) is undefined. This proves tha~ 
It follows that g = h, and P' defines thE 
as FP[Apk,xok'"""'xnk" DC8 Cx,s 3 ,s 4 )]. From th= 
to prove that P defines the same function as 
the claim and so the proposition. 
For example, consider the follovdng programr 
register r 1 , output register r 0 , working regi= 
1 • if S(r1 ) then 2 else 4 
2. ro : = r1 
3 • H 
4. r2 : = crCr1 ) 
5. •.c l.L S(r2 ) then 6 else 8 
6. r 
0 
: = r1 
7 • H 
8 • r1 = cr<r1 ) 
9 • go to 1 
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It is easy to see that this programme computes the function 
f(x) = FP[.Ap' ,y.DC8 (y,y,DCS (_~(y) ,y,p_£(y)))](x) 
but consider the term manufactured by the argument for 3.1. 
First, its conditionals J 1 ,J2 ,J3 are the instructions 
I 1 ,r 5 ,r 9 and its tree simply, 
The following lists are assigned to the nodes: 
(x11 x11 x21) 
(x12 x12 x22) 
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The follov.ling terms are assigned to the nodes: 
where * denotes the term at node 2. The final term is 
FP[Ap,x01 ,x11 ,x21 • DC8 Cx11 ,x11 ,*)] (~,x10 ,~). Clearly our 
construction of an induction term from a fap is inefficient. 
3.2. Proposition. If a function is directly inductively definable 
then it is fap-computable. 
We will prove a result which is slightly more general: 
Claim: Let t be a direct term with free algebra variables among 
free function variables p .• 
1 
Then there is a programme 
P with n input registers such that for any list of partial func-
tions f.' 1 t and P define the same partial function with f. 1 
in the place of pi. If p € p. then p can occur in an instruc-
1 
tion for p as follows: . - p(r), H, where r0 1s the variable 
for the output register. 
The proposition follows immediately from the claim. t will 
be a direct term with no free function variables. 
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Proof of the claim. This is by induction on the complexity of t 
which 1s one of the following. 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
x. 
l 
u 
' 
1<i<n 
~(t1, .•. ,tk) 
DCS(t1 '. •. ,tk,tk+1 ,tk+2) 
p(t1, ... ,tk) 
FP[A.p,y1 ' .•. ,yk.to] (t1 '. •. ,tk) 
where t 0 , ••• ,tk+ 2 are algebra terms. P will have r 1 , .•• ,rn 
as input registers, r 0 as output register, and the property that 
the contents of the input registers are not changed. We give the 
instruction for P in the bases (i), (ii), (iii) and (vi). 
(i) 
(ii) H 
= r., II 
l 
(iii) By the induction hyp~thesis there are programmes P1 , ••• ,Pk 
which define the same partial functions as t 1 , .•. ,tk. They all 
have the same input registers r~, •.• ,r, and the same output regis-
.' n 
ter p wil have the following working registers: 
rn+1 , ... ,rn+k' the working registers of P1 , ... ,Pk. We assume that 
rn+ 1 , ..• ,rn+k are not working registers in a·ny of P1 , .•• ,Pk. 
Instructions for P: 
1 . Instructions for p 1 • Replace H by 
rn+1 = r 0 
go to 2 
2. Instructions for P2. Replace H by 
r 
n+2 = ro 
go to 3 
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k. Instructions for Pk. Replace H by 
r 
n+k : = r 0 
go to k+1 
k+1 r =c(rn+1 ,rn+2, •.. ,rn+k) 0 
H 
This prograrr@e computes the value of t 1 and puts it in rn+1 • 
Then it computes the value of and puts it in and so on 
until it finally gives as output the value crCt1 , ••• ,tk). 
(vi) It suffices to construct a programme P' which defines the 
same partial function as FP[Ap,y1 , ••• ,yk.t0 ] <z1 , ••• ,zk). 
P can be obtained from P' by adding instructions for t 1 , ..• ,tk' 
as in case (iii). By the induction hypothesis there is a programme 
P0 which defines the same partial function as 
of partial functions 
input registers for 
p .• 
l 
Let 
for 
t , for any choice 0 . 
the output register of P0 • P' will 
have the same input, output and working registers as P0 • The 
contents of the input registers are not changed during a compu-
taion of P (by the induction hypothesis); 
0 
the contents of the 
registers rn+ 1 , ••• ,rn+k may be changed during a computation of 
P'. The contents of r 1 , ... ,rn are not changed during a compu-
tation of P'. The input registers of P will be r 1 , ••• ,rn. 
The contents of these will not be changed during a computation of 
P. 
The instructions for P' will be the same as the instructions 
for P0 , with the following change: replace r 0 = p{r), H by 
"put r into rn+1 , .•. ,rn+k' goto the first instruction". 
It remains to prove that P' and t' = FP[Ap,y1 , ... ,yk.t0 ] 
(z1 , ... ,zk) define the same (n+k)-ary partial function. 
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(The free variables in t' are 
to prove that P' and t' define the same k-ar~ 
for each choice of So let 
x 1 , •.• ,xn and place a 1 , •.. ,an into the registe 
P', and of P0 • Define the k-ary functions gJ, 
follows: gJCb1 , ... ,bk) = c if P' gives outpu-
in r +1 , •• ,,r +k' and the first instJB n 1 n 
applied at most j times. Obviously J J. +1 g ~ g 
Let g = U gj. Then g is the function define-
jEw 
be totally undefined. Let hj+1 be the functio~ 
with hj in the place of p. By the induction ~ 
1s the function which is defined by 
as hJ. Then hj < hj+ 1 • Let h = 
t when p 
0 
U hJ. Then 
jEw 
defined by t'. By induction on J one can pro-
for all j. Hence g = h, and proposition 3.2 i 
4 . Theorem 2 . 
This 1s a term which is not direct 
and, in the way of illustration, here is an fapS 
function it defines. The programme has input re 
register r 
o' 
and working registers r2, r3. 
1 . if SCr1 ) then 2 else 4 
2. r : = r1 0 
3. if s = (/) then H else 
* 
4. r2 . = cr1 (r1) . 
5. if SCr 2 ) then 6 else 8 
6. r 
0 
: = r1 
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7. if s = 0 then H else * 
8. s : = (1 ,r0 ,r1 ,r2 ,r3 ) 
9. r1 : = a1 (r1) 
1 0. go to 1 
11 • * : r2 :: r 0 
1 2. restore (r ,r.., ,r3 ) 0 I 
1 3. r3 = a1(r1) 
14. r = a2(r2,r3) 0 
1 5. if s = 0 then H else * 
There is a single block, instructions I 8 - I 12 , with return 
instruction I 1 • 
4.1. Proposition. If a function 1s inductively definable then it 
is fapS-computable. 
Proof: It is sufficient to prove the following result. If t is 
an algebraic term with free function variables p 1 , ••• ,pe then 
there is a programme P, involving a stack,in which operational 
instructions rj : = pi(T) , 1~i~e, are allowed, such that t and 
P define the same partial function for any substitution of 
p 1 , ••• ,pe. Here T is a list of operationql terms or polynomials 
in the programming language with indeterminates the register varia-
bles so that the instruction r. : = p.(T) J 1 abbreviates several 
operational instructions (excluding the halt) followed by an 
application of p .• 
1 
This is proved by induction on the complexity of a term t 
which has one of the following forms: 
(i) xi , 1~i~m 
(ii) u 
'I 
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(iii) cr(t1 , .•• ,tk) 
(iv) DC8 <t1 , ••• ,tk,tk+1 ,tk+ 2 ) 
(v) p(t1 , ••• ,tk) 
(vi) FP[.Ap,y1 , ••• ,yk.t0 ] (t1 , ••• ,tk) 
We will construct a fapS for t from prograro~es for its subterms. 
There are six cases, the cases (ii), (iii) and (vi) are given below. 
Assume that the free algebraic variables of t are among 
x1 , ••• ,xm (i.e. the partial function defined by t is m-ary). 
Let r 1 , ••• ,rn be the input registers of P. 
Case (ii). Let be the output register. The programme 
of P has only one instruction: if s = 0 then H else H. 
Case (iii).. Let r 
0 
be the output register, let rm+ 1 , .•• ,rk 
be working registers. By the induction hypothesis there are pro-
grammes P1 , ... ,Pk for the terms t 1 , ... ,tk. By convention 
r 1 , ... ,rm are the input registers, r the output register, for 0 
all of them. Assume further that rm+1 , ... ,rm+k are not working 
registers for any of them. P. is this. 
rs: = (1;r , ..• ,r) 
J o n 
rm+1 : = ro l :oto 1 + 
restore (r , ... ,r ,r +1 , ... ,r) o m m n 
goto 2 
1 + instructions for P1 
2 s : = (2;r , ... ,r) 
o n 
goto 2 +. 
r 
0 
restore (r , •.. ,r +1 ,r' +3 , ... ,r ) o m m n 
goto 3 
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2 + instructions for P2 
3 
k s : = Ck;r , .•. ,r) 
o n 
goto k + 
*rm+k : = ro 
restore (r0 , ••• ,rm+k-1 ,rm+k'"""'rn) 
goto k+1 
k + instructions for Pk 
k+1 r 0 : = cr(rm+1 , •.. ,rm+k) 
if s = 0 then H else * 
The programme does this: when are loaded into the 
input registers. It stacks (1 ,u,a1 , ... ,a ,y, ... ,u), then acts as m 
p 1 0 If p1 gives no output neither will P. Suppose p1 gives 
output b1 0 When one comes to :the final instruction where p1 
halts then ( 1 , u , a 1 , ... , am, u, ... , u) is still 1n the stack. 
So it goes to * in the first block, sets rm+ 1 = t 1 , returns 
u,a1 , ... ,am,u, .•. ,u to the registers excluding u to rm+ 1 • The 
stack is now empty. It then goes to 2, and so on. If P1 , ... ,Pk 
give outputs b1 , ..• ,bk then P will put these values into 
rm+1 , ... ,rm+k' and finally give output crCb1 , ..• ,bk). 
Case (vi). t 1s FP[A.p,y1 , •.• ,yk.t0 ]Ct1 , ... ,tk). It suffices 
to construct a fapS P' for the term t' = FP[A.p,y1 , ... ,yk.t0 } 
Cz1 , ..• ,z, ). A programme for t can easily be constructed from 
.r( 
P' by adding the first part of the programme in (iii) - the instruc-
tions above k+1 -to the progra~~e of P'. 
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The free algebraic variables in t 0 are among x1 , ... ,xm' 
y1 , .•• ,yk' the free function variables among p,p1 , ... ,pe. By 
the induction hypothesis there is a fapS P which defines the 
same partial function as t 0 for any substitution of p,p1 , ... ,pe. 
Let the input registers of p 
0 
rm+1 , ... ,rm+k (for y 1 , .•. ,yk)' output register r 0 • P' will have 
the same input, output and working registers as P0 • The programme 
of P' is obtained from the programme of 
instruction r. : = p(-r) 
J 
with a new block: 
Is:= (i;r , ... ,r) o n 
rm+1'"""'rm+k: = T 
goto i ~ 
*rj : = r 0 
restore (r1 , ••• ,rj_1 ,rj+1 , ••. ,rn) 
p 
0 
by replacing each 
where 1. 1.s a label not used for any other block and 1. ~ denotes 
the first instruction in P0 • 
It remains to prove that t' and P' define the same partial 
function for any choice of p1 ' ••. 'p . e 
The free algebraic variables in t' are x1 ' ••. 'xm' z1 ' ..• 'zk. 
f 1 , 1 E w, as Fix a 1 , ••• , a . m 
follows: fo is 
by t 
fl < 
\vith 
1 
with £-'-
0 
fl+1 ' so let 
a 1 , .•. , a m 
Define k-ary partial functions 
totally undefined, f 1 +1 is the function defined 
stubstituted for p, and x. = a.(1<i<m). 
l l 
f = U f 1 , f is the function defined by t' 
lEw 
fixed. 
Without loss of generality, we can assume that the contents 
of the registers r 1 , ... ,rm are not changed when p 0 performs a 
computation. 
1 
Define k-ary partial functions l g , 1 E uJ, as follows: 
g ( b 1 ' • • • ' bk ) = c •.c l.i P' gives output c when a 1 , ••• , am ,b1 , ••• ,bk 
are loaded into r 1 , ... ,r ,r +1 , ..• ,r +k' and at no stage there are m m m 
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as many as l tuples from the new blocks (i.e. the blocks in P' 
which not p ) in the stack. Then 1 < 1+1 Let are 1n g g • 
0 -
u l Then is the function defined by P' with g = g g 
lEw 
= a.(1<i<m). It suffices to r. prove l l that fl 
l for all 1. = g 
This is done by induc-tion. The basis 1=0 is obvious. 
Suppose fl l By the first induction hypothesis fl+1 is = g . 
defined by p with l in the place of and 
·o g p a1 ' ... 'am 1n 
Let be fl l Load a1 ' ..• 'am' b1 ' ... 'bk into r1, .•. ,rm. p (=g ). 
the input registers of P 0 and P' • The tvlO machines do the same 
operations until P meets an instruction r. : = p(-r) , then 0 . J 
P' meets the i-th block. P0 will set rj = £1 (-r) (=g1 (-r)). P' 
will stack (i,r0 , ••• ,r11 ), then it sets rm+ 1 , ••• ,rm+k = T and 
goes to l -+ . 
If 1 g (T) is not defined then p 0 sets r. = u, that is, J 
p gives and 1+1 is no output f (b1, ••. ,bk) undefined. If 
0 
a 1 , •.. ,am,T is placed into the input registers of P' then P' 
either gives no output, or there is a stage with l tuples from 
the new blocks in the stack. With a 1 , ... ,am,b1 , ... ,bk 1n the 
input registers P' either gives no output, or there is a stage 
with 1+1 tuples from the new blocks in the stack. Hence 
1+1 g (b1 , ... ,bk) is undefined. 
Suppose gl(T) = c, Where c + u. Then p sets r. 0 J 
and continues. If a 1 , ... , am, T is loaded into the input 
of P' it will give output c, and at no stage is there 
= c, 
registers 
1 tuples 
from the new blocks in the stack. iili th a 1 , ... , am, b1 , ... , bk as 
input the following will happen. P' stacks (i,r , ... ,r ). At a 
o n 
later stage Ci,r , ..• ,r) o n is taken out of the stack, rj is set 
equal to c. Until novJ the number of tuples from the new blocks 
in the stack has been at most 1. At this point the contents of 
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the registers are the same for p 
0 
and P', and they will do the 
same operations until the next occasion an instruction 
r. : = p(T) 
J 
is met. This proves that 1+1 1+1 f :: g • 
Q.E.D. 
4.2. Proposition. If a function is fapS-computabl~ then it 
is inductively definable. 
Proof: Let 
register r 
0 
Let e 
diagram of p 
e-th block { 
p be a fapS with input registers r1, ..• ,rm' 
and working registers r +1 , ••• ,r. m n 
be the number 
and of some 
r:=p (T ) 
e e 
of stacking blocks in P. Here 
other programmes. 
goto 1 _,_ 
output 
is a 
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1 ~ is a mark for the return ins~ruction of the first block, 
2 ~ for the second block, and so on. P is obtained from P by 
0 
replacing the i-th block with r. : = p.(T.), i=1, ... ,e and each J l. l. 
halting block Hith H. P· l.S an n+1-ary function variable, T, l. l. 
is the list of n+1 terms which is given by the operational instruc-
tions in the i-th block. is a rearrangement of P . It begins 
0 
with the return instruction for the first block, then come the 
instructions which are below this in P , and then the instructions 
0 
in the first part of P0 , preceeding the return instruction. At 
the end is added goto 1 ~ . P2 is a similar rearrangement of P0 , 
starting with 2 ~ , and so on. 
P0 ,P1 , ••• ,Pe are programmes for register machines without 
stacks including indeterminate functions p1 , •.• ,pe over the struc-
ture. They each have registers r , •.• ,r, with output register 
o n 
r • P has input registers r 1 , .•• ,r but we take all registers o o m 
as input r·egisters in the other programmes. By 3 .1 there are terms 
t ,t1 , .•. ,t which define the same partial functions as P ,P1 ,.,,P o e o e 
for any choice of n-ary functions p 1 , ••• ,pe. In t 0 we will replace 
p1 , ••• ,pe by some terms so to obtain a term for P. From t 1 we 
will define a term t 11 which will be substituted for in 
t 0 ,t2 , ••• ,te' and hence obtain t 01 ,t 21 , ••• ,te1 in which p 1 is 
not free. From t 21 we define a term t 22 which will be substitu-
ted for 
in which p1 ,p 2 are not free, etc. Suppose we have obtained terms 
t .,t. 1 ., ••• ,t. 01. 1.+ ,1. e1. in which are not free. Let 
t. 1 . 1 1.+ ,1.+ 
t. 1 . 1 1.+ ,1.+ 
be 
for 
FP[A.p.+ 1 ,x ... 1 , ••• ,x. t;+1 .], l. n ..... ,1. and substitute 
in t1,t'+2 ., ..• ,t .. o 1. , 1. e1. The terms thus ob-
tained are denoted to,i+1 ,ti+ 2 ,i+1 , ... ,te,i+1 . Let t be t 0 e 
It remains to prove that t defines the same function as P. 
First define a series of programmes as follows: Let P. be P., 
JO J 
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02j2e. Suppose P. ,P. 1 , ... ,P .. are defined, O_<j_<e. Then JO ], Jl 
P .. 1 is defined from P .. by replacing r : = p 1.+1 (T 1.+1 ) ],l+ ],1 
with the (i+1)-th block. If i=O we also replnce H with if 
S = 0 then H else *· Note that P - P 
oe 
It is sufficient to 
prove the following claim. 
Claim: t .. and P .. define the same function for any substitution 
1] J 1 
of pi+1 , .•. ,pe' where j=O,i,i+1 , •.. ,e. The proof is by induction 
on 1. Obviously true for i=O. Suppose the claim is true for 1. 
To prove that it is true for i+1 we first show that t. 1 . 1 1+ ,1+ 
and p. 1 . 1 1+ ,1+ define the same partial function for any choice of 
k pi+ 2 , ••• ,pe. Given such a choice, define f, kEw, as follows: 
f 0 is totally undefined. fk+ 1 is the function defined by t.+1 . 1 ,1 
with fk in the place of p. 1 . Then fk < fk+ 1 • Let f = U fk. l+ kEw 
f is the function defined by 
as follows: 
k t. 1 • 1 . Define g , k E w , J...+ ,l+ 
if P. 1 . 1 gives output l+ ,l+ b when 
a , ..• ,a are loaded into its input registers, and at no stage are o n 
there as many as k tuples in the stack with number i+1. Then 
gk ~ gk+1 Let g = u k is the function defined by g g 
P. 1 . 1 . To prove 1+ ,1+ 
kEw 
fk = gk that f=g it suffices to prove for 
all k. This is by induction on k. 
Case k=O 1s trivial. Suppose By the first induction 
hypothesis t. 1 . and P. 1 . l+ ,1 1+ ,l define the same function for any 
substitution of p. 1 , in particular for the choice 1+ 
Hence fk+ 1 is defined by p. 1 . when pi+1 = fk. l+ ~l Load 
into the input registers a , .... ,a 
o n 
of p. 1 . 1+ ,1 and P. 1 ·1· 1+ ,1+ 
The two progrru~es coincide until 
r. . = pi+1 (Ti+1) • Then p. 1 . 1 J . l+ ,l+ 
p. 1 . sets r. = .ck( ) which l+ ,1 J .1. T i+1 ' 
thesis is the k same as g (Ti+1). 
p. 1 . 
- l+ ,l 
comes 
by the 
D 
1 i+1,i+1 
comes to the instruction 
to the (i+1)th block. 
second induction hypo-
stacks ( i+1 ,r , ... ,r ) 
o n 
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sets r ' ... 'r = T i+1 and goes to i+1 -+ 
' 
the first instruction 
o n 
in the programme. If k, ) g \ T i+1 is undefined then p. 1 . l+ 'l gives 
i.e. k+1 is no output, f ( a 0 , ••• , an) 
into the input registers of p. 1 . 1 l+ ,l+ 
undefined. If T . 1 l+ is loaded 
then either it yields no 
output, or at some stage there are k tuples with number 
the stack (since gk(-r. 1 ) is undefined). Hence P. 1 . 1 
i+1 in 
l+ l+ ,l+ either 
gives no output when applied to a , ..• ,a, or at some stage there 
o n 
are k+1 tuples with number 
k+1 g (a , .•• ,a) is undefined. 
o n 
i+1 in the stack. Hence 
If kr ) b th P a , T • 1 = - en - 1 . 0 l+ l+ ,l 
sets r. = b, and goes on. 
J 
If 'T • 1 l+ 1s loaded into the registers 
P. 1 . 1 it will give output l+ ,l+ b, and at no stage is there as many 
as k tuples with number i 
happens after (i+1,r , ... ,r) 
o n 
in the stack. Hence the following 
lS stacked: P. 1 . 1 meets l+ 'l+ 
if S = 0 then H else * with b in the output register, and 
(i+1,r , .•. ,r) will be that tuple in the stack is topmost. Then 
o n 
it goes to * in the 
r , ... ,r. 1 ,r.+1 , ••• ,r o J- J n 
(i+1)-th block, sets r . = b and sets 
J 
equal to the values they had when 
(i+1 ,r , ... ,r ) was stacked. Hence P. 1 . and P. 1 . 1 have o n 1+ ,1 1+ ,1+ 
the same contents in the registers, and will do the same operations 
until r. : = P· 1(T. 1) J l+ l+ 
. + lS me .... Note that during these operations 
the number of tuples with number i+1 in the stack is at most k. 
So p. 1 . gives output c iff p gives output ro and l+ 'l ~i+1~i+1 .... , 
at no stage there is more than k tuples with number i+1 ln the 
stack. Hence 
k+1 
= g 
k+1 f (a , ••• ,a) 
o n 
It remains to prove that t. . 1 ],l+ 
same function for j=O,i+2,i+3, .•• ,e. 
and P. . define the ~],1+1 
By the induction hypothesis 
tji and Pji define the same function for any choice of pi+1 , 
in particular for the function defined by ti+1 ,i+1 ,denoted h. 
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It suffices to prove that Pj,i (with pi+1 =h) and Pj,i+1 define 
the same function. Apply both progra~~es to a , •.. ,a . They 
o n 
perform the same operations until p, . J,l 
Then ? .. 1 ],l+ meets the 
P .. 1 J,l+ stacks 
meets ~he instruction 
i+1-st block. p .. ],l 
r , ... ,r = T.+ 1 and goes to i + 1 +. Then it will do the same o n 1 
operations as 0 
... i+1 ,i+1 (with T. 1 l+ as input) until eventually 
(i+1 ,r , ... ,r) is taken out of the stack again, in which case 
o n 
is set equal to the output o£ p. 1 . 1 l+ ,l+ which 1s 
ro' · · · ,rk-1 ,rk+1 '· · • ,rn take the values they had when 
(i+1,r , ... ,r) was put in the stack. Then the contents of the 
o n 
registers and of the stack of P . . and P. . 1 are the same, ],l J,l+ 
and they will do the same operations until rk : = pi+1 (Ti+ 1 ) is 
met. This proves the claim and 4.2. 
Q.E.D. 
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