Introduction.
In a previous paperf in these Transactions the author studied the singularities of functions defined by integrals of the form (1.1) /(*) = f e-da(f),
considering such an integral as a generalization of a Taylor series. All developments of that paper were on the assumption that f(x) permitted of the integral representation (1.1). We wish to study here conditions on/(x), both necessary and sufficient, for the validity of such representation. Following the analogy of Taylor's series we might at first be tempted to suppose that the analyticity of f(x) in a half-plane, the region of convergence of an integral (1.1), would be the condition required. That this is not the case we see at once by recalling that such a function as sin x, analytic in the entire plane, admits of no représentation:]: of the form (1.1). We are led, however, to a correct conjecture by considering our problem as the analogue of the moment problem of F. Hausdorff. § This is the problem of determining a function x(x) bounded and non-decreasing in the interval 0^x^ 1 and such that M*= f x"dx(x) (k = 0,1,2,-■■). If we generalize this moment problem by allowing k to run through a continuous set of values, we are led to the integral equation p(y) = I x"dx (x) for the determination of a non-decreasing function x0*0-If we set x = e~', this equation becomes n(y) = f e-y*da(t), Jo where «W = -x(e-<).
If a(t) is a non-decreasing function of /, then x(#) will be a non-decreasing function of x, so that we are now required to solve an integral equation of type (1.1) for a non-decreasing function a(t). From Hausdorff's results we should be led to conjecture that the equation has a solution of the type desired if and only if f(x) has derivatives of all orders satisfying the inequalities (-i)"r/(^o (« = o, i,2,•••), dx"
and this is in fact the case. This fact was first proved by S. Bernstein* in 1929. The present paper begins with a proof of this theorem following methods quite different from those of Bernstein. The more general problem of determining a solution of (1.1) which is merely of bounded variation is then attacked. A necessary and sufficient condition on f(x) to guarantee the existence of a function a(t) of bounded variation and making the integral absolutely convergent is then obtained. The corresponding problem for an integral of the form f(x) = f e-xtd>(t)dt where K is some constant.
* Serge Bernstein, Sur les fonctions absolument monotones, Acta Mathematica, vol. 52 (1929) , p. 1. The author had completed the proof of this theorem a few months after the publication of Bernstein's paper without being aware of its existence.
We are then able to solve a problem of considerable importance in the theory of Dirichlet's series. We obtain conditions on f(x) in order that the integral equation (1.1) may have a step-function solution. We thus obtain a necessary and sufficient condition for the representation of f(x) in a Dirichlet series.*
We then investigate the representation of a function/(x) by an integral of the form (1.2) f(x) -f ex<da(t)
Jo with a(t) a bounded non-decreasing function, and find that a necessary and sufficient condition for such representation is that the sequence of derivatives of f(x) at a point x0, and find that it is necessary for the sequence to be completely monotonie. A slight change in the condition makes it both necessary and sufficient. Combining this with the previous result we are led to infer that the generalized derivative of arbitrary order p of f(x), 1 r°°-JJ!f(x) = --t-'fm+»(x -t)dt, [p] = m, p = m + v,
is a completely monotonie function of p for every x if and only if f(x) has the form (1.2). Here the generalized derivative is defined in a form slightly different from that given by Riemann, but it is shown that the form adopted is equally good as a generalization for the functions under consideration since it reduces to the ordinary derivative when p is an integer. Throughout most of the paper functions of the real variable are considered. In the last section, however, it is shown that this is no essential restriction in the case of certain of the theorems, and in particular in the case of the theorem regarding Dirichlet's series. Slight modifications are made to make the theorem applicable to functions of the complex variable. We now prove Theorem 1. Iff(x) is completely monotonie in the interval c<x< °° , and if ô is any positive constant, then the set of constants f(a), f(a + 5), f(a + 2Í), • • • (c < a < ») forms a completely monotonie sequence.
For, we have Anf(a+mô) =/<n)(£)5n (a+m8<Ç<a+(m+n)ô) by a familiar result in the theory of finite differences. It follows that (-î)"Anf(a + mb) è 0.
3. Hankel's determinants whose elements are the terms of a completely monotonie sequence. First we introduce the abbreviation
and then prove
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use That this form is never negative follows since x0*0 is non-decreasing and since the integrand is non-negative. It is known that this implies that the determinants (3.1) are non-negative for m = 0, I, 2, ■ ■ ■ , n.
Theorem 3. If f(x) is completely monotonie in the interval c<x<°o, then the determinants
are positive or zero.
It is a familiar fact that the determinant (3.1) may be written as
Divide this determinant by 5m(m+1). By Theorem 2 the quotient is non-negative for all positive 5. Let 5 approach zero. The limit, which is the determinant (3.2), must also be positive or zero. Clearly the result also holds if the constant c is replaced by a constant b * F. Hausdorff, loc. cit., p. 226. greater than c, since if/(x) is completely monotonie in c<x< oo it is also completely monotonie in b<x< oo. 4. Consequences of the vanishing of certain Hankel determinants. We begin by stating two Lemmas, the proofs of which may easily be supplied. By use of these Lemmas we can prove Theorem 4. Iff(x) is completely monotonie in the interval c<x<<», and if Since the first factor is different from zero by hypothesis, it follows that the second factor vanishes for m = k, k + l, k+2, ■ • • , «. Since « is arbitrary the theorem is proved.
Corollary. Iff(a)=0, the determinants (4.1) vanish for all m.
For, since (4.2) is non-negative, Lemma 1 shows us that aoo = aoi= • • • = a0", from which the result follows at once.
The next result to be proved is That is, the analytic function
vanishes with all its derivatives at x = a, and is consequently identically zero. It remains only to show that Kh^0. This follows from the hypothesis that (4.1) is different from zero when m = k -i. We observe that the differential equation which f(x) satisfies may be put in the form 
Theorem 6. Under the conditions of Theorem 4,
Since the function -f(x) is itself a completely monotonie function, the determinant (4.6) is clearly non-negative for all positive integers m by Theorem 3. Moreover, if (4.6) vanished for m<k -1, it would also vanish for m = k -1 by Theorem 4. Consequently, we have only to show that (4.6) is not zero for m = k -1. If it were zero, we should have, as in Theorem 5, that the rank of the matrix
would be at most k -2. That is, the determinant (4.1) would vanish for m = k -l contrary to assumption. That (4.6) may vanish for m = k is seen by taking f(x) = l+er*, a = 0, k = 2. That it need not vanish may be seen by taking f(x)=e-x+e~2x, a = 0,k = 2.
Theorem 7. Under the conditions of Theorem 4
To prove that/(x) has the form (4.7) we must show that the roots of the algebraic equation
associated with (4.5) are real, distinct and non-negative. To do this we appeal to the theory of continued fractions. If (4.6) is different from zero for m = k, then the left-hand side of (4.8) divided by the determinant (4.6) for m = k is, where
The rational function of z which this continued fraction represents is defined in the neighborhood of infinity by the series
By Theorem 6 we see that the Bn are all positive, and the A " are all positive by hypothesis, so that the a" are all positive. Under these conditions the roots of (4.8) are known to be distinct and positive.* The left-hand side of (4.8) is the function Q2"(z) of Stieltjes defined on page 426 of the article cited. If (4.6) is zero for m = k, then the continued fraction development of u(z) is the same as above except that it stops with the term a2t_iz. The denominator of the expanded form is now
and this is also known to have distinct zeros which are all positive except one which is zero.f It is not difficult to identify the zeros of this function with the roots of equation (4. •
/-(*-!) (a) fCHa) ■ ■ ■ f<-2"-2Ha) m = k and not for m = k -1, we know that constants Lx, L2, such that
Zfc_i exist
Lxf(a) + L2f"(a) + ■■■+ Lk-Xfk-»(a) + fk)(a) = 0, (4.10) ¿i/"(a) + L2f"(a) + ■■■+ Lkfk)(a) + /<*+1>(a) = 0,
Expanding the determinant (4.8) according to the elements of the first column
we have
Substitute the values of/<*)(a),/(*+1'(a), • • • ,/C2*_1)(<*), obtained from equations (4.10), in the last row of this determinant. Equation (4.8) thus becomes
The first factor can not vanish for its vanishing (together with equations (4.10)) would imply that (4.1) would vanish for m = k -1 contrary to assumption. Hence the roots of (4.9) are the same as those of (4.11). It remains only to show that c<>0. We have seen that
where a(t) is a step-functidh with a finite number of jumps. We wish to show that these jumps are all positive. Let R be a number so large that the points of discontinuity of a(t) are all to the left of the point t = R. Then if z is a fixed number for which I z\ >R the series is uniformly convergent in the interval 0 ^ / g R, so that we have
J»oo g-at 1 /*°° 1 /* °° 1 /*°°-
We thus have the partial fraction development of u(z) :
But the coefficients of this development are known to be positive,* so that the d are all positive. The theorem is thus completely established. 5. The function a(t) a monotonie function. We are now in a position to prove Theorem 8. A necessary and sufficient condition that f(x) should be completely monotonie in the interval c <x < oo is that
Jo where a(t) is a non-decreasing function of such a nature that the integral converges for x>c.
The sufficiency of the condition is obvious sincef
To prove the necessity of the condition we appeal to Theorem 7 and to a result of H. Hamburger^ If one of the determinants (4.1) is zero, then/(x) has the form (5.1), a(t) being a step-function with a finite number of positive jumps. If none of these determinants vanishes, then the determinants (4.6) are positive for all m, and we are in a position to apply Hamburger's Theorem. § The function/(x) is thus seen to have the integral expression (5.1).
We note that if a(t) is to be a non-increasing function it is necessary and sufficient that -f(x) should be completely monotonie.
6. The function a(t) of bounded variation. We prove the following theorem:
Theorem 9. A necessary and sufficient condition thatf(x) can be expressed as (6.1) f(x) = f er«da(t), Jo with a(t) of bounded variation in every finite interval and the integral absolutely convergent for x>c, is thatf(x) should be the difference of two functions that are completely monotonie in the interval c <x < «5.
We prove first the necessity of the condition. Suppose/(x) has the form (6.1). We may suppose without loss of generality that a(0) =0. Since a(t) is of bounded variation in the interval O^t^R there exist two non-decreasing functions P(t) and N(t) such that
Here u(R) is the total variation of a(t) in the interval O^t^R.
In this way we see that f(x) = lim T f e~*'dP(t) -f e~*'dN(t) \ . f(x) = f e-xtdP(t) -f e-*', [October where P(t) and N(t) are non-decreasing functions, vanishing at the origin, of such a nature that the integrals converge for x>c. For any such value of x, constants K and e exist such that* (6.2) P(t) < Ke"-x-'\ N(t) < Ke'l*-*> (0 è t < <x> ; c < x -e < x).
Consequently j e~xtdP(t) = x I e-xtP(t)dt, Jo Jo /»CO rt oo I e~xidN(t) = x j e~xtN(t)dt, Jo Jo the integrals on the right-hand side converging for x>c. Now if a(t) =P(t) -N(t), the integral fôe~xtda(t) converges absolutely if x>c. For, the total variation u(t) of a(t) clearly satisfies the inequality
This inequality shows that the integral /" e~xtu(t)dt converges, and hence that /»CO *% 00 (6.4) I e-xtdu(t) = lim u(R)e~xB + x I e~xtu(t)dt. Jo R=" Jo By virtue of the inequalities (6.2) and (6.3) we see that the indicated limit in (6.4) exists and is zero, so that (6.1) converges absolutely for x>c.
The case in which c<0 may be reduced to the case just treated by the change of variable x-c=y.
We shall next seek to determine a more convenient condition to replace that of Theorem 9. First we shall obtain certain necessary conditions. The positive function y(t)=a(t)-ß(t) is continuous at f = 0. If e is an arbitrary positive constant, we can find a number S so small that e~xta Jo '¿7(0 < 7(5) < «/2, x ^ 0.
Then we can choose x so large that f <r*<¿7(0 = e~xS f e-*'dy(t + 5) < e/2.
Jt Jo
The latter choice is clearly possible since the integral involving y(t+5) approaches a finite limit,* and e~xS approaches 0 as x becomes infinite. The interchange of the order of integration which we have effected here is permissible since the integral /" e~xttn+ldy(t) is uniformly convergent* in the interval c+8^x< oo.
The inequality is only strengthened if we replace the upper limit x of the last integral in the above inequality by oo. Thus --7rr\fn)(t)\dtû-'-dt I \p+»iy)\dy.
If we interchange the order of integration on the right-hand side of this inequality, we obtain (6.6). This is permissible since the integrand is positive and since the resulting iterated integral is convergent.* If we set
-r^|/(n+1)(0|¿*, x n\ we may state our result as follows :
The sequence of functions 0o(x), 0i(x), 02(x), • • • has a limit for all x>c which we shall denote by <p(x). Now the derivative of 0"(x) is (6.7) <*>"' (x) = -i*" (t~X)°* | /("+1)(0 i dt. The right-hand side of this inequality, being independent of «, serves as an upper limit for the sequence (6.9) for all x^x0. The functions <p"+"(x) of the sequence satisfy all the conditions of Lemma 1 at least for « ^ 1 (as we see by replacing m by m+l in the inequalities (6.9)). Consequently, the sequence 0(^(x), 0Í+\(x), <p"+2(x), ■ ■ • converges uniformly, and its limit is the derivative of the limit of the sequence 0£"_o(x), d>{^x\x), <p{Z+i(x), ■ • • . We We are now in a position to show that f(x) is the difference of two completely monotonie functions,
The inequalities (6.10) lead at once to the following:
If A ^ 0 we write
and if A gO,
In either case f(x) is obviously the difference of two completely monotonie functions. An appeal to Theorem 9 completes the proof of the theorem. That conditions (a) and (b') are not necessary may be seen by noting that the function f(x) = 1 does not satisfy them. Yet it may be expressed in the form (6.5).
7. The function a(t) an integral. Let us next investigate conditions under which a(t) is an integral, that is, under which/(x) has the form f(x) = f e-x,4>(t)dt.
Jo
In this connection we prove Obviously the inequality (7.2) implies the absolute convergence of the integral (7.1) for x>c. The necessity of the condition is at once apparent. For, if x>c, we have /<">(x) = (-1)" f e-xttn<p(t)dt, -c Jo L c J
In this way we see that the functions Kectc-l-\-a(t) and Kectcl -a(t) are both increasing functions. From this fact it follows that a(t + 5) -a(t) -Kgc't+es) ^ _1-'_-11 g Kecu+es) (0 < 5; 0 < t9 < 1). 5
Allowing 8 to approach zero we obtain -Ke°l á D+a(t) ¿ Ke", where D+a(t) denotes the upper derivative of ct(t) on the right. Now D+a(t) is integrable* since a(t) is of bounded variation and D+a(t) is finite in every finite interval. Consequently, we may write This completes the proof of the theorem. We point out that condition (7.3) implies the vanishing of f(x) at infinity. This also follows indirectly from Theorem 10, since a(t), being an integral, is continuous, and a(0+) =0. We further call attention to the fact that condition (7.3) implies condition (b) of Theorem 12. That this should be the case is seen by observing that if f(x) has the form (7.1) it also has the form (6.5) with a(x) defined as
Í d>(t)dt. so that we should have
But the function on the left attains its maximum value («+l)n+2(«+2)-n-2 at x = e(« + 2). As « becomes infinite this maximum value increases and approaches e~l as its limit. The above inequality is thus established. This example serves to illustrate the fact that \<j>(t) | may be equal to Kect at certain points of (0, oo) and yet \f(n)(x) | may never be equal to Knl(x-c)~n~x no matter how large n is taken. 9. Application to Dirichlet series. By use of Theorem 13 we are now able to obtain a condition that is both necessary and sufficient for the development of a function f(x) in a convergent Dirichlet series. We restrict ourselves at first to the case in which the series converges for x>0. Theorem 14. A necessary and sufficient condition that a real function f(x) can be represented in a Dirichlet series convergent for x>0 is that a set of real constants ax, a2, a3, ■ ■ ■ , X1; X2, X3, • • • , 0 á X! < X2 < X3 < • • • , lim Xi = oo , exist of such a nature that to every positive e and every integer k there corresponds a number M independent of n and of x such that* * In (9.1) it is to be understood that k shall also take on the value zero, the quantity in the brace then reducing tof'x). Integrating by parts we obtain (OgK oo).
f(x) = x j -e-xta(t)dt, Jo the integrated term disappearing by virtue of (9.2). Now since a(t) is constantly zero in the interval 0^i<Xi, an obvious change of variable gives us f(x) = xer*** j erx'a(t + \x)dt, is itself a Dirichlet series, the first term of which is aj,+it5-x*+i*, we have only to apply the result just obtained to the new series to obtain (9.1). The proof of the necessity is thus complete.
We turn now to the proof of the sufficiency of the condition. By Theorem 13, we see that condition (9.1) taken for £=0 implies the existence of a function a(t) such that We can now show that ß(t) is a step-function, or differs from such a function at a set of points of measure zero. Again applying Theorem 13, but now using (9.1) for an arbitrary k, we see that f(x) = ^ame-x"x + xe-Vi* J e-xtak(t)dt. If we now make use of the uniqueness theorem,* we see that 7(0 must coincide with ß(t) almost everywhere. By allowing k to become infinite, we see that ß(t) differs from a step-function 7(0 at most at a set of points of measure zero. Since 7(0 is a step-function it follows that the inequality (9.4) implies (9.5) I 7(01 = Me" (Ot%t< 00). The integral and series converge for x>e by virtue of (9.5). But e was an arbitrary positive quantity. The above argument repeated for any positive e must always lead to the same Dirichlet series since expansion in such a series is unique. It follows that the series converges for x>0, and the proof is complete.
We can now see that the restriction of convergence for x>0 was not an essential one. For, if the series (9.11) converges for x>c, then the series 00 fix + c) = E0«6-*"'^-*"* n-l converges for x>0, and we can apply Theorem 14. The inequality (9.1) in the statement of that theorem must be replaced by the following one: We omit the proof since it follows closely that of Theorem 14, making application of Theorem 9 instead of Theorem 13. A completely monotonie set of constants a0, ax, a2, ■ ■ ■ is minimal if decreasing a0 makes of it a set which is no longer completely monotonie.
That there exist completely monotonie sets which are not minimal may be seen by noting that increasing the first element of a set which is completely monotonie leaves it so. By a theorem of Hausdorff* it is known that any completely monotonie set a0, a1} a2, • ■ ■ can be represented in the form a" = (t"d<t>(t) (« = 0, 1, 2, • ■ • ) Jo where <p(t) is a non-decreasing function. Moreover, the representation in this form is unique if "normalized" functions <b(t) only are admitted, that is, func- Since \p(t) is itself a non-decreasing function, the set a0-0(0+), ax, a2, ■ ■ ■, is itself completely monotonie, so that the given set can not have been minimal.
Conversely, if 0(0+) =0, then the set a0, ax, a2, ■ ■ ■ is minimal. If it were not so, a positive constant k would exist such that a0 -k, ax, a2, ■ ■ ■ would be a completely monotonie set. That is, a unique normalized non-decreasing function 0(0 would exist satisfying the equations By use of this result we are able to prove Theorem 16. A necessary and sufficient condition that there should exist a function f(x) completely monotonie in the interval 0 ^ x < oo such that /(«) = an for « = 0, 1, 2, ■ • • is that the set a0, ax, a2, ■ ■ ■ should be a minimal completely monotonie set.
We begin with the sufficiency of the condition. Suppose the set a0, ax, The function a(y) is clearly non-decreasing. The function f(x) = f e~x'da(t)
Jo is completely monotonie in the interval 0 <x < oo since the integral converges for x>0. The function/(x) is continuous* in the interval 0^x< oo since the integral converges for x = 0. Since/(») =an, the proof of the sufficiency of the condition is complete. Consider now the necessity of the condition. Suppose that a function/(x), completely monotonie in the interval 0 ^ x < oo, exists such that/(«) = a" for n = 0,1, 2, • • ■ . We show first that the set of constants a0, ax, a2, • ■ ■ is completely monotonie. The point is not covered by Theorem 1 since it is not known that the point x = 0 is an interior point of an interval in which/(x) is completely monotonie. By Theorem 8 we have * D. V. Widder, loe. cit., p. 701.
(10.1) fix) = f e-x'dait) (x>0), Jo where a(t) is a non-decreasing function and the integral converges for x>0. We can show that the integral also converges for x = 0. For suppose that it diverged. Since a(t) is monotonie we should then have a(oo) = oo. In that case limI_o/(x) = oo. For, if x is a fixed positive quantity, we have
Jo Jy* Since a(t) ^0 and e~xt>0 we have Since ß(t) is a non-decreasing function, the sequence/(x0),/'(xo),/"(x0), • • • is completely monotonie. In particular if a(t) is continuous at t = 0, ß(t) is also continuous there, and the above sequence is minimal. We can now show that these necessary conditions are sufficient. Let f(x) be a function with derivatives of all orders at x = x0 and such that the sequence of its successive derivatives there is completely monotonie. That is, Again we see that a(t) is non-decreasing, is continuous at t = 0 if ß(t) is continuous there. We have seen that ß(t) has this property if and only if the sequence/(x0),/'(x0), -is minimal. We have thus established Theorem 17. A necessary and sufficient condition that a function f(x) can be represented in the form f(x) = f ex'da(t) Jo with a(t) a non-decreasing bounded function (continuous at t = 0) is that f(x) should have derivatives of all orders at a point x=x0 which form a (minimal) completely monotonie set, f(xo),f (xo),f"(xo), ■ • ■ .
12. Generalized derivatives. Let us now combine the results of Theorems 16 and 17. If a(t) is non-decreasing and continuous at t = 0, the set/(x0), /'(xo),/"(x0), • • • is a minimal completely monotonie set, so that there exists a function <p(x) that is completely monotonie in 0 ^x < oo such that
It is natural to inquire if there is not some sense in which this equation holds for non-integral values of n. We shall show that if/(n)(x0) is replaced by the generalized derivative of Riemann (slightly modified* to meet our need) then the above equation holds for all »>0. We define the generalized derivative of positive order p of a function f(x) as is a continuous function of t, so that the integrand of (12.1) is Oit-') as / approaches zero. Since v < 1 we are assured of the convergence of the integral if the upper limit oo is replaced by any positive finite limit. We must now investigate the behavior of the integrand as t becomes infinite. We show that for any fixed x and for m = 0
Jev(x-l)ym+l¿ary-) _ oit-1). (x>e;» = 0,l,2,-.).
To prove this set/(x) =u(x)+iv(x) and an=<Xn -Wcy"". Assume first that f(x+iy) may be expanded in a Dirichlet series 
