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Abstract— Latency or delay in remote feedback signals can
adversely affect the closed-loop damping performance. Accurate
time-stamp information at both (PMU location and control
center) ends offers a possibility to continuously compensate for
time-varying latency. In this paper, an adaptive phasor power
oscillation damping controller (APPOD) is proposed wherein the
rotating coordinates for phasor extraction are adjusted to account
for the change in phase caused due to the delay. The oscillatory
component of the original signal is thus retrieved out of the
delayed signal received at the control center. Unlike conventional
phasor POD, which uses a fixed phase shift to generate damping
control signal, an adaptive phase shift algorithm is used here
to suit varying signal locations and operating conditions. Case
studies confirm the effectiveness of the proposed technique, both
in terms of robustness and handling continuously varying delays.
A comparison with a conventional gain scheduled POD (CGPOD)
and an Unified Smith Predictor (USP) approach is also presented.
Index Terms— Latency, Power Oscillation Damping Controller
(POD), Phasor POD, Robustness, Adaptive, Control
I. INTRODUCTION
ADVANCES in phasor measurements and data commu-nication technologies enable utilities to employ remote
feedback signals for effective power oscillation damping con-
trollers (POD) [1], [2], [3], [4]. Wide-area power oscillation
damping control, which has primarily been a research is-
sue till recent past, is now a practical possibility [5]. Most
utilities, although encouraged by this exciting prospect, are
still concerned about the consequences of problems in data
communication either in the form of unacceptable latency or
complete loss of signals in the worst case. Latencies beyond
a certain threshold disturb the effective phase compensation
provided by the damping controllers leading to potentially
unacceptable closed-loop dynamic response.
State-of-the-art data communication infrastructures ensure
that the latencies are generally limited within milliseconds [6].
However, it could be as high as hundreds of milliseconds, or
even more under unusual circumstances [6], [7], [8]. Latencies
less than or equal to tens of milliseconds do not interfere sig-
nificantly with low frequency oscillations and can be tolerated
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without paying attention. However, longer delays affecting the
oscillation frequencies, although relatively infrequent, cannot
simply be ignored and should be considered during the control
design.
Power system researchers, over the years, have come up
with different approaches to cater for latency [9], [10]. Use
of Pade approximation of nominal delays in the system model
is at the heart of many of these techniques. Suitable order of
Pade approximation for different delays needs to be selected
carefully without introducing appreciable error. Since the early
work of Smith [11], several researchers have addressed the
issue of fixed [12] as well as time-varying [13] latencies in the
control loops. An infinite dimensional representation of delay
was considered in a predictor framework [14], [15]. Such fixed
controllers perform ‘acceptably’ over a range of delays but
tend to be conservative [9] yielding suboptimal performance
under different scenarios.
Conservativeness can be reduced through a gain-scheduling
controller if the actual latency is known from accurate time-
stamping at both the phasor measurement units (PMU) and
the control centre [9]. However, continuous compensation of
time-varying latency is hard to achieve as a large number of
pre-designed controllers might be required with provision for
switching from one to other depending on the actual latency.
We propose a new approach to continuous compensation
of time-varying latencies using a phasor POD framework. A
phasor POD [16], [17] was proposed and commercialized by
ABB [18] and is now used by several utilities. The oscillatory
component of the measured signal is expressed in phasor
form (in a rotating coordinate system) before applying an
appropriate phase shift to generate the control signal. To
compensate for latency, the rotating coordinates for phasor
extraction are adjusted according to the phase change caused
by the delay. Phasors are then transformed back to time
domain to retrieve the oscillatory component of the original
signal out of the delayed signal received.
A conventional phasor POD uses a fixed phase shift, usually
90 degrees, for series compensation devices [17] to derive
the damping control signal. Although this is intuitive for
local signals, it might not necessarily be most effective for
remote signals under varying operating conditions [19]. Here
an adaptive phase shift algorithm is also proposed to automat-
ically produce the most appropriate phase shift necessary for
different feedback signals and varying operating conditions.
The well-known 4-machine, 2-area test system is used
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(APPOD) concept and also comparison with conventional
gain scheduled PODs (CGPOD) [9] designed using Pade-
approximation of delay. Case studies on the 16-machine, 5-
area test system include comparison with CGPOD and also
Unified Smith Predictor (USP) controller [14], [15] which
substantiate the performance and robustness of the proposed
approach in compensating time-varying latencies under differ-
ent operating conditions.
The contribution of this paper are summarized below:
• Exploit recent technological developments enabling com-
putation of signal latency from time-stamp information at
both ends
• Propose a new methodology for handling continuous
time-varying latency through shifting the reference frame
used for phasor extraction
• Apply an adaptive phase-shift scheduling scheme for
extending the phasor POD to wide-area framework and
ensure robust performance under different operating con-
ditions
II. PHASOR POD CONCEPT
A Phasor POD is based on representation of the measured
signal S(t) as a space-phasor.
S(t) = Sav +Re{~Sphejωt} (1)
This approach focuses on the problem of separating oscillatory
part and the average part of the measured signal. The space-
phasor is decomposed into two components in a rotating d−q
axis reference frame - an oscillatory part corresponding to
the average component and a constant part representing the
oscillatory component of the measured signal as follows:
S(t) = Sav(t) + Sd(t) cosϕ(t)− Sq(t) sinϕ(t) (2)
where
ϕ(t) = ωt+ ϕ0 (3)
As a result, the slowly varying components like the average
value of the feedback signal (say line power), Sav(t) and
the oscillatory part, ~Sph are separated from the measurements
[17]. The angular frequency of the rotating d−q frame is ω and
ϕ0 is the phase angle at which the space-phasor is locked to
the reference frame. The average and the d−q components are
estimated using recursive least squares (RLS) based algorithm
as illustrated in Fig. 1 [17].
Assuming Sd(t) and Sq(t) vary slowly with time, the so-
called classical normal equation can be written as:
ΦTΦΘ = ΦTS(t) (4)
where the parameter vector (Θ) and the regression matrix (Φ)
are given by:
Θ =
[
Sav Sd(t) Sq(t)
]T
(5)
Φ =
[
φ(t) φ(t− Ts) . . φ(t−NTs)
]T (6)
with
φ(t) = [ 1 cosϕ(t) − sinϕ(t) ] (7)
The standard form of Least Squares (LS) algorithm is given
by (4)-(7) represents. A pseudo-inverse operation of the re-
gression matrix on a data window of N samples (N > 3) is
required and to estimate the value of Θ(t). This is to be done in
each sampling instant which is computationally intensive. To
avoid this, Recursive Least Squares (RLS) approach was used
here to update the value of Θ(t) from its estimate Θ(t− 1) at
the previous sampling instant, see (11), through the following
steps [20]:
Step I: Calculate the prediction error:
ε(t) = S(t)− φ(t)Θ(t− 1) (8)
Step II: Compute the RLS gain vector Kd(t):
Kd(t) =
℘(t− 1)φT (t)
ν + φ(t)℘(t− 1)φT (t) (9)
Step III: Update the Covariance matrix ℘(t):
℘(t) =
[I −Kd(t)φ(t)]℘(t− 1)
ν
(10)
Step IV: Update parameter vector Θ(t):
Θ(t) = Θ(t− 1) + Kd(t)ε(t) (11)
The phase angle of the oscillatory component is derived
from Sd(t), Sq(t) which are obtained from updated Θ(t).
Appropriate phase shift can then be provided by changing the
relative position of the d − q reference frame with respect
to the space-phasor and regenerating a time domain signal
in the stationary frame of reference. An approximate idea
of the oscillatory frequencies of the system is used as the
initial guess ω0 for phasor extraction. For extracting multiple
modes RLS algorithm works with respective initial guess of
frequencies (ω0). Extraction of each mode is facilitated by
properly choosing the forgetting factor ν (see (9)) which is a
function of the allowable bandwidth (BW) of changes in the
estimated parameters.
Fig. 1. Operating principle of an adaptive phasor POD (APPOD)
Changes in frequency with varying operating condition is
tracked online through a frequency correction loop wherein a
PI compensator minimizes the error between the phase angles
in consecutive samples, see the dotted box in Fig. 1. The
3correction is limited to a judiciously chosen range as the
POD is not expected to damp modes with higher frequency
deviation. The limits can be relaxed to accommodate larger
expected deviations in frequency under different operating
conditions such as in [21]. However, for multiple modes with
frequencies which are very close by, a wider limit on the
frequency correction loop might cause an overlap with the
neighboring frequencies making the phasor extraction more
challenging.
III. LATENCY COMPUTATION FROM TIME-STAMP
INFORMATION
Remote signals are communicated from the PMUs to the
control center through a phasor data concentrator (PDC). A
global positioning system (GPS) provides precise timing pulse
to correlate the sampled measurements and achieve precise
time synchronization. The PDC synchronizes the measure-
ments from all the PMUs with microsecond precision and
under normal condition, sends data once every 20 ms to the
control center. In case of congestion in one or more channels,
the PDC (e.g. PCU400) waits till it receives data from all
the PMUs. Therefore, the total latency is the sum of latency
in the most congested channel and the time required for
synchronization [22]. Once the PDC receives data from all
the channels it starts sending data to control center at a much
faster rate (1 kHz max) until it clears the back-log. During
this period the control center could encounter feedback signals
with time varying latency.
A GPS receiver at the control center time stamps the signal
(with a microsecond precision) received from the PDC. The
latency in the communication channel and associated hardware
is computed by subtracting the instant of origin at the PMU
from that of arrival at the control center [22]. Thus the state-
of-the-art not only provides time stamped measurements but
also the latency associated with each sample.
IV. LATENCY COMPENSATION
From a phasor point of view, the latency (Td) introduces
a phase lag in the received signal with respect to the orig-
inal measurement at the PMU location. The phase lag (θ)
is compensated by advancing the rotating d − q frame to
d
′ − q′ through an angle θ calculated as the product of phasor
angular frequency ω and time delay (Td). Thus the phasor
corresponding to the original PMU signal is retrieved in the
new reference frame as follows:[
S
′
d
S
′
q
]
=
[
cosωTd − sinωTd
sinωTd cosωTd
] [
Sd
Sq
]
(12)
To achieve a desired level of damping, an appropriate phase-
shift α [18], [17] is introduced by further rotating the reference
frame to d
′′ − q′′ , (see Fig. 1).[
S
′′
d
S
′′
q
]
=
[
cosα − sinα
sinα cosα
] [
S
′
d
S
′
q
]
(13)
The shifted phasor in (13) is then transformed back into the
time domain with respect to the new stationary reference frame
using (14).
u(t) =
[
cosϕ(t) − sinϕ(t) ] [ S′′d (t)
S
′′
q (t)
]
(14)
With appropriate gain this signal constitutes the control
input u(t) for the actuators (e.g. TCSC in this case).
V. ADAPTIVE PHASE-SHIFT SCHEDULING
With local feedback signal, the desired phase shift for
a series compensator turns out to be 90 degrees. This can
be explained from the physics of kinetic energy exchange
between the two areas [23]. However, it is shown in [19] that
this is not necessarily so intuitive for remote feedback signals
and phase shifts other than 90 degrees could produce better
damping performance.
Generally, the simplest conceivable scheme for a POD is
PI compensator driving the oscillatory part of the feedback
signal towards a zero reference. However, due to the oscillatory
nature of the signal about zero, the integral of positive and
negative errors cancel each other. It is only in a rotating d− q
reference frame, that the amplitude of the oscillations can be
represented as a non-oscillatory (always positive) component.
Here, this particular feature of a phasor POD is exploited to
realize an adaptive phase-shift scheduling methodology. The
computed phasor magnitude, |~Sph(t)| = |Sd(t) + jSq(t)| is
driven towards a zero reference (see Fig. 1) with the error
feedback through a PI compensator (Kp + Kis ) which in turn
generates the desired phase-shift (α(t)) as follows:
α(t) = −Kp × |~Sph(t)| −Ki ×
∫
|~Sph(t)|dt (15)
Appropriate phase-shifts are provided adaptively to individ-
ual phasors extracted from a multi-modal signal.
VI. CASE STUDY I: 4-MACHINE, 2-AREA SYSTEM
To illustrate the working principle of an adaptive phasor
POD (APPOD), simulations were carried out on the well
known 4-machine, 2-area test system shown in Fig. 2 [24].
In steady state, approximately 400 MW flows from area 1 to
area 2 over a 220 km long transmission corridor. To control
and facilitate this tie-line power flow, a TCSC is installed to
provide 10% compensation in steady state and it has a dynamic
range of variation from 1 to 50%. Difference between the
phase angles at buses 5 and 11 is used as the remote feedback
signal.
Fig. 2. Test system I: 4-machine, 2-area system with a TCSC
Both fixed and time-varying latency scenarios are consid-
ered here unlike most studies reported in literature. Retrieval
4of the original PMU signal out of the delayed measurements
received at the control centre is demonstrated.
The results reported throughout the paper were obtained
from simulations carried out in MATLAB/Simulink using 4th
order Runge-Kutta technique with a fixed time step of 1.0 ms.
A. Latency Compensation with Adaptive Phasor POD (AP-
POD)
Estimation of the original signal from the delayed mea-
surements is illustrated in Fig. 3 under open-loop condition
following a three-phase self-clearing fault near bus 8, see
Fig. 2.
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Fig. 3. Open-loop response with a self-clearing fault near bus 8, see Fig. 2.
Gray trace (upper figure): Remote signal measured at PMU locations. Black
trace (upper figure): Remote signal received at the control center with variable
latency (Td) as marked. Gray trace (lower figure): Oscillatory component
of the PMU measurements. Black trace (lower figure): Estimated oscillatory
component after latency compensation.
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Fig. 4. Closed-loop system response with a self-clearing fault near bus 8, see
Fig. 2. Gray trace (upper figure): Remote signal measured at PMU locations.
Black trace (upper figure): Remote signal received at the control center with
variable latency (Td) as marked. Gray Trace (middle figure & lower figure):
response without delay compensation. Black trace (middle figure & lower
figure): response with APPOD.
Latency builds up over two successive intervals at t=8 s
and t=12 s followed by restoration of the normal scenario
(Td = 25 ms due to PMU sampling rate) at t=16 s. During
the build up of latency the PDC does not send any new data
to the control center. Some irregularities are observed in the
estimated signal during this period due to a constant data input
to the phasor estimator. At t=16 s, the delay suddenly drops to
25 ms prompting the PDC to discard the old data in the queue
and send the most recent samples. The overlapping traces (see
lower subplot of Fig. 3) confirm that the proposed technique
accurately compensates for the phase-lag introduced due to the
delay and retrieves the oscillatory component of the original
PMU signal.
The effect of delay compensation on the closed-loop damp-
ing performance is shown in Fig. 4. The latency build up and
restoration sequence is identical as in Fig. 3. Sudden jumps in
TCSC compensation are due to the irregularities in the phasor
estimation during the instants of latency build up. It is evident
that the APPOD continuously adapts to the actual time-varying
latency maintaining the desired dynamic performance.
B. Comparison with Conventional Gain-scheduled POD (CG-
POD)
A family of PODs can be designed apriori for different
delays represented as Pade approximation within the linearized
system model. Appropriate controller within the family can
be scheduled depending on the actual delay encountered
[9]. Although this works satisfactorily even with a simple
scheduling algorithm, continuous compensation under time-
varying latency might not be straightforward especially, with
a finite number of pre-designed controllers.
Five PODs were designed considering latencies from 0 to
1000 ms at an interval of 250 ms. A gain scheduling algorithm
was used to switch the one designed with latency closest to
the actual encountered value.
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Fig. 6. Damping performance following a self-clearing fault near bus 8.
Gray trace (upper figure): APPOD feedback signal at PMU location. Black
trace (upper figure): APPOD feedback signal at control center. Gray trace
(lower figure): response with CGPOD. Black trace (lower figure): response
with APPOD.
Fig. 6 shows the damping performance with such a con-
ventional gain-scheduled POD (CGPOD) while signal latency
builds up to 750 ms after the fault and is restored back to
5Fig. 5. Test system I: 16-machine, 5-area system with a TCSC
25 ms (normal delay due to PMU sampling rate) at t=12
s. As expected, the damping performance of the CGPOD
is very similar with that of APPOD since the actual delay
encountered and the designed delay are the same for this
particular case. The delay sequences marked in Fig. 7 were
simulated following the same disturbance scenario as before.
The scheduling scheme is summarized in Table I.
TABLE I
GAIN-SCHEDULING SEQUENCE
Interval Actual latency Latency designed for
0 < t < 7 s 1000 ms 1000 ms
7 < t < 12 s 600 ms 500 ms
12 < t < 25 s 850 ms 750 ms
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Fig. 7. Gray trace: response with CGPOD. Black trace: response with
APPOD.
It is evident from Fig. 7 that the damping performance
deteriorates with the CGPOD scheme when the actual delay is
different from the design value whereas the APPOD achieves
continuous compensation against time-varying delays. With
relatively short delays (less than 0.5 s) the deteriorating effect
tends to be lower but the performance of a CGPOD is still
slightly poorer than the APPOD.
VII. CASE STUDY II: 16-MACHINE, 5-AREA SYSTEM
Following basic understanding with a 4-machine 2-area
system, its applicability is investigated in a more complex
network, a 16-machine, 5-area test system, shown in Fig. 5.
A detailed description of the study system including machine,
excitation system and network parameters can be found in
[25]. A TCSC is installed on the tie-line connecting the buses
18 and 50 and is used to damp power oscillations with the
real power flow in line 16-18 as remote feedback signal.
A. Damping Performance with APPOD
A three-phase fault near bus 54 with subsequent outage of
line 53-54 is simulated. The signal latency is assumed to build
up at t=8 s from its nominal value (Td=25 ms) to 800 ms
followed by reduction to 500 ms at t=12 s and a further build-
up at t=16 s, see Fig. 8. The continuous adaptation of APPOD
in the face of time-varying latency is evident as opposed to
the adverse impact when delay compensation is not accounted
for.
B. Comparison with CGPOD and USP
An Unified Smith Predictor (USP) approach used in [14]
overcomes the drawbacks associated with a traditional Smith
predictor [11] due to presence of fast stable modes. A compar-
ison between USP, CGPOD and proposed APPOD is shown in
Figs. 9 and 10 where two scenarios with sustained latencies,
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Fig. 8. System behavior with tie-line 54-53 outage. Gray trace (upper
figure): remote feedback signal at PMU location. Black trace (upper figure):
remote feedback signal at control center. Gray trace (lower figure): response
without delay compensation. Black trace (lower figure): response with delay
compensation.
1100 ms and 350 ms were considered. The gain schedul-
ing scheme is identical as in the previous case study (see
Section VI-B). Two separate USP controllers were designed
following [14], [15] considering latencies of 250 ms and 1000
ms. For an actual latency of 1100 ms, the controller designed
for 1000 ms switches into operation while the one designed
for 250 ms is functional under a delay of 350 ms.
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Figs. 9 and 10 suggest that the APPOD adapts to the actual
latency (1100 ms and 350 ms in this case) and produces better
damping performance than a CGPOD. It is to be noted that
the performances would have been very similar if the actual
latencies were 1000 ms or 250 ms for which controllers in the
CGPOD bank were designed. The USP controller provides
5 10 15 20 25 30
3400
3600
3800
4000
4200
4400
P l
in
e 
16
−1
8,
 M
W
self−clearing fault near bus 18
 
 
5 10 15 20 25 30
250
300
350
400
450
P l
in
e 
18
−4
9,
 M
W
time, s
 
 
CGPOD
USP
APPOD
CGPOD
USP
APPOD
Td = 350 ms
Fig. 10. System behavior following a self-clearing fault at bus 18. Light gray
trace: response with CGPOD. Dark gray trace: response with USP. Black trace:
response with APPOD.
better performance compared to both CGPOD and APPOD
due to its inherent robustness over a range of latencies around
the design value.
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Fig. 11. System behavior following a self-clearing fault at bus 18. Gray
trace: response with USP. Black trace: response with APPOD.
However, Fig. 11 shows that for wider variation of delays -
25 ms (upper trace) on the lower and 1000 ms (lower trace) on
the higher side - of the design value of 500 ms (middle trace)
the performance of the USP is poorer compared to an APPOD.
It is to be noted that both produced very similar performance
under 500 ms delay (see the middle trace) for which the USP
was designed. A family of predesigned USP controllers [15]
can be used to cater for different latencies. However, imple-
mentation of multiple Smith predictors would be complex for
practical applications. Moreover, accurate system models are
required for both CGPOD and USP approaches while very
little prior information about the system, e.g. an approximate
idea about the system frequencies, is required for an APPOD.
7C. Robustness Validation
Robustness of the proposed APPOD is validated for a
range of operating conditions and different combination of
delay sequences. However, due to space restriction only a few
representative case studies are reported here.
Fig. 12 illustrates the damping performance when a fault
near the PMU bus (bus 18) occurs at t=5 s and is cleared by
opening line 18-49. It is observed that APPOD satisfactorily
damps the power oscillations when the power flow in line 18-
42 reverses due to outage of line 18-49.
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Fig. 12. Response with fault near PMU bus followed by line 18-49 outage.
Gray trace: response without delay compensation. Black trace: response with
APPOD.
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Fig. 13. Damping performance with tie-line 18-42 outage. Gray trace:
response without delay compensation. Black trace: response with APPOD.
The dynamic behavior after a fault followed by the outage of
a key tie-line connecting area #4 and #5 is shown in Fig. 13.
The oscillations are well damped when APPOD compensates
for the signal latency whereas the response in unstable when
latency is not accounted for. Similar observations were made
for a sustained latency of 1000 ms following a self-clearing
fault near bus 40, see Fig. 14.
5 10 15 20 25 30
−590
−580
−570
−560
−550
P l
in
e 
40
−4
1,
 M
W
self−clearing fault near bus 40
 
 
5 10 15 20 25 30
47
48
49
50
51
52
∠
 
bu
s1
4 
− 
∠
 
bu
s1
3,
 d
eg
time, s
 
 
no delay comp.
APPOD
no delay comp.
APPOD
Td = 1000 ms
Fig. 14. System behavior with self-clearing fault near bus 40 and for a sus-
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D. Effect of Noise
A real power system operates in a quasi-steady state with
continuous changes for example, in loads. To replicate such
a realistic scenario and analyze potential impact of system
noise on especially, the frequency correction loop, integrated
Gaussian white noise sequences were used to simulate con-
tinuous perturbations in real and reactive loads at all the load
buses. The damping performance of the APPOD under noisy
environment with time-varying latency is shown in Fig. 15.
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Fig. 15. System behavior with tie-line 60-61 outage. Integrated Gaussian
noise sequence is used to simulate real and reactive power load variation.
Gray trace: with noise. Black trace: without noise.
Overlapping traces confirm that the performance of the pro-
posed APPOD is not affected by the noise. Due to continuous
random variation of loads, small oscillations are observed in
the steady state before fault and also after the oscillations have
settled down.
8E. Real-Time Simulation
To investigate the computation time of APPOD and its
possible impact on the overall latency, real-time simulations
were carried out on Opal RT simulator [26]. For 20 ms
sampling time considered for APPOD (based on PMU data
rate) there was not a single instance of overrun for the case
studies. A representative real-time simulation result for the
same scenario as in Fig. 8 is shown in Fig. 16. Identical nature
of the closed loop responses in Fig. 8 and the oscilloscope
traces in Fig. 16 confirm that the APPOD computations do
not introduce any additional latency. Details of the real-time
simulation studies would be reported in future.
Fig. 16. Oscilloscope recordings from real-time simulation for the case study
shown in Fig. 8.
VIII. CONCLUSION
An adaptive phasor POD (APPOD) is proposed to account
for the phase change caused due to latency by adjusting the
rotating coordinates used for phasor extraction. The oscillatory
component of the original signal is thus retrieved out of the
delayed signal received at the control centre. An adaptive
phase shift algorithm is used here unlike a conventional phasor
POD, to suit different signals and operating conditions. Case
studies confirm the effectiveness of the proposed technique,
both in terms of performance and robustness, in handling con-
tinuously varying delays. A comparison with a conventional
gain scheduled POD (CGPOD) and Unified Smith Predictor
(USP) is shown to demonstrate the improvement.
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