Abstract-In single photon emission computed tomography (SPECT) imaging, photon transport effects such as scatter, attenuation, and septal penetration can negatively affect the quality of reconstructed image and quantitation. As such, it is useful to model these factors as careful as possible during image reconstruction in order to reduce the impact. Many of these effects can be included in Monte Carlo (MC) based image reconstruction using convolution-based forced detection (CFD-MC). However, in CFD-MC, often only the geometric response of collimators is modeled, thereby make the assumption that the collimator materials are thick enough to completely absorb photons traveling through them. However, in order to retain high collimator sensitivity and high spatial resolution, it is required that the septa be as thin as possible, thus resulting in a significant amount septal penetration for high energy radionuclides.
I. INTRODUCTION
Monte Carlo (MC) is a well-known computation tool used to model the photon transports in single photon emission computed tomography (SPECT). While accurate, the main drawback of MC is its enormous computational burden which prevents it from being routinely implemented into clinical practice. In recent years, several variance reduction techniques (VRT) have been developed to improve its detection efficiency as well as the computation speed. One of the latest implementations used to significantly accelerate MC modeling is convolution-base forced detection (CFD) [0] , [0] . With CFD, photons are tracked through the object under study, and then forced to hit the detector surface. At this location, the probability of interaction is convolved with a Gaussian blur function representative of the collimator response function. Unfortunately, the mathematical model of CFD can only estimate the geometric response based on the assumption that photon traveling in the collimator material will be completely attenuated. However, when the photon energy exceeds 200 keV, there is high probability that photons are able to penetrate the collimator, resulting in septal penetration [0] . Therefore, a complete characterization of collimator response involves geometric response and septal penetration. Although different collimators are used to minimize septal penetration, thin septal collimators are used when high detection efficiency is required. Therefore, the fluence of septal penetration is typically significant when high or medium energy radionuclides are used. Overall, the amount of septal penetration is determined by the path length of rays through septa which depends on the distance between radioactive source and collimator, collimator length, hole pattern, and septal thickness [0] .
Ray tracing (RT) has been used previously in order to characterize the collimator response [0], [0], [0] . In this method, the path length traversed by photons in the collimator materials is determined and the exponential values of the negative product of the path length and linear attenuation coefficient is calculated as the resultant intensity. In this paper, a RT computer code is developed to estimate the point spread function (PSF) of point sources for a variety of parallel-hole collimators and radionuclides. In this implementation, two lookup tables are determined; one storing the cumulative septal path length in the collimator material from the collimator center to any point on the collimator, and the other one storing the resultant depthdependent PSF for various photon energies. The second lookup table has been further incorporated into a CFD version of the SIMIND MC program [0] in order to provide noise-free PSF incorporating septal penetration.
II. METHODS

A. Models
The fundamental ideas of the RT method are shown in Fig. . It consists of a parallel collimator and a point source located at a distance of z above the collimator surface. The gray region denotes the collimator septa, and the white represents the collimator hole or air. Any rays passing through gray region thus contributes to the septal penetration, otherwise, it contributes to the geometric response. Photons are simulated as emitting isotropically from point source O, thus striking onto the collimator back plane. Suppose one of the emitted rays interacts with the collimator septa at point A on the front plane and B on the back plane. The intensity of the photon striking point B depends on the length of OAB in the septal region, as denoted by P OAB . It is easy to see that P OAB = 0 for geometric response (ie, no septal penetration). The equation of intensity can be written as:
where, I 0 is the original photon interaction probability at certain scatter location, P OAB represents the path length of the photon through the collimator septa, and µ is the linear attenuation coefficient of the collimator material at a specific photon energy (e.g., 3.12 cm −1 for lead with respect to photons at 364.5 keV). Fig. (b) . The second idea is that the three dimensional (3D) septal path length P OAB can be obtained by the calculation of the two dimensional (2D) path length P O ′′ A ′ B , which denotes the length of O ′′ A ′ B in the gray region. Supposing the azimuth angle of ray OAB is θ, we then have:
It can be further written as:
where, P O ′′ B and P O ′′ A ′ represent the path length of O ′′ B and O ′′ A ′ in the gray region, respectively. It is noted that Eq. (2) and Eq. (3) can only be used for the case of a parallel hole collimator.
If the location of B is denoted as Supposing the point source is placed above the collimator at a distance z, the collimator length is l, and the angle of O ′′ A to the horizontal direction is γ, the same as ray O ′′ B. θ can be derived from the trigonometric function:
where, L represents the length of the segment denoted by the appropriate subscript, then the location of A ′ can be written as:
and so the position of A ′ can be written as (L O ′′ A ′ , γ) on the polar plane. The calculations of P O ′′ B and P O ′′ A are significantly time consuming, therefore, it would be helpful to produce a lookup table that includes the path length in the gray region from the center point O ′′ to any other point on the collimator plane. In the RT implementation presented, the simulation has been divided into 2 stages. In the first stage, the path length lookup table (LU T P L ), which stores the cumulative septal thickness P O ′′ B or P O ′′ A ′ , is determined. The second collimator response lookup table (denoted as LU T CR ) consists of the resultant collimator response functions and is constructed by the projection images of a point source located at different distances from the collimator at a variety of photon energies. This lookup table is incorporated into SIMIND MC program in order to further accelerate it. The following part in this section discusses the creation of LU T P L and LU T CR and their subsequent implementation in CFD Monte Carlo (CFD-MC).
B. Path Length Lookup Table
The 360
• circle centered at point O ′′ is equally divided into N rays, as illustrated in Fig. (a) . Each ray comprises several equally spaced points D 1 , D 2 , . . . , D n with the distance between two adjacent points D denoted as d. They are detected to see whether they are within the septa or inside the hole before P O ′′ D is calculated, which can be seen in Fig. (b) . Suppose the center of a hexagonal hole is given by location (C x , C y ) with the width and height denoted as L x and L y , respectively. A given point (x, y) within the hexagonal hole should satisfy:
where,
Observing the hole pattern and septal thickness, when a ray exits out of a hole, and proceeds into the next hole, the second hole can only be one of the 18 holes adjacent to the first one regardless of which kind of collimator is used, as depicted by the shaded holes shown in Fig. (a) . Initially, we will call the current hole that D resides, the center hole, and its 18 adjacent holes as side holes.
The RT progress starts with point D moved from O ′′ along one of the rays, set center hole (C x , C y ) as (0, 0) and initial cumulative septal thickness of 0 cm. The coordinates of D is calculated by Eq. (6) corresponding to current and side holes to see whether D is outside a hole or not. If yes, the cumulative septal thickness is incremented by d, otherwise, it is equal to the previous value. When D travels from collimator septa to the next hexagonal hole, the coordinates of the current hole and the side holes are renewed. This progress is repeated until D goes to the end of all the rays being simulated, and the cumulative septal thickness of each position on the ray is stored in lookup table LU T P L .
C. Collimator Response Lookup Table and its Implementation
The collimator response is then calculated using lookup table LU T P L by reprojecting the cumulative 2D septal thickness back to the 3D septal thickness using Eq. (3). The polar coordinates of point B and its cumulative septal thickness P O ′′ B for each point interval d is read from the LU T P L . The location of point A ′ is calculated by Eq. (5). From LU T P L , we are able to determine the subsequent value of P O ′′ A ′ . Therefore, the intensity of photon flux striking detector location B can be achieved based upon the calculation of Eq. (3) and Eq. (1). The point source is moved along the axis OO ′ O ′′ and the value of µ in Eq. (1) is altered according to different photon energies. The resultant projection image for each distance and µ is stored in the LU T CR together with the values of distance and µ.
Following the generation of the collimator response lookup table LU T CR , it is implemented into a CFD version of SIMIND MC, called as RT-MC. In the MC simulation, when a photon scatters at a certain location within the object, its scatter location, (x, y, z) and photon energy E are determined. Based on the photon energy, the appropriate linear attenuation coefficient, µ, can be obtained. The LU T CR is then consulted to determine the projection image that most likely matches these parameters. If an exact match is not found, then the projection image is obtained via linear interpolation.
III. RESULTS AND DISCUSSIONS
In order to evaluate the result of RT to model septal penetration, we present the simulation of a GE Millennium VG camera equipped with high energy general purpose (HEGP), medium energy general purpose (MEGP), and low energy high resolution (LEHR) collimator. I-131, In-111, and Tc-99m point sources are placed above these three collimators, respectively, with 10,000 rays simulated over 360
• . The ray step size d is set to 0.004 cm.
A. Point Spread Funtion (PSF)
Fig. and • to match experimental data. The center dark circle region corresponds to the geometric response with the long tails of each image corresponding to septal penetration. No matter which collimator is used, septal penetration always shows a very well-known 6 sided star pattern with a second, less obvious star pattern situated 30
• away from the first one. Viewing Fig. , we can see that in the vertical direction, the rays at every 60
• travel through the thinnest septal thickness. The second, less intense star pattern appears offset 30
• from the first pattern due to another thin septal thickness compared to its surrounding direction. On the LEHR collimator, the cumulative septal thickness is much less than that of HEGP collimator, therefore, in the direction between 0
• and 30
• , there exists some other thin septal thickness directions, thus resulting in other apparent star patterns on the images. Comparison between RT model and experimental result using high energy general purpose and low energy high resolution collimator. (a) collimator response generated by RT using HEGP collimator; (b) experimental measured data using HEGP collimator; (c) collimator response generated by RT using LEHR collimator; (d) experimental measured data using LEHR collimator.
B. Geometric Response and Septal Penetration Measurement
Using the aforementioned RT technique, different collimators have been modeled in order to evaluate the accuracy of PSF and have been compared to experimental data. Because the result of RT does not include intrinsic resolution of the detector, it is necessary to further convolve the resultant images with the camera intrinsic resolution. This has been found to consist of a σ = 0.2 cm Gaussian function for the HEGP and MEGP collimators and a σ = 0.16 cm for the LEHR collimator. An additional σ = 0.2 cm Gaussian function is convolved with both experimental and RT-generated images in order to remove the effect of collimator hole pattern (see Fig. ) . Both horizontal and vertical profile for the PSF images are then determined, and subsequently fit to Gaussian functions. Fig. shows the result of RT and experimental PSF's using HEGP collimator with I-131. The correlation coefficient (r 2 ) has then been evaluated in order to determine the goodness of fit for the RT models.
where x i is experimental PSF value, and y i is RT PSF. We can see that all the PSF of these 3 collimators are higher than 0.995, which shows that the RT models are consistent with the experimental data. In order to assess the accuracy of the septal penetration model, we have used the full width at tenth maximum (FWTM) as the measurement criteria [0] . A profile through the center of PSF was determined and the FWTM was calculated as shown in Fig. for I-131 and a HEGP collimator. Excellent agreement between the RT model and the experimental PSF is seen with the r 2 value is equal to 0.993. 
C. Computation Time discussion
In order to evaluate the speed of the RT method when implemented into SIMIND, we have simulated a 50 × 50 × 50 block source contained within a 128 × 128 × 128 voxel space. Forced detection Monte Carlo (FD-MC) [0] is used here to do the non-RT MC collimator response modeling in order to compare with the RT-MC simulation. Different numbers of photons have been simulated and the computation time is recorded. As the projection image is expected to be relatively uniform, the coefficient of variation (CV) in the resulting image is calculated to show the noise level. Fig. shows a plot of CV vs computation time. As seen, the RT-MC method requires approximately 100 seconds in order to achieve a stable level of CV and a projection image with CV = 0.006, but it takes the non-RT MC program 1494 seconds to achieve an image with CV = 0.03. In order to achieve a noise free image with CV = 0.006, it takes the non-RT MC longer than 750,000s (9 days) to run, indicating a speed improvement for the RT-MC of about 7,500 times. Fig. (a),(b) shows the projection images of non-RT MC and RT-MC with CV = 0.006. Images (a) and (b) have been rescaled to visualize the septal penetration, which are shown in Fig. (c) and (d) . It is easy to see that the result of RT-MC is relatively noise free but even after 9 days, the result of non-RT MC is not. The center regions both appear hexagon like pattern, which is due to the geometry of the collimator. 
IV. CONCLUSION
This paper has introduced an effective ray tracing (RT) code into the SIMIND Monte Carlo (MC) program. Two lookup tables LU T P L and LU T CR have been produced before the implementation of the LU T CR into MC. A validation has been performed assessing the correlation coefficient (r 2 ) for the point response functions, and has shown the great accuracy of RT modeling. As implemented into the SIMIND MC program, it has been shown that the implementation of RT model has increased the simulation speed by a factor of 7,500 compared to conventional SIMIND MC program. Subsequent work will focus on using this RT-MC for image reconstruction in SPECT imaging.
