Transparent speech quality has not been achieved at low bit rates, especially at 2.4 kbps and below, which is an area of interest for military and security applications. In this paper, strategies for low bit rate sinusoidal coding are discussed. Previous work in the literature on using metaframes and performing variable bit allocation according to the metaframe type is extended. An optimum metaframe size compromise between delay and quantization gains is found. A new method for voicing determination from the LPC shape is also presented. The proposed techniques have been applied to the SB-LPC vocoder to produce speech at 1.2/0.8 kbps, and compared to the original SB-LPC vocoder at 2.4/1.2 kbps as well as an established standard (MELP) at 2.4/1.2/0.6 kbps in a listening test. It has been found that the proposed techniques have been effective in reducing the bit-rate while not compromising the speech quality.
Introduction
There are some established standards, such as the NATO standards based on MELP [1] and its extensions [2, 3] operating at bit rates down to 600 bps. However, transparent quality has not been achieved yet and there is still room for improvement especially at very low bit rates which are demanded mostly by security and military applications. At these bit rates parametric coders, such as sinusoidal coders [4] , generally perform better than waveform coders and therefore are a better choice [5] .
At very low bit rates, distortion caused by parameter quantization is a key issue affecting the speech quality. One way to achieve more efficient quantization is to relax the delay constraint and exploit correlations across several speech frames. Another technique for reducing the bit rate is to consider the characteristics and requirements of each speech frame and manage bit allocations accordingly. Using variable bit rate coding, the overall bit rate can be significantly reduced [5] - [7] .
In this paper a novel method for estimation of voicing information from the LPC spectra is presented. There is usually a link between the voicing and the spectral envelope of a speech frame in non-whisper conversational speech and spectral information can be used to aid voiced-unvoiced classification [7] - [10] . Moreover, in our experiments, it has been observed that there is some correlation between the voicing level and formant structure of a voiced frame in English. It is therefore proposed that speech frames can be classified as voiced/unvoiced according to their spectral shape and for the voiced ones a voicing cut-off frequency can be found which divides the spectrum into two halves, lower half being voiced and the upper half being unvoiced. This enables the regeneration of voicing parameters at the decoder without the transmission of any extra bits.
The strategies presented in this paper have been applied to the Split-Band LPC (SB-LPC) vocoder [11] which is a sinusoidal coder developed at the University of Surrey. The SB-LPC vocoder operating at 2.4 and 1.2 kbps extracts a set of parameters (voicing, pitch, energy, LSF and spectral amplitudes) every 20 ms. The 1.2 kbps version carries out parameter quantization using a metaframe of 3 frames. In this paper we aim at producing high quality speech at low bit rates (1.2 kbps and lower) by extending the previous work on the use of metaframes with variable bit-allocation schemes according to the voicing status. Use of metaframes is explained in Section 2 and an optimum metaframe size is found compromising between buffering delay and quantization gains. Section 3 discusses classification of metaframes and quantization of the voicing parameter as well as the techniques for its estimation from the spectral shape while Section 4 focuses on the quantization of the remaining parameters. Finally in Section 5 the bit allocation scheme is summarized along with the performance evaluation before the paper is concluded in Section 6.
Variable Bit-Rate Coding within Fixed-Length Metaframes
Different parts of speech have different characteristics and coding requirements [7] . Working with metaframes provides more flexibility to make better use of this. Moreover, metaframes convert the inter-frame correlation in consecutive speech frames into intra-metaframe correlation. By using joint quantization techniques, correlation can be exploited in both forward and backward directions simultaneously maximizing the quantization gains [12] . The main drawback of using metaframes instead of single frames is the fact that it introduces extra delay to the system. However, ITU recommendation G.114 states that in full-duplex systems one-way transmission delays can be tolerated up to 150 ms and systems with delays upto 400 ms are still usable.
Choosing the optimum number of frames to be combined within a metaframe is a trade-off between delay and quantization gains. Experiments have been carried out to determine a good size for the metaframe. Training a large number of LSF vectors for final codebook design can take very long, therefore only 50000 LSF vectors are used for comparison of different metaframe sizes. Quantization is performed using 10 bits/frame. The choice of 10 bits/frame is in line with the bit rates aimed for LSF quantization in this work. Spectral Distortion (SD) values obtained from voiced frames can be seen in Fig. 1 . The results indicate that although the quantization gains achieved diminish after 3 frames, there is still room for reduction in SD for up to 5 frames/metaframe. This is in line with the choice of 4 frames of 22.5 ms as the metaframe size in [3] . Therefore, in order to maximize the quantization gains, but also taking the delay constraint into account, the metaframe size has been chosen as 5 frames of 20 ms in the proposed techniques.
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Metaframe Classification
In this work different coding strategies according to the type of metaframes are used. In order to save bits, metaframes are classified into a number of groups according to their voicing statuses. When choosing these groups, the least used combinations are left out first, similar to [13] . After that the combinations "VVVVV", "UUUUU" and the ones where there is only a single transition in the voicing statuses, such as "UUUUV" or "VVVUU", are chosen. 10 is the smallest number satisfying these criteria and can be represented by 2-4 bits depending on the availability.
Quantization and Estimation of Voicing
Once the grouping is performed, the voicing strengths within the metaframe are quantized using joint vector quantization similar to [2] , [14] , [15] .
For very low bit rate coders, voicing information can be regenerated at the decoder using the LPC shape. A block diagram describing the process can be found in Fig. 2 .
In the first step, the speech frame at hand is classified as either voiced or unvoiced. This is accomplished by comparing the spectral envelope to predetermined shapes. 4 predetermined shapes, 2 for the voiced and 2 for the unvoiced, have been found to be adequate. As shown in Table 1 , while success rate in voiced declarations is high, it is rather low in the unvoiced ones with a lot of false declarations. Further investigation shows that these errors accumulate in especially one of the predetermined unvoiced shapes. Frames assigned to this shape with large matching error and high low-band (up to 1 kHz) spectral energy are then reclassified as voiced. The resulting success rates are depicted in Table 1 where the number of frames declared as voiced or unvoiced can be seen along with the percentage of successfully identified frames in parenthesis. Overall, the number of correctly identified frames has increased from 15915 (79.57%) to 18203 (91.02%). the success rate of voiced declarations. However, as shown in Fig. 3 , it turns out that the voiced frames which were wrongly left as unvoiced have much smaller energy than the ones which were corrected.
No of Frames
The second step is to estimate a voicing cut-off frequency for voiced frames. It is proposed that by including high amplitude and narrow bandwidth peaks in the voiced region, satisfactory estimation of voicing can be achieved. Therefore, after the peaks in the spectrum are identified and the peaks to be included in the voiced region are chosen, the cut-off frequency marker is placed at the next available position after the last chosen peak.
Informal listening shows that speech produced using estimated voicing is almost indistinguishable from the one using original voicing.
Quantization of Pitch, Energy and Spectral Information
After determination of the metaframe type, other parameters can be quantized accordingly. Joint quantization techniques can be used to increase efficiency [2] , [3] , [14] , [15] . All the pitch values within a metaframe are combined in a vector. It should be taken into account that pitch errors are relative rather than absolute. Therefore an average value is calculated and a shape vector is formed. Clamped energy values are used for perceptual weighting. Since the length of the pitch vector differs depending on the metaframe type, separate codebooks are used for each length.
Similarly, energy values are represented by an average value catering for the dynamic range of the input signal and a combined shape vector. Quantization is performed in the log domain to prevent the domination of large values.
Significant distortions can occur and intelligibility may be lost when there is a rapid transition from high to low or low to high energy values and this transition is not represented adequately. Since the energy change usually takes place where there is also a change in voicing status, as shown in Fig. 4 , energy shape vectors with the same voicing group show similar characteristic. Having a separate codebook for each voicing combination helps better representation of energy shapes with fewer bits. Fig. 5 shows the average logarithmic error obtained from the shape vector quantizations. It can be seen that using a dedicated codebook for the energy shape vectors of each combination rather than using a general one saves 1 bit.
LSF parameters are usually the most bit consuming in low bit rate codecs. Prediction techniques, joint quantization 
Figure 4: Examples of energy shapes for the voicing combination UUUVV
and perceptual weighting lead to more efficient LSF quantization. However, when long metaframes are used, because of the low correlations between them, Moving Average or prediction gains are very small. Besides, error sensitivity may be increased. Therefore in this work no prediction is used between metaframes.
LSF quantization is carried out using Multi-Stage Vector Quantization (MSVQ) with a tree search algorithm having M=8 and each stage having 32 entires. Firstly the most important candidates are chosen using group delays as weighting [16] before the final candidate is determined using SD. Since voiced frames require better representation [7] , in the final selection SD values are biased voiced frames. A subtle energy weighting is also used further perceptual quality.
Since the spectral envelope is modelled using an all-pole filter, some fine details may be lost. Spectral Amplitudes can be used to compensate for this. The number of the amplitudes is variable and can become quite large depending on the pitch period. Given the scarcity of bits, there is a need for reducing the number of amplitudes in a frame, preferably to a fixed number. For this purpose a method described in [17] has been adopted. The resultant amplitudes are jointly quantized using MSVQ and a weighting function based on LPC.
Bit Allocation and Test Results
The strategies proposed in this paper have been implemented in the SB-LPC vocoder. Two versions at different bit rates have been produced operating at 1.2 and 0.8 kbps. The bit allocations are given in Table 2 . In the 0.8 kbps version, spectral amplitudes are set to unity and voicing is determined from the LPC shape at the decoder. A listening test using the Comparative Category Rating method as described in ITU standard P.800 has been carried out in order to evaluate the performance of these two codecs. In a special listening room, 20 listeners have been asked to listen to compare the quality of two sentences of male and two sentences of female speech processed with different codecs. For comparision, original SB-LPC at 2.4 and 1.2 kbps have been used as well as MELP at 2.4, 1.2 and 0.6 kbps. For each comparison, the first sentence is declared as either being much better, slightly better, slightly worse or much worse than, or about the same quality as the second sentence. These opinion scores are then mapped to numerical values using 2, 1, -1, 2 or 0 respectively. The combined results are given in Fig. 6 with their 95% confidence intervals. From the results, it can be seen that the quality of speech produced by the new codec at 1.2 kbps is almost indistinguishable from those of the original SB-LPC and MELP at 2.4 kbps. This shows that the proposed techniques have been effective in reducing the bit rate from 2.4 to 1.2 kbps without any degradation in speech quality. At 800 bps the new codec still produces speech that is similar to those produced by the original SB-LPC and MELP at 1200 bps in terms of quality. However, as can be seen from the final scores, in this case the original SB-LPC or MELP have been preferred slightly more than the new codec. This is due to the fact that these coders also employ metaframes of 3 frames and the quantization gains achieved by joining 3 frames instead of single frames is larger than those achieved by increasing metaframe size from 3 to 5 frames, as demonstrated by Fig. 1 . The new codec at 800 bps produces better quality speech than MELP at 600 bps as expected. Finally, comparison results between SB-LPC and MELP at 2.4 and 1.2 kbps are also provided for calibration purposes.
Voic
Conclusion
For most low bit rate applications delay constraint can be relaxed for better speech quality. In this work, reduction in bit rate has been achieved by careful investigation of speech characteristics, codebook design strategies according to these characteristics, use of metaframes for better exploitation of the correlations between speech frames through joint-quantization techniques and for a more flexible bit allocation scheme favouring the perceptually more important information, as well as decoder based voicing estimation. Experiments have been carried out to find an optimal size for a metaframe and 5 has been chosen as the number of 20 ms frames maximizing efficiency while not resulting in too much delay. Moreover, it has been shown that voicing can be estimated from the LPC shape due to inherent coupling of the vocal tract and voice production mechanism. A novel voicing determination algorithm based on this concept is presented which enables regeneration of voicing information at the decoder and hence suitable for very low bit rate coders. The strategies discussed in this paper have been justified by implementing them in the SB-LPC vocoder and performing a listening test. The test results show that the proposed techniques have been effective in reducing the bit rate from 2.4 to 1.2 kbps and from 1.2 to 0.8 kbps while maintaining good speech quality with a slight increase in the overall delay of the speech coding system. Although the application of the proposed techniques to the SB-LPC vocoder has been demonstrated only, in the future the strategies presented in this paper can be adapted to other sinusoidal coders as well.
