ABSTRACT. Several wildfire simulators have been proposed in recent years. Often, such simulators have been judged to be reasonable if they are capable of predicting mean fire growth accurately. However, when the management objective is a burn probability map, this kind of assessment will be insufficient, since it does not address the uncertainties intrinsic to fire behaviour. The problem of comparing output from a stochastic fire growth simulator with real fire behaviour is difficult in general. Focussing on a single (important) aspect of the fire behaviour provides a way through this difficulty. In this paper, we propose a method to judge the appropriateness of a particular stochastic fire spread simulator by comparing the variability in the rates of spread in simulated output with the variability in the rates of spread seen in some experimental micro-scale fires. The methodology can be applied to other stochastic fire spread models and to large-scale fires.
Introduction
Wildfire risk assessment is an important problem. Stochastic models of fire spread are required in order to produce burn probability maps which can be used by fire managers to identify high risk regions.
Currently, the most frequently used fire growth simulators, such as PROMETHEUS (Tymstra et al., 2005) and FARSITE (Finney, 2004 ) are deterministic. In tests of these simulators against real fires, it has been found that they give reasonable behaviour, but the best that can be achieved with a deterministic simulator is accurate mean behaviour; it is not possible for the inherent unpredictability of fire to be captured with such a model.
The Burn-P3 simulator (Parisien et al., 2005 ) is based on PROMETHEUS, and it produces a form of burn probability map, using randomized weather streams. Although weather has a major effect on fire behaviour, it should be noted that there is much variation in fire behaviour that is left unexplained by weather. Thus, a certain degree of ad hoc tuning is required in order to obtain probability maps that might be thought of as reasonable (see Braun et al., 2010 , for an example). Another approach was taken by Garcia et al. (2008) who attempted to introduce stochasticity to the PROMETHEUS model via a block bootstrap procedure. Much work remains to
In the meantime, several other stochastic models have been proposed. Boychuk et al. (2007) proposed a stochastic lattice-spread model and claimed that it captured many of the desirable features of actual fire spread. Burn probability maps were produced by repeatedly running the stochastic simulations and calculating the proportion of time that individual pixels would be burned. The virtues of the lattice-spread model were demonstrated primarily through the use of graphs comparing median probability contours with actual fires. Thus, the model was shown to be capable of achieving correct median behaviour, but there was no attempt to validate other probability levels. Boychuk et al. (2009) further showed that the model has the potential to be extended to accommodate spotfires ignited by lofted firebrands, though an accurate mechanism for this was not worked out and remains an open problem.
In this paper, we will consider the simplest case of the stochastic lattice-spread model: fires burn in homogeneous fuel and only slope is varied. In addition, we introduce a second model with a different rule that governs how burning cells extinguish. Our purpose is to investigate whether such models have the potential to produce burn probability maps which reflect the uncertainty that is intrinsic to fire spread. The approach we take is to consider the variability in the rates of spread observed in a sample of experimental microfires. We wish to determine whether the lattice-spread model is capable of simultaneously matching the expected growth behaviour as well as the variability seen in these fires. Our statistical methodology is simple and is not restricted to the stu-dy of given lattice-spread model; any stochastic simulator could be tested in this way.
As in Zhang et al. (1992) , we are studying the characteristics of the lattice-spread model in the context of data collected on tiny fires burned under very controlled conditions. Zhang et al. burned ordinary paper. We have chosen to use wax paper in our experiment because it burns more cleanly. Other researchers have also conducted lab experiments to study fires: Martínez-de Dios et al. (2006) performed indoor burning experiments on an adjustable burning table and recorded experimental fires with both point and linear ignitions at different levels of slope using digital and infrared cameras. That work was extended to open field experiments by Martínez-de Dios et al. (2008) where they demonstrated how such a system could be used to measure and visualize characteristics of forest fires in real time. In Rossa and Viegas (2009) a burning table was used to study back rates of spread. The data and approach we are taking in this paper should be viewed as complementary to the lab experiments in such studies. Although our idea here is not new, it is important to point out that even though we are working with very homogeneous fuel in zero wind our experimental fires still exhibited a large amount of natural variability that needs to be modelled and this is the focus of our paper.
The experimental data that we analyze come from 31 small fires. The only measured factor was slope: several levels of which were considered, with replicates. Otherwise, the fires were burned under identical conditions. It will be seen that even under such carefully controlled conditions, differrences in observed fire behaviour cannot be attributed only to differences in slope. Small imperfections in the wax paper and other unmeasured factors appear to give rise to relatively large amounts of variability between fires. In order to check whether the fire spread model gives rise to similar amounts of between fire variability, we simulate the 31 fires, holding the model parameter values fixed within each level of the slope factor. Simple regression models will be used to relate the model parameters to the slope. Analogous regression models can also be applied to the simulated data as well, leading to a way of comparing variability between the simulated data and the actual fire data. We will make the comparisons on the basis of the residuals coming from both sets of models as well as the corresponding estimated error standard deviations.
The rest of the paper proceeds as follows. The next section contains a description of the stochastic lattice-spread model as well as a modified version which may yield realizations which more closely resemble actual fires. Then Section 2 concludes with a discussion of the relation between the scale of the grid and the variability induced by the lattice-spread model. Section 3 describes the methods employed in this research: the micro-fire experiments are described as is the methodology for the comparisons with simulated replicates of these fires. Results follow in Section 4, and the paper closes with some concluding remarks and directions for further research.
The Fire Simulation Models
In this section, we summarize the basic features of the lattice-spread model proposed by Boychuk et al. (2007) . We will also propose a variant of that model which yields somewhat different behaviour. We will refer to the original version of the model as Model A and the new variant as Model B.
Both models have the same basic structure. The landscape is assumed to be planar, the weather conditions are constant, and it assumed that there is no wind. The fuel type and density are also assumed to be homogeneous. On this landscape we overlay a regular square n × m lattice. Each of the grid cells can be in one of three possible states: unburned fuel (F), burning fuel (B) or burnt out (O).
Transitions between these states occur as follows: initially (i.e. at time t = 0), the grid cell at the point of ignition (i, j) is in state B, while all other cells are in state F. The fire burning in cell (i, j) will spread to each of its four cardinal nearest neighbors (i.e. north, south, east and west) in random amounts of time T 0,1 , T 0,-1 , T 1,0 , and T -1,0 , provided it does not burn out first. Specifically, at time T 0,1 , the cell at (i, j+1) makes the transition from state F to B, if the cell is not already in state B. Similar transitions are made by cell (i, j-1) at T 0,-1 , cell (i+1, 0) at T 1,0 and cell (i-1, 0) at T -1,0 . These times are assumed to be independent and exponentially distributed at rate λ, when there are no slope or wind effects. When there are such effects, the rate will depend on direction, and there are four rate parameters λ N , λ S , λ E and λ W .
Once a cell has made a transition to state B, fire spreads from that cell to the sites of its nearest neighborhood at a new set of independent exponential random times. Under Model A, a cell in state B makes the transition to state O according to another independent time that is exponentially distributed at rate µ. Once in state O, a grid cell will make no further transitions.
Note that, because of the minimum property of independent and identically distributed exponential random variables, when there are k burning cells, the time until the first of these sites burns out is exponentially distributed with rate kµ. This, together with the memoryless property of the exponential distribution, provides an equivalent way of specifying the burnout rule for Model A: a cell is randomly selected from the set of k sites that are burning at the time of the last event and that cell makes the transition to O after the expiration of a simulated exponential kµ time period. Under Model B, a site is chosen to burn out at this same time, but not a randomly selected site; instead, the site which has been burning longest is chosen to burn out. This may be a somewhat more realistic rule. This innovation has not been considered previously. In this paper we demonstrate that Model A has some deficiencies -in particular, its burn out rule can lead to simulations with large numbers of unburnt "islands" a phenomenon that does not occur in the actual micro fire experiments. Model B's burn out rule, which has not been considered previously, leads to more realistic behaviour.
It should be pointed out that these models are much more general than described above. They can handle non-homogeneous conditions with regard to weather, fuel type, moisture content, and topography. These issues, as they apply to Model A, are described in detail in the Boychuk et al. (2007) paper. In that paper, it was argued that the model produced realistic fire shapes. The model is not unreasonable from a scientific point of view, since it is based on a simple fire propagation mechanism: areas of unburned fuel immediately adjacent to burning regions will ignite because of the availability of fuel and oxygen, combined with sufficient radiant heat. However, there has been no attempt at model validation from a statistical perspective. In what follows, we will present a methodology that could be used to validate this model for wildfires, and illustrate its application using some experimental data which we describe in the next section.
Scale: Grid Resolution
The size of the grid cells is a critical parameter, since it represents the spatial scale of the simulator. The interplay between scale and variability in the lattice-spread model can be illustrated very simply using a one-dimensional version of the model: we imagine the fire travelling uni-directionally along a fuse or wick, letting T denote the time until the fire has travelled a distance d from its point of ignition.
A lattice model applied to this problem would have us postulate that T is the sum of k independent exponential random variables (where k is the number of lattice cells the fire must traverse before arriving at its destination). If we fix the mean of T to be some constant value m, we have that m = kλ k , where λ k is the rate for each independent and identically distributed exponential component of T. The variance of T is easily seen to be k/λ k 2 , or m 2 /k. Hence, the variance of the transit time for a sojourn of interest depends on size of the cells in the lattice.
It is not possible to write down a closed-form expression for the mean-variance relation in the more complicated model discussed in this paper. Nevertheless, such a relationship undoubtedly exists -the modelled variance of the time until the fire spreads a certain amount will depend on the size of the cells in the lattice. Thus, ideally, information about the variance should be used to determine the grid cell size.
Methods

Collecting Data from Micro-Fire Experiments
Data for testing the usefulness of the grid-based fire spread model was obtained from a sequence of small-scale experimental fires. These experiments were conducted indoors, at a temperature of approximately 10 o C, and the wind was considered negligible. The material used for fuel in each case was a rectangular sheet of dry wax paper. For each experiment, this sheet was suspended horizontally or at various moderate slopes. For a non-zero slope, the sheet was always inclined from East to West (the slope was always 0 in the North-South direction). The slopes used for the various experimental runs are listed in Table 1 . The paper was ignited from below at a variety of locations, and an Olympus Stylus ® 600 Camera, which was suspended on a tripod above the paper, was used to record the experimental fire until most of the paper was consumed. 2, λ N = 1.336, λ S = 1.312, λ E = 0.808, and λ W = 1.665, observed at approximately 1 second intervals. Both models were simulated on a 60 × 75 grid. Fourth row: Black area represents regions which burned in at least 90% of 1000 simulation runs. Fifth row: Black area represents regions which burned in at least 50% of 1000 simulation runs. Bottom row: Black area represents regions which burned in at least 10% of 1000 simulation runs. Approximate values of the rate of spread (ROS, in inches/s) were obtained for each fire by measuring the distance travelled by the fire front in the four cardinal directions. Although crude, this method is not unlike the method commonly used in experimental forest fires where rates of spread are estimated by timing the passage of the flaming front between two landmarks (Forest Encyclopedia Network, 20-11). Table 1 contains the ROS measurements for the given fires. In some cases, the fire was ignited near the edge of the sheet; in such cases, it was not possible to measure ROS in all directions. This resulted in partially missing observations.
Data Extraction and Measurement of Rate of Spread
Simple imputation was used to replace the missing values; simple regressions were computed for log(ROS) for each of the four directions, using the complete data as described at the beginning of the next subsection. The missing rates of spread were then imputed by exponentiating the predicted values of log(ROS) coming from the fitted models. The imputed rates of spread appear in brackets in Table 1 .
Relating ROS to Slope
Using the non-missing data, regressions of log(ROS) on slope were calculated for each of the East and West directions:
log(ROSW) = -0.116 + 4.56 × slope (s = 0.1972)
log(ROSE) = -0.580 -3.01 × slope (s = 0.2552)
Here, s (the term in brackets) corresponds to the estimated residual standard deviation for each model. Because the slope in the northerly and southerly directions was 0, simple averages (on the log scale) were calculated for these directions:
log(ROSS) = -0.198 (s = 0.2831)
Note that, because of missing values, the above regressions were carried out on 20, 24, 23 and 24 observations, respectively. The log scale was used, because it was the recommended Box-Cox transformation (Box and Cox, 1964) for all directions but North. A square root transformation would be more appropriate in the North direction, but the log scale is only moderately sub-optimal, and using the same form of transformation in all directions leads to a more parsimonious over-all model. Furthermore, standard diagnostic procedures (residual-versus-fitted plots, normal QQ-plot of residuals, influence plots) indicate a substantial improvement in the behaviour of the residuals when a log transformation is used as compared with no transformation at all.
Note also, that even though the slopes in both the North and South directions are 0, we have not imposed an equality constraint on the ROS in these directions, since we allow for the possibility that the wax paper has a "grain" or some other property which could lead to a systematic bias. In fact, the ROS estimates given above in (3) and (4) do not support such a conclusion, since their difference lies within one standard error.
All of the above calculations were undertaken in R (R Core Development Team, 2011) with the use of the boxcox() function (Venables and Ripley, 2002) .
Relating the Exponential Rates to the Fitted ROS Values
Our next step was to use the fire spread simulator to generate replicates of the 31 recorded fires. The exponential rates for the simulator were taken to be proportional to the rates of spread predicted from the models obtained in the previous section. The proportionality constant was chosen by trial and error from comparisons between the simulated realizations and the observed fires. The objective here was to achieve a rough matching between the fire growth behaviour in the observations and in the simulations. Specifically, we ran individual simulations at the 200 × 250 grid resolution, using different parameter settings. For each simulation run, the rate of spread in each cardinal direction was measured, and the proportion of simulated burned area was noted. Parameter values for subsequent simulation runs were increased if the simulated rate of spread values were lower than the observed rate of spread values, and decreased if the simulated values were higher. The burnout rate was chosen similarly, but using only the output from the final observation time: if the proportion of black area in the simulated fire appeared to be larger than in the observed fire, the burnout rate for the subsequent simulation run was decreased. If the simulated burned area appeared to be too small, then the updated burnout rate was increased. The procedure was stopped after only a few iterations, when a reasonable qualitative match was observed between the simulated and observed fires. The 5 parameter estimates (4 spread rates and 1 burn-out rate) were then scaled down to the lower resolutions by simple division, e.g., for the 60 by 75 resolution, each parameter estimate was divided by 3.33. Statistical estimation of the model parameters is ongoing work.
The exponential rate parameters λ N , λ S , λ E and λ W are given in Table 2 at the grid resolution of 200 × 250. The burn-out rate was set at µ = 0.667. The ignition locations for each simulated fire were taken at the same locations as for the original fires.
Exponential rate parameters used for other grid dimensions were obtained by dividing the rates in Table 2 by constants in order to adjust for different sizes of grid cells: for a 60 × 75 resolution, the rates were divided by 3.33, for a 80 × 100 resolution, the rates were divided by 2.5, for a 100 × 125 resolution, the rates were divided by 2, and for a 120 × 150 resolution, the rates were divided by 1.67. The burn-out rates were similarly scaled and are given in Table 3 .
Simulations were conducted in order to replicate the set of 31 fires under Models A and B using each of the grid dimensions listed in Table 3 . Since there is insufficient space to display pictures of all of these simulated fires, we have arbitrarily selected three for illustrative purposes.
One of the simulated fires (under Model A, correspondding to a slope of 0, and using a 200 × 250 grid) is pictured in the second row of Figure 1 . This simulation realization was chosen to demonstrate the appearance of output when a fine resolution is used. A simulation realization for Model B using the coarser 60 × 75 resolution is pictured in the bottom row of Figure 1 . The second and third panels of Figures 2 and 3 exhibit simulation realizations using the 60 × 75 grid dimensions under Models A and B. The exponential growth rate parameters used for these simulations were appropriate for slopes of 0 and 0.03, respectively. Notice the appearance of many unburnt "islands" in Model A's simulated output. Rates of spread in each direction were measured for each of the simulated fires. For the different grid dimensions, the rates of spread have been scaled so as to be directly comparable with the rates measured on the actual fires as listed in Table 1 . As a proof of concept, simple burn probability maps were computed using model B and the 60 by 75 grid resolution, using the same parameters as for the model B simulation. The 4th row of plots shows (in black) the locations that would burn with 10% probability by the given time, the 5th row displays the corresponding 50% plots and the bottom row contains the 90% plots. The 10% plots give an indication of the minimal expected fire area, while the 90% indicate how large such a fire could usually be expected to be. Note that in 2 of the 3 cases, the actual burned area (in time sequence) lies between the median (50%) area and the 90% area. In the third case, the actual fire outside the area predicted by the 90% probability map. The accuracy of this map has likely been compromised somewhat by inaccuracy in the model parameter estimates. Since a proper parameter estimation methodlogy is still under development, we will not discuss these probability maps further in this paper. 
Comparisons with Regressions on the Simulated Data
For each of the 5 sets of experimental runs listed in Table  3 , the measured rates of spread were regressed against slope, analogously to the technique used for the actual fires. That is, the following models were fit to each of the 5 data sets:
log(ROSE) = β 0E + β 1E × slope + ε
log(ROSN) = β 0N + ε
log(ROSS) = β 0S + ε
The error terms were assumed to have constant variances σ Each of the above models was fit only to simulated observations which corresponded to non-missing observations in the actual fire data set. This ensured that exactly the same number and type of observations were used in the simulation-based regression models as in the actual-fire-based regression models. Thus, model (5) was fit only to the obser-vations which corresponded to the 20 non-missing observations used to fit model (1). Model (6) was fit to 24 observations, model (7) was fit to 23 observations and model (8) was fit to 24 observations. The parameter estimates are displayed in Tables 4-7 . Also displayed are the estimates of the error standard deviations for each case.
Residual QQ-Plots
Recall, our focus is to compare the variability in the simulated rates of spread to that which was observed. The residuals from the ROS regressions for the actual fires in equations (1) through (4) contain information about the variability in the fires which can be compared with the corresponding residuals for ROS regressions for the simulated fires. The error standard deviation estimates give a numerical summary measure, but additional distributional information can be obtained from quantile-quantile (QQ) comparisons.
Figures 4 and 5 contain QQ-plots of the residuals from the regressions of the actual fire rates of spread against the residuals from the regressions of the simulated fire rates of spread. These plots were constructed for the five different grid dimensions studied and for each of the two models.
Results and Discussion
The full set of fires and corresponding simulation realiza- tions are documented in Braun and Woolford (2011) . What can be observed in these pictures is that when the ignition point is sufficiently far from the edge, the simulated fire behaviour apparently matches the actual fire behaviour. Thus, on the basis of visual comparisons between the simulated and actual fire realizations, it is possible to reinforce the conclusion of Boychuk et al. (2007) that the lattice-spread model is capable of reproducing observable fire growth. When the actual fire reaches the edge, the simulator appears to be incapable of reproducing the correct fire behaviour, tending to spread more slowly than the actual fire. This is likely due to the fact that more oxygen is available for consumption at the edge, and the simulation model does not account for this process change.
Note also the tendency for the Model A output to have many isolated burning grid cells in the interior, while the burning cells in Model B are concentrated at the fire perimeter. Model B's behaviour appears to more closely match the experimental fires. The occurrence of these "islands", which are not generally observed in the actual fire experiments fires, is greatly reduced with the use of Model B's new burn out rule.
Pictures of actual fires and simulated fires cannot be used to make variability comparisons. For this purpose, the regressions of log(ROS) on slope are more useful. First, it should be pointed out that the slope and intercept estimates listed in Tables 4 through 7 do not always match the slope and intercept estimates for the regressions based on the actual fires. In the cases of the North and South directions, there is a good correspondence between the simulations and the actual fires. However, while the intercepts for the West direction match reasonably well, the slopes for the simulations tend to be considerably smaller in magnitude than the slope estimate based on the actual fires. With one exception, the same can be said for the East direction. These discrepancies are due to the fact that the parameters used in the simulation have been chosen in a fairly ad hoc manner; we have not yet pursued a careful estimation strategy. In addition, as observed earlier, the simulated fires tend to spread slower than the actual fires when the edge has been reached by the fire front. This is also a likely contributor to a systematic under-estimation. The more important comparison, from the standpoint of the current paper, is the residual standard deviation. As conjectured in the introduction to this paper, there is a tendency for the residual standard deviation to decrease as the grid dimensions increase.
The residual/simulated residual QQ-plots in Figures 4 and 5 provide an elaboration on the preceding statement. It appears that the error distributions do not match well at all for high grid dimensions ( Figure 5 ) but that there is a reasonable correspondence at the coarser resolutions (Figure 4 ).
On the basis of the results given in the tables and figures, one might suggest that the fires could be simulated reasonably well with Model B at a 60 by 75 grid resolution, or Model A at the 80 by 100 resolution. It is clear that both of these models are capturing the rate of spread variability adequately. In fact, it might be argued that they are capturing other aspects of the rate of spread distribution as well. It is worth emphasizing that a simple visual assessment may have led an "expert" to conclude that a higher resolution was adequate; this would perhaps lead to correct mean behaviour, but the variability between fires would have been under-estimated substantially.
The choice between Model A and B would have to be made on a different basis, such as the visual comparison discussed above.
Conclusions
This work is part of an ongoing investigation into the suitability of a simple lattice-based model for stochastically modelling forest fire spread. Ultimately, we wish to fit such a model to sequences of satellite-based photographs of wildfires or infrared photographs obtained from helicopters such as those analyzed by Dold et al. (2010) . Then, simulations of the model could be used to produce the maps of fire spread risk that are in demand by forest fire managers. Before doing so, a systematic methodology must be developed for estimating the exponential rate parameters. This is the subject of an upcoming paper by the authors.
The model needs to be further validated on data collected under experimentally controlled conditions. The current paper represents the analysis of one such experiment. Further follow-up studies on additional experimental fires are necessary prior to drawing firm conclusions on the validity of this process as a model for fire spread. In particular, experimental fires incorporating wind need to be studied.
What can be firmly concluded on the basis of the current work is that the lattice-spread model and its variant have the flexibility to capture the nature of the variability exhibited in the kinds of micro-fires studied here. A critical element here is scale. We have shown that the "natural" grid-cell size is related to the variability in the observed rates of spread. Given the appropriate scale, the stochastic spread simulator is then capable of generating images of fires which have the same range of fire spread rates which could be observed in the micro-fires burned under the given conditions.
There is no reason for us to think that this relation between variability and scale would be any different than what would be observed in large scale experiments. Generally many variables would affect large scale fire spread and the rate parameters would need to account for locally observed covariates (e.g., wind, topography, fueltype and density). There will be uncertainty induced by the imprecision in how these factors would be measured and that would also translate into uncertainty that would need to be modelled in the way that we modelled it. Even if we considered all this, there's still natural variability that we need to account for. Looking at variability allows us to choose scale. This is an important step toward demonstrating that such a model will indeed produce valid burn probability maps.
