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Bestimmung des Energiespektrum ultra-hoch energetischer kosmischer Strahlung mit
Hybridmessungen des Pierre Auger Observatoriums
Das Thema dieser Arbeit ist die Bestimmung des Energiespektrums kosmischer Strahlung
bei ho¨chsten Energien. Die dazu verwendeten Hybriddaten des Pierre Auger Observatori-
ums zeichnen sich durch eine hohe Rekonstruktionsgenauigkeit und die Abdeckung eines
grossen Energiebereichs aus. Dieser schließt den erwarteten U¨bergang von galaktischen zu
extragalaktischen Quellen der kosmischen Strahlung ein. Eine sehr gute Energieauflo¨sung
von besser als 10%, die durch eine geeignete Selektion der Daten erzielt wurde, ermo¨glicht
die Untersuchung der spektralen Eigenschaften in diesem fu¨r das Versta¨ndnis der ultra-hoch
energetischen kosmischen Strahlung extrem wichtigen Bereich mit hoher Pra¨zision. Zur
Bestimmung der zeitintegrierten Detektorakzeptanz wurde ein neues Verfahren eingefu¨hrt.
Basierend auf einer Vielzahl von Datenquellen konnte der Zustand aller Detektorkomponen-
ten des Pierre AugerObservatoriums einschließlich aller zeitlichen Vera¨nderungen abgeleitet
werden. Diese Information bildet die Grundlagen einer neuartigen Monte Carlo Detektorsi-
mulation, die die realen Bedingungen der Datennahmen reproduziert. Die U¨bereinstimm-
ung zwischen Simulation und Daten wurde ausfu¨hrlich u¨berpru¨ft. Spezielle Selektionskri-
terien ermo¨glichten die Beseitigung von systematischen Abha¨ngigkeiten des bestimmten
Energiespektrums von der Masse der kosmischen Prima¨rteilchen, Details der hadronischen
Wechselwirkungen bei ultra-hohen Energien und der systematischen Unsicherheit der Ener-
gieskala des Experiments. Der Einfluss von Wolken auf Luftschauerbeobachtungen konnte
bestimmt und beseitigt werden. Das Energiespektrumwurde mit einer systematischen Un-
sicherheit von 6% bestimmt. Eine signifikante A¨nderung des spektralen Verlauf bei 1018.7 eV
konnte nachgewiesen und, zusammen mit Messungen der Massenzusammensetzung der
kosmischen Strahlung, mit verschiedenen phenomenologischen Modellen verglichen wer-
den.
Abstract
The subject of this thesis is themeasurement of the energy spectrumof ultra-high energy cos-
mic rays from simultaneous observation of fluorescence and surface detectors of the Pierre
Auger Observatory. These hybrid data allow us to study a wide energy range, which in-
cludes the region were the transition between galactic and extragalactic cosmic rays is ex-
pected. Dedicated event selection criteria result in an unprecedented energy resolution of
less then 10%, which makes a precise determination of spectral features possible. To deter-
mine the exposure accumulated during the first years of operation of the observatory, a novel
technique has been developed. Based on a very detailed description of the data taking con-
ditions and the status of all parts of the Pierre Auger Observatory, a time dependent Monte
Carlo simulation has been introduced. Extensive comparisons ensure the exact reproduction
of actual data at all levels and time scales. The definition of an energy dependent fiducial
volume led to the removal of systematic dependencies from assumptions on the mass of
the primary particles, the details of hadronic interactions at ultra-high energies and the sys-
tematic uncertainty of the energy scale of the observatory. A total systematic uncertainty of
6% has been derived from independent air shower measurements of the surface array and
cross-checked with different methods. Extending the nominal energy range of the Pierre
Auger Observatory to lower energy, the hybrid energy spectrum above 1018 eV is measured.
It shows a significant break of the power-law behavior at 1018.7 eV. The details of this spec-
tral feature known as the ’ankle’, are interpreted in conjunction with mass composition data
within different phenomenological models of ultra-high energy cosmic rays.
Re´sume´
Le sujet de cette the`se est la mesure du spectre e´nerge´tique des rayons cosmiques de ultra
hautes e´nergies. Cette mesure est base´e sur les donne´es hybrides de l’observatoire Pierre
Auger qui se caracte´risent par une haute pre´cision de reconstruction et permettent d’e´tudier
une large domaine en e´nergie, ce qui inclut la transition attendue entre les rayons cosmiques
de sources galactiques et extragalactiques. La tre`s bonne re´solution de l’e´nergie (< 10%)
permet l’e´tude pre´cise des proprie´te´s spectrales.
Afin de de´terminer l’exposition cumule´e pendant les premie`res anne´es de fonctionnement
de l’observatoire, une nouvelle technique a e´te´ de´veloppe´e. L’e´tat du de´tecteur et son e´volu-
tion dans le temps ont pu eˆtre de´termine´s graˆce a` une multitude de donne´es. Ces informa-
tions sont la base d’une nouvelle technique de simulation Monte Carlo, qui reproduit la situ-
ation exacte de la prise des donne´es. L’accord entre la simulation et les donne´es a e´te´ ve´rifie´
en de´tail. Des crite`res de se´lection permettent l’e´limination des de´pendances du spectre a`
l’incertitude syste´matique de l’e´chelle d’e´nergie, aux de´tails des interactions hadroniques
a` ultra-hautes e´nergies et a` l’hypothe`se sur la masse des particules primaires. En outre,
l’influence des nuages sur la de´tection des gerbes atmosphe´riques a pu eˆtre de´termine´e et
e´limine´e.
L’incertitude syste´matique du spectre a pu eˆtre re´duite a` 6%. Une modification signi-
ficative de l’index spectral du flux du rayonnement cosmique a e´te´ mis en e´vidence a` une
e´nergie de 1018.7 eV. En associant les de´tails de cette caracte´ristique spectrale, connu sous
le nom de ≪cheville≫, avec des donne´es sur la composition de la masse des particules pri-
maires, diffe´rents mode`les phe´nome´nologiques de rayons cosmiques de ultra-haute e´nergie
ont pu eˆtre teste´s.
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Chapter 1
Introduction
Cosmic rays are both a great tool and a great mystery to physicists. Shortly after the dis-
covery of this high energy radiation from the universe at the beginning of the last century,
it could be used very successfully to study phenomena at energies not reachable with man-
made devices at that time. Many important advances in elementary particle physics like
the discovery of the positron [1], muon [2] and pions [3–5] were only possible by studying
cosmic rays.
Since then, the studied energy range has been constantly enlarged. The extremely low
flux of very high energy cosmic rays, which decreases steeply with increasing energy, re-
quired the development of new detectionmethods like the fluorescence, Cherenkov or radio
technique and the deployment of huge arrays of surface detectors.
Surprisingly, particles with energies even exceeding 1020 eV have been detected. The
processes that could accelerate particles to such high energies are one of the greatest mys-
teries of modern physics and their understanding would provide insight into physics under
extreme conditions.
Almost a century after the discovery of cosmic rays, astroparticle physics is currently
entering a new era. The completion of the southern part of the Pierre Auger Observatory [6]
provides high precision and high statistics data of cosmic rays at ultra-high energies. De-
tailed measurements like the determination of the mass of the primary cosmic rays, their
energy spectrum and arrival direction distribution are now in reach.
One of the most fundamental measurements is the determination of the cosmic ray en-
ergy spectrum, which reflects the injection spectrum of the unknown sources and the physics
of ultra-high energy particle propagation through the universe. Many studies focus on the
upper end of the spectrum. During the last years, however, it has been realized that one of
the most efficient and complementary ways to obtain information about the origin of cosmic
rays at ultra-high energies is the study of the energy range between 1018 − 1019 eV, where
the transition between galactic and extragalactic cosmic rays is expected. This energy range
is accessible with high precision “hybrid” measurements of the Pierre Auger Observatory,
i.e. simultaneous observations with two complementary detectors, a surface array and a
fluorescence detector.
The aim of this work is a measurement of the ultra-high energy cosmic ray spectrum
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in the transition range from galactic to extragalactic cosmic rays. The flux of cosmic rays
is derived by counting the number of events in a given energy interval and comparing it
with the integrated aperture of the instrument. In a first step, observed air showers were
reconstructed and their characteristic parameters were determined. This has been done by
developing an automated event reconstruction scheme and storing the reconstructed events
in a dedicated data summary format. In a second step, the time dependent aperture of the
detector system, the other key element for the flux measurement, was determined. Whereas
the aperture for surface detector arrays can be derived purely from geometrical considera-
tions, its determination is one of the main challenges for optical detectors like the fluores-
cence telescopes of the Pierre Auger Observatory. The aperture of a fluorescence detector
is depending on a large number of highly correlated parameters like the energy, mass and
direction of the primary particle and atmospheric conditions. For the work presented here,
additional difficulties arise from the fact that the detector itself was in its construction phase.
Not only the changes of the detector configuration, but also the initial failures of detector
components during the startup phase have to be accounted for.
In addition to these large scale changes, smaller but nevertheless important changes oc-
cur onmuch shorter timescales. Themost important effects analyzed in this work include the
fact that the fluorescence detector is taking data only during moonless nights, which intro-
duces a seasonal dependence of the aperture as nights are longer during the winter season.
Other weather effects like storm or rainfall are affecting the available detector configuration
as some partsmight be shut down for safety reasons. In addition, changing background light
is affecting the trigger threshold of the fluorescence telescopes. Also the status of the surface
detector is constantly changing, for example, by the temporary loss of the wireless communi-
cation between the stations and the central data acquisition system. These and other changes
in the detector configuration have to be taken into account during the determination of the
aperture.
A novel approach for the exposure determination, called REALMC , has been developed.
In a first step a complete time dependent detector status description, which takes into ac-
count all known effects that might influence the data taking of the observatory, was derived
(cf. Sec. 4). This information is used as basis for extensive Monte Carlo simulations repro-
ducing the actual data conditions (cf. Sec. 5). After validating the REALMC simulations
with data at various reconstruction levels, they were used to determine the time integrated
aperture of the Pierre Auger Observatory in hybrid mode (cf. Sec. 6).
The quality of the selected events and an unprecedented energy resolution is assured by
dedicated selection criteria, which were verified with Monte Carlo simulations. Additional
selection criteria have been developed to minimize systematic dependencies of the energy
spectrum on the primary mass composition, hadronic interaction models and the absolute
energy scale of the observatory.
Extending the nominal energy range of the Pierre Auger Observatory to lower energy,
the hybrid energy spectrum above 1018 eV has been derived and compared with existing
data. Finally different physics interpretations are discussed.
Chapter 2
Ultra-high energy cosmic rays
Since the first indirect detection of radiation from outside the Earth by Victor Hess almost
100 years ago [7], cosmic rays have puzzled physicists and astronomers alike. Although
enormous progress has been made with respect to both theoretical understanding and ex-
perimental observations, fundamental questions remain unanswered: “What are the astro-
physical sources of ultra-high energy cosmic rays?”, “What is the mass composition of the
highest energetic particles?”, “Is there a transition between galactic and extragalactic cosmic
rays?”, . . .
The current level of understanding of these problems will be discussed briefly in Sec. 2.2.
The experimental difficulties of cosmic ray experiments, in general, are related to the ex-
tremely low flux of particles. Fortunately the detection of the very rare ultra-high energy
cosmic rays (UHECRs) is facilitated by the creation of huge particle cascades in the Earths
atmosphere. Phenomenological approaches and experimental techniques to detect these ex-
tensive air showers (EAS) are reviewed in Sec. 2.1.1. Many aspects of the understanding of
UHECRs are linked together in the interpretation of the energy spectrum, which follows a
power-law over many decades in energy. Only a very limited number of features, i.e. slight
changes of the slope have been observed. Details of these features and their possible inter-
pretations are discussed in Sec. 2.2.3.
2.1 Extensive air showers
2.1.1 Phenomenology of extensive air showers
Shortly after Rossi reported on ’very extensive groups of particles which produce coinci-
dences between counters even rather distant from each other’ [8], Pierre Auger introduced
the notion of extensive cosmic-ray showers in 1938/1939. Auger had performedmeasurements
of coincidence rates of detectors placed both at sea level and at high altitude (Jungfraujoch,
3500m and Pic du Midi, 2900m) with as separation of up to several hundreds of meters [9].
He concluded the existence of primary particles with an energy around 1015 eV creating a
multitude of secondary particles when interacting with the molecules of the Earth’s atmo-
sphere.
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Figure 2.1.1: Left panel: Particle content of extensive air showers. Right panel: Air shower detection
techniques and important parameters.
This first interaction usually takes place in the upper atmosphere and, due to the low den-
sity of the air and the stochastic nature of particle interactions, results in large fluctuations
of the height of this interaction. Assuming a primary cosmic ray nucleon, mostly pions and
kaons together with a leading baryon are produced in the interaction. The primary energy
is shared between these secondaries and, due to the enormous amount of energy available,
they have a large probability to interact with other nuclei in the atmosphere and produce
new particles before decaying into (mainly) photons, muons, electron and neutrinos.
As sketched in Fig. 2.1.1, the resulting extensive air shower consists of three main com-
ponents: a hadronic, a muonic and an electromagnetic component. Due to the high boost
factors and the comparably low transverse momentum of the secondary particles produced
in the hadronic interactions, the hadronic component is forming along the incoming direc-
tion of the primary cosmic ray. Production of π0 instantly decaying into two photons is the
main mechanism to transfer energy to the electromagnetic part of the air shower, which very
quickly becomes the dominant component. Charged pions and kaons decay into muons and
neutrinos. The latter can not be detected and need to be corrected for during the recon-
struction of air shower measurements (cf. Sec. 3.2.4). A sketch of the interplay between the
different air shower components is given in Fig. 2.1.2.
As the dominant part of air showers in terms of number of particles is the electromagnetic
component, the main features of the shower development can be described in a comprehen-
sive way [11, 12]. e± and γ undergo bremsstrahlung and pair production, respectively, if
their energy is higher than the critical energy Ecrit at which energy losses dE/dX due to
ionization become important, i.e.
dE
dX
∣∣∣∣
ionization
E=Ecrit
=
dE
dX
∣∣∣∣
brems
E=Ecrit
. (2.1.1)
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Figure 2.1.2: Energy flow between different air shower components. The thickness of the arrows
illustrates the amount of energy transfered in the given direction by the stated processes (from [10]).
In air the critical energy is about 85MeV. Furthermore a constant radiation length X0 of
about 37 g/cm2 can be assumed for both processes. This means that after each step of tra-
versed matter, or ’grammage’ X0 ([g/cm2]) either a new e+ − e− pair or a bremsstrahlung γ
is created (cf. Fig. 2.1.3, left panel). The total number of particles after n steps is therefore
N = 2n. In each interaction the initial energy is assumed to be divided into equal parts
among the two secondary particles. Starting the cascade with a primary energy E0, the av-
erage energy of each shower particle after n steps is
En = E0/N = E0/2
n . (2.1.2)
As soon as ionization losses are becoming important (i.e. En ≤ Ecrit), absorption starts to
dominate over particle creation and the total number of shower particles is decreasing. This
point of maximal shower development is reached at a depth
Xmax = Nmax · X0 = ln E0
Ecrit
· X0
ln 2
, (2.1.3)
whereNmax is the number of generations created until the showermaximum. Given Eq. (2.1.2),
it can be written as
ENmax = E0/2
Nmax ≡ Ecrit −→ Nmax = ln E0
Ecrit
/ ln 2 . (2.1.4)
The measurement of the total number of electromagnetic particles (e+, e− and γ) at the
shower maximum (2Nmax) can be used to infer the energy of the primary cosmic ray E0.
A more precise energy determination will be discussed in Sec. 3.2.1. It is relying on large
parts of the shower development in the atmosphere which can be observed by fluorescence
detectors.
An extension of this shower development scheme, as depicted in [14], is including ha-
dronic interactions and the muonic component of air showers. In addition to a different
interaction length X1 of about 120 g/cm
2 in air for inelastic hadronic processes, the main
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Figure 2.1.3: Heitler model of electromagnetic cascades (a) and extension to hadronic showers (b)
(from [13]).
feature of these interactions is the higher number of secondary particles or ’multiplicity’
Nmult (cf. Fig. 2.1.3, right panel). The fundamental relation (2.1.3) is slightly modified into
Xmax ∝ X1 ln
E0
Nmult · Ehadcrit
, (2.1.5)
where Ehadcrit ≈ 20GeV denotes the energy threshold at which the pion decay length becomes
comparable to the interaction length [14]. In this relatively simplistic model only pions are
produced as secondary particles. The electromagnetic component is initiated by neutral
pion decays whereas the charged pions either re-interact or decay and build up the muonic
component.
Another very useful model for the description of air showers is the superposition model.
In this scheme, an air shower initiated by a nucleus containing A nucleons and carrying an
energy E0 is treated as A independent air showers, each initiated by nuclei (A = 1) carrying
an energy E0/A. Together with (2.1.3) this simplification yields
Xmax ∝ ln
(
E0
A
)
. (2.1.6)
The position of the shower maximum Xmax is a parameter, which is rather easy to access
in air shower observations with fluorescence detectors. Comparisons between measure-
ments and detailed MC simulations allow one, within the limits of the correctness of the
high energy interaction models, to derive the mass composition of cosmic rays. Results of
this technique will be discussed in Sec. 2.2.2.
2.1.2 Detection of extensive air showers
Two main techniques have been developed to observe and study extensive air showers: op-
tical telescopes and ground arrays of particle detectors. Both of them have their particular
advantages and disadvantages, some of which will be stressed in this section. The combi-
nation of both techniques allows one to overcome most of the problems and gain a lot of
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insight into the features of extensive air showers and primary cosmic rays. The currently
largest hybrid cosmic ray experiment, the Pierre Auger Observatory, will be introduced in
Sec. 3.
Another detection technique employed successfully for example by the Tunka experi-
ment [15], uses arrays of optical detectors on the ground to record cherenkov light emitted by
the air shower in the atmosphere. The revival and extensive R&Dwork related to radio mea-
surements of air showers is aiming at establishing a third technique. With relatively small
test arrays of radio detectors first observations [16] in the radio domain could be achieved.
Extensive accompanying simulation studies [17] helped to increase the understanding of the
underlying processes and the full scale use for air shower observations seems possible in the
future [18].
Ground arrays
Starting with Pierre Auger’s first experiments, ground based EAS detectors have a long and
very successful history. As high energy EAS cover large areas on the ground, even a sparsely
instrumented detection area is sufficient to detect and reconstruct important parameters of
the primary particle. If, for example, more than two independent stations recorded the sig-
nal and arrival time of the shower, the reconstruction of the impact point and its direction
becomes possible. With the help of Monte Carlo (MC) simulations, the recorded signal can
be related to the total number of particles in the air shower and the energy of the primary
cosmic ray. This latter step introduces uncertainties as the details of the hadronic interactions
at energieswell above those reachable withman-made accelerators are subject to rather large
theoretical uncertainties [19] and shower to shower fluctuations. On the other hand, data can
be taken with an almost 100% duty-cycle. If an energy threshold above which all air show-
ers falling onto a ground array will trigger the detectors can be determined, the acceptance
of such a detector is determined solely by the geometric aperture and is readily calculable.
Various types of particle detectors have been used in UHECR experiments. Concentrat-
ing on the electromagnetic EAS component scintillators have been employed by the pioneer-
ing experiment at Volcano Ranch [20] and the Akeno [21]/AGASA [22] experiments. A new
scintillator array, the Telescope Array [23], is currently being commissioned. In Fig. 2.1.4a
the first event with an energy above 1020 eV, detected with the Volcano Ranch ground array
is shown.
The Haverah Park experiment [24] usedwater Cherenkov detectors observing the flashes
of Cherenkov light when the shower particles traverse the water in the detector. This tech-
nique is now used on a much larger scale in the Pierre Auger Observatory [6] and will be
discussed in Sec. 3.
Several techniques like electron and muon counters together with a hadron calorimeter
are used in the KASCADE [25] and KASCADE-Grande [26] experiments. The measurement
of all main EAS components facilitates very detailed studies for example of the changing
mass composition in the energy range around 1016.5 eV [27]. Detailed studies in the knee
region are also performed at high altitude by the Tibet array [28].
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(a) ground array (b) fluorescence detector
Figure 2.1.4: Observations of EAS initiated by cosmic rays with energies above 1020 eV. The events
have been detected by the scintillator array Volcano Ranch (left panel, [29]) and the Fly’s Eye fluores-
cence detector (right panel, [30]).
Fluorescence detectors
The electromagnetic particles in air showers excite air molecules (mainly nitrogen). The
prompt de-excitation of these molecules is associated with the emission of fluorescence light
in the UV-band (λ ≈ 300− 400nm). The ionization energy loss of the shower particles can
be described by the Bethe-Bloch formula and the connection between energy deposit and
amount of emitted light, the fluorescence yield, is measured in laboratory experiments [31–33].
Fluorescence light is emitted isotropically around the air shower axis, which is an advantage
for air shower fluorescence measurements, as the recording telescopes do not have to be
very close to the shower itself and (depending on atmospheric conditions) large volumes
can be monitored. Using the atmosphere as calorimeter, a precise energy determination
becomes possible and the dependence on air shower simulations is reduced significantly.
The observation of the longitudinal shower development and especially the position of the
shower maximum Xmax is increasing the sensitivity to the mass composition of the primary
cosmic rays (cf. Eq. (2.1.6) and Sec. 2.2.2). On the other hand, the atmospheric condition have
to be monitored very precisely and data taking is limited to clear, moonless nights, which
reduces the duty-cycle to 10− 15% (cf. Sec. 4).
Most of the shower particles are highly relativistic leading to the additional emission of
Cherenkov light on their way through the atmosphere. The light emission is peaked in the
forward direction (angle to the shower axis . 10◦) but light scattering in the atmosphere can
lead to significant contributions also for large viewing angles. This additional light compo-
nent can be used during the reconstruction of the shower profile [34] (see also Sec. 3.2.1).
The longitudinal shower profile shown in Fig. 2.1.4b has been observed by the pioneer-
ing experiment Fly’s Eye [35]. It is still the highest energetic cosmic ray detected so far
(E ≈ 3.2 · 1020 eV [30]). The fluorescence technique has also been used very successfully
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by the HiRes I + II experiment [36, 37], which were able to gather the largest event statistics
before the Pierre Auger Observatory. A compilation of exposures obtained with different ex-
periments is given in Fig. 2.2.10. Fluorescence telescopes will also be used in the upcoming
Telescope Array [23].
An important enhancement of the reconstruction accuracy of EAS observedwith fluores-
cence detectors is achieved by adding information from a surface array [38]. Especially the
stability and precision of the geometrical reconstruction is increased for these hybrid events.
Details will be discussed in Sec. 3.2.1.
2.2 Astroparticle physics at the highest energies
Over the last years the field of astroparticle physics, at the crossroads of elementary particle
physics and astronomy, has evolved significantly towards a mature research area with great
potential. High precision and high statistics experiments are about to open windows to both
the universe and particle physics at extreme energies. Although promising prospects seem at
hand, the available data on UHECRs does not yet allow one to draw conclusive answers on
the most fundamental question about the origin of UHECRs. Being closely connected with
each other, at least three domains of relevant information can be distinguished: direct source
searches, studies of the chemical composition and interpretation of the energy spectrum.
2.2.1 Charged particle astronomy
Evidently the clearest way to discover the sources of UHECRs is the observation of devia-
tions from isotropy of the arrival directions of cosmic rays. These deviations can occur on
very different angular scales [39] and many suitable analysis methods have been developed
over the last years to detect them (e.g. [40–42]).
Even though the actual acceleration mechanisms are unknown one can rely on very basic
arguments to characterize possible source scenarios. In order to be able to accelerate charged
particles they have to be at least partially confined into some ’acceleration region’ and the
maximum achievable energy Emax is given by
Emax ∼ βs · Z · B · L , (2.2.7)
with βs being the characteristic velocity of particles or fields driving the acceleration in a
shock front. Z is the charge of the accelerated particle and B the magnetic field needed to
keep the particles inside the acceleration region of size L. This relation is the basis for the
Hillas plot shown in Fig. 2.2.5a. Possible UHECR accelerators have to lie above the diago-
nal line and therefore only a few astrophysical objects like active galactic nuclei (AGN) or
plasma-jets of radio galaxies remain possible candidates.
A main prerequisite for the possibility to use UHECR for astronomical observations is
the conservation of the original particle direction during its travel from the source to the
observer. Unfortunately charged cosmic rays are deflected by the galactic and extragalactic
magnetic fields. The scale of the deflection is depending on a variety of variables like the
strength of the B-field, its orientation and coherence length, the charge of the cosmic particle,
and the distance between source and observer. All of these quantities are very poorly known
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Figure 2.2.5: Two ingredients for charged particle astronomy: the required size and magnetic field
strength of possible UHECR sources is limiting the source candidates (left panel [43]) and deflections
in extragalactic magnetic fields might be small [44].
and are subject to intense debates. Nevertheless, assuming ’typical’ parameter values for the
extragalactic magnetic fields, protons at very high energies, and relatively close by sources,
one can estimate the spread of the deflection in the extragalactic space as [45]
αrms = 1.1
◦ Z
(
E
1020eV
)−1( r
10Mpc
)1/2 ( lc
1Mpc
)1/2( B
10−9G
)
(2.2.8)
≈ 6◦ (E = 56 EeV; r = 75 Mpc; lc = 1 Mpc; B = 1 nG) .
More detailed MC simulations of large scale structure formation and the related build-up of
magnetic fields enable much more detailed predictions for field configurations and particle
deflections. The predicted cosmic ray deflections are shown in Fig. 2.2.5b. Unfortunately
a significant difference is found between independent calculations [44, 46] and the order of
magnitude of possible deflections remains uncertain.
A big step towards the discovery of the UHECR sources has been recently made by the
Pierre Auger Collaboration [47,48]. The highest energy events recorded so far were scanned
for correlations with relatively nearby AGNs (z ≤ 0.024 corresponding to D . 100Mpc)
listed in the Veron-Cetty/Veron catalogue [50]. AGNs where used only up to a maximal
redshift zmax, which was a free parameter in the correlation scan. Two other free parameters
were theminimal energy of the cosmic ray events Ethr and themaximum separation between
reconstructed cosmic ray direction and the AGN position ψ. The scan was performed over
data taken during the first two years of stable operation (01/2004 - 05/2006) and a significant
minimum of the chance probability calculated assuming isotropic arrival directions was ob-
served. After the parameters of this explorative scan (zmax = 0.018, Ethr = 56EeV, ψ = 3.1
◦)
were fixed, the consecutive data set (06/2006-08/2007) was used to verify the correlation sig-
nal and the hypothesis of an isotropic source distribution could be rejected at more then 99%
confidence level. A sky map of the 27 events above the energy threshold of Ethr = 56EeV
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Figure 2.2.6: The sky seen with UHECRs with energies above 56 EeV detected with the surface array
of the Pierre Auger Observatory (red circles, [47, 48]) and with the HiRes detector in stereo mode
(blue squares, [49]) in galactic coordinates. Filled markers denote cosmic rays within 3.1◦ from AGN
with redshift z < 0.018 (black stars, [50]).
together with the selected AGN is shown in Fig. 2.2.6. Also shown are the events selected
during a follow-up analysis of stereo data from the HiRes experiment [49], which do not
show a significant correlation.
The interpretation of the observed anisotropy is ongoing and a much larger event statis-
tics will be needed to investigate, for example, whether the AGNs act only as tracers for
the underlying true sources and whether the angular separation between AGN and UHECR
can be related to magnetic deflections. Taken at face value, the correlation parameters are
compatible with light particles originating from nearby extragalactic sources as deflections
by magnetic fields of only a few degrees can only be explained assuming very light primary
particles (cf. Eq. (2.2.8) or [51]).
This hypothesis of a dominant light mass composition of cosmic rays at ultra-high ener-
gies can be checked by independent mass composition analyses.
2.2.2 Primary mass composition
In direct measurements of elementary particles and cosmic rays at comparably low energies,
the particle type can be determined on an event-by-event basis (e.g. [52]). This is not possi-
ble in typical hadron-induced EAS observations due to large shower-to-shower fluctuations.
Analyzing rather large samples of recorded air showers the averagemass compositions (typ-
ically as function of the energy) can be determined. Special analysis techniques, which allow
to draw conclusion about the composition of very small samples of a few events only, are
currently under discussion. One possibility has been developed during this work [51].
A strong correlation between air shower observables and the mass of the primary cosmic
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Figure 2.2.7: Measurements of 〈Xmax〉 as function of energy from different experiments [53–55] com-
pared to predictions from hadronic interaction models (plot from [56]).
ray is expected for the depth of the showermaximum Xmax (cf. Eq. (2.1.6)). Xmax is also easily
accessible by fluorescence measurements (for details see Sec. 3.2.1). The last and crucial
step is the interpretation of the measured 〈Xmax〉 as function of energy into a primary mass
composition. This is done by comparisons with predictions from shower simulations with
hadronic interaction models and yields the biggest systematic uncertainty of this method.
A compilation of 〈Xmax〉 measurements from fluorescence experiments together with
predictions from hadronic interaction models are shown in Fig. 2.2.7. Although the avail-
able statistic is very limited, the measured 〈Xmax〉 values at ultra-high energies (& 1019 eV)
seem not to be compatible with proton simulations. On the other hand one would expect
proton primaries from the interpretation of the observed correlation with AGN (see above).
Given the limited statistics, the systematic uncertainties of the hadronic interaction mod-
els and the uncertainties in the interpretation of the AGN-correlation due to the unknown
magnetic fields, these apparent inconsistencies cannot be resolved at the moment.
The problem of mass composition determination is much easier if the signature of the
primary particles are very different from ’typical’ hadronic showers. This is the case for
photon and neutrino induced EAS. Photons showers penetrate much deeper into the at-
mosphere and, due to the very low photo-nuclear cross-section, only very few muons are
created. These features have been employed to search for UHECR photons. So far no can-
didates were found and limits on the photon fraction were derived, for example, from data
of the Pierre Auger Observatory [57, 58]. These limits, sketched in Fig. 2.2.8a, severely chal-
lenge proposed alternative scenarios for the creation of UHECRs called top-down models.
In these models the UHECR flux is made of secondary particles created in decays of super-
heavy particles left over from the very early phase of the universe, the collapse of topological
defects, magnetic monopols, cosmic strings, etc.
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Another very interesting possibility is the sensitivity of air shower detectors to ultra-high
energy neutrinos. Neutrinos, which should be produced by basically all cosmic hadron ac-
celerators, can travel undisturbed over long distances due to extremely small cross-sections.
Their registration on Earth with reasonable rates would allow for detailed studies of the
sources (e.g. [60, 61]) and propagation of UHECR (e.g. [62]). Neutrino detection with air
shower observatories is based on the fact that neutrinos can interact very deep in the at-
mosphere or can cause upward going EAS after traveling through the Earth and interacting
just below the surface (’Earth skimming neutrinos’). The predicted experimental signatures
can be distinguished from hadronic showers and upper limits on the neutrino flux can be
derived. The current status of these searches with very different techniques ranging from
typical cosmic rays detectors like the Pierre Auger Observatory and HiRes to radio detectors
on high altitude balloons like Anita is depicted in Fig. 2.2.8b. The flux predictions originat-
ing from the interaction betweenUHECRs and themicrowave background, the GZK-process
(see below), are also shown. The detection of this flux would be a very important step in the
interpretation of the features observed in the UHECR energy spectrum.
2.2.3 The energy spectrum of cosmic rays
The third fundamental aspect of cosmic rays and another way to solve the cosmic ray puzzle
is the study of the primary particle flux as function of energy, the energy spectrum. The flux
of cosmic rays J as a function of energy is defined as
J(E) =
d4N
dEdAdΩdt
(2.2.9)
∼= 1
∆E
ND(E)
A(E) τ , (2.2.10)
where ND(E) is the number of detected events in the energy bin centered around E and
having width ∆E. A(E) is the aperture of the detector, which is, in general, energy depen-
dent. In the simplest case, i.e. detectors for which the trigger, reconstruction and selection
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probability is independent of the energy, A = const. can be derived geometrically. This is
for example the case for the surface array of the Pierre Auger Observatory above 3 · 1018 eV
(cf. Sec. 3.2). τ denotes the uptime, i.e. the effective data taking time of the detector and ∆Ω
the solid angle. The product A(E) τ is usually referred to as the exposure E(E).
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Figure 2.2.11: Measurements of the mean CRmass show a trend towards heavier elements just above
the knee region (left panel, [77]). This trend is confirmed by the KASCADE experiment, which is able
to resolve the cosmic ray spectrum into different mass groups [27].
Experimental situation and phenomenology
The determination of the cosmic ray flux is the first and for most of the experiments the main
goal. Consequently there is amultitude ofmeasurements already available. A representative
set of recent measurements is shown in Fig. 2.2.9. The rather large statistical uncertainties
are due to the limited exposure of the experiments which is shown in Fig. 2.2.10. The main
property of the cosmic ray flux is its almost pure power-law behavior following roughly
J ∝ E−γ ∼ E−3.
A first break of this power-law is visible between 1015 and 1016 eV, where the spectral
index γ increases significantly from 2.7 to about 3.1 . The KASCADE experiment was able
to derive spectra of different mass groups [27]. As depicted in Fig. 2.2.11, the knee in the
energy spectrum can be explained by a drop of light elements. Interpretation of this feature
is subject to a wide range of proposals and has been extensively studied over the last years
(e.g. [69–71]). Possible scenarios range from a change in the propagation of the charged
cosmic rays in the galactic magnetic fields (e.g. [72,73]) to the inefficiency of the acceleration
mechanism (e.g. [74]).
Given the knee is caused by light elements onewould expect to observe another knee-like
feature at the point where the heaviest elements, i.e. iron like nuclei, cannot be accelerated
further or drop out of the confinement in the galactic magnetic fields. This iron knee should
be in the energy range 1017 − 1018 eV and is being searched for by the KASCADE-Grande
experiment [26]. There are indeed indications of a second knee but it is unclear whether this
feature in the flux is related to the expected iron knee.
The next remarkable feature in the cosmic rays spectrum is a hardening above 1018 eV.
First observations of this ankle have been reported by the Haverah Park [75] and Akeno [64]
ground arrays and confirmed by the Fly’s Eye [76] and HiRes [53] fluorescence detectors.
The energy range of the ankle is also accessible by hybrid measurements of the Pierre Auger
Observatory. The determination of its position and shape, using data of the Pierre Auger
Observatory, will be a focus of this work.
Much attention has been paid both experimentally and theoretically to the existence
of the predicted flux suppression at ultra-high energies due to the GZK effect. Shortly af-
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rays fluxes [85].
ter the discovery of the cosmic microwave background (CMB) by Penzias and Wilson [78],
Greisen [79] and independently Zatsepin and Kuz’min [80] realized that interactions of ultra-
high energy protons with energies above 1019.5 eV and photons from the 2.7K background
radiation should be able to excite a ∆(1232) resonance. This GZK-effect can be described as
p + γ2.7K → ∆+(1232) → n+ π+ (2.2.11a)
→ p+ π0 (2.2.11b)
Above the threshold, an average energy loss of ≈ 20% per interaction leads to significant
energy losses and therefore to a strong suppression of the cosmic ray flux (cf. Fig. 2.2.14a).
It has been realized that also heavier nuclei suffer from energy losses while traveling
over astronomical distances through the various radiation fields [79, 81, 82]. Of special im-
portance is the possibility to excite the Giant Dipole Resonance, which dominates the photo-
disintegration processes due to its high cross-section at low energies. The resulting energy
loss lengths are shown in Fig. 2.2.14b. It is interesting to note that both the spectral features
and the mass composition measurements can be explained assuming cosmological sources
accelerating only iron nuclei [83] if the maximal achievable energy of these accelerators is
relatively low.
During the last years it has been realized that a lot valuable information about the origin
of UHECRs can be obtained by studying the ankle region. Currently two main phenomeno-
logical models to interpret the features observed in this energy range are pursued. They are
closely related to different assumptions of the mass composition. In the first model put for-
ward by Berezinsky et al. [84], the ankle is explained as an effect of proton energy losses in
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the CMB due to Bethe-Heitler e+e− pair production,
p + γ2.7K → p+ e+ + e− . (2.2.12)
Only weakly depending on assumptions of the source evolution with redshift, a dip in the
modification factor η, defined as the ratio of the final cosmic ray flux at earth φEarth over the
flux one would get by adiabatic redshift related losses only:
η =
φEarth
φredshift only
. (2.2.13)
The dip is centered at about 8× 1018eV and therefore able to explain the ankle feature in the
cosmic ray energy spectrum (cf. Fig. 2.2.12). This process is only possible for UHECR pro-
tons and is therefore able to explain the ankle only if the flux of UHECRs is largely proton
dominated. As shown in Fig. 2.2.7 this interpretation is challenged by recent observations of
the Pierre Auger Observatory and a re-analysis of the HiRes data. Of course one has to keep
in mind that the interpretation of the 〈Xmax〉 measurements are based on available hadronic
interactions models, which have large systematic uncertainties. Another important assump-
tion of the dip-model is the very steep injection spectrum,which has to follow approximately
E−(2.5...2.7) (cf. Fig. 2.2.12) in order to explain the spectral features at high energies. Extrap-
olating this steep spectrum to lower energies (. 1017.5 eV) leads to extremely high energy
requirements of the accelerator, which seems unnatural and a cut-off at low energies has to
be introduced.
In the second model, which has been the standard interpretation of the ankle until re-
cently, the ankle is explained as the transition from galactic to extragalactic spectra [88, 89].
In a recent calculation by Allard et al. [85], a mixed mass composition close to the abun-
dances found in our solar system is assumed at the extragalactic acceleration sites. This mass
composition is changing during the propagation due to proton energy losses and nuclei dis-
integration in interaction with the CMB. The ankle is interpreted as the transition between a
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galactic and the propagated,mixed composition extragalactic component. It should be noted
that this model has a rather large number of intrinsic parameters like initial mass composi-
tion at the sources, maximum energy the accelerator(s) can reach, etc. The agreement with
current data above the ankle is good for both spectral and composition measurements (cf.
Fig. 2.2.13 and [85]). On the other hand a currently unexplained additional galactic compo-
nent is required to fill the energy range up to > 1018 eV.
Due mainly to the lack of statistical power of the data, both models are able to explain
the observed spectral features to good accuracy. The dip-model is preferring a smooth ankle
compared to the transition model but precision and statistics of the data has to be increased
significantly in order to make this distinction. Based on the UHECR spectrum derived in
this work a first attempt of this discrimination will be discussed in Sec. 7.3. Further studies
with the aim to falsify one of the proposedmodels would require more data on the evolution
of the primary mass composition with energy.
Chapter 3
The Pierre Auger Observatory
The Pierre Auger Collaboration is building and operating the worlds largest detection sys-
tem for ultra-high energy cosmic rays. The current status of the detector is illustrated in
Fig. 3.1.1. As hybrid-detector the Pierre Auger Observatory combines a huge ground array
with measurements of the fluorescence light produced by extensive air showers [6]. The
simultaneous measurement of many independent variables is improving the event recon-
struction quality and reduces the systematic uncertainty. In addition, the independent mea-
surements enable important cross checks and calibrations.
To achieve full sky coverage two similar detectors, one on each hemisphere, were con-
ceived. Construction of the first one (southern hemisphere, Province ofMendoza, Argentina)
is completed and, in addition to enhancements of the baseline design of the southern detec-
tor [90,91], detailed design studies of the counterpart in the northern hemisphere (Colorado,
USA) have begun [92]. In the following description emphasis is put on components relevant
for the determination of the energy spectrum like the trigger functionality (Sec. 3.2) and the
energy reconstruction of hybrid events (Sec. 3.2.1).
3.1 The southern Observatory
The almost complete surface detector (SD) array consists of about 1600 water Cherenkov
detectors aligned in a triangular grid with 1.5 km spacing. It is covering an area of about
3000 km2 (cf. Fig. 3.1.1). Each stand-alone detector is filled with 12m3 of ultrapure water and
monitored by three 8 inch photomultiplier tubes (PMT), to detect the Cherenkov light pulses
of charged particles traversing the water tank (cf. Fig. 3.2.2). Each detector is continously
auto-calibrated by the Cherenkov signal of ambient atmospheric muons passing through
the detector [94]. The energy assignment to detected air showers is done through a cross-
calibration with the fluorescence detector [67].
After fulfilling dedicated trigger conditions, which will be discussed in Sec. 3.2, the tank
signals are read out via radio communication. Due to its almost perfect independence of
atmospheric conditions, the SD is able to collect data with a duty-cycle of nearly 100%.
The fluorescence detector consists of 4 telescope buildings, overlooking the detector ar-
ray (cf. Fig. 3.1.1). Each building houses 6 telescopes with a 30
◦ × 28.6◦ field of view (FOV)
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Figure 3.1.1: Map of the southern site of the Pierre Auger Observatory. The fluorescence detectors are
marked in blue with lines indicating the field of view of the telescopes. The planned surface detectors
are represented by black dots (already installed detectors are displayed as shaded area) [93].
as shown in Fig. 3.2.4, leading to a 180
◦
azimuth angle coverage of each building (also called
eye). The fluorescence light is focused through Schmidt-optics and a spherical mirror of
≈ 13m2 onto a camera consisting of 440 photomultipliers. The signal of each PMT is digi-
tized using analog to digital converters (ADCs) with a frequency of 10MHz.
The detection of EAS is using the Earth’s atmosphere as a calorimeter and, hence, en-
vironmental parameters are strongly influencing the measurements. A large atmospheric
monitoring system is employed at the site of the Pierre Auger Observatory. Most impor-
tant for the current analysis are the two laser facilities in the middle of the array (CLF and
XLF, [95]) for aerosol measurements and the devices for cloud detection, i.e the Lidar sys-
tems [96] and infrared cameras at each fluorescence building. Details on cloud detection are
given in the Appendix Sec. C.1. In regular time intervals weather balloons are launched to
determine the atmospheric profile, i.e. temperature, pressure and humidity as function of
height above the detector. In addition a horizontal attenuation monitor (HAM), an aerosol
phase function monitor (APF), a high power Raman Lidar, several weather stations, a light-
ning detector and an automatic telescope system for star observations (FRAM) are available
for atmospheric monitoring. The usage of the atmospheric parameters determined by these
devices during event reconstruction is described in Sec. 3.2.4.
3.2 Air shower detection and reconstruction
Extensive air showers hitting the ground inside the Pierre Auger Observatory can poten-
tially trigger several stations of the surface array. In order to discern these events from the
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Figure 3.2.2: Schematic view of a surface
detector filled with ultrapure water and
monitored by three photomultiplier tubes.
Figure 3.2.3: Two possible surface array trigger config-
urations (top, [97]) and the T5 quality criterion used
to ensure an almost 100% reconstruction efficiency
and allow for an analytical aperture calculation (bot-
tom, [98]).
random, mainly muon induced noise triggers occurring at about 100Hz at the single station
level, a 3-fold coincidence of neighboring tanks is required (3ToT-trigger). The two possible
configurations are illustrated in Fig. 3.2.3 (top). The decision to readout the whole detector
array is taken at the Central Data Acquisition System (CDAS). ExtensiveMC simulations and
comparisons with fluorescence events have shown that the surface detector array becomes
fully efficient for zenith angles ≤ 60◦ above 3 · 1018 eV [98]. A quality criterion requiring at
least 5 active stations around the onewith highest signal has been introduced. This T5-trigger
is ensuring a more than 99% probability to reconstruct the event [99]. The T5-condition can
also be used to limit the available detector area to a well defined surface, which can be cal-
culated analytically by summing up active elementary cells of acell = 4.59 km
2 sr illustrated
as shaded area in Fig. 3.2.3.
A main problem for surface detector arrays is the absolute energy calibration. Whereas
the ambient muon flux is providing an online calibration at the single station level, one has
to rely on MC simulations to relate the measured EAS signals to the energy of the primary
cosmic rays. A big advantage for the surface array of the Pierre Auger Observatory is the
possibility to cross-calibrate the surface detector signal with the almost calorimetric mea-
surements of the fluorescence detector [67].
The fluorescence telescopes have an independent trigger system of several consecutive
layers [100]. Acting on the lowest level of single PMTs or pixels, a threshold trigger with a
running box-car sum over 1 µs is applied. The threshold of this ’First Level Trigger’ (FLT) is
auto-adjusting itself to assure a constant rate of about 100Hz per PMT. In the next step the
FLT triggered pixels have to follow a pattern consisting of connected pixels. This ’Second
Level Trigger’ (SLT) is fulfilled if at least four pixels belong to one of the basic patterns
sketched in Fig. 3.2.5 or rotations of them are found.
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Figure 3.2.4: Schematic view of a fluorescence
telescope showing the spherical mirror, the pho-
tomultiplier camera and the UV-filter.
Figure 3.2.5: Basic topological pattern used by
the Second Level Trigger [100].
To reject noise events caused mainly by lightning and muon hits on the camera two
higher level triggers have been implemented in the data acquisition software of the fluo-
rescence detector. The ’Third Level Trigger’ (TLT) is using cuts on several variables like the
FLT times of the triggered pixels to reduce the noise rate. It has been extensively studied and
optimized [101, 102] and will be discussed in some detail in Sec. 5.1.3. The last trigger layer
is the T3-algorithm. After collection of data from all telescopes within one building it per-
forms a rough reconstruction of the event geometry and provides an approximate position
and timing of the detected shower. This information is send to CDAS to trigger the readout
of the surface array. This cross-trigger possibility is the core of the hybrid data taking of the
Pierre Auger Observatory. It allows to gather tank signals of single tanks, which would not
pass the SD trigger as described above. This data can be used to enhance the reconstruction
of the fluorescence events and lower the energy threshold of the experiment. The merging of
the independent data streams from surface and fluorescence detectors into ’hybrid’ events
is performed offline. Details on the FD-SD cross-trigger and the merging procedure will be
discussed in Sec. 4.1.3.
Hybrid events have a lower energy threshold and a better energy resolution compared
to surface detector data. They therefore allow for the determination of the cosmic rays flux
in a broad energy range including the precise measurement of the ankle up to the flux sup-
pression at the highest energies. Whereas surface detector data have to be cross-calibrated to
achieve a reliable energy estimation, the flux determination based on hybrid events has its
difficulty in the exposure determination. Due to strong dependencies on atmospheric con-
ditions one has to rely on MC simulations and cannot use analytical calculations. The other
drawback is the significantly lower statistics due to the limited duty-cycle of the fluorescence
detector.
Routine data collection of the southern observatory has started in beginning of 2004. At
that time only two fluorescence buildings (’Los Leones’ and ’Coihueco’) were operational.
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Figure 3.2.7: A calibrated light source is
mounted at the telescope aperture during the ab-
solute end-to-end calibration of the fluorescence
detector.
The third eye (’LosMorados’) was commissioned in early 2005 and the last eye (’LomaAmar-
illa’) became operational in spring 2007. Data of this eye are not yet available for physics
analysis due to technical problems. The amount of collected cosmic ray data is already com-
patible with or exceeds fore-runner experiments. An overview of exposures collected by
different experiments is given in Fig. 2.2.10. The integrated number of hybrid events ful-
filling basic quality criteria is shown in Fig. 3.2.6. Clearly visible is a seasonal dependence
introduced by the longer winter nights, which leads to more time for fluorescence data tak-
ing. The small steps visible in Fig. 3.2.6 are reflecting the moon-cycles. FD data is restricted
to periods with a moon-fraction of less then 60%. The current data taking procedures are, in
addition, requiring the closing of the telescope shutters if the position of the moon is within
5◦ of the telescope field of view to avoid damage of the photomultipliers. Between the mea-
surement shifts data taking is stopped and the time is used for maintenance or calibration
campaigns.
The calibration of the fluorescence detector is assured in a two-fold way. During abso-
lute calibration campaigns a NIST-calibrated, Lambertian light source of 2.2m diameter is
mounted at the telescope aperture as depicted in Fig. 3.2.7 [103,104]. The large homogenous
surface is illuminating all camera pixels uniformly and the response of the data acquisition
system to this known signal can be used to derive the required end-to-end calibration for
each pixel.
The time evolution of this calibration is followed very closely by carrying out relative
calibration measurements at the beginning and the end of each night of data taking (c.f.
Sec. 5.1.2). In addition shots from a portable laser are recorded and used to verify the cali-
bration. It has been realized that the calibration values have to be modified with time [105]
in order to correct for a slow decline in sensitivity of some FD cameras. One possible ex-
planation is the aging of the photomultipliers due to their exposure to, mainly background,
light. Although the correlation between integrated charge, i.e. integrated noise exposure,
and efficiency loss is not completely established [105], it has been decided within the collab-
oration to limit the operations of the detector to periods with low noise levels. Since the end
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Figure 3.2.8: The observed loss of efficiency of several telescopes might be explained by the frequent
resets of the front end electronics (left panel). The loss is taken into account by time dependent pixel
calibration constants (right panel).
of 2007 the shutters are closing automatically if the camera averaged noise level, given by
the average variance of the pixel baseline, is exceeding a limit of 〈Var〉cut = 100n2ADC.
The efficiency loss might also be connected to the frequency of electronics resets. It hap-
pens sometimes that during data taking the monitoring data of the front end electronics
shows abnormal behavior. In the early phase of the FD data taking the usual action taken
by the shift crew was to reset the front end boards by ramping the high and low voltages
down and cut the power supply of the boards for a limited time period. One might argue
that the reboot of the system including the ramping of the high voltage of the PMTs is caus-
ing the efficiency loss. To check this hypothesis the number of electronic resets has been
obtained from the FD monitoring system [106]. Unfortunately the determination of the ef-
ficiency loss requires large data samples and only an average yearly loss could be derived
so far [105]. Comparing the integrated number of resets with the cumulative efficiency loss
a correlation is found, see Fig. 3.2.8a. Note that, due to the use of the averaged efficiency
loss, this correlation might just reflect the time evolution and not the expected dependency
on the number of front end electronic resets. Since the beginning of 2007 the loss seems to be
negligible [107]. Both the exposure to high background levels and the number of hardware
resets have decreased since then and no conclusive answer on the cause of the observed loss
can be derived. The pixel calibration constants are following this time evolution in several
steps until 01/2007. Later, pixel calibration values are available on a nightly basis.
3.2.1 Hybrid event reconstruction
After an EAS triggered at least one FD telescope, the available information can be summa-
rized as follows
• ADC-traces for each triggered pixel (ADC-counts as function of time, binned in 100ns)
• pointing direction and calibration constant of each camera pixel
• position of the surface detector stations and timing of the signal
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Figure 3.2.9: In the Offline framework various detector
components are described with a hierarchical structure
and access to the changing, i.e. time dependent, detec-
tor description is provided via common user interfaces
or managers [108].
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Figure 3.2.10: Due to automatic event re-
construction, which has been developed
during this work [109], the time delay
between data recording and analysis has
become reasonably small.
• atmospheric conditions at the time of measurement (atmospheric profile, attenuation
and scattering parameters, cloud coverage)
In the following, reconstruction of data from only one fluorescence detector station (mono-
reconstruction) is considered. The additional information resulting from the possibility of the
Auger Observatory to record the same air shower by different eyes is further improving the
reconstruction accuracy. Due to limited statistics these multi-eye events are currently used
only for cross-checks of the individual reconstructions, validation of the MC simulation (cf.
Sec. 5.2) and studies of systematic uncertainties.
The reconstruction and simulation routines of the Pierre Auger Observatory are imple-
mented in a common framework called Offline [108]. The framework, which is developed
inside the collaboration is providing access to different sources of additional information
needed for the event reconstruction and simulation. This data (e.g. atmospheric monitoring
information, calibration constants, etc.) can be stored in various formats ranging from simple
XML-steering cards to ROOT-files and MySQL-databases. The access to these data sources
is facilitated by ’managers’ taking care of the actual data retrieval (cf. Fig. 3.2.9). Other
main features of the framework are the modularization of the reconstruction and simulation
chains and a sophisticated geometry package. Each step is implemented as a separate mod-
ule and can therefore be exchanged and compared to competing algorithms very easily. The
geometry package is assuring the reconstruction accuracy over the whole array. Due to the
size of the Auger detector the curvature of the Earth’s surface and atmosphere have to be
taken into account [110].
The continuous flow of surface detector data is split into daily files and merged with
fluorescence data if available. These IoAuger-files are then transfered to the computing center
in Lyon (France) for longterm storage and distribution to smaller computing facilities like the
one available for the Auger group in Karlsruhe. An automatic event reconstruction has been
implemented in order to provide the Auger collaboration with a fully reconstructed dataset
in a timely manner as part of the work for this thesis. The time between data taking and
full reconstruction is illustrated in Fig. 3.2.10. To make the reconstruction results accessible
in an easy way an output format called ’Advanced Data Summary Tree’ (ADST, [111]) has
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Figure 3.2.11: Data structure of the ’Advanced Data Summary Tree’ (ADST, [111]), which has been
developed to store all important reconstructed EAS parameters.
been developed. The format is constantly evolving and adjusted to the needs of the various
analysis tasks of the Pierre Auger Observatory. The main structure is shown in Fig. 3.2.11.
3.2.2 Calibration and signal determination
As mentioned above, absolute and relative calibration procedures are assuring valid calibra-
tion constants. The time dependent calibration constants provided by the relative calibration
procedures are stored in a SQL-database and available within the Offline framework. Due to
the end-to-end approach they allow one to translate the output of the readout electronics, i.e.
ADC counts, directly into the number of detected photons at the telescope aperture. In the
first step of the event reconstruction the baseline and its RMS of the recorded signals is cal-
culated and the ADC-trace is converted into number of photons by applying the calibration
constants of each pixel.
A signal over noise (S/N) maximization algorithm is used to determine the actual EAS
signal inside the recorded trace. Starting from the time of the First Level Trigger, the so
called first triggered time bin, the boundaries of the suspected pulse (start and stop time bin,
istart and istop respectively) are shifted to find the maximal S/N-ratio defined as
S/N =
S(∆t)√
∆t× RMS . (3.2.1)
S(∆t) is the total signal within the assumed pulse length and ∆t = (istop − istart).
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Figure 3.2.12: Data from the surface array and the fluorescence measurements are combined to in-
crease the reliability and accuracy of the shower geometry reconstruction.
In order to reject accidental noise pixels triggered by background radiation, a minimum
requirement on this ratio is set and usually only pixels with pulses having a S/N greater than
five are kept for the following processes. For further analysis only the pulse time, Ti, of pixel
i, defined as the centroid of the found pulse, and the total integrated signal, called ’pixel
charge’, will be needed.
3.2.3 Reconstruction of the EAS geometry
In the subsequent reconstruction step aHough-transformation pattern recognition algorithm
is used to determine all pixels connected to the shower image and further suppress noise
pixels. With the remaining pixels and their geometrical pointing direction, ~pi, (determined
by the alignment of the camera and verified for example by analyzing star tracks [112]) the
plane containing both the air shower and the track on the camera, called shower-detector-
plane (SDP), is determined by minimizing
Q2 = ∑
i
qi ·
π
2 − arccos(~nSDP ·~pi)
σ2i
, (3.2.2)
with qi being the total signal of pixel i. The uncertainty σi = 0.35
◦ has been determined
with reconstructed CLF laser shots. ~nSDP denotes the desired vector normal to the SDP. After
the SDP has been determined the pointing direction, ~pi, of each pixel can be translated into
an elevation angle χ˜i inside the SDP and the minimization of the following χ
2 leads to the
determination of the position of the shower axis (for details see [35, 113])
χ2 = ∑
i
[
t(χi)− tmeasi
σ(ti)
]2
. (3.2.3)
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Figure 3.2.13: The strong correlation between the reconstructed parameters describing the geometry
of the air shower can be removed in hybrid reconstructions. The use of additional timing information
from the surface array is also increasing the accuracy significantly (from [114]).
tmeasi is the measured pulse time of pixel i with the corresponding error σi. t(χi) denotes the
theoretical expectation and can be derived from geometrical considerations (cf. Fig. 3.2.12):
t(χi) = T0 +
Rp
c
· tan
(
χ0 − χ˜i
2
)
. (3.2.4)
The impact parameter Rp, the corresponding time T0 and the angle between the shower
axis and the ground plane χ0 are free parameters to be determined during the minimization
process. They are highly correlated and can usually only be determined with large uncer-
tainties. If the signal of at least one surface detector station is available it can be used to
further constrain the 3-parameter fit by adding a term to the χ2 calculation (3.2.3), which
becomes
χ2 = ∑
i
[
t(χi)− tmeasi
σ(ti)
]2
+
[
t(χSD)− tmeasSD
σ(tSD)
]2
. (3.2.5)
As illustrated in Fig 3.2.13 this hybrid reconstruction breaks the correlation of the parameters
and increases the accuracy significantly [38]).
3.2.4 Energy reconstruction
To estimate the total light received at the aperture of the fluorescence telescope the optimal
width ξ of the shower image on the camera is determined using a signal-over-noise maxi-
mization algorithm [115]. Integrating the signal of all pixels inside the circle with radius ξ
one can derive the number of photons at the telescope aperture as a function of time, N
ap
γ (t).
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Figure 3.2.14: The reconstruction of the longitudinal shower profile has to account for direct (left
panel) and scattered light (right panel) contributions. The recorded light flux is composed of the
isotropically emitted fluorescence light (green) and the direct (red) Cherenkov light. In addition also
scattered fluorescence (blue) and Cherenkov (magenta) components are considered. [34, 116]
This light flux is composed of three main components: fluorescence light, direct and scat-
teredCherenkov light. Fluorescence light is emitted by nitrogenmolecules in thewavelength
band between 300nm and 400nm. It is to a very good approximation directly proportional
to the energy deposit dE/dX of the electromagnetic particles in the air shower∗
N
f
γ(Xi) = Y
f
i
dEi
dX
∆Xi . (3.2.6)
The fluorescence yield Y
f
i is depending on the temperature, pressure [31–33,117] and, as no-
ticed only recently, on the relative humidity [118, 119]. The current systematic uncertainties
of the absolute yield of about 14% is currently the most important contribution to the energy
scale uncertainty of the Pierre Auger Observatory.
As the secondary shower particles have rather high energies (O(100MeV)), they emit
Cherenkov light while passing through the atmosphere. Peaked in the forward direction a
significant ’Cherenkov-light-beam’ is building up along the shower axis. Due to the high
intensity of this beam, multiple scattering into the field of view of the telescope becomes
non-negligible even for geometries where the Cherenkov light cone would not be directly
visible (cf. Fig. 3.2.14b). The intensity of Cherenkov light is directly proportional to the
number of electrons and positrons Ne above the Cherenkov threshold energy [120]
Ncγ(Xi) = Y
c
i Ne ∆Xi . (3.2.7)
The produced light itself is affected by the atmospheric conditions and several light atten-
uation factors have to be considered. Denoting the distance between the shower and the
detector with ri, a geometrical attenuation factor
Tgeo = ǫ A
4πri
(3.2.8)
∗In the following the energy deposit and number of photons is considered in a depth segment of ∆Xi along the
shower axis.
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Figure 3.2.15: The transmission coefficients T due to absorption and light scattering on aerosols and
molecules are naturally depending on the light travel distance (left panel). As high energy EAS can
be detected to greater distances from the telescope, the mean transmission coefficient used during
the reconstruction is energy dependent (right panel).
has to be considered. ǫ denotes the light detection efficiency of the telescope system includ-
ing the transmissivity of the UV-filter, the mirror reflectivity and the PMT sensitivity and
A ≈ 7m2 is the aperture of the telescope.
Light attenuation in the atmosphere can be decomposed into two main parts, a molecular
and an aerosol component. The molecular component, i.e. Rayleigh scattering at nitrogen
and oxygen molecules over a slant depth distance ∆X, and its wavelength dependence can
be expressed analytically as
TRay = exp
[
−∆X
X0
·
(
400nm
λ
)4]
, (3.2.9)
where X0 is the Rayleigh attenuation length at a reference wavelength of λ = 400nm. The
actual implementation in the Offline framework is based on a model from Bucholtz [121],
which takes into account the anisotropy of the air molecules.
The aerosol, or Mie attenuation TMie on the other hand can be in a first approximation
factorized into wavelength dependent and independent parts
TMie(h,λ) = TMie(h) · TMie(λ) . (3.2.10)
The height dependent part TMie(h) can be written as
TMie(h) =
∆L/lmie
∆h/hmie
·
[
exp
(
−hemission
hMie
)
− exp
(
−hdetection
hMie
)]
, (3.2.11)
where lMie is the aerosol horizontal attenuation length and hMie is the aerosol scale height.
The light is emitted at height hemission and travels over a distance ∆L to the detector at height
hdetection = hemission − ∆h. Both hMie and lMie are determined by the observation of vertical
laser shots with the fluorescence telescopes. The detected laser light profiles are compared
to reference profiles, recorded in clear, i.e. aerosol-free, nights. The wavelength dependence
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Figure 3.2.16: Example of an EAS detected by all four fluorescence detectors and the surface array si-
multaneously. The independent reconstructions can for example be used to verify the reconstruction
algorithms.
of aerosol scattering is depending on the size and shape of the particles and cannot be calcu-
lated analytically. It is typically parameterized as
TMie(λ) = T0 ·
(
λ0
λ
)γ
, (3.2.12)
where γ is called the A˚ngstrøm coefficient and λ0 = 355nm is the reference wavelength used
for the Pierre Auger Observatory. During FD data taking hourly attenuation measurements
are performed at 5 different wavelengths between 350nm and 550nm (the region where
the efficiency of the telescope is maximal) with the Horizontal Attenuation Monitor (HAM),
sending high intensity light pulses over a distance of about 45 km from the Coihueco to the
Los Leones detector site. An average factor of γ = 0.7± 0.6 [122] is currently used in data
analysis.
All these transmission factors are taken into account during the reconstruction of the
energy deposit at the shower as a function of traversed depth. The dependence of the trans-
mission factors on the light travel distance is shown in Fig. 3.2.15a. As high energy showers
are visible further away this dependence is also reflected in an energy dependence of the
mean transmission factors used in the reconstruction (cf. Fig. 3.2.15b).
Based on the measured light flux and with the knowledge of the atmospheric correc-
tion factors, the longitudinal shower profile (cf. Fig. 3.2.16b) is calculated with a novel ma-
trix algorithm, which uses both light types, fluorescence and Cherenkov, as signal and de-
rives the energy deposit profile in an analytical least-square minimization [34, 123]. Ab-
breviating the product of the transmission factors from Eq. (3.2.8), (3.2.9) and (3.2.10) with
T = Tgeo · TRay · TMie, the detected fluorescence light flux y fi can be written as (cf. Eq. (3.2.6))
y
f
i = Ti wi ∆X Y
f
i , (3.2.13)
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wi = dEi/dX denotes the energydeposit per unit depth. Given the fraction fc(βi) of Cherenkov
photons per solid angle emitted at an angle βi with respect to the shower axis due to multi-
ple scattering [124,125], the light flux at the detector originating from direct Cherenkov light
is
ycdi = Ti fc(βi) Y
c
i ∆XiN
e
i . (3.2.14)
Neglecting the lateral distribution of the Cherenkov photons, the number of photons in the
beam at depth Xi is the sum of Cherenkov light photons at all previous depths Xj. On their
way from Xj to Xi they are attenuated by Tji
Nbeamγ (Xi) =
i
∑
j=0
Tji Y
c
j ∆Xj N
e
j . (3.2.15)
Similar to the direct contributions, the Cherenkov light scattered to the detector ycsi can be
written as
ycsi = Ti fs(βi)
i
∑
j=0
Tji Y
c
j ∆Xj N
e
j . (3.2.16)
A precise knowledge of the angular dependence of the scattering cross-section, the ’aerosol
phase function’, is measured at a regular basis as part of the atmospheric monitoring pro-
gram of the Pierre Auger Observatory [126].
The total recorded light flux is then given by the sum of the direct and scattered contri-
butions
yi = y
f
i + y
cd
i + y
cs
i . (3.2.17)
As the total energy deposit along the shower development is just the sum of the electron
energy losses, wi and N
e
i are related via
wi = N
e
i
∫ ∞
0
fe(E,Xi)we(E)dE . (3.2.18)
fe(E,Xi) denotes the normalized electron energy distribution, which does not depend on the
primary energy or mass but is universal in shower age [120, 125, 127]
si =
3
1+ 2Xmax/Xi
. (3.2.19)
Due to this universality one can use the known energy depositwe(E) of a single electronwith
energy E and parameterize the integral αi =
∫ ∞
0 fe(E,Xi)we(E)dE (cf. Fig. 3.2.18, [125]). The
obtained one-to-one relation
wi = N
e
i αi (3.2.20)
can now be used to merge the terms in Eq. (3.2.17) and a direct relation between the light
collected at the detector yi and the energy deposited by the air shower wi can be formulated
as matrix equation
y = C ·w . (3.2.21)
The developed algorithm is calculating the solution to this problem via the inversion of the
Cherenkov-fluorescence matrix C in an analytical and fast way [116]. It also takes into account
the wavelength dependence of the different transmission factors, efficiencies, etc..
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Figure 3.2.17: Highest quality hybrid events can be used to derive average values of the Gaisser-Hillas
parameters Λ and X0, which are used to constrain the profile fit (from [116]).
The derived longitudinal energy deposit profile covers only the observed range inside
the field of view of the detector. To extend the shower profile outside the field of view a
simple parametric description of the longitudinal evolution of air showers called Gaisser-
Hillas function [128]
fH(X) = (dE/dX)max ·
(
X − X0
Xmax − X0
) (Xmax−X0)
Λ
· exp
[
Xmax − X
Λ
]
(3.2.22)
is used. A fit of this four-parameter function is only reliable for profiles which have been
observed over a very long range and having the shower maximum in the field of view. The
problem of insufficient experimental information for the reconstruction of all four parame-
ters can be overcome by constraining the two shape parameters denoted X0 and Λ to their
average values during the fit. The corresponding χ2 is
χ2 = ∑
i
(yi − fGH)2
Vyi
+
(Λ− 〈Λ〉)2
VΛ
+
(X0 − 〈X0〉)2
VX0
. (3.2.23)
Vyi denotes the variance of the reconstructed energy deposit which has been derived by
propagating the uncertainties from the pulse determination and the light collection. 〈Λ〉,
〈X0〉 and VΛ, VX0 are the mean and variance of the shape parameters, which have been de-
termined from a set of highest quality hybrid events (cf. Fig. 3.2.17). Unfortunately the
precision to determine these constrains is limited by the available event statistics. The in-
fluence of the currently used constrains on the energy reconstruction has been studied with
high statistics MC simulations and will be discussed in Sec. 5.2.
Given a successful profile extrapolation, the determination of the total energy deposit of
the shower in the atmosphere Ecal is given by the integral over the energy deposit profile:
Ecal =
∫ ∞
0
fGH(X)dX . (3.2.24)
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This integral can be solved analytically with the use of the parameter transformation
t =
X − X0
λ
and w =
Xmax − X0
λ
(3.2.25)
in the Gaisser-Hillas function (3.2.22), which leads to
fGH(t) = dE/dXmax ·
( e
w
)w
e−t tw , (3.2.26)
and can be identified with a Gamma distribution Γ. Therefore the above integral is given by
Ecal = dE/dXmax · λ ·
( e
w
)w
Γ(w+ 1) , (3.2.27)
where Γ denotes the Gamma-function. An advantage of this calculation is the possibility to
directly estimate the statistical uncertainty of Ecal, which can be taken as free parameter in
the fit (replacing dE/dXmax):
fGH(t) = Ecal e
−t tw Γ(w+ 1) (3.2.28)
The derived calorimetric or ’electromagnetic’ energy estimation has to be corrected for the
energy carried away by high energy muons and neutrinos. The total energy deposited by
the air shower, i.e. the energy of the primary cosmic particle is therefore
Etot = finv Ecal . (3.2.29)
The correction factor finv is a function of the calorimetric energy and has been derived from
air shower simulations (cf. Fig. 3.2.19). Its systematic uncertainty is 4% [131]. A detailed
discussion will be given in Sec. 5.1.5.
Other uncertainties arise from the propagation of the uncertainties of the shower ge-
ometry. The shower position with respect to the detector is influencing the transmission
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Figure 3.2.20: The pull distributions of energy and Xmax determined by Monte Carlo simulations
demonstrate the reliability of the uncertainty estimation (from [34]).
factor T = Tgeo · TRay · TMie and therefore the energy deposit profile. The uncertainty of
the shower direction, especially the zenith angle θ, effects the slant depth calculation via
Xslant = Xvert/ cos θ and thus Xmax, which then leads to a different shower age and a dif-
ferent Cherenkov electron energy spectrum (cf. Eq. (3.2.18) and Fig. 3.2.18). Both effects
are not accessible analytically and are calculated by reconstructing the longitudinal profile 6
times based on different shower geometries. The same approach is used to incorporate the
uncertainties of the atmospheric parameters.
The achievable reconstruction accuracy, i.e. the energy resolution of the hybrid measure-
ments, has been derived based on extensive Monte Carlo simulations and cross-checked
with events that are observed by more than one fluorescence detector (cf. Sec. 5.2). The relia-
bility of the uncertainty estimation can be seen in the pull-distributions shown in Fig. 3.2.20.
3.2.5 Systematic uncertainties of the energy scale
The energy estimation of fluorescence measurements is relying on the absolute fluorescence
yield, which currently is the dominating source of systematic uncertainty (14% [33, 132]).
Further systematic uncertainties of the absolute energy scale are related to the absolute de-
tector calibration (9.5% [133]) and its wavelength dependence (3%). The lateral distribution
of Cherenkov light, which is neglected in Eq. (3.2.15) can be modeled and leads to a 5% in-
crease of the reconstructed energy [134]. Correcting the finite spot size of the optical systems
and its halo created by dust on the mirrors and UV-filters leads to an additional 3− 5% in-
crease. Both effects are currently being studied in detail and are not considered in this work.
A small energy bias of about 3% has been observed in the reconstruction of MC simulated
events. It is related to the uncertainty in the constrains of the Gaisser-Hillas parameters Λ
and X0 (cf. Fig 3.2.17). The correction for the invisible energy is known to 4%. Atmospheric
effects like the temperature and humidity dependence of the fluorescence yield are currently
estimated to yield a combined altitude dependence of about 10%. The uncertainties of the
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aerosol content of the atmosphere contributes 5% [122]. The total systematic uncertainty of
the energy determination can be estimated as 23% [67,135]. A detailed summary is given in
Table 3.2.5.
Table 3.2.1: Contributions to the systematics uncertainty of the energy scale of the Pierre Auger Ob-
servatory.
Source ∆EFD/EFD[%]
Absolute Fluorescence Yield 14
Altitude dependence of Fluo. Yield 10
Pressure dependence of Fluo. Spectrum 1
FD absolute calibration 9.5
FD wavelength dependence response 3
Rayleigh atmosphere 1
Wavelength dependence of aerosol scattering 1
Aerosol phase function 1
spot size and Cherenkov LDF 10
Invisible energy 4
Gaisser-Hillas parameters 3
TOTAL SYST. 23
Most of the items contributing to the systematic uncertainty are affecting the amount of
light emitted by EAS and the visibility for a given energy with the detector. For example a
higher fluorescence yield would result in more photons emitted at the shower, which could
be detected from farther away. The available exposure would therefore increase. These
effects have been studied extensively and will be discussed in Sec. 7.2.1.
Chapter 4
The uptime of the Pierre Auger
Observatory
The efficiency of fluorescence and hybrid data taking is influenced by many effects. These
can be external, e.g. lightning storms, or internal, i.e. caused by the data taking itself, e.g.
data acquisition (DAQ) failures. In order to be able to determine the UPTIME of our hy-
brid detector it is therefore crucial to take these possibilities into account and derive a solid
description of the (time dependent) data taking quality.
Failures and outages can occur on different levels. Starting from the smallest unit of
the FD, i.e. one single pixel readout channel, up to the highest level, i.e. the combined
SD-FD-data taking of the Observatory. The desired accuracy of the exposure determina-
tion (O(%)) can only be achieved if disturbances at all levels are taken into account. As
illustrated in Fig. 4.0.1, the UPTIME of the hybrid detection mode of the Pierre Auger Obser-
vatory is derived from a variety of monitoring information and the cosmic ray data itself. As
compromise between accuracy and stability the complete detector status down to the single
photomultiplier is given for time intervals of 10 min.
4.1 Uptime determination
4.1.1 Pixel uptime
Possible failures at the photomultiplier or pixel level are related either to broken photomulti-
pliers or to failures in the front-end-electronics for example related to the high voltage sup-
ply. Usually these failures appear only for a limited time (O(days)) as they are detected dur-
ing the nightly relative FD-calibration runs and fixed in a short timescale by the staff of the
observatory. Based on algorithms implemented directly in the front-end electronics boards,
a detailed description of the current status of each fluorescence telescope is available. These
algorithms, called BGLoop, provide the ADC-variance, baseline, FLT-trigger threshold and
trigger-frequency for each pixel every 30s and enable therefore a very accurate determina-
tion of the status of all pixels. The ADC-variances, baselines and trigger threshold will also
be used in the MC simulations to obtain a realistic description of the FD-trigger response,
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Figure 4.0.1: The determination of the detector status description is based on a variety of data
sources (circles). They provide detailed information (squares) on different components of the de-
tector (hexagons).
which is influenced by changing night sky background light, etc. (cf. Sec. 5.1.3).
To obtain the status information of the photomultiplier and the connected readout chan-
nel, the full BGLoop information is processed and checked for consistency, i.e. all entries
have to yield reasonable values. The trigger-frequency for example is auto-adjusting itself
to about 100Hz and values above 1 kHz are considered to be unphysical and the pixel is
discarded from further analysis. This adjustment algorithm is changing the trigger thresh-
old with respect to the baseline and the variance of the ADC signal. Pixels with thresholds
below the baseline are, for example, also regarded as problematic and switched off.
The output of this analysis is a description of the status of all 10560 photomultipliers
active in the fluorescence detector of the Pierre Auger Observatory in 10 min intervals. It
contains the pixel status δpix, i.e. ON or OFF, as well as the noise-level and the FLT-trigger
threshold.
4.1.2 Telescopes uptime
The main contribution to the hybrid-deadtime is related to the moon cycle and the corre-
sponding data taking periods. Data taking is currently limited to a moon-fraction smaller
than 60% leading to 16 nights of data taking per moon cycle. In addition, even during the
actual shift period, data taking is not 100% efficient as multitude of problems may arise dur-
ing the operation of the highly sophisticated fluorescence detector. For example the DAQ-
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Figure 4.1.2: Background variances as recorded in the BGLoop data files. The main contribution to
this background noise is the ambient night-sky background light coming from stars and the direct
and scattered moonlight (left panel). The peak at low variances is related to time periods with closed
telescope shutters. A dedicated analysis confirms that the readout electronics is causing a variance of
around 4 n2ADC (right panel).
software itself, the wireless communication between the detector building and the central
control room might fail or power outages might cause a shutdown of parts of the system.
To determine the actual running time of the FD-DAQ we rely on a minimum bias datas-
tream with high event-rate. A fraction of the events which are rejected by the TLT or T3
algorithms are written to a dedicated datastream. As shown in Fig. 4.1.3a, about 5− 10 of
these MinBias events are recorded per telescope and 10 min, compared to only one or two
events for the standard datastream (FDAS). If no MinBias data is available due for example
to network or filesystem problems, the FDAS data is used as fall-back solution. This hap-
pens in less than 4% of the time periods and should therefore not influence the accuracy of
the status determination. The broad distribution of the number of MinBias events is related
to changes in the FD-DAQ to reduce the file size and the modifications of the TLT algorithm
discussed in Sec. 5.1.3. Files are written for each run, i.e. one datafile is created for each
DAQ start-stop period. With the whole data taking becoming more and more stable over the
last years, these runs cover longer time periods (usually one night) and the MinBias event
rate had to be reduced to stay below the operating system file size limits. These changes are
reflected in Fig. 4.1.3b.
If the DAQ is running and one or more events are detected in the given time interval and
telescope the corresponding telescope-status δtel is set to 1.
Even if the DAQ is running the shutters of the telescope might be closed. Shutter clos-
ing is triggered by alarms from the slow control system observing for example the wind-
speed and rainfall. Another failsafe mechanism has been implemented in 2007 to protect
the photomultipliers from to high background light and shutters are automatically closed
if the average variance exceeds the threshold of 〈Var〉cut = 100n2ADC. With closed shutters
obviously no cosmic ray data can be collected but muons hitting the camera might lead to
noise triggers and spoil the uptime information. The shutter status is not directly available
for analysis and indirect methods relying on the background noise fluctuations (variance)
from the BGLoop-algorithms have to be applied. As reference, the noise related to the read-
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Figure 4.1.3: The MinBias data stream is providing detailed information about the status of single
telescopes due to its high event rate (left panel). The MinBias event rate is influenced by modification
of the TLT trigger algorithm and changes of the DAQ settings (right panel).
out electronics itself could be determined. Each night of data taking relative calibration runs
are performed to follow the evolution of the absolute calibration of the system. These mea-
surements are performed with closed shutters and the BGLoop data recorded during these
special runs have been used to derive the electronics noise distribution. Themean electronics
variance is found to be 〈Var〉 ≈ 4n2ADC (cf. Fig. 4.1.2b). As the night sky background noise
is causing the variance to rise significantly above this level (cf. Fig. 4.1.2a) the probability
εshutter of the shutters being open can be derived for each time interval as
εshutter =
#open
#total
, (4.1.1)
where #open denotes the number of BGLoop-entries for the given telescope with mean vari-
ance over the whole camera being larger than 8n2ADC (arrow in Fig. 4.1.2b). #total is the total
number of BGLoop-entries in the given time interval. If no BGLoop data is available no
decision is possible and the telescope status δtel is set to OFF.
The requirement to have at least one MinBias or FDAS-event per time interval is also
eliminating another hardware related problem, which appeared during a limited time in
2005 and 2006. It caused undetected interruptions of the firewire communication between
the computer running the DAQ of the single telescopes (MirrorPC) and the main PC collect-
ing the information from different telescopes in the building (EyePC). The final stage of the
trigger scheme, the T3 algorithm is running on the EyePC and the event is only stored after
passing this condition. A disconnection between MirrorPC and EyePC results therefore in
a complete data loss from the concerned telescope without a stop of the DAQ and without
interrupting the other monitoring datastreams.
The readout speed and buffer size of the DAQ-system is limited. High event rates might
cause the buffers to overflow and lead to an event loss (deadtime). The accumulated dead-
time is stored in an event-by-event way in the output format of the fluorescence DAQ and
has to be converted into the deadtime during each 10min time interval denoted TdeadDAQ. This
conversion is performed using the MinBias files due to the higher rate, or, if not available,
the FD-data. This intrinsic telescope deadtime is then translated into the telescope upfrac-
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tion εDAQ, which can be interpreted as the probability of the given telescope to be taking
cosmic ray data or life-time fraction
εDAQ = 1−
TdeadDAQ
TDAQ
. (4.1.2)
Here, TDAQ is the total running time of the DAQ in the given time interval.
4.1.3 Eye uptime
Most of the possible hardware or data taking problems at the eye level are rather easy to
detect. The by far most abundant are power failures at certain detector stations or over the
full array and losses of the wireless connection to the central control room. During these
periods no events are recorded in the given building and the system is considered as OFF in
the UPTIME.
Currently two additional disturbances are known to affect the data taking at the eye level:
veto algorithms rejecting periods with Lidar activity and algorithms rejecting FD-T3 based
array readout requests in order to protect the central data taking system (CDAS) from too
high event rates.
The Lidar-veto is set by the Lidar atmospheric monitoring system before performing
laser shots in the field of view of the fluorescence detector. It disables the FD-DAQ for a
certain amount of time depending on the frequency of the Lidar shots. The related deadtime
is very small. The veto is acting on a single eye only and the Lidar-system is receiving T3
information from the FD in order to perform dedicated scans in the direction of interesting
events. In this configuration, which was changed only at the end of 2007 it might happen
that one eye is detecting Lidar scans from another eye. These triggers are then activating the
local Lidar system to perform another scan. These Lidar cross-triggers increased the veto-
time significantly. The cumulative Lidar veto deadtime is stored on an event-by-event basis
in the MinBias or FDAS files. During the determination of the uptime it is taken into account
by transforming the deadtime TdeadLidar into an eye efficiency εLidar
εLidar = 1−
TdeadLidar
TDAQ
. (4.1.3)
εLidar can be interpreted as the probability for a cosmic ray event to fall outside the Lidar
vetoed period.
To have a high trigger efficiency of hybrid events with energies below the SD trigger
threshold of 1018.5 eV, all FD T3-triggers are sent to CDAS and the surface array is read out.
The FD and SD datastreams are later merged to form hybrid events. Lightning and other
noise events can cause high FD-trigger rates, which would cause significant deadtimes for
the surface array due to the finite readout time of the array. To prevent this possible loss of
surface detector events, protection veto algorithm are running on both FD and CDAS side.
These T3-VETOES are discarding events with a given probability depending on the current
FD-trigger rate. Independent information is only available for the CDAS veto algorithms.
After the installation of the algorithms end of 2005, every vetoed event is listed in the CDAS
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Figure 4.1.4: Veto algorithms are used to protect CDAS from high FD trigger rates, which are very
time dependent (left panel) and introduce a significant deadtime for low energy hybrid events (right
panel).
logfiles. The efficiency to have a T3 passing the veto algorithms and being sent to the array is
given by the fraction of accumulated veto-time ∆Tveto over the full time period T = 10min:
εrawT3veto(e) = 1−
∆Tveto
T
. (4.1.4)
In Fig. 4.1.4 the strong time dependence and the large spread of the deadtime introduced by
the veto algorithms, which is reflecting the time dependence of the high trigger rate periods,
is illustrated. Most of the events in these periods are related to lightning and background
light activity, which usually occur only for a limited time. Averaging over time, about 14%
of all FD-triggers reaching CDAS are not sent to the surface array. The data taking time on
the other hand is reduced only by about 6%, reflecting the time correlation of the lightning
bursts (cf. Fig. 4.1.4b).
The raw event loss probability is only valid if a vetoed event is not recovered by an
independent SD-trigger. During the off-line merging process between SD and FD events,
also previously vetoed events can be merged with their SD counterpart if the air shower was
able to trigger the surface detector. This recovery process is energy dependent. The relevant
trigger on the SD side is the 3ToT condition ε3ToT. Its energy dependence has been estimated
with the help of air shower simulations (cf. Fig. 4.1.5a and [98]). This energy dependence
cannot be taken into account during the calculation of the uptime as the energy distribution
of events is depending on the applied quality selection criteria of the analysis. It is therefore
not possible to derive the REAL T3-veto event loss probability in a given time interval a priori
and only the raw T3-veto efficiency (cf. Eq.( 4.1.4)) is stored. The recovering of the lost events
can to be taken into account at the last stage of the MC-simulation process on an event by
event basis and using the known energy of each simulated air shower, or, based on event by
event information in the CDAS-logfiles, all recovered events can be removed. A comparison
of both methods will be discussed in Sec. 6.1.
For illustration purposes, an average T3-veto correction factor< kT3veto > can be derived
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Figure 4.1.5: The event loss due to the CDAS-protection veto is partly recovered by the SD trigger. The
correction factor to be applied to the raw T3-veto loss is therefore depending on the energy threshold
of the data sample.
as
〈kT3veto(Ethr)〉 = 〈1− ε3ToT(E)〉 (4.1.5)
=
∞
∑
Ei>Ethr
1− ε3ToT(Ei)
∞
∑
Ei>Ethr
1
. (4.1.6)
The averaging process takes into account the actual energy distribution of selected events
above a given energy threshold Ethr. For example, based on the event selection applied for
this work (cf. Sec. 6.2) and a threshold of Ethr = 10
18 eV one obtains < kT3veto >= 0.15.
That means that about 85% of the vetoed events will be recovered by the SD trigger and the
IoAuger merging procedure. In figure 4.1.5b, the dependence of the correction factor on the
threshold energy is shown. As expected, the event loss due to the T3-CDAS-protection veto
algorithms is becoming smaller when using only events closer to the SD-trigger threshold,
i.e. having higher energy. Following Eq. (4.1.4), the hybrid detection efficiency in periods
with active T3-veto can be written as
〈εT3veto〉 = 1− f rawT3veto · 〈kT3veto〉 . (4.1.7)
4.1.4 CDAS uptime
To estimate the hybrid uptime of the Pierre AugerObservatory also changes in the surface ar-
ray configuration and CDAS inefficiencies come into play. During the time period analyzed
here, the array grew from about 600 to 1550 stations. This increase is directly influencing the
available fiducial volume of hybrid observations as the core position of the showers taken
into account in this analysis have to lie inside the active surface array. Changes in the array
configuration can happen on very different time scales and magnitudes. Power outages can
cause communication losses with sometimes large areas of the array, single stations might
show hardware failures, etc.
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Figure 4.2.6: Main contributions to the hybrid uptime and the evolution of the average hybrid duty-
cycle with time.
Similar to the BGLoop algorithm running on the FD side, the surface detector array is
constantly monitored and a very detailed description of the array status with a time reso-
lution of 1 second is available. This T2Life information allows the perfect description of the
surface array status during data taking periods without major problems.
In addition to the usually very localized problems of single tanks, problems on larger
scales like the trigger system itself can cause event losses. At the same time the T2Life infor-
mation becomes inaccurate. Time periods with these problems, i.e. bad periods, are detected
by a dedicated working group inside the Auger collaboration. They are excluded in the hy-
brid uptime. Another minor effect is related to a problem with the leap second, which was
introduced at the beginning of 2006. Due to a mis-configuration, no hybrid events were de-
tected until January 23rd 2006. This period is therefore removed from the hybrid detection
uptime. An additional check for possibly undetected problems like this is requiring at least
one hybrid event per 10min time interval. This requirement is also removing periods in
which the merging between FDAS and CDAS files into the final IoAuger hybrid files failed
and assures a valid hybrid data taking condition.
4.2 Results and cross-checks
The probability p(i, t) of a given telescope i belonging to eye e to be operational in a given
time interval t can then be finally written as
p(i, t) = εshutter(i, t) · εDAQ(i, t) · δ(i, t) (4.2.8)
·εLidar(e, t)· < εT3veto(e, t) >
·δCDAS(t)
δ = [0, 1] denotes the status flags of the different systems. The time evolution of the full
hybrid duty-cycle over 31/2 years during the construction phase of the observatory is shown
in Fig. 4.2.6b. It should be noted that the telescopes belonging to the building of Los Mora-
dos (telescopes 7-12) have become operational only in May 2005 and the ones in the Loma
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Figure 4.2.7: Cross-checks of the derived uptime using CLF laser shots (left panel, [138]) and FDAS
files (right panel, data from [139]).
Amarilla building (telescopes 13-18) have become online in March 2007. In 2008 data taking
in telescope 16 was reduced significantly due to hardware failures of the trigger electron-
ics. The reduction of the data taking time in 2007 is related to the automatic closing of the
shutters during periods with high background noise contamination (variance > 100n2ADC)
which has been discussed in Sec. 3.2.
The main contributions to the data taking deadtime are shown in figure 4.2.6a. SC stands
for slow control and denotes, for example, the status of the shutters. An average T3-veto
efficiency of kT3veto = 0.15 (cf. Eq. (4.1.7) and Fig. 4.1.5b) has been applied to the time and
eye dependent raw T3-veto (cf. Sec. 4.1.3).
The achieved average hybrid data taking efficiency of about 12% is exceeding the expec-
tations (≈ 10%, [136]). Still, significant improvements can be expected in the future, espe-
cially as soon as the Internet connection toMalargu¨e is enhanced and stabilized. A project to
provide a faster network connection to Malargu¨e, which would enable and facilitate remote
monitoring of the observatory is funded by the European Commission [137].
Validation of the derived uptime is possible, for example, with the help of CLF laser
shots. As laser shots can be observed from all four eyes, the probability of recording the
laser signal in a particular eye i can be calculated as P(laser in eyei given at least one laser
in any other eye). The expected number of laser shots in eye i can be derived from the
uptime of the telescope pointing to the CLF, p(i). The probability to observe a laser shot is
naturally depending on the light transmissivity of the atmosphere. Taking into account only
scattering on aerosols, the atmospheric quality can be related to the ’vertical optical depth’
(VAOD). The dependence of the laser observation probability P on this parameter is shown
in Fig. 4.2.7a. More important for the validation of the uptime is the fact that for presumably
clear periods, i.e. VAOD ≈ 0, the uptime weighted probability is in agreement with 1 within
4%. The systematic uncertainty on the overall uptime accuracy can therefore be estimated
to be as low as 4%.
This estimate is also confirmed by an independent uptime determination within the
Pierre Auger Collaboration [139]. The analysis is following the approach discussed here,
but is relying only on FDAS and BGLoop data to derive an average upfraction at the tele-
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Figure 4.3.8: An accurate calculation of the field of view boundaries is needed for mass composition
studies relying on the observation of the shower maximum. The derived telescope duty-cycle is
increasing the reliability of these calculations (eg. [55], plot from [13]).
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Figure 4.3.9: Illustration of the effect of the field of view of the fluorescence detector on the selected
Xmax distribution (left panel). Fiducial volume cuts have been derived to assure an unbiased Xmax
distribution (right panel) [55, 141].
scope level for each data taking run. The agreement with the life time data derived for this
work is better than 2%. The remaining difference can be attributed to the lower statistics
of the FDAS data compared to the MinBias data stream. Additional work on deriving an
uptime using a recently introduced performance monitoring system [140] has started.
4.3 Applications
The field of view (FOV) of the fluorescence detectors is limiting the available slant depth
observation range depending on the shower geometry. The typical event selection crite-
ria require to have the shower maximum inside the field of view of the detector in order
to be able to reconstruct the energy and the position of the shower maximum Xmax accu-
rately. This condition is biasing the observable Xmax distribution and consequently the mass
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composition sensitivity (cf. Fig. 4.3.9a). In order to achieve equal sensitivity of all possi-
ble primary masses, dedicated event selection criteria have been developed in the context
of elongation rate studies [55, 141]. Based on the reconstructed air shower geometry, the
possible observation range in slant depth is calculated and energy dependent limits on this
range are ensuring an unbiased Xmax measurements. These limits have been derived from
reconstructed hybrid data itself. An example of the Xmax dependence on the lower field of
view boundary and the derived selection criteria is shown in Fig. 4.3.9b. It has been realized
that, for a precise determination of the observation range, the information on the status of
telescopes neighboring the triggered one(s) has to be used too (cf. Fig. 4.3.8). This status
information is provided by the uptime information discussed above.
In addition to the initial use for studies of the primarymass composition, the FOV bound-
ary determination is also essential for other studies relying on the measured Xmax distribu-
tion like the determination of the proton-air cross-section [13].
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Chapter 5
Time dependent Monte Carlo
simulations
Monte Carlo (MC) simulations are a widely used tool in all areas of physical research. Par-
ticularly in particle physics they are of special importance as a correct model of the complex
detectors is extremely important to prepare analysis, understand the data, etc. Usually the
MC detector models are ideal detectors and have to be tuned to reproduce the real world
as much as possible. This is especially important for experiments like the Pierre Auger Ob-
servatory were the Earth’s atmosphere is an important part of the detector. Environmental
parameters change on relatively short timescales and alter the data taking conditions sig-
nificantly. In addition the hardware configuration of the detector setup changed with time
as the observatory was in its building phase during the data period analyzed here. It has,
therefore, been realized that a static description of the detector setup is not sufficient for a
precise determination of the detector properties and especially for an exposure determina-
tion. To reproduce the data taking conditions of the experiment as precise as possible, a time
dependent detector Monte Carlo approach, called REALMC , has been developed.
The basis of the REALMC scheme is a time dependent detector description, which in-
cludes basic parameters like the trigger threshold of each pixel and the background noise
contamination (Sec. 5.1.3). The different trigger algorithms of the fluorescence detector are
applied to simulated events in the same way as done during data taking. Major changes in
the trigger configuration are taken into account. Their influence is discussed in Sec. 5.1.3.
The response of the surface detector is modeled and the events are reconstructed using the
same algorithms as applied to data. The full MC chain is validated by comparisons with
data and basic parameters of the detector like its resolution are derived in Sec. 5.2.
5.1 Air shower and detector simulation
In addition to an accurate detector description, reliable air shower simulations are required
to model the response of the observatory and derive the exposure. Different program pack-
ages have been developed over the last years to provide this information. All of these air
shower simulation packages are relying on hadronic interaction models like SIBYLL [142]
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Figure 5.1.1: Longitudinal energy deposit profiles simulated with CONEX [130] are the basis of the
MC simulations. Comparison between a measured profile (big red markers) with proton (black solid
lines) and iron (blue dotted lines) simulations show good qualitative agreement (left panel). Seasonal
changes of the molecular atmosphere are parameterized in monthly models, which are used during
data reconstruction as well as during REALMC simulations (right panel, from [146]).
or QGSJET-II [143], which extrapolate accelerator measurements at lower energies towards
the regime of ultra-high energy cosmic rays interacting with nuclei in the atmosphere. The
produced secondary particle cascade, which builds up the air shower is tracked within MC
programs like CORSIKA [129] or AIRES [144] to provide a full 3D model of the air shower
development. Due to the enormous computational requirements these tools are not suited
to achieve the large statistics needed to scan the whole parameter space of primary energy
and mass composition needed for this work.
As the fluorescence technique is relying on measurements of the bulk of secondary elec-
tromagnetic particles in the EAS, the information about individual particles is not necessary
for reliable simulations. Its is sufficient to simulate the development of the electromag-
netic and muonic component along the incoming direction of the primary particle. Parti-
cles with transverse momentum can be projected back onto this shower axis. In order to
further increase the speed of the calculations, hybrid event generators like CONEX [130] or
SENECA [145] switch after the simulation of the first few ultra-high energetic interactions to
numerical solutions of the underlying cascade equations, which govern the evolution of the
different shower components. Although the simulations are extremely fast (about 1min CPU
time per shower) all important features observed in full MC simulations like average shower
variables but also shower to shower fluctuations are reproduced extremely well [130, 131].
Due to the high speed of the calculations the process of thinning, during which particles are
removed from the simulations and weights are assigned to the remaining ones, is not needed
and artificial fluctuations in the shower parameters are reduced.
The most important output of CONEX for this work is the longitudinal profile of the
energy deposited by the secondary air shower particles in the atmosphere as shown in
Fig. 5.1.1a. This dE/dX profile is the basis for the simulation of the fluorescence light
emission. In addition the shower size profile (number of e+e−) is needed to calculate the
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Cherenkov light emission. As illustrated in Fig. 5.1.1a, the longitudinal development pre-
dicted by CONEX agrees qualitatively well with that of a measured air shower. The largest
uncertainty is due to the unknown primary mass composition. Using the QGSJETII inter-
action model and two extreme assumptions for the primary mass, proton and iron, with
the same energy as a recorded EAS, one can find a good overall agreement of the profile
shape. More detailed comparisons between large samples of measured profiles and simu-
lations confirm this agreement (e.g. [147, 148]). Due to the a priori unknown primary mass
composition simulations have to be performed on the full parameter space of primary en-
ergy and mass. For this work equal fractions of proton and iron induced air showers have
been simulated.
Other systematic uncertainties may arise from the use of different interaction models to
describe the hadronic interactions of the primary and secondary particles. The model differ-
ence for the predicted longitudinal shower development is reflected in the different 〈Xmax〉
predictions shown in Fig. 2.2.7. The models differ also in the invisible energy correction fac-
tor. This factor, which takes into account the energy transfered to high energetic muons and
neutrinos, has to be applied to the energy measured with a fluorescence detector. As this
fraction of energy is not visible with the fluorescence detector it might change the predicted
distance up to which EAS are detectable. This effect is studied in detail in Sec. 6.3. SIBYLL
and QGSJETII simulations have been performed to equal parts.
The energy range accessible with hybrid measurements is spanning more than three
decades from below 1018 eV to above 1020 eV. The MC simulations have to cover the full
range without loosing statistical power in the relevant region. Therefore, simulations were
performed above 1017 eV in steps of one decade. Within each decade about 106 showers of
each primary were simulated following a flat spectrum in lg(E). The showers from this li-
brary are covering a large zenith angle range up to θ = 75◦ and are re-sampled in different
geometries across the detector according to
dN
d cos θ
∝ cos θ , (5.1.1)
where cos θ accounts for the projection of the surface detector area.
5.1.1 Light emission and propagation through the atmosphere
The raw air shower signatures from CONEX are passed to the detector simulation software of
the Pierre Auger Observatory, the Offline analysis framework [108]. The simulation package
is based on earlier works [149] but has been updated in almost all aspects since then [150].
The REALMC approach has been implemented based on these default packages, which are
using a static detector description. In order to introduce the time variability of the detec-
tor setup, a crucial step is the assignment of an individual timestamp to each simulated
event. Timestamps are distributed randomly in the time interval covered by the simulations
and should scan it as precise as possible. With the given timestamp, the detector descrip-
tion including the atmospheric parameters is now easily accessible within the framework
via high-level user interfaces to expert databases containing the full set of information (cf.
Fig. 3.2.9).
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Figure 5.1.2: The emitted light at the shower axis is propagated towards the detector taking into
account all measured atmospheric parameters (left panel). The resulting light flux received at the
aperture of the telescopes shows very realistic features (right panel).
Important quantities are, for example, the atmospheric conditions at the given time. Bal-
loon based radio-sonde measurement at the site of the experiment in conjuction with mea-
surements at the local airports of Santa Rosa, Cordoba and Mendoza, have been used to
derive average models for the pressure and temperature profiles of the atmosphere above
the observatory. The differences between these models are shown in Fig. 5.1.1b. They are
reflecting mainly seasonal variations. The influence on the energy reconstruction has been
studied and found to be about 1% [151]. The analysis of more radio sonde measurements
will in the near future allow for an increased reliability of the monthly models and more
detailed studies of the related systematic uncertainties. The molecular atmospheric profiles
are needed to convert the longitudinal air shower profiles given as function of slant depth
into profiles as function of height above the detector. They are also needed as input for the
light emission processes itself. The fluorescence yield is depending on the atmospheric pres-
sure and temperature [33], which are provided by the monthly models. The Cherenkov light
emission threshold on the other hand is depending on the local index of refraction, which
in turn is a function of pressure and temperature. Finally the density of the atmosphere is
responsible for Rayleigh scattering. Although the transmission coefficients can be calculated
analytically, a precise knowledge of the atmospheric profile is necessary and provided by
the monthly models.
The aerosol content of the atmosphere changes rather rapidly with time and can there-
fore not be parameterized. One of the important aims of the atmospheric monitoring task
of the Pierre Auger Observatory is the determination of the light attenuation and scattering
on aerosols. The necessary measurements are performed with different laser beams and the
resulting attenuation and scattering coefficients are written to Offline databases. The param-
eters in that databases are usually valid for one hour and are used for the event simulation.
An example for the resulting realistic structures due to Mie scattering in the simulated light
signal recorded at the aperture of the telescope system is shown in Fig. 5.1.2b.
The time dependent description of the atmosphere is used to simulate the amount of light
emitted by the air shower based on the fluorescence spectrum and its pressure dependence
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measured by the Airfly collaboration [33]. The absolute fluorescence yield is taken from
Nagano et al. [31]. The temperature dependence of the collision cross sections and the in-
fluence of water vapor in the atmosphere [118] are neglected as more data and an improved
theoretical description are needed for a reliable implementation. In addition to the fluo-
rescence light, the Cherenkov beam is calculated and all light components are propagated
towards the detector taking into account their wavelength spectra.
5.1.2 Fluorescence detector response
Additional Offline tools, managers, have been implemented to access the status information
from the uptime calculation at this point of the simulation process. The telescopes and eyes,
which were active at the given simulated timestamp are determined. If active telescopes are
present, the status of all 440 PMTs per telescope is checked and set according to the uptime
analysis. A hit-or-miss approach relying on random numbers is used to take into account
the derived data taking efficiencies.
The light arriving at the aperture of the telescopes, illustrated in Fig. 5.1.2b, is used as
input of a detailed ray tracing algorithm, which has been cross-checked by a full Geant4 [152]
simulation of the telescope system [150]. The response of the PMTs is simulated such that
it reproduces dedicated measurements of the angular dependence of the photon detection
efficiency well [150].
At this stage, the end-to-end pixel calibration constants are applied. It is important that
during REALMC simulations the same calibration constants are used as in data reconstruc-
tion in order to reproduce the efficiency loss observed in certain FD cameras. As discussed
in Sec. 3.2, this loss is compensated by introducing time dependent calibration ’constants’. A
change in the sensitivity of the PMTs is directly related to a change in the trigger efficiency,
which influences the available fiducial volume and the exposure. By applying the time de-
pendent calibration values, this effect is taken into account in the REALMC simulations.
At this stage of the simulation procedure a possible mismatch between PMTs and their
forseen readout channel is taken into account [153]. It has happened several times during
the construction of the telescopes and during maintenance work, that PMTs and readout
channels have beenmis-cabled. This leads to a reduced trigger probability as the needed SLT
pattern (cf. Fig. 3.2.5) might be disturbed, but also to a decreased reconstruction accuracy
of detected showers. These problems are difficult to detect as shower images contain noise
pixels and distorted camera pictures have to be found manually. The time periods with
known mismatched readout channels are provided by an Offline manager and taken into
account.
The response of the readout electronics itself is well understood. The default simulation
is relying on the detailed model given in Ref. [154] and a parameterization of variance in-
duced by background light [155, 156]. In the REALMC approach, measured ADC variances
and baselines obtained from the BGLoop data during the UPTIME determination are acces-
sible directly from the implemented managers and fed into the electronics model to improve
the agreement between simulated and the real hardware response. The uptime managers
provide also access to the complete information needed for a reliable trigger simulation at
the level of single PMTs.
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Figure 5.1.3: The auto-adjusting threshold of the First Level Trigger is independent of the underlying
baseline (left panel) and follows the changing noise level within expectations (right panel).
5.1.3 FD trigger simulation
The different trigger levels of the fluorescence system of the Pierre Auger Observatory [100],
have a common task, the rejection of noise events without rejecting air showers. Starting
with a simple threshold trigger at the single pixel level the trigger layers become more and
more complex and reach a preliminary event reconstruction at the last stage. For the de-
termination of the exposure, the exact reproduction of all trigger levels is essential. Special
focus is set here on the time dependence of the FLT due to changing background light condi-
tions and on the TLT, which has been modified significantly recently. The other algorithms
have not changed with time. During the MC simulations the code of the trigger algorithms
is taken from the same library as during data taking.
First Level Trigger
The FLT-trigger is a simple threshold trigger running on the ADC trace of each pixel. The
threshold is self-adjusting to the background noise level to yield an almost constant trigger
rate of about 100Hz per pixel. The adjustment should be independent of the underlying
baseline of the ADC trace and proportional to the noise level, i.e. the square root of the signal
variance. As shown in Fig. 5.1.3, both dependences are fulfilled to a reasonable degree. The
deviation from the square root dependence of the trigger threshold is probably related to
periods with fast increases of the variances (lightning bursts). The threshold adjustment is
using a time average of the pixel trigger rate and is not able to follow these fast changes. The
deviations from the ideal behavior are within the expected range and do not affect the data
taking. On the other hand in order to estimate the exposure of the fluorescence detector from
MC simulations, the trigger efficiency has to be modeled very accurately and these effects
should be taken into account. The value of the trigger threshold is written to the BGLoop
monitoring data and can be used to reproduce the trigger threshold even for data taking
conditions in which the analytical assumptions are not valid. In the REALMC approach the
recorded values of both the trigger threshold and the background variance are used to set
the trigger conditions for each pixel independently, which is needed to take into account also
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Figure 5.1.4: Background variances in the FD camera as recorded in the BGLoop data. The ambient
night-sky background light shows a strong elevation dependence (left panel). Single pixels show
higher noise levels due to starlight. Telescope 6 in Los Leones is affected by light pollution from
Malargu¨e (right panel).
time and directional dependences.
Themain source of background noise is related to a phenomenon called air glow. Itsmain
contribution is light produced by recombining ions in the upper parts of the atmosphere after
photoionization by sunlight during the day. Due to the differences in atmospheric thickness
and the related light absorption, the night sky background noise is increasing with elevation.
As illustrated in Fig. 5.1.4a, this effect is clearly visible in the background noise recorded
with the fluorescence detector. It is causing the camera to be less sensitive in the upper part
and has to be taken into account. In addition, although the telescope shutters are closed
if the moon is approaching the field of view closer than 5◦ , scattered moonlight is causing
higher background light already for larger distances and should be taken into account. Man-
made light pollution can be neglected for almost all telescopes. Only one telescopes in the
Los Leones eye is pointing towards the direction of the town Malargu¨e. Malargu¨e is about
13 km away from the eye and the additional light flux can clearly be seen in the background
noise distribution shown in Fig. 5.1.4b. In addition to the lower uptime of this telescopewith
respect to other ones (cf. telescope 6 in Fig. 4.2.6b), the higher noise level and the accordingly
higher trigger threshold of the telescope is contributing to the lower event rate recorded in
the Los Leones station visible in Fig. 3.2.6.
In addition to these background light contributions affecting the whole camera, stars
passing through the field of view are causing the variance to rise significantly for a very
limited number of pixels and on relatively short time scales. As visible in Fig 5.1.4a, stars
passing through the field of view of a pixel are altering the trigger conditions on O(min)
timescales.
This variability at the single pixel level can also clearly be seen in Fig. 5.1.5a were the
background noise of one pixel is shown for one night of data taking. The pronounced peak
at the beginning of the night is again related to a star passing through the field of view. The
approaching dawn is reflected in the rise of the noise level at the end of the data taking
period. The FLT threshold is following the variance with the delay it takes the algorithm
to adjust the trigger rate to the nominal value of 100Hz per pixel. Variations at medium
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Figure 5.1.5: The noise level and the FLT trigger threshold of a pixel are changing on different time
scales ranging from minutes (left panel) to days (right panel).
time scales, O(day), are present due to the changing amount of moonlight. Although the
moon is never in the field-of-view of an active telescope scattered moonlight is a significant
contribution to the overall noise level. The effect is clearly visible in Fig. 5.1.5b, showing one
complete data taking period.
Third Level Trigger
The Third Level Trigger is the first of two trigger levels running as software algorithms. On
request it has the full event information from the front end electronics available. From the
startup phase of the fluorescence detector until September 2007 a prototype TLTwas assuring
the selection of events and the reduction of noise triggers. It used the full ADC information
from all FLT-triggered pixels to remove events caused by random noise triggered pixels. The
readout of the ADC-traces is very time consuming and especially during periods with high
event rates, mainly induced by lightning and air glow changes, large deadtimes were accu-
mulated. The TLT algorithm has therefore been revised and an optimized version has been
introduced [101, 102, 157]. This multiplicity TLT is making extensive use of the multiplicity
signal, i.e. the number of triggered pixels as function of time, which is directly calculated
in the electronics. This fast signal reduces the time needed to perform the selection of the
events and reduces the deadtime. During the development of the algorithm, MC studies
and tests on background events were used to verify the discrimination power and increased
efficiency of the algorithm.
The new TLT algorithm has been imported into the Offline simulation package and ded-
icated MC simulations have been performed to study the properties of the new algorithm
and its influence on the hybrid detector exposure. The same simulated air showers have been
passed through both the prototype TLT and themultiplicity TLT and the efficiency of the dif-
ferent algorithms has been derived. Especially important for this work is the dependence of
the trigger efficiency on the energy and the distance of the shower to the fluorescence detec-
tor. As can be seen in Fig. 5.1.6, the false rejection of simulated events by themultiplicity TLT
is reduced with respect to the prototype TLT. This increases the detection range of air show-
ers and the available detector volume and has to be taken into account during the exposure
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Figure 5.1.6: Efficiency of the prototype and multiplicity TLT algorithms together with the T3 trigger
derived from MC simulations. False rejection of air shower events has been reduced significantly
and the time evolution of the algorithms has to be taken into account during the determination of the
hybrid exposure simulations.
determination. As the modified trigger algorithm was implemented in the data taking only
in September 2007 both TLT algorithms have to be used during the MC simulations.
In the next step of the data taking process the events are passed through the T3 algo-
rithm. In the simulation study presented here, care has been taken to reproduce the ex-
act settings active in the actual data taking software of the observatory. As can be seen in
Fig. 5.1.6b, parts of the TLT enhancements are lost due to the remaining inefficiencies of the
T3. It should also be noted that the observed differences between the trigger algorithms are
reduced significantly if only high quality hybrid events are used.
5.1.4 Simulation of the surface array response
Surface detector arrays are sensitive to the lateral extend of EAS. Full MC simulations pro-
viding a 3D description of the air shower development are very demanding in computation
time and the full coverage of the large parameter phase space needed for this study makes
their use impossible. The fast hybrid simulation tool CONEX on the other hand does only
provide one-dimensional longitudinal profiles of the evolution of the energy deposit, the
muon number, etc. Still, this is sufficient to simulate hybrid events measured by the Pierre
Auger Observatory as only the timing of the surface detectors is used during the event re-
construction (cf. Sec. 3.2.1). The absolute signal in each detector station is not relevant as
only the relative signal height between triggered stations is used to select the station used
for the hybrid geometry reconstruction.
The timing of the detector stations is provided by the local station trigger. The relevant
trigger algorithm is the time over threshold (ToT) trigger, which is sensitive almost exclusively
to the muonic part of the air shower. Muons are produced by decaying mesons close to the
shower axis and travel due to their large boost-factors of about γ = E/m ≈ 2[GeV]/105[MeV] ≈
20 over large distances without decaying. As they, in contrast to the electromagnetic compo-
nent, don’t suffer much from multiple scattering and energy losses, muons are dominating
the leading edge of the shower, which in turn determines the trigger time in the surface de-
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Figure 5.1.7: A full CORSIKA study has shown that the efficiency of the single station trigger is 100%
independent of the primary mass for showers with zenith angles ≤ 60◦ and energies > 1018 eV (left
panel). The core-station distance dependence (right panel) is taken into account by dedicated event
selection criteria (from [158]).
tector station. Using the muon production profile, i.e. the number of muons produced in
the EAS as function of geometrical height above the array, one is able to predict the time
structure of the (muonic) shower front very accurately [159]. This model, which has been
derived from extensive full MC AIRES simulations, has been implemented in the Offline
simulation framework as SDSIMPLESIM [160]. It provides a fast simulation of the surface
detector response for the use in hybrid simulations. The lateral extend of the air shower is
assumed to follow a NKG like functional form [161,162]. Particularly important is the incor-
poration of noise triggered stations, which could spoil the reconstruction of the events and
introduce a difference between data and MC. The trigger threshold of the surface detector is
self-adjusting to yield 100Hz per station. As cross-check the number of noise triggered sta-
tions has been derived from the data themselves and the obtained distributions have been
parameterized.
A crucial parameter of the hybrid exposure is the trigger efficiency of single surface sta-
tions at low energies, i.e. below the SD 3ToT-trigger threshold of > 1018.5 eV [98]. It is
depending on the total signal deposited in the station, which can not be obtained reliably
from SDSIMPLESIM due to uncertainties in the used NKG parameterizations and impor-
tant shower to shower fluctuations. Dedicated studies on full MC (CORSIKA) events have
shown that the single tank efficiency is 100% for showers in the parameter space [158]
• energy > 1018 eV, and
• zenith angle < 60◦ .
The independence of the trigger efficiency of the mass of the primary particle within this
range is illustrated in Fig. 5.1.7a. The dependence on the distance of the shower core from
the station is shown in Fig. 5.1.7b. During the exposure determination the parameterized
distance and zenith angle dependence is used on an event-by-event basis to reproduce the
primary mass dependent trigger threshold. In this way the energy threshold of the hybrid
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spectrumdetermination can be extended to energies below 1018 eVwithout biasing the result
due to the unknown mass composition. Details will be discussed in Sec. 6.2.2.
During the simulation of the surface detector response with SDSIMPLESIM, the status
of the surface array is required. The time evolution and status of each single station has
been derived during the uptime determination (cf. Sec. 4.1.4) and the information is readily
available by a newly implemented Offline manager. All features of the growing array like
missing stations due to deployment delays or hardware failures etc. are reproduced very
accurately (cf. Fig. 6.1.4).
5.1.5 Invisible energy correction
As mentioned briefly in Sec. 3.2.4 the energy carried by the primary cosmic ray is trans-
formed only partially into fluorescence or Cherenkov light. Especially charged pions decay-
ing into muons and neutrinos contribute to the fraction of EAS energy not accessible by air
shower measurements with fluorescence detectors. The invisible energy factor f is given by
f =
Etot
Ecal
, (5.1.2)
with Etot being the total energy of the primary particle and Ecal the energy deposited by the
EAS in the atmosphere. This factor has been extensively studied with full CORSIKA simu-
lations [163] and a parameterization as function of Edep has been derived for the QGSJET01
and SIBYLL 2.1 interaction models. The correction factor has been found to decrease with in-
creasing energy, a fact, which can easily be explained by the increasing probability of pion in-
teractions and the increase of the number of particle generations (see discussion in Sec. 2.1.1).
Showers initiated by higher energy primaries are creating pions with higher momentum, i.e.
their mean decay length increases. A higher decay length results in an increase of the pion
interaction probability with nuclei in the atmosphere and the fraction of decaying pions de-
creases.
The properties of air showers initiated by heavy nuclei are well described by the superpo-
sition model, which has been introduced in Sec. 2.1.1. In this model, the increased invisible
energy is due to the reduced primary energy E ← E/A. The increase of the invisible energy
is enhanced by the increase of pions due to the larger number of hadronic interactions.
In addition also a dependence of the invisible energy correction factor on the zenith angle
of the air shower is expected. Inclined showers travel longer through less dense parts of the
atmosphere and the interaction probability should decrease. Higher zenith angles should
therefore yield more pion decays and the energy transfered into the invisible part should
increase. The effect has been found to be . 1% for zenith angles below 60◦ [163].
In order to take into account modifications of the interaction models, especially the re-
placement of QGSJET01 with QGSJETII-03, the invisible energy correction factor has been
derived from the large sample of CONEX simulations used as input of the REALMC de-
tector simulation. These showers cover a large energy range from 1017 eV − 1021 eV and
a large zenith angle range from 0◦ − 75◦. Showers were simulated with both proton and
iron primaries and based on the QGSJETII-03 and the SIBYLL 2.1 hadronic interaction mod-
els. The fraction of energy invisible to the fluorescence detector has been determined on
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Figure 5.1.8: Invisible energy correction derived from CONEX simulations.
a shower-by-shower basis following the approach of [163]. In CONEX particles falling be-
low the energy threshold during the air shower evolution are assumed to deposit their re-
maining energy locally taking into account particle type dependent efficiency factors. Their
energy is added to the dE/dX profile. The energy deposited in the atmosphere Eatmcal can
therefore be determined by integrating the dE/dX profile obtained with CONEX. Particles
remaining at ground level are taken into account depending on their type. The remain-
ing energy in the electromagnetic component is added completely to Eatmcal . The hadronic
part of the shower, which includes muons has to be corrected with an efficiency factor
(εhad(ground) = 0.61 [163]):
Ecal = Eem(ground) + εhad(ground) · Ehad(ground) +
∫ Xground
0
dE/dXdX (5.1.3)
As can be seen in Fig. 5.1.8, the obtained invisible energy correction factors agree with the
ones derived by [163] for the common zenith angle range. Above zenith angles of 60◦ large
deviations are observed. The fraction of the total energy transferred into the invisible part is
increasing as expectedwith increasing zenith angles. The zenith angle dependence amounts
to a difference of about 2% between the previously used parameterization (Barbosa et al,
45◦) and the new one (SIBYLL 2.1, 75◦) at 1018 eV. The obtained correction factors have been
parameterized as function of energy and zenith angle. They are applied during the recon-
struction of the simulated showers by using the known interaction model and composition.
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Figure 5.2.9: The developed REALMC scheme is able to reproduce the background noise level (left
panel) as well as the number of FLT triggered pixels (right panel).
During data reconstruction the primary composition is a priori not known and a mixed,
50% proton and 50% iron, composition is used. As interaction model the recent QGSJETII-
03 model is used. The remaining systematic uncertainty due to the difference between the
interaction models and mass composition of about 4% [131] is still valid.
5.2 Validation of the REALMC simulation and results
Probably the most important step in developingMC simulation tools is their validation with
the help of real data. These comparisons, that should be done on all scales and simulation
steps are described in the following.
5.2.1 Background noise and FLT
The basic level of the simulation of the fluorescence detector is the simulation of the tele-
scope system, the photomultiplier and the readout electronics. Due to the extensive use of
monitoring information like the background light variations and the connected FLT thresh-
olds, these simulations have become very realistic. For example the noise level observed in
data can be reproduced very well (cf. Fig. 5.2.9a).
A measure of the full simulation chain at the basic level of electronics, including the
implemented first trigger level, is the total number of triggered pixels in an event. This basic
and important comparison has some subtleties, which need to be taken into account. High
energy showers as well as showers close to the detector are causing more pixels to trigger
than low energy showers far away from the telescope. Therefore the comparison between
simulations and data of the FLT pixel distributions has to use a reasonable assumption of the
cosmic ray energy spectrum and scan all possible air shower geometries. This has been done
by using the spectrum derived in this work (cf. Sec. 7) and a REALMC simulation covering
the same phase space found in the data. As can be seen in Fig. 5.2.9b, the obtained MC
distribution is in perfect agreement with the data.
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Figure 5.2.10: The time dependent MC approach is able to reproduce the evolution of the event rate
with time over the last years taking into account the construction of the observatory and seasonal
variations (left panel). The event rate is also changing within one night of data taking due to the
changing background noise (right panel).
5.2.2 Time dependences
The implemented REALMC scheme is designed to reproduce the actual data taking condi-
tions of the Pierre Auger Observatory over a time period of more than three years. During
that time the observatory was in its construction phase. The growing surface array and the
commissioning of new fluorescence buildings led to an overall growth in the recorded event
rate. The fraction of events recorded per data taking period, i.e. moon cycle, is also sensitive
to seasonal variations. During the winter period nights are longer and the data taking time
is increased. The MC should reproduce the hardware modifications and take into account
the real running times of the experiment. The comparison of the predicted hybrid event
rates with the real data is therefore a possible MC validation. Although some differences
remain, the overall reproduction of the event rates as function of time is reasonably good (cf.
Fig. 5.2.10a).
As can be seen in Fig. 5.1.5a, the changing background noise during one night of data tak-
ing influences the data taking conditions quite strongly. Higher noise levels at the beginning
and the end of the night causes the FLT thresholds to rise. With higher thresholds only very
close or high energy showers are able to trigger the readout. As not only the overall event
rate decreases but also the trigger selection is inhomogeneous to different energies this ef-
fect has to be reproduced in the MC to increase the reliability of the exposure determination.
In addition to this most important correlation, other environmental effects are modulating
the event rate over one night to a lesser extend. For example, dust, which has been raised
during the day by ranging activities or fires, causes absorption layers in the lower part of
the atmosphere, which settle during the night. These layers can cause distortions of longi-
tudinal profiles and consequently affect the event selection efficiency. Based on the hourly
CLF aerosol measurements these effects are taken into account in the MC simulations. An-
other possible effect is the changing temperature and humidity of the atmosphere during
one night. At the time being not enough data from radio sonde measurements are available
to study or even quantify this effect. More data are going to be collected in the near future
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Figure 5.2.11: Multi-eye events are distributed asymmetric with respect to the eyes (left panel). Even
applying only basic quality selection criteria the obtained energy resolution is very good (right panel).
and solid statistical analyses will hopefully improve the currently used monthly averaged
models of the molecular atmosphere shown in Fig. 5.1.1b.
5.2.3 Multi-eye events
The four eyes of the fluorescence detector of the Pierre Auger Observatory operate indepen-
dently from each other. This independence is also kept during standard event reconstruc-
tions. An air shower detected by more than one fluorescence detector station, a multi-eye
event, is reconstructed multiple times. An example for such an event is shown in Fig. 3.2.16.
The agreement between the reconstruction results can be used to study systematic effects of
the applied reconstruction algorithms or the hardware setup itself.
Multi-eye events can also be used to study the overall efficiency of the fluorescence sys-
tem and compare this fundamental and important quantity with the REALMC simulations.
The number of multi-eye events is naturally depending on the energy of the detected air
showers. High energy showers produce more light and can be seen also far away from the
detector. A direct comparison between data and MC of the number of multi-eye events
would therefore require assumptions on the UHECR spectrum J(E). On the other hand,
by normalizing the distributions to the total number of detected events in a given narrow
energy range this complication disappears. The multi-eye fraction Ri, defined as the ratio be-
tween the number events that have been detected by i eyes simultaneously, ni, and events,
which have been detected by at least one fluorescence detector, N, reads
Ri(E) =
ni(E)
N(E)
∝
J(E) ·
i
∏
j=1
ε(E)
J(E) · ε(E) =
i−1
∏
j=1
ε(E) . (5.2.4)
ε(E) is the combined efficiency of detection and event selection. The latter is strongly depen-
dent on the used event selection criteria or cuts. Typical multi-eye events are rather asym-
metric. Although themajority of them are detected in approximately equal distance between
the two (or more) eyes, the distribution of events is becoming asymmetric due to the limited
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Figure 5.2.12: The fraction of events that have been detected by more than one fluorescence station is
sensitive to the overall efficiency of the fluorescence detector including the uptime. Good agreement
is found between data and REALMC .
viewing distance of the fluorescence detectors. This effect is illustrated in Fig. 5.2.11a. The
cuts have to be applied to all available events and the available high quality multi-eye statis-
tics is dropping significantly. Therefore the high quality selection criteria for the events used
in the measurement of the hybrid spectrum as discussed in Sec. 6.2, cannot be used here. To
circumvent this problem only basic quality selection criteria have been applied to retain a
sufficiently high number of events:
• Xmax has to be observed,
• energy reconstruction uncertainty < 50%,
• zenith angle < 60◦ ,
• distance between shower core and closest SD station < 1.5 km.
The achieved energy resolution of these events (≈ 10%, cf. Fig. 5.2.11b) is good enough to
be able to derive the energy dependence of Ri reliably. This ratio, shown in Fig. 5.2.12, shows
good agreement between data andMC. A small difference at low energies is removed during
the hybrid spectrum event selection by applying a fiducial volume criterion.
Thus, the developed MC scheme is able to reproduce the real data on all levels and can,
therefore, be used to simulate the exposure of hybrid measurements of the Pierre Auger
Observatory (cf. Sec. 6) or study detector properties like its resolution.
5.2.4 Detection and reconstruction accuracy
One goal of MC simulations is the determination of the detector and reconstruction uncer-
tainty, i.e. the resolution of the detector. A reliable estimation of the detector resolution is
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Figure 5.2.13: REALMC simulations are used to determine the accuracy of measuring the shower
maximum Xmax (left panel) and the angular resolution (right panel) of hybrid measurements of the
Pierre Auger Observatory.
needed for basically all physics interpretations of measured data. In the case of fluorescence
detectors one additional complication comes into play, which underlines the importance of
MC simulations. The measurement accuracy is strongly influenced by the event selection
criteria. The quality of fluorescence and hybrid events is depending on a variety of param-
eters like the air shower geometry and the primary energy. Typically, high energy showers
produce a stronger signal in the detector and the reconstruction accuracy increases.
The developed MC scheme has been used to determine the resolution for several analy-
ses and only examples can be discussed here. As illustration, the resolution of the parameter
sensitive to the primary mass composition, Xmax, and the angular resolution of hybrid mea-
surement is derived. The energy resolution, which is the most important parameter for this
work, is discussed in detail in Sec. 6.2.1 after dedicated event selection criteria have been
chosen.
The evolution of 〈Xmax〉 with increasing energy is often studied to search for changes in
the primary mass composition (cf. Sec. 2.2.2). To be able to discriminate between air showers
initiated by different primary (hadronic) particles, a high accuracy in the determination of
the position of the shower maximum Xmax is essential. As can be seen in Fig. 5.2.13a, a
resolution of less than 20 g/cm2 is achieved with hybrid measurements of the Pierre Auger
Observatory. The precise knowledge of this resolution is required for the interpretation of
the Xmax fluctuations, which will allow the reduction of the dependence on the details of
the hadronic interaction models. A crucial point of the mass composition analysis is the
event selection, which should not introduce a bias in the Xmax distribution and allow for
a high precision in the determination of the primary energy. The quality selection criteria
have been derived from extensive REALMC simulation studies [141]. The fiducial volume
selection criteria take into account the status of the detection system (cf. Sec. 4.3) and are
based on the data themselves.
The angular resolution of the Pierre Auger Observatory has been extensively studied for
events recorded with the surface array (e.g. [164]). Due to the high duty cycle their statistical
power is superior to hybrid measurements and surface detector events have, for example,
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led to the observation of anisotropy, reflected in the correlation betweenUHECR and nearby
AGN [47, 48]. In order to use the additional, mass sensitive, information provided by hy-
brid measurements the angular resolution of these events has to be determined [51]. No
analytical formula can be derived and multi-eye analyses are limited by statistics, REALMC
simulations can be used to determine the angular resolution. Again, the result is depend-
ing on the applied quality selection criteria and the primary energy. The following selection
criteria have been developed within a dedicated working group
• χ2/ndof of the SDP determination < 7 (cf. Eq. (3.2.2)) ,
• χ2/ndof of the shower axis determination< 8 (cf. Eq. (3.2.5)) ,
• distance between shower core and closest SD station < 2 km ,
• observed angular track length > 15◦ .
As illustrated in Fig. 5.2.13b, an angular resolution, defined as the angular radius that would
contain 68% of showers coming from a point source, of less than 1◦ above 1017 eV and about
0.5◦ above 1018 eV is found with these criteria. After more statistics has been accumulated in
the near future, this extremely good resolution should enable point source studies. Combin-
ing the mass sensitivity of hybrid measurements with assumptions on the UHECR sources,
galactic and extragalactic magnetic fields, important consistency checks can be performed
and additional information on the sources of galactic and extragalactic cosmic rays can be
derived [51].
Chapter 6
The hybrid exposure of the Pierre
Auger Observatory
The aperture of an optical detector like the fluorescence system of the Pierre Auger Observa-
tory is strongly depending on the air shower energy and atmospheric parameters, especially
Rayleigh and Mie scattering lengths. The maximum shower distance up to which the detec-
tor will trigger can be estimated based on very basic arguments [165], valid for every optical
detector focusing fluorescence light onto an array of photomultiplier tubes. The light pro-
duced by an air shower of size Ne passing by the detector at a distance Rp is scattered on
molecules and aerosols. Combining both processes into a single extinction length ratm, one
can derive the number of recorded photons Nph as
Nph = Ne Y
AapQ
4πR2p
exp
(−Rp
ratm
)
Rp∆θ , (6.0.1)
where Y is the fluorescence yield given in photons per meter and Aap the aperture of the
telescope. The phototubes are characterized by their quantum efficiency Q and their field of
view ∆θ.
During the integration time ttrig, which is needed for the trigger threshold calculation,
NBG background photons are collected:
NBG = φBG ttrig Aap Q (∆θ)
2 , (6.0.2)
where φBG denotes the background photon flux. With the signal to noise ratio ntrig =
Nph/
√
NBG, the minimum shower size Nthre , which is required to be able to trigger the detector
at a maximum shower-eye-distance Rp can be written as:
Nthre = ntrig 4πRp exp
(
Rp
ratm
)
Y−1
√
φBGttrig
AapQ
. (6.0.3)
It is interesting to note that the trigger threshold Nthre is not depending on the size of the
pixels and depends only weakly on other detector parameters like aperture area, etc. On
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the other hand, Eq. (6.0.3) underlines the importance of accurate measurements of the at-
mospheric parameters. For the fluorescence detector of the Pierre Auger Observatory the
parameters of this simplistic equation are given as
• nFLTtrig ≈ 5.5 per pixel( with at least 4 triggered pixels required for the SLT (cf. Fig. 3.2.5))
• ratm ≈ 20 km (cf. Fig. 3.2.15a)
• Y ≈ 4m−1 [132]
• φBG ≈ 6 · 105m−1sr−1¯s−1 [155, 156]
• ttrig = 1 µs, FLT integration time
• Aap = πr2ap = π(1.7m)2
• Q ≈ 0.25
Eq. (6.0.3) cannot be inverted analytically to obtain the shower-eye distance at which
the detector will trigger as function of the shower size. On the other hand one can sim-
plify the complex relation between shower geometry and development by assuming that
the shower reaches its maximum, i.e. Ne ≡ Nmax at the distance Rp. The number of particles
at the shower maximum can be converted into primary energy for example with the help
of CONEX shower simulations. As shown in Fig. 6.0.1, a simple exponential relation can
be derived for a large energy range. With this simplistic translation between shower size
Nmax and energy, a rough numerical evaluation of Eq. (6.0.3) is possible. Fig. 6.0.2 shows
the derived minimal shower size as function of the maximum distance between shower and
detector.
Whereas the above considerations are very useful to understand the dependence of the
FD-trigger volume on the primary energy, detector configuration and atmospheric condi-
tions, a precise determination of the aperture requires detailed MC simulations. Especially
the full time dependence of atmospheric and detector parameters can be taken into account.
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Figure 6.0.3: The simplistic semi-analytical calculation of the maximum distance up to which an air
shower will trigger the detector (arrows) shown in comparison with full REALMC detector simula-
tions.
The resulting shower distances at which the trigger becomes inefficient are reproducedmuch
more accurately. On the other hand, given the simplifications of the semi-analytical calcula-
tion, it is remarkable that the derived trigger thresholds are at low energies in rather good
agreement with the detailed MC simulations. As illustrated in Fig. 6.0.3, deviations appear
only at highest energies.
In order to derive an exposure with very small systematical uncertainties, only high
quality hybrid events have to be used. The event reconstruction quality and therefore the
selection efficiency is depending on a variety of parameters. For example the full shower
geometry and not only the distance to the detector has to be taken into account. Other in-
trinsic parameters like atmospheric conditions, etc. are time dependent. The final selection
efficiency ε can therefore not be disentangled from the detector evolution or derived analyt-
ically. On the other hand it can be derived fromMC simulations scanning an area Agen large
enough to contain the full detector array. It should include the efficiencies at the various
steps of the analysis, namely the trigger, reconstruction and selection efficiencies and the
detector evolution during time T. The exposure E can be evaluated as
E(E) =
∫
T
∫
Ω
∫
Agen
ε(E, t, θ, φ) dS cos θ dΩ dt , (6.0.4)
where dΩ = sin θdθdφ and Ω are respectively the differential and total solid angles.
6.1 REALMC simulation to determine the hybrid exposure
The MC simulations used to calculate the hybrid exposure have to cover a large parameter
space ranging from hadronic interaction models to very different air shower geometries and
detector setups.
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Figure 6.1.4: The surface area covered by hybrid events is limited to the active surface array. The time
evolution of the detector is taken into account in these REALMC simulations. The available detection
area is growingwith increasing energy as high energy shower emit more light and can be seen further
away from the detector.
As discussed in Sec 5.1, the basic ingredient to air shower simulations are models de-
scribing the hadronic interaction at ultra-high energies. Although their predictions for pa-
rameters of relevance such as the shape of the longitudinal energy deposit profile or the
invisible energy do not differ much, their influence on the exposure has to be studied. This
is done by using two of the currently available models, SIBYLL2.1 and QGSJETII. They have
been selected also because their predictions can be considered as the extreme cases among
the available models ∗. Showers are simulated with both models in equal parts and their
influence on the exposure is discussed below.
The next a priori unknown parameter is the mass composition of the primary cosmic
rays. At the highest energies studied in this work, photon and neutrino primaries are (if at
all) contributing a very minor fraction of the total flux and can be neglected (cf. Sec. 2.2.2).
On the other hand already the two extreme assumptions of hadronic primaries, hydrogen
and iron nuclei, are causing rather large differences in the longitudinal development and
light emission. Heavy nuclei penetrate less deep in the atmosphere, initiate more hadronic
interactions and more energy is transfered to non-visible particles like neutrinos and muons.
The influence of these effects on the exposure is studied by simulating both proton and iron
primaries to equal parts. Details like dedicated restrictions of the fiducial volume that can
compensate the differences are discussed in Sec. 6.2.2.
The geometrical phase space of hybrid observations is, in contrast to pure fluorescence
measurements, limited by the condition that the air shower has to fall close the active surface
detector array. The layout of the array shown in Fig. 3.1 is reflecting the status at the end of
∗Certain predictions of the first version of EPOS [166] are very different from other models. As EPOS is currently
undergoing a major revision [167] it has not been considered for this work.
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the data taking period discussed here (05/2008). The full detection area has to be scanned by
simulated showers in order to cover all possible air shower geometries. It should be noted
that the volume used for the simulations is exceeding the ground area, as inclined shower
may develop rather far outside and just hit the ground inside the array. The area, which is
covered by the simulations is conservatively enclosed in a 80 km× 80 km square. The on-
going construction of the surface array is taken into account in the REALMC simulations as
discussed in Sec. 5.1.4. Integrating over the full time period, the distribution of triggered
events is reflecting the construction of the surface array as well as the consecutive commis-
sioning of the fluorescence detectors. As discussed above the available fiducial volume is
increasing with energy as high energy showers produce more light and are therefore visible
further away from the detector. All these effects are reflected in the obtained core position
distributions shown in Fig. 6.1.4.
The REALMC Simulations are based on an UPTIME definition, which does not contain the
event loss due the T3-veto algorithms. As discussed in Sec. 4.1.3, the veto algorithms acting
on the FD and CDAS side cannot be disentangled due to missing monitoring information.
In addition, the independent trigger of the surface array is able to recover large fractions of
the vetoed events especially at high energies. The calculation of this recovery has to rely on
calculations of the surface detector trigger threshold. This has been done by using CORSIKA
simulations [98]. The recovery is taken into account during the exposure calculation on
an event-by-event basis using the energy Ei of the simulated air showers. Based on the
parameterized 3ToT probability ε3ToT(Ei) shown in Fig. 4.1.5a and the probability during a
given time interval ti to pass the T3 filters ε
raw
T3veto (cf. Eq. (4.1.4)), the probability of a triggered
fluorescence event to be recorded as hybrid event Phybrid is given by
Phybrid = 1− [(1− εrawT3veto(ti)) · (1− ε3ToT(Ei))] . (6.1.5)
The response of the surface array itself is simulatedwith SdSimpleSim (cf. Sec. 5.1.4). SdSim-
pleSim has been conceived to reproduce the essential ingredient of hybrid reconstructions,
i.e. the timing resolution of the surface detector stations. The total signal and the related
station trigger probability is simulated but the accuracy of the corresponding predictions
for the trigger threshold is not sufficient for this work. In order to increase the reliability of
the efficiency determination, the applied single station trigger probability is relying on the
LTPs derived from full CORSIKA simulations [158]. To avoid double counting of trigger
probabilities, the trigger of the closest station to the shower core is set manually during the
simulation and only the timing of the station signal is taken from SdSimpleSim. In this way
all simulated events have at least one triggered stations, i.e. the event are always simulated
as hybrid. Although it has been shown that the single tank trigger probability is 100% for the
energies and geometries selected for the spectrum determination, the parameterized trigger
probabilities are taken into account in a Hit-or-Miss approach later during the event selec-
tion procedure. This ensures the validity of the simulated efficiencies also outside the actual
event selection parameter space and removes possible threshold effects.
To numerically calculate the hybrid exposure given in Eq. (6.0.4), the full time period
has to be scanned accurately. As discussed in Sec. 4, the time period between 01/2004 and
05/2008 has been subdivided into 10min bins in order to be able to calculate the detector
uptime reliably. With a total of about 5 · 107 randomly selected timestamps over the full time
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period T, every 10min time bin has been sampled about 300 times. This accuracy is needed
as the time-sampling is only one parameter in the multi-dimensional parameter space of
Eq. (6.0.4). The high density of random time stamps assures that all different detector setups
are taken into account in the simulations and that the statistical uncertainty of the calculated
exposure is much smaller than the statistical uncertainty due to the number of observed
events.
Both the integration over time and the integration over the available surface Agen is per-
formed during the REALMC simulation. The final exposure calculation can therefore be
written as
E(E) =
∫
T
∫
Ω
∫
Agen
ε(E, t, θ, φ) dS cos θ dΩ dt (6.1.6)
= T Agen 2π ∆ cos θ ∑
cos θi
Nsel(E, cos θi)
Ngen(E, cos θi)
〈cos θi〉 . (6.1.7)
The last step is a summation over all zenith angles of a binned distribution with bin-width
∆ cos θ. The efficiency ε is including both trigger and selection efficiencies.
The raw exposure collected at trigger level is shown in Fig. 6.2.5. The exposure is ap-
proaching the one obtained with the surface detector at high energies as the fluorescence
detector becomes 100% efficient over the full array. The event selection for the determina-
tion of the energy spectrum from surface array data requires that all six stations surrounding
the one with the highest signal are operational. This condition is significantly reducing the
available detection surface as boundaries around missing stations are removed. This “T5-
condition” is not needed for hybrid events, as already the signal from one surface detector
station is sufficient for a reliable reconstruction. The detection surface available for high en-
ergy hybrid events is therefore larger than the one used for the surface array spectrum. On
the other hand, it is not possible to use most of these events for the spectrum determination
due to large reconstruction uncertainties.
6.2 Event selection criteria
The trigger levels of the Pierre Auger Observatory have been designed to avoid the rejec-
tion of air shower candidates. Due to the correspondingly low trigger threshold, the bulk
of recorded events is noise, i.e. single muon induced triggers. These events cannot be re-
constructed and can easily be removed from the data set. On the other hand even mea-
surements of real air showers are very sensitive to different shower geometries, atmospheric
conditions, etc. The reconstruction accuracy and reliability of these events is varying very
much and stringent quality criteria have to be applied to obtain a sample of high quality
EAS measurements. In order to be able to use simulated showers to determine the exposure
collected with the selected events, care has to be taken that the selection efficiencies for data
and MC agree very well. This is assured by comparing the parameter distribution used for
the selection. All event selection criteria are applied to both data and MC events.
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Figure 6.2.5: The hybrid exposure at trigger level and after passing all quality selection criteria.
6.2.1 Quality cuts
Hybrid event selection is usually starting with basic criteria concerning the validity of the
analyzed data. The main criterion is the selection of time periods with valid calibration
constants. As explained in Sec. 5.1.2, the values obtained during the absolute calibration
campaigns have to be corrected for a time dependent shift. The calculation of these time
dependent calibrations constants is performed by a dedicated working group of the Pierre
Auger Collaboration. Currently, calibration data of all four fluorescence buildings are avail-
able for basically the complete data taking period of the detectors:
• Los Leones: 12/2004 - 05/2008
• Los Morados: 06/2005 - 05/2008
• Coihueco: 12/2004 - 05/2008
The detection system in Loma Amarilla has not been fully commissioned and its data are
not available for physics analysis yet.
During data taking only events passing the latest step of the trigger chain, the T3-trigger,
are stored. The T3 algorithm performs a fast reconstruction of the shower geometry before
sending a signal to CDAS. The construction of hybrid events by merging the information
from the surface array with the fluorescence data is therefore depending on the successful
reconstruction of the T3 information. The merging step is not reproducible in the REALMC
simulations as the used algorithms are not available within the Offline framework. In order
to take possible inefficiencies into account, a valid T3 information is required during the MC
event selection.
Very strong light pulses originating usually from showers close to the detector might
cause overflows in the dynamic range of the ADCs. The determination of the timing and
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Figure 6.2.6: Comparison between data and MC of the parameters used for the event selection. All
event selection criteria, except the depicted one, are applied and the simulated showers are weighted
following Eq. (6.2.8). The arrow denotes the event selection criteria.
height of the recorded signal (cf. Sec. 3.2.2) is currently not possible for a saturated ADC-
trace and these events have to be discarded. A procedure to recover event with saturated
pixels has been developed [168] but is not yet part of the official event reconstruction chain.
Especially for the determination of the cosmic ray energy spectrum, an excellent energy
reconstruction is necessary. The energy determination is relying on the extrapolation of the
observed longitudinal profiles outside the field of view of the telescopes (cf. Sec. 3.2.4). This
extrapolation is only possible if large parts of the profile and especially the showermaximum
has been observed. The observation of Xmax is therefore a standard event selection criterion.
In addition, the used Gaisser-Hillas functional form has to describe the measured profile
very well. The selection of events with a reduced χ2 of less then 2.5 is also an important
criterion to remove measurements during unfavorable atmospheric conditions. Dust layers
or clouds might obscure or enhance portions of the shower profile and thereby spoil the
reconstruction. Extreme cases with parts of the profiles being totally obscured by clouds are
rejected by removing events having holes in the longitudinal profile larger than 20% of the
total profile length. This cut also removes events, which are affected by a flaw in the current
reconstruction algorithm: Shower signals crossing the boundaries of adjacent telescopes are
not reconstructed perfectly and parts of the longitudinal profiles are neglected.
The statistical uncertainties of the shower geometry determination and the atmospheric
measurements are propagated to the final statistical uncertainty of the reconstructed energy
as discussed in Sec. 3.2.4. Well reconstructed air showers can therefore be selected by re-
quiring a small uncertainty in the energy reconstruction. All events with ∆E/E > 20% are
discarded.
In addition to the fluorescence light, Cherenkov light is used as additional signal during
the reconstruction. As the current reconstruction algorithm is not correcting for the lateral
distribution of the Cherenkov light emitting electrons and positrons a reconstruction bias
might be introduced. Events with Cherenkov light contributing more than 50% of the total
collected signal are therefore removed from the sample.
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Figure 6.2.7: The energy resolution of the air shower reconstruction determined by REALMC simu-
lations. Due to the strong quality requirements the energy resolution of the selected events is better
than 10% over the full energy range.
All selection criteria are checked for consistency between data and MC by comparing
the cut parameter distribution. As most of the parameters are depending on the air shower
energy, a realistic comparison is only possible if the simulated events follow approximately
the same energy spectrum as the real data. This is achieved by weighting the simulated
showers to follow a spectrum constructed by three power-laws φ ∝ E−γ with
γ =


3.3 lg E/eV ≤ 18.7
2.6 18.7 < lg E/eV < 19.5
4.5 lg E/eV ≥ 19.5
(6.2.8)
All selection criteria, including the fiducial volume cuts described below, except the one
under study are applied. Examples for the obtained distributions are shown in Fig. 6.2.6.
All other distributions are given in the Appendix Sec. D.1. All distributions show good
agreement between data and MC.
The resulting exposure collected over the full time period (11/2005 - 05/2008) is shown
in Fig. 6.2.5 in comparison with the exposure at hybrid trigger level.
As can be seen in Fig. 6.2.7, the obtained energy resolution is less than 10% over the
full energy range. A small bias in the energy reconstruction of less than 3% can be related
to the profile extrapolation with the Gaisser-Hillas functional form. Constraints on the two
Gaisser-Hillas shape parameters, X0 and λ, have been derived from a high quality, but sta-
tistically limited data set of hybrid measurements (cf. Sec. 3.2.4 and Fig. 3.2.17). Especially
at low energy, the derived constrains seem not to match the average shower shape. It is also
very likely that the average Gaisser-Hillas parameters are energy dependent [169]. Further
studies are ongoing. The related systematic energy reconstruction uncertainty is included in
the overall energy scale uncertainty of 23% (cf. Sec. 3.2.5).
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Figure 6.2.8: The limited field of view of the telescopes introduces a mass dependence of the selection
efficiency (left panel) which is removed by dedicated fiducial volume cuts (right panel). The final
hybrid exposure is independent from a priori assumptions on the mass of the primary cosmic rays
above the energy threshold of 1018 eV.
6.2.2 Fiducial volume cuts
In addition to the above mentioned quality criteria, a set of fiducial volume cuts has been
developed. They are assuring the stability of the exposure determination with respect to
uncertainties in the trigger threshold, overall energy determination and mass composition.
The limited field of view in combination with the requirement of having the shower
maximum inside the field of view of the detector is biasing the observable Xmax distribution
and therefore the mass composition sensitivity (see Sec. 4.3). Due to the a priori unknown
mass composition this effect would introduce large systematic uncertainties on the exposure
and the energy spectrum. This effect is clearly visible in Fig. 6.2.8a. In order to achieve equal
sensitivity for all possible primary masses, i.e. an exposure, which is independent of the
mass of the primary particles, dedicated event selection criteria have been developed in the
context of the elongation rate studies [55,141]. The following conditions have to be fulfilled:
Xup[g/cm
2] ≥ 900+ 6 · (lg(E/eV)− 18) (6.2.9)
Xlow[g/cm
2] ≤
{
550− 61 · (lg(E/eV)− 19.06)2, lg E/eV < 19.06
550, lg E/eV ≥ 19.06 (6.2.10)
Xup and Xlow denote the upper and lower boundary of the possible telescope field of view
depending on the air shower geometry. Only about 45% of the events pass these stringent
criteria and the available event statistics is decreased significantly. On the other hand, as can
be seen in Fig. 6.2.8b, the final hybrid exposure is independent of the mass of the primary
cosmic rays and the corresponding systematic uncertainty is removed.
Another important fiducial volume criterion has been introduced in order to remove
trigger threshold effects and to achieve an exposure which is independent of possible en-
ergy scale uncertainties. As discussed above and illustrated in Fig. 6.0.3, the fluorescence
detector trigger is fully efficient for short distances between the shower and the detector.
At larger distances the trigger probability decreases. The exact position and shape of this
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Figure 6.2.9: The systematic uncertainty of the absolute energy scale of about 23% would cause sig-
nificant systematic uncertainties of the fiducial volume and the exposure (left panel). Dedicated event
selection criteria are used to remove this dependence (right panel).
energy dependent threshold is depending on various quantities like a very precise knowl-
edge of the atmospheric conditions. In addition a possible systematic shift of the energy
assignment to detected air showers may alter the derived trigger threshold and the expo-
sure. A qualitative estimate of this uncertainty can be derived from a dedicated REALMC
simulation. As illustrated in Fig. 6.2.9a, a false increase in the energy assignment leads to
an apparent reduction of the fiducial volume. This effect can be understood for example
by attributing the full energy modification to the fluorescence yield, which is currently the
largest systematic uncertainty of the energy assignment. Increasing the fluorescence yield
during the shower simulations leads to more light emission and the showers will trigger the
detector up to larger distances. Decreasing the yield is leading to the opposite effect and a
reduced fiducial volume. The modification of the trigger threshold by a systematic shift in
the energy assignment shown in Fig. 6.2.9a can be removed by dedicated selection criteria.
The available detection volume is limited by a set of fiducial volume cuts which require the
shower core to lie within the following range Dmax from the fluorescence detectors:
Dmax[km] ≤
{
24+ 12(lg(E/eV)− 19) lg E/eV < 18.5
24+ 12(lg(E/eV)− 19) + 6(lg(E/eV)− 18.5) lg E/eV ≥ 18.5 (6.2.11)
These criteria are illustrated in Fig. 6.2.9b. They are limiting the available detection volume
to a region in which the fluorescence trigger is saturated even if the energy scale is changed
within the systematic uncertainties. The exposure calculation becomes independent of the
trigger threshold and of the absolute energy scale within current estimations of its systematic
uncertainty.
6.2.3 Atmospheric conditions
As discussed above the precise knowledge and reproduction of the atmospheric parameters
during the REALMC simulations is of utmost importance for the determination of the hybrid
exposure. In a quasi-automatic mode, laser shots from the CLF are fired into the field of view
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Figure 6.2.10: Clouds are limiting the fiducial volume and are affecting air shower detection and
reconstruction (left panel, from [170]). The hybrid event rate is significantly reduced during periods
with high cloud coverage (right panel).
of the fluorescence detector in regular time intervals during FD data taking. These laser
shots are analyzed to determine the light scattering on aerosols. Not the full data taking
period is covered by the derived aerosol information. Most of the periods with missing data
are related to hardware or software failures but also bad weather conditions could play a
role. The analysis of hybrid data and especially the determination of the cosmic ray flux
has therefore to be restricted to periods with valid aerosol measurements. This requirement
reduces the available data by about 13%.
It has been realized during this work (see Appendix C.1 and [171]) that clouds above the
detector array play an important role for hybrid data analysis. The typical effect of clouds
is a disturbance of the longitudinal shower profile. Clouds may obscure parts of the shower
evolution causing holes in the reconstructed longitudinal profile. Enhanced light scatter-
ing might also lead to the opposite effect and cause spikes in the profile. Both effects are
illustrated in Fig. 6.2.10a and visible in the example air shower shown in Fig. C.2.4 in the
Appendix. Typically these showers are removed from the dataset by the requirement that
the reconstructed profile is in good agreement with a Gaisser-Hillas parameterization as dis-
cussed above. In addition, the obscuration of the shower evolution high in the atmosphere
is biasing the Xmax distribution and leads to a modification of the selection efficiency. Both
effects are not included in the MC simulation as no analytical model for clouds and their
influence on air shower observations is available. Fortunately, a reliable cloud detection is
possible based on the data collected by the instruments of the atmospheric monitoring pro-
gram at the Pierre Auger Observatory. Especially analysis of Lidar scans above the field of
view of the fluorescence detector, in order to not disturb the data taking, has been proven
to be very useful [171, 172]. Studying the event rate of hybrid events passing all selection
criteria mentioned above, a clear dependence on the cloud coverage as determined by Lidar
measurements has been found. As shown in Fig. 6.2.10b, the rate is reduced by about 16%. If
the exposure was calculated without detailed cloud analysis, a reduction of the exposure by
16± 16% would have to be applied (e.g. [173]). The related 16% systematic uncertainty was
the main contribution to the systematic uncertainty of the flux measurement. This exposure
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Table 6.2.1: Selection efficiencies of the criteria used for the hybrid spectrum event selection.
SELECTION CRITERION EVENTS EFFICIENCY [%]
ntotal 991873 –
commissioned eye 902969 91.0
relative calibration constants 837451 92.7
aerosol measurements 675044 80.6
cloud data 549081 81.3
cloud free period 349761 63.7
no saturated pixels 348499 99.6
hybrid geometry reconstruction 140244 40.2
energy reconstruction 107816 76.9
zenith angle < 60◦ 97955 90.9
Erec > 10
18 eV 11662 11.9
fraction of Cherenkov light < 50% 10818 92.8
Xmax observed 7526 69.6
Gaisser-Hillas fit χ2/ndof < 2.5 7354 97.7
hole in longitudinal profile < 20% 6933 94.3
energy reconstruction uncertainty < 20% 6651 95.9
fiducial distance 4066 61.1
fiducial FOV 1835 45.1
correction is not necessary if the determination of the hybrid spectrum is restricted to cloud
free time periods. As shown in Sec. C.1, they can be identified by Lidar scans with less then
25% cloud coverage. Restricting the exposure and spectrum determination to these periods,
a total of 45% of the selected events are removed. 17% have to be removed due to missing
Lidar measurements which started routine operation only in 11/2005 and additional 28%
due to detected clouds. The reduction of the systematic uncertainty by 16% and the related
increase in the reliability of the flux determination is clearly justifying this approach.
A summary of the developed selection criteria that are used to select events for the mea-
surement of the energy spectrum are given in Tab. 6.2.1 togetherwith the relative efficiencies.
6.3 The hybrid exposure
The exposure, after applying all quality and fiducial volume criteria, is shown in Fig. 6.3.11
in comparison with other air shower experiments. Although the accumulated exposure and
event statistics available for the determination of the energy spectrum is limited by the very
strong quality and fiducial volume restrictions it is already compatible with forerunner ex-
periments.
As has been shown in Sec. 5.1.5, different hadronic interaction models are predicting
different invisible energy fractions. With more or less energy transfered into visible light, the
exposure might be systematically influenced by the chosen interaction model. In addition,
different Xmax predictions might influence the event selection probability and lead to an
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Figure 6.3.11: The final exposure of hybrid air shower detections with the Pierre Auger Observatory
derived in this work after all event selection criteria compared to different experiments (modified
from [68]).
increasing model dependence. In order to study these effects, two models, QGSJETII-03
and SIBYLL 2.1, have been used as input for the REALMC simulations. As can be seen in
Fig. 6.3.12, the derived exposures are in very good agreement. To further reduce the model
dependence and the statistical uncertainty of the exposure both MC sets are averaged and
used for the exposure determination.
6.4 Validation with surface detector data
The design of the Pierre Auger Observatory with its two complementary air shower detec-
tion techniques offers the chance to validate the developed REALMC scheme and the derived
hybrid exposure. A dedicated study [170] is comparing the event selection efficiency of hy-
brid data with predictions from surface array data used as input of REALMC simulations.
For showers found in the SD data set, the FD detection probability is calculated with simu-
lations and compared to the number of actually recorded shower images.
The surface array trigger is 100% efficient above 1018.5 eV and zenith angles < 60◦.
Events have been selected following these requirements. They also have to fulfill a basic
quality criterion called T5 which assures a valid reconstruction. Based on the reconstruc-
tion, showers with cos θSD > 0.9 are discarded from this analysis as they might have their
shower maximum below the ground level.
For each selected surface event 20 CONEX showers have been simulated. The primary
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Figure 6.3.12: The final exposure after all event selection criteria is not depending on the used hadro-
nic interaction model.
energy and shower geometry are chosen according to the reconstruction result of the sur-
face detector event reconstruction. A two component (proton and iron) interpretation of the
elongation rate measurement [55] has been used to select the primary mass of these showers.
By combining proton and iron simulations in relative fractions reproducing the measured
〈Xmax〉 as function of the energy, a mass composition bias can be avoided. The simulated
shower profiles are passed to a full REALMC simulation of the detector response and all
quality and fiducial volume cuts discussed above are applied. The combined trigger and
selection efficiency of the fluorescence detector can be calculated for each selected surface
array event simply as ratio between the Nsel selected and the Nsim = 20 simulated showers:
εMC(FD|MC) = Nsel(E)
Nsim(E)
(6.4.12)
In addition, the usual hybrid event data stream is used to derive the same efficiency for real
data. The available fluorescence data in time-coincidence with the selected surface detector
events is passed through the same quality and fiducial volume selection and the probability
to find a fluorescence event passing the cuts is given by:
εSD(FD|SD) = Nsel(E)
NSD(E)
. (6.4.13)
As shown in Fig. 6.4.13, both efficiencies agree very well. The statistical uncertainty of the
agreement is 5.4% and can be used to set the upper limit of the overall systematic uncertainty
of the hybrid exposure and the hybrid spectrum developed during this work. Additional
cross-checks will be discussed in Sec. 7.2.2.
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Figure 6.4.13: Events recorded by the surface detector allow for a consistency check of the REALMC
simulation and event selection chain (upper panel). The uncertainty of the agreement, which is cur-
rently dominated by statistics, can be used as upper limit of the systematic uncertainty of the hybrid
exposure and spectrum (lower panel, plot from [138]).
Chapter 7
The UHECR energy spectrum
The flux of cosmic rays J as a function of energy can be written following Eq. (2.2.9) as
J(E) =
1
∆E
ND(E)
E(E) , (7.0.1)
where ND(E) is the number of selected data events in the energy bin centered around E and
with a width of ∆E. The energy dependent exposure determined with MC simulations as
discussed above is denoted by E(E).
7.1 Hybrid spectrum
After applying all quality and fiducial volume cuts discussed in Sec. 6.2, the hybrid event dis-
tribution as function of energy, ND(E), is obtained. This distribution is shown in Fig. 7.1.1.
Following Eq. (7.0.1), the hybrid spectrum is derived by dividing this distribution by the
exposure shown in Fig. 7.1.2. The exposure is calculated as function of the reconstructed
energy of the simulated air showers to avoid a bias due to the finite energy resolution of the
events. Details about this effect are discussed below (cf. Sec. 7.2).
The derived energy spectrum is given in Fig. 7.1.3 as
dN
d ln E
∝ E · J(E) . (7.1.2)
The error bars include both the statistical uncertainties of the data (68% C.L. [174]) and the
statistical uncertainty of the MC used to determine the exposure. The visibility of spectral
features can be enhanced by rescaling the spectrum. An example is given in Fig. 7.1.4, where
a scaling with E3 has been performed. Clearly visible are deviations from the pure power-
law behavior. The measured characteristics of the ankle and possible interpretations of the
spectral shape will be given below in Sec. 7.3.
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Figure 7.1.1: Hybrid events selected for the determination of the energy spectrum.
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Figure 7.1.2: The hybrid exposure after all quality and fiducial volume criteria. The statistical uncer-
tainties are smaller than the symbol size. The curve is a fit to guide the eye.
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Figure 7.1.3: The energy spectrum of UHECR derived from hybrid data of the Pierre Auger Observa-
tory taken during the period 11/2005 - 05/2008.
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by multiplying the UHECR flux with E3.
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Figure 7.2.5: The finite resolution of the detector and the event reconstruction introduces a small bias
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Figure 7.2.6: A small bias due to the finite energy resolution has been removed by a bin-by-bin un-
folding of the exposure. The uncorrected spectrum is shifted by about 3%.
7.2 Systematic uncertainties and cross checks
Possible systematic uncertainties may arise from different aspects of the spectrum determi-
nation. In previous works (e.g. [175]) the most problematic uncertainty was related to the
uncertainties in the hadronic interaction models and the primary mass composition. It has
been shown in Sec. 6.2.2 and 6.3 that these uncertainties could be removed with dedicated
event selection criteria in this work.
All energy spectrumdeterminations suffer from the intrinsic uncertainty due to the finite
energy resolution of the detector. The very strong quality requirements applied for the selec-
tion of events, reduced the energy reconstruction uncertainty significantly. As illustrated in
Fig. 6.2.7, the obtained resolution is better than 10% and almost independent of the energy.
The distributions for different energy bins are given in the Appendix Sec. D.3. As illustrated
in these plots, the energy uncertainty is reasonably well described by Gaussian distributions.
The influence of a Gaussian resolution σE on a cosmic ray flux φ, which follows a power law
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Figure 7.2.7: The distribution of selected air showers with respect to the detector is depending on the
absolute energy scale of the event reconstruction and the primary mass (left panel). Selecting events
within the fiducial distance range, this dependence is removed, i.e. data and MC agree (right panel).
with index γ can be approximated analytically by [176]
φ = A · E−γ (7.2.3)
→ φˆ = A · E−γ
(
1+ γ(γ− 1) σ
2
E
2E2
+ . . .
)
. (7.2.4)
With σE = 10% and γ = 3, one obtains a flux bias of about ∆φ ≈ 3%. This approxima-
tion has been verified using REALMC simulations. As shown in Fig. 7.2.5, the average shift
between the event distribution derived from an input spectrum following a power-law flux
with γ = 3 and the distribution of reconstructed events is in very good agreement to the
analytical approximation (∆φ ≈ 2.5%). The bias can be removed by using a bin-by-bin un-
folding for the determination of the spectrum, i.e. calculating the exposure as function of the
reconstructed instead of the true MC energy. The MC simulations have been weighted to
follow the spectral shape defined in Eq. (6.2.8) for this purpose. The difference with respect
to a spectrum derived without this procedure, i.e. using the simulated energy, is shown in
Fig. 7.2.6.
7.2.1 Energy scale
The developed set of fiducial distance criteria is limiting the exposure calculation to a volume
in which the fluorescence detector is 100% efficient. The exposure becomes independent of
trigger threshold details and is insensitive to a possible change of the absolute energy scale.
This important feature can be verified with the help of dedicated REALMC simulations and
real hybrid data. Fig. 7.2.7a shows the shower-detector distance distribution of real hybrid
events passing all quality and the mass composition field of view cuts (Eq. (6.2.9)) in com-
parison to REALMC simulations. The distribution is depending on the mass of the primary
particle. As iron initiated air showers have a higher invisible energy fraction, i.e. they emit
less light and are visible only up to a smaller distance. In addition, a possible energy mis-
assignment is causing a similar effect. Both effects are illustrated in Fig. 7.2.7a. Correspond-
ing distribution for the other energy intervals can be found in the Appendix Sec. D.2. The
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Figure 7.2.8: The hybrid spectrum is independent of the treatment of the event loss due to the CDAS
protection T3 veto and the recovery by the independent trigger of the surface array.
agreement between data andMC is verified by comparing the ratio between data andMC as
function of the core-eye distance with the expected value of Ndata/NMC = 1. As can be seen in
Fig. 7.2.7b, good agreement is found within the fiducial distance defined by Eq. (6.2.11). As
the applied fiducial distance cuts are defining a volume in which data and MC agree, even
after a modification of the energy scale within current systematic uncertainties, the related
systematic effect on the hybrid spectrum is removed. It can be noted, that this comparison
between data andMC favors an increase of the energy assignment of about 10− 20%, which
is in agreement with earlier estimations [177, 178].
7.2.2 Subsample analysis and cross-checks
The overall systematic uncertainty has been derived from cosmic ray data itself. As dis-
cussed in Sec. 6.4, based on data recorded by the surface array of the Pierre Auger Observa-
tory, a total systematic uncertainty of less than 6% could be deduced. Most aspects of the
hybrid spectrum determination are covered by this study. An additional verification of the
spectrum determination and its consistency is possible by comparison of spectra from vari-
ous subsamples. It should be noted that these cross-checks are only able to check for devia-
tions from the expected behavior, i.e. one checks the assumption that the derived spectrum
is not dependent on the variable chosen to divide the dataset. The performed tests cannot
be used directly to derive the total systematic uncertainty as double counting of statistical
fluctuations would be unavoidable [179].
A first cross-check consists of calculating the hybrid exposure without the recovery of
events that were rejected by CDAS veto algorithms (cf. Sec. 4.1.3 and Sec. 6.1). Based on the
CDAS logfiles only events for which the surface array readout was triggered by a T3 trigger
from the fluorescence detector are selected. Events that were rejected by the T3-veto algo-
rithms but recovered by the surface array trigger are not used. The exposure is calculated
based on the full T3 veto derived following Eq. (4.1.4). This cross-check is sensitive to prob-
lems of the T3-veto determination itself but it is also important because it has been realized,
that currently available hadronic interaction models are not able to reproduce some of the
details of observed air showers [177]. Especially themuon content of air showers seems to be
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Figure 7.2.9: The derived hybrid spectrum is independent of the assumed mass of the primary parti-
cles (top panel). Reconstruction of the measured data based on different invisible energy correction
factors introduces an overall shift (lower panel). This shift is already taken into account in the sys-
tematic uncertainty of the energy scale.
underestimated. This would lead to an underestimation of the trigger efficiency in the MC
simulations and is therefore influencing the estimation of the T3-veto recovery efficiency. In
addition, also the unknown primary mass composition is influencing the trigger efficiency
of the surface detector at energies below the 100% threshold. A mixed proton and iron is
assumed here. As shown in Fig. 7.2.8, no statistically significant difference between the two
spectra is found.
It could be shown in Sec. 6.2.2 that the derived exposure is independent of the mass of
the primary particles. Nevertheless, the same independence has to be verified for the final
hybrid spectrum. The spectra derived by calculating the exposure only with proton or iron
induced showers is shown in Fig. 7.2.9a.
The hybrid spectrum presented here is based on the official event reconstruction of the
Pierre Auger Observatory (details are given in the Appendix Sec. B). A mixed primary mass
composition of 50% proton and 50% iron is assumed for the invisible energy correction. This
correction is energy dependent as discussed in Sec. 5.1.5 and a modification of the spectral
features might be introduced. The overall energy shift is already included in the systematic
energy uncertainty and would naturally lead to a shift of the exposure. In order to esti-
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mate the maximum effect of the primary mass assumption on the hybrid spectrum, a full
re-reconstruction of the data set with the proton (iron) invisible energy correction has been
performed. As shown in Fig. 7.2.9c, the spectral shape is stable and only the expected overall
flux bias is found.
Effects directly related to the detector hardware are studied by calculating independent
spectra for all available fluorescence detector stations. As shown in Fig. 7.2.12a, no signifi-
cant difference is found. Another hardware related effect is concerning the surface detector.
It has been realized that PMTs in some of the deployed detector stations show unusual be-
havior which might influence the trigger efficiency. This effect can be excluded by dividing
the surface array in a bad array of stations showing the unusual behavior and a good array
without these problems. The data set is then subdivided based on the classification of the
station used for the hybrid geometry determination into two groups. As can be seen in
Fig. 7.2.12c, no significant difference between the two spectra is found.
As shown in Fig. 7.2.12e, the same agreement is found for spectra of different zenith
angle ranges. Comparing the energy spectrum derived from data with zenith angles < 40◦
and inclined showers with zenith angles between 40◦ and 60◦ no systematic effect is found.
As depicted in Fig. 7.2.13c, a statistically significant difference is found if the data is sub-
divided into different time periods. Seasonal effects can not account for this difference (cf.
Fig. 7.2.13a). If the observed difference was related to the trigger or event selection efficiency
it should be reflected in the time evolution of the number of selected events, which is shown
in Fig. 7.2.10. Only a small deviation between data and MC is visible in 2006. No modi-
fication of the hardware or software configuration, which could explain this difference, is
currently known. The most likely source of the time dependence of the energy spectrum
is a time dependence of the energy assignment. Thanks to the independent measurement
of the surface array, this effect can be investigated by comparing the energy derived from
fluorescence measurements with the variable used for the energy reconstruction of surface
events (S38, for details see [180]). This comparison is performed on an event-by-event basis
by selecting events that have both a valid SD reconstruction and fulfill strict hybrid quality
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criteria. In addition to the expected seasonal variation introduced by the temperature depen-
dence of the surface detector signal [181], a significant trend is visible in Fig. 7.2.11. Based
on the assumption that the signal derived from the surface detector is stable over time scales
longer than one year, a significant decline of the energy reconstructed from the fluorescence
measurements is observed. Possible explanations are an underestimation of the PMT aging
effect discussed in Sec. 3.2 during the derivation of the calibration constants or an under-
estimation of the aerosol content of the atmosphere, which might be due to not taking this
aging effect into account in the aerosol analysis. Recent investigations on the effect of dust
on the UV-filters and mirrors of the fluorescence system have also pointed to a similar effect
on the reconstructed energy [134]. As demonstrated in Fig. 7.2.13f, the energy shift needed
to account for the observed flux difference (−2% for 2006 and +6% for 2008) is well within
the systematic uncertainties given in Table 3.2.5. Further investigations are ongoing within
the Pierre Auger Collaboration.
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Figure 7.2.12: The determined energy spectrum is independent of the detector hardware, i.e. different
fluorescence detectors (top panel) and different areas of the surface detector (middle panel). The
spectrum does not depend on the zenith angle range (lower panel).
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Figure 7.2.13: The determined energy spectrum is independent of seasonal effects (top panel). The
time dependence (middle panel) can be explained by a shift of the energy assignment (lower panel).
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Figure 7.3.14: The flux of cosmic rays determined in this work in comparison to data from
Akeno/AGASA [64,65], Fly’s Eye [182], Haverah Park [183], HiRes [66], HiRes-MIA [53], KASCADE-
Grande [63], Yakutsk [184] and the surface array of the Pierre Auger Observatory [67].
7.3 Spectral analysis and model comparison
The energy spectrum of ultra-high energy cosmic rays determined in this work is shown in
Fig. 7.3.14 in comparison with other measurements.
The energy spectrum shows a pronounced break of the spectral index around 1018.7 eV.
A pure power-law behavior between 1018 − 1019.5 eV is disfavored by the data (χ2/ndof =
26.3/13, P = 0.02). A fit with a broken power-law in the same energy range is shown in
Fig. 7.3.15. The reduced χ2/ndof = 10.9/11 (P = 0.45) reflects the good description of the
data. Although no direct physical interpretation of this simplistic model is possible, it allows
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Figure 7.3.15: The determined energy spectrum is well described by a break in the power-law at
1018.7 eV.
to quantify the characteristic features of the ankle. The ankle is identified simply as the
energy at which the spectral index of the power-law spectrum changes. Thanks to the high
resolution achieved with the hybrid measurements used for this study, the spectral break
could be resolved with unprecedented precision. The following parameters and statistical
uncertainties have been derived:
• Eankle = 1018.67±0.09 eV
• J ∝ E−3.29±0.08 1018 < E/eV ≤ 1018.67
• J ∝ E−2.66±0.14 1018.67 < E/eV < 1019.5
A more realistic, but still simplistic, model is following the classical description of the ankle
as transition between galactic and extragalactic cosmic rays [88, 185, 186]. The total flux can
be decomposed into a steeply falling (galactic) component and a (extragalactic) component
which is much harder, i.e. less steep. The ankle would be caused by the cross-over between
these components. As depicted in Fig. 7.3.16, the agreement with the measured flux is very
good (χ2/ndof = 10.5/12, P = 0.57). In this model the position of the ankle can be defined
as the energy where the two components have equal intensity. Naturally this definition will
identify the ankle at higher energies compared to the simple description given above. Based
on the hybrid energy spectrum Eankle(Jgal ≡ Jegal) = 1018.8±0.3 eV is found.
Due to the limited statistical power, only hints of the flux suppression at highest energies
can be derived from the hybrid spectrum. Its existence has been proven by the HiRes analy-
sis [66] and surface detector data of the Pierre Auger Observatory [67] with high significance.
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Figure 7.3.16: The classical model, in which the ankle is described as the transition of two flux com-
ponents is in good agreement with the data.
Fitting the spectrumwith the functional form
J(E) = A1 · E−γ1 + A2 · E−γ2
(
1+
lg E− lg Ecutoff
lgWcutoff
)−1
, (7.3.5)
a suppression setting in at lg(Ecutoff/eV) = 10
19.4±0.4 eV can be derived (cf. Fig. 7.3.16). The
other relevant parameters have been determined to γ1 = 3.55± 0.28, γ2 = 1.92± 0.42 and
lg(Wcutoff/eV) = 0.17± 0.11.
Whereas several experiments have observed the ankle in the cosmic ray spectrum, only
few estimates of its energy are available in literature [187]. In addition, systematic uncer-
tainties are typically not considered. For comparison the spectra of the experiments with the
highest exposures are shown in Fig. 7.3.17.
The derived cosmic ray flux has been compared with the two phenomenological models
discussed in Sec. 2.2.3. The first model assumes that the extragalactic sources accelerate
only protons [84]. The ankle is interpreted as Bethe-Heitler e+e− pair production which
causes a dip in the energy spectrum. The spectral shape predicted by this model has been
derived from a full MC cosmic ray propagation performed with CRPROPA [188]. Protons
are propagated over variable distances, i.e. redshifts. All known energy loss processes are
modeled based on realistic assumptions on the intergalactic radiation fields like the cosmic
microwave background. The energy distribution of the propagated particles has been used
as input to a minimization routine. During the fitting procedure, the normalization of the
predicted flux, the source spectrum φsource ∝ E
−γ and the source evolution (z + 1)m have
been re-weighted. As illustrated in Fig. 7.3.18, a very good description of the measured
spectral shape has been found (χ2/ndof = 14.8/15, P = 0.46). Following the original dip-
model, i.e. without constraining the maximum energy of the accelerator(s), the following
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Figure 7.3.17: The hybrid energy spectrum in comparison with other experiments [65–67].
source parameters could be derived:
• source spectrum: φsource ∝ E−2.43±0.01
• source evolution: (z+ 1)2.52±0.47
These values are in perfect agreement with parameters derived by comparison with other
measurements (see for example [84, 85, 189]). Although the sensitivity to derive the source
evolution is limited, the derived value seems in agreement with astrophysical observations,
for example, of the evolution of quasi stellar objects (quasars), which are considered as pos-
sible UHECR acceleration sites [60]. It should be noted that the dip-model with its pure
proton composition is not favored by the mass composition data derived with the Pierre
Auger Observatory [55]. As discussed in Sec. 2.2.2, the interpretation of the measured elon-
gation rate, i.e. 〈Xmax〉(E), in terms of primary mass is strongly dependent on the modeling
of the hadronic interactions at ultra-high energies. This intrinsic systematic uncertainty pre-
vents currently the exclusion of the proton hypothesis. These ambiguities will be partially
resolved by the analysis of the mass sensitive and less model dependent Xmax fluctuations
in the near future.
The dependence on the hadronic interaction models is also the limiting factor for the
comparison with the second UHECR model. Following the analysis by [83, 85], the extra-
galactic sources are assumed to accelerate a mixed composition with nuclear abundances
similar to those found in low energy, i.e. presumably galactic, cosmic rays. Sources are
distributed uniformly and are assumed to have a maximum energy modeled with a simple
exponential cutoff at an energy Emax. The acceleration process itself is assumed to be rigidity-
dependent, i.e. a nucleus of charge Z can reach a maximum energy Z times higher than that
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Figure 7.3.18: The hybrid spectrum compared to a model assuming extra-galactic sources with a
pure proton composition derived from a full propagation MC [188]. The agreement is very good
(χ2/ndof = 14.8/15, P = 0.46).
of protons: Emax(Z) = ZEmax(p). The nuclei are propagated through the intergalactic radia-
tion fields, where, in addition to energy losses via e+e− pair production of protons, different
processes of nuclei photo-erosion are taken into account in a full MC approach. The en-
ergy spectrum after the propagation can then be compared to the measured flux. The model
describes only the extragalactic part of the energy spectrum. The fitting range has to be re-
stricted to energies above the ankle as the lower part of the spectrum is assumed to be of
galactic origin. At the same time, the predicted relative abundances of the different nuclei
arriving at Earth can be used in conjuction with a hadronic interaction model to derive a
prediction for the elongation rate, i.e. the evolution 〈Xmax〉 as function of energy. Based on
a full set of model data [190], a combined fit of the spectrum measured in this work and
〈Xmax〉 data [55] has been performed. As can be seen in Fig. 7.3.19, the mixed composition
model is in very good agreement with both measurements if the QGSJET01 [191] interac-
tion model is used for the interpretation of the mass composition. The combined fit yields
χ2/ndof = 13.3/13 (P = 0.42) for the following parameters:
• source spectrum: φsource ∝ E−2.2
• maximum energy: Emax ≈ Z · 1019.5 eV
• negligible source evolution
The systematic differences between different hadronic interaction models translate directly
to a large uncertainty of these values. Although the obtained results are similar, the agree-
ment between the model and both the UHECR flux and mass composition is reduced for
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Figure 7.3.19: The ’mixed composition model’ [85] assuming extra-galactic sourceswith amixedmass
composition similar to the galactic abundances is able to explain both the derived energy spectrum
and the elongation rate measurements [55] (model data (QGSJet01) from [190]).
other hadronic interaction models. Comparisons based on the QGSJETII-03 and the SIBYLL
model are given in the Appendix Sec. E.2.
Although the shape of the spectrum determined in this work can be reproduced equally
well by both the proton dip model and the mixed composition model, the latter is clearly
favored as it is in much better agreement with mass composition measurements.
100 Chapter 7. The UHECR energy spectrum
Chapter 8
Summary
The energy spectrum of ultra-high energy cosmic rays is one of the most fundamental mea-
surements required for the understanding of the highest energy particles in the universe. Es-
pecially the region above 1018 eV contains valuable and complementary information about
possible sources and the acceleration mechanisms at highest energies. The energy spectrum
in this region has been derived in this work from hybrid data of the Pierre Auger Obser-
vatory. These measurements use the combined information from fluorescence and surface
detectors to obtain optimal accuracy and reliability of the reconstruction of air shower pa-
rameters.
Both data reconstruction as well as the determination of the exposure are key elements
for the determination of the energy spectrum. An automatic system for the event recon-
struction has been set up during this work and tools for data storage and visualizations have
been developed. To derive the exposure of hybridmeasurements, several novel analyses and
techniques have been introduced. The analyzed time period comprises the construction and
startup phase of the observatory. During this time the detector configuration changed sub-
stantially and failure rates were elevated. To derive the overall time dependent air shower
detection efficiency with high accuracy all available monitoring and cosmic ray data have
been used. This uptime information accounts for all known inefficiencies at all scales from
the single PMT to the full hybrid data taking of the observatory. Among the most important
aspects are
• Changes of the hardware configuration and running conditions are taken into account
at all scales, from electronics failures to the commissioning of new fluorescence detec-
tor stations and surface detectors.
• Based on measured noise levels and using the actual trigger thresholds, the exact trig-
ger conditions are reproduced at the single PMT level. Changes of the trigger thresh-
olds due to moon or starlight are reproduced.
• Measurements of calibration constants performed each night are used to follow modi-
fications of the camera sensitivity.
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• The atmospheric conditions, especially the important and very time-variable scattering
on aerosols, are reproduced by the use of measured atmospheric properties.
The detailed uptime information is used as basis of a newMonte Carlo simulation technique.
In order tomodel the changing data taking conditions of the hybridmode of the Pierre Auger
Observatory, a time dependent detector Monte Carlo (REALMC ) has been developed.
Extensive comparisons between simulated air showers and data showed an excellent
agreement at all levels.
The combined systematic uncertainty of the uptime determination and the REALMC sim-
ulations could be derived by comparison with independent data from the surface array. A
perfect agreement with a statistical uncertainty of less than 6% has been found.
The exposure of hybrid observations with the Pierre Auger Observatory could be de-
rived from extensive REALMC simulations covering a large parameter space in time, energy,
primary mass, event geometry etc. Detailed studies of the reconstruction quality led to the
definition of dedicated quality selection criteria. The developed quality cuts assure an un-
precedented energy resolution of less than 10% over the full energy range and all parameter
distributions show perfect agreement between data and Monte Carlo.
Comparison of atmospheric monitoring data provided by different laser systems enabled
a detailed study on the influence of clouds on hybrid data analysis. Based on this study, the
influence of clouds on the energy spectrum could be removed. It could also be shown that
the derived exposure is independent of the hadronic interaction model used in the Monte
Carlo simulations. The systematic uncertainty of the derived exposure and the energy spec-
trum is further minimized by the application of dedicated fiducial volume selection criteria.
• Dependences on details of the trigger threshold and on the systematic energy uncer-
tainty are removed by reducing the distance from the fluorescence detector up to which
measured air showers are taken into account.
• A set of field-of-view restrictions has been found that achieves an exposure which is
independent of themass of the cosmic primary and removes the systematic uncertainty
which was inherent to previous fluorescence based measurements.
Extending the nominal energy range of the Pierre Auger Observatory, the energy spectrum
of cosmic rays above 1018 eV has been determined. Using hybrid data from the period
11/2005 - 05/2008, the spectrum could be measured with high precision and a systematic
uncertainty of the overall flux normalization of 6%. In the overlap region good agreement
with the published spectrum derived from surface detector data of the Pierre Auger Obser-
vatory is found. The derived spectrum has been interpretedwithin different phenomenolog-
ical models. Although the spectral shape can be explained by both, the ’dip’ and the ’mixed
composition’ models, the latter is clearly favored as a consistent description of the derived
spectrum and mass composition data is possible. Systematic uncertainties of hadronic inter-
action models are currently limiting the accuracy to constrain important model parameters
like the source injection spectrum. This dependence will be reduced significantly in the fu-
ture as soon as an increased event statistics allow for the analysis of additional mass sensitive
parameters.
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Appendix A
Glossary
ADC Analog to Digital Converter
ADST Advanced Data Summary Tree
AGN Active Galactic Nuclei
APF Aerosol Phase Function monitor
BGLoop BackGround Loop fluorescence detector monitoring data
CDAS Central Data Aquisition System
CLF Central Laser Facility
CMB Cosmic Microwave Background
COMM COMMunication
CONEX air shower simulation program
CORSIKA COsmic Ray SImulations for KAscade
CR Cosmic Ray
DAQ Data AQuisition
EAS Extensive Air Shower
FD Fluorescence Detector
FDAS Fluorescence detector Data Aquisition System
FLT First Level Trigger (fluorescence detector)
FOV Field Of View
FRAM robotic telescope system
GPS Global Positioning System
GZK Greisen-Zatsepin-Kuzmin
HAM Horiziontal Attenuation Monitor
IoAuger hybrid data file format
KASCADE KArlsruhe Shower Core and Array DEtector
LIDAR LIght Detection And Ranging
LTP Lateral Trigger Probability
NIST National Institute of Standards and Technology
NKG Nishimura Kamata Greisen lateral distribution function
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MC Monte Carlo
MinBias fluorescence minimal bias datastream
PMT PhotoMultiplier Tube
QGSJet Quark Gluon String Jet model of hadronic interactions
SC Slow Control
SD Surface Detector
SDP Shower Detector Plane
Sibyll hadronic interaction model
SLT Second Level Trigger (fluorescence detector)
SQL Structured Query Language
TLT Third Level Trigger (fluorescence detector)
ToT Time over Threshold
T3 final fluorescence detector trigger
T5 surface detector quality trigger
UHECR Ultra High Energy Cosmic Ray
UV Ultra Violet
VAOD Vertical Aerosol Optical Depth
XLF eXtra Laser Facility
XML eXtensible Markup Language
3ToT surface detector trigger (3 stations with ToT trigger)
Appendix B
Data reconstruction
The energy spectrum has been derived from hybrid data of the Pierre Auger Observatory
collected during the period 11/2005 - 05/2008. Data has been reconstructed for the full
period of available physics data, which is defined by the validity of the fluorescence detector
calibration constants (12/2004 - 05/2008, for details see Sec. 6.2.1).
The reconstruction was performed with the Offline version v2r5p1-Godot. The results,
stored in the ADST-format version v5r1p0_Pozzo, are available from the (Auger password
protected) website:
http://www-ik.fzk.de/~fabian/HybridSpectrum/Data/data.htm
The reconstruction can be reproduced based on the settings stored within the ADST-format.
For details see the ADST-Manual [111]. The reconstruction settings correspond to the official
Auger event reconstruction (Observer release v5r1 [109]). The energy reconstruction is con-
sistent with the surface detector energy calibration used for the spectrum published in [67].
The modification of the energy reconstruction related to the treatment of the lateral extent of
Cherenkov light and the light halo correction [134] has been not been used.
During the reconstruction, the default versions of the calibration, Lidar analysis and
aerosol databases have been used.
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Appendix C
Atmospheric effects
C.1 Cloud detection
One of the major issues related to air shower detection with fluorescence detectors is the ac-
curate description of the atmospheric conditions. In addition to the rather well understood
effects of light scattering on aerosols, dust and molecules, changes of the temperature and
pressure profiles of the atmosphere have to be monitored and/or modeled very accurately.
Another main contribution to misreconstructed longitudinal shower profiles is the presence
of clouds. Fluorescence light emitted from cosmic showers is absorbed and/or scattered by
clouds, so accurate measurements of cloud details are essential in order to minimize errors
in shower reconstruction. Especially the composition analysis relying on parameters of the
longitudinal shower development like Xmax and its fluctuations could be affected by clouds.
The cloud coverage also directly influences the hybrid exposure calculations. Clouds and
their influence on the measurements can currently not be simulated. It is therefore necessary
to be able to detect clouds during data taking and discard these periods for a reliable mea-
surement of the cosmic ray flux. Without that possibility, cloud related uncertainties were
the largest source of systematic uncertainty for the hybrid spectrum (σflux ≈ 16%, [173]).
C.1.1 Available cloud information
There are currently two methods of obtaining cloud information - the Central Laser Facil-
ity [95, 192] and Lidar Telescope [193] stations located at each eye.∗
The Central Laser Facility provides an abundance of atmospheric monitoring data that
can easily be compared to shower information from hybrid reconstructions. Unfortunately
the only variable directly related to clouds is the measurement of the height of the lowest
cloud layer above the CLF. The Lidar systems provide more detailed information like the
cloud height at each of the Lidar stations, the overall cloud coverage, etc. The analyzed
information is available in an Offline cloud database [172].
∗First results of a semi-automatic analysis of infrared cloud camera pictures have already shown great poten-
tial [194, 195], but the corresponding data is not yet available for large scale analysis.
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Figure C.1.1: Comparison between Lidar measurements of different stations.
C.1.2 Comparison between different cloud measurements
In the following section we are discussing the reliability of the cloud measurements. Espe-
cially the Lidar stations, located near each fluorescence detector, are detecting clouds rather
far away from the actual air showers as they perform vertical and horizontal scans only out-
side the field-of-view (FOV) of the FD in order not to disturb data taking. In addition, as the
available amount of information about clouds is limited, i.e. not all FD data taking periods
are covered with cloud measurements from all stations, it is important to check if for time
periods with no Lidar measurement for a given eye, the use of measurements from different
eyes is a valid method. This is directly connected to the assumption that the cloud coverage
is uniform over the whole array at a given time.
C.1.3 Lidar measurements from different stations
One important cross-check is therefore the direct comparison of Lidar measurements taken
at the same time with different stations. As can be seen in figure C.1.1, the measured cloud
coverages seem to agree only for time periods with almost complete cloud coverage. The
agreement is reduced for periods with no clouds detected in one station. For intermediate
cloud coverages the horizontal uniformity assumption is not valid as can be seen in the large
spread of the measured values.
A very natural explanation is that only if the sky is completely covered with clouds (cor-
responding roughly to a measured cloud coverage ≥ 80%) the horizontal uniformity over
the whole array is given. It seems obvious that partial sky coverage is a very local (and prob-
ably very time dependent) phenomenon. One might therefore conclude that a reliable cloud
measurement based on the Lidar systems, which is valid for the whole observatory, is only
possible for high cloud coverages and to some extend for cloudless periods.
C.1.4 Lidar vs. CLF
With the CLF beingwithin the FOV of the FD, its cloudmeasurements could be more reliable
for the event selection and analysis.
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Figure C.1.2: Comparison between CLF and Lidar cloud height measurements.
A direct comparison between the cloud height measured with the CLF and correspond-
ing Lidar measurements is shown in figure C.1.2a. This plot clearly demonstrates the lim-
iting factor of the CLF cloud information. The points along the y-axis show that there are
several time periods that have a Lidar cloud height of zero (indicating clear skies in the cur-
rent implementation of the Lidar database), while the CLF data range from 3 to 13 km. The
inverse case is also observed: As there is no entry in the Offline- CLF database with a cloud
height above 13 km, we assume this to be the maximum range of the CLF measurements
and cloud heights of about this value are probably indicating a clear sky above the CLF.
Corresponding Lidar measurements show a large spread over all possible height values.
Restricting the data to measurements that have clouds detected with the Lidar systems
and for which we can assume reasonably good horizontal uniformity, i.e. a cloud coverage
≥ 80% (cf. Sec. C.1.3), a clear correlation is found between the cloud heights of the two
systems. The two systems therefore give similar results only for time periods with a lot of
clouds, i.e. an almost complete cloud coverage over the full array. The difficulty here is, that
for periods with no Lidar measurement available, the cloud coverage is not known which
means that currently the analysis has to rely on Lidar measurements alone. Combinations
of cloud information from all systems is forseen in the future to increase the accuracy.
C.2 Comparison between reconstructed hybrid events and cloud
measurements
The full reconstructed hybrid dataset has been used to correlate cloud information from the
CLF and the Lidar databases on an event-by-event basis with air shower and reconstruction
parameters. In order to retain as much statistics as possible for this first overview we only
used very basic event selection criteria:
• The event has a ‘hybrid’ geometry reconstruction.
• The Xmax is in the field-of-view of the FD.
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Figure C.2.3: Influence of clouds on the shape of the longitudinal shower profile.
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Figure C.2.4: Example of an air shower being strongly affected by clouds. Projected onto the surface
of the camera of the fluorescence detector, a clear obscuration is seen (left panel). Scattered light inside
the cloud and the obscuration of large parts of the longitudinal profile are biasing the reconstruction
(right panel). Cloud parameters reconstructed by the Lidar data analysis (shaded area in right panel)
are in good agreement with the air shower observations.
C.2.1 CLF vs. hybrid data
As mentioned above, the only cloud related variable available in the Offline “quality data-
base” is the height of the lowest cloud layer. Based on the atmospheric profile used during
the event reconstruction, this cloud height can be transferred into vertical depth and then,
based on the reconstructed shower geometry, into slant depth.
A weak correlation between Xmax and the height of clouds is found (cf. Fig. C.2.3a).
The presence of clouds deep in the atmosphere seems to bias the Xmax observation towards
higher values. This effect can easily be understood as clouds are scattering and/or absorbing
the fluorescence light emitted by the shower and one can therefore not expect to observe a
shower maximum higher than the cloud layer.
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Figure C.2.5: Influence of clouds on the elongation rate.
C.2.2 Lidar vs. hybrid data
The same feature is observed between the depth of the cloud layer measured with the Lidar
systems and the reconstructed Xmax of the shower (cf. Fig. C.2.3a). Selecting only peri-
ods with high cloudiness, i.e. cloud coverages ≥ 80%, the effect is clearly increased. The
influence of this bias on mass composition studies with hybrid events is discussed in sec-
tion C.2.3.
It is evenmore evident that clouds disturb the longitudinal profile from figure C.2.3b. As
the cloud height decreases (cloud depth increases) the χ2/ndof of the longitudinal profile
fit with the Gaisser-Hillas functional form [128] increases. Again, the effect is increased by
selecting high cloud coverages (see red triangles in figure C.2.3b).
As an example the longitudinal profile of an hybrid event is shown in figure C.2.4. Scat-
tered light from within the cloud is causing a spike in the longitudinal profile. The obscura-
tion of large parts of the profile are strongly biasing the air shower reconstruction.
C.2.3 Influence on mass composition measurements
One of the ongoing hybrid analysis is the measurement of the elongation rate and the subse-
quent determination of the primary mass composition. In order to determine the influence
of clouds on this analysis, all (≈ 4000) events used for the ICRC-2007 elongation rate mea-
surement [55] were analyzed and 3032 of them could be connected with cloud information
from the Lidar system.
1011 events have been measured during clear weather conditions (cloud coverage = 0%)
and 436 have been observed during cloudy conditions (cloud coverage > 80%). The elon-
gation rates of these subsamples are shown together with the default one in figure C.2.5. As
the analysis in the previous sections already suggested, clouds significantly influence the ob-
servable Xmax distributions in the sense that data taken during very cloudy conditions con-
tains deeper showers. For illustration see the disturbed longitudinal profile in figure C.2.4.
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With Xmax being larger, these events will favor a lighter primary composition. On the other
hand, the cloud-free elongation rate is in good agreement with the ICRC one (due to the
apparently good average weather conditions in Malargu¨e).
Important information on the primary mass composition can also be derived from the
shower fluctuations, i.e. the RMS of the Xmax distributions. These distributions are shown
in figure C.2.6 for four energy bins.
In order to quantify the influence of clouds on the mass composition analysis, we derive
the difference in 〈Xmax〉 and the RMS of the subsamples as function of energy. The results
are shown in figure C.2.7. Although the difference between the clear and cloudy data sample
is rather large (∆〈Xmax〉 = 14.8± 3.6 g/cm2 and ∆RMS = 5.1± 2.5 g/cm2), the agreement
between the clear and the default sample are much better (∆〈Xmax〉 = 4.2± 2.1 g/cm2 and
∆RMS = 2.5± 1.5 g/cm2).
One possible way to reduce the cloud influence is the removal of all periods which are
known to be affected by clouds from the analysis. This is done conservatively by remov-
ing all events which have a Lidar measurement with cloud coverages > 20%. The resulting
Xmax distributions are very similar to the cloud-free subsample as can be seen in figure C.2.8.
With a reduction of the usable statistics of about 20% this seems to be a very reasonable
compromise between data quality and statistical uncertainty. The resulting elongation rate
is shown in figure C.2.9a. The remaining systematic uncertainty can be derived by compar-
ison of the Xmax distribution with the subsample of absolutely clear nights, i.e. database
entries of cloud coverage 0% shown in figure C.2.9b. It is not significantly different from
zero (∆〈Xmax〉 = 1.6± 0.9 g/cm2 and ∆RMS = 1.1± 0.9 g/cm2.
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Figure C.2.6: Influence of clouds on the Xmax distribution. Selection criteria correspond to the one
used for the ICRC-2007 [55].
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Figure C.2.7: 〈Xmax〉 and RMS differences between data samples of different cloudiness. The under-
lying distributions are shown in figure C.2.6.
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Figure C.2.8: Influence of clouds on the Xmax distribution. Selection criteria correspond to the one
used for the ICRC-2007 [55]. In addition all events with cloud coverages < 20% have been removed.
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Figure C.2.9: Elongation rate following the ICRC-2007with clouds removed and the remaining cloud
related systematic uncertainty.
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D.1 Comparison between data and MC
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Figure D.1.1: Comparison between data and MC of the parameters used for the event selection. All
event selection criteria, expect the depicted one, are applied and the simulated shower are weighted
to following Eq. 6.2.8. The arrow denotes the event selection criteria.
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D.2 Energy scale uncertainty
The systematic uncertainty of the overall energy scale of the Pierre Auger Observatory and
the unknown mass composition of the primary cosmic rays lead to uncertainties in the de-
termination of the available fiducial volume. Theses uncertainties are removed by restricting
the fiducial volume used for the hybrid spectrum determination to the region in which the
data and MC distribution agree with each other. As illustrated in Fig. D.2.2, the selection
criteria are chosen in a way that no systematic uncertainty is remaining even for extreme
assumptions of primary masses and energy shifts.
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Figure D.2.2: The systematic uncertainty of the energy scale and primary mass composition is not
converting into a systematic uncertainty of the hybrid spectrum.
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D.3 Energy resolution
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Figure D.3.3: The energy resolution of events passing all quality and fiducial volume cuts determined
by REALMC simulation.
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Appendix E
Comparison with phenomenological
models
E.1 Dip model
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Figure E.1.1: Comparison between the energy spectrum derived in this work and a measurement of
the elongation rate [55] with predictions of the ’dip model’ [84] (model data from [190]). Although
this model is able to describe the spectral shape (left panel), the extra-galactic sources are assumed
to accelerate only protons which is not supported by the Xmax measurements (right panel). The
QGSJET01 hadronic interaction model has been used to interpret the Xmax data.
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E.2 Mixed composition model
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(b) elongation rate
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(d) elongation rate
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Figure E.2.2: Comparison between the energy spectrum derived in this work and a measurement
of the elongation rate [55] with predictions of the ’mixed composition model’ [85, 190]. The extra-
galactic sources are assumed to accelerate nuclei with a mass composition similar to the galactic
abundances. The QGSJET01 (upper panel), QGSJETII-03 (middle panel) and SIBYLL (lower panel)
hadronic interaction models have been used to interpret the Xmax data.
