In this work, we provide a comparative study of recently proposed deconvolution algorithms which were designed to function in the presence of reasonable levels of noise in both the rate and pressure input data. The algorithms considered for comparison are those presented by von Schroeter et al., 1, 2 Levitan, 3,4 and Ilk et al. 5, 6 These works offer robust solution algorithms to the long-standing deconvolution problem and make deconvolution a viable tool to well-test and production data analysis. However, there exists no comparative study revealing and discussing specific features associated with the use of each algorithm in a unified manner. We have independently reproduced the von Schroeter et al. and Levitan algorithms to assess the specific advantages and limitations of each method (as well as the Ilk et al. method), and we provide a comparative study of these algorithms using synthetic and field case examples.
Introduction
Applying deconvolution for well test and production data analysis is an important challenge because deconvolution is an ill-conditioned inverse problem in the presence of noise in pressure/rate measurements. [1] [2] [3] [4] [5] [6] [7] Deconvolution provides the equivalent constant rate/pressure response of the well/reservoir system affected by variable rates/pressures. With the implementation of permanent pressure and flow-rate measurement systems, the importance of deconvolution has increased because it is now possible to process the well test/production data simultaneously and obtain the underlying well/reservoir model (in the form of a constant rate pressure response). New methods of analyzing well test data in the form of a constant-rate drawdown system response and production data in the form of constant-pressure rate system response have emerged with development of robust pressure/ rate [1] [2] [3] [4] [5] [6] and rate/ressure 7 deconvolution algorithms. In this work, we focus on the pressure/rate deconvolution, [1] [2] [3] [4] [5] [6] rather than rate/pressure deconvolution 7 for analyzing well test and production data.
Over the past 40 years, pressure/rate deconvolution techniques have been applied to well test pressure and rate data as a means to obtain the constant-rate behavior of the system. [8] [9] [10] [11] [12] (A through review and list of the previous deconvolution algorithms can be found in the paper by von Schroeter et al.
2 ) The primary objective of applying pressure/rate deconvolution is to convert the pressure data response from a variable-rate test or production sequence into an equivalent pressure profile that would have been obtained if the well were produced at a constant rate for the entire duration of the production history.
If such an objective could be achieved with some success then the deconvolved response would remove the constraints of conventional analysis techniques 13, 14 that have been built around the idea of applying a special time transformation (based on the logarithmic multi-rate superposition time) to the test pressure data so that the pressure behavior observed during individual flow periods would be similar in some way to constant-rate system response. As is well known, 14 the superposition-time transform does not completely remove all effects of previous rate variations and often complicates test analysis due to residual superposition effects.
Due to these reasons, pressure/rate deconvolution problem has attracted considerable interest over the past 40 years. Unfortunately, deconvolution requires the solution of an illconditioned problem; meaning that small changes in input (measured pressure and rate data) can lead to large changes in the output (deconvolved) result. Therefore, this ill-conditioned nature of the deconvolution problem combined with errors that are inherent in pressure and rate data makes the application of deconvolution a challenge; particularly so in terms of developing robust deconvolution algorithms which are errortolerant.
Although there exist a variety of different deconvolution algorithms proposed in the past (see von Schroeter et al. 2 Levitan, 3, 4 and Ilk et al. 5, 6 appear to offer robustness to the long-standing deconvolution problem and make deconvolution a viable tool to well-test and production data analysis.
In this paper, our objectives are to independently reproduce the von Schroeter et al. 1, 2 and Levitan 3,4 algorithms as well as Ilk et al. 5, 6 algorithm, and use these three algorithms to establish the advantages and limitations of each algorithm in the form of a comparative study.
The paper is organized as follows: First, we describe the pressure/rate deconvolution model and error model for pressure and rate data considered in this work. Then, we provide brief mathematical background of the von Schroeter et al.,
1,2 Levitan 3,4 and Ilk et al. 5, 6 algorithms together with their specific features. We compare the performance of each algorithm by considering several synthetic examples. The final two section presents application and comparison of these three algorithms to several field well-test and production data sets.
Pressure/Rate Deconvolution Model
The pressure/rate deconvolution model considered in this study (as well as in Refs. [1] [2] [3] [4] [5] [6] is given by the well-known convolution integral: where q m (t) and p m (t) are the measured flow (production) rate and pressure at any place in the wellbore including the wellhead (surface) or sandface, and p 0 is the initial pressure. In Eq. 1, p u is referred to as the constant-unit-rate pressure response of the well/reservoir system if the well were produced at a constant unit-rate. It is worth noting that p u is the rate-normalized pressure response in psi/(STB/D), and any reference rate other than unity can also be used for normalizing p u . Throughout in this paper, p u is normalized by a constant rate of 1 STB/D and hence, represents the constantunit-rate pressure response of the system. Eq. 1 assumes that at the beginning of production, the wellbore/reservoir system is in equilibrium and pressure is uniform throughout the system at p 0 . In addition, Eq. 1 is an expression of the principle of superposition 15 that is valid only for linear systems; e.g., single-phase flow of slightly compressible fluid in porous media.
It is important to note that if we can measure pressure and rate at the sandface and use these measurements in Eq. 1; i.e., for this case, the p m and q m in Eq. 1 represent the pressure and rate on the reservoir side of the wellbore/reservoir interface, then p u generated from Eq. 1 would represent the constantunit-rate pressure response including the skin (treated as constant for the entire history) of the system without wellbore storage effects regardless of whether the wellbore storage coefficient changes during the entire history of well-test and production sequence.
In cases for which the skin factor changes with time, then Eq. 1 is not the correct superposition equation -and using Eq. 1 as the basis for deconvolution will not produce the correct constant rate response function, p u (t). Levitan 3 provides an appropriate deconvolution formulation in terms of p m and q m (based on sandface measurements) for cases where the wellbore storage coefficient and skin factor are permitted to change with time (see Eqs. 4-5 of Ref. 3) .
As also noted by Kuchuk 16 and Levitan, 3 the acquired pressure and rate data are usually not obtained at sandface conditions, but are actually measured somewhere in the wellbore (rate at the surface is most common, pressure can be measured at surface or bottomhole conditions). In addition stepwise constant rate sequences (steps) are often produced by operating chokes and valves normally located at the surface or in the wellbore somewhere above the reservoir interval. 3 Therefore, in cases where the pressure and rate data are acquired above the reservoir interval, it can be shown that Eq. 1 is a valid deconvolution model if and only if the wellbore storage coefficient and the skin factor are constant during the entire history of pressure and rate measurements. If these constraints on the wellbore storage and skin factor are satisfied by the test data, then p u (t) generated from Eq. 1 will represent the constant-unit-rate pressure response of the system including the effects of the skin factor and wellbore storage coefficient, C w , which is due to the wellbore volume below the point at which the rate q m is measured. 16 By considering simulated test data that have different wellbore storage coefficients during different flow periods, Levitan 3, 4 demonstrates how Eq. 1 fails to produce a physically meaningful response function p u (t), particularly during the late-time portion of the p u (t) response. Levitan 3,4 also discusses other cases (e.g., interference effects and commingled reservoirs) and notes that Eq. 1 is not the correct superposition equation for such cases.
As suggested by Levitan, 3,4 when we deal with inconsistent data, which is usually the case in real test data, a deconvolution algorithm based on Eq. 1 should be applied in using the pressure data from an individual flow period(s) -in particular the pressure data obtained from pressure buildup portions of the test sequence. Levitan shows that when used in this mode, the algorithm produces reliable results for p u (t), and hence deconvolution of test pressure data performed one flow period at a time provides comparison and evaluation of the results from several deconvolutions. As to be discussed later, the deconvolution algorithms developed by von Schroeter et al., 1, 2 Levitan, 3, 4 and Ilk et al. 5, 6 has built-in flexibility to process through deconvolution the pressure for any subset of flow periods in a test sequence.
In this work, we compare the performance of three different deconvolution algorithms based on Eq. 1 using simulated pressure and rate data sets corrupted by noise. It is important to note the error model that we use for pressure and rate data and how we add error to simulate noisy pressure and rate data sets. As in the von Schroeter et al.
1,2 work, we consider independent, identically distributed normal random errors with zero mean and specified standard deviations for pressure and rate data computed from, respectively, η η = = corresponds to error level of 5 percent in pressure drop and rate data) and given true pressure drop and rate data, we compute the standard deviations of errors in pressure drop and rate data as imposed using Eqs. 2 and 3. Specifiying different seed numbers for pressure drop and rate data, then the M-dimensional and N-dimensional vectors of normally distributed, independent random errors with zero mean and specified standard deviations are generated for pressure drop and rate data, respectively. We will let ε and δ represent the M-dimensional and N-dimensional vectors of normal errors generated for pressure drop and rate data, respectively. These sets of random errors are added to the true pressure and rate data to generate the corrupted (or ''measured'') pressure p m and rate q m which will be used for deconvolution. The errors are added to pressure and rate data, respectively, as follows: This error generation process will provide the same standard deviation of errors in both the absolute pressure p m and the pressure drop Δp m (=p 0 -p m ). However, the specified error level (η p ) for the pressure drop data may not correspond to the same percentage of error level in the pressure data p m because magnitudes of the pressure and pressure drop data may differ significantly. As a final clarification, the (fractional) percentage of error is defined by the pressure change (Eq. 2), not the absolute pressure.
One may wish to argue the validity of using independent, identically distributed normal random errors with zero mean and specified standard deviations to model errors in both the pressure and rate data. However, this error model is typically valid and is the most commonly used one to interpret the errors in actual pressure and rate measurements. This model also forms the basis of the all three algorithms (i.e., the assumption of randomly distributed errors) considered in this study. However, we note that this error model may not be realistic -particularly, for cases where the rates are allocated based on a few measurements.
Obviously, more general error models for pressure and rate data measurements could be employed [e.g., systematic and/or normal errors with zero mean and variable variance and with correlations (i.e. non-diagonal covariance matrix for errors)] to study the performance of the deconvolution algorithms considered in this work. However, it is not our intention to broaden our investigation to consider such error models in this study.
Description of Deconvolution Models Considered
Here, we present a brief description of each of the pressure/rate deconvolution algorithms proposed by von Schroeter et al., 1 u u dp t dp . The selection of z(τ) as a new solution variable ensures that the dp u (t)/dlnt is positive, a necessary condition that a constant-unit-rate response of the system should satisy. This use of z(τ) converts Eq. 1 to a nonlinear convolution equation given by ( ) Second, a regularization based on the curvature of z(τ) is imposed to achieve some degree of smoothness of the solution z(τ) and to improve the conditioning of the deconvolution algorithm.
Third, most importantly, their formulation accounts for errors in both the rate and pressure data by considering a special least-squares formulation known as the Total LeastSquares (TLS) problem. 1, 2, 17, 18 Within the TLS concept, the deconvolution problem can be posed as an unconstrained nonlinear minimization for which the objective function is defined as Δp is formed with the first, or maximal, pressure sample in place of the initial pressure. 1 In our applications of the von Schroeter et al. algorithm, we find that the default value given by Eq. 9 for the relative error weight ν to be used in Eq. 8 works fine. So, in all of our applications, we leave the relative error weight ν as the default value computed from Eq. 9.
On the other hand, we find that the value of the regularization parameter λ has a strong influence on the z function. We found that when the default value computed from Eq. 10 was used; the z response estimated from the minimization was always overly smoothed (or over regularized). However, when the value of λ computed from Eq. 10 is divided by the Frobenius norm of the matrix D (see Eq. B-7 in Ref. 1 for the definition of the Frobenius norm), we found that the resulting value of λ provides a good initial guess as a starting point for determining the required level of regularization.
Similar to von Schroeter et al.'s suggestion, we start by using a λ value equal to the value of λ def divided by the Frobenius norm. As von Schroeter et al. 2 state, determining the optimal value of λ in this way requires a trial-and-error procedure and is subjective. As such, this could be considered as a disadvantage of the von Schroeter et al. 1, 2 algorithm. Similar to von Schroeter et al., we find that in general, for a fixed number of nodes, the optimal value of λ depends on well/reservoir model behavior and on the error levels in the pressure and rate data.
Another disadvantage that may be noted about the von Schroeter et al. algorithm is their assumption regarding the behavior of the z function before the first node. von Schroeter et al. assume that the wellbore-storage unit-slope line is valid for the behavior of the z response before the first grid node. In cases where wellbore storage effects do not exist, which would be very rare in practice, the deconvolved response at early times can be in error if an over-regularization is applied. As discussed in the next section, Levitan's pressure/rate deconvolution algorithm removes this restriction.
The deconvolution algorithm of von Schroeter et al. 1 ,2 has built-in flexibility to automatically correct rates and initial pressure. However, our observations as well as Levitan et al.'s 3, 4 indicate that it is very difficult, if not impossible, to determine simultaneously the correct values of rates and initial pressure unless we have consistent data sets with error levels in both the pressure and rate data which can be tolerated by the algorithm. We must also provide close initial guesses of rates and initial pressure to the corresponding true, unknown values. For this reason, in their unpublished version, 1 von Schroeter et al. do not recommend attempting to estimate initial pressure if the rates and response function z are both unknown.
The question becomes how can the appropriate deconvolved response function z be determined if the flow rates and initial pressure are both uncertain? This situation necessitates accurate measurements of rate and the accurate representation of well rate history in deconvolution. Levitan et al. 4 recommends a trial-and-error procedure, where the initial pressure is treated as an input parameter, to determine initial pressure from at least two buildup periods (provided that two pressure buildups exist in the entire test sequence).
The von Schroeter et al. deconvolution algorithm as well as the Levitan algorithm is a time-domain method that can be applied to only a small portion of the entire pressure sequence (e.g., pressure buildup periods 3,4 alone). However, as shown by Levitan, 4 when deconvolution is applied in this mode, the accuracy of response reconstruction is dependent on duration of the period chosen for deconvolution, as well as duration of the flow-rate history preceding the selected period. The accuracy improves as the durations of the event selected and preceding history increase. 4 As also noted by Levitan, 4 this is a fundamental limitation of the individual-flow-period (or PBU) deconvolution approach. We should note, however, that this is the only viable approach when working with inconsistent welltest/production data sets.
Finally, it is important to note that in the work of von Schroeter et al.,
1,2 the focus is the reconstruction of the derivative of the constant-unit-rate pressure (i.e., z(t)) with respect to the natural logarithm of time (see Eq. 6). The authors do not comment how one can reconstruct the constantunit-rate pressure response p u (t) from the estimated z response using the von Schroeter et al. algorithm. Our results show that the algorithm can be used to reconstruct the constant-unit-rate pressure response p u (t) from the estimated z response by use of the discretized version of Eq. 7 (with all q m 's replaced by unity) in cases where we have wellbore storage effects exist at early portion of the data. In cases where there is minimal (or no) wellbore storage effects, our results show that we can still reconstruct p u (t) provided that the first grid node value is always chosen smaller than the first observed time point in the entire pressure data. In such cases, the z value estimated for the first grid node contains a "Dirac delta" component which represents the skin effect.
As noted by Levitan, 3 p u (t) can also reconstructed from the estimated z by using numerical integration (e.g., applying a composite trapezoidal rule of integration) provided that we have the value of p u at the first grid node, denoted as p u (t 1 ). As shown in the next section, to estimate the p u (t 1 ), Levitan 3 uses an approximate equation (Eq. 11) involving p u (t 1 ), which is derived from Eq. 7 under the assumption that the time corresponding to the first grid node τ 1 (or equivalently t 1 ) is sufficiently small.
Levitan Deconvolution Algorithm. Levitan's
3 pressure/rate deconvolution algorithm is based on the same concepts as proposed by von Schroeter et al. 1, 2 However, the Levitan algorithm differs from the von Schroeter et al. algorithm in two aspects.
First, Levitan uses a deconvolution equation which removes the restriction of the von Schroeter et al. assumption that the wellbore-storage unit-slope line is valid before the first node. As noted previously, Levitan's pressure/rate deconvolution equation assumes that the time corresponding to the first grid node τ 1 (or equivalently t 1 ) is sufficiently small so that Eq. 7 can be accurately approximated by (12) where C is the M N × dimensional matrix of response coefficients for which analytical expressions can be derived by approximating the flow rate q m (t) using stepwise constant-rate functions and are given in Refs. 1 and 2. Note that the matrix C in the Levitan algorithm is not identical to the matrix C in the von Schroeter et al. algorithm because the integration limits in Eq. 7 and Eq. 11 are different. y in Eq. 12 is an Mdimensional column vector of flow rates at the times where the pressure measurements, p m , are made. The elements of y are also included in the elements of the unknown flow-rate vector of y. p ς , q ς , and c ς represent the error bounds (or scale parameters) for the pressure, rate and curvature constraints. 3 Although the objective function given by Eq. 12 assumes identical error bounds for pressure and rate data, our implementation of the deconvolution algorithm allows us to use different values of the error bounds for different portions of pressure and rate data.
Similar to Levitan, 3 we use the algorithm for unconstrained minimization given by Dennis and Schnabel 20 to minimize the objective function of Eq. 12. The Levitan algorithm considers p u (t 1 ) as an unknown, in addition to the unknowns p 0 , y and z to be estimated by minimization of Eq. 12. As suggested by Levitan, in our applications based on the deconvolution algorithm of Eq. 12, we use 70 uniformly spaced nodes and choose the first grid node at 10 -2 hours, unless otherwise in Eq. 12 corresponds to the value of λ = 400 in the objective function of Eq. 8.) Levitan 3 states that choosing the values of the error bounds for rates are not straightforward and recommends that larger values of q ς be assigned to the flow periods where we expect large uncertainty in flow rate data. We use the same strategies suggested by Levitan 3 for choosing starting values of p u (t 1 ), p 0 , z and y in nonlinear minimization of Eq. 12.
One of the disadvantages associated with the application of the Levitan algorithm is that it is usually more difficult to find appropriate values of the weights (i.e., error bounds p ς , q ς , c ς ) to be used in Eq. 12, as compared to the approach of von Schroeter et al. Another potential disadvantage of the Levitan deconvolution algorithm is that there is no positivity constraint applied for p u (t 1 ) and thus, there is no guarantee that positive values of p u (t 1 ) will be estimated by minimization of Eq. 12. In fact, as to be shown later, we sometimes obtain negative estimate for p u (t 1 ) when working with noisy pressure data sets. Our implementation of the Levitan algorithm has built-in flexibility to process through deconvolution the pressure data for any subset of flow periods which occur in a well-test or production sequence, and allows to select the rates during specific flow periods to be included in the list of model parameters (see the arguments of E in the left-hand side of Eq. 12).
Ilk et al. Deconvolution Algorithm. The Ilk et al. 5, 6 algorithm uses quadratic B-splines (or in other words, second order Bsplines, denoted by B 2 throughout) with logarithmically distributed knots to represent the unknown dp u (t)/dt, simply denoted by (14) or equivalently:
where c is the n-vector of unknown coefficients. Selecting the most appropriate basis for logarithmic distribution of B-splines is very influential on the deconvolved response functions. 21 In other words by selecting the basis, the number of B-splines is set. The fewer the number of B-splines results in over-smoothing and introduces bias -and conversely the greater the number of B-splines can result in oscillations in the deconvolved response functions (especially in well test derivative function).
If analytically defined. The rate profile is not "forced" to be an analytic function, but segments of the rate profile are represented by individual functions which can be easily transformed into the Laplace domain. The elements of the X matrix are calculated by using numerical inverse Laplace transformation (here denoted by b t > are excluded, because those splines "start" later than the time of the given observation and they are zero. The success or failure of this approach relies heavily on the accuracy of the numerical Laplace transform inversion. As such, the multi-precision GWR algorithm 22 is used to obtain the elements of the X matrix.
For ideal cases where there are no errors associated with input pressure and rate data, then both sides of Eq. 16 are identical. However, in practice there are always discrepancies between observed pressure data and regenerated (convolved) pressure response. In other words, the goal of B-spline deconvolution is to minimize the following objective function by finding the values for c in the least squares sense:
where W is the MxM diagonal weighting matrix with diagonal elements equal to w j , for j=1,2,…,M. We note that in the cases where the same weights are assigned to each pressure measurement in Eq. 19, the weights can be eliminated (because multiplying all the mismatch terms by the same positive weight does not change the minimum) and hence Eq. 19 can be reduced to: (20) which is the objective function for the ordinary least-squares problem.
To obtain the Laplace transform of the rate, the Ilk et al. method considers various options. The one that the authors prefer is to dissect the rate into N segments with starting times , 1,...,
In each segment they describe the incremental contribution by an exponential term and hence the rate is obtained in the form 
t c B t t c B t
These conditions require that the value of the logarithmic derivative of the constant-rate response differ only "slightly" between the knot and the middle location. Note that the whole system (Eq. 19 or 20 with Eqs. 23 and 24) is overdetermined. Hence, Eqs. 23 and 24 will not be satisfied exactly, and their influence on the solution will depend on how the size of the regularization parameter α that is selected. If α is zero, there is no regularization. In the presence of random noise and/or other inconsistencies, a positive α is selected based on an informal interpretation of the discrepancy principle -i.e., the value of the regularization parameter is increased until the calculated (model) pressure difference begins to deviate from the observed pressure difference in a specific manner. The mean and standard deviation of the arithmetic difference of the computed and input pressure functions are also computed. Increasing the α parameter to the point where the problem is over-regularized will yield a solution that is over smooth and dominated by bias. The augmented overdetermined system is solved using the pseudoinverse of the sensitivity/coefficient matrix with a default cut-off for the smallest singular value. 5, 6, 21 For an application of the Ilk et al. deconvolution algorithm -in addition to observed rates and observed pressures, an estimate of the initial reservoir pressure, the starting times of the rate segments, q k t , the basis for the spline-knots, b, and the regularization parameter, α, are all data which must be specified.
By using the estimates of c coefficients obtained by minimization of Eqs. 19 or 20 subject to the constraints of Eqs. 23 and 24, the constant-unit-rate pressure and its natural logarithmic derivative responses are reconstructed by the following equations, respectively, An advantage of the algorithm is that it can treat variable rate without using step-wise approximation. This can be useful, particularly when dealing with continuously measured bottom-hole flow rates. When a profile of piecewise constant surface rates like in a well-test sequence are considered, there is little benefit from using the Ilk et al. algorithm, and such data can be equally well processed by the von Schroeter et al. and Levitan algorithms.
One of the obvious disadvantages is that variable rate profile must be dissected into continuous segments. Also, the current version of the algorithm does not allow for the estimation of initial pressure and rates. Ilk et al. proposes a trial-and-error procedure for determining initial pressure with the rates fixed in the algorithm. As a procedure, Ilk et al. begin with an initial estimate (guess) of the initial reservoir pressure and observe the comparison between re-constructed pressure profile (using the results of deconvolution) and the given pressure data (without using regularization). Once a good approximation of the initial pressure is obtained, the process deconvolution process is performed again, this time using regularization.
The for the Levitan deconvolution algorithm (Eq. 12). As we can see from Figs. 2 and 3, each algorithm gives almost identical results for the p u (t) function and its natural logarithmic derivative for both buildup periods. These results verify that the algorithms can be applied to individual flow periods and that these algorithms can be sued on inconsistent data sets for which the initial reservoir pressure and flow rates are known (exactly). Although not shown, when we applied the deconvolution algorithms to process the pressure data for the entire test sequence at once, all of the algorithms failed to produce the correct solution, and we obtained a very similar response function to that Levitan 3 (as shown in Fig. 5 
Synthetic Example 2.
The true pressure and rate data as well as their noisy versions with different error levels for this simulated test example are shown in Fig. 4 . The model for an unfractured vertical well in a double-porosity reservoir with a no-flow circular boundary and including wellbore storage and skin effects is used for this case. The input parameters are given in Table 1 .
It is worth noting that we consider continuous measurements of flow rate data in this example so that we can investigate the performance of the deconvolution algorithms based on constant step-wise approximation of flow rates. In addition, we consider different levels of normally distributed errors generated from Eqs. 2 and 3 and added to flow rate and pressure data to investigate the robustness of the algorithms. For Example 2, we will apply the deconvolution algorithms to process the pressure data for the whole test sequence in one pass. In our applications with the von Schroeter et al. and Levitan algorithms, we only fix the initial pressure at its true value of 8000 psi. For the Ilk et al. algorithm, in addition to fixing the initial pressure at 8000 psia, we also approximate the rate history using piecewise exponential functions (Eq. 21) as described above.
Our first task is to apply the deconvolution algorithms to process the clean (true) pressure data by using the flow rate history approximated by piecewise constant steps (shown as red curve in Fig. 5). Fig. 6 presents the results obtained from the deconvolution algorithms.
In Fig. 6 , results pertaining to the Ilk et al. algorithm were obtained by using flow rate represented by Eq. 21 without regularization (i.e., α = 0). As is seen from von Schroeter et al. 2 Levitan 3 Ilk et al. 5 True p u (t)
True log. derivative It is important to note that the deconvolved responses from the von Schroeter et al. algorithm were obtained by using a regularization parameter λ =10 -4 λ def , where λ def is computed from Eq. 10, and the deconvolved responses from the Levitan algorithm were generated by using 0.01 in Eq. 12. The reason for applying a regularization, though "minimal", for the von Schroeter et al. and Levitan algorithms is that our applications of these algorithms for this example with true pressure and step-wise rates shown in Fig. 6 produces wild oscillations in deconvolved unit-rate derivative response. For example, Fig. 7 shows the deconvolved responses from the von Schroeter et al. algorithm with no regularization (λ= 0). The reason for these oscillations is due to the fact that continuous pressure data corresponding to continuous flow rate data cannot be represented rigorously by the approximated flow rate based on constant steps. However, when a "minimal" regularization is used for the von Schroeter et al. (and also for the Levitan) algorithm, as shown in Fig. 6 , the deconvolved responses reconstruct the corresponding true unit-rate responses very well. Although not shown, increasing the regularization component systematically, we achieve a near-perfect match of the deconvolved and input pressure functions. In a practical sense, as suggested by von Schroeter et al. and Levitan, their deconvolution algorithms should be applied with minimal regularization so as to avoid oscillations as those shown in To investigate the robustness of the von Schroeter et al.,
Levitan, 3,4 and Ilk et al. 5, 6 deconvolution algorithms, we seed errors into the input pressure and rate data. In Figs. 8, 9 , and 10 we show the deconvolution results generated for different combinations of error imposed on the input rate and pressure data for the von Schroeter et al., Levitan, and Ilk et al. algorithms, respectively. For the von Schroeter et al. algorithm (Fig. 8 ) and the Levitan algorithm (Fig. 9) , piecewise constant rates with errors are used and treated as unknowns in the deconvolution process. For the Ilk et al. algorithm (Fig. 10 ) the rate history is fixed and fitted using piecewise exponential functions (Eq. 20).
For each algorithm presented in Figs. 8, 9 , and 10 we have developed a "best fit" using the regularization mechanism for a particular algorithm. The control and regularization parameters for each method are presented in Table 2 . The ν-parameters given in Table 2 Fortunately, each algorithm appears, from this synthetic example to be competent (i.e., robust) for practical applications in well test and production data. Synthetic Example 3. This example considers a bit more complex production history, and pertains to the synthetic well test sequence as shown in Fig. 11 . The test sequence is an example of consistent data set. The reservoir model used to generate this test example is a homogeneous reservoir with wellbore storage and skin effects in a closed (bounded) rectangle reservoir. The input model parameters for this example are given in Table 3 and we note that the test sequence was generated using the Saphir software. 25 The pressure data to be used in deconvolution are free of errors (see circular data points in Fig. 11 ). However, input rate data for deconvolution contain 15 percent normally distributed errors generated using Eq. 3. In Fig. 11 , the "true" rate and "error" rate are shown red and blue lines, respectively, and indicate the effect of "discontinuous" errors (i.e., error that is applied to a step function as opposed to a continuous function).
Before proceeding with deconvolution of individual flow periods, we should mention that when we processed the pressures for the entire test sequence in one pass with initial pressure and rates treated as unknown (initial guess for the flow rate was the "incorrect" rates shown in Fig. 11 , and the guess for the initial pressure was taken as the highest pressure in the test sequence), we were able to reconstruct the true constant-unit-rate pressure responses as well as correct rates and the initial pressure by using the von Schroeter et al. and Levitan algorithms.
However, our main objective is to investigate the effect of rate errors on the performance of the deconvolution algorithms, for cases where the algorithms are applied using the entire rate history (obviously), but only pressure buildup portion(s) of the pressure data. The goal is to assess the viability of recovering both the correct pressure response function and the correct initial reservoir pressure in the presence of uncertainty in the rate history. This is essentially the procedure proposed by Levitan 3 In Fig. 12 we present the deconvolved responses derived from the two pressure buildup tests -the first test (PBU 1) occurs from 12 to 25 hr and the second test (PBU 2) occurs from 57 to 100 hr. Both responses were deconvolved with the Levitan algorithm using 0.01 12, and the initial reservoir pressure was fixed at the correct (input) value of 5000 psia. In Fig. 12 we note that the deconvolution responses derived from the two buildups have very similar behavior, but the deconvolved responses for PBU 2 are vertically shifted below those for PBU 1 -this is a clear artifact created by the erroneous rate history provided to the deconvolution algorithm. These results suggest that if the initial reservoir pressure is known (exactly), then the inaccuracy or inconsistency in rates will be reflected as a vertical shift in the deconvolved pressure drop and derivative responses of PBUs. In practice, for field test cases where we know the initial reservoir pressure and then observe a vertical shift in the deconvolved PBUs responses, this shift suggests that the production history is inaccurate. To be fair, the same phenomena would (and does) occur in conventional pressure transient test analysis where the rate history is inaccurate -this is often seen as a "change" in permeability with time (rather than what really causes the effect, erroneous flow rates). We now consider the case where the accuracy of the initial reservoir pressure is suspect, in addition to the possibility of errors in the flow rates. The question remains -can we diagnose the effects of an incorrect initial reservoir pressure and an incorrect flow rates profile using deconvolved responses obtained by processing individual PBUs one at a time? Fig. 13 compares the deconvolved responses derived from PBU 1 and PBU 2 pressures using an erroneous initial reservoir pressure of 4950 psia. Fig. 14 compares the deconvolved responses derived from PBU 1 and PBU 2 pressures using an erroneous initial reservoir pressure of 5020 psia. Fig. 13 shows that if the initial reservoir pressure used in deconvolution is less than the correct value, then the late-time derivative trend of the response derived from the earlier buildups (e.g., PBU 1 in our example) falls below the corresponding derivative trend of the response from the later buildups (e.g., PBU 2 in our example).
By contrast, as shown in Fig. 14 , if the initial reservoir pressure used in the deconvolution procedure is greater than the correct value, then the (deconvolved) logarithmic pressure derivative responses for both PBU 1 and PBU 2 pressures are vertically shifted (as in the previous case), but now these derivative functions have the same shape, and appear to be only shifted from the input solution.
Attempting to merge the derivative curves of the two PBU responses to produce an almost identical behavior at late times by optimizing the initial pressure estimate will only yield (at best) the responses shown in Fig. 12 . So, Levitan et al.'s suggested approach for this example will certainly help to determine the correct value of initial pressure and identify issues of accuracy with regard to the production history.
Based on the observations in Figs. 12-14 , where an erroneous flow rate history exists, but the initial reservoir pressure is also varied, suggest that we may be able to identify the correct reservoir model for cases where erroneous flow rates are used in the deconvolution procedure. The issue of the initial reservoir pressure appears to be one where some sort of trial and error process should be used. We do advise caution, the deconvolution process based on individual flow periods should be treated delicately, and not as a filter to reprocess erroneous rate and pressure data.
In Fig. 15 the pressure history is "reconstructed" using convolution (or superposition) performed on the deconvolved pressure data (still utilizing the erroneous flow rate history). We note that the "reconstructed" pressure history verifies the erroneous rate history (the pressures do not match), except for the final pressure buildup were the observed and reconstructed pressures match very well. This match of the final PBU is expected since these (measured) pressure data served as the basis for the deconvolution. We believe that the procedure given above will help to determine the correct initial pressure and to identify issues with rate quality. At this time, however, we are sure that a similar trial-and-error procedure for correcting initial pressure estimates can be extended to attempt to correct errors in the production history by processing individual flow periods.
Comparisons of Algorithms with Field Data
In this section we consider three field case examples to illustrate application of the deconvolution algorithms being tested in this work. The field examples are as follows:
1. An extended drawdown/short buildup well-test sequence from a horizontal well producing oil at a condition above the bubble point pressure. 2. The continuous pressure and rate history from a vertical oil well (no designated drawdown/buildup events). 3. A well-test sequence (4-point drawdown/extended buildup) from a geothermal well in Turkey producing from a liquid-dominated fractured/faulted reservoir system.
Field Example 1.
This example consists of an extended drawdown/short buildup well test sequence taken over a 1200 hr period from a horizontal well. Rate measurements were reported every 2 hours -both pressure and rate decline steadily throughout the test, as shown Fig. 16 .
The test sequence contains a buildup period with duration of 250 hrs at the end of the sequence. We note that there is only single buildup period, and that the initial reservoir pressure is not known for this example. From our prior efforts with synthetic cases, we showed that in such circumstances based on deconvolution of single buildup period, we cannot uniquely determine both the initial reservoir pressure and the constant-unit-rate response -even if we assume that the flow rate history is known accurately. We consider the following approach to determine an appropriate value of initial pressure for the von Schroeter et al., Levitan, and Ilk et al. algorithms . First, our approach is based on the assumption that the flow rate data given are accurately measured so that they can be treated as known in these algorithms. Then, an appropriate value of the initial reservoir pressure can be determined as the one providing the best match of the entire measured pressure with those reconstructed by deconvolution of the pressure buildup data.
In this trial-and-error procedure, initial reservoir pressure is input.
In Fig. 17 we present the matches of complete pressure sequence with the deconvolution of the pressure buildup pressures using four different values of the initial reservoir pressure (4759, 4787, 4795, and 4810 psia). Based on the rootmean-square (rms) errors, the best "fit" of the data occurs using an initial reservoir pressure estimate of 4795 psia. Fig. 18 presents the deconvolved pressure drop and derivative responses derived using the each of the deconvolution methods performed only on the measured buildup pressures, using the presumed initial reservoir pressure estimate of 4795 psia. We also provide conventional pressure buildup pressures and derivatives plotted versus buildup elapsed time (where the pressure derivatives are computed using multi-rate (radial flow) superposition time 26 ). The parameters used to generate the deconvolved responses are summarized in Table 4 .
The results of Measured data and deconvolution results in the time interval from 0.1 to 20 hr indicate that this is a transition period which may be due to a non-centered horizontal well in the formation thickness or a non-rectilinear horizontal well. We did not attempt to provide a conventional, model-based analysis of the deconvolved unit-rate pressure responses because the required reservoir and fluid property data were not provided. Such an analysis would include a convolution (i.e., superposition) of the rate history as part of the model-based analysis, specifically the pressure history match. Finally, we should note that conventional buildup derivative responses (normalized by the last rate, 5022 STB/D) based on multi-rate superposition time (dashed curve in Fig. 18 ) as well as the buildup pressure change normalized by the last rate (solid curve in Fig. 18 ) cannot be used to identify the flow regimes beyond 250 hr (i.e., the extent of the measured pressure buildup data). Also, it is worth noting that the conventional buildup responses go below the deconvolved responses after 30 hrs, which is probably due to the fact that multi-rate (radial flow) superposition time 26 does not completely remove all effects of rate variation before the buildup.
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Field Example 2. In this example, both downhole pressure and flow rate were acquired simultaneously. We have daily pressure and rate data which both show a smooth decline over a period longer than 4 months (Fig. 19) . The reservoir is 161-ft thick sandstone with high permeability and contains highly undersaturated oil at reservoir condition (3000 psi above the bubble point). The same data were processed by rate/pressure deconvolution previously in Ref. 7 .
In this example we cannot (or more appropriately, should not) estimate both the initial reservoir pressure and the unitrate-pressure response from the deconvolution process because there are no specific buildup (i.e., shut-in) periods. As with the previous field case, we again assume as accurate the rate profile and the initial reservoir pressure estimate (5381 psia). In Fig. 20 , where Q represents cumulative production and q is the flow rate. 27, 28 As is well known, 29 rate-normalized solutions are approximate mechanism for representing variablerate/pressure histories and work best when rate and pressure variations are monotonic (which is the case for this example). As the pressure and rate data decrease monotonically, the ratenormalized pressure drop and its logarithmic derivative versus the material balance time data should provide good approximations to the corresponding (deconvolved) constantunit-rate solutions.
As in the previous field example case, the algorithmic parameters used for each deconvolution algorithm are given in Table 4 . We note that in this example all of the deconvolution algorithms produce very similar responses, particularly so after 400 hr. We also find that the deconvolved pressure drop and derivative functions merge to a unit slope line, which is characteristic of pseudosteady-state (or boundary-dominated) flow. There are some discrepancies in the deconvolved responses at early times, but we find that the deconvolved responses from the Ilk et al. algorithm agree very well with the rate-normalized responses based on the material balance time.
As a point of interest, we believe that this is an example of a production sequence which is less appropriate for general deconvolution models used because there are no specific pressure buildup features in the sequence that would help us to identify any data inconsistencies (poor flow rate estimates and the influence of the initial reservoir pressure). Field Example 3. This example consists of a well-test sequence (4 distinct step rate changes and 1 shut-in) acquired over a 16 hr period from a geothermal well producing from a liquid-dominated, highly permeable fractured/faulted reservoir system. The pressure measurements were taken from a downhole quartz gauge, and rate measurements were taken at the surface using a sluice. Fig. 21 presents the pressure and rate data for this well-test sequence (note that a single pressure buildup profile of about 4 hr is acquired at the end of the testing sequence). In this example, the measured initial pressure is about 280 psia. The conventional Horner analysis plot (not shown here) yields an initial reservoir pressure estimate of 279.9 psia. Also not shown here is the conventional (multi-rate) test analysis of each flow period, which indicates a highly inconsistent test example with changing wellbore storage effects within each period as well as non-Darcy flow (i.e., a rate-dependent skin profile). Given those issues, we will derive the deconvolved constant-unit-rate response using only the pressures of the buildup period -and we will assume that both the rate history and initial reservoir pressure estimate are accurate. Fig. 22 , and the deconvolution results are compared to the conventional pressure buildup derivatives based the multi-rate (radial flow) superposition time 26 plotted versus shut-in time. The algorithmic parameters for deconvolution are again given in Table 4 . In this case we should note for the Levitan algorithm, we fixed p u (t 1 ) in Eq. 12 by using the value of the deconvolved unit-rate derivative response estimated at the first node from the von Schroeter et al. algorithm. This action was necessary in order to generate the "expected" unit-rate pressure responses from the Levitan algorithm.
The deconvolved responses give an indication of a partially penetrating geothermal well (-1/2 slope line in the interval from 0.07 to 0.2 hr) producing near a highly conductive fault (-1 slope line in the time interval from 0.3 to 1 hr), and then a flattening followed by almost a 1/2 slope line from 2 hr to the end of the data). This 1/2 slope line may indicate a channel or other flow constriction (e.g., parallel faults). It is interesting to note that the conventional buildup pressure change and its derivative also agree very well with the deconvolved responses (based on the initial reservoir pressure estimate of 280 psia) until 4 hr -which is the total duration of the buildup period.
To investigate the effect of initial reservoir pressure on the deconvolved responses, we used an initial reservoir pressure estimate of 279.9 psia in each deconvolution algorithm. Each algorithm gave essentially the same results as for the case where we assumed the initial reservoir pressure to be 280 psia. As such, we plotted only the results generated by the von Schroeter et al. algorithm for p i =279.9 psia, as shown by the pink data points in Fig. 22 . It is interesting to note that the deconvolved derivative responses generated with the initial reservoir pressures differing by only 0.1 psi show completely different flow regimes at late time; the one based on 280 psi shows 1/2 slope line indicating a channel or parallel faults, while the other based on 279.9 shows almost 1/4 slope line, indicating a finite conductivity fault. 30 For sure, we cannot determine the correct boundary model based on the deconvolved late time data for this example due to sensitivity of deconvolved late-time derivative response (after 4 hr) to the initial reservoir pressure.
This example also demonstrates how sensitive deconvolution could be to the initial pressure at late time where we actually desire to extract more information about the reservoir model and boundaries than conventional buildup analysis. The main reason for such high sensitivity for this field example case that we believe is due to the fact that the system is highly permeable (a couple of Darcy) and there is a strong recharge through a highly fractured/faulted network, and the buildup pressure measurements approach the gauge resolution at about 3 hour and hence we believe that the pressure measurements made after 3 hr are just noise and do not contain any information about the reservoir system. Actually, this example also clearly shows how careful we must be when we interpreting the results of deconvolution. We did not have a chance to check the validity of the initial pressure by a trial-and-error procedure suggested by Levitan et al. 4 because there is no second buildup in the test sequence. We must also address the p u (t 1 ) issue which arose from the Levitan algorithm, in this example we estimated p u (t 1 ) to be a negative value using the Levitan algorithm. When p u (t 1 ) is treated as an "optimization parameter" in the Levitan algorithm, we obtain the responses shown by the green data points in Fig. 23 . Obviously this deconvolution differs significantly from the results of the von Schroeter et al. algorithm, and our mechanism to address this result is to use the p u (t 1 ) estimate from the von Schroeter et al. algorithm and reprocess the data using the Levitan algorithm. We believe that this issue with the Levitan algorithm arises because there is no positivity constraint on p u (t 1 ) in the Levitan algorithmand perhaps more importantly, the estimation of p u (t 1 ) depends only the single pressure point acquired at the instant of shut-in. 
Discussion of Results
Based on the results of our three synthetic and three field examples -we propose, as a general statement, that the von Schroeter et al., 1,2 Levitan, 3,4 and Ilk et al. 5, 6 deconvolution algorithms are robust and accurate. And further, that these algorithms make deconvolution a viable tool for the general analysis of variable rate/pressure reservoir performance data (i.e., variable rate/pressure well test and production data).
We also state that the proper use of these algorithms requires an understanding of the assumptions within the methodologies upon which each deconvolution algorithm is based. To avoid problems (or failure) when applying deconvolution, we concur with Levitan's 3 and Levitan et al. 's 4 perspective that the deconvolution algorithms considered in this study should be applied to individual flow periods (events) one at a time to identify any inconsistencies in the data.
In particular we believe that it is necessary to utilize pressure buildup responses as part of the deconvolution process. Finally, we will also note that accuracy of the initial reservoir pressure and the flow rate history are crucial variables for ensuring the success of a pressure/rate deconvolution process.
Conclusions
The objective of this work was to compare the von Schroeter et al., 1, 2 Levitan, 3,4 and Ilk et al. 5, 6 deconvolution algorithms and to identify the key issues regarding the successful and practical application of each algorithm.
Based on the basis of this work, we can state the following specific conclusions related to each algorithm:
1. von Schroeter et al. algorithm: (Refs. 1 and 2)
• Algorithm ensures positivity in deconvolved responses.
• Algorithm addresses pressure and rate uncertainties.
• Algorithm has capability to correct the initial reservoir pressure estimate and the rate history.
• Algorithm requires only two input parameters -the relative error weight and the regularization parameter (prescribed (default) values are typically sufficient).
• Assumption of a wellbore storage unit-slope trend at/before the first node did not cause any artifacts in the early time response for the simulated and field examples (provided that over-regularization is avoided).
• Only notable disadvantage is that the von Schroeter et al. algorithm does not offer an automated approach for determining optimal values of relative error weight and the regularization parameter within the proposed deconvolution procedure.
Levitan algorithm: (Refs. 3 and 4)
• Levitan algorithm requires more input (control) parameters than the von Schroeter et al. algorithm.
• There is no positivity constraint on the unit-rate pressure response at the first grid node, p u (t 1 ), which appears as an unknown in the objective function. We observed in our work that p u (t 1 ) can have negative values, which affects the deconvolved unit-rate pressure responses more at early time.
• When the Levitan algorithm is applied to individual buildup periods, the estimated value of p u (t 1 ) depends only on a single pressure data point -the pressure at the instant of shut-in. This feature could be a source of significant error.
Ilk et al. algorithm (Refs. 5 and 6)
• Algorithm offers the flexibility of modeling rates as continuous measurements.
• Algorithm does not ensures positivity in deconvolved responses.
• Algorithm does not allow for the (direct) estimation of initial reservoir pressure and rates.
• The regularization approach used by Ilk et al. seems weaker and hence this makes the algorithm less tolerant to the errors in pressure and rate data, compared to the von Schroeter et al. and Levitan algorithms.
