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CONVEXIFICATION FOR A 3D INVERSE SCATTERING PROBLEM
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Abstract. For the first time, we develop in this paper the globally convergent convexification
numerical method for a Coefficient Inverse Problem for the 3D Helmholtz equation for the case
when the backscattering data are generated by a point source running along an interval of a straight
line and the wavenumber is fixed. Thus, by varying the wavenumber, one can reconstruct the
dielectric constant depending not only on spatial variables but the wavenumber (i.e. frequency) as
well. Our approach relies on a new derivation of a boundary value problem for a system of coupled
quasilinear elliptic partial differential equations. This is done via an application of a special truncated
Fourier-like method. First, we prove the Lipschitz stability estimate for this problem via a Carleman
estimate. Next, using the Carleman Weight Function generated by that estimate, we construct a
globally strictly convex cost functional and prove the global convergence to the exact solution of the
gradient projection method. Finally, our theoretical finding is verified via several numerical tests
with computationally simulated data. These tests demonstrate that we can accurately recover all
three important components of targets of interest: locations, shapes and dielectric constants. In
particular, large target/background contrasts in dielectric constants (up to 10:1) can be accurately
calculated.
Key words. Coefficient inverse scattering problem, point sources, Carleman weight function,
globally convergent numerical method, data completion, Fourier truncation
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1. Introduction. For the first time, we consider a 3D Coefficient Inverse Prob-
lem (CIP) for the Helmholtz equation in the case when the wavenumber (i.e. fre-
quency) is fixed and the backscattering boundary data for the inversion are generated
by the point source moving along an interval of a straight line. We develop analytically
and test computationally the so-called convexification globally convergent numerical
method for this CIP. We call a numerical method for a CIP globally convergent if there
is a theorem, which claims that this method delivers at least one point in a sufficiently
small neighborhood of the correct solution without any advanced knowledge of this
neighborhood. In other words, a good first guess is not required.
The coefficient of the Helmholtz equation, i.e. the spatially distributed dielectric
constant, is the subject of the solution of our CIP. The case when the source is moving
and the frequency is fixed enables one to consider a physically realistic problem when
the dielectric constant depends not only on spatial variables but on the frequency as
well. Indeed, if we repeat those measurements for an interval of frequencies, then
we can find the dependence of the dielectric constant on both spatial variables and
the frequency. The theoretical part of this paper is devoted to the derivation of
the method and its convergence analysis. In the numerical part we demonstrate the
numerical performance of our technique for the case of imaging of dielectric constants
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of targets, which mimick antipersonnel land mines and improvised explosive devices
(IEDs).
Unlike this paper, previously the convexification method was constructed for some
CIPs for the Helmholtz equation only for the case of a single direction of the incident
plane wave with the wavenumber running over a certain interval [25, 26, 24, 27].
We demonstrate in our numerical studies below that in the moving source case, the
convexification method accurately images all three components of targets of interest:
locations, shapes and the target/background contrasts in the dielectric constant. This
is unlike the above mentioned previously studied case of a single direction of the
incident plane wave, which ensured only first and third components, while shapes
were not accurately imaged.
One of strenghts of the convexification is that it works only with the non overde-
termined data. This means that the number m of independent variables in the data
equals the number n of independent variables in the unknown coefficient, m = n. In
particular, in our CIP m = n = 3. On the other hand, there are some globally con-
vergent numerical methods for CIPs, which work with the case m > n. In this regard
we refer to, e.g., [14, 15, 16]. We also refer to publications [3, 7, 33], where analogs
of the convexification are used to develop globally convergent numerical methods for
some nonlinear inverse problems for PDEs.
From the applied standpoint, we are oriented towards the problem of the detection
and identification of antipersonnel land mines and IEDs. Reconstructions of dielectric
constants from experimentally collected backscattering data for targets mimicking
these explosive devices and buried under the ground were studied in [26, 35], where a
single direction of the incident plane wave was used. Even though we do not consider
here the case of buried targets, explosives can often be located in the air, and we model
this case. In this regard we refer to the work [31], which analyses the experimental
data collected in the field from explosive-like targets by engineers of the US Army
Research Laboratory. Some targets in [31] are located in air and some are buried
in the ground. Both here and in [31] the spatially dependent dielectric constants
are subject to the solutions of Coefficient Inverse Problems (CIPs). It was stated
in [31] (page 33) that even though the knowledge of the dielectric constant alone
is insufficient to identify an explosive, one can still hope that this knowledge might
serve as an important piece of information, additional to the conventional ones, to
help better identify explosives and thus, to decrease the false alarm rate.
Any CIP is both nonlinear and ill-posed. Therefore, a conventional least squares
cost functional for this problem is, as a rule, non convex; see, e.g. [9, 11, 12, 36] for
some works in which least squares cost functionals are applied to solve CIPs. The
non convexity, combined with the ill-posedness, causes the presence of many local
minima and ravines; see, e.g., [38] for a convincing numerical example of multiple
local minima. Since a minimization procedure can stop at any local minimum, there
is no guarantee that the solution obtained via the minimization process applied to
that functional is indeed close to the correct one. Such a guarantee might be obtained
sometimes only if the starting point of that process is located in a small neighborhood
of the correct solution; see, e.g. [1]. We call the latter local convergence. However, a
good first guess about the solution is rarely available in applications.
The above motivates this research group to work on the convexification approach.
The roots of the convexification are in the method of Carleman estimates for CIPs.
This method was originated in the work [8]. The idea of [8] led to many publications
of many authors. Since this paper is not a survey of the method of [8], we refer for
brevity only to the books [4, 6, 19] and the survey [20]. We also note that initially the
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method of [8] was created exclusively for proofs of uniqueness and stability theorems
for CIPs.
In the convexification, one constructs a weighted Tikhonov-like functional. The
weight is the Carleman Weight Function (CWF), i.e. the function involved as the
weight in the Carleman estimate for the corresponding PDE operator. Given a convex
bounded set D (β) ⊂ H of an arbitrary diameter β > 0 in an appropriate Hilbert space
H, one can choose the parameter λ > 0 of the CWF such that the strict convexity of
the functional on that set is ensured. Thus, the phenomenon of local minima does not
occur. Furthermore, starting from the publication [2], all works on the convexification
include theorems, which claim convergence of the gradient projection method of the
minimization of that functional to the correct solution of the corresponding CIP if
starting from an arbitrary point of D (β). Given that the diameter β > 0 of D (β) is
an arbitrary one, this is global convergence.
Initial publications on the convexification [5, 18] were only theoretical ones. More
recently, however, the work [2] has clarified some points, which were preventing one
from numerical studies. As a result, the most recent works [24, 25, 26, 27, 28, 29], so
as the current one, contain both analytical and numerical studies of the convexifica-
tion. In particular, an accurate performance of the convexification on experimental
backscattering data was demonstrated in [24, 26, 27]. One of important conclusions
of these numerical studies is that even though the theory requires large values of
the parameter λ, accurate numerical results can be obtained for reasonable values
λ ∈ [1, 3] .
The main new elements of this paper are:
1. It is the first time when the convexification is applied to a CIP for the
Helmholtz equation in the case when the data are generated by the mov-
ing point source and the wavenumber is fixed.
2. We prove the Lipschitz stability estimate for an overdetermined boundary
value problem for an auxiliary system of coupled quasilinear elliptic PDEs.
This result is interesting in its own right.
3. In the proof of the central theorem about the global strict convexity of our
above mentioned weighted Tikhonov-like functional we do not subtract the
boundary data from the solution of that system of quasilinear elliptic PDEs.
In other words, we do not arrange boundary conditions for that difference to
be equal to zero.
4. We prove the Lipschitz stability of minimizers of our weighted Tikhonov-
like functional with respect to small perturbations of the data as well as
“Lipschitz-like” convergence rate of the gradient projection method (the latter
converges globally). These results are stronger than those of all previous
works on the convexification [24, 25, 26, 27, 28, 29], where the weaker Ho¨lder
stability of minimizers and the “Ho¨lder-like” convergence rates were proven.
5. The numerical results are new.
The paper is organized as follows. In the next section, we detail the CIP we work
with. Then, in section 3 an auxiliary boundary value problem is derived for a system
of coupled quasilinear elliptic PDEs and the Lipschitz stability of this problem is
proven. Next, in section 4 the above mentioned weighted Tikhonov-like functional is
constructed. The central theorem about the global strict convexity of this functional
is proven in section 5. In addition, the Lipschitz stability of minimizers is also proven
in section 5. In section 6 we establish the global convergence of the gradient projection
method and present its convergence rate. Numerical studies are described in section 7.
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2. Statement of the Coefficient Inverse Problem. We model the propa-
gation of the electric wave field by the Helmholtz equation instead of the Maxwell’s
equations. This modeling was numerically justified in Appendix of the paper [30].
Such a mathematical model is true at least for rather simple medium consisting of a
homogeneous background and a few embedded inclusions. Besides, good accuracies of
reconstructions obtained by our research group from experimental data in publications
[26, 34, 35], where the Helmholtz equation was used to model the wave propagation
process, speak in favor of this modeling.
Below, we invariably set x = (x, y, z) ∈ R3. Let the number R > 0. We define the
cube Ω ⊂ R3 as
(2.1) Ω = {x : |x| , |y| , |z| < R} .
Let Γ ⊂ ∂Ω be the lower part of the boundary of Ω where measurements of the
backscatter data are conducted,
(2.2) Γ := {x : |x| , |y| < R, z = −R} .
Let c := c(x, k) ∈ [1,∞) be a sufficiently smooth function that represents the dielectric
function of the medium. We assume that
(2.3)
{
c (x, k) ≥ 1 in R3,
c (x, k) = 1 in R3\Ω.
Here, k > 0 is the wavenumber. The function c is the spatially distributed and
kdependent dielectric constant. The second assumption in (2.3) means that we have
vacuum outside of the domain of interest Ω.
Let a and d be two numbers such that d > R and a > 0. We define the line of
sources as
(2.4) Lsrc := {(α, 0,−d) : −a ≤ α ≤ a} .
Obviously, this line is parallel to the x–axis. The distance from Lsrc to Γ is d, and
the length of our the line of sources is 2a. Since d > R, then Lsrc ∩Ω = ∅. Thus, for
each α ∈ [−a, a] the corresponding point source is xα := (α, 0,−d) ∈ Lsrc.
First, we formulate the forward problem. Let k = const. > 0 and assume that
the function c is known. For each source position xα ∈ Lsrc the forward problem is:
∆u+ k2c (x, k)u = −δ (x− xα) in R3,(2.5)
lim
r→∞ r (∂ru− iku) = 0 for r = |x− xα| , i =
√−1.(2.6)
Conditions (2.5)–(2.6) form the Helmholtz equation with the Sommerfeld radia-
tion condition at the infinity. Let u0(x, α) be the solution of (2.5)–(2.6) with c ≡ 1,
(2.7) u0 (x, α) =
exp (ik |x− xα|)
4pi |x− xα| .
Using the Helmholtz equation for u0,α = u0(x, α), we obtain from (2.5)–(2.6)
∆ (u− u0,α) + k2 (u− u0,α) = −k2 (c (x, k)− 1)u in R3,
lim
r→∞ r [∂r (u− u0,α)− ik (u− u0,α)] = 0 for r = |x− xα| .
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In view of the fact that c(x, k) = 1 in R3Ω, we thus find that the solution u to
the system (2.5)–(2.6) satisfies the so-called Lippmann–Schwinger equation (cf. [10,
Section 8.2]), which reads for all x ∈ R3 as
(2.8) u (x, α) = u0 (x, α) + k
2
∫
Ω
exp (ik |x− x′|)
4pi |x− x′| (c (x
′, k)− 1)u (x′, α) dx′.
We now pose the CIP which we solve in this paper. The schematic diagram of
measurements for this problem is illustrated in Figure 1.
Fig. 1: A schematic diagram of data collection for our CIP. The wave field is generated
by point sources xα ∈ Lsrc. We measure the backscattering wave field at an array of
detectors on the lower side Γ of the cube Ω.
Coefficient Inverse Problem (CIP). Given k > 0, determine the coefficient
c(x, k) for x ∈ Ω in the system (2.5)–(2.6), assuming that the following function
F (x,xα) is given
(2.9) F (x,xα) = u(x, α) for x ∈ Γ,xα ∈ Lsrc,
where u(x, α) is the solution to (2.5)–(2.6).
Physically, to reconstruct the dielectric function c of objects in Ω, one sends the
incident wave field from the source xα. This wave scatters when hitting the objects.
Then, one measures the backscattering wave on the square Γ. And the data (2.9) are
used to reconstruct the unknown dielectric constant inside the cube Ω.
Uniqueness of this CIP is a long standing open problem. Currently uniqueness
can be proven by the method of [8] only if the right hand side of equation (2.5) is not
vanishing in Ω. Nevertheless, uniqueness can be proven within the framework of our
approximate mathematical model (Remark 3.1). More precisely, uniqueness within
this framework follows immediately from Theorem 3.5.
Remarks 2.1.
1. In this work, we are not interested in a specification of smoothness condition
imposed on the function c(x, k). Thus, c(x, k) is supposed to be sufficiently smooth with
respect to x. Some particular discussions concerning this matter can be found in, e.g.,
[25] and references therein, where the smoothness of c is essential for the asymptotic
behavior of the solution u to the forward problem (2.5)–(2.6). We also note that in
studies of CIPs the smoothness conditions are usually not of a considerable concern,
see e.g. [37, Theorem 4.1].
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2. To solve the forward problem (2.5)–(2.6) using the integral equation (2.8) for
all x ∈ Ω, we rely on numerical methods commenced in [41]. This way enables us to
extract information of u (x, α)|Γ, and by repeating this process for each α ∈ [−a, a]
we obtain computationally the simulated data (2.9).
3. An Auxiliary System of Coupled Quasilinear Elliptic Equations.
3.1. An equation without the unknown coefficient. Observe that since
Lsrc is located outside of Ω, then the point source xα = (α, 0,−d) is not in Ω. Hence,
(2.5)–(2.6) imply that for each α ∈ [−a, a]
(3.1) ∆u+ k2c (x, k)u = 0 in Ω.
It was established in [26] that, under certain conditions imposed on c (x, k) , which we
do not discuss here (Remark 2.1), the function u (x, k) 6= 0 for all (x, k) ∈ Ω×[k,∞) ,
and also one can uniquely define the function log u (x, k) with the same smoothness
properties as u. Here k ≥ 1 is a sufficiently large number. Let the number k ∈ (0, k)
be not a sufficiently large one. Suppose that
(3.2) u (x, k) 6= 0 for all (x, k) ∈ Ω× [k, k] ,
where k ∈ (0, k) is another number. It was shown in [22] that, given the function
log u (x, k) for k ≥ k, one can uniquely define this function for all (x, k) ∈ Ω× [k, k].
In all our above cited previous publications about numerical methods for CIPs for
the Helmholtz equation we have not observed numerically such values of the function
|u (x, k)| which would be close to zero. Thus, we assume below that the number k we
work with is such that k ∈ [k, k], the condition (3.2) is in place and that the function
log u (x, k) is uniquely defined. We set
(3.3) log u0 (x, α) = ik |x− xα| − log (4pi |x− xα|) .
Denote v0(x, α) = u(x, α)/u0(x, α) and define the function v(x, α) as
(3.4) v(x, α) = log v0(x, α) = log u(x, α)− log u0(x, α) for x ∈ Ω, α ∈ [−a, a].
Obviously,
(3.5) ∇v (x, α) = ∇v0 (x, α)
v0 (x, α)
, ∆v (x, α) =
∆v0 (x, α)
v0 (x, α)
−
(∇v0 (x, α)
v0 (x, α)
)2
.
Using (3.5), we obtain the equation for v:
(3.6) ∆v + (∇v)2 + 2∇v · ∇ (log u0(x, α)) = −k2(c (x, k)− 1), x ∈ Ω.
It follows from (3.3) that
∇ (log u0(x, α)) = ik(x− xα)|x− xα| −
x− xα
|x− xα|2
.
Differentiating (3.6) with respect to α, the resulting equation for v becomes:
∆∂αv + 2∇v · ∇∂αv
+ 2∇∂αv ·
(
ik (x− xα)
|x− xα| −
x− xα
|x− xα|2
)
+ 2∂α
(
ik (x− xα)
|x− xα| −
x− xα
|x− xα|2
)
· ∇v = 0,
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or equivalently,
(3.7) ∆∂αv + 2∇v · ∇∂αv + 2∇∂αv · x˜α + 2x̂α · ∇v = 0 for all x ∈ Ω.
Recall that x− xα = (x− α, y, z + d). We have the following notations in (3.7):
x˜α =
ik (x− xα)
|x− xα| −
x− xα
|x− xα|2
,(3.8)
x̂α =
ik
|x− xα|3
(
−y2 − (z + d)2 , (x− α) y, (x− α) z
)
− 1|x− xα|4
(
(x− α)2 − y2 − (z + d)2 , 2 (x− α) y, 2 (x− α) z
)
.
The notion behind this differentiation is to get rid of the α-independent dielectric
function c in (3.6) and thus, the auxiliary equation depends only on v and ∂αv is
presented in (3.7). This approach is actually very similar with the first step of the
method of [8, 20], which, however, was initially proposed only for proofs of uniqueness
theorems. To deal with the α variable in (3.7), we rely below on a special orthonormal
basis with respect to α to reduce (3.7) to a system of coupled elliptic quasilinear PDEs.
3.1.1. A special Fourier basis. To approximately solve the auxiliary problem
(3.7), we use a truncated Fourier series. To do this, we use a special orthonormal basis
in L2(−a, a) denoted by {Ψn(α)}∞n=0, α ∈ (−a, a). This basis was first constructed in
[23].
For each n ∈ N, let ϕn(α) = αneα for α ∈ [−a, a]. Observe that the set
{ϕn(α)}n∈N is linearly independent and complete in L2(−a, a). Using the classi-
cal Gram–Schmidt orthonormalization procedure, we obtain the orthonormal basis
{Ψn(α)}n∈N in L2(−a, a). Cf. This basis possesses the following main properties [23]:
• Ψn ∈ C∞[−a, a] for all n ∈ N;
• Let smn = 〈Ψ′n,Ψm〉 where 〈·, ·〉 denotes the scalar product in L2(−a, a).
Then the square matrix SN = (smn)
N−1
m,n=0 is invertible for any N in the sense
that
smn =
{
1 if n = m,
0 if n < m.
It is worth noting that neither classical orthogonal polynomials nor the classical
basis of trigonometric functions do not hold the second property. This is because
in any of these two the first column of the integer N ≥ 1 the matrix SN would
be identically zero. By virtue of this property, the matrix SN is actually an upper
diagonal matrix with det(SN ) = 1. Hence, the inverse matrix S
−1
N exists.
Consider the auxiliary function v(x, α) that we have defined in subsection 3.1.
Given N ≥ 1, our truncated Fourier series for v with respect to α is written as
(3.9) v (x, α) =
N−1∑
n=0
〈v (x, ·) ,Ψn (·)〉Ψn (α) for x ∈ Ω, α ∈ [−a, a] .
Remarks 3.1.
1. The representation (3.9) is an approximation of the function v (x, α) since the
rest of the Fourier series is not counted here. Furthermore, we assume that the
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α−derivative ∂αv (x, α) can be obtained via the term-by-term differentiation
of the right-hand side of (3.9) with respect to α. Next, we suppose that the
substitution of (3.9) and its α−derivative in the left-hand side of equation
(3.7) give us zero in its right-hand side. In addition, we assume that the
substitution of (3.9) in the left hand side of (3.6) provides us with the exact
coefficient c (x, k) in its right hand side. Finally, we impose in Section 3.2
the boundary condition (3.16) on ∂ΩΓ.
2. The assumptions of item 1 form our approximate mathematical model.
We do not prove convergence as N → ∞. Indeed, such a result is very hard
to prove due to the ill-posed nature of our CIP. Therefore, our goal below is
to find spatial-dependent Fourier coefficients vn (x) = 〈v (x, ·) ,Ψn (·)〉.
3. Everywhere below we work only within the framework of this approximate
mathematical model. The fundamental underlying reason why we are accept-
ing this model is that the original CIP is an extremely challenging one.
4. We point out that such approximate mathematical models are commonly ac-
ceptable in numerical methods for inverse problems. Numerical results are
usually good ones. In this regard, we refer to some works of other au-
thors [13, 15, 16, 17] as well as to our previous works on the convexification
[25, 26, 24, 27, 28, 29]. The computational experience of all these cited works
tells one that the number N of terms of the truncated Fourier series (3.9) can
be chosen numerically; see section 7 where we will discuss the choice of this
number.
We now substitute (3.9) into (3.7) to get
∆
(
N−1∑
n=0
vn (x) Ψ
′
n (α)
)
+ 2∇
(
N−1∑
n=0
vn (x) Ψn (α)
)
· ∇
(
N−1∑
n=0
vn (x) Ψ
′
n (α)
)
+ 2∇
(
N−1∑
n=0
vn (x) Ψ
′
n (α)
)
· x˜α + 2x¯α · ∇
(
N−1∑
n=0
vn (x) Ψn (α)
)
= 0.
This equation is equivalent to
N−1∑
n=0
Ψ′n (α) ∆vn (x) + 2
N−1∑
n=0
N−1∑
l=0
Ψn (α) Ψ
′
l (α)∇vn (x) · ∇vl (x)(3.10)
+ 2Ψ′n (α)
N−1∑
n=0
∇vn (x) · x˜α + 2Ψn (α)
N−1∑
n=0
x¯α · ∇vn (x) = 0.
Multiply both sides of (3.10) by the function Ψm(α) for 0 ≤ m ≤ N − 1 and then
integrate the resulting equation with respect to α. We arrive at the following system
of coupled quasilinear elliptic equations:
∆V (x) +K (∇V (x)) = 0 for x ∈ Ω,(3.11)
V (x) = ψ0 (x) for x ∈ ∂Ω,(3.12)
Vz (x) = ψ1 (x) for x ∈ Γ,(3.13)
K (∇V (x)) = S−1N f (∇V (x)) .(3.14)
Here ψ0 (x) and ψ1 (x) are known boundary data and we explain in subsection 3.2
3.2 how to obtain them. Above, the unknown vector function V (x) ∈ RN is given by
V (x) =
(
v0 (x) v1 (x) · · · · · · vN−1 (x)
)T
.
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And SN = (smn)
N−1
m,n=0 is the N ×N matrix that we have constructed above. It can
be schematically represented as:
SN =

1 ∗ · · · · · · ∗
0 1 ∗ ...
... 0
. . .
. . .
...
...
. . .
. . . ∗
0 · · · · · · 0 1

∈ RN×N .
The nonlinearity f =
(
(fm)
N−1
m=0
)T
∈ RN is quadratic with respect to the first deriva-
tives of components of V (x) ,
fm (∇V (x)) = 2
N−1∑
n,l=0
∇vn (x) · ∇vl (x)
∫ a
−a
Ψm (α) Ψn (α) Ψ
′
l (α) dα
+ 2
N−1∑
n=0
∫ a
−a
Ψm (α) Ψ
′
n (α)∇vn (x) · x˜αdα(3.15)
+ 2
N−1∑
n=0
∫ a
−a
Ψm (α) Ψn (α) x¯α · ∇vn (x) dα.
It follows from (3.14) and (3.15) that the vector function K (∇V ) is quadratic with
respect to components of ∇V.
The problem (3.11)–(3.13) is overdetermined since we have two boundary condi-
tions (3.12), (3.13) instead of just one. Also, this is not a regular Cauchy problem
for the system (3.11) since the Dirichlet data in (3.12) are given at the entire bound-
ary ∂Ω. If solving problem (3.11)–(3.13), then we would find the dielectric constant
c via backwards calculations. Therefore, we focus below on the solution of problem
(3.11)–(3.13).
3.2. Boundary data (3.12), (3.13). We now explain how to find the boundary
data for the vector V (x) in (3.12), (3.13). It follows from (2.9) and (3.9) that the
Dirichlet data at x ∈ Γ for V (x) are known. As it is known, several data completion
methods are heuristically applied in inverse problems with incomplete data; cf. e.g.
[35]. To complement the lack of the boundary data information on ∂ΩΓ, we use the
data completion for (3.1). More precisely, we choose for each α,
(3.16) u (x, α)|∂Ω =
{
F (x,xα) , if x ∈ Γ,
u0 (x, α) , if x ∈ ∂ΩΓ,
where the u0 (x, α) is given in (2.7) and it is the solution of (2.5)–(2.6) for the case
of the uniform background. The choice (3.16) is fairly reasonable because of the fact
that ∂Ω ⊂ R3\Ω. Recall that the second condition (3.16) is the final item of our
approximate mathematical model (Remarks 3.1).
As to the data (3.13), usually measurements are performed far from the domain
of interest, i.e. on the plane {z = −R′} , where R′ > R. It is time consuming to solve
a CIP in a large domain. Besides, the data at the measurement plane are hard to use
for an inversion algorithm since they do not look “nice”. This can be evidenced in
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our recent work for experimental data; see, for instance, Figure 3a in [34]. To “move”
the data closer to the target’s side, the so-called “data propagation” procedure can be
applied to the measured data; see [35] for a detailed description of this procedure. By
this procedure one obtains “propagated data”, i.e. an approximation of the data at
our desired rectangle Γ ⊂ {z = −R} . Besides, the propagated data look much better
than the original data: e.g. compare Figures 3a and 3b in [34]. In addition, it is clear
from the data propagation procedure that one of its outcomes is an approximation of
the z−derivative of the function u (x, k) at Γ. Thus, we assume that, in addition to
the Dirichlet data at Γ, we know the Neumann boundary data uz (x, α) = G (x, α)
for x ∈ Γ,xα ∈ Lsrc. Having the function G (x, α) and using (3.9), one can easily find
the Neumann boundary condition ψ1 (x) at x ∈ Γ in (3.13).
3.3. Lipschitz stability of the boundary value problem (3.11)–(3.13).
For any Banach space B considered below and any integer X > 1 we denote the
Banach space BX = B ×B × ...×B︸ ︷︷ ︸
X times
with the norm
‖g‖BX =
 X∑
j=1
‖gj‖2B
1/2 for all g = (g1, ..., gK) ∈ BX .
Let the number r > R and the number λ > 0. In principle, many functions can
be used as CWFs for an elliptic operator. However, a rather general one [21] depends
on two large parameters, which is inconvenient for the numerical implementation. In
our experience, better to choose a rather simple CWF. Thus, we define our CWF as
(3.17) µλ (z) = exp
[
2λ (z − r)2
]
, z ∈ [−R,R] .
We choose r > R since one of conditions imposed on the CWF in any Carleman
estimate is that its gradient should not vanish in the closed domain. Obviously, the
function µλ (z) is decreasing for z ∈ (−R,R) and
(3.18) max
Ω
µλ (z) = exp
[
2λ (R+ r)
2
]
, min
Ω
µλ (z) = exp
[
2λ (R− r)2
]
.
In other words, by (2.1) and (2.2) the CWF (3.17) attains its maximal value in Ω
on the part Γ of the boundary where measurements are conducted, and it attains its
minimal value on the opposite side.
Define the subspace H20 (Ω) of the space H
2 (Ω) as:
(3.19) H20 (Ω) :=
{
v ∈ H2 (Ω) : v|∂Ω = 0, ∂zv|Γ = 0
}
.
Theorem 3.1 follows immediately from [29, Theorem 4.1].
Theorem 3.1 (Carleman estimate). Let µλ (z) be the function defined in (3.17).
Then there exists constant λ0 = λ0 (Ω, r) ≥ 1 and C = C (Ω, r) > 0 depending only
on the domain Ω such that for every function u ∈ H20 (Ω) and for all λ ≥ λ0 the
following Carleman estimate holds:
(3.20)∫
Ω
|∆u|2 µλ (z) dx ≥
C
λ
3∑
i,j=1
∫
Ω
∣∣uxixj ∣∣2 µλ (z) dx + Cλ∫
Ω
[
|∇u|2 + λ2 |u|2
]
µλ (z) dx.
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Suppose that there exist two vector functions V (1) (x) and V (2) (x) satisfying
equation (3.11) with boundary conditions as in (3.12), (3.13),
V (1) (x) = ψ
(1)
0 (x) , V
(2) (x) = ψ
(2)
0 (x) for x ∈ ∂Ω,(3.21)
V (1)z (x) = ψ
(1)
1 (x) , V
(2)
z (x) = ψ
(2)
1 (x) for x ∈ Γ.(3.22)
Suppose that there exist two vector functions F1,F2 ∈ H3N (Ω) satisfying boundary
conditions (3.21), (3.22), i.e.
F1 (x) = ψ
(1)
0 (x) , F2 (x) = ψ
(2)
0 (x) , for x ∈ ∂Ω,(3.23)
∂zF1 (x) = ψ
(1)
1 (x) , ∂zF2 (x) = ψ
(2)
1 (x) , for x ∈ Γ.(3.24)
Let M > 0 be a number. We assume that
(3.25) V (1), V (2), F1, F2 ∈ G (M) =
{
W ∈ H3N (Ω) : ‖W‖H3N (Ω) < M
}
.
Note also that by the embedding theorem
(3.26) G (M) ⊂ C1N
(
Ω
)
and ‖W‖C1N(Ω) ≤ C1 for all W ∈ G (M) .
Here and below C1 = C1 (Ω, N,M) > 0 denotes different constants depending only
on listed parameters.
Theorem 3.2 (Lipschitz stability estimate). Let V (1) (x) and V (2) (x) be two
solutions of equation (3.11) with boundary conditions (3.21), (3.22). Suppose that
there exist two vector functions F1,F2 ∈ H3N (Ω) satisfying (3.23), (3.24). Also, let
(3.25) holds. Then the following Lipschitz stability estimate is valid
(3.27)
∥∥∥V (1) − V (2)∥∥∥
H2N (Ω)
≤ C1 ‖F1 − F2‖H2N (Ω) .
Proof. Denote
Q1 (x) = V
(1) (x)− F1 (x) , Q2 (x) = V (2) (x)− F2 (x) ,(3.28)
Q˜ (x) = Q1 (x)−Q2 (x) , F˜ (x) = F1 (x)− F2 (x) .(3.29)
Then the multidimensional analog of the Taylor formula (cf. [40]), (3.15) and (3.21)–
(3.29) imply that
∆Q˜ (x) = T1 (x) · ∇Q˜ (x) + T2 (x) · ∇F˜ (x)−∆F˜ (x) ,(3.30)
Q˜ |∂Ω= 0, Q˜z |Γ= 0,(3.31)
T1, T2 ∈ C3N
(
Ω
)
, ‖T1‖C3N(Ω) , ‖T2‖C3N(Ω) ≤ C1.(3.32)
Square both sides of equation (3.30). Then multiply by the CWF (3.17) and integrate
over the domain Ω. Using (3.32), we obtain
(3.33)∫
Ω
∣∣∣∆Q˜∣∣∣2 µλ (z) dx ≤ C1 ∫
Ω
∣∣∣∇Q˜∣∣∣2 µλ (z) dx + C1 ∫
Ω
(∣∣∣∆F˜ ∣∣∣2 + ∣∣∣∇F˜ ∣∣∣2)µλ (z) dx.
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Taking into account (3.19) and (3.31) and also applying (3.20) to (3.33), we obtain
for all λ ≥ λ0 > 1
C1
∫
Ω
(∣∣∣∆F˜ ∣∣∣2 + ∣∣∣∇F˜ ∣∣∣2)µλ (z) dx+C1 ∫
Ω
∣∣∣∇Q˜∣∣∣2 µλ (z) dx(3.34)
≥ 1
λ
3∑
i,j=1
∫
Ω
∣∣∣Q˜xixj ∣∣∣2 µλ (z) dx + λ ∫
Ω
[∣∣∣∇Q˜∣∣∣2 + λ2 ∣∣∣Q˜∣∣∣2]µλ (z) dx.
Choose λ1 ≥ λ0 such that λ1 ≥ 2C1. Then (3.34) implies that
C1
∫
Ω
(∣∣∣∆F˜ ∣∣∣2 + ∣∣∣∇F˜ ∣∣∣2)µλ1 (z) dx
≥ 1
λ1
3∑
i,j=1
∫
Ω
∣∣∣Q˜xixj ∣∣∣2 µλ1 (z) dx + λ12
∫
Ω
[∣∣∣∇Q˜∣∣∣2 + ∣∣∣Q˜∣∣∣2]µλ1 (z) dx.
This inequality and (3.18) lead to:
C1 exp (4Rrλ1)
∫
Ω
(∣∣∣∆F˜ ∣∣∣2 + ∣∣∣∇F˜ ∣∣∣2) dx
≥ 1
λ1
3∑
i,j=1
∫
Ω
∣∣∣Q˜xixj ∣∣∣2 dx + λ12
∫
Ω
[∣∣∣∇Q˜∣∣∣2 + ∣∣∣Q˜∣∣∣2] dx.
Hence, with a new constant C1 we have
(3.35)
∥∥∥Q˜∥∥∥
H2N (Ω)
≤ C1
∥∥∥F˜∥∥∥
H2N (Ω)
.
Next, by (3.28), (3.29) and triangle inequality∥∥∥Q˜∥∥∥
H2N (Ω)
=
∥∥∥(V (1) − F1)− (V (2) − F2)∥∥∥
H2N (Ω)
≥
∥∥∥V (1) − V (2)∥∥∥
H2N (Ω)
− ‖F1 − F2‖H2N (Ω) .
Combining this with (3.35), we obtain the target estimate (3.27) of this theorem. 
4. Weighted Tikhonov-like Functional. For the convenience of the presen-
tation, each N−D complex valued vector function W = ReW + i ImW is considered
below as the 2N−D vector function with real valued components (ReW, ImW ) :=
(W1,W2) := W ∈ R2N . All results and proofs below are for these 2N−D vector
functions.
We find an approximate solution of the problem (3.11)–(3.14) via the minimiza-
tion of an appropriate weighted Tikhonov-like functional with the CWF (3.17) in-
volved in it. Due to (3.11), denote
(4.1) L (V ) (x) = ∆V (x) +K (∇V (x)) ,
Let γ ∈ (0, 1) be the regularization parameter. We now consider the following
weighted Tikhonov-like functional Jλ,γ : H
3
2N (Ω)→ R+,
(4.2) Jλ,γ (V ) = exp
[
−2λ (R+ r)2
] ∫
Ω
|L (V )|2 µλ (z) dx + γ ‖V ‖2H3N (Ω) .
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Here exp
[
−2λ (R+ r)2
]
is the balancing multiplier: to balance first and second terms
in the right hand side of (4.2); see (3.18). We use the H3N (Ω)−norm in the regular-
ization term here since H3N (Ω) ⊂ C1N
(
Ω
)
and an obvious analog of (3.26) holds.
Assuming for a moment that the nonlinear term K (∇V (x)) is absent in (4.1), we
remark that since the Laplace operator is linear, then one can also find an approximate
solution of the problem (3.11)–(3.14) by the regular quasi-reversibility method with
λ = 0 in (4.2) (cf. [17, 21]). However, if K (∇V (x)) 6= 0, then the presence of
the CWF serves three purposes: first, it controls this nonlinear term; second, it
“maximizes” the influence of the important boundary data at z = −R; and third,
it “convexifies” the cost functional globally. These are the underlying reasons of the
convexification idea. Below (·, ·) is the scalar product in the space H32N (Ω). We work
only with those vector functions of H32N (Ω) whose components are real valued ones.
Let M > 0 be an arbitrary number. We define the set B (M) ⊂ H32N (Ω) as
(4.3) B (M) =
{
V ∈ H32N (Ω) : ‖V ‖H32N (Ω) < M,V |∂Ω= ψ0, Vz|Γ = ψ1
}
.
By (3.26), we know that
(4.4) B (M) ⊂ C12N
(
Ω
)
and ‖V ‖C12N(Ω) ≤ C1 for all V ∈ B (M) .
Minimization problem (MP). Minimize the cost functional Jλ,γ(V ) on the
set B (M).
5. Analysis of the Functional Jλ,γ (V ).
5.1. Strict convexity on B (M). Theorem 5.1 is the central analytical result of
this work. Note that in the proof of this theorem we do not “subtract” boundary con-
ditions from the vector function V , which means that we do not arrange zero boundary
conditions for the difference. Hence, we do not require here that our boundary con-
ditions should be extended in the entire domain Ω. This is a new element compared
with our proofs in the previous works on the convexification [2, 24, 26, 27, 28, 29].
Thus, the proof of Theorem 5.1 is significantly different from those of these works.
Still, we use that subtraction in Theorems 5.4 and 6.1. For any number s ∈ C, its
complex conjugate is denoted as s.
Theorem 5.1. The functional Jλ,γ (V ) has its Freche´t derivative J
′
λ,γ (V ) at
any point V ∈ B (M). Let λ0 > 1 be the number of Theorem 3.1. There exists a
sufficiently large number λ2 = λ2 (M,N, r,Ω) ≥ λ0 such that the functional Jλ,γ (V )
is strictly convex on B (M) for all λ ≥ λ2. More precisely, for all λ ≥ λ2 the following
inequality holds
Jλ,γ
(
V (2)
)
− Jλ,γ
(
V (1)
)
− J ′λ,γ
(
V (1)
)(
V (2) − V (1)
)
(5.1)
≥ C1
∥∥∥V (2) − V (1)∥∥∥2
H22N (Ω)
+ γ
∥∥∥V (2) − V (1)∥∥∥2
H32N (Ω)
, ∀V (1), V (2) ∈ B (M).
Proof. Let V (1), V (2) ∈ B (M) be two arbitrary points. Define H30,2N (Ω) =
H32N (Ω) ∩H20,2N (Ω) ; see (3.19). Denote h = (h1, h2) = V (2) − V (1). Then,
h ∈ B (2M) and h ∈ H30,2N (Ω) .(5.2)
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Observe that
∣∣L (V (2))∣∣2 = ∣∣L (V (1) + h)∣∣2 . Since the vector function K (∇V ) is
quadratic with respect to the components of∇V, then (3.11) and the multidimensional
analog of the Taylor formula (cf. [40]) imply that
(5.3) L
(
V (1) + h
)
= ∆h+K1 (x)∇h+K2 (x,∇h) +
(
∆V (1) +K
(
∇V (1)
))
.
Here the vector functions K1,K2 are continuous with respect to x in Ω. Also, K1 (x)
is independent on h and
(5.4) |K2 (x,∇h)| ≤ C1 |∇h|2 for all x ∈ Ω.
By (5.3), we compute that∣∣∣L(V (1) + h)∣∣∣2 − ∣∣∣L(V (1))∣∣∣2 = 2 Re [(∆h+K1 (x)∇h)(∆V (1) +K (∇V (1)))]
+ |∆h|2 + 2 Re
[
∆h ·
(
K1 (x)∇h+K2 (x,∇h)
)]
+ |K1 (x)∇h+K2 (x,∇h)|2 .
Thus, we have
Jλ,γ
(
V (1) + h
)
− Jλ,γ
(
V (1)
)
= Lin (h) + γ ‖h‖2H32N (Ω)(5.5)
+ e−2λ(R+r)
2
∫
Ω
{
|∆h|2 + 2 Re
[
∆h ·
(
K1 (x)∇h+K2 (x,∇h)
)]}
µλ (z) dx
+ e−2λ(R+r)
2
∫
Ω
|K1 (x)∇h+K2 (x,∇h)|2 µλ (z) dx,
where the functional Lin (h) : H30,2N → R is linear with respect to h = (h1, h2),
Lin (h) = 2e−2λ(R+r)
2
∫
Ω
Re
[
∆h+ (K1 (x)∇h)
(
∆V (1) +K
(∇V (1)))]µλ (z) dx
(5.6)
+2γ
(
V (1), h
)
.
Besides, it follows from (5.5) that
lim
‖h‖
H3
2N
(Ω)
→0+
{
1
‖h‖H32N (Ω)
[
Jλ,γ
(
V (1) + h
)
− Jλ,γ
(
V (1)
)
− Lin (h)
]}
= 0.
Henceforth, the functional is the Freche´t derivative of the cost functional Jλ,γ at
V (1) ∈ B (M). By the Riesz theorem there exists a unique point J ′λ,γ
(
V (1)
)
such that
J ′λ,γ
(
V (1)
)
∈ H30,2N (Ω) ,(5.7)
Lin (h) =
(
J ′λ,γ
(
V (1)
)
, h
)
for all h ∈ H30,2N (Ω) .(5.8)
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As a result, we can rewrite (5.5) as
Jλ,γ
(
V (1) + h
)
− Jλ,γ
(
V (1)
)
−
(
J ′λ,γ
(
V (1)
)
, h
)
= γ ‖h‖2H32N (Ω) +
+ e−2λ(R+r)
2
∫
Ω
{
|∆h|2 + 2 Re
[
∆h ·
(
K1 (x)∇h+K2 (x,∇h)
)]}
µλ (z) dx(5.9)
+ e−2λ(R+r)
2
∫
Ω
|K1 (x)∇h+K2 (x,∇h)|2 µλ (z) dx
We now estimate from the below the second term in the right-hand side of (5.9). First,
by the Cauchy-Schwarz inequality, (4.4) and (5.4) we find that
2
∣∣∣∆h · (K1 (x)∇h+K2 (x,∇h))∣∣∣ ≤ 1
2
|∆h|2 + C1 |∇h|2 .
Therefore, ∫
Ω
{
|∆h|2 + 2 Re
[
∆h ·
(
K1 (x)∇h+K2 (x,∇h)
)]}
µλ (z) dx
≥
∫
Ω
|∆h|2 µλ (z) dx−
1
2
∫
Ω
|∆h|2 µλ (z) dx− C1
∫
Ω
|∇h|2 µλ (z) dx(5.10)
=
1
2
∫
Ω
|∆h|2 µλ (z) dx− C1
∫
Ω
|∇h|2 µλ (z) dx.
By (5.9) and (5.10), we get
Jλ,γ
(
V (1) + h
)
− Jλ,γ
(
V (1)
)
−
(
J ′λ,γ
(
V (1)
)
, h
)
(5.11)
≥ e
−2λ(R+r)2
2
∫
Ω
|∆h|2 µλ (z) dx− C1
∫
Ω
|∇h|2 µλ (z) dx
+ γ ‖h‖2H32N (Ω) .
Now we apply the Carleman estimate (3.20) to the second line of (5.11). This use is
possible due to (5.2). For brevity, we do not count the multiplier exp
[
−2λ (R+ r)2
]
for a while. With a constant C˜ = C˜ (Ω, r,N) > 0 and a number λ˜0 = λ˜0 (Ω, r,N) ≥
λ0 > 1 depending only on listed parameters, we obtain for all λ ≥ λ˜0
1
2
∫
Ω
|∆h|2 µλ (z) dx− C1
∫
Ω
|∇h|2 µλ (z) dx ≥
C˜
λ
3∑
i,j=1
∫
Ω
∣∣hxixj ∣∣2 µλ (z) dx(5.12)
+ C˜λ
∫
Ω
[
|∇h|2 + λ2 |h|2
]
µλ (z) dx− C1
∫
Ω
|∇h|2 µλ (z) dx.
Choose the number λ2 = λ2 (M,Ω, r,N) ≥ λ˜0 > 1 depending only on listed parame-
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ters such that C˜λ2 > 2C1. Then we obtain from (5.12)
1
2
∫
Ω
|∆h|2 µλ2 (z) dx− C1
∫
Ω
|∇h|2 µλ2 (z) dx
≥ C˜
λ2
3∑
i,j=1
∫
Ω
∣∣hxixj ∣∣2 µλ2 (z) dx + 12 C˜λ2
∫
Ω
[
|∇h|2 + λ22 |h|2
]
µλ2 (z) dx(5.13)
≥ C1e2λ2(R−r)2 ‖h‖2H22N .
Hence, combining (5.11)–(5.13) we arrive at
Jλ,γ
(
V (1) + h
)
− Jλ,γ
(
V (1)
)
−
(
J ′λ,γ
(
V (1)
)
, h
)
≥ C1 ‖h‖2H22N + γ ‖h‖
2
H32N (Ω)
,
which is equivalent to our target estimate (5.1). 
5.2. The minimizer of Jλ,γ (V ) on B (M). In Theorem 5.2 below, we state
the Lipschitz continuity of the Freche´t derivative J ′λ,γ (V ) on B (M). We omit the
proof of this theorem because it is very similar to the proof of Theorem 3.1 in [2].
Theorem 5.2. For any λ > 0 the Freche´t derivative J ′λ,γ (V ) of the functional
Jλ,γ (V ) is Lipschitz continuous on the set B (M). In other words, there exists a
number D = D (Ω, r,N,M, λ, γ) > 0 depending only on listed parameters such that
for any V (1), V (2) ∈ B (M) the following estimate holds:∥∥∥J ′λ,γ (V (2))− J ′λ,γ (V (1))∥∥∥
H32N (Ω)
≤ D
∥∥∥V (2) − V (1)∥∥∥
H32N (Ω)
.
As to the existence and uniqueness of the minimizer, they are established in
Theorem 5.3. In fact, this theorem follows immediately from a combination of above
Theorems 5.1 and 5.2 with Lemma 2.1 and Theorem 2.1 of [2]. Hence, we omit its
proof.
Theorem 5.3. Let the number λ2 = λ2 (M,N, r,Ω) > 1 be the one in Theorem
5.1. Then for any λ ≥ λ2 and for any γ > 0 the functional Jλ,γ (V ) has a unique
minimizer Vmin,λ,γ ∈ B (M) on B (M). Furthermore, the following inequality holds:
(5.14)
(
J ′λ,γ (Vmin,λ,γ) , Vmin,λ,γ −Q
) ≤ 0 for all Q ∈ B (M).
5.3. The distance between the minimizer and the “ideal” solution. In
accordance with the concept of Tikhonov for ill-posed problems [39], assume now that
there exists the “ideal” solution V ∗ of problem (3.11)–(3.14) with the “ideal” noiseless
data ψ∗0, ψ
∗
1. It makes sense to obtain an estimate of the distance between V
∗ and the
minimizer Vmin,λ,γ of the functional Jλ,γ (V ) for the case of noisy data with the noise
level δ ∈ (0, 1) . This is what is done in the current subsection.
To obtain this estimate, we need to “extend” the boundary data ψ0, ψ1 in (3.12),
(3.13) inside Ω. Recall that, unlike all previous works on the convexification, we have
not done this extension in the proof of our central Theorem 5.1. Thus, we assume
there exists a vector function G (x) ∈ H32N (Ω) satisfying boundary conditions (3.12),
(3.13),
(5.15) G |∂Ω= ψ0 (x) , Gz|Γ = ψ1 (x) .
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On the other hand, the existence of the corresponding vector function G∗ (x) ∈
H32N (Ω) satisfying boundary conditions with the “ideal” data,
(5.16) G∗ |∂Ω= ψ∗0 (x) , G∗z|Γ = ψ∗1 (x)
follows from the existence of the ideal solution V ∗. We assume that
(5.17) ‖G−G∗‖H32N (Ω) < δ.
In addition, we suppose that
(5.18) ‖V ∗‖H32N (Ω) , ‖G
∗‖H32N (Ω) < M − δ.
Using (5.17), (5.18) and the triangle inequality, we easily see that
(5.19) ‖G‖H32N (Ω) < M.
Our goal now is to estimate ‖Vmin,λ,γ − V ∗‖H32N (Ω) via the noise parameter δ.
Theorem 5.4 (accuracy and stability of minimizers). Suppose that conditions
(5.15)–(5.18) hold. Let λ2 = λ2 (M,N, r,Ω) > 1 be the number in Theorems 5.1, 5.3.
Choose the number λ3 = λ2 (3M,N,Ω) > λ2 > 1. Let λ = λ3 and γ = δ
2. Then the
following accuracy estimate holds
(5.20) ‖Vmin,λ,γ − V ∗‖H22N (Ω) ≤ C1δ.
Remark 5.1. Since the power of δ is 1 in (5.20), then it is natural to call (5.20)
“the Lipschitz stability estimate for the minimizers”, which is similar to Theorem 3.2.
This estimate is obviously stronger than in all previous works on the convexification;
cf. [25, 26, 24, 27, 28, 29], where one has δρ with ρ ∈ (0, 1) . The latter rate is often
called “the Ho¨lder stability estimate for the minimizers”.
Proof of Theorem 5.4. We note first that since the boundary conditions for
vector functions Vmin,λ,γ and V
∗ are different, then we cannot apply directly the strict
convexity inequality (5.1) here, setting, e.g. that V (2) = V ∗ and V (1) = Vmin,λ,γ . And
this is both the main difficulty and the main new element of the proof, as compared
with the above-cited previous works on the convexification.
For every vector function V ∈ B (M), consider the vector function W = V − G.
Then by (5.19) and the triangle inequality
(5.21) W ∈ B0 (2M) =
{
W : ‖W‖H32N (Ω) < 2M,W |∂Ω= Wz |Γ= 0
}
.
On the other hand, (5.19) and (5.21) imply that
(5.22) W +G ∈ B (3M) for all W ∈ B0 (2M) .
Now, for any W ∈ B0 (2M) we have
Jλ,γ (W
∗ +G)− Jλ,γ (W +G)− J ′λ,γ (W +G) (W ∗ −W )(5.23)
= Jλ,γ
(
V˜ ∗
)
− Jλ,γ (V )− J ′λ,γ (V )
(
V˜ ∗ − V
)
,
where V˜ ∗ = W ∗ + G and V = W + G. Notice that by (5.21) and (5.22) both vector
functions V˜ ∗, V ∈ B (3M) . Hence, by Theorem 5.1 we can apply the estimate (5.1)
to the second line of (5.23) with λ = λ3 = λ2 (3M,N, r,Ω) > 1. Thus,
Jλ3,γ (W
∗ +G)− Jλ3,γ (W +G)− J ′λ3,γ (W +G) (W ∗ −W )(5.24)
≥ C1 ‖W ∗ −W‖2H22N (Ω) + γ ‖W
∗ −W‖2H32N (Ω) for all W ∈ B0 (2M) .
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Consider now the minimizer Vmin,λ3,γ ∈ B (M) which is claimed by Theorem 5.3.
Let Wmin,λ3,γ = Vmin,λ3,γ −G ∈ B (2M) . Then (5.24) implies that
Jλ3,γ (W
∗ +G)− Jλ3,γ (Vmin,λ3,γ)− J ′λ3,γ (Vmin,λ3,γ) ((W ∗ +G)− Vmin,λ3,γ)(5.25)
≥ C1 ‖W ∗ −Wmin,λ3,γ‖2H22N (Ω) + γ ‖W
∗ −Wmin,λ3,γ‖2H32N (Ω) .
Using the triangle inequality, (5.17) and (5.18), we obtain
‖W ∗ +G‖H32N (Ω) = ‖W
∗ +G∗ + (G−G∗)‖H32N (Ω)
≤ ‖W ∗ +G∗‖H32N (Ω) + ‖G−G
∗‖H32N (Ω)
= ‖V ∗‖H32N (Ω) + ‖G−G
∗‖H32N (Ω) < (M − δ) + δ = M.
This means that (W ∗ +G) ∈ B (M) . Therefore, we use (5.14) to get
−J ′λ3,γ (Vmin,λ3,γ) ((W ∗ +G)− Vmin,λ3,γ) ≤ 0.
Hence,
Jλ3,γ (W
∗ +G)− Jλ3,γ (Vmin,λ3,γ)− J ′λ3,γ (Vmin,λ3,γ) ((W ∗ +G)− Vmin,λ3,γ)
≤ Jλ3,γ (W ∗ +G) .
Moreover, substituting this inequality in (5.25), we obtain
(5.26) Jλ3,γ (W
∗ +G) ≥ C1 ‖W ∗ −Wmin,λ3,γ‖2H22N (Ω) .
We now estimate the left hand side of (5.26). Note that the functional Jλ3,γ (V )
can be represented as
Jλ3,γ (V ) = J
0
λ3,γ (V ) + γ ‖V ‖2H3N (Ω) ,(5.27)
J0λ3,γ (V ) = exp
[
−2λ (R+ r)2
] ∫
Ω
|L (V )|2 µλ (z) dx.(5.28)
Since W ∗ +G∗ = V ∗ is the ideal solution, then L (V ∗) (x) = 0 for x ∈ Ω.
Next, using the finite increment formula and (4.1), we obtain
|L (W ∗ +G)|2 (x) = |L (W ∗ +G∗ +G−G∗)|2 (x)
= |L (V ∗) + S (G−G∗)|2 (x) = |S (G−G∗)|2 (x) ,
where by (3.18) and (5.17) the following estimate is valid:
exp
[
−2λ (R+ r)2
] ∫
Ω
|S (G−G∗)|2 (x)µλ (z) dx ≤ C1δ2.
This and (5.28) imply that
(5.29) J0λ3,γ (W
∗ +G) ≤ C1δ2.
Next, using (5.19), (5.21), (5.27) and (5.29), we obtain
(5.30) Jλ3,γ (W
∗ +G) ≤ C1
(
δ2 + γ
)
.
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Therefore, using (5.26), (5.30) and recalling that γ = δ2, we obtain
(5.31) ‖W ∗ −Wmin,λ3,γ‖H22N (Ω) ≤ C1δ.
Finally, using (5.17) and the triangle inequality, we obtain the following lower bound
for the left-hand side of (5.31)
‖W ∗ −Wmin,λ3,γ‖H22N (Ω) = ‖(W
∗ +G∗)− (Wmin,λ3,γ +G) + (G−G∗)‖H22N (Ω)
= ‖(V ∗ − Vmin,λ3,γ) + (G−G∗)‖H22N (Ω)
≥ ‖V ∗ − Vmin,λ3,γ‖H22N (Ω) − ‖G−G
∗‖H22N (Ω) ≥ ‖V
∗ − Vmin,λ3,γ‖H22N (Ω) − δ.
Substituting this in (5.31), we obtain the target estimate (5.20). 
Corollary 5.1. The functional Iλ,γ (W ) := Jλ,γ (W +G) is strictly convex on
B0 (2M) for all λ ≥ λ3, where λ3 is the number defined in Theorem 5.4.
Proof. It follows from the proof of Theorem 5.4 and (5.1) that the following
analog of (5.24) holds for all λ ≥ λ3 and for all W (1),W (2) ∈ B0 (2M)
Iλ,γ
(
W (2)
)
− Iλ,γ
(
W (1)
)
− I ′λ,γ
(
W (1)
)(
W (2) −W (1)
)
≥ C1
∥∥∥W (2) −W (1)∥∥∥2
H22N (Ω)
+ γ
∥∥∥W (2) −W (1)∥∥∥2
H32N (Ω)
. 
6. The Globally Convergent Gradient Projection Method. Now we con-
struct an approximation for the vector function W ∗ = V ∗ − G∗ for W ∗ ∈ B0 (2M) .
It follows from (5.21) that B0 (2M) ⊂ H30,2N (Ω) . Let PB : H30,2N (Ω)→ B0 (2M) be
the orthogonal projection operator of the space H30,2N (Ω) on the closed ball B0 (2M).
Let W (0) ∈ B0 (2M) be an arbitrary point of the ball B0 (2M) and let η > 0 be a
number. The gradient projection method constructs the following sequence:
(6.1) W (n) = PB
(
W (n−1) − ηJ ′λ,γ
(
W (n−1) +G
))
, n = 1, 2, ...
It is important for computations that
(
W (n−1) − ηJ ′λ,γ
(
W (n−1) +G
))
=: Yn−1 (x) ∈
H30,2N (Ω) . Indeed, W
(n−1) ∈ H30,2N (Ω); also, (5.7), (5.8) hold. In other words, the
vector function Yn−1 (x) satisfies the boundary conditions Yn−1 |∂Ω= ∂zYn−1 |Γ= 0.
Theorem 6.1. Let λ ≥ λ′2 = λ2 (2M,N, r,Ω) > 1, where λ2 was defined in
Theorem 5.1. Let Wmin,λ,γ be the minimizer of the functional Jλ,γ (W +G) on the
set B0 (2M), the existence and uniqueness of which follow from Theorem 5.3 and
Corollary 5.1. Then there exists a sufficiently small number η0 = η0 (2M,N, r,Ω, λ) ∈
(0, 1) depending only on listed parameters such that for any η ∈ (0, η0) we can find a
number θ = θ (η) ∈ (0, 1) such that the sequence {W (n)}
n∈N∗ converges to Wmin,λ,γ
in the H32N (Ω)–norm and the following convergence estimate holds:
(6.2)
∥∥∥Wmin,λ,γ −W (n)∥∥∥
H32N (Ω)
≤ θn
∥∥∥Wmin,λ,γ −W (0)∥∥∥
H32N (Ω)
, n = 1, 2, ...
Theorem 6.1 follows immediately from the combination of Theorems 5.1–5.3 with
Theorem 2.1 of [2].
Theorem 6.2. Let λ = λ4 = λ2 (2M,N, r,Ω) ≥ λ′2. Suppose that conditions
imposed in Theorems 5.4 and 6.1 hold. Then the following convergence estimates are
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valid for n = 1, 2, ...∥∥∥W ∗ −W (n)∥∥∥
H22N (Ω)
≤ C1δ + θn
∥∥∥Wmin,λ,γ −W (0)∥∥∥
H32N (Ω)
,(6.3)
‖c∗ (x, k)− cn (x, k)‖L2(Ω) ≤ C1δ + θn
∥∥∥Wmin,λ,γ −W (0)∥∥∥
H32N (Ω)
,(6.4)
where c∗ (x, k) stands in the right hand side of equation (3.5) in the case when W ∗ (x)
is replaced with V ∗ (x) = W ∗ (x) + G∗ (x). The function v∗ (x, α) is obtained via
components of the vector function V ∗ (x) and (3.9) and then this function is sub-
stituted in the left hand side of (3.6); see the first item of Remarks 3.1. The func-
tion cn (x, k) is obtained in the same way with the only replacement of V
∗ (x) with
V (n) (x) = W (n) (x) +G (x) .
Proof. Combining (5.31) with (6.2) we obtain∥∥∥W ∗ −W (n)∥∥∥
H22N (Ω)
=
∥∥∥(W ∗ −Wmin,λ,γ) + (Wmin,λ,γ −W (n))∥∥∥
H22N (Ω)
≤ ‖W ∗ −Wmin,λ,γ‖H22N (Ω) +
∥∥∥Wmin,λ,γ −W (n)∥∥∥
H22N (Ω)
≤ C1δ + θn
∥∥∥Wmin,λ,γ −W (0)∥∥∥
H32N (Ω)
,
which proves (6.3). As to (6.4), it follows from (6.3) and the construction of functions
c∗ (x, k) , cn (x, k) described in the formulation of Theorem 6.2. 
Remarks 6.1.
1. Since the starting point W (0) of the gradient projection method (6.1) is an
arbitrary point of the ball B0 (2M) and since smallness conditions are not
imposed on M , then convergence estimates (6.3) and (6.4) mean the global
convergence of the gradient projection method (6.1) to the correct solution.
In other words, a good first guess about the ideal solution is no longer required.
We note that in the case of a non convex functional, the global convergence
of a gradient-like method cannot by guaranteed.
2. Another observation here is that due to estimate (5.20) we have “Lipschitz-
like” convergence rate in (6.3), (6.4) with respect to δ. This is stronger than
the “Ho¨lder-like” convergence rates in all previous publications [25, 26, 24, 27,
28, 29] about the convexification where δ is replaced with δρ, where ρ ∈ (0, 1) ,
also, see Remark 5.1.
7. Numerical Results.
7.1. Some details of the numerical implementation. First, we note that it
follows from (3.4), (3.9) and (3.16) that
(7.1) V |∂ΩΓ= 0.
Let {αn}`−1n=0 be the set of selected ode points on the segment [−a, a] , i.e. −a = α0 <
α1 < · · · < α`−1 = a, αn − αn−1 = hs, where hs > 0 is the grid step size. Thus,
in our computations, our sources are {xαn}l−1n=0 = {(αn, 0,−d)}l−1n=0 ⊂ Lsrc; see (2.4).
To minimize the functional Jλ,γ (V ) in (4.2), we rewrite the involved derivatives via
finite differences. The idea is to minimize the resulting functional with respect to the
values of V at grid points. We use the same grid step size h in x, y,z directions. For
any vector function u (x) we denote up,q,s = u(xp, yq, zs) the corresponding discrete
function defined at grid points.
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We define the Laplace operator in finite differences as ∆hup,q,s = ∂
h
xxup,q,s +
∂hyyup,q,s + ∂
h
zzup,q,s, where, for interior grid points of Ω we use, e.g.,
∂hxxup,q,s = h
−2 (up+1,q,s − 2up,q,s + up−1,q,s) .
Then, the gradient operator in finite difference∇hup,q,s =
(
∂hxup,q,s, ∂
h
yup,q,s, ∂
h
z up,q,s
)
follows. In addition, the data at Γ are given by ∂hz up,q,0 = h
−1 (up,q,1 − up,q,0) .
We have applied the matrix S−1N in (3.14) to obtain equation (3.11). However,
this is convenient only for the above theory. In computations we do not apply S−1N .
The resulting matrix equation is equivalent to (3.11) and analogs of the above Theo-
rems 5.2-5.4, 6.1, 6.2 can be straightforwardly formulated for the continuous form of
functional (7.2), which is the direct analog of functional (4.2). Now about the com-
putational implementation of boundary conditions. Rather than satisfying boundary
conditions exactly, we minimize the differences between boundary values of the dis-
crete vector function Vp,q,s and boundary conditions. To do this, we use penalty terms
with certain weights K0,K1,K2 > 0. These weights are chosen numerically.
Let V h =
{
V hp,q,s
}Zh−1
p,q,s=0
be the discrete version of the vector function V . Thus,
taking into account (3.11)–(3.13) and (7.1), for each N ≥ 1 we minimize the following
fully discrete form of the weighted Tikhonov-like Jλ,γ (V ):
Jhλ,γ
(
V h
)
= e−2λ(R+r)
2
Zh−1∑
p,q,s=0
h3
∣∣∣SN∆hV hp,q,s + f (∇hV hp,q,s)∣∣∣2 µλ (zs)
(7.2)
+
Zh−1∑
p,q=0
h2
(
K0
∣∣V hp,q,0 − ψ0,p,q∣∣2 +K1 ∣∣∂hz V hp,q,0 − ψ1,p,q∣∣2)
+K2
Zh−1∑
p,q=0
h2 |wp,q,Zh−1|2 +K2
Zh−1∑
q,s=0
h2
(
|w0,q,s|2 + |wZh−1,q,s|2
)
+K2
Zh−1∑
p,s=0
h2
(
|wp,0,s|2 + |wp,Zh−1,s|2
)
+ γ
Zh−1∑
p,q,s=0
h3
(∣∣V hp,q,s∣∣2 + ∣∣∣∇hV hp,q,s∣∣∣2) .
It follows from (7.2) that we consider the regularization term in the H1 norm.
Indeed, it is much more complicated to implement the H3 norm. On the other hand,
if the number of grid points is not too large, then these norms, taken in the discrete
forms, are “effectively” equivalent. Our numerical experience shows that the H1 norm
in the regularization term is sufficient. Terms with K0,K1,K2 > 0 are those penalty
terms mentioned above with respect to the boundary conditions. Since these terms
are convex, then they do not ruin the strict convexity of our functional. Numbers
K0,K1,K2 are chosen numerically and will be specified in subsection 7.2.2.
7.2. Numerical studies.
7.2.1. Generic algorithm. For each α ∈ [−a, a], we computationally simulate
the data (2.9) by solving the Lippmann–Schwinger equation (2.8). Thus, on the grid
of x ∈ Γ and xα ∈ Lsrc one has up,q,s = F (xp, yq, zs,xαl) for each l = 0, `− 1. Given
N in (3.9) and k > 0, our analysis then leads to the following algorithm:
1. To generate the data ψj(xp, yq, zs) for j = 0, 1 in (3.12), (3.13), solve the
Lippmann–Schwinger equation (2.8).
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Fig. 2: (a) The choice of N based on the relative L∞ error. (b) Cross-section by
the plane {x = 0} of the image computed in Test 2 after finishing the first step of
computations.
2. Compute the minimizer V hmin of the functional Jλ,γ(V
h) in (7.2) as an ap-
proximation of V h .
3. Using the minimizer of item 2 and the special basis {Ψn(α)}N−1n=0 , construct
an approximation of the auxiliary function v(xp, yq, zs, αl);
4. Compute an approximation of the unknown dielectric constant c(xp, yq, zs, k)
by the following formulae:
(7.3)
cp,q,s = mean
αl
∣∣∣∣∣∣∣−
∆hvp,q,s,αl +
(
∇hvp,q,s,αl
)2
+ 2∇hvp,q,s,αl · x˜p,q,s,αl
k2
∣∣∣∣∣∣∣+ 1,
where x˜p,q,s,αl denotes the value of x˜α at (xp, yq, zs) for every αl; see (3.8).
We use the absolute value here since one should have cp,q,s ≥ 1, see (2.3).
7.2.2. Computational procedure. We now describe some details of the algo-
rithm of section subsection 7.2.1. The domain under consideration is now the three-
dimensional cube with the edge length R = 3. Besides, we choose a = 1, γ = 10−4,
d = 7.5, N = 4, Zh = 51 and ` = 11. Also, we choose K0 = 1,K1 = 2 and K2 = 10
−3
in (7.2) for all steps. The wavenumber k is specified below. Even though our above
theory says that we need to use the gradient projection method and large values of
λ, we have discovered computationally that the simpler to implement gradient de-
scent method and a reasonable value λ = 1.1 work well. So, we use them. These
observations coincide with those of our previous works on the numerical studies of the
convexification [24, 25, 26, 27, 28, 29].
The choice of N can be specified as follows. We take a reference sample to be
imaged. This is the one of Test 1; see Table 1 for details. Once chosen, we keep N the
same for all other examples. First, we solve the Lippmann–Schwinger equation (2.8)
to generate the data for the reference inclusion of Test 1. Then we obtain utrue (x, α)
and vtrue (x, α), respectively. Denote vtrue,n (x) the corresponding Fourier coefficient
of vtrue (x, α) with respect to our basis {Ψn(α)}∞n=0. Having vtrue,n(x) numerically,
we can compute the function vNtrue(x,α) in (3.9). Hence, we are able to compute the
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following relative L∞-like error:
E∞ (vtrue) =
max
x,α
∣∣vtrue − vNtrue∣∣
max
x,α
|vtrue| × 100%.
We observe in Figure 2a that N = 4 is acceptable in the sense that the error E∞ (vtrue)
is sufficiently small (around 5× 10−2). Hence, it is intuitively clear that increasing N
would only increase the computational time without providing an essential difference
in results. This choice of N is in an agreement with, e.g., [17] where a truncation was
done to solve an inverse boundary value problems of an elliptic equation.
As the number of point sources may not be large in practice, we compute vtrue,n
by using the Gauss–Legendre quadrature method:
vtrue,n(x) := 〈vtrue (x, ·) ,Ψn (·)〉L2(−a,a) ≈
∑`
l=0
wlvtrue (x, α˜l) Ψn(α˜l),
where α˜l are the abscissae in [−a, a] and wl are the corresponding weights. Since these
abscissae are fixed, we get the values of vtrue (x, α˜l) from vtrue (x, αl) using the spline
interpolation via the built-in griddedInterpolant in Matlab. As we compute the
basis Ψn symbolically, we know their values at the abscissae very precisely.
Following the algorithm of subsection 7.2.1, we now detail the computational
procedure in the minimization process applied to the functional (7.2). Recall that
the Dirichlet data at ∂ΩΓ are obtained by the heuristic data completion (3.16) and
this completion forms the final item of our approximate mathematical model (the
first item of Remarks 3.1). Since the magnitude of the backscattering data is small
and since the correct boundary data on ∂ΩΓ are actually neglected by (3.16), then
one can anticipate that only those targets will be reasonably imaged, which are close
to the measurement side Γ of the cube Ω. In other words, the data propagation
procedure mentioned in subsection 3.2 should estimate well distances to targets, and
it was shown in section 6.2 of [35] for the case of experimentally collected data that
the latter is possible. It is also clear that this very limited information indicates that
our reconstruction is very challenging.
On the other hand, it follows from (4.3) and Theorem 5.1 that all iterates of the
gradient descent method we use should have the same Dirichlet boundary conditions
at ∂Ω and the same Neumann boundary condition at Γ (i.e. at z = −R). Furthermore,
our computational experience shows that since the correct boundary data on ∂ΩΓ
are not given, then we need to have a partly heuristic method of estimating the loca-
tion and sizes of the target to be imaged. These cause our choice of the starting point
of iterations as well as the choice of first and second steps of our numerical procedure
described below. Nevertheless, the main point is that our choices still use only the
measured data and do not rely on any information about a small neighborhood of the
correct solution.
Step 1. This step consists of two (2) substeps. As it was pointed out in the
Introduction section, the focus of our application is the detection and identification
of antipersonnel land mines and IEDs. The sizes of these targets are usually small:
between 5 and 15 centimeters (cm). Therefore, we search for targets in the domain
Ω1 := {−R ≤ z ≤ −R+ 2} ⊂ Ω, which means 20 cm in depth from the ground
boundary. In the first substep, we choose the following linear approximation, denoted
by V0 (x) ∈ RN , as the starting point of iterations in the minimization of the functional
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Jhλ,γ
(
V h
)
:
V0 (x) =
(
v00 (x) , v01 (x) , · · · , v0(N−1) (x)
)T
,(7.4)
v0n = (ψ0n + ψ1n(z +R))χ(z),(7.5)
where χ : [−R,R]→ R is a smooth function given by
(7.6) χ (z) =
{
exp
(
(z+R)2
(z+R)2−(R−1)2
)
if z < −1,
0 otherwise.
It is worth noting that χ attains the maximum value of 1 at z = −R and then, we
can show that v0n (z = −R) = ψ0n, ∂zv0n (z = −R) = ψ1n. Thus, the starting point
v0n satisfies the Dirichlet and Neumann boundary conditions at z = −R. Besides, the
vector function V0 satisfies the zero Dirichlet boundary condition at z = R because
χ tends to 0 as z → −1+. We have numerically observed that ψ0n = ψ1n = 0
at x, y = ±R. Hence, the vector function defined in (7.4) satisfies the zero Dirichlet
boundary conditions. On the first substep, we minimize the functional Jhλ,γ
(
V h
)
with
the starting point (7.4).
As to the step size η of the gradient descent method, we start from η1 = 10
−1.
This η1 is unchanged on the first step as well as the second step below. On each
iterative step number m the step size ηm is reduced by the factor of 2 if the value of
the functional at the iteration number m exceeds its value on the previous iteration,
i.e. if Jhλ,γ
(
V hm
) ≥ Jhλ,γ (V hm−1). Otherwise, ηm+1 = ηm. The minimization process is
stopped at mstop when either ηmstop < 10
−8 or
∣∣∣Jhλ,γ (V hmstop)− Jhλ,γ (V hmstop−1)∣∣∣ <
10−8.
After the first substep, we obtain the numerical coefficient of c ( x), denoted by
c˜ ( x). Then we complete the first step of computations by getting rid of possible
artifacts in c˜ via a postprocessing, which forms the second substep. This is done by
replacing the function c˜ with the function ctemp, where
ctemp (x) =
{
c˜ (x) if |cˆ (x)| ≥ 0.7 maxx |c˜ (x)| ,
0 otherwise.
Lastly, the function ctemp is smoothed by a Gaussian filter. We will shortly specify
the Gaussian procedure in the end of Step 2.
Step 2. We have numerically observed that, in the first step, we can find a
good approximation for the location of the target and a somewhat good approxi-
mation of its shape. The second step is for an improvement of the values of the
function c (x). We start this step by plugging ctemp in the Lippmann–Schwinger
equation (2.8), solving it, and thus, obtaining a new vector function vˆ (x, α). Then
we find first N Fourier components of vˆ (x, α), denoted by vˆn (x), as in (3.9). Note
that after Step 1, we can see where the object is located by an evaluation of 2D
cross-sections of the image obtained after Step 1; see e.g. Figure 2b. This way en-
ables us to narrow the domain of our search, i.e. we look for the object in Ω2 :=
{−bx ≤ x ≤ bx,−by ≤ y ≤ by,−R ≤ z ≤ −bz} ⊂ Ω1, for some numbers bx, by, bz > 0.
We rely on this information to get a smooth function, denoted by χ˜(x), with vˆn and
ensure the boundary conditions during the minimization. Recall the function χ in
(7.6) which is essentially generated by the function exp
(
t2
t2−1
)
for t ∈ [0, 1) tending
to 0 as t→ 1+ and attaining the maximum 1 at t = 0. Moreover, the derivative of this
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Test 1 2 3 4 5
Inclusion Sphere Ellipsoid Ellipsoid Rectangle Sphere (noise)
max (ctrue) 2 5 10 2 2
max (ccomp) 1.8873 5.1886 9.3461 2.1834 1.8782
Error (7.7) 5.64% 3.77% 6.54% 9.17% 6.09%
Table 1: Description of numerical examples and the corresponding relative errors
between max (ctrue) and max (ccomp).
function vanishes at t = 0. Thereby, the starting point of iterations of the gradient
descent method for the second stage of the minimization of the functional Jhλ,γ
(
V h
)
is chosen, as follows:
V1 (x) =
(
v10 (x) , v11 (x) , · · · , v1(N−1) (x)
)T
for v1n = vˆn (x) χ˜ (x) ,
where
χ˜ (x) =
{
exp
(
x2
x2−b2x
)
exp
(
y2
y2−b2y
)
exp
(
(z+R)2
(z+R)2−(R−bz)2
)
if x ∈ Ω2,
0 otherwise.
The second step allows us to obtain more accurate values of c (x) inside of the inclusion
to be imaged. Our reconstruction is concluded after we smooth the final solution
cfinal (x) by the Gaussian filtering via the smooth3 function in Matlab. In particular,
we find ccomp (x) as ccomp (x) = smooth(|cfinal (x)| (1 + p̂)), where cfinal (x) is the
function c (x) obtained in the last iterative step of the minimization procedure of Step
2. This procedure is similar to the one of smoothing ctemp (x) on Step 1. Note that due
to (7.3), cfinal (x) > 0. Here, finding the value of p̂ is based upon the maximal value
of |cfinal (x)|. This maximal value is computed with a good accuracy. Next, however,
we need to smooth the function cfinal (x) using the Gaussian filtering. The smoothed
version of cfinal (x) always has a lower maximal value. Therefore, we find such a
number p̂ ≥ 0 that max (ctemp (x)) = (1 + p̂) max (smooth (ctemp (x))). Hence, the
value of p̂ varies in every single test. As an example, in Test 1 max |cfinal (x)| = 1.8873.
But the smoothed version smooth(|cfinal (x)|) without p̂ attains the maximal value
1.6446, while with p̂ = 0.3765 it moves back to the value 1.8873. The above forms
the second step of the numerical solution of our CIP.
Remark 7.1. We point out that the computational procedure described above does
not use any advanced knowledge of a small neighborhood of the correct solution. In
other words, our reconstruction method converges globally; see Introduction for the
definition of the global convergence.
We now mention that to run the minimization procedure, we need to compute the
gradient J
′
λ,γ in (6.1) of the discrete functional Jλ,γ in (7.2). We have discovered that
having the expression for the gradient via an explicit formula, significantly reduces the
computational time. We have derived such a formula using the technique of Kronecker
deltas, which has been outlined in [32]. For brevity we do not provide this formula
here.
7.2.3. Reconstruction results. To this end, the dimensionless spatial variables
are defined as x′ = x/(10 cm). This means that, for instance, in our reference Test
1, where the mine-like target is ball-shaped with the radius 0.3, its actual diameter
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Test True center Computed center Lowest point
1 (0, 0,−2.5) (0, 0,−2.4) (0, 0,−2.823)
2 (0, 0,−2) (−0.01, 0.02,−1.98) (0, 0,−2.81)
3 (0, 0,−2) (−0.02,−0.03,−2.13) (0, 0,−2.58)
4 (0, 0,−2.5) (0,−0.01,−2.35) (−0.01, 0,−2.79)
5 (0, 0,−2.5) (−0.01, 0,−2.39) (0, 0,−2.83)
Table 2: Comparison of the location information between the true and computed
objects. The true lowest point of all true objects is fixed at (0, 0,−2.8).
is 6 cm. Therefore, with R = 3 considered in subsection 7.2.2 we suppose to look
for a possible explosive in a cubic area 0.216 m3, where m stands for meters. We set
in (2.4) d = 7.5, which means that the distance between the line of sources, whose
length is 20 cm, and the ground surface should be 45 cm, which is realistic for some
ground penetrating radars.
Now, since k = 2pi/υ, where υ is the wave length, then, after the change of
variables x′ = x/(10 cm) in the Helmholtz equation (2.5), the dimensionless number
k = 2pi · (10 cm) /υ. Following the previous publication of this group about the work
with experimental data [35], we use here the frequency of 3.15 GHz, which means that
the wavelength υ = 9.5 cm. Therefore, the dimensionless value of k we work with is
k = 2pi · (10 cm) / (9.5 cm) = 6.6.
In our Tests 1–5 listed below, we want to accurately reconstruct all three compo-
nents of targets: locations, target/background contrasts and shapes.
In all our tests, the mine-like objects are such that the lowest point of their front
surfaces is fixed at (x, y, z) = (0, 0,−2.8). However, when running the minimization
procedure, we do not assume a knowledge of neither the locations nor the shapes
of inclusions. We only assume that any inclusion of our interest is located close
to the ground surface Γ, which concerns the choice of the smooth function χ in
subsection 7.2.2.
It was demonstrated in [35] that the data propagation procedure mentioned in
subsection 3.2 estimates quite accurately the z−coordinate of the front surface of
the target. Hence, we indeed can assume that the plane {z = −R} is close to the
target to be imaged. On the other hand, if it would be far, then the image would be
worse. Indeed, in this case the backscattering data at Γ would be less sensitive to the
presence of the inclusion and, at the same time, the transmitted data at Ω∩ {z = R}
are artificially set not to be sensitive to this presence.
In the reconstruction results, we are concerned with the relative error between
max (ctrue (x)) and max (ccomp (x)), where ccomp (x) is the computed function c (x).
More precisely, we define this error as
(7.7) Emax =
|max (ctrue (x))−max (ccomp (x))|
max (ctrue (x))
× 100%.
Values of max (ctrue (x)) ,max (ccomp (x)) and Emax for all five tests are tabulated
in Table 1. In the following, we depict both three-dimensional true and computed
inclusions by using the isosurface function in Matlab with the associated isovalue
being 5% of the maximal value. As to the locations of computed inclusions, we briefly
report them in Table 2.
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(a) ctrue = 2 (b) ccomp = 1.8873 (c) ccomp = 1.8782
Fig. 3: Reconstructions of a ball-shaped object with the correct value of the coefficient
ctrue = 2. Without noise (Test 1), the maximal value max (ccomp) of the computed
coefficient c is 1.8873. With 5% noise (Test 5), the maximal value max (ccomp) of the
computed coefficient c is 1.8782. (a) True image. (b) Reconstructed image of Test 1.
(c) Reconstructed image of Test 5 with noisy data.
Test 1. Ball-shaped inclusion. In this test, we examine our numerical method
for the case of a ball-shaped object with the dielectric constant in it ctrue = 2. Images
of the true object and its reconstruction are presented in Figure 3. We observe in
Figure 3a that the shape of the reconstructed object is imaged accurately. We also
obtain that the lowest point of the computed one is at (0, 0,−2.823), while it should
be (0, 0,−2.8) for the true solution as we have set up above. So, these are close. The
size of the computed inclusion is slightly larger than the correct one. Together with
the approximate dielectric constant, we conclude that location, shape and max (ccomp)
are reconstructed accurately.
Tests 2–3. Ellipsoids. The next two tests, Tests 2 and 3, are about ellipsoidal
targets with high target/background contrast levels of 5 and 10. Here, we consider the
ellipsoids with principal semi-major axis and two semi-minor axes, respectively, being
0.8 and 0.3. The objects are centered at (0, 0,−2). The computational results show
that the sizes of reconstructed ellipsoidal targets with ctrue = 5, 10 decrease when
ctrue increases. Here is an explanation on this. We have computationally observed
that the area of the region on Γ, where the data concentrate around the maximal
absolute value, decreases when ctrue increases from 5 to 10. We still have observed
the ellipsoidal shape of the reconstructed target; see Figure 4c. Besides, the center
of the computed one with ctrue = 10 is close to the true position and the number
max (ccomp (x)) is still good; cf. Tables 1 and 2. Therefore, the results for ctrue = 10
still accommodate the above listed main purposes of our reconstructions. Last but
not least, the reconstruction of the number ctrue = 5 is very accurate.
Remark 7.2. We point out that inclusions with high contrasts of, e.g., Tests 2–3
are unlikely to be imaged by conventional techniques.
Test 4. Rectangular prism. In this test, we consider a rectangular prism with
dielectric constant ctrue = 2. This object is of the size 1.2 × 1.2 × 0.6 (W×L×H),
which is realistic for the above-mentioned targets. The reconstruction result for this
case is displayed on Figure 5. The lowest point of the reconstructed object is located
at the point (0, 0,−2.79) while the correct point is (0, 0,−2.8). We see that this result
still fulfills the main purpose of our reconstructions listed above in this section; see
Tables 1 and 2 and Figure 5. It should be noticed that this prism’s boundary regularity
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(a) ctrue = 5, 10 (b) ccomp = 5.1886 (c) ccomp = 9.3461
Fig. 4: Reconstructions of an ellipsoid with the correct values of the coefficient ctrue =
5, 10 (Tests 2 and 3). The maximal values max (ccomp) of the computed coefficient c
are 5.1886 and 9.3461, respectively. (a) True image. (b) Reconstructed image of Test
2. (c) Reconstructed image of Test 3. See the text for an explanation of the decrease
of the size of image (c), compared with (b).
is mathematically weaker than the one of the spherical object. This explains why we
obtain a smooth shape rather than the one with a sharp boundary.
(a) ctrue = 2 (b) ccomp = 2.1834
Fig. 5: Reconstruction of a rectangular prism with the correct value of the coefficient
ctrue = 2 (Test 4). The maximal value max (ccomp) of the computed coefficient c is
2.1834. (a) True image. (b) Reconstructed image.
Test 5. Ball-shaped inclusion with a noise in the data. In the last Test 5,
we concentrate on the reconstruction with noisy data F and G defined, respectively,
in (2.9) and subsection 3.2. In doing so, we simply add a random multiplicative noise
to the simulated Dirichlet and Neumann data obtained when solving the Lippmann–
Schwinger equation:
Fnoise (x, α) = F (x, α) (1 + δrand) , Gnoise (x, α) = G (x, α) (1 + δrand) .
Here, δ ∈ (0, 1) represents the noise level and “rand” is a random number uniformly
distributed in the interval (−1, 1). Thus, this addition is pointwise with respect to
both spatial points and the point source. Given δ = 0.05, which corresponds to the
5% noise, we choose to use this noisy data in our Test 1. One can see from Figure 3c
that our reconstruction still has a good performance.
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