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1.1 Apresentação e Motivação 
Pe.':lquisadores têm virtualmente grande interesse em eventos e suas causas. Um 
evento eon.."liste de alguma mudança qualitativa que o<~orre num ponto específico do 
tempo (Allison, 1984). Nascimento, casamento, falecimento, desemprego, reincidCncia 
de hábitos ou doença.c; e quebra de equipamentos são exemplos de mudanças que po-
dem ser interpretados como eventos. Não é comum nsar o termo evento para de~:~crevcr 
uma mudaiH;a gradual de alguma variáveL A nmdam;a deve eonsistir de urna separação 
relatiwunente distinta entre o qne precede e o que w~gne ú transi<;ão. 
Como os eventos são definidos em tennos de mudanças no tempo, cada ve-z, rru-lis se 
reconlli:..>ce que: a melhor maneira de estudar eventos e suas causas é coletando dados da 
hidóri.a de eventos. Considere, por exemplo, que um indivíduo solteiro poderia ca::>ar~se 
e, casado, poderia. optar pela. dissolução do e.asarnento c assumir um seg1mdo casamento 
ou uma primeira mllão consensual, e assim por diante. Um diagrama com os possíveis 
estágios e transições é apresentado no Quadro 1.1. Com os dados da história de eventos 
pode--se estudar todo o pwcesso, admitindo inte:nk'Pend&ncia entre os diferentes tipos de 
transições. Ern sua forma r.uais simple.<>, lillla história de eventos é um 1·cgistro longitudinal 
de quando acontece mn tipo de transição para nrna amostra de indivíduo.<:>. Se o objetivo 
.l 
UADRO 1.1- TIPOS DE TRANSI ÕES ENTRE ESTADOS CIVIS 
União Formada 
· · · · · ----·> União Desfeíta 
Solteiro - - - - - ~ Outra Mudança 
for estudar as causas dos eventos, a história de eventos deveria também inclui.T dados 
sobre possíveis variáveis que1 isoladamente ou c•m combinação, influenciam no tempo de 
ocorrência de mn evento. Uma pesquisa .oobre nupcialidade consistiria, por exemplo, <1'1 
idade ao casar de solteiro:; e também incluiria informa~ões sobre sexo e rúvel de instmção 
e renda na época do casamento. 
Vários métodos para a análise da história de eventos foram surgindo independen-
temente em áreas como bioestatfutica, engenharia, ciúncias sociais e economia. Esses 
métodos alg1uuas vezBS competem entre si, mas na maioria das vezes eomp~em<.'ntam mn 
ao outro. A demografia formulou o método mais antigo, mais conhecido e aind_a nmito 
utilizado para analisar dad(k'l da história de eventos --- a tábua de vida. Os bioestatístieos 
desenvolveram mais tarde métodos para análise de dados de sobrevivência. De fato. 
muito da literatura sobre métodos da história de eventos apareec com o nome de análise 
de sobrevivf.)ncia. Os engenheiros enfrentam uma situação Hirnilar na análise de dados 
de quebra de máquinas e componentes industriais. Os métodos desenvolvidos nesta área 
levam o nome de análise de confiabilidade. 
Com o desenvolvimento de nov<dS mctodologias e o aumento de recursos eomputa-
cionait;, essw áreas tradicionais têm focali,.;ado os rnodelos de risco que são métodos em-
pr<:O!g;ados para avaliar a dependência da ocorrência do evento sob um COD;jlmto de va.riáveis 
regressaras ( covarüiveis), eom o intuito de estimar&"> probabilidades de o evf',nto oconer a 
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partir de um determinado tempo. Os modelo,.., de risco na análise da história de evento::; 
podem ser vistos corno 11rna extensão da análise de regn~sào (·onveneional (AJ.lison, 1984: 
TI·usb'Bl e Ridmrds, 1985). 
Um problema comum na análise de dados da história de eventos é a infiuén('ÜJ. da 
heterogcneídade populadonal sobre o tempo de oeorréneia do evento. A idéia de que 
indivíduos mais frágcir:-; 1 experímcntarão o evento de interesSt:; antes que os outros in-
duz urna seleção de indivíduos mais fortes. Deste modo, em estudos da dinâmica de 
populações heterogêneas, o que He observa na história de eventos n.:i.o representaria um 
índivíduo da população, pois seria influeneiada por um proce::;so seletivo (Vaupel e Ya •. <>hin, 
1985). Quase todas as análises com modelos de riBeo estão supostamente baseadas em 
que toda heterogeneidade da popnlat;ão de interesse é eaptada por meio de tUJl con-
junto (h~ eovariáveis observadas e incluídas no modelo. Levando em eonta que nem toda 
a. heterogeneidade pode ser considerada pelas ~._~avariáveis, o processo de seleção altera 
a composição das subpopulaçÕ(~s fürrnada.s por dctcrmina:ntüs não-observados, podendo 
distoreer a realidade e produzir eHtiruativa.s viciada.q dos parâmetros de intert'Sse, f~a.so 
a heter-ogeneidade ruiu-observada for omitida (Ht:_><~krnan ü Singer, 1982; Vaupd e Yaslú.n 
1985; Trnssel e Ro<h·iguez, 1090). Por essa razão, pesquisadores de diversas áreas têm 
incorporado a heterogeneidade não-observada nos modelos de rÍS("ü. 
Vaupel, 1\lanton c Sta.llard (1979) foram Otl primeiros a discntir o impacto da lwtcro-
geneidadc não-observada apresentando a ídóia de fragilidade. Eles (iü:Jcutcm {~SÜ:) conceito 
no âmbito da tenninologia usada na constnu;ão de t<ilmas de vida. Artigos posteriores 
apre."lentam modelos de fragilidade em outros contextos e áreas. Por exemplo, em aw:ilinc 
de sobrevivência situam-se Hoongard (1984 e 1986), Aalen (1988), Oakes (1089) e Vaupel 
(1990). Em demografia, eneontram-se entre outros, Trussel e Ríehards (1985), Tru..<.;sel e 
Rodrigues (1990), Manton1 Singer e Woodhmy (1992) e IVIarc (1994). Na área de cii~nt~ian 
sociais podo-se citar A1líson (1984), Narnboodiri c Snch..indran (1987), Blossfeld, Harncrle 
1Indivídnos são as unidades de análise. Por <:xcmplo, cornponent.es detr6nía'-'J poderiam ser ;c;; 
unidadf!S de análise em estudon de confiabilidade. f~ também abstrato O nmceito de indivíduos maÜi 
fnigeis on maí.s forte:,;. Os indivíduos maü; frágeis súo n.'J mais suscetíveis a sofrer o evento. 
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e Mayer (1989) e Blossfeld e Hamerlc (1992) c em econometria Heckman e Singer (1982). 
Devido ao desenvolvimento e aplicação dos modelos de fragilidade em diversas áreas. a 
terrninologia não é uniforme e nem todos os métodos são aeessíveis a todo.<> oH lL'::lWÍrios. 
A intenção básica dt.>sta dísst->rtação é apresentar detalhadamente os conceitos envolvi-
dos no estudo da dinâmica de populações hc'terogúneas e discutir algumas tentativas que 
têm sido feitas para introduzir as fontes de heterogeneidade não-obsetv'.:u-la na análise da 
história de ev<:ntos. Imímeros estudos da hi:;tória de eventos têm buscado uma maneira 
efieíente de modelar a heterogeneidade não-ob.'lerV'..J.da com sugestões alternativas. Não 
se tem a intcnsão de expô-los integrahnente. As discu,.<;sões concentram-se em apresentar 
algtms modelos de risco com heterogeneidade rulo-observd.da e sua implicação na intor-
pretat,~ão du'3 riscos populacionais. Os método,.., de estimação e a sen .. "libilidade dos modelos 
apresentados são, em geral, eomentados com a inclusão de rcferêneias. 
No presente capítulo, após ft descrição dos ftmdamentos estatíaticos da análise da 
história de eventos que Bão relevantes para denx:n .. 'vt!f o caso univariado) é ressaltado, de 
maneira ilu .. ')trativa, o problema da heterogeneidade não-observa.da. No Capítulo 2 são 
apresentadas e discutidas estratégia...s paramótrica..s para modelar a heterogeneidade não-
observada em modelos de risco univariado c al?,lllll eorncmtririo é feito sobre a estimação 
não-paramétrica. O Capítulo 2 ter:m..ina apresentando o problema de idcntificabilida<h-~ 
com modelos de riseo mliva.üado incltúndo heterogeneidade nào-obt:~ervada. O Capítulo 3 
introduz a teoria estatística para analisar dados da história de eventos quando o tempo de 
ocorrência ó contínuo e os indivíduos &'í.o observado.•'> aos pare .. <>. No Capítulo 3 tarnbóm {; 
apresentado o eonceito de fragílidade compartilhada que viahiliza a identificabilid.ade dos 
modelos de risco bivariado para tempos contínuos com heterogeneidade rill~obsenrada. 
~o Capítulo 4 riscos para tempos discretos são modelados por meio de urna metodolog;ia 
sugerida por Marc (1994), que no ca.so de dados pareados também permite incluir hete-
rogeneidade não-observa.da nos modelos de risco sem a perda da identificabilidadc: c sem 
a necessidade de se fazer fortes t:mpooições paramétricas. Uma aplicação eom dadoo de 
escolaridade de irmãos é apresentada no final do Capítulo 4, ilustrando a metodologia <le 
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::Vlarc. A ~màli~(j restringe-~e ú quantificação das estatí~t.kas de qualidade de ajuste e a 
urna descrição das estimativ& dos paràmetros. O Capítulo 5 cont.ém urna di::wu:::J~âo geral 
sobre o impacto da heterogeneidade não--ohf.;ervada em modelos de riseo e as (liferentcs 
soluções apontada.c; para controlá-lo. 
1.2 Teoria Estatística na Análise da História de Even-
tos 
1.2.1 Conceitos Básicos 
Em muitas história~ de evento,•-;, cada indivíduo pode experimentar eventos múltiplo:::: 
e de vários tipo'-<; diferentes. Ne..<;ta seção são introduzidos modelos e,':ltatísticos em que 
cada indivíduo experimenta não mais do que um evento de mn único tipo. l\lesmo sendo 
ffimples, est('...s modelos podem ser aplicados em um grande número de ::;ituações como, 
por exemplo, em estudos de sobrcvivCneia para análise da dura<.;iio rlo primeiro emprego 
ou do tempo para imigrar. 
Inieialmente, ~nponha que a população sob estudo Heja hornogénea, Ü:Jto é, não lui 
heterogeneidade entre os individues. A introdução de cova.riáveis Sc!:rá considerada na 
Set;ão 1.2.2. 
O tempo de espera até a ocorrência íic um evento é representado no modelo estatístico 
por nma wuiável aleatória não--negativa T. 
Funções do Tempo de Ocorrência do Evento 
Um conceito ehave da análise da história de eventos é a função taxa de risco ou sim-
plesmente função de ri8CO que é a probabilidade de urn evento ocorrer num determinado 
teJnpo para um indivíduo em particular, dado qne o indivfdno está exposto ao risco de 
sofrer o evento naquele tempo. Quando se consideram tempos contínuos~ a probabili-
dade de urn cn~nto O\~OITer exatamente no tempo t é igual a :r.ero, qualquer qne seja t. 
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Portanto, a definição dada acima não é válida para tempos contínuos. 
Seja T uma variável <-lleatória eontínua e não-negativa que representa o tempo de 
ocorrência do evento para nm indivíduo. A função de distribuição e a deDBidade de T 
são denotados resp{.'Ctivamente por F (t) e f (t). Como mmal, 
(1.1) 
e para todos as pontos para OH quais F(t) pode ser diferenciada 
f (t) = lim p (t < T < t + D.t) = <!_F (t) 
"'~o D.t dt (L2) 
A função complementar de F ( t) 
S (t) = 1- F (t) = P (T > t) , (L3) 
denominada função de sobrevivência, representa a probabilidade de um individuo sobre-
viver a t, ou seja, até o tempo to evento ainda não oconeu para o indivíduo. A função 
de sobrevivência é uma função monótona não-crescente e contínua1 em que 
e 
liru S (t) =O 
t->+00 
A ftrnção de risco para tempo.'! contínuos é definida por 
À (t) = lim P (t <: T <; t + D.t I T 2: t) 
Ó.l-->0 !lt (lA) 
Note-se que 
À (t) 2: o, sct;:::-0 
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{
00 Ã(t)dt ~X . 
.f o 
Não se deve pensar que a função de rísco em (lA) seja lillta probabilidade, pois pode 
ser maior que 1. De fato não tem limite superíor. A intcrpretar;ão eorret.a é dizer q11e À ( t) 
é mua taxa de omrrência do evento. Outras terminologias como taxa de intensidade e 
força de mortalidade ou de transição são freqüentemente encontradas em diferentes tipos 
de aplicações da função de risco. 
A :ftmção de risc-,o aemnulada é representada pela integml 
A(t) ~ {' À(u)du . 
.lo 
Pela definição de probabilidade condicional, imediatamente obtém-se, de (1.4), a 
relação 
f (t) À(t) ~ S(t). (1.5) 
Pode-se encontrar a relação entre a ftmção de sobrevivência c a hmção de risco pela 
integraçiio de ).(t). De (1.2), (1.3) e (L5) tem-se que 
L' L' j(u) À (u)dn c• ·-·--du ~ ··log[l ···F {t)] ~ ··logS (t) t o I- F (u) 
?S(t)~exp[-lÀ(u)du] ~uxp{-A(t)} (1.6) 
e portanto 
por 
À(t) ~ _<l_JogS(t) . 
dt (!. 7) 
A. densldade f (i') pode ;;er obtida de (1.5) e (1.6) como nma fnn({ào de À (t): dada 
f(t) =À (I) S (t) =À (t) exp [-l À (u)du] =À (t) exp [-A (t)j . (1.8) 
Considerando as relações de ( 1.1) a (1.3) e (1.5) a (1.8) tmna-se evidente que <:ada 1uua 
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das trf~s funções f (t): S (t) e À (t) pode ser usada para des('rever o tempo de oeorrôncia 
de um evento. Em particular, se a flm1;ão de risco for conhecida, a lei de probabílidade 
para o tempo de ocorrência do evento é caracterizada completamente. 
Geralmente, tem-se pelo menos alguma informação qualitativa inicial de corno À (t) 
pode depender do tempo. No começo do processo de vida, por exemplo, o risco de 
morrer é relativamt."llte alto como atestam as elevadas taxas de mortalidade infantil; 
depois, o risco decresce e permanece quase eonstante por algum tempo em um nível baixo 
até crescer com o tempo por cansa do envelhecimento do organismo. É possível obter 
alguma infmmação quantitativu sobre À (t) calculando a ftmção de risco observada >-(t), 
que possue pelo menos duas fó1mulas alb:.rnativas. Se À (t) for calculado em intervalos 
de tempo de tamanho ô.t então 
ou 
() _ número de indivíduos que sofreram o evento ern t 
). t - (número de Hohreviventcs a t) · .6..t 
À (I) = ,número indivíd1~0.~ ue sofreram ~ evento ':"' i:ot~1rvalo t,t-~ !it , pür unidade de_ hHJ:IPO 
(numero de sobrevwentes a t) 2 (numero de tnd1v1duos que sofreram o evento no mtervalo) 
esta última é utilizada em ciências atuariais (Lee, 1080). 
Essa informat;ão qualitativa ou quantitativa da relação entre a flmção de risco e o 
rempo deve indicar a,'l distribuições de probabilidadc>s mais adequada::: para T. Algumas 
distribniçõeH especiais para o tempo de ocmTôncia do evento são apresentadas a seguir. 
Distribuições de Probabilidades para o Tempo de Ocorrência do Evento 
Distribuição Exponencial 
Urna das aplicaçÕt,'t> mais simples de distribuit;ões parü T, o tempo de oconência do 
evento, é a distribuição exponencial com parâmetro n (o: > O), conht"cido corno panimetro 
de taxa. Denota-se por T"' expanendal (n). Para t 2_ O, 
f (t) = i.HDCp ( -r>t) 
8 
S (t) c~ exp ( -at) 
À (t) = n 
Urna &mção de risco que não depende do tempo implica numa distribuição exponencial 
para o tempo de oeonéneia do evento. 
Distribuição Gompertz 
Pod~>-se relaxar a supmüção de um risco constante admitindo que o logaritmo do 
risco é urna f1mção linear do tempo, como quando T m;surne distribuição Gompertz, isto 
é, T"" Gom:pertz (J-L1 a), em quepE R é o parâmetro de locação e rr > O é o parâmetro 
de ~:seala. Para t E R, 
f (t) = "~~! exp [(t- !t) /<r] exp {- exp [(t- !'/")]} 
S (t) = exp{- exp [(t- 11l /"]} 
À (t) =a 1 exp [(t- 11) /u] 
A distribuição de Gompertz tambóm recebe os norut.>s de Vd.lor extremo e GumbeL 
Note-se que a distribuição Gompertz é usada corno distribuição de T, embora admita va.-
lores negativos eom densidade positiv.:L É mais comum, no entanto, uma Gompertz surgir 
corno distribuição de logT. I::;to equivale a a.s::nunir então qnc T tenha uma distrihníção 
Weibull. 
Distribuição Weibull 
Seja T rv ~Veibull ( (p, :.p), em que qy, :.p > O são os parâmetros de t.>scala e de forma. 
feb"'J)Cdivamente. Então para t ~ O, 
S (t) = exp [- (t/<WJ 
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Neste caso o logarítmo da função de risco cresce ou denesce linearmente com o loga-
ritmo do tempo. A relação entre os pm·âmetros das distribnições Gompertz e \iVeibull ó 
a seguinte 
Jl = log q) e 1 rr=-
'P 
Quando 1p = 1 na distribuição \Veibull, obtém-se uma distribuição exponencial com 
"= ljq). 
Crowder et aL {1990), apresentam os gráficos destas funçõas para alg1111<; valores 
ebl)edficos dos parâmetros e propõem outros P..xemplos de distribuições para o tempo de 
ocorrência de um evento. 
1.2.2 Modelos de Risco 
Em adição ao tempo de oconêncía, geralmente várias covariáveis são coletadas de 
cada indivíduo da amostra e um objetivo importante da análise estatística é verificar a 
influência quantitativa dessas covariáveis sobre a função de risco. 
A história de eventos é idea.l para o estudo de eau..':las de evento..<>, ma..':l possui duas 
características ----- ecnsuras 2 e eovariáveis variando no tempo -- que crianl problemas para 
procedimentos estatísticos padr"Õcs como a regrt'Ssão múltipla. De fato, a aplicação de 
métodos padrões pode levar a vícios sérios ou perda de informa(~Ôes (Allison, 1JJ84). Esses 
problemas têm sido resolvidos pelo método de máxima vemssirnillwnça, apresentado mais 
adiante. O método de máxima verossimilhança requer espeeificação da fom1a f1mcional 
da distribuição do tempo de ocorrência do evento. Os métodos não-paramétricos não 
requerem tal suposição mas a presença de ohservaçÕL>s censuradas implica que métodos 
não-paramétricas dássicos baseados em postos não são diretamente aplicáveis. O método 
2No término do período de obserYação. alguns indivíduos podem ainda não ter experimentado o 
evt>.-Jtto. O tempo exato de oconencia do evento para e::-~tes indivíduos é desconhto-cido e W é possívd 
argumentar (JUC é maim· qnc o lcmpo fixado para o período de ohso:rvaçào. Este tipo de informa~iiu, 
conhecido como censura ak•.-atória, pode ocorrer também quando indivíduo,s são retir-a.do.s do experimento 
ou "perdidos" durante o período de observação. Aqui são consideradas somente censuras aleatórias. Para 
mais dtJtalhes ver Lawless ( W82). 
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de Kaplan-Meier (ver LL'e, 1980) para c*itimar a ftmção de sobrevivência é um {;xcmplo 
de método não-.-paraméttit~o para dadot~ da histólia de eventos. 
Modelos para Tempos Contínuos 
Suponha que se tenha urna amostra de n indivíduos independentes e que cada in-
divíduo começa a ser observado a partir de algllln ponto natural igual a zero. Por exem-
plo, se o evento de interesse for o divórcio, o ponto inieial é a data de casamento. Na 
análise da história de evento..'i, para cada índivíduo i (i= 1, 2, ... , n) os dados consis-
tem de (ti,Di,X-i) em que t1 {:o tempo de ocorrência do evento ou o tPxnpo de censura 
para o índivíduo i; bi é igual a O se t1 for censurado ou é igual a 1, caso contrário; e 
><- = (xli, x2ü ... , xpi) é um vetor dos valorc>s de p eovariáveis do indivíduo i que são 
eonsideradas para predizer o evento. O vetor x;, neste caso, não varia no tempo, mas 
uma generalização para covariávcis variando no tempo pode ser considerada. AssnmL'-se 
que O :::; ti :Ç N, sendo que N é o tempo final do período de observação. 
Uma formulação geral conhecida como modelo de riscos pmporcionais é dada por 
À (tjx) = Ào (t) w (x) , 
em que )..0 (t) é uma ftmção do tempo te W (x) é mna função positiva. de x (l). Etlte 
modelo ú conhecido como modelo de riscos proporcionais porque para quaisquer dois 
indlvídno.•:l num tempo t, a razão de seus riscos independe de t. Assume-se neste moddo 
que as covariávf'is têm um efeito multiplicativo sobre a função de risco, suposição qne 
parece ser razoável em muitas situações, por isso tem grande importância na análise de 
dados da hü;tória de eventos. 
Pensar que a f1mçiio de risco seja função linear das eovo.riávE'js pode ser mais simples, 
mas não é adc>quado, porque a função de rísco não pode ser negativa e mna ftmção linear 
pode tomar v--dlorcs menores qne zero. Normalmente considera-se o logaritmo da ftmção 
:JT~ comum suprimir o índice i e esta prática é seguida daqui por diante. sempre que possívd. 
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de riBco corno hmção linear das t:OV'Miávcis. 
Uma formulaf~ão funcional muito usada é o modelo de riscos propordonais linear dado 
por 
À (tlx) = Ào (t) exp (,i3'x) , (1.9) 
em que f3' = (31 ,/~1.,···:f3v) é um vetor de parâmetros desconht.'cido. O vetor f3 re-
presenta O..'"l efeitos das covariáveís sobre a taxa de ocorrência do evento. Assim, se ,61 
for positivo mn crescimento em x 1 produz um crescimento na verost>írnílhança de que o 
t'Vento oc'Orrerá. Assume-se que esse.~ efeitos são con.<.Jtantes no tempo. 
A análise e&'tatística depende de se assumir ou não nma forma eE>pecífica para ),0 ( t) 
em (1.9). Casos particulares dt,'Ste modelo são obtidos et>pecificando-se a função Ào (t). 
A suposição mais simplct> é que Ào (t) = /3o; Ü>to implica que T tenha distribuição expo-
nenciaL Se for assumido que Ào (t) = /30 + ;301 logt, então T tem distribuição \Vcibull. 
Alternativamente, a especificação Ào (t) = f3o+;301 t determina uma distribuição Gompertz 
para T (ver Seção 1.2.1). Em geral, uma especificação da função Ào (t) é equivalente à 
especificação da dü>tribuição dos tempos contínuos de ocorrência do evento. Entretanto, 
note que, sob o modelo de riscos proporcionais, os parâmetros dessas distribuiçõe..s são 
dados em função de x. 
Urn problema para a análise dos dados ú que T não é observado para ea.."los cen-
sm-ados. No entanto, o rnétodo de máxima verossirnillmw;a (MV) admite fm~er o uso 
completo da informação que se tem nos casos de censura para estimar os parâmetros 
do modelo de riscos proporcionais. O método MV é certamente tmla das tócnicas mais 
utilizadas na estimação paramétrica, quando a fmma da distribuição geradora dos da-
dos é conl1f..x;ida. Em geral, produz equaçõos bastante convenientes do ponto de vista 
('Omputacional e estimador~--s eom boas qualidades estatí1>-ticas. O método combina as 
observações censuradas c nã~cens\u·adas de tal modo que produz (sob <:ertas condi1,;ões) 
e..•:.;timativas assintoticamente não-viciadas, normalmente distribuídas e e..fieíentes. 
A forma da função de verossimilhança depende do tipo de eel1.':ltrra. Ao assumir 
censura aleatória, considera-se para t.Ull indivíduo que T é o tempo de oeorréncia do 
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evento e L é o tempo de censura. Para cada indivíduo i (i= 1, 2, ... , n) observa-~e que 
e 
Considerando-se os pares(~, Li) independentes e aindrt f r (tijxi) e ST (tiiXi) a funçào 
ele densidade e de sobrevivéneia de T, respectivamente e f r. (t;jx;_) e St (tijx,) a função 
de densidade e de sobrevivência de L, respectivn.mente, tem-se que a probabilidade do 
indivíduo i ser censurado em t é dada por 
P (t1 = t,o1 = Ojx1) P(L; = t,T; > L,jx1) = P(L1 = t,T; > tjx,) 
P (L, ·~ tjx;) P (T; > tjx,) = fL (tjx,) Sr (tjx,) 
e a probabilidade do indivíduo i sofrer o evento no tempo t e não estar censurado é dada 
por 
P(t, = t,ó, = !jx,) P (T; = t, T; <: L,jx,) = P (T, = t, L, 2 tjx1) 
P (T; = tjx,) P(L, 2 tjx,) = fr (tjx,) SL(tjx,) 
A função de verossimilhança para (t;, li;,x,) (i= 1, 2, ... , n) é definida como 
n 
L rr Ih (t,jx,) 8L (t,jx,)J" Ih (l;jX;) Sr (t,jx,)] 1-'' 
i-·.cl 
(LJO) 
Em geral, os parâmetros de interesse são aqueles a.'lsoeíados ao tr;mpo de ocorénda do 
C'-'Bnto e as fnnçõc':l h (t1jx1) e SL (tiiXi) não envolvem qualquer parâmetro de interesse. 
13 
Assim, a ftmção de verossirnilllallça em (L lO) pode ser simplificada para 
" L= IT [h (t;lx,)]8' [Sr (t;lx;)]'-'' (1.11) 
t=! 
Assmne-se em (1.11) que a censura indcpende da oeorrt'ncia do evento, isto ú, in-
divíduos não são seletiv.:mwntes censurados porque eles têm mais ou menos chance de 
experimentar o evento (Allison,l980). 
A aplicação de (1.5) em (1.11), n.'Sulta numa expressão para v-erossimilhança em 
termos da função de sobrevivência e de risco dada por 
n 
L= II [A (t;lx,)J'' S (t;lx;) (1.12) 
i o--= 1 
e, de (1.6) e (L12), é possível escrever a ftmção de veros~>imilhança em termos unicamente 
da ftmção de risco 
L= Q [À (t,lx,)]~ exp [-[À (v.lx,) du] . (1.13) 
Estimativas de l\1V são obtidas substit1úndo em (1.13) a expressão apropriaria para 
À (tíiXi) e então escolhendo estimativas de Ào (t) e de j3 que maxin:üzam L. Em geral, 
O."> estimadores de MV não podem ser expressos analiticamente; necessita-se de métodos 
iterativos para a obtenção da.<; estimativas como, por exemplo, o conhecido método de 
:.r ewton-Rap.-;hon. 
Uma desvantagem do método MV é a exigência de que se especifique a fonna de 
-\0 (t) para podf'x ser usado. Geralmente, não há ba..9es tcórka..9 e empíricas snfidentes 
para f..'Scolher entre especificações alternativJ.s; além disso, os resultados podem varim 
dependendo da escollia. 
Quando não há uma. indicação wbre a forma específica de Ào ( t), o modelo de ríscos 
proporcionais linear é chamado de serni-paramétrico e foi sugerido por Cox (1972). Em 
parte é paramétrica porque especifica um modelo de regres..::;ão com urna forma flm-
donal exclusiva; é em parte não-paramétrieo porque não t~9pecifica a forma exata da 
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distribuk;ão dos tempos de ocorrência do evento. Para estimar os parâmetros do modelo 
semi-paramétrica é nsado o método chamado de vero&'límilhança parci<ll (VP), que tem-
se mostrado altamente eficiente e t.em sido muito usado em experimentos m{"<lieos. Uma 
descrição detalhada dos métodos de :MV c VP pode ser encontrada em Kalbfleiseh e 
Prentiee (1980). 
O modelo de riscos proporcionais pode ser generalizado para admitir covariáveis que 
mudam no tempo. Os parâmetros podem ser estimados sem dificuldades pelo método de 
VP. As covariávPÍS1 dependendo do tempo, também podem ser incorporadas à estimação 
por MV, ruas e.'ita estratégia, segundo Allison (1982L freqüentemente leva a procedimen-
tos computacionais exaustivos. Somente o método de MV é proposto para estimar os 
parâmetros dos modelos diseutida_s nos capítulos seguintes. 
Outra maneira de analisar a infiuênda quantitativa das eovd!iáveis sobre a função 
de riseo é por meio do modelo de tempo de falha acelerado. É um mod€lo de regressão 
introduzido convenientemente corno o logaritmo de ~-' o tempo de ocorrência do tNento 
no indivíduo i, já que ~ é não-negativo. O modelo espt.>eifica uma relação linear dada 
por 
log7; = -(:x; +"U' 
em que E é um parâmetro de escala e Ui é mna v.u:iá vel aleatória que representa o erro 
da oh.serva{~ão i. V árias eseolha.."l cb distribuição do erro levam a versões diferentes de 
modelos de riseo. 
O modelo de tempo de fallia acelerado pode alternativamente ser formulado via um 
modelo de risco, ísto é 
.\ (tjx) '=À" [texp ( -')''x)j exp ( -')''x) 
em que À v- denota a hmção de risco de V= t;xp (eU). 
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Modelos para Tempos Discretos 
Modelos de risco para tempO$ discretos são comumente usados em pesquisas de di-
versas áreas, como aproximações de modelos para tempos contínuos ou para apresentação 
de processos que são intrísecarnente discretos (Allison, 1982). 
Os modelos para tempos di::;eretos tém várias características desejáveis como, por 
exemplo) maior facilidade para incorporar covariáveis dependentes do tempo e inter-
pretação mais imediatal sem metodologia sofisticada. 
A notação usada nos modelos para tempos disc"Tetos é símilar àquela para tempos 
contínuos. Assume-se que os tempos são registrados somente sobre valores inteiros--
positivos e que são observados n indivíduos independentes começando de algum ponto 
inicial igual a um. Os dados para cada indivíduo são formados por (ti, Di, Xt1) em qne t1 e 
Di são definidos como no caso dos modelos para tempos eontínuos (por P..xemplo, se ti = a 
e Oi =O significa que o indivíduo i é observado em a mas não em a+ 1, em que a é um 
inteiro-positivo) e o vetor de cov--Miáveis do indivíduo i no tempo t é representado por 
~i = (xlti, x 2tí, ... j xpti), que pode aBSlmlÍr valores diferentes f~m cada tempo discreto. 
Assume-se que t; = 1, 2, ... , N em que N é o tempo final do período de observação e, 
como habitual, assUllle-se que o tempo de cermura é independente do risco de ocorrCncia 
do evento (Allison, 1982). 
A função de risco para tempos discretos, denotada por h ( t) , 6 
h (t) = P (T = tjT?: t) , 
em que T é a variável aleatória discreta repre-sentando o tempo de ocorrência do evento. 
O próximo passo é t~spedficar como a função de risco dep{mde das eovariáveis Xt e do 
tempo t. Isto é1 
h (tjx,) = P (T = tjT?: t, x,) . 
Uma primeira aproximação poderia ser a definição da função de riseo como fnm;ào 
linP.ar das covariáveis. Contudo, por ser uma probabilidade, h (tlxt) va.ria entre O e 1, 
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enquanto uma função linear pode as::>umir qualquer valor real. Este problema pode ser 
contornado aplicm1do-se a transforrna~:ão log-ii:o em h (i:lx1): 
[ 
h (tlx,) l log 
· 1 -h (tlx,) (1.14) 
e fazendo 
[ h(tlx,) l , 
log 1 -h (tlx,) = ,30t + (3 x, ' 
em que !3ot e f3 são os parâmetros do modelo. 
Como h (tlxt) varia entre O e 1, a transformação logito varia entre menos e mais 
infinito. Há outras transformações que têm t-"Sta propriedade, mas a transformação logito 
é a mais familiar e a mais conveniente computacionalmente, apesar de ser uma escolha 
arbitrária. Notc'-se que fJOt refere-se a N diferentes conBtantcs (mna constante para cada 
tempo t = 1,2, ... ,N observado) c, como antes, /31 = (!31,fh., ... ,/Jp) é um vetor de 
parâmetros desconhecido dos efeitos das covariávPis. Isto implica que o coeficiente /311 
por L'XCmplo, representa a mudança que ocotTerá no logito se o valor em x 1 alterar-se. 
A transformação logito em modelos de risco para tempos discretos pode ser cscl"ita 
na forma de regressão logística. Isolando h (tlxt) em (1.14) tem-se que 
h(tlx,)= exp((~Jt+fJ'x;) . 
1 + exp (íl,, + (3 x,) 
}Jguru; casos especiais do modelo de regressão logística são obtidos impondcH:;.e res-
trições ao conjtmto de constantes {Jm. Por exemplo: 
/3ot = i3o + {?01 t , 
ou 
!1ot = do + /lm log t . 
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É também possível generalizar o modelo assmnindo que os efeitos da."> covariáveis 
variam no tempo, simplesmente substituindo {3 por f3t· 
Para estimar o~ paràrnetros da regrc>ssão logística, pode ser usado mn e~timador 
VP análogo àquele para tempos contínuos. Mas este método torna-se extremamente 
exaustivo computacionalmente se o evento oeont-"r para muitos indi-víduos durante a 
mesma unidade de tempo (Allison, 1982). Felizmente, o método de MV pode ser usado 
sem qualquer rc"Stliçào Bobre f3ot· 
A função de verossimilhança para tempos discretos e identíeamente distribtúdos pode 
ser escrita corno 
n 
L= Il P (T = t,lx,)6' P (T > t,lx1.,)1- 6' (1.15) 
'""1 
que é análoga à funçáo de verossimilhança em (1.11) para tempos contínuos. As proba-
bilidades em (1.15) podem ser expressas como urna fnnção de h (ti[Xti)· 
Pela propriedade de evento complementar tem-se que 
h (t) = 1- P (T > tiT 2: t) . 
Pela definição de probabilidade condicional, (1.16) resulta em 
() - _P(T>t! h t -1 P(T2:t) 
c a definição de função de risco resulta em 
P (T = t) 
h(t) = P(T 2: I) 
Como t = 1, 2, ... , N, tem-se que 






Mostra-se então por (1.17) c (1.19) que 
I 
P(T>t)=[1--h(t)]P(T:>t) = ITil ~h(J)] (120) 
j-~-1 
e por (1.18) e (120) que 
l-I 
P (T = t) =h (t) P (T ;:> t) =h (t) I1 [1 ~h (j)] (121) 
jc-"l 
A função de veros..~imilhança em (1.15) pode ser re(-!Scrit.a ern termos da função de 
riseo. Usando-..<)e os resultados de (1.20) e (1.21) com a flmção de risco dependendo de t 
ex e, tomando o logaritmo, tem-se a ilmção de log:...verossimilhança é dada por 
Ao substituir-se h (tilxu) por mn adequado modelo de regressão logística pode-se, 
neste ponto, proceder à maxirnização de log L com relação a f30t e {3, para obter os 
~S'Stimadores de MV. 
A trailb{onnação logito também é usada quando são analisados os efeitos de covariáveis 
categóricas sobre unta vMiável dependente dicotômica. Neste caso, os dados sào geral-
ruente apresentadoo sob a forma de uma tabela de contingência. A transformação log:ito 
é aplicada sobre as probabilidadüs esperadas para a variável dependente e o modelo que 
estima os efeitos das covariáveis é denominado modelo logito. O Capítulo 4 apresenta 
dados categóricos da história de eventos que são analisados por meio de algumas gene-
ralizações do modelo logito. Uma descrição do modelo logito pode ser vista em Agresti 
(1990). 
Eventos Repetidos e de Múltiplos Tipos 
Muitos dos conceitos envolvidos para o caso de nm evento podem ser aplicados a 
situações mais complexas como eventos TepetidoB. Os evento.··:; repetidos são proeeHSO..Y 
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em que cada indívíduo pode experimentar urna sucessão de evento..s. Exemplos incluem 
tempo de eoneepção dos filhos e períodos sucessivos de desemprego. Desde que os eventos 
ocorrem a um mesmo indivíduo, os tempos de espera1 em geraL não são independ<mtes e 
somente o último intervalo pode estar (~fm ... "iurado1 pois os eventos oeorrem em S(oqÜência. 
Isto introduz alguma simplificação na mtimação pois é possível estudar uma 1:mcessão de 
eventos usando condicionalidade se,-qiúmciaL Considere, por exen1plo, T = (T1, T2 , T3 ) 
uma variável aleatória trivariada e discreta que representa os tempos de ocorrência de 3 
eventos sueessívos para um indivíduo. Pode-se sempre fatorar a probabilidade conjunta, 
P (T1 =h, T2 = tz, TJ = t:~), eomo o produto de 
Uma contribuição típica para a fu.I1ção de verossimilhança, dado que T:1 é o únito 
interv<J.lo que pode estar censurado, é 
em que ó = O para as observações censuradas de T.1 e /i 
completarll(~nte observadas, como u.-;;uaL 
1 para ohservaçõt:s de Ta 
Um outro tipo de dado multivariado da história de evento::> origina-se quando urn in-
divíduo p,xperimenta eventos de mllltiplos estados, passando por vários tipos de transiçdes. 
A natureza do..<; dados permite condieionar cada transição com a história int(~gral das 
transi(~õcs prévias, combinando os elementos de riscos competitivo.':l eom os modelos de 
eventos repetidos. 
Os métodos MV e VP podem ser estendidos para ma.rleJar dadoo completos da 
história de eventos que podem envolver tipos múltiplos de C\rentos repetidos. Urna des-
tTição sobre f:,'SSüB modelos mais complexos pode ser encontrada, por exemplo, em Crowder 
et aL (1990) c em Allison (1984) para modelos para tempos discretos. 
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Dado:::; multivariados da hitória de eventos que se originam de individuo._" pareados ou 
de outros agntpamentos de maior tamanho são considerados a partir do Capítulo 3. 
1.2.3 Misturas de Distribuições 
Os modelos de risco apres(mtados até aqui nao tém um termo de perturbação 
aleatória, eorno o erro aleatório no modelo de regressão padrão. No entanto, eles não 
são modeloB determinísticos porque existe mna variação aleatória entre a vdriável de-
pendente .\(tlx) e o tempo observado ou, no ca.<Jo discreto1 entre h(tlxt) e o tamanho do 
intervalo de tempo observado (Allíson, .1982 e 1984). Ainda assim., alguns argumentam 
que deveria ser inchúdo um termo de perturbação aleatória nos modelos de risco, isto é, 
um termo que representaria o efeito da heterogeneidade não-observada, a fim de diminuir 
a vmiação aleatória. A presença de duas fontes alP..atórias nos modelos de risco faz com 
que a distribuição de T seja uma mistura de distribuições. Pode-He classificar o estudo 
da dinâmka de populações heterogênea...::; como mna ínterseção da análise da história de 
eventos com mistura de distribuições. 
1.fistura...., ocorrem freqüentemente quando o parâmetro (.;::, de urna fô.lll11ía de dis-
tribuição estiver sujeíto a uma variação. Suponha que esta farniJ.ia de distribuição tenha 
ftmção de distrilmiçào F (tl8) e que (-) tenha função de djstribuição G (B), para t e(} 
específicos. Então a esperança de P (ti(~)), dada por 
F (t) =E [F (ti<->)] = L: F (t!e) dG (O) (1.22) 
é também urna função de distril)lúção. 
F (t} é a função de dístribtúção da mistura m1 a ftmção de distribuição não-condici-
onada, G (O) é chamada de função de distribuiçiio rrústuradora 4 e F (tiO) é mna fnnçào 
·
1Ern inj'Çl6s, mi.-xing di;;tribntion function. 
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de distribuição condicionada. Uma forma simbólica para representar a mistm·a é 
em que D 1 é a distribuição condicionada a (-3 e D2 é a distribuição de 8. 
Dada a função de sobre'\rivência condícionada, S (tl8), obtém-se a função de sobre--
vivência não-condicionada pela linearidade da esperam;a 
s (t) =E [S (tl8)] =I: s (tiO) dG (&) 
Exemplo 1.1 A mistura 
Pms8m7 (8) /\gama(>/, v) 
e 
(1.23) 
representa uma distribuição de Poisson composta, formada quando o valor esperado e 
de uma Poisson tem distribuição gama. Esta distribuição de Poísson composta é de fato 
uma distribuição binomial negativa de parâmetros ry e v (Johnson e Kotz, 1969). 
Exemplo 1.2 Suponha que a V'aríáw>J. aleatória T tenha distribuição 
exponencial(8} f\gama(q, v) 
8 
A distribuição de T é uma mistura de exponenciais, fonnada quando o inverso do 
valor esperado da dístribuição exponencial tem distribuição gama. De fato a distribuição 
de T é conhecida corno distribuü;ão de Pareto do tipo II com parâmetros 1J e v (Johnson 
e Kotz, 1970), 
A fi.mção de sobrevivência não-condicionada de T ó dada por 
S(t) = foo S(tiO)g(B)dB, lo 
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em que 
S (tiO)= exp ( -Ot) 
para e ?: () . 
Assim, 
s (t) 
Completando-se a integral parà uma densidade ga·rna (v+ t, t}), resulta que 
S (t) = (-v )" 
v+t 
e da relação em (1. 7) obtém-se a ftmção de risco não-condicionada de T dada por 
,, 
À (t) = v+ t ; 
sendo que À (t) é dH>reseente em t. 
Note-se que o parâmetro e, que está sujeito a uma variaçào, não aparece 11a dis-
tribuição misturada. Mas é provável que a mistura dependa do(s) parámetro(s) da dis-
tribuição de 8, como nos Exemplos LI c 1.2. Num easo mais geral, quando a farm1ia de 
distribuição é ruultiparamétrica, a mistura pode também depender dos paràmetros que 
não variam na distribuição condicional, eomo no exemplo seg1rinte. 
Exemplo 1.3 Se 1' tem urna distribuição dada por 
W eilmll ( E-J, 'I') (\ garna ('!, v) 
(e)-"' 
então T tem uma distribuição Weibull misturada, conhecida como distribuü.;ão de Bun·, 
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a qual depende dos parâmetros 1J, v, i.;J porém m1o depende de (0. Quando 'fJ = 1, a 
distribuição de T é algumas vezL"S chamada de distribuü;ão log-logístíca ( .Jolmson e Kotz. 
1970). 
O eonceito de condicionalidade é a base da definição de distribuú;ão misturada. Seja 
F (tl8 = 8) a função de distribuição de T condicionada a 8 = 8 e seja F (t) a flmção de 
distribui~,;ão não-condicionada de T. A ftmção de distribuição não-condicionada F ( t) ó 
obtida como o ·valor esperado de F {tl8), desde que 
F (t) ~ P(T S t) =E (IP'S<!) e 
em que I{ A} é a função indicadora de A. Pela propriedade básiea da t."Sperança condicional 
tem-se que 
Urna situação típica em que a mistura de distribuições é aplicável é quando se investiga 
uma variável aleatória T e a distribuição condieional de T, dado o valor observado da 
variável al('..atór.ia e, é eonhecída f'-XatamEmte ou tem forma n~lativa.ruente simples. Por 
causa da inabilidade para ob-servJ.r 8, a distribuição não-condicionada (le T é uma mistura 
e é usualmente muito complexa. 
O maior interesse no estudo de misturas de distriblÜ(;Ôes é a e~:>tima<;ão de sens 
panimetros. No entanto, antes que o proecsso de estimação possa ser empreendido, é 
neeessário considerar a identijicabilidade da mü;t·um, isto ó, a caracterização única da 
mistura. Uma mistura é identificável se existe uma correspondéneia 1--1 entre a dis-
tribuição mistnradora e a nristura resultante. Uma mistura que não é identificável não 
pode ser expressa mricarnente como fum;ão da distribuíção condicional ou da d.istribuü;ão 
misturadora. A ident.ifieabilidade é crucial uma vc7, que não é compatível estimar ou tes~ 
tar hipóteses acerea dos parâmetros de misturas que não sejam identificáveis (Kotz e 
Jolmson, 1985). 
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1.3 O Impacto no Modelo de Risco ao Negligenciar 
a Heterogeneidade Não-Observada 
É neet."SSáría muita cautela ao se tentar fazer inferências actrrca do efeito do tempo 
sobre a função de risco. Numa popula<;ão homogênea1 todos os indivíduos estão su~ 
jeitos à mesma função de risco. Uma população heterogênea consiste de várias subpo-
pulaçõcs homogêneas (Vanpel e YashlrL 1985)1 eoru as correspondentes flmções de risco 
subpopnlacíonais que podem ser eombínadas para formar a função de risco para toda a 
população. Ignorar a heterogeneidade entre os indivíduos de uma população pode levar 
a reeomendações errôneas se a intervem;ão depende de respostas em nível individuaL 
:\Ie.·•;mo quando o risco individual é eonstante no tempo, diferenças entre os indivíduos 
que afetam a fhnção de risco individual e que não estão incorporadas ao modelo tenderào 
a produzir evidências de uma f1mção de risco populacional que decresce com o tempo. 
Uma t-'Xplicação intuitiva é que indivíduos pertencentes às subpopulações com altos riscos 
E'Xperirnentam o evento antes que os outros e portanto são eliminados previamente do 
grupo em. risco. Com o passar do tempo, esta seleção p1·oduz uma população exposta 
ao risco, cada vez mais constituída de indivíduos eom baixos riscos, resultando na oh-
servaí;ão de 1un risco deerescente com o tempo, que não representa os verdadeiros riscos 
individuais, mas um proee8so seletivo da população. 
Se o risco de reincidência de pessoas que estão tentando parar de ftunar, por exemplo, 
parece caír eom o tempo, então, isto implica que um indivíduo que parou de fumar há 
pouco tempo tem maior tendência para voltar ao víeío do que aquele que parou de fumar 
há mais tempo? Não necessariamente. Poderia haver dolli grupos de indívídnos: os de 
alto ri~co de reincidência e os de baixo risco de~ reincidência. O risco de reincidência 
em cada grupo poderia ser constante no tempo, mas o risco de reíneidênda para toda a 
população, decrescendo com o tempo, selia tun artifício da heterogeneidade. 
Para explicar o impacto da heterogeneídade na análise do efBito do tempo sobre a 
função de risco1 sejam .À1 (t) ü .Ã2 (t) as hmçôcs de risco de duas subpopulações homogêneas 
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E' seja À (t) a função de risco de toda a popnlat;ão no tempo t. Vaupcl e Yashin (1985) 
definiram À (t) eomo uma média ponderada de À 1 (t) e -12 (t). Sejam S1 (t) e S2 (t) a;; 
ftmções de sobrevivência das duat~ snbpopula.Gões, ou seja 
S;(t) = exp [- fo'A;(u)du] , i= 1,2. 
E defina~se 1t (t) como a proporção de indivíduos da primeira subpopulação que não 
sofreram o evento antes de t, isto é 
1r (O) S1 (t) 
"(t) = 1r(O) S1 (t) + [l-1r (O)] S, (t) (1.25) 
A função de rún;o populacional é dada por 
À (t) = 1r (t) -1 1 (t) + [1- rr(t)] À2 (t) . (1.26) 
Portanto, em (1.26) a relação entre a flmção de risco populacional e as ftmçÕf!:S de 
risco subpopulaeionais é ponderada pela proporção (não-constante) da população exposta 
ao risco <:rn eada subpopulação. Corn o tempo, a função de risco de toda população se 
aproximará da função de riseo da subpopulação mais forte, ou seja a snbpopulação eom 
menor taxa de rii:!GO. O Gráfico 1.1 iluBtra um caso específico1 em que À 1 (t) = O, 01; 
À2 (t) =O, 06; 1r (O) = O, 2 e O <:: t <:: 75. 
Em geral, o riseo estimado de modelos que ne--gligenciam a lwterogeneida.de decreBee 
mais rapidamente ou cresce mais lentamente do que os verdadeiros riscos das sub~ 
populações homogêneas (Trussel e Richards, 1985). O Gráfico 1.2 contém tun outro 
exemplo de dois riscos subpopulacionais que resultam em um risco populacional não--
monotonieamente decrescente, em que o risco populacional À (t) foi obtido de (1.26) com 
-ll(t) = 21; ,\2 (t) = ~ d; 1r (O) =O, 5 e O <:: t <:: 6, 5. 
Não há como saber se a população é de fato homogênea com nm risco À (t) ou se a 
população é het,erogênea com dois risca.'! subpopulaeionais À 1 (t) e À2 (t), que resultam 
em um risco populacional À (t), porque a existência de subpopulações é uma suposição e 
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GRÁFICO L I - RISCO POPULACIONAL DECRESCENTE NO TEMPO 
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somente À (t) é observado. 
Um modo de contornar o problema da falta de identíficabilida.dc é incorporar, ex-
plicitamente no modelo, fonte.<:l de heterogeneidade por meio de covariáveis observ.:tdas. 
Mas a suposição de que todas as fontes de heterogeneidade possam ser medida.'':! e con-
sideradas não é rE>2lista; t.C>Sta suposição é assumida em quase todas as aplicações de 
modelos de risco (Trussel e Richards, 1985). Por exemplo, em f~tudos sobre det<.->rmi-
nantes de mortalidade infantil, o analista não pode observar a fragilidade inerente a cada 
individuo (Vaupcl, Manton c Stallard, 1979). Analogamente. em análise de fecm1didade, 
freqüentemente assume-se que a eapaeidadc de engravidar varía entre as mulheres mas 
não pode ser explicitamente medida (Trnssel e Riehanis, 1985). Se a idiossincrasia não 
pode ser eonsidP.Tada num processo de estimação smge então, o problema de omissão de 
variáveis. 
Segundo 'IJ:ussel c Richardf:l (1985), num simples modelo de riscos proporcionais 
com covariáveis categóricas, uma variável omitida resulta em estirnatÍV'd.S distorcidas dos 
parâmetros relacionados ~;om as eovariáveis incluídas no modelo, inclusive quando a dis-
tribuição das características omitidas é inicialmente a mesma em todas as categorias das 
covariáveis incluídas no modelo. O problema é que as subpopulações, formadas pelas ca-
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GRÁFICO L2 - RfSCO POPULACfONAL CRESCENTE NO TEMPO COM 
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tegorias das covariáveís não são homogêneas e, por isso, a di&'tribuição das característica..") 
omítidas pode, com o tempo, alterar-se dentro das categoria.<:!. Este resultado é verdadeiro 
porque indivíduos de alto risco com certos valores na vd.riável omitida experimentarão o 
evento antes, tanto que a distribuição das caraeterístícas omitidas deverá mudar a uma 
taxa diferente em eada snbpopnlação. Considere corno ilustração o exemplo a seguir 
descrito pm Tiussel e Rodrigues (1990). 
Exemplo 1.4 Seja uma amostra de indivíduos classificados por sexo e cor conforme a 
Tabela 1.1. A proporção de homens e de mulheres em eada cor é a me&ma (igual a 50%), 
ou seja, a distribuição da Vd.riável Sf'.XO é, ínicíalrnente, a mesma em todas aR categorias 
da V'Miável cor, 
Suponha que fosse assumida a hmção de risco dada por 
.\(tl,;,z)=exp(-2,30+0,69x+0,91z), (L27) 
em que t é o tempo de sobrevivência observado em anos, ::c assume o valor l se o individuo 
for negTO e O se for branco e z assmne o valor 1 se o indivíduo for do sexo masculino e 
O se for do sexo f(~minino, O modelo assume que os riscos são constantes com o tempo 
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TABELA LI - DISTRIBUIÇÃO DA POPULAÇÃO INICIAL POR 
SEXO E COR EM FREQÜÊNCIAS E PORCENTAGENS 
COR 
SEXO FREQÜÊNCIA PORCENTAGEM 
BRANCA NEGRA BRANCA NEGRA 
HOMEM 50 lOO 50,0 50,0 
MULHER 50 100 50,0 50,0 
TOTAL 100 200 100,0 100,0 
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mas variam por sexo c cor (ver Gráfico 1.3}. 
Assumindo o modelo em (1.27), a._<; proporções na Tabela 1.1 não se mantém as mcs-
ma."!, nem vd.riam igualmente. 
DefinG'-SC nxz (t) como número de sobreviventes da cor x e sexo z no tempo t, isto é 
n., (t) ~nu (O) S (t!x, z) , 
em que S (tlx, z) é a função de sobrevivência. 
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Como 
S(tlx,z) = exp [-.f À(tlx,z)] , 
tem-se que 
(1.28) 
sendo que nxz (t) é decrescente em t. 
O número d(~ sobreviventes por cor e sexo para t = 5 é apresentado na Tabela 1.2. Por 
meio desta tabela pode-se observar que a proporção de mulheres após 5 anos é diferente 
em cada eor ( 68% na cor branca e 82% na cor negra). A composição da amrn.'tra não pode 
permanecer a mesma por causa dos diferentes níveis da taxa de risco em cada categoria 
da variável sexo, tanto em negros como em brancos. 
TABELA I.2 - DISTRlBUlÇÃO DA POPULAÇÃO APÓS 5 ANOS 
POR SEXO E COR EM FREQÜÊNCIAS E PORCENTAGENS 
COR 
SEXO FREQÜÊNCIA PORCENTAGEM 
BRANCA NEGRA BRANCA NEGRA 
HOMEM 14 8 31,8 17,8 
MULHER 30 37 68,2 82,2 
TOTAL 44 45 100,0 100,0 
Se for omitida a variável sexo, os riscos por {;or {não-eondicíonados ao sexo) declinarão 
com o tempo porque os homens, que têm riscos mai:s altos que as mulheres independente 
da. cor, tendem a ter menores chanct~ de sobreviver (ver Gráfico 1.4). As eurv.:ts no 
Gráfico 1.4 foram traçada.' com base em (1.24), (1.25) e (1.26) sendo 1r (O) = O, 50 para 
negros e brancos. 
A omissão de z leva. a eoncht..,ões diferentes sobre os riscos de brancos e negro. Primeiro 
porque o Gráfico 1.4 evidencia riscos dceresc.entes eom o tempo1 para eada cor. E se-
gundo porque observando o Gráfico lA verifica-se que o riseo da população negra não 
diminui proporeionalmente ao da branca. Isto ocorre porque a dinâmica do processo 
\<:Ü subtrair rapidamente a população negra masculina, que tem um riseo muito alto (de 
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0,50). Quando toda a população masculina de brancos e negros tiver sido virtualmente 
selecionada, a relação entre os riscos por cor volta a ser o dobro, pois neste momento 
o risco de brancos é aproximadamente igual ao risco de mulhen~s branca.':i e o risco de 
negros é aproximadamente igual ao risco de mulheres negras. 
Vários pesquisadores tCm r<..,"Conltecido que é comum a presença de heterogeneidade 
não-observada e que .sua orni&'lão acaneta em diferentes eondusões com relação ao efeito 
do tmnpo c das COV'.:triáveis observadas sobre a ftmçiio de risco, e incorporarn-na explici-
tamente em seus modelos. O seg;uinte problema propo::>to por Vaupel e Yashin (1985) é 
uma ilustração muito simples desta área de pesquisa. 
Exemplo 1.5 Indivíduos pertencentes a urna população situam-se em duas subpopnla-
çõe..-; com funções de risco eon.stantes ..\1 e ..\2 . Como um resultado de estudo.<> que serviram 
de subsídio, os valores de ..\ 1 e À2 são conhecidos, com ..\2 >..\ 1, Observãções sobre o tempo 
de ocorrência do evento são viáveis para cada indivíduo que experimentou o evento no 
período de observação. Para os indivíduos censurados) o tempo em que os indivíduos 
pararam de ser observados é conhecido. O que é desconhecido, e deve ser estimado, é a 
proporção 1r (O) de indivíduos q1m pertencem à prirm"ira oubpopulação no tempo inicial. 
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Pttra motivar a díscu&1.o deste problema de inferência estatística são aprt.'Sentadas duas 
situaç()es: 
a) uma população de animais nsada para eDtndar a eficiência de uma vacina está 
sendo testada eom rela(,;ão a nma doença. Indivíduos vacinados com sucesso Wm 
um risco Àt de adoecer, que pode ser zero. Os outros indivíduos vacinados podem 
permanecer desprotegidos com risco ..\z, se sua resposta de imunização for inade-
quada. O que precisa ser t'bi;imado é a proporção 7C (O) de indivíduos ern risco 
que foram imunizados. Atrav{'S de dados da incidência da doença na população 
vacinada pode--se obter uma estimativa de 7C(O); 
b) uma peça de algum equipamento pode ser fabricada de dois modos ----· o modo 
comum e o modo simplificado -----produzindo pt.oças aparentemente iguaís. Se a peça 
for feita do modo eornum, o risco de falhar é alguma constante .\1; caso eontrário é 
À2 • V árias peças tinham ::;ido produzidas pelos dois modos de fabrü:a<;ão. O tempo 
de falha de algumas dessas peças é observado. A análise estatística consiste em 
estimar 1í (0) 1 a proporção de peças fabricadas pelo modo comum. 
A proporção 7C (O) pode ser estimada pelo método de máxima verossimilhança. A 
ftmção de verossimilhança é À (t) S (t) se o evento ocorrer no tempo t, e a flmção de 
verossimilhança para os indivíduos censurados é simplesmente S (t), em que t é o tempo 
de observação at(~ o tórmino do experimento. A função de risco À (t) de toda a população 
pode ser calculada de (1.24), (L25) e (1.26) e a fum;ão de sobrevivência populacional 
S (t) pode ser obtida de (1.6). 
Quando as observações individuais forem independentes, a função de verossimilhança 
para os dados é então dada por 
n 
L [?r (O)] = I1 À (t,) 6' S (t,) 
ic"l 
em que n é o tamanho da amostra, ti é o tempo de oeorrênda do evento para o i-ésirno 
indivíduo ou o tempo de censura (; bi é igual a O, se o i-ésimo indivíduo for CCIL.'>urado e 
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ú igual a 1, caso contnirio. A estimativa de máxima verossimilham,:a para 1r (O) pode ser 
encontrada por meio de algoritmos computacionais padrõc"S. 
Este simpk't! exemplo poderia ser generalizado de diversas formas. Os valores de >.1 e 
,\, poderiam ser desconheeidos e teriam que ser estimados; as flmçõc'S de risco poderiam 
depender do tempo ou um vetor de covariáveis poderia ser observado para eada indivíduo1 
podendo ser assumido um modelo de riscos propmcionais adequado para o conj1mto de 
dados. Alguns métodos que tratam da heterogeneidade não-observada em modelos de 
risco univariado são apresentados no próximo capítulo. 
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Capítulo 2 
Modelos de Risco com 
Heterogeneidade Não-Observada 
Se um modelo de risco que inclui somente covariáveis não se ajusta bem aos dados, 
pode--se tentar diminuir a varia<;ão aleatória introduzindo explicitamente uma fonte de 
variação que represente o efeito da heterogeneidade não-observa(bl. sobre a função de 1isco 
e que seja independente das covariáveis. 
Considere T o tempo de ocorrência do evento, eontínuo, e suponha que a flmção de 
risco possa ser expressada como 
À (tjx, w) ~ Ào (tjx) exp ('y'w) , (2.1) 
em que ).0 (tlx) é urna função do tempo e do vetor de covariávf'is, w é o vetor (q x 1) 
dos valores de q característica.<; não-observadas c f é o vetor ( q X 1) de parâmetros des-
conheddos dos efeitos de w. 
O que acontece se exp (f'w), o efeito da heterogeneidade não-observada, for omitido 
do modelo de risco em (2.1)? As cstirnativ<d.S do efeito do tempo e das eovariáveis sobre o 
risco ficariam viciadas, pois seriam contaminadas pelo proeesso de t~eleção (ver Exemplo 
1.4). 
34 
Algumas estratégias têm sido adotadas para a aplicaçúo do modelo em (2.1). Uma 
estratégia bastante usual supõe uma distribuição paramétrica para a heterogeneidade 
não-observada e mna ±Orma funcional para ..\0 (tlx). Uma outra estratégia, sugerida por 
Heckman e Singer (1982), especifica somente um À.o (tlx) e estima uma distribuição para 
a heterogeneidade não-observada simultaneamente eom o,_.:; parâmetros do modelo, por 
meio de um método de estírnaçâo não-paramétrica. 
Os modelos de risco para tempos diseretm;. podem também incorporar a heterogenei-
dade não-observada como uma generalização dos modelos apresentados na Seção 1.2.2 
{Hamerle, 1986 citado por Blossfeld, Hamerle e Mayer7 1989). 
2.1 Um Modelo de Fragilidade Multiplicativo 
Considere que o interesse inicial 8eja, de alguma forma, modelar a heterogeneidade 
não-observada. A análise de covariáveis é discutida na Seção 2.5. .Então, todo tipo de 
heterogeneidade e.stá sendo con.."liderado basicamente como não-observado. 
Urna versão alternativa do modelo em (2.1} supõe que os indivíduos diferem, na sua 
p1upensão para sofn..'l· o evento de interesse, de uma maneira bastante simpk:.s. Denomi~ 
nada modelo de fragilidade rrrultiplicativo, a função de risco para nm indívíduo no tempo 
t é dada por 
,\ (tjz) ~ Ào (t) z , (2.2) 
em que z é um escalar positivo, reprmentando a fragilidade do indivíduo que se supõe 
atuar de forma multiplicativa sobre a ftmção de risco e Ào (t) é cml11L'Cido como um risco 
padrão. Este modelo assume que, em qualquer tempo, um indivíduo eom fragilidade 2, 
por exemplo, é duas veze:s mais propenso a sofrer o evento que o indivíduo com fragilidade 
1 (chamado de indivíduo padrão). Portanto, (2.2) pertence à classe de modelos de riscos 
proporcionais e o modelo em (2.2) equ.iV'ale a (2.1) considerando z = exp (1lw). 
Se z fos..<;e ohservJ.do, À (tlz) poderia ser estimado usando o método de MV, assumindo 
uma forma funcional para .\0 ('t). Como o valor z, em geral, não n ... tá di&J>onível para o 
35 
pesquisador, outra abordagem é neces..,ária. A fragilidade individual não é observ<:tda mas 
assurne·--se que tenha nma distribuição na população. 
Seja Z uma variável aleatória não-negativa que represente a fragilidade individual, 
menstm:ivel ou não: que pode manifestar-se de maneira indireta. Por conseguinte, a 
ftmção de risco ). (tI z) é interpretada estatisticamente corno uma função de rísco condi-
eíonal de T dado Z = z, ou simplesmente, ri'Jco condicionado. 
Como Vaupel, R·íanton e Stallard (1979) têm mostrado, associados ao risco condi-
cionado estão: 
a) o risco condicionado acwnula.do 
A(t]z) = {' -l(o]z)du, Jo 





h) a função de sobrevivência eondieionada 
S(t]z)=cxp[-A(t]z)], 
e se 80 (t) é mna função de sobreviv<:.ncia padrão, por (2.3), tem-se que 
S (t]z) = exp [- zAo (t)] = { exp [-Ao ( t)])' = [So (t)]' . 
(2.3) 
(2.4) 
A equaçao (2.4) implica, por exemplo, que se o indivíduo padrão tem função de 
sobrevivência igual a 50% em algum tempo t, mn indivíduo eom fragilidade 2 tem função 
de sobreviv6neia de 1:1omentc 25% em t e um indivíduo eom fragilidade 3, somente 12,5%. 
Ao assumir o modelo de fragilidade multiplicativo em (2.2), conseqüentemente snrx)t:.'-
se que, em síntese: 
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a) a fragilidade é definida em termos relativos, isto é 
risco do indivíduo com fragilidade z 
Z= 
risco do indivíduo padrão 
h) cada indivíduo IillSCe com uma certa fragilidade para sofrer o evento e permanece 
com esse rúvel de fragilidade por toda a vida; 
c) acrescentando mna mlidade à fragílidade, a função de sobrevivéncia fica llOOS0 (t)]% 
mPnor. 
Outras implicações bem interes.santcs do modelo de fragilidade multiplicativo verifica~ 
se com as definições de ftm(;ão de Hobrevívêneia e risco não-condicionados. 
A função de sobrevivência não-condicionada S (t) é dada pelo V'dlor esperado da so-
brevivência eondidonada S (tjZ) (ver Seção 1.2.3}, on seja 
S (t) =E [S (t!Z)] . (2.5) 
Se Z tem função de distribuição G ( z) então 
(2.6) 
Note-se qne a fragilidade {) não-negativd e de (2.4) e (2.6), Hoougard (1984) tem 
destacado que 
S (t) = r= exp[-zA0 (t)]dG (z) =L: [Ao (t)] , Jn (2.7) 
em que C (s) = JQ00 exp ( ~-z,s) dG (z) é a tmnsformada de Laplace pa.ra a distribuição da 
fragilidade no ponto "'. 
O risco não-condicionado À (t), entretanto, não é o vdlor esperado de À (tjZ), pois 
À (t) é o limite de uma razão cujo numerador é nma probabilidade condicionada a T::;:: t. 
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:VIais precisamente, 
>. (t) ~E[>. (t[Z, T?: t)] = r=,\ (t[z) dG (ziT?: t) 
· lo (2.8) 
em que G (ziT 2: t) é a flmção de distribuição condicional deZ dado T 2': t. É possível 
mostrar que (2.8) é verdadeiro, detrenvolvcndo-se uma relação entre distríhuição conjunta 
e condicional, juntamente com as equações (1.7) e (2.6) (ver Propa.sição 1 do Anexo A). 
As funções condicionadas S (tlz) e À (tlz), freqüentemente referidas como Ümções de 
sobrevivência c de risco individuais, respeetivamcnte, não são estimáveis pois o valor de Z 
é desconhecido. Diferentemente, as ftmções não-condicionadas (ou funções populacionais) 
8 (t) e.\ (t), são funções da distrib11ição misturada de T, cuja.s paràmetros são estimados 
por meio de dados sobre o tempo de ocorrência do evento para uma arnm;tra de indivíduos. 
quando se substitui (2.2) em (2.8) verifica-se que 
À (t) ~ Ào (t) 1n= zdG(z[T?: t) ~ Ào (t) E (Z[T?: t) (2.9) 
em que E (ZIT 2:: t) é interpretado como a fTagilidade m('\lia entre os sobreviventes 1 
a t, que decresce (ou pelo menos não cresce) com o tempo, uma vez que indivíduos 
mais frágeis tendem a sofrer o evento primeiro, permanecendo entre os sobreviventes 
somente os indivíduo..<.J de menor fragilidade. Para mostrar este resultado ba.<>ta derivar 
E (ZIT;::: t) em relação a t e verificar que a derivada é não-positiva (ver Proposi~ão 
2 do Anexo A). Portanto, como E (ZIT 2: t) é mna função não-crescente em t, tem-se 
que o risco nilo-condicionado À (t) = Ào (t) E (ZIT 2:- t) decresce maís rapidamente (ou 
cresce mais lentamente) que o risco individual À (tlz) = Ào (t) z conforme o risco padrão 
Ào ( t) é decrescente (ou crescente). Isto Bignifica que se for negligenciado o modelo de 
fragilidade multiplicativo, quando este é realista, o risco individual é superestimado pelo 
risco não-condieionado. 
1 Por simplicidade, a terminologia usada é adequada a um estudo de mortalidade, porém o tl'!mpo de 
sobrevivêncía pode representar, por exemplo, o t.empo desde o início do casamento até o dív•Srcio. 
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2.2 Distribuições de Fragilidade 
Quando for assumido o modelo dado por (2.2), é necessário estipular uma dis-
t.ribuit;ão de probabilidades para a fragilidade Z. No Exemplo 1.5, assnmt."-SC o modelo 
de fragilidade em (2.2) com .\0 (t) = 1 e 
{ 
A1 , se o indivíduo pertence a população de baixo risco Z= 
À2 1 caso contrário 
em que À t e À2 são desconheeídos pois Z não é observado e 
P(Z = .\J!T 2' t) = rr(t) 
A seguir são aprcsentad&9 outra<; distribuições para a fragilidade e suas propriedades. 
2.2.1 Fragilidade Gama 
Uma suposição usada por vários autores (Vaupel, Manton e Stallard, 1979; Aalen, 
1987) é que Z tenha urna distribuição gama. A distribuição gama implica muna variação 
contínua para o rúvel de fragilidade entre os indivíduos. Esta distribuição é frcqüenk"-
mente adotada para a fragilidade porque é eonfumda a números não-negativos, as..<Jnme 
mna varindade de formas dependendo dos vo.lores do:; parâmetros e é bastante conveniente 
matematicamente. Se Z cv ga·ma ( fJ, v), a ftmção densidade de Z é da.da por 
para z 2:: O (2.10) 
e 
g (z) =O, pa:raz<O, 
em que r (.) é a função gama, ·r} é o parârnetro de tOrma e v é o parâmetro de escala; 
T},V > 0. 
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A mé'<:lia e a "\rariâneia de Z são respectivamente 
'I E(Z) =-
v 
e Var(Z)= ry2 v (2.11) 
Assumindo (2.2) e qne Z r-v gama (r;, v L a função de sobrevivência não--condicionada 
é, de (2.6), dada por 
s (t) L= v" exp[-zA0 (t)]--z'Hexp(-vz)dz .o r('l) 
v" k= 
-() z'1- 1 cxp{-z[v+Ao(t)]}dz. r r1 o 
Completando a integral para uma deTL<>ídade gama com parâmetros '17 e v + Au ( t), 
tem-He que 
[ v ]" S(t)= v+Ao(t) 
Uma maneira alternativa de encontrar a função de sobrevivúncia não--condicionada 
é usando o resultado ern (2.7). Corno a...., transfOrmada.'"! de Laplace são bem conhecidas 
e muítas estão tabeladas, a tarefa toma---se mais fáciL Para a distribnição gama com 
parâmetros 1J e v, a transformada de Laplace é dada por 
L:( s) = [_//_] o 
v+,., 
Calculando para s = A0 (tL obtem-se o mesmo resultado anterior. 
Para se encontrar o riseo não--eondicionado basta deriv<d.r ~ log [S (t)] em rela(~ão a t 
e a.s .. ;;irn obter 
À (t) = 1JÀo (t) 
v+Ao(t) (2.12) 
Exemplo 2.1 A fragilidade gama é considerada por Aalen (1987) para analisar o risco 
de a mulher "expelir" o DIU (Dispositivo Intra-Uterino). Foi regístrado o tempo t medido 
em dias, desde a introdução do DIU até a sua expulsão. As mulheres qne retíraram o 
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DIU por razões médicas ou pessoais e aquelas que tiveram remoção planejada do DIU 
não foram consideradas. Os dados indicam que a taxa de expulsão é deerescente eom o 
tempo, tendo um nível muito alto no come<;u e depois decrescendo rapidamente. Uma 
interpretação para mte resultado observado é que o organimo de todas as mulheres tende 
a adaptar-se ao DIU. Outra interpretação para o decrescimento da taxa de expulsão é que 
o risco de ocorrer uma expulsão varia muito entre as mulheres. As mulheres de alto risco 
tenderão a deixar o gn1po de risco (por causa da expulsão) muito cedo, enquanto as de 
baixo risco tenderão a permanecer em risco. Uma das declarações ou ambas podem ser 
verdadeiras e não é possivel por meio do conjnnto de dados considerados aqui dt'<:idir os 
méritos relativos aos dois tipos de variação. No entanto, para ilustrar a fragilidade gama, 
considere um modelo em que somente a última variação mensionada está. presente, isto é, 
assuma que cada mulher tenha ao longo do tempo um risco constante de expulsão, mas 
haja mna variação desse riseo entre as mulheres. Suponha então que o risco individual 
seja dado por 
>.(tiz)=z 
ou seja, assmue-se o modelo em (2.2) com Ào (t) = 1, para que o risco individual ::;eja 
eorl.St.~mte no tempo. Suponha também que risco individual varie entre as mulheres 
conforme uma distribuição gama eom densidade dada por (2.10). Então, de (2.12), 
tem-se qm~ o risco não-condicionado é dado por 
sendo que). (t) é uma :ftmção de(a·escente em t. Aalen (1987), usando os estimadores de 
MV para r1 e v, verificou que o modtJo estimado se ajusta bem aos dados observados, 
mesmo que a interpretação para os dados possa ter sido falsa. Não há eorno determinar se 
a distribuição do tempo até a expulsão do DIU é realmente uma mistura de distribuições 
dada por 
exponencial (Z) A gama (17, v) 
z 
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porque o risco não-condicionado é o único qne pode ser estimado e este é idêntico à função 
de risco de 1m1a popuJa<;ão homogênea eom distribuição Pareto do Tipo II (ver Exemplo 
1.2). Ou seja, a população pode ser homogênea eom um risco decrescente on a população 
pode ser composta de riscos individuais constante..<:> no tempo mas1 são distribuídos entre 
os indivíduos conforme a distribuição gama. 
Uma outra propriedade da fragilidade garna1 mostrada na Seção 2.3, é que a fragi-
lidade entre os sobrevivente..<; a um determinado tempo também tem distribuição gama 
eom o me.o;mo parâmetro de forma, mas eom parâmetro de Cl)Cala deslocado. Outra<> 
distribuiçôes também tôm esta propriedade, como a distribuição gaussíana inversa (Hoou-
gard, 1984). 
2.2.2 Fragilidade Gaussiana Inversa 
A distribuição gaussiana inversa tem ftmção densidade dada por 
fi/ ' ( r;::: ''I ) g (z) =V ;z-z exp y4rw- t/Z-; 
dependendo de doís parâmetros 1/ e v; 1}, v > O. 
Esta distribuição tem, respectivd.mente, média e variâneia iguais a 
E(Z)=/!; e /:;; " Var(Z) = _V_''v-, 2 (2.13) 
Pela t'XIuação (2.6), se Z rv GI (q,v), isto é, se a fragilidade tem distribuição gam;siana 
inversa com parà.metroo 1] e v, a função de sobrevivênda não-eondidona.da é 
},
·oo (fi ' ( r;::: 1/) S(t) 
0 
exp[-zA0 (t)Jy;;:z-'exp y4rw--vz--;; dz 
{oo fiz-icxp{~-z[v+A0 (t)J--"}dz. lo v; z 
Completando a integral para urna den..<1idade gaussiana inversa com parâmetros. rJ e 
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v + .1\.n ( t) obtém-se que 
Da mesma forma que para a fragilidade gama, obtém-se a função risco não-condicio-
nada para a fragilidade gaussiana inversa, que é dada por 
À (t) = ,fti>.o (t) . /v+ A, (t) 
2.3 Distribuições de Fragilidade Condicionada 
Se T e Z têm densidade conj1mta, a úmçâo densidade de Z condicionada entre os 
sobrevivente..'> a t pode st~r escrita como 
( IT > ) = P(T 2 t!z)g(z) = S(t!z)g(z) 
g z _t P(T:êt) S(t) (2.14) 
pela definição de probabilidade condicional e ftmção de sobrevivência. 
Obtém-se, de maneira similar, a distribui<;ão condicional de Z dado T = t, isto é, 
a distribuição da fragilidade condicionada entre os que sobreviveram até o tempo t. A 
função densidade comlieional de Z dado T = t pode ser escrita corno 
D 
_ _ J(t!z)g(z) _ -OtS(t!z)g(z) 
g(z!T-t) -- f(t) - d 
--S(t) dt 
(2.15) 
Assumindo nma forma paraS (tlz) pode-se comparar v~irias escolhas para g (z) a par-
tir das equações (2.14) e (2.15). A seguir, corno exemplo, são comparadas as fragilidades 
gama e gaussiana inversa, supondo que a função de sobrevivência condicionada é a do 
modelo de fragilidade multiplieativo, isto é, S (tlz) = exp [.~zi\0 (t)J. Sob esse modelo, 
sabe-se que a fragilidade média entre os sobreviventes não crescerá com o tempo, qualquer 
que seja a distribuição atribtúda a Z (ver Seção 2.1). A fim de comparar a fragilidade 
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entre os sobreviventes para as diferentes distribuições de fragilidade1 seria então (:Onve-
niente considerar o coeficiente de variação de Z entre os sobreviventes, já que é uma 
medida normalizada. O coeficiente de variação de ZIT ~ t é dado por 
Jv ar (Z[T > t) 
CV (Z[T > t) = -
- E(Z[T2:t) 
Distribuição Condicionada da Fragilidade Gama 
Seja Z rv gama(ry,v). Substituindo em (2.14) as expressões eorre5'POndentes à dis-
tribuü;ão gama, tem-se que a ftmção densidade condicional de Z dado T :;:::_ t é 
g (z[T 2: t) = [v+ ~o ~t)J" z'H ex:p { -z [v+ Ao (t)]} 
r r1 
que é densidade gama com parâmetros TI e v+ Ao (t). Isto quer dizer que, se a população 
inicial tem fragilidade gama com parâmetroo ''l e v, então a fragilidade dos sobreviventes 
a t também tem mna distribuição g;dma com parâmetros 1J e v+ Ao (t). 
Supondo E (Z) = 1, assume-se por (2.2) que em média À (t[z) = ,\0 (t). Sob e&'a 




=v = V ar (Z) 
e fazendo 
rT2 = Var(Z) 
tem-se que ZIT?: t tem distribuição gama com parâmetros (T\ e,}.~. +Ao (t). A esperança, 
2 Esta restrição nào leva à perda da g~meralidade vísto que o nívd médio de fragilidade porle ser 
absorvido pelo rísco padriio (veja Proposição;) do Anexo A). Quando E (Z) = l, as fórmulas simplificam-
se e (:V ( ZIT ;:: l) representa, de certo modo, a heterogeneidade da fragilidade da população sobrevivente, 
pois 
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a variància e o coeficiente de variação de ZjT ::;:: t são dados, rcsp<-"<;tiV'd.mente, por 
E (ZIT > t) ~ 1;--;--c-:c 
- l+<r2Ao(t) (2.16) 
1 Var·(ZIT > t) ~ . 
- <r2 [1 + <T2A0 (t)] 2 (2.17) 
c 
CV (ZIT 2 t) ~ ·~ . ,. (2.18) 
A função densidade condicional de Z dado T = t, obtida de (2.15) é 
[v+ Ao (tWf' g(ziT~ t) ~ l'(ry+ 1) z"exp{-z[v+Ao(t)]} 
Esta função é claramente nrna den..<Jidade gama com parâmetros r]+ 1 c v+Ao (t). 
Portanto, se a fragilidade na população inicial tem distribuição gama com parâmetros 
lJ e v, então a fragilidade entre os que sobreviveram até t tem distribuição gama com 
parâmetros 1]+ 1 e v+Ao (t). Além disso, quando E (Z) = 1 e V ar (Z) = rr2 , a fragilidade 
média entre os sobreviventes até t é dada por 
1 + rr2 
E (ZIT ~ t) ~ 'A ( ) 1 +a o t 
e portanto, E ( ZIT '-~ L) é, coerentemente, r:>cmpre maior que a &·agilidade média entre os 
sobreviventes a t. 
Distribuição Condicionada da Fragilidade Gaussiana Inversa 
Seja Z rv GI ('q, v). Analogamente ao que foi estabelecido par-a a fragilidade gama, 
tem~Be que a função densidade condicional de Z dado T ~ t é 
{fi " {/ ''} g (ziT 2 t) ~V ;z-, exp 4ry [v+ A0 (t)j- z [v+ Ao (t)j-;: 
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que é a fimção dPJlsídade da distribuü,;ão gaussiana inversa com parâmetros rJ e I/+ Ao (t). 
Se Z tem distribuição gaussiana inversa eom média 1 e variâneia a2 então por (2.13) 
1 
1f=V=2a2 
e ZIT 2:: t tem distribuição gaussiana inversa cor.n parâmetros ~·2 e .;2 + J\n (t). A 
esperanç2., a variância e o coeficiente de variação de Z[T 2: t são dados, respL'ctivamente, 
por 
' E(ZIT?:t)~ [vh +2o"Ao(tlf', (2.19) 
' V ar (ZIT ?: t) ~ <72 [1 + 20"2 Ao (t) r' (2.20) 
e 
' CV (ZIT?: t) =" [ 1 + 20"2 Ao (t) r' (2.21) 
Hoougard (1984) comenta que fazPndo Z cv Gl(rJ,v), a distribuição da fragilidade 
!?ntre os que sobreviveram até um determinado tempo t tem distribuição gaussiana inversa 
generalizada eorn função densidade dada por 
Outras dístribu"1ções têm ::.ido atrib1údas para a fragilidade rorno a . ._<; di&tribnições 
estáveis sugeridas por Hoougard (1986) e a distribuição de Poisson composta sugerida 
por Aalen (1988). Assumindo que E (Z) = 1, estas distribttições têm fragilidade média 
(;ntre os sobreviventes expressa por 
E(ZIT?:t)~-[, j' 1+ ~Ao (t) 
1 (2.22) 
em que a 2 = V ar (Z) e c é urna constante (Rodrigues, 1992). 
A fragilidade gmna e a gaussiana inversa a&•mrnem a forma de (2.22) quando c= 1 e 
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c = ~ 1 respectivamente. 
2.4 Comparação entre a Fragilidade Gama e a Gaus-
siana Inversa 
Os resultados obtidos na Seção 2.3 sugerem uma maneira de comparar a fragilidade 
gama com a fragilidade gau&<;iana inversa quando é asstmlldo o modelo em (2.2) com 
E(Z) = 1 e Var(Z) = a 2 
Ao H •.'>Slrmir fragilidade gama ou gaus.siana inversa verifica-se claramente que a fragi-
lidade média entre os sobreviventes declina com o tempo, dado qne os denominadores 
de (2.16) e (2.19) ereeeem quando t cresce. Not"se por (2.16) e (2.19) que a fragilidade 
média declinará mais rapidamente, isto é, o processo de seleção operará mais rapidamente 
quando a população for mais heterogénea no início ((T2 grande) ou o rísco for alto (Ao (t) 
grande). 
Se a fragilidade tem distribuição gama então: 
a) A va.ríàncía da fragilidade entre os sobreviventes é decrescente no tempo1 dado 
que o denominador de (2.17) cresce quando t cresce. Portanto, a fragilidade da 
populaçri.o em risco torna-se mais homogênea com o tempo; 
h) o coeficiente de V'Griação da fragilidade entrem; sobreviventes em (2.18) não V'd.ria 
com o tempo. Em outras palavras, a fragilidade rnl.'<iia e o desvio-padrão entre os 
sobrevivent«<,'S diminuem com o tempo, mas diminuem proporcionalmente, uma vez 
que o coeficiente de v.-triação não dep(mde do tempo. 
Se a fragilidade tem distribuit;ão gaussiana inversa então de (2.20) e (2.21) verifica-se 
que tanto a variflncia como o coeficiente de variação da fragilidade entre os sobreviventes 
a t decrescem com o tempo, sig:ni.ficando que a heterogeneidade entre os sobreviventf'..,."i é 
cada vez menor, mesmo quando comparada com a média, e portanto, a fragiHdade da 
população sobrevivente torna-se Illa.is homogênea eom o tempo. 
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A fragilidade gama impliC<"i que a heterog~meidade com relação à fragilidade média da 
população de sobreviventes a t, representada pelo eoetieiente de variação de ZjT ;:=: t, é 
constante no tempo. Se este resultado não corresponde à realidade, uma alternativH. ú 
supor fragilidade gaussiana inverSa que torna a população de sobreviventt.'S relativa,mente 
mais homogénea com o tempo. 
2.5 Um Modelo de Fragilidade Multiplicativo com 
Covariáveis 
Uma generalização do modelo em (2.2) é considerar um modelo de fragilidade multi-
plicativo, no qual o risco padrão ó também função do vetor x dos Vdlores de p eovariáveis 
do indivíduo, ou seja 
.\ (tlx, z) = Ào (tlx) z, 
em que x e z são independentes. 
Uma forma sugestiva, para a fum;ão de risco padrão é 
Ào (tlx) =À; (t) eO<p ({3'x) , 
em que À~ (t) é mn risco padrão que depende somente de t, e resulta que 
À (tlx, z) =À; (t) exp (f3'x) z . 
Associados ao risco condidonado À (t!x, z) em (2.25) estão 
a) ríseo condicionado acmuulado 





b) função de sobrc>vivêneia condicionada 
S (tjx, z) ~ exp [~A (tjx, z)J ~ exp[zAo (t)exp (,B'x)j ~ [So (t)]'"'P(#'x), (2.26) 
A funçào de sobrevivência nâo-comlieionada é uma generalização de (2.5L dada por 
S (t[x) ~ E [S (tjx, Z)j 
Se Z tem função de distribuição G (z) então 
S(tjx) ~~o= S(tjx,z)dG(z) 
Desenvolvendo (2.27) em termos de (2.26) tem-se que 
S (tjx) ~.lo= exp [~zA0 (t) exp (,B'x)] dG (z) ~ J: [Ao (t) exp (,B'x)] 
E o risco não-condicionado de T é 
À (tjx) ~E [Ã (tjx, Z,T 2: t)J ~ r= À (tjx, z) dG (z[T 2: t) lo 
(2.27) 
(2.28) 
Quando o modelo em (2.25) é adotado, devem Her atribuídas distribuições de pro-
babilidades a Z, como a distribuição gama ou a gaussiana inversa, ficando mantidos os 
resultados obtidos nas Seções 2.2 e 2.3 com as devidaH generalizações. 
2.6 Sensibilidade dos Modelos de Fragilidade 
Uma questão de interesse é verificar quão seiL.c;Íveis são as estimativas dos parâmetros 
do modelo em (2.25) com relação às escolhas de Ào (t) e da diHtribuição d() Z. Heckman 
e Singer ( 1982) demonstram que, assumindo UJJ.ill representação paramétrica para À o ( t) 
em (2.25), os resultados podem ser sensíveis à escolha da distribuição para a fragilidade, 
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mesmo quando for escolhida uma distribuição com forma paramétrica flexível, como a 
distribui<;ão gama. 
Uma maneira de obter modelos de fragilidade mais robustos é estimando-se uma 
clistribuíção para a fragilidade. Como uma solução, Heckman e SingE:1r ( 1982) propuseram 
um método de estimação de máxima verossirnilliança não-paramétrica para cstímar a 
distribuição da fragilidade, usando o algoritmo EM de Dempster, Laird e Rnbin (1977). 
Laird (1978) c Hcdanan e Singer (1982) mostram que uma abordagem de ml:ix:ima 
verossimilhança não-paramétrica para estimação da distribuição de Z leva a urna dis-
tribuição discreta, em que Z assume valores z1,z2 , ... , Zk sendo que para j = 1, 2, ... , k, 
P (Z = zj) = ;ri eom LJ"-,1 ;ri = L Sob essas eondições pn.:cedente..<J, a sobrevivúnc.ia 
não-condieionada, em (2.27}, é simplesmente 
k 
8(tlx) = L;8(tlx,z;)1f; 
jccol 
Trussd e llichards (1985) verificaram, por meío de estudos empíricos, que os modelos 
estimados pela solução de Heckman e Singer são sensíveis à escolha do risco padrão, cuja 
forma é supostamente paramétrica. De fato, há evidências rnait> recentes de que a análise 
pode ser· mais sensível às suposições acerca do risco padrão do que às suposições para a 
dí&i.ribuição da fragíJidade. Isto é eornprovd.do por alglms experimentos de simulação em 
Hamerle e Moller (1990), citados por Blossfeld e Harnerle (199'2). 
Um outro fato importante para ser considerado é que os modelos de fragilidade vistos 
até aqui 1 consideram que a,.q covariáveis e a fragilidade são .independent<'---'>. A suposição 
de independência, neste caso, é uma rc>strição muito forte, j~í que a heterogeneidade não-
observdda de mn indivíduo deveria c>star associada à parte observada da heterogeneidade. 
Se a independência não pode ser comprovada, a função de sobrevivência não-condicionada 
é então dada por 
8 (tlx) = fooo 8 (tlx, z) dG (zlx) , (2.29) 
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em que G (zix) é a função de distribuição condicional de Z dado X= x e sendo que 
X' = (X1,X2 , .•. , Xp) é o vetor de p covoriáveis observadas. Note-se que este modelo 
&.'lsmue que a distribuição de Z é determinada pelos valoreB observados de X. Sensibili-
dades nas estimatiwts dos parâmetros pertencentes à classe de modelos em (2.23) podem 
surgir devido a um eno substancial entre a distribuição marginal G (z) e a clistribuil;ão 
condicional G (zix) (Manton, Singer e Woodbnry, 1992), 
Se X e Z não são independentes, o risco nào-condicionado de T é urna generalização 
de (2.28) dado por 
À (tix) =~o= À (tlx, z) dG (ziT :> t,x) 
De (2.25) e (2.30), tem-se que 
À (tix) Ào (t) exp (!3'x) ~o= zdG (ziT :> t, x) 
Ào(t)exp(f3'x)E(ZIT :> t,x) . 
Aplicando logaritmo na equação (2.31), verifica-se que 
log [À (tix)] =a (t) + tfx + b (t, x) 
em que 
a(t) =log[A0 (t)J 6 o d(,ito do tempo, 
f3'x ô o efeito das eovaríáveis e 
b (t, x) = log [E (Z!T 2:: t,x)] é o efeito da ínteraçã.o entre tempo e covariáveis. 
(2.30) 
(2.31) 
Intuitivamente, E ( ZIT 2: t: x) dcvelia decrescer com o tempo) devido ao processo de 
seleção de indivíduos mais fortes o eomo uma gnnC'ralizaçiio de (2.22), Rod.rigtK"'~> (1992) 
destaca que para algumas distribuiçõe.'l de fragilidade 
E(ZIT > t,x) =f " j' ~ ,1+~ A0 (t)exp(tfx) · 
1 
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com c = 1 e c = 1/2 para a fragilidade gama e gaussiana inversa, respectivamente, 
desde que 0'2 =V ar (Z) e c é uma constante. Rod1igues (1992) sugere mna modelagem 
flexível para a interação b (t, x) ou então que sejam feitas .suposições para a distribuição 
da fragilidade, j<i que b (t, x) pode depender dos parâmetros da distribuição de ZIT 2: t, x. 
Quando há interesse em decompor a heterogeneidade não-observada em um vetor 
W = (lV11 T-'V2, ... , tVª) de q vdriáveis não-observadas, ao invL>s de nrna lmíca fragilidade 
escalar Z, é necessário atríbuir uma distribuição multívd.riada para W e que o risco 
não-condicionado de T, é dado por 
À (tlx) = Ào (tlx) E [exp h'W) IT 2: t, x] , 
com .-\0 (tlx) igual a (2.24), por exemplo. O processo de mtima.ção envolveria os parâme-
tros da distribuição multivariada de W e os parâmetros do vetor 1 dos efeitos de W = w 
sobre o riseo. 
A principal desvantagem dos modelos de fragilidade é que, quando o tempo de 
ocorrência do evento é múvariado, essm modelos resultam em rrústuras não-identificáveis, 
tanto para o caso discreto como para o caso contínuo (Oak:es, 1989; Mare, 1994). 
Estudos tP..óricos sobre a dinârníc.a de populações heterogêneas começam, primeira-
mente, assumindo um modelo para a história de eventos das subpopulações homogêneas 
e assumindo uma distriblúção para essas subpopulaçõm. Depois, é derivado o modelo 
para a população toda. Tais estudos tf.m Hido muito importantes pois os modelos a nível 
individual podem 8er mais simples e têm uma interpretação mais diret .. 1. e simplificada que 
os modelos das populações compostas. O esforço inverso, de tentar decompor a dinânúca 
da população observdda em dois componentes ~--,a distribuição para as subpopul<~ções e 
a dinânúca das subpopulaçÕe..'l -----tem sido mais complexo (Vaupel, 1990). 
Na..<> discusões sobre os modelos de fragilidade apresentadas na Seção 2.1, partiu-se 
de mn risco condicionado para um não-condicionado por meio de uma mistura, em que 
a transformada de Laplace poderia ser utilizada na análise. A transformada de Laplace 
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num ponto s, dada por 
C(.s) = [ exp(-zs)dG(z) 
tem ímportància tanto numérica como teórica: 
a) dada a função de distrib1úção de fragilidade G (z), o cálculo da transformada de 
Laplace é bem eonhecido com algoritmos eficientes; 
b) dada a transformada de Laplace L ( s), recuperar G ( z) ô um problema mal condi-
cionado, no sentido de que mudanças suavt."S em L (s) induzem a uma enonne flu-
tuação em G ( z). Estatisticamente, isto significa que a estimação dos parâmetros 
da distribuição de fragilidade apresenta dificuldades {Rodrigue_,_.:;, 1992). 
Ass1mlindo urna distribuição para a fragilidade, é possível sob o modelo de fragilidade 
multiplicativo encontrar a forma do riseo padrão {e do risco condicionado) a partir do 
risco não-condicionado. Na Seção 2.7 são desenvolvidas fórmulas de inversão (Rodrigues, 
1992) para encontrar o risco padrão dada 'ltma fragilidade gama, primeiramente, e dada 
uma fragilidade gauss.iana inversa, em seguida. 
2. 7 Fórmulas de Inversão 
Seja Z a fragilidade e seja T o tempo eontínuo de oconénc.ia do evento para lml 
indivíduo com risco individual dado pclo modelo de fragilidade rnnltíplicativo 
A(tlz) ~ Ào(t)z, 
como inicialmente foi proposto na Seção 2. L 
Suponha que a fragilidade tenha distribuição gama com esperança 1 e variância (}2 
(ver Seção 2.2.1 ), para a qual tem sido mostrado que o risco não-condicionado de T ó 
,\ _ Ào(t) 
(t)- 1 + o-2A0 (t) (2.32) 
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Integrando (2.32), obtém-se mna expressão para o risco acumulado A (t}. Note-se que 
d [· 2 ·j <T2Ào(t) 
d-log I + <T Ao (t) = 'A ( ) . t- l+rrot (2.33) 
Como A (O) = 0: então a integr'ação dos dois lados de (2.32) no intervalo [0, t] resulta 
em 
A(t) = ~2 log [1+rr2Ao(t)] 
e ao isolar A0 (t) em (2.33) tem-He que 
(2.34) 
Para obter uma fórmula de inversão de >.0 (t) 1 basta derivd.r (2.34) em relação a tl 
resultando em 
Ào (t) =À (t) exp [rr' A (t) J . (2.35) 
Dada.'> a distribni~ão não-condicionada de T e a vdriância da fragilidade gama, é 
possível encontrar a forma de >.0 (t) através de (2.35). 
Exemplo 2.2 Se a distribuição não-condieionada de T é exponencíal com parâmetro 
r.x, isto significa que 
À (t) =o A(t) = <xt. 
Usando a fórmula de inversão {2.35) pode-se encontrar o risco padrão 
e o risco condicionado é dado por 
À (tjz) = mexp (clat) 
Assim, sob o modelo de fragilidade multiplicativo, um risco não-condicionado eons--
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tante no tempo seria conseqüência do pressuposto de que a população seja composta de 
índivíduos heterogêneos que variam entre si conforme uma fragilidade garna e cujo ríseo 
condicionado cresce exponencialmente com o tempo, uma vez que z, a e rr2 são v<:tlore~ 
não-negativos. 
No C'aso de uma fragilidade gaussiana inversa eom média 1 e v<:triància r?, tem-se que 
,\t- Ao(t) 
()- J1+2o-2Ao(t) (2.36) 
Note-se que o lado direito de (2.36) é de fhto a derivada em relação a t de 
1 
2 J1 + 2o"Ao (t) . (Y 
Assim, a integração dos dois lados de {2.36) no intervalo [0, t] r~--sulta em 
1 { ' } A (t) = "' [1 + 2<T2A0 (t)j'- 1 {2.37) 
e isolando Ao (t) ern (2.37), tem-se que 
, () = [1 +n-2A(t))2 - 1 
1\.0 t 2 2 
" 
(2.38) 
Resta agora derivar (2.38) em relção a t para obter o risco padrão, dado pela seguinte 
fórmula de inversão 
Ào(t) =À(t) [1+o-2A(t)j . (2.39) 
Exemplo 2.3 É possível produzir nrn risco não-condicionado eonstante no tempo, 
corno resnltado de algum risco condicionado sujeito a urna fragilidade gau.":lsiana in-
versa. Suponha-se que o ríseo não-condicionado de T seja dado por À (t) =o:, portanto 
A (t) -= nt, e se E ( Z) = 1 e V ar ( Z) = a-2 , basta usar a fórmula de inversão (2.39) para 
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encontrar um risco padrão dado por 
Ao(t) = a(l +rr2at) , 
que é linea.T em t c o risco condicionado de T é dado por 
A(t[z)=za(l+rr2at). 
Assim, sob o modelo de fragilidade multiplicativo, uma distribuição exponendal para 
T pode vir de um risco condicionado linearmente crescente com o tempo, sujeito a urna 
fragilidade gaussiana inversa. 
Dos Exemplos 2.2 e 2.3 surge um problema de identífieabílidade. Dado um risco não-
condieionado constante no ternpo1 hé'Í. três interpretações alternativ.1." para a composição 
e dinânúca populacional: 
a) a população é homogênea. com um risco que na o vana entre os indivíduos e é 
constante no tempo, pois T, o tempo de oeoiTência do evento para um indivíduo, 
teria uma distribução exponencial; 
b) a população ú heterogênea com mu risco que varia de tml indivíduo para antro 
conforme nma fragilidade gama e que crcsct~ exponencialmente com o tempo, pois 
a distribuição não-eondicíonada de T 8eria a mistura de uma distribuíção tendo 
função de risco exponencialmente crmcente no tempo eom uma distribuição gama; 
e) a populat;ão é heterogênea com um risco que varia de mn indivíduo para outro 
eonforme uma fragilidade gaussiana inversa e que cresce linearmente corn o tempo, 
pois a distribui,:;..-::io não-condicionada de T seria a rnistma de uma distribuição tendo 
fnnçi'io de risco linearmente crescente no tempo com uma distribuição gaussiana 
inversa. 
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Nenhuma quantidade maior de dados sobre À (t) pode ajudar a distinguir entre estes 
moddos porqne eles têm idP..nticas cou.%--quências observáveis: um risco populacional 
constante no tempo. A menos que se assuma mna distribuição para Z, não há como 
reconhecer os ríscos em nível individuaL 
Pela e-xistência das fórmulas de inversão (2.35) e (2.39), tem-se mostrado que se Z 
tem uma distribtúção gama ou uma distribuição gaussiana inversa, então para um dado 
,\ (t) é sempre possível encontrar uma função de risco Ào (t) que satisfaça 
Isto significa que, quando a fm1ção de distribuição G ( z) provêm da distribuição gama 
ou da ganS&iana inversa, o modelo (Ào, G) pa.ra T não pode ser empiricamente distinguível 
do modelo de população homogênea basf>-ado somente em À (t), nem estes modelos de 
fragilidade gama e gaussíana inw.rsa podem ser disting1üdos um do outro. 
O Exemplo 2.4 extraído de Rodriguc'S (1992) ilustra a falta de identificabilidade para 
interpretar riscos proporcionais. 
Exemplo 2.4 Suponha que se tenl1a ajustado ao tempo de ocorrência de um evento, 
mn modelo de risco..'l proporcionais constantes ao longo do tempo, dado por 
À (tlx) = exp (fJo + {3'x) . (2.40) 
:Mas se for a&"iurnido que existe uma fragilidade que .se distribtü entre os indivíduos 
conforme llllla gama com média 1 c variância a 2 (sendo Z independente das covariáveis), 
o modelo em (2.40) é equivalente (ob.o;ervaeionalmente) ao seguinte modelo f>ID nível 
individual 
À (tlx. z) = ZC'Xp (fJo + {3'x) C"'!J [<T2texp (fk + f3'xJ] , (2.41) 
sc>gU.lldO a fórmula de inversão em (2.35) adaptada para incorporar eovariávci.s. 
O modelo em (2.41) é eonl1ecído como rnodelo de tempo de falha acelerado eorn risco 
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padrão Gompcrtz e fragilidade gama (ver Seção 1.2.2). E o risco não-condicionado). (tlx) 
para t-'Ste modelo é constante no tempo (ver Seção 2.5). 
Outro modelo em nível individual também poderia re1mltar em mn risco não-eon~ 
clicíonado constante no tempo. O modelo com um risco condieionado sujeito a uma 
fragilidade gaussiana invL>rsa com média 1 e variâneia cr2 pode gerar um modelo com 
risco não-condicionado CODBtante no tempo. Assim) aplicando-se a fórmula de inversão 
em (2.39), com a inclusão de covariáveis) resulta que o risco individual é dado por 
À (t[x, z) = z exp (;30 + fJ'x) [1 + <T2t exp (13o + fJ'x) J , (2.42) 
quando E ( Z) = 1, V ar ( Z) = a 2 e Z é independente das covariá veis. 
Os riscos individuais em (2.41) e (2.42) são modelos de riscos não-proporcionais. Os 
modelos em {2.40), (2.41) e (2.42) têm implicaç&>.s comportarnentaís muito diferentes, 
mas possuem idênticas conseqüências observacionais: um risco populacional constante no 
tempo. Este problema fundamental de falta de identíficabilidade não pode ser resolvido 
sem informações externas que venham a ser assumidas na análise. 
Roem (1990) tem demonstrado que os resultados dos Exemplos 2.2 a 2.4 podem ser 
estendidos para qualquer distribuiçào de fragilidade com média finita. A prova é feita 
a partir de um risco m (t) ru'io-estocástico e de uma função de distribuição G (z). A 
demonstração de Roem é apresentada nas próximas seç&>s deste capítulol dividida em 
duas partes: na Seção 2.8 partl'..'-se inicialmente de um modelo de risco com uma função 
de risco In (t) que nií.o inclui a heterogencidade não-obserV'dda, para reescrevê-lo como 
um rnodelo de fragilidade multiplicativo com risco não-condicionado m (t); e na Seção 
2.9 obtém~se trm rPBultado análogo, partindo de um modelo de fragilidade multiplicativo 
com riseo não-condicionado m (tL que é idêntico a um riseo não-condicionado R>s1lltante 
de outro modelo de fragilidade ruultiplieativo. 
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2.8 Modelos de Fragilidade Equivalentes a um Mo-
delo sem Heterogeneidade Não-Observada 
Conforme proposto por Roem (1990), sejam(·) uma função de risco não-t~tocástica 
e seja Z uma variável aleatória não-negativa eom função de distrib1Iição G (·)de média 
finita. Define-se 
joo zexp(~z.s)dG(z) 
"" ( s) = ~0\,oo,-----­fo exp(~z8)dG(z) 




Vc(s), M(t)= J:m(-u)d-u, 
a0 (t) = rn (t) va(M (t)) 
Ac (t) = f' ao (u) d-u . 
.lo 
Da definição de Ai (t) tem-se que 
d 
m(t) =-i M(t) 
1.1 
Desenvolvf';ndo (2.44) tem-~:>e pela definição deva(-) e por (2.45) que 
d d 





e pela aplicação da regra da cadeia de derivadas de funções compostas 
ri 
aa(t) = dt VG(M (t)) 
e portanto tem-se que 
Ac (t) = Va(M (t)) . (2.46) 
Pode Her mostrado que se T é o tempo de ocorrP.ncia do evento com risco condicionado 
igual a À (tiz) = ac (t) z então 
cc(Ac (t)) = Ec (ZIT 2: t) , (2.47) 
em que Ea (ZIT 2:: t) = .h; zdG (ziT 2:: t) e Z representaria a fragilidade multiplicativa 
(ver Proposição 4( a) do Anexo A). 
A demonstração de Hoem prova que m ( t) é o risco não-condicionado de T. 
De (2.46) e de (2.47) tem-se que 
Ec (ZIT 2: t) = cc[Vc(M (t))] (2.48) 
Segundo Hoem (1990), tcm-i:ie por C'OI1.'ltrução de ac: (t) em (2.44) e pelos resultados 
da Seção 2.1 que .À (t), o riseo não-condicionado de T, é dado por 
À (t) = ac (t) Ea (ZIT 2: t) . (2.49) 
Como mostrado na Proposição 4(b) do Anexo A, a função aG (t) em (2.44) podü sür 
reescrita eomo 
ac; (t) = m (t) 
cc; [Vc(M (t))] (2.50) 
Para finalizar a prova basta mostrar que À (t) é igual a m (i), substituindo Ea (ZjT2:t) 
e a.c (t) em (2.49) pelas expressões em (2.48) e (2.50}, respectivamente. 
Portanto, qualquer função de rísco m ( t) num modelo sem heterogeneidade não-
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observada pode ser gerada, alternativamente) por um modelo de fragilidade multiplicativo 
em que a distribuição de fragilidade, escolhida arbitrariamente, tem média finita. 
Suponha-se agora que o modelo de partida inclua somente covariáveis e que a fi.mção 
de risco é dada por 
m (t[x) ~ m0 (t) U(fJ, x) , (2.51) 
para algum risco padrão mo (t) e uma função regressara U(f3,x), em que x é o vetor dos 
valores das co-variáveis e j3 é o correspondente vetor dos coeficientes de regressão. Então, 
corno em (2.44), tem-se por construção que 
ac (t) ~ rn (t[x)vc(M (t[x)) ~mo (t) U(fJ,x)va [M(, (t) U(fJ,x)] , 
em queM (t[x) ~ J:·m. (v[x)dv e J\10 (t) ~ JJ mo (n) dv. Portanto, o problema de identJfi-
cabilidade surge novamente com os modelos de fragilidade incluindo covariáveis, ou seja, 
não se pode distinguir entre riscos populacionais resultantf'.s de modelos de fragilidade 
multiplicativos com covariáveis e modelos de riscos propordonais sem heterogeneidade 
não-observada, porque as const,>qÜências observáveis são idênticas. Note-se que ac (t) 
não precisa ser fatorável em dua.':l funções, urna que dependa somente de t e outra que 
dependa sorup,nte de x, mesmo quem (t) seja decompo,.<;to desta maneira (Roem, 1990). 
2.9 A Falta de Identificabilidade com Modelos de 
Fragilidade 
Seja um modelo de fragilidade multiplicativo com risco condicionado 
Àu (t[z) ~ zÀolf (t) , 
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sujeito a llllla fragilidade Z com função de distribuição misturadora H ( z) de média finita. 
O correspondente risco não-condicionado é dado por 
Àu (t) = ÀoH (t) Eu (ZIT :> t) . (2.52) 
Define--se 
Au (t) = l ÀH (u)d-u 
e escolhe--se alguma distribuição arbitrária G (z) para Z, com média finita e utiliza-se 
uma construção similar a ( 2..14) para definir 
Àoc (t) = Àu (t) vc (AH (t)) . 
Então, para qualquer G, (Àoc, G) tem o mesmo 1isco não-condicionado de (.\ou, H), 
digamos ÀII (t). Os dois modelos são observd.cionalmente indistinguíveis. 
Elbers e Ridder (1982), citados por Roem (1990), demon..<;trrun que o efeito do tempo 
e das covariáveís sobre o risco e a distribuição de fragilidade são identificáveis a partir do 
risco não-condidonado de mn modelo multiplicativo de riscos proporeinnaís eom fragili-
dade. O ponto de partida para o resultado de identificabilidade de Elbers-Ridder é mn 
modelo de fragilidade multiplicativo com risco não-condicionado dado por 
Àu (tix) = Àou (tix) Eu (ZIT :> t,x) 
e com risco condicionado dado por 
ÀH (tlx, z) = zÀoH (tix) 
em que o risco paill·ão ÀoH (tjx) é decomposto em 
ÀoH (tlx) = Ào (t) U((3,x) (2.53) 
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uma decornposi~ão similar a (2.51), exceto que a snposi~ão de fatorabilidade é feita 
agora em Àon (tlx) 1 em vez de m. (tlx). No resultado de Elbers-Ridder assume-se que 
x toma valores num subconjunto aberto de tun espaço euclidiano e que U(j3, ·) é não-
constante sobre este conjunto. Também é necessário que .\oc (t) seja fatorável de maneira 
similar. Estas condições são suficientes para excluir toda.."> as espeeificações (..\oc; 1 G) que 
não coincidam com (.\ou, H) tornando .\0 (t ), U(fJ, x) e H ( z) identificáveis 3 . 
Assim, o teorema de identi:ficabilidade de Elbers~Hidder não contradiz o resultado 
geral de não-identificabilidadc, pois e:x:clue nãcr-identificabilidade pela imposição de res~ 
trições suficientemente fortes sobre heterogeneidades permissíveis equivalentes. 
Tais restrições devem vir de teoría subjacente. A sustentabilidade dessas restriçõt~ 
não pode ser decid.ida baseando-se somente em conhecimento.'> acerca do risco não-
condieionado ÀH (t). Mesmo se Àou (t) for fatorável como em (2.53) 1 Àoc (t) não precisa 
tf)r1 e normahnente não sati&fa.rá, urna decomposição similar. Se ÀH (t) é toda informação 
que se tem para fazer inferêneias, a fatorabilidade de Àou (t) não é uma caracteríBtiea do 
modelo identilicável. 
Uma observação adieional com respeito à identificabilidade dos modelos de fragilidade 
é a necessidade de considerar a distríbuíção condicional de Z dado X = x, em que 
se a&<>ume que Z e o vetor de covariáveis X são variáveis aleatórias dependentes. A 
importânda do problema foi apontada por Montgomcry, Richards e Braun (1986) no 
conte.xto de regressão logística com covnriáveis não-observd.das, ruas nenhuma análise 
rigorosa de identificabilidadc tem sido conduzida para classes específicas de distribuições 
condicionais de Z. 
Oakes (1989) mostra que o problema de identificabilidade é radicalmente diferente 
para dados bivariados, em que os tempos eontúmos de ocorrência de um evento são 
observ<.~.dos em pares de indivíduos. A demonstração de Oakes é apresentada no próximo 
capítulo. 
:lEJbcm c llidder (1982) citados por Hoem (1990) ta:rnb&n &'itiUffi(Offi que E(Z) < 00, corno tern-;;e 
estabelecido. Heckman e Singer (1984), citados por Hoem {1990), têm modificado esta suposição, mas 
mantêm a suposíção de fatorabilidade para ÀOG (t). 
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Capítulo 3 
Modelos de Risco de Tempos 
Multi variados 
Os dados rnultivariados na história de eventos podem consistir de tempos relaciona-
dos de ocorrências de urn evento que se originam de indivíduos agrupados, tal como a 
história de fecundidade de irmãs, a €'xperiência escolar de irmãos ou a sobrevivência de 
casais. Em geral, eorrespondem a grupos cujos membros têrn experimentado algo em 
commn. Nestes ca .. <;os há necessidade de modelar a dependência entre as observdções de 
um grupo de indivíduos, pois m;ualmente os tempos de ocorrência do evento em difl-'-
rentes individuos, no mt'tlrno grupo, não serão independentes. A falta de independência 
pode ser devida a característícas observáveis. No entanto, é possível discutir se alguma 
dependência intra-grupoo ainda permant.>ce, mesmo depois de incorporar as covariáveis 
ob&'BrVadas. Note--se que qualquer tempo agrupado, ou até todos, podem estar cen-
surados, tornando a estimação mais complexa. Diferentemente da estrutura de eventos 
repetidos esboçada na Seção 1.2.2 , não é pof58Ívd adotar o princípio da condidonalidadc 
seqüencial. 
A existência de observações multivariadru> por causa. dos agnip<-1Illt."IltO..'l de indivíduos 
incorpora questões complexas na especificação dos modelos de risco, mas por outro lado, 
proporciona mna oportunidade de modelar os determinantes não-observados do risco de 
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uma maneira efetiva (Mare, 1994). Os modelos de risco de tempOH pareados tornam 
possível a ldentificabílidade das misturas n-.::s1litantes de modeloB de fragilidade, quando 
os tempos estão associados entre si devido a uma dependência comum com a fragilidade 
que é compartilhada pelo par de indivíduos (Oakes, 1989). 
3.1 Conceitos Básicos 
SE;ja Ti i (i= 1, 2, ... , n) (j = 1,2, ... , ·m) uma V'.:triável alt>..atória contínua c nao-
negatiV'a que represente o tempo de ocorrência do evento no indivíduo i do grupo j. 
Suponha-se primeiramente que n = 2, e que os modelos não admitem cOV""o.riáveis. Como 
os rt'Sultados probabilisticos podem ser estudados para nm úníco gmpo o índíee j ó 
omitido, daqui em diante, sempre que possível. 
Relacionados com a distribuição conj1mta de T1 e T'J. estão: 
a) a função de distribuição conjunta 
h) para os pontos em que P (t 1, t2 ) for diferenciável, a densidade conjunta 
c) a ftmção de sobrevivência conjunta 
com fimções de !:lObrcvívência marginais dadas por 
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e 
S, (tz) = P (T2 > t,) = S (0, t,) 
e se T1 e T2 forem independentes, tem-se que 
d) a fimção de risco conjmtta 
com f1mção de risco marginal, para i= 1, 2, dada por 
, ( ) _ 1_ .P.--'(t~, =<_T_:___, =<-'t,'-+'-b.=t--'--IT--'-'=>'-'t"-,) /\" t· - lill -
1. t Ó.t->0 ~t 
e pode-se também defin.ll· funções de risco condjcionais de T1 dado T2 como 
e 
que denotam o risco para o individuo 1 dado que o outro não sobreviveu a t2 e dado 
que o outro sobreviveu a t2 , respL'divd.mente. 
Crowder ct al. ( 1990) apresentam várias distribuições para tempos parcados como, 
por exemplo, as distribuições exponenciais bivariadas para T1 e T2 , sugeridas por Gumbel 
(1960) eitado por Crowder et aL (1990). 
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3.2 Um Modelo de Fragilidade Compartilhada 
Uma maneira de modelar mna funçiio de sobrevivência conjunta é assmuir a existên-
cia de uma fragilidade Z comum ao par, tal que dado Z = z, T1 e T2 sejam independentes. 
Assumc'-se então que 
(3.1) 
em que as funções de sobrevivência em (3.1) são condieionadas a Z = z. Conforme o 
contexto, Z pode representar uma quantidade não-observada e específica do par, algo que 
seja comum aos dois indivíduos pareados) c que possa explicar a falta de independência 
entre O..'> tempos pareados de ocorrência do evento. Portanto, a fmgilidade compartilhada 
Z refere-se a pa..res de indivíduos e não a indivíduos isolados. 
Nos modelos de fragilidade em (3.1), ~mpõe-se que a fragilidade compartilhada atua 
multiplicatívamente sobre a função de risco marginal condicionada, tanto que 
em que Àoi (ti) é o risco padrão do indivíduo i (i= 1, 2). E, eomo no ea.so uni-variado, 
estão associados a Ài (tiiz) 
a) o risco marginal condicionado acumulado 
i t A; (t,]z) ~ 'À; (u]z)du ~ zAot (t;) .o 
com Aot (t,) ~f~' Àot (u)du; 
b) a função de sobrevivência marginal condicionada 
S; (t;]z) ~ exp [-A; (t,]z)] ~ exp[-zAOi (t,)]- Sr;; (t;)' (3.2) 
com S" (t,) ~ exp[-AOi (t,)]. 
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Sob o modelo de fragilidade compartilhada, a função de sobrevivência conjunta condi-
cional de T1 e T2 dado Z =;c:, é então? de (3.1) c (3.2), dada por 
Se Z tem função de distribuição G (z) não-negativa, então a função de sobrevivência 
conjtmta não-eondicíonada é dada1 pela teoria de misturas de di..,tribuições, por 
foo S (tb t 2 iz)dG (z) =f exp { -z [A01 (t1) +A~, (t,)J} dG (z) ~ o . 
(3.3) 
em que a {tltima 0xpressão é a transformada de Laplace para G ( z) calculada no ponto 
s = A01 (tt) + A02 (t2 ). Assim, para a estimação efetiva deste modelo é necessária alguma 
suposição acerca da forma de Àru (tt), (i= 1, 2) e da distríbuição de Z. 
3.2.1 Identificabilidade com Modelos de Fragilidade Comparti-
lhada 
Oakes (1989) tern ma.strado que as nll::.'turas para dados pareados com fragilidade 
compartilhada são idf.mtifiol.veis. A prova de Oakes faz; inióalmente uma referêrwia às dis-.-
trihuições arquimed.ianas que têm a ::;eguintc forma geral para a função de sobrevivêneia 
bivariada 
(3.4) 
em que p (.s-) é qualquer :ftmção decrescente ru."io--negativa com p (O) = 1 e com segtmda 
derivada não-negativa, e q (r) é a função ínvf'.rsa de p (s )-
Pode ser visto facilmente quE:~ as distribuições hivaria.d&"! geradas por moddos de 
fragilidade t~ornpartilhada siio mna subclasse das distribuições arquimedianas. Quando 
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p (s) = L (.s), (3.3) é eqtúvalente a (3.4) desde que para i = 1, 2 
100 j'= p(AOi (t,)) = exp [-zA0; (t,)]dG (z) = S, (t,jz) dG (z) = S, (t,) • o 
e por inversão, implica que 
q(S, (t,)) = q[p(A"' (t,))] = ~ (t,) . 
A demonstração de Oakes está baseada numa função introduzida por Clayton (1978) 
dada por 
{3.5) 
que é uma razão entre dois ríseos condicionais de T1 dado T'J, sendo nma fazão do tipo 
produto cruzado. 
Denote-se t = (t1 ,t2 ). Para distribuições arquimt.>dianas, a prova de Oakes mostra 
primeiramente que R (t) depende de t somente por meio de S (t), por uma função R* (r) 
com r·= S (t), isto é 
R(t)=R.(S(t)). (3.6) 
A segunda parte da prova de Oake'.l demoillltra que a recíproca desse primeiro resultado 
também é verdadeira, ou seja, se a rar,ão R (t) pode ser reescrita como R* (S {t)), então o 
vetor aleatório (T1, T2) tem distribuição arquimed.íana. Note-se que nem toda distribnü;ão 
arquimediana leva a um modelo de fragilidade compartilhada. Oakes ( 1989) mostra que 
a fimção R* (r) determina p (s) unicamente, cxecto por um parâmetro de escala. 
Uma implicação prática dos resultados da prova de Oakes é que nos modelos de fra-
gilidade compartilhada as misturas são identificadas e podem ser testados. porque têm 
conseqüêncía..9 observáveis, ou seja, a transforma.da de Laplace, denotada por p (B) em 
Oakes (1089), pode ser determinada em termos de R(t), que é- uma razão de ri8COt> 
observáveis. 
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Prova de Oakes Uma maneira de verificar (3.6) é expressar (3.5) eomo fun<;ão somente 
de q (r) já que r= S (t). Pod~::->-se mostrar que 
[D1D2S(t)] S(t) 
R(t) = [D1S(t)] [D2S(t)] (3.7) 
em que Di= -8/âti (i= 1,2) (ver Proposição 5 do Anexo A). Note-Beque por (3.7), 
R (t) é uma função de t mas não é\ daramente1 urna função composta de S (t). 
Para rt,>eserever R (t) em função de q (r), prirneínunente obtém-se R (t) em função de 
p(s). Fazendo s = q(81 (t,)) +q(Sz(t2)), tem-se de (3.4) que 
S(t)=p(s) (3.8) 
e pela regru da eadeia de derivadas de funções cornpo."ltas, tem-se que a derivada de (3.8) 
em relação a ti é dada por 
!s (t) =! p (s) = p (s) q'(S;(t,)) s; (t,) 
' ' 
e portanto (;{, 7) resulta em 
R(t) = W(s) = p(s) p" \-') 
[p'(.>)] 
em que s = q(S (t)), por inversão de (3.8). 
(3.9) 
Para obter a fórmula cxplidta de R* (r), deve-se lembrar que quando ·r = S (t) e 
s = q (81 (t1)) + q (82 (t2 )), tem-se de (3.8) que 
r= p (s) (3.10) 
A equação (3.10) implica, por inversão, que 
q(r) = q(p(.>)) = s. 
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É neeessário tambL"lll desenvolver a segtmda deriva,da de q (r) dada por 
q" (r) = _ p" (q (r)) q' ~r) = _1!' (s) q' ;r) 
[p' (q(r))] [p' (s)J 
q''(r) p"(s) 
'* ~q' (~r) = - ~[p':-:(,'-cs) J"' 
De (3,10) e (3,11) tem-se que (3,9) re-Sulta em 
em que r= S (t), 




Para demonstrar a unicidade na determinação da ftmção p (s), a provd. de Oa.km 
utiliza a função q (r), Isolando q (r) em (3,12) tem-se, em termos de R' (r), uma fórmula 
implícita apresentada por Oakes (1989) corno 
i r [r r-· R' (v) ] q, (r) = , exp lu 'v dv du , (3.13) 
A função p (s) é determinada unicamente exceto por urna rnudança de escala em 
se sua função inversa é determinada em termos de R* ('v) por (3.13), a menos de uma 
eon..,tante multiplicativa especificada por K > O. A constante K aprt.>senta-se simplesmente 
como um irrdevante fator de escala dentro da fimção p (u). 
Para serem feitos maiores progressos com relação às propriedades dos modelos de 
fragilidade compartilhada, é nt.'Cessário especificar a distribuição de Z. 
3.2.2 Distribuições de Fragilidade Compartilhada 
Fragilidade Gama 
Suponha que a fragilidade compartilhada Z tenha uma distrib1úção gama com 
paràmetros 1J e v. Então a tran.'';forrnada de Laplace pm·a a distribuição de Z no ponto 
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s, é dada por 
L:(s) = [-v ]" . 
v+s 
(3.14) 
[ ') --::!-z .C(s)= l+a·s]" . 
E por ( 3.3) tem-se que 
I 
S(t) = [l+rr2 [Am(tr)+Aoz(t,)jf;;z 
Seguindo a notação de Oakes tern~se que 
' 
.C (s) = p (s) = [1 + a 2.f;;z 
então, por inversão, 
1 ( 2 ) q (r) = cr' r-" - 1 . 
As duas primeira..<; deriwulas de q (r) são, respectivamente 
e 
Substituindo-as em (3.12) ehega~se a 
R'(r)=l+a2 , (3.15) 
1 Esta restríção sobre os paràmetros da distríbuição gama implica que E ( Z) = l c V ar ( Z) = 1.r2 • 
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resultando finalmente em 
R(t) = l+rr2 • 
O resultado em {3.15) proporciona uma nova int('xpretação para a2 e). Uma variância 
igual a cr2 significa que se o indivíduo 2 do par não sobreviveu a t, o risco para o indivíduo 
1 deveria ser (100cr2)% maior que o risco para o mesmo indiv-íduo 1 se o outro membro 
do par sobrevivesse a t. 
No entanto, a principal conseqüência de (3.15) é que o modelo de fragilidade compar-
tilhada gama produz tuna mistura identificável porque implk..a que R (t ), uma razão de 
dois riscos estimáveis, é constante no tempo. 
E finalmente, de (3.4) tem-se que a função de sobrevivência conjunta não-condicio-
nada1 em fimçâo das marginais, é dada por 
e portanto, dadas as funções de sobrevivência marginais não-condieionadas c a varíância 
da fragilidade gama, obtém-se a distribuição arquimediana para o vetor aleatório (T1, T2 ). 
Fragilidade Gaussiana Inversa 
Se Z tem distribuição ganssiana inversa com paràmctros 1] e v, então a transformada 
de Laplace para Z no ponto 8 é dada por 
(3.1G) 
2Inicialmente, a:! foi interpretado como o valor da variância da fragilidade compartilhada. 
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e para 17 = l/ = 2~1 () 1 a equação (;l16) torna-se 
L(s)~exp[- :, (v1+2a2s-1)] 
Então, de (3.3), a função de sobrevivência não-condidonada é 
S (t) ~ exp {-:, ( ,/1 + 2a2 [A01 (t1) + A&z (t,)] - 1)} 
Seguindo a notaçiio de Oakes tem-se que 
C(s) ~ p(s) ~ exp [-- : 2 ( Vl + 2<72s -1)] 
então, por inversão, 
2 2 
q (r)~~ logr (logr-o-') . 
As duas primeiras derivadas de q (r) são, respectiV'amente 
2 1 
q' (r)~.":_ [logr- -.] 
T rr2 
e 
Substituindo-as f'.lll (3.12) tem-se que 
( 
1 )-1 FC(r)=1+ a-2 -logr 
resultando finalmente em 
( 
1 )-1 R(t) ~1+ a-' -logS(t) . (3.17) 
3Esta restrição sobre os parâmctws da distribuição gaussina inversa implica que E ( Z) = 1 {~ 
Var(Z) =rr2. 
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Se a:2-----+ O, em (3.17), então R(t)-----+ 1, indicando que T1 e T2 são independentcH (ver 
item (b) do modelo de Clayton). 
Modelo de Clayton 
Clayton (1978) propôs um modelo para tempo..'> pareados contínuos em que os dois 
riscos condicionais de T1 dado T2 são proporcionais~ ou seja 
(3.18) 
Em outras palavras, o risco de um indivíduo em qualquer tempo t 1 dado que o outro 
não sobreviveu a algum tempo t 2 , é c vezes o risco no mesmo tempo t 1 dado que o outro 
sobreviveu a t2 • Qualquer que seja t 1,t2 >O, not.;.'-se que (3.18) resulta na mesma razão 
de risco. 
Usando a notação de Oakes, tem-se que 
R•(t)~r-; 
ao ser substituído em (3.13) tem-se que 
q, (r) cxp _:_dv du = exp c -· du 11 (1'-• r- ) 11 ( 11-k dv) r u V r 11 1! 
[ exp {c [log(l- k) -logu]} du 
11-k (1 ~ k)c r -ucdu. 
Desprez~:mdo o termo constante k, resulta que: 
a) para c> 1 
(])'-! q(r)=;;: -l 
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e, por inw~rsão, 
( 
1 ) ,', p(s) = -- " 
l+s 
que é a transformada de Laplace em (3.14) quando 11 = c~l e v= 1; 
b) para c= 1 
q(r) = -logr 
e, por inversão, 
p(s) =exp{-s) , 
que é a transformada de Laplace para distribuição degenerada no ponto 1. Por 
(3.4), a fimção de sobrevivência conjunta não-condicionada, é dada por 
e, portanto, c = 1 implica que T1 e T2 são independ<-mtes. 
Os resultados de Oakes mostram que o modelo de Clayton é equiV'd-lente ao modelo de 
fragilidade compartilhada, em que a fragilidade tem distribuição gama com parâmetros 
11 = .:~l e v= 1, caso c> 1; e também é equivalente quando a fragilidade tem distribuição 
degt>nerada no ponto 1, no caso em que c= L Seg1mdo Oakes (1989), quando O< e< 1, 
o modelo de Clayton resulta em urrlli distribuição que determina uma associação negativa 
entre T1 e T2. 
Oakes (1989) propõe outras distribuições possíveis para a fragilidade compartilhada. 
3.3 Extensões Multivariadas 
Os coneeitos básicos da Seç.ão 3.1 podem ser estendidos facilmente para mais do que 
dois tempos pareados de ocorrência do evento (ver Crowder et al., 1990). Em geral, em 
estudos com tempos ag111pados, é interessante considerar que a fimção de sobrevivência 
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dada mna fragilidade eompartilllada é o produto das marginais condicionadas também à 
fragilidade compartilhada. 
Seja wn conjtmto de dados agrupados em que, para o indivíduo i em l1Ill deternúnado 
grupo j, tij é o tempo observado, Óij é o índicador de censura e xij é o vetor de valores 
de ]J covariáveis (i= 1,2, ... , n) U = 1, 2, ... ,m). 
Sejam tj = (tlj,t2j, ... ,tnj) e xi = (x1j,X2j,···,Xnj) o vetor dos tempos de ocor-
rências do evento e a matriz de covariáveis do grupo j, respectivamente. A fimção de 
sobrevivência condicionada para um detenninado grupo (neste caso, omite-se o útdíce j) 
é definida como 
S (tix, z) = P (Tl 2: t1, Tz 2: t2, ... ,Tn 2: t,.lx,z) , 
em que as covariáveis do grupo são indepe,nd(mtes da fragilidade compartilhada pelo 
grupo. As..'Hliilindo que os n tempos de ocorrência do grupo, T1, T2, ... , Tn sejam inde-
pendentes dado Xi e z, tem-se que 
n 
s (tlx, z) = rr s, (t,lx,, z) 
i=l 
Pelo modelo de fragilidade compartilhada, as marginais condicionadas do risco satis--
fazem 
À, (t,lx1, z) = Àru (t1lx,) z , i= 1,2, ... ,n 
e os efeitos das covariáveis no risco padrão Àoi (tiiXi) podem, por vezes, seguir um modelo 
de riscos proporcionais 
e;m que À(h (ti) é um novo risco padrão que depende somente de ti (i= 1, 2, ... , n). Adi-
cionalmente, assume-se que Z tenha urna função de distribuição G (z), e então a função 
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de sobrevivCneia não-condicionada é, pela teoria de mistura de distribuições, dada por 
S(tjx) =f l"JS;(t,jx;,z)dG(z) 
e pela relação entre função de sobrevivência e de riseo 
S (tjx) 
(3.19) 
em que Aüi (t,jx,) = f5' ÀOi ( ujx,) du, (1, 2, ... , n). 
A equação em (3.19) pode ser encontrada usando-se a tram~fonnada de Laplace para 
a distribuição de Z no ponto 
n 
s =I: 4 (t,jx,) 
i=l 
Por exemplo1 para a fragilidade gama com parâmetros iguais a 1/ a 2 , tem-se que a 
ftmção de sobrevivência conjunta não-condicionada é dada por 
' 
S(tjx) = [l+o-2 ~Aüi(t,jx.f"'. 
Oakes (1989) comenta que suas considerações sobre identifit.:abilidade com modelos de 
fragilidade compartilhada podem ser estendidas para problemas envolvendo eovdriáveis 
e distribuições multivruiadas. Guo (1993) generaliza a caracterização de Clayton para o 
caso rnultivariado quando for assumida mna distribuição gama para a fragilidade com-
partílhada e Hoougard (1986) propõe uma distribuição estável positiV'd para a fragilidade 
compartilhada. Porém1 as generalizações de Guo e de Hoougard não consideram a porção 
da fragilidade compartilhada que depende das covariáveis observadas. Para estabelecer 
fl'Sllltado.s mais prc'Cisos, a di:-:~tribuição condicionada G ( z lx) deveria substitlúr G ( z), 
quando a independência entre a fragilidade compartilhada c as COV'driáveis não pode ser 
sati::.feita. 
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Quando os tempos T1 c T2 são discretos, a conexão exata com as distribui<.;Õt.'S arquí-
medianas se perde. 1-'lesmo considerando mna vC'rsão discreta para R(t), não é possível 
estabelecer uma correspondência entre os modelos de fragilidade compartilhada ü riscos 
pare-..ados disereta_s. Portanto, a prova de Oakes não pode ser generalizada para o caso 
discreto. No entanto) Mare (1994) propôs uma abordagem ba.."Jeada num modelo logito 
para indivíduos pan~ados que é adaptado para a estmtura particular de dados categóricos 
da história de eventos, permitindo o controle da heterogeneidade não-observada comum 
ao par de observações, e que é uma generalização direta dos modelos log-1ineares. 
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Capítulo 4 
Um Modelo Logito para Dados 
Categóricos da História de Eventos 
Em certos estudos da história de L>ventos, o tempo de ocorrência do evento é medido 
por mna pmgressão discreta, em que em cada estágio os indivíduos estão st~eitos ao risco 
de desistir, como a traj{)tória de uma pe.."jsoa em sucessivos estágios escolares, que pode 
ser descrita, por exemplo, em 4 etapas: nenhum grau de ÍI1<>trnçfiD completo, 1 Q grau 
completo, z.g grau incompleto, pelo menos o 22 grau completo. Neste caso, a escolaridade 
é categorizada em 4 níveis sucessivos: menos de 8, exatamente 8, de 9 a 10, e 11 ou mais 
anos completos de estudo. A passagem de uru nível para outro define-se por tmnsição. 
Então, se mn determinado indivíduo completou 9 anos de estudo, significa que ele pa.•:;sou 
pela 1ª- e 2!!: transições, mas não passou pela 3ª transição (concluiu o lf! grau e ingressou no 
2º grau, porém não concluiu o 22 grau). Os dados de mortalidade fetal c infantil em que a 
progressão dos indivíduos depende das transições feitas nos diferentes estágios sucessivos 
de sobrevivência desde a concepção, passando pelo período perinatal, até o período pós-
neonatal, Hão também exemplos de tempos categóricos de ocorrência do evento. Mare 
(1994) indue outros exemplos como a trajetória de mulheres em sucessivos partos1 a 
mobilidade de pe&"ioas em organizações hierarquicas como o servi~o militar, e o progresso 
de easo._') criminais desde a prisão, passando por aeuHru;ão, julgamento, condenação, at6 a 
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sentença (Mare, 1994). 
Supmt.ha que exista interesse em estimar o efeito das eovariáveis sobre a probabili-
dade do indivíduo n.ão fazer tmla detcnninada tranbil,'ão, dado que completou todas a.':l 
transíç&:.s anteriort>s. Uma variável d'Ummy Xti é incorporada ao modelo logito para re-
presentar a eovariável, ou seja, Xti é nm vetor ((p- 1) x 1) de variáveis dkotômíeas Xt.:k, 
que asstunem o valor 1 ,se o indivíduo i não passa pela transição t e pertence à categoria 
k +I e O, easo contrário (k = I, 2, ... ,p- 1) (t = 1, 2, ... , N) (i= 1, 2, ... , n). Segundo 
o exemplo já citado das transições escolares, se um determinado indivíduo i completou 
9 anos de estudo então Yú ;o::: Y2i = O e Y:1í = L Uma sucessão de transições, repr<.,>sen-
tada por Yli, Y;i, ... , YNir permite a adoção do prindpio de condicionalidade seqüencial 
para ewmtos repetidos (ver Seção 1.2.2). Para estimar os efeitos das covd.riáveis pode-se 
aplicar a condicionalidade st-:.qiiencial em um modelo logito como 
em que l (-)é a transformação logito (ver Seção 1.2.2), f3t é o vetor (p X 1) de parâmetros 
deseonheeídos n.>presentando o efeito da..~ eategorias da eovariável sobre o logito de não 
fazer a traruüção t dado que as transições anteriores foram feitas e (~)t é o ínten;epto 
(escalar) do modelo que denota o logito de não fazer a transição t dado que as transições 
anteriores foram feitas, quando Xti for lllll vetor nulo. Adrnite-se que YGi =O. Sob (4.1), 
oo vetorm Xti e f3t podem depender de t. 
Mare (1994) propôs mCtodek"l para estimar (4.1) <~om covariáveis categóricas. Este 
método de estima<;ão alternativo para analisar tempos categóricos de oeonência do evento 
de mn único indivíduo pode ser generalizado diretamente para o easo de indivíduos 
pareados, produ~indo estimativas equivalentes àquel<lli provenientes de métodos conven-
cionais. Para observa_ç&'S pareada.s de tempos eategó1icos de oeonéncia1 o modelo logito 
pode considerar a heterogeneidade não-observada quando esta. abrange características 
eompartilhadas pelo pru: de indivíduos, proporcionando uma identificabílidade das mü.;~ 
tmas provenientes de modelos com heterogeneidade não-observada sem fortes suposições 
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restritivas acerca dos parâmetros da distribuição da heterogeneidade não-ob..,ervada. 
Por definição, transiçõt'S pod0.m ser observadas somente até o indivíduo desistlr. Isto 
é, se Yti = 1 então Yt+l,i. ... , YNi não podem ser obmrvados. Mesmo assim. é ütil 
eonsiderar a distribuição conjlmta hipotética de Yii, lSz, ... , YNI. incluindo os resultados 
que não são observados. No caso de índívíduos parcados, ~S>sta abordagem proporcionará 
lilll. meio eficaz para leV'dr em conta os fatores não-obseiV'd.dos que ínflueneiam os tempos 
pareados. 
O método de estimação está baseado na transformação de mna distribuição do tempo 
de oconêncía em uma distribuição conjunta de transições. Como uma distribuição (~ou~ 
j1mta de transições é observada somente parcialmente, neste sentido, a abordagem ado--
tada é um caso especial da estrutura de Haberman (1988) para análise de tabelas de 
contingênda observadas parcialmente. Este tipo de abordagem é discutido a seguir, para 
indivíduos isolados, c posteriormente generalizado para dados pareados. 
4.1 Relação entre Tabelas de Contingência Obser-
vadas e Parcialmente Observadas 
O método de estima<-;ão focaliza a distribuição conjm1ta de Yti. o indicador para 
transição t no indivíduo i (t = l, 2} (i= 1, 2 ... , n). 
A probabilidade de falha~ isto é, a probabilidade de "sofrer" o evento em uma deter-
núnada categmia de tempo, pode ser expressada em termos: 
a) dos parâmetros do modelo em (4.1); 
b) das probabilidades de fazer uma detcmllnada transição, que provêm da parte obser-
vada da distribuição conjunta hipotética de líi e 1'2i (i = 1, 2, ... , n). Dadas estas 
probabilidades, pode-se escrever a função de verossimilhança do modelo logito c 
estimar O.'l parâmetros em (4.1) pelo método l\1V (ver Seção 1.2.2). 
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Para formar a conexão entre a probabilidade de falha c a probabilidade de transição 
usando uma estrutura mínima de dados, pode-se restringir aos casos em que somente as 
duas primeiras tran1:liçõe:> túio de interesse, Ü;to é, N = 2 e as covd.riáveis estão fixadas no 





t = 1,2 (4.4) 
e 
D = (1 + A 1) (1 +A,) , (4.5) 
em que f30t e f31 são os parâmetros em (4.1). O índice i foi suprimido de (4.4) e (4.5) e 
esta prática será seguida adiante, sempre que possível. 
Com a simplificação de (4.1) em (4.2) e (4.3) c as definições em (.1.4) e (4.5), pode-se 
mostrar (ver Proposição 6 do Anexo A) que a probabilidade de nm determinado indivíduo 
desistir em fazer a primeira transição é dada por 
A 1 A 1 A1A2 P(Y1 = 1lx) = --- = -+--1+A1 D D (4.6) 
e a probabilidade de desistir em fazer a segunda transição, dado que passou pela primeira 
é 
A, 
P (12 = 11Yi =O, x) = 1 +A, 
Pela definição de probabilidade condicional e de evento complementar, a probabilidade 
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de um indivíduo fazer a 1-ª transição e não fazer a 2ª é 
P(Yl~O,Y,~llx)~ P(Yi =Oix)P(Y;= liY1 ~O,x) ~i (4.7) 
De forma análoga, a probabilidade do individuo fazer as duas transições ú 
1 P (Y1 ~O, Y, ~ Olx) = P (Yi ~ Olx) P (Y, = OIYi =O, x) = D . (4.8) 
As equações ( 4.6) a ( 4.8) formam a distribuição conjunta de probabilidades dos ro-
sultados possíveis de Yí e l2 e podem ser combinadas para formar a função de verossi-
rrlllhança para o modelo em ( 4.1) dada por 
n 
L (O) II [r (Yli = llx,)y" P (Yli ~ 0, Y,. = llx,)(l-Y,.)Y,. 
í=l 
(4.9) 
em que O= (;J,n,fio,,/31, /32 ). Not&se que (4.9) pode sm: esr.ríto na forma dos parâmetros 
13ot e f3t, usando as definições de A 1, A2 e D e que esta expressão de verossimilhança 
é equivalente à função de verossimilhança do modelo logito para riscos discretos (ver 
Allison, 1982). 
AH três probabilidades em (4.6), (4.7) e (4.8) corrcspondem aos três resultados possí-
veis de ocorrência do evento (ver tabela observada no Quadro 4.1). 
E as L>q_uações ( 4. 7) e ( 4.8) corresponderu às partes observadas da distribuição cor~junta 
da.."J variáveis 1í e Y2 como ilustra a tabela expandida no Quadro 4.1. 
O valor de Y1 é obserV'ado ern todos os indivíduos, ma..<> t2 é observado somente em 
indívíduos com Y1 = O. O Quadro 4.1 mostra o mapeamento das caselas da tabela ob--
servada dos resultados possívcís de ocorrência do evento para as caselas de uma tabela 
da distribuição conj1mta de Y1 e }2, observada parcialmente. São as probabílidades em 
(4.6) até (4.8) que constroem este mapeamento. Cada um dos dois termos do lado direito 
da equação (4.6} correspondern a um dos resultados [Yi = 1, Y2 = lJ ou [Y1 = 1, 1S = OJ 
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QUADRO 4.1 -MAPEAMENTO DA TABELA EXPANDIDA DE TRANSIÇÕES PARA 
INDIVÍDUOS ISOLADOS 
Tabela Observada da Dístribuição de Freqüências dos 
Resultados Possíveis de Y1 e Y2 , dado X 
Resultados Y1 ~ I Y1 ~ O,Y2 ~ I r, ~ O,r2 ~O 
Freqüências a b c 
Tabela Expandida da Distribuição Conjl.Ulta 
de freQüências de Y1 e Y2 , dado X 
Tabela Expandida da Distribuição Conjunta 
de Probabilidades de Y1 e Y2 , dadn X 
r, r, 
o o 
I A, A, A, 
/) /) 
a, a, 
o b c o A, I 
/) /) 
que, por definição, não podem ser oh..,-ervados. Assim a casela [Yi = 1] da dist1ibuição 
de freqiiências dos resultados possíveis é mapeada para duas caselas da distribuição <~on­
jtmta de freqüências d .. 'ls transiçõc>s. Poder-se-ia per.t...<>ar então que a probabilidade de um 
indivíduo não fazer a 1~ transição e também não fazer a 2ª tran.<>ição, se ele estiVf'A'lse em 
risco na 2~ transição, seja dada por 
A,A, 
P(lí = 1, l2 = llx) =f] 
e que a probabilidade de tun indivíduo não fazer a 1!! transição e fazer a 2~ transição) se 
ele estivesse em risco na 2é! transição) seja dada por 
A, 
P(Y1 =1,1:2=0ix)= D. 
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4.2 Estimação do Modelo Logito para Indivíduos Iso-
lados 
Os modelos propostos por Mare (1994) são uma Vd..riante dos modelos de classes 
latentes para dados categóricos (ver SL'ÇãO 4.3.1). Haberman (1988) aprt>senta os mo-
delos de classes latentes dentro do contexto geral da análise log-linear de tabelas de 
contingência observadas parcialmente. O modelo log-linear para a tabela expandida do 
Quadro 4.1 pode ser escrito como 
p 
/Lo+ /-lOIYli + f.lfY2Y2'i + Yli L /llk:J:ik 
k=l 
p ,, 
+Y2i L /h2kJ:ik + L f-tkXik (4.10) 
k=l k""l 
em que P(·) é a probabilidade do indivíduo ·i pertencer a mna dada casela da tabela de 
contingência de Y1i, Y2i e ~ com Yti = O, li t = 1, 2 e i = 1,2~ ... , i. Os parâmetros 
do modelo são denotados por p/s e xm indica o valor da covariávcl k para o indivíduo i 
(k= 1,2, ... ,p). 
Os parâmetros em (4.10) são de fato iguais aos parâmetros em (4.2) e (4.3) (ver 
A1 A1A2 Az 1 _ 
Proposição 7 do Apêndice A). Portanto, os tetmos -D, ~D , - e - nas equaçoe""') D D 
(.J.ü) a (4.8) defim .. 'Iu um modelo log-linear para tabelas de contingência observd.das par-
dalmente com duas dímensões observadas, X. e Yli, c uma dimensão observa.da parcial-
mente, Y2i e, assim, o modelo logito simplificado em (4.2) e (4.3) para dado.<) categt)ricos 
da história de evento.." é equivalente ao modelo log-linear para urna tabela de contingência 
observ.ula parcialmente com dimensões Yli, 12t e X,, tanto que a equação (4.9) eorres-
ponde à flmção de log-verossirnilhança para o modelo log-linear em (4.10) 1. 
O Quadr·o 4.2 apresenta as linhas da matriz de delineamento do modelo log'-linear 
1A função de verossimilhança do modelo log-linear é equivalente ao modelo logito em (1.1), exc-eto 
que o prímeiro ínclue um fator para os parâmetros da distribuição marginal de X;. Esses parâmetros 
.~ào considerados parâmetros de perturbação no modelo logíto e não afetam as estímativars dos outros 
parâmet-ros (Mare. l!JB4). 
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QUADRO 4.2 - MATRIZ DE DELINEAMENTO DO MODELO 
LOG-LINEAR DADO X,, PARA A TABELA EXPANDIDA DO 
QUADRO 5.1, COM SEUS CORREPONDENTES RESULTADOS 
OBSERVADOS DE Yli E Y2i 
Parâmetros fio, floz 









em (4.10) para tun determinado rúvel de Xi e os corrrespondentes resultados obserV'a-
dos. Cada linha da matriz de delineamento no Quadro 4.2 corresponde a uma casela 
da tabela e-Xpandida no Quadro 4.1. As primeiras quatro colunas da matriz de delinea-
mento denotam os parâmetros do modelo logito simplificado em (4.2) e (4.3). A quinta 
e sf'.xta colunas apresentam os resultados obsenrddos de Yíi e Y'2i· Dada esta matriz de 
delineamento no Quadro 4.2 e o mapeamento representado no Quadro 4.1, as estima-
tivas de máxima verossimilhança dos parâmetros do modelo logito podem ser obtidas 
por interrnédio do programa DNEWTON, que usa um algorítmo de NL'Wton-Raphson 
modificado (ver Anexo B). 
Função de Verossimillhança Geral 
Na seção anterior discutiu-se um modelo para distrib1úções de tempos de oc.orrencia 
eom duas transições e nenhuma cen.•nu·a a priori na eategoria final de tram>ição, mas 
a abordagem apresentada por Mare (1994) pode ser generalizada para aplicações com 
ilistribuiçõe.<> que incluem qualquer número de transições e que admitem een.•mra na última 
categoria de transição. 
A metodologia geral tem a mesma construção do ca..so süuples1 isto é: 
a) expressar as probabilidades da..<; caselas da. tabela de contigência observctda da dis-
tribuição dos tempos de ocotTêneia do evento, em termos dos parâmetros do modelo 
logito em (4.1 ); 
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e 
b) mapear as probabilidade.'> das easelas da tabela de eontingéncia do item (a) em 
mna tabela de contingência observada parcialmente da distribuíção conjunta de 
traru:liçõe.'l. 
A partir do modelo logito em (4.1), define-se 
A., = exp (;30< + J3:x,.) 
N 
D, = I1 (1 + A.ri) 
"'"'1 
corn t = 11 2, ... , 1V e i= 1, 2, ... , n. 
Então, a probabilidade das ca._<;ela..s para indivíduos que desistem de fazer a transição 
t (casos não-censurados) é 
P (Y,, = Y,, = ... = Y,-l,i =O, Y,, = 1lx.,) 
N rr (1 +A,.) 
D, (4.11) 
scct-+-1 
E a probabilidade das caselas para CC'llsura na transü;iio t é 
N 
rr (1 +A,,,) i 1 
p (Y,, = Y,, = ... = Y,, = Olx") = I1 1 4 . = '-'' .. '-''"-''~-;c;~~ 
s-=1 + • m D.i 
(4.12) 
em que censura em t significa que se deseonhece o valor de Yt~l-l,i· 
.Juntas, as equações (4.11) e (4.12) podem ser usadas para eon.'3truir a hmção de 
verossimilhança a fim de estírnar o modelo logito em ( 4.1 ), tanto quanto o modelo log;-
linear em ( 4.10) para uma tabela de contingência parcialmente observada. 
A princípio, a análise do modelo logito pode ser estendida para incorporar hetero-
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geneidade rli.io-observ"dda, incluindo 08 termos que rcpresente.m a fragilidade do indivíduo 
em (4.1). Mas, na prática, como di,::;cutido no Capítulo 2, a identificabilidade de misturas 
resultantes do modelo logito para indivíduos isolados é problemática, por causa da.."> fortes 
suposições requeridas. No entanto, Mare (1994) mostrou que para indivíduos pan~ados 
o modelo de logito permite a identificabilidade da mistura e estimação da.<> modelos com 
heterogeneidade não-observada, sem fazer fortes suposições paramétrica."!. 
4.3 Um Modelo Logito para Indivíduos Pareados 
Considere agora os casos em que a distribuição dos tempos de ocorrência do evento 
é observada aos pares em interv'a.los de tempos, como por exemplo, o progresso de pares 
de irmãos em sucessivos rúveis de escolaridade, a trajetória de pares de irmãs em partos 
sucessivos, e a trajetória de casais em suet:>ssivos estágios de sobrevivência. Marc (1994) 
desPnvolveu 1un modelo logito para analisar dados pareados corno nos (';xemplos citados 
acima, que é urna extensão direta do modelo logito em (4.1). Para especificar o rnodelo 
para dados pareados é preeíso interpretar e parametrizar a associação entre os tempos 
pan~ados. 
Igualmente como para dístrHnriÇÕL'S conjuntas de quaisquer variáveis discretas, a E->s-
trutura de dependência pode ser interpretada de dois diferentes modos. Uma po,_<;s.ível 
ínte-xpret-a('jio é que a distribuição c.on,junta surge da assot.iaç~to de dois tempo,_<; pareados, 
que podem ser descritos on inferidos porque llill(L tran.<;ição realizada por mn membro 
do par pode afetm a probabilidade do outro membro fazer a transição. Uma Heglmda 
interpretaçào é que a distribuição conjunta dos tempoH de ocorrência surge da hetero-
geneúiade compartilhada pelas observ·.:tçêlli pareadas, isto é, as características observadas 
e não-observd.das com1.m.<:> ao par de indivíduoH explicariam a interdependêneía ('>__ntre os 
dois tempos. Na análise desenvolvida por Mare (1994), assegura-se que obsc:rvo.çôc'l:: 
pareadas provém mn meio útil c flexível para considerar os efeitos da heterogeneidade 
em rúvel de par. Uma situação muito diferente das restrições impost&'l para estimar 
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rnodelos com heterogenidade em nível individuaL Nesta seção, a discussão está foeah-
zada em como a heterogeneidade compartilhada em nível de par controla distribuições 
pareadas de tempos categóricos de ocorrência de eventos. 
Vários tipo..;; de abordagens são viáveis para representar a heterogeneidade não-obser-
v-ada em modelos de risco bívdriado de tempo discreto. A abordagem de Mare assume 
que a heterogeneidade não-observada é urna variável dnmmy tendo nrna distribuição 
misturadora discreta com um número de categorias (da'ilies latentes) dctemlinado pelo 
analista (ver, por exemplo, Heckman e Singcr, 1982; Trussel e Richards, 1985). Outra 
dasse de modelos representa a heterogeneidade não-observdda por rmüo de eleitos fixados 
para cada par, que denota a "habilidade" do par em fazer transiçÕl."S sucessiva.<:~. Esta 
última classe de modelos é análoga aos modelo.'> de Rasch para análise de itens (Lindsay, 
Clogg e Grego, 1991 ), em que os parâmetros para "indivíduo" e "item" eão representados 
explicitamente. No conjunto de dados de interesse, transições tomariam o papel de itens 
e os pares tomariam o papel de indivíduos. Mare {1994) inclue mais observações acerca 
da aplicação de modelos de Rasch no contexto da análise da históiia de eventos. 
Seja Xtii um vetor (Pt x 1) de Pt eovariáveis eategóri(',as para o membro i do par j na 
transição te seja "Ytii uma variável dicotômica que é igual a 1 se o i-ésirno indivíduo do par 
j desistenatransíçãoteéO, casocontrário(t= 1,2, .. . ,N) (i= 1,2) (j = 1,2, ... ,m). Uma 
variável dmnmy wj ó incorporada ao modelo logito para representar a heterogeneidade 
não-observada entre os l»ln:.>s, it;to é, Wj 0 um vetor ( ( q ~ 1) X 1) de variáveis dicotômicas 
lVin qnc assmnem o v.:!.lor 1 se o par j pertence à classe latente r+ 1 e O, caso contrário 
(r=1,2, ... ,q-1). O valor de q é determinado pelo analista, mas é limitado pela 
quanti(lade de informação na tabela de dados, para identificabilidade do modelo 2• 
U rn modelo logito para os efeitos das eovariáveis dado por 
(4.13) 
2 0 número de categorias para a heterogeneidade não-observada ti igual a q. Quando Wj =O, significa 
que o par j pf~rtence à classe latente L 
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é definido para o indivíduo i do par j, em que l (·) e f3t à ddinido como em (,Ll). f ti é 
um vetor ((q -· 1) x 1) de parâmetros desconhecidos que representa os efeitos das dass0.S 
latentes t~obre o logíto de m1o ti:lzf'..T a transição t, dado que a.s transições anteriores foram 
feitas e ;30ti é o intercepto do modelo. 
Em ( 4.13 )1 r ti varia entre os mernbro..'l do par e entre a .. 'l transições1 mas na prática esses 
parâmetros são tipicamente restritos, de acordo com as exigências para identifieabilídade 
do modelo logito 3 ou suposi<;ões substantiva.!:> acerca dos efeitos da heterc>geneidadc não-
observdda.. Por exemplo, se os efeitos de W.i não variam entre os membros do par nem 
entre as transições, então lti = 1 para todo t e i. O número de classes latentes é 
limitado pelo número de categorias dos tempos de ocoiTêneia e das transições que são 
observada.':>, para garantir identificabilidade do modelo. Sob (4.1:3), o vetor de eovariáveis 
Xtij pode depender da transição e variar entre observd.ÇÕes num par e entre pares. Os 
efeitos das COV'driáveis, reprL>sentados por f3t, dependem da transição ruas, como no caso 
de indivídna.'l pareados, esses parâmetros podem ser restritos na prática. 
A suposição chave nos modelos de elasses latentes é a independência condicional, ou 
s~ja, as transições para os doiH membros de um par são independentes dentro de niveís 
comuns de Xtíj e W.i, assim 
em que i= 1,2 ej = 1,2, ... , tn(y,y' =O, 1). 
Portanto, assume-se que a heterogeneídade observada e não-observada em nível de 
par explica completamente a associação entre os tempos de ocorrCnda do evento ~)In tun 
par de indivíduos . 
.1Lindsay, Clogg e Grego (1991) apre~nlam algumas disposiçÕCH gerais 5obre a idc:ntifi<.:abilidade d<~ 
rnodeloõ; de clas.scs latentes. rnas para a sua aplicabilidade em tempos pareados. como os discntidc)S neste 
capítulo. é necessâ.rio que mais estudos teóricos sejam feitos. 
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4.3.1 Interpretação das Tabelas de Contingência Observadas 
Parcialmente para Indivíduos Pareados 
Os paràrnctros p_m (4.13) podem ser estimados pelo método de máxima verossimi-
lhança. A fim de construir a função de vera.•;;similham;a para o modelo em (4.13) 1 é 
nL'eessário espL'eifiear a relação entre a dístríbuição conjunta observada dos tempos de 
ocorrência do evento para os membros do pm· e os parâmetros do modelo. Esta relação e 
a fimção de verossünill:umça para o modelo são apresentada<> a seguir, numa simplificação 
do modelo em ( 4.13), em que há apena.-'> duas transi~(x:s de interesse para cada indivíduo 
do par (N = 2), a Vdriávellatente TV'i é escalar, tendo dua.<; categoria<> representando a 
ht.>terogeneidade não-observada no par j ( q = 2) e há alg1unat> restrições nos parâmetros 






em que as probabilidades das transições ob(xlccern à eondü;ão de independência ern ( 4.14) 
e cad.1. equa~ão corresponde a uma transição feita por um indivíduo do par j. 
O novo modelo simplificado assmue que os efeitos das cova.riáveis Xi ru.,.io variam 
entre os membros do par, mas para cada membro do par j existe um úrúeo íntercepto. A 
heterogeneidade não-observd.da é incorporada ao modelo por meio de nma única variável 
dicotômica H'j, que assume o vn.lor 1 se o par de individuos pertence à segunda da.sse 
latente e O se o par pertence à primeira classe latente. 
Na ausência de rwsodação entre os membros do par (dado xj), isto é, se r = O, ó 
possivel t'Stírnar os parâmetro.'! de eada equação em (4.15) até (4.18) usando os métodos 
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apresentados para estímação de tempos ('ategóricos de ocOITi:~ucia do evento pma in-
divíduos isolados ou os métodos pa.drões para estimação de modelos de risco nn.ivmiado 
para tempos discretos. Deve-se então simplesmente considerar os ·m pares de obscnro.ções 
como 2m indivíduos indepcnd('_.ntes. Em geral, "/ i=- O e métodos para o caso parcado são 
nt'eessárim;. Diferentemente do caso de indivíduo::; isolados, não é poosível particionar 
distribuições discretas de tempos pareados dentro de seqüências de tran.'>ições condí-
cionalrnentc independentes. Contudo, pode--se estimar os parámetros em (4.15) a (4.18), 
usando uma generalização direta da abordagem para análise de tabelas de contingêneia 
observadas parcialmente, desenvolvida nas Seções '1.1 e 4.2 para indivíduos isolados. 
Corno nos modelo...:; para indivíduos isolados~ o método consiste em constntir 1IDlli dis-
tribuição conjunta hipotética d.&':l transições para cada membro do par. Para indivíduos 
jsolado.":i~ t."'Sta distribuiçiio hipotética é uma classificação cruzada dos resultados de cada 
tran,':rit~ão) admitindo-se aquek'S resultados em que indivíduos poderiam experimentar 
cada transição, sem considerar se elt.."'S estívessern de fato ern riseo de transição. No caso 
pareado, a distribuição hipotética provê esta classificação cruzada em cada membro do 
par, mais a classificação eruzada das transições dos dois membros do par. Pox intermédio 
dessa distribuição hipotética, ilustrada no Quadro 4.3, é possível considerar o compor-
tarm:,-'IltO de cada indivíduo em eada transição, sem considerar se o par dele estava ern 
risco na transição em questão, corno também é possível modelar a associação entre os 
dois membros do p<:lr. 
O método requer que as probabilidadm da distribuição conjlmta ohserv'd.da do.<J tempos 
(~a.tegórieos de oeorrCncia do evento para cada nível de Xi e ~j sejam exprrnsas ern 
termoo dos parâmetros em (4.15} a (4.18) e, fazendo assim, estabelecer um mapeamento 
das o1selas dessH. distribuição observada para as ca.selas rle urna distribuição eonjlmta 
observada parciahnente de Yí I.i, l21il Y12.1 e 1'225 · 
Define--se, para t = 1, 2, que 
QUADRO 4.3- MAPEAMENTO DA TABELA EXPANDIDA DE TRANSIÇÕES DE INDIVÍDUOS PAREADOS 
Tabela Observada da Distribuição de Freqliêncías dos Resultados Possíveis de Y11 , Y2 1 , Y12 , e Yn , dado X e W 
Resultados Yn"" 1 fu= 1 yll= 1 Yn- O, Yzt- 1 Yu= O, Y21 - 1 Yn- O, Y21= 1 Yll= O, Y21= O Yll= O, f11= O Y11= o, r.1= o 
Yll= 1 Y12= O,Y22= 1 Yn= O,Yz2= O Yu= 1 Yn= O,Yn= l Yi2= O,Yn= O f 1z= l f12= O,Y22·"' 1 Y12"" O, Y22= O 
Freqüências a b c d e f g h i 
Tabela Expandida da Distribuição Conjunta de Tabela Expandida da Distribuição Conjunta de 
Freqüências de Y11, Y21, Y12, e Yn, dado X e W Probabilidades de Yu , Y21 , Y 2 , e Y22 , dado X e W 
yl2 y" 
1 o 1 o 
yll Yz1 Yn r" Y, r, 
1 o I o 1 o 1 o 
1 1 a, a, b, C] 1 A,A,~B, A1A,B1 A1A2B, AtA2 
o a- a, h, c, 1 D D D D 
·' 
o 1 d, d, e f o A1B1Bz A,~ A,B, !i 
o h i D D D 
[) g, g, 
Nota: a1 + a2 + a3 + a4 a,b1 +b2 b e assim por diante para 1 A2B1B1 A1Bl A,B, A, 
todas as letras com índice o [) [) /) D 
o BlBz !i B, 1 
-
D [) D [) 
Bt = exp (fi1Jt2 + fftx + ""tW) 
c 
ern que o índice j foi omitido e ,Nüt.i e flt são os parâmetros em (4..15) a (4.18). 
Dados xi e Wj, as nove probabilidades para as correspondentes caselas da tabela 
obserV"d.da no Qua(h·o 4.3 podem ser obtidas lL.':lando um procedimento semellumte ao 
apresentado no easo de indivíduos isolados (ver Seção 4.1). A distribuição conjunta de 
probabilidades dos resultados po&">Íveis de }í 11 , }211 , Yt 21 e Y41.i é formada por 
A1 Bt 
1 +A, 1 + n, 
A1B1 A1B1B2 A1A2Bt AtA2B1B2 
""[) + D + D +--o--- , (4.19) 
P(Yi1 = l,Y12 =O, Yi2 = l[x,w) 
P(Y11 = 1, Y12 =O, Yi2 = O[x,w) -
P (Y11 =O, Y21 = 1, Yi2 = 1[x, w) 
P(Yu =O, Yi 1 = 1, y,., =O, Yn = l[x,w) 
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1 
I+ A1l + B, I+ B, 
A1B2 A1A2B2 
""[)+ D 
1 A2 B 1 
I + A1 1 + A, 1 + B1 





1' (Yu ~du;, = 1, Y,, = O, Y,, = Olx, w) ~ 
P(Y,, =O, l21 =O, Y, 2 = 1lx, w) 
l'(Y, 1 = O,Y,1 =O, Y12 = O,Y22 = 1lx,w) .-
e 
P (Y, 1 =O, Y,1 =O, Y12 = O,Y22 = Olx,w) 
1 1 1 
1 + A 1 1 + A,1 + B1 1 + B~ 
A, 
D' 
1 1 B 1 
1 + A1 1 + A2 1 + B1 
B1 B,B, 
D+IJ, 
1 1 l B 2 
1 +A, 1 + Az1 + B1 1 + B2 
B, 
D' 
1 1 1 1 







Essas equaçóes podem ser m;adas para f01mar a fi.rnçi-io de verossimilhança do modelo 
logito. Denote-se a probabilidade do par j pertencer à ela,sse latente T (r= 1, ... , q) por 
r.1.., em que L;""11rJr = 1. Então, eom a simplificação de (4.13), a função de verossimi-
lhança é dada por 
L(O) i:X {~ 1rjc [P (Y, 11 = Y121 = 1lxh Wj)YuJY"J 
P (v y 1 v OI )Ytt;(l-Yt2J)YvJ · I Ilj = 22j = , .l J2j = X}\ Wj 
1' (v _ 1 v _ y _OI . )Ytu(l-YuJ)(l-YnJ) · lllj- ,IJ2j- 22j- Xj,Wj 
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I )(" Ü v - y Jl ){1-Yu-)Y:.n -Y12 -. 1 llj = , .I 2lj - 12j = X_j, Wj 1 1 1 
·P(Yjr_j = yl2j = (), f21j = l22j = llxj,Wj)(l~Yuj)Y:!!j(I--Y\zi)Y:n.i 
.p (Yílj = yl2j = y22j =O, y2lj = llxj, wj)(l-Ynj)Y:;n.;(l-Yiz)(l-Y2zJ) 
·P(YíiJ = Yzu =O, Yí2J = llxJ,wj)(t-Yllj)(l·-Y2u)Yt2J 
·P(Yii.i = Yíij = Yi2:i = 0, Y22J = llxj,-wj/1·-YnJ)(1-Yiu)(l-YízJ)Y.!2J 
·P(Yuj = Y21j = Yí2.i = l22j = Olxj, -wj/1-YJJi)(l-YzJJ)(l-Y;z.;)(l-r.lzj)]}' 
E'lll que e= ([1otü!3ní't) 'lrjr) (t, i, ·r= 1, 2) (j = 1:2," .. ~ m). 
A interpretação das probabilidadt."S cru (4.19) a (4.27) é paralela àquela feita para 
as p_quações (4.6) até {4.8) no caso de indivíduos isolados. Cada pareek-1 do lado direito 
de (4.19) até (4.27) conesponde a uma probabilidade da easela da tabela observada 
pareialmentc (para uma detemúnada categoria de XJ e Wi)· As probabilidade." das 
nove easelas da tabela observada dos tempos de ocorriincia do evento decompõem-se em 
24 = 16 probabilidades conjtmtas de Yí1J1 1í1h Y12j e Y:l'Jj, em que somente quatro são 
de resultados possíveis (ver Quadro 4.:3). Os resultados relativos às probabilidadeti dada.•., 
em (4.23), (4.24), (4.26) e (4.27) .são diretamente ob..-,ervados visto que cada um deles 
corresponde exatamente a um resultado possív1:~l da distribui<;ão eonjtmta de }ílj, }21_tt 
Yí2J e JS2J. Em contra..":lte, os rt'Sultados rdativot:l às probabilidades dadas nas outras cinco 
equações não são diretamente observ.tdos, pois coiTespondem a resultados hipot&icos da 
distribu.i~ào conj1mta das transições. Por exemplo, para pares nos quaill }í 1j = }í 2j = 1 os 
valores de }21j e 1'22i não podem ser observado-'l. A L>quru;ão ( 4.19} eonstroe o mapeamento 
da probabilidade desses pares em quatro probabilidades de combina<;ÕCS hipoteticamente 
po..'lSÍvcis de Y;1j e Y.tlj· Em geral, (-1.19) até (4.27) estruturam o mapeamento da.'l 
easelas da tabela observada de tempos pareados de ocorrência nas caselas de uma tabela 
observd.da parcialmente, que representa a dístribui<;ão conjunta hipotética de Yí 11 , Yúj, 
Yí2J e Y22j· 
As equações de ( 4.19) até ( 4.27) definem implicitamente nrn modelo de d;:tsses la-
tentt'S, pois esta coiTespondênda é mais complexa que no modelo de dasse8 late.ntett 
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ordinal 4. No modelo logito para individuas isolados apan.'t'C nrna est.rut1rra parcial-
mente latE'Jlte: mas no easo pareado é mn modelo de classes latentes de duas maneiras: 
primeira, dentro das categorias da variável latente IcVj, as oquações (4.14) e (4.19) até 
( 4.27) definem um rnodelo com classificação pa.reialmente latente (relativo à distribuição 
wnj1mta das quatro categorias em Y:n.1 e Yj2j 1 que estão da ... 'lsific..,·ulas sob X.il ·ylli e Y12j), 
analogamente ao modelo de indivíduos isolados; e segunda, porque dentro das categOiias 
da COV"Miável Xj, as equaçÕes (4.14) C (4.19) até (4.27) definem llill modelo de classes 
latent('S para a dístribuição conjm1ta de Y11j, l21j, }'J2j e l-221, no qual a interdependência 
das transições pan~adas é explicada por sua associação comum com a varíável latente 
{não-obserV"d.da) wj. 
4.3.2 Estimação do Modelo Logito para Indivíduos Pareados 
Os 16 termos do lado direito das equações (4.19) até (4.27) definem um modelo 
de classes latentes no qual há uma variável não-observada VVj e rlua.<> variáveis obser-
vadas parcialmente l~Hj e l2zj, que <:.'Stão interligadas às variáveis observada.•.:; xj, Yu.i 
e 1í2J. Analogamente, <:.'Sses termos definem um modeo log-linear para uma tabela de 
contingência observada parcialmente eom dimensões Y11h Y2Jj, }í2J 1 Y22.i, Xi e Wi. O 
modelo log-linear pode ser escrito corno 
log p (lítj = lllljJ Y·nj = !}Zlj, }ízj = Yl2j, ~2j = Y2'2j, xj = Xj, ~i = w.i) = 
2 2 p 
= f.lo +L L Jloti 1/tiJ + (YllJ + Yl'J.i) L Jllk:Ejk + 
t=li=l ~I 
(4.28) 
4Quando fL.'> va.riáveís de interesse ~ào dicotômicas e um modelo com uma única "1/a,riávellatonte corn 
q classes é postulado, este é conhecído c:omo modelo de da.'*lt.>s latentes. Everitt (1984) apresenta uma 
descrição introdutória dos modelos de da.sses latenteói. 
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em que P(·) denota a probabilidade do par j pertencer a nma dada casela da tabela 
de eontingéncia de Yu.1, Y:n.f, Y12j, Yí2i, X.i e l"V.i com 'l!tij = O, 1; t = 1~ 2; i = 1, 2 
e j = 1, 2, ... m. Os parâmetros do modelo Hão denotados por p's c ;rkj ó o valor da 
eovmiável k para o par :i (k = 1, 2, ... ,p). Como em (4.15) atô (4.18), o modelo eru (4.28) 
inclue intercepta'' fl>fjti específico,_'l para indivíduos c transições, efeitos da.s covariáveü; /ltk 
e !J2k e,specífieos para 1 ª e 2"' transíçÕ(:;s, respectivamente, e um único paràmetro 1.1 para 
o efeito da heterogeneidade não-observada. Os parâmetros de (4.28) envolvidos com }~,j 
são de fato ig,11ais aos de ( 4.15) até ( 4.18), isto é, f-lr = /3o1, /12 = ,802 , ltrk = (111,, /1:-!k = /f2k 
e I'= 7 ('). 
O Quadro .JA apra"ienta a matriz de delineamento de um modelo de class.es latentes 
generalizado pma mn dado nível de X.i. Mare (1994) chama-o de ruoddo de dassf~i:l 
latentes (não-proporcional) com duas classes. No Quadro 4.4 também são apresentados 
os corra'lpondente .. <; resultados obsenrã.dos. Cada linha da rnatri7. cont.'Sponde a umü easela 
na tabela observa.da parcialmente. O modelo de classes latentes roqucr uma matriz de 
delineamento com :i2 linhas (16 linhas para cada classe). As prirneira"> seís colunas 
da matriz corresponderu aos quatro interceptas~ mn para cada membro do par e para 
cada uma das duas tram;i~ões) mais os efeitos espef:íficos para as tran.sü;ões. A sétima 
e oitava eoluna corrcspondem, no modelo de classes latentes, a dois parárnetros para a 
heterogeneidade não-observada: um parâmetro para a dist.ribuiçãn da variável latente ~i 
e outro p11n1 os efcito8 de l{j sobre as transições. As cohums restantes <'orrespondem aos 
resultados observados de Yí 1.il Y21.i, lí2j e }22j. Por meio desta matriz de delineamento no 
Quadro 4.4 jrmtamente com o mapeamento no quadro 4.3, pode-se o"bter as estirnativas 
de máxima verossimilhança dos parâmetros em (4.15) a (<!.18), utílizando o programa 
DNEWTON (v"r Anexo B). 
3 Esta c.oquívalência de parâmetros do modelos log-lincar e l~ito pode ser demonstrada de modo 
semelhante ao apresentado para o caso de indivíduos isolados (ver Proposiçâo 7 do Ap.E:·ndice A) 
gg 
QUADRO 4.4- MATRIZ DE DELINEAMENTO DO MODELO LOG-LINEAR, DADO X;. E I>} 
PARA A TABELA EXPANDIDA DO QUADRO 5.3, COM SEUS CORRESPONDENTES 
RESULTADOS OBSERVADOS DE Yu, Y11, Y12· E Yu-
Parâmetros I Variáveis 
Nota: Y "' "'Y c Y = "' "Y e .Qtk é o efeito da covariávcl k sobre o !ogito de não fuzer a transição t, dado que a 
OJ ,t_, "1 , "'""~' ~~ f-Jo 
transição anterior foi feita (t, i = I, 2) {i = 1, 2 , ... , m)(k = I, 2, .. . ,p). 
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Função de Verossimilhança Geral 
i\.s equações (4.19) até (4.27) provôm os componentes da função de verossimilhança 
para di.:;tribuições pareadas de tempos de ocorrência com duas transições, sem censura 
antes da categoria final, e uma va.riávellatentc dicotômica. Nt,>sta seçiio são apresentados 
os componentes da função de verossimilhança do modelo logito para indivíduos parca-
dos) com distribtiiçÕE'$ que incluam um número arbitrário de transições) com censura à 
direita em qualquer transição depois da primeira, c com um gTande número de pontos no 
mnjtmto suporte da distribuição discreta da heterogeneidade não-observdda, tão gnmde 
quanto for permitido pa.ra a identificabilidadc do modelo. A partir do modelo logito em 
( 4.13) para indivíduos pareados, define-se 
e 
N N 
D; = II II (1 +A,,,) (1 +A,,,;) 
s=l s 1=l 
em que /lati e f3ti são os parâmetros do modelo em ( 4.13) com t = 1, 2, ... , N; i = 1, 2 e 
j = 1) 2, ... , m. A probabilidade das easelas para pares nos quais o indivíduo 1 desiste de 
fazer a transição te o indivíduo 2 desiste de fa7-cr a transição t' (casos não-censurados) é 
Au1 A,,, IT 'rr ( 1 ) (·-!-) 
1 + Atu 1 + Ae'lj 8 _"' 1 ,.r ~"' 1 1 +A.~ li 1 + A.~'2i 
A A N N 
ttj t'2j II II (1 4 ) (! A ) 
D +" ''' + ·'''' J N.--.t-+-ls'--~t'+l 
(4.29) 
A probabilidade das caselas para pan->s nos quais o membro i desiste na transição t e 
o membro i' está censurado na transição t' é 
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N N 
Atij II II D (l+A,;1)(1+A,,,,1 ) 
J //'"'tl-18 1 -~t'+l 
(4.30) 
E a probabilidade elas ca .. ··a~las para pares nos quais o indivíduo 1 está censurado na 
trarL'iição t e o indivíduo 2 está eernmrado na transic,:ão t' é 
1 N N 
D l1 l1 (I+ A,,J)(l+ A,,,;) 
J s=t+ls'""t'-l-1 
( 4.31) 
.Jnntas1 as expressões (4.29) até (4.31) podem ser usadas para formar a fl.mção de 
verossimilhança de (4.13). 
Os modelos de Mare para análise de dados pareados de tempos categóricos são ge--
neralizações diretas dos modelos log-lineares que são os modelos rnaís usados quando os 
tempos de oconência são categóricos para indivíduos isolados. Quando as observações 
são de pares de indivíduos, o modelo para tempos pan~ados proporciona 1m1a maneira 
útil de incorporar a heterogeneidade não-observada. Usando a ínforrnação fornecida 
pelas transições dentro de cada par, pode-se identificar os efeitos da heterogeneidade 
não-observada sobre o logito de não fazer uma determinada transição dado que passou 
pelas transições anteriores, sem fortes suposiçõe.s arbitrárias sobre os parâmetros da dis-
tribni(;ão da .heterogeneidade não-observada. Este tipo de modelo, porém) assume que 
a parte essendal da heterogeneidade não-observada que vicia os efeitos das cova.riáveis 
resulta do fatores que são commlS aos membros do par. Se OH fatores não-observados es-
pc'Cí:ficos ao membro hern eomo os espt."dfico.•> ao par são importanttlli, rt.'Strições adicionaü; 
devem ser aplicadas no modelo com indivíduos pareados, mantendo a identifieabilidade 
domoddo. 
A cxtemúio dos conceitos doo modela.':> de dadoo pareada.':> é feita diretamente para 
agrupamentos de maior tamanho. Segundo Mare (1994.)l na análise eom agrupamentos 
maiores e ruais eomplexos e distribuições do tempo de oeorrêneia do evento ('Olli trm 
nümero de categorias moderadamente grande, é po."'sível especificar os efeitos das variáveis 
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não-observada_<;_ E O.."i efeitos da heterogeneidade não-observada podem vctriar no tempo 
e entre o..c; membros do grupo. Não há dificuldades conceituais, segundo Mare (1994), em 
estender estes modelos a fim de considerar riscos competitivos c tran.•:lições de vários tipos. 
Por cawm, do isomorfismo com algtms modelos gerais para análise de dados categóricos 
ordinais, I\Iare (1994) sugere qne os modelos discutídos aqui poderiam ser úteis para a 
análise de outras n~cmtas ordinais pareadas ou de agrupamentos de maior tmnanho que 
não sejam propriamente dados da análise da história de eventos. 
Uma característica restritiva dos modelos que exploram a conexão entre os modelos 
log-lineares para tabelas de contingência e o modelo logito de dados agrupados é que são 
limitados quando o risco padrão for contínuo no modelo logito (ver Mare, 1994; Allison, 
1982). 
Uma cleswmtagern dos modelos de 11Iare é que ek'S sao eompntacionalrnente caros 
quando o número de categorias da distribuição do tempo de oeorrência do evento é 
grande. Em gexal, quando a distribuição tem N transições, o número de easelas na 
tabela t\xpandida é 22N e esta tabela deve ser ainda embutida dentro da dassíficação 
conjunta das covariáveis observadas e vd.riáveis latentf'B (não-observadas). Então, para 
grandes aplicações pode ser neee&'>ário usar modelos mais simples. 
A estimação do modelo dado pela equação (4.13) pode sm· ílustrada mmlisando--se 
dado::; de L>scola.ridade de irmãos, como em Niare (1994). No restante deste capítulo é 
apresentada nma aplicaçào dos modelos de Mare para estimar o efeito da escolaridade do 
pai sobre a progre--ssão escolar dos filhos, com oo dadoo amostrais do censo demográfico 
hrasilt2iro de 1991. 
4.4 Transições Escolares de Irmãos 
Um asslmto central nos estudos sobre progressão e evasão t:scolar é o efeito da infl.uôncia 
familiar sobre escolaridade do..":l sm1s membros mais novos. Embora anos de estudo seja 
nma variável quantitativa, a maioria das divisões do sistema escolar, como pré-escola, 1º 
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grau, 22. grau. 3-º- grau, etc. forma uma progrt,'Ssão di~ercta, e L'm cada estágio aH pessoas 
estão sujeitas ao risco de desístir. Os estágios do processo escolar seriam a escala na qual 
os anos de estudo são mensurados e o tempo-calendário que a pessoa leV'd para completar 
mna etapa dos e8tk'igios escolares é irrelevante. Vários t->studos analisam os efdtos de 
características observadas de antecedentes familiares sobre a probabilidade de conduir 
uma etapa e.seolar (ver Iviare, 1994), mas a validade de Hem; estudos dt~pende do controle 
adequado dos fatores observados e não-observados que afetam a t.>scolaridade dos filhos 
de uma t~uru1ia. Urna estratégia para obter urna mEc:illlor estimativd dos efeitos dos fatores 
f8.:rniliarcs é usar a infOrmação escolar de irmão.<;. Dados sobre irmãos provêm um meio de 
estimar o efCito de fatores comuns de nível familiar, observados ou não, que influenciam 
na progressão escolar desse.'> írmãos:. 
Segundo Mare (1994), fatores que exercem influência na escolaridade de irmãos e que 
não são observado..<; podem ser dassificados em dois tipos: heterogeneidade não-obsmv..tda 
que é eornum a todo descendente de uma família e heterogeneidade não-observada que 
varia entre os irmãos de uma faiD11ia. O primeiro tipo de heterogeneidade não-observaria 
inclui fatores que irmãos compartilham, como sítuação financeira estável da f3.nn1ia, ca-. 
racterístiea.':l da vízinhança e a herança genética comum. No modelo logito, e&'>as fontes de 
variação ru-lo-observadas são wuiáveis latentes que afetam as transições escolares de todos 
os irmãos dentro de uma rnL>srua farru1ia. O segtmdo tipo pode incluir fatores que irmãos 
experimentam diferentemente, corno trar;os singulares de penmnalidadc. Se e.xdnídos 
os gêmeos, flutuar;ões da renda familiar e experiência no rnereado de trabalho blmbf'ln 
são fontes de heterogeneidade não-observadas entre irmãos. Se a heterogeneidade entre 
irmãos de uma mesma farru1ia é, relativamente, de menor inlportimcia quando comparada 
mm a heterogeneidade entre farm1ia.s, então: através da informação eseola:r de irrnãos, ú 
possível incluir o primeiro tipo de heterogeneidade nilo-observada no modelo logito (ver 
St:-:.ção 4.3), a fim de analisar os determinantes da progressão escolar de rúvel familiar. 
Existe ainda a po.."isíbilidade de estimar a probabilidade do individuo não passar por 
nma determinada transição1 mesmo que ele tenha desistido em algmna transição anto-
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rior. No contexto de dados escolares, há razões especiais para considerar as probabilidades 
hipotétkat>. Por exemplo, a taxa de transição do 22 grau para a faculdade entre aqueles 
que não tennínanun o 22 grau pode ou não ser igual à taxa de transição entre e.stu-
dantcs que de fato se graduaram no 2Q ,Q,Tau. É razoável presmnir que os que realmente 
conduiram o 22 grau são uma população seleta e assim, os desistentes, provavelmente 
não se comportariam do mesmo modo que os graduados, mf'.smo t~e a esses fo...,se dada a 
chance de entrar numa fa.culdade. Urna outra motivação para considerar a distribuição 
hipotética de desistentes deriva da avaliação sobre a dificuldade de concluir uma etapa 
(;scolar e ingressar na próxima. Como, por ~'Xernplo, verificar se conclu.ir o F1 grau é mais 
fácil ou mais difícel que ingressar no 2Q grau. Uma investigação para esta questão requer 
que se considere a distribuição hipotética do ingresso ou não de pe"lsoas no 22 grau que 
falharam em concluir o 1-"' grau. 
4.4.1 Descrição do Conjunto de Dados 
A partir da amostra do censo demográfico brasileiro de 1991 6 , que contém os registro..<; 
pessoais com informação sobre L'SCOlaridade e relação com o chefe da fanu1ía, foi post~ívcl 
seledonar famílias que1 na época em que o censo foi realizado, tinham apenas dois filhos 
homens (não-gêmeos) com 20 anos ou mais de idade, morando no mesmo domicílio dos 
pais (ver IBGE, 1994) 7 . Foram excluídas farm1ias em que o pai ou os filhos freqüentavam 
a escola na época t~m qne o censo foi realizado e famrlias com falta de informações sobre 
a escobridade do pai ou dos filhos 8 . 
A Tabela •1.1 dassífica as farnilias espL>cifieadas acima por nível escolar do pai e dos 
6 Essa amostra é nm levantamento que a fundação Instituto Brasileiro de GeograJia e Estatística 
(IBGE) n·~lizou juntamente com o recenseamento de lfi91. Para maiores dct.alheH ver IBGE ( l996). 
7 A escolha deste tipo de família mantem a mesma estrutura de análise realizada por Mare ( 199!J.) 
para OH dadoH de escolaridade dos Estados Unidos, exceto a restriçào para filhos morando no mesmo 
domicilio dos pais. Nada impede, qne famílias com duas filha-s com mais de 25 anos de idade e residindo 
no mesmo domicílio dos país, por exemplo, possam Her selcóonadas c analisadas da ffi(JSma forma. Não é 
possível selecionar famílias cujos l.ilhos já não t:.'St.avam morando no mesmo domicilio dos pais por eausa 
da natureza dos dados do levantamento. 
sPouc&"i exdus6es foram feitas para eliminar dados ecnsurados. 
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TABELA 4.1 - DISTRIBUIÇÃO DE ESCOLARIDADE DOS FILHOS 
E DO PAJ EM UMA AMOSTRA DE 8620 FAMÍLIAS RESIDENTES 
NO BRASIL EM 1991 
ANOS DE ANOS DE 
ESTUDO ESTIJDO ANOS DE ESTUDO DO I' FILHO 
DOPAJ D02'FJLHO <8 8 >8 
<8 2457 218 217 
0-3 8 240 179 128 
>8 322 132 488 
<8 575 119 155 
4 8 152 132 140 
>8 186 126 665 
<8 56 14 29 
5-7 8 lO 18 18 
>8 16 !3 132 
<8 50 22 33 
8 8 16 38 54 
>8 24 38 286 
<8 28 15 51 
>8 8 9 31 66 
>8 38 44 840 
Fonte: Dados brutos extraídos da amostra do Censo Demográfico do Brasil, 1991 - fBGE 
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QUADRO 4.5 -CATEGORIAS DE ANOS DE ESTUDO DO PAI, SEGUN-
DO AS DIVISÕES DO SISTEMA ESCOLAR ANTIGO 
CATEGORIA NÍVEL DE ESCOLARIDADE ANOS DE ESTUDO 
1 Sem instrução ou primário incompleto 0-3 
2 Primário completo 4 
3 Ginásio incompleto 5-7 
4 Ginásio completo 8 
5 Pelo menos cole&1'ial incompleto >8 
QUADRO 4.6 - CATEGORIAS DE ANOS DE ESTUDO DOS FILHOS, 
SEGUNDO A DIVISÃO DO SISTEMA ESCOLAR VIGENTE 
ANOS DE 
CATEGORIA GRAU DE ESCOLARIDADE ESTUDO 
1 Nenhum grau de instrução completo 0-7 
2 1 Q !,rrau completo 8 
3 Pelo menos 2º grau incompleto >8 
filhos. A escolaridade do pai foí cla..'lsificada em 5 categorias o a escolaridade dos filhos 
em 3 eategorias, conforme Quadros 4.5 e 4.6, respectivamente, em que cada categoria 
corresponde a mna fase do período escolar. Apesar dessas classificações serem bastante 
gerais~ são suficientes para a ilustração desejada 9 . 
A Tabda 4.2 resume os dados da Tabela 4.1 dassificando a eseolaridade do pai em dois 
níveis de in.<>trução. Ao analisar a escolaridade do l.Q filho (innão mais velho), observa-se 
na Tabela 4.2 e no Gráfico 4.1 que, quando o pai tinha baixo rúvel de instrução, 59,3% 
dos irmãos rnaís velhos estudaram menos de 8 anos, 27,0% tinham mais de 8 anos de 
estudo e somente 13,7% tinham concluído o 1º- gTau mas não ingressaram no 2º' grau. 
Em contra.."ite, v-erifica-se que entre as í3.rm1ias em que o pai estudou mais de 4 anot:, a 
maioria (75,9%) dos irmãos mais velhos estudaram mais de 8 anos, 12,4% tínharn menos 
de 8 anos de estudo c 11,7% tinham c>studado até concluírem o iº- grau. As distribuições 
9 Se fo..<;se considerado um número maior de categoria::;, o problema de frcqiiôncias muito bai..xas ocor-
reria f~m certas categorias, o qne prejudicaria a análh;e estatística. 
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TABELA 4.2 - DISTRIBUIÇÃO DE ESCOLARIDADE DOS FILHOS E DO PAI EM 
FREQUENCIAS E PORCENTAGENS 
NÍVEL DE ANOS DE ANOS DE ESTUDO DO I' FILHO 
INSTRUÇÃO ESTUDO TOTAL 
DOPAI D02'FILHO <8 8 >8 
<8 3032 337 372 3741 
(56,4) 
8 392 311 268 971 
Baíxo (14,6) 
(O- 4 anos) >8 508 258 1153 1919 
(28,9) 
Total 3952 906 1793 6631 (59,3) (13,7) (27,0) (100,0) 
<8 134 51 113 298 
(15,0) 
Intennediário 8 35 87 138 260 
e Alto (13,3) 
( 5 anos ou mais) >8 78 95 1258 1431 
(71,9) 
Total 247 233 1509 1989 (12,4) (11,7) (75,9) (!00,0) 
<8 3!66 388 485 4039 
(46,9) 
8 427 398 406 1231 
(14,3) 
TOTAL >8 586 353 2411 3350 
(38,9) 
Total 4179 1139 3302 8620 (13,2) (13,2) (38,3) (100,0) 
Fonte. Tabela 5.1 
Nota: Números entre parênteses indicam porcentagens 
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GRÁFICO 4.1 - DISTRIBUIÇÃO DE ESCOLARlDADE DOS HLHOS 
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de escolaridade do 2º filho (irmão mais novo) em cada um dos dois IÚveis de escol midade 
do pai podem ser descritas de forma análoga à que foi feita para o irmão maU. velho, 
verificando-:;e as mesmas tendências. Portanto, há uma indicação de que filhos com pai 
de baixa t>scolaridade tendem a é.,;tudar nK'IlOS do que quando o pai tem mais de 4 anos 
de estudo. Além disso~ nas famílias em que o pai tinha baixa escolaridade, o irmão mais 
novo teve lillla edueação mais privilcgíada que o outro irmão, eomo mostram a Tabela 4.2 
c o Gráfico 4.1. Comparando-se as porcentagens de filhoo com menos de 8 anm; de estudo, 
verifica-se que a menor porcentagem está entre os mais novos (56, 4%), contra 59,3% dos 
irmãos mais velhos. Por outro lado, verifica-se que entre a._., innãos mais novos 28,9% 
tinham ruai"l de 8 anos de estudo, um pouco maior que os 27,0% entre os irmãos mais 
velhos. Quando o pai tinha um maior rúvel de instmção verifica-se o inverso: o 1 º- filho 
apareee muna situa.çào mais favorecida. Para explorar melhor os efeitos da <.:t>eolaridade 
do paí sobre a escolaridade dos filhos podt>....se estimar os parâmetros do modelo logito em 
(4.13), usando os dados de progTessão cseolar da Tabela 4.L 
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4.4.2 Um Modelo Logito para Transições Escolares de Irmãos 
Dentro de cada mn dos 5 níveis de escolaridade do pai na Tabela 4.1, a distribuição 
conjunta do ('t'leolaridade dos doiB irmãos é urna distribuição de escolaridade pareada 
discreta com três categoria.•:.; em cada marginal. Os três níveis observ<tdos de escolaridade 
dos filho.."! permitem analioar dua.-; transü;õc>s escolares (ver Quadro 4.6L 
• Primeira transição: concluir o 1 Y. grau (passar da categoria 1 para a categoria 2) c 
• Segunda transição: completar pelo menos 1 ano do 22 grau, dado que eonduiu o 
1.2 grau (passar da categoria 2 para a categoria 3). 
O principal interesse {~ verificar He os efeitos da escolaridade do pai variarn entre as 
transições escolares dos filhos e como variam, modelando os dados da Tabela 4.1. Para 
tanto, o modelo logito a ser considerado ó dado em (4.13) para apenas duas traruüçôes 
(N = 2). O rúvel de escolaridade do pai na farm1ia j ó idêntica para cada fill10 i e para 
eada transição tj portanto Xtii = Xi. O vetor de covariáveis foi introduzido no modelo 
logito eomo nma variável durnmy (ver Quadro 4.7), em que Xj ô um vetor (4 x 1) de 
quatro ·v-ariáveis dicotômicas representadas por X:ik• que é igual a 1 se a escolaridade do 
pai da farru1ia j pertence a categoria k + 1 e O caso contrário (k = 1, 2, 3, 4). O vetor 
Xj = O indica qne o pai da farm1ía j tem menos de 4 anos de estudo. Os parâmetros {31 
e /32 são os vetores ( 4 x 1) do..-; efpjtos categóricos da escolaridade do pai sobre o logito 
de eva ... <;ão escolar na primeira c segmlCla transiçào, respectivamente. A Vdl'iável latente 
VVj, incluída no modelo para representar a heterogeneidade não-observada compartilhada 
entre os imlãos, é igual a O se a fi:mn1ia j pertence a elasse latente 1 c igual a 1 se a farm1ia 
j pertenec a classe latente 2. 
Com estas especificações o modelo logito em (4.13) reduz-se na.<; equaçôes (4.15) a 
(4.18) e o modelo log:-linear correspondente é dado em (4_.28) com -:1:jk =O, 1 e p = 4. 
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QUADRO 4. 7- VALORES DA COV ARIÁ VEL ESCOLA-
RIDADE DO P Al 
ANOS DE 
ESTUDO DOPAI 0-3 4 5-7 8 >8 
x, [~J [~J m m m 
TABELA 43 -ESTATÍSTICAS DE QUALIDADE DE AJUSTE E GRAUS 
DE LIBERDADE PARA MODELOS SELECIONADOS 
MODELO LOOD"O 
I- Sem Heterogeneidade Não-Observada 
1.1- Efeitos Proporcionais 
1.2- Efeitos Não-Proporcionais 
2- Com Heterogeneidade Não-Observada 
2.1- Efeitos Proporcionais 
2.2- Efeitos Não-Proporcionais 
Fonte: Saídas do programa Dnewton 
4.4.3 Resultados Empíricos 










A Tabela 4.3 apres(_nta a razão de verossimilhança para várias especificações do modelo 
de Mare dado por ( 4.15) até ( 4.18) ajustados para os dados da Tabela 4.1. Os modelos in-
eorporam suposi<;Õt."S alternativas acerca da proporcionalidade dos efeito.<:> da escolaridade 
do pai sobre a escolaridade dos filhos e acerca da heterogeneidade não-observada. Todos 
t'Sses 4 modelos assumem que os efeitos de escolaridade do pai são os mesmos para ambos 
os filhos. Os Modelos 1.1 e 1.2 não assumem heterogeneidade não-observada1 isto ~\ a 
distribuição da escolaridade do 1'1 e 22 filhos são condicionalmente independentes, dada 
a mútua dependência com a escolaridade do pai. Sob estes modelos, À= O em (4.15) a 
(4.18). O Modelo 1.1 assmne efeitos ig1mis de escolaridade do pai na 1~ e 2-ª' transições, 
/31 = (·h. (efeitos proporcionai::>) e o Modelo 1.2 relaxa t."Ssa suposição) /h 'I ;J.2 (efeitos 
não-proporcionais). A grande diferença da razão de verossimilhança entre os Modelos 1.1 
e 1.2 sugere fortemente que os efeitos de escolaridade do pai v.:triam entre as transições. 
Os Modelos 2.1 e 2.2 introduzem o efeito dos determinantes não-observados de esco-
laridade que são compartilhados entre os irmãos por meio da variável latente dicotômica 
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lVj. Estes modelos, que correspondcm às equações em (4.15) a (4.18) eom). :f: O, sao 
estimados por rnáx:i:rna verossimilhança e incluem dois parâmetro.." a mais que os eor-
re&'PondenteB modelos sem heterogeneidade não-observd.da: um para a distribuição da 
heterogeneidade não-observada e outro para o efeito de lfj sobre o logito de evasão esco-
lar. Os Modelos 2.1 e 2.2 se difercneiam com relação à especificação de proporcionalidade 
dos efeitos das covJ.riáveis observJ.das em (4.15) a (4.18): o Modelo 2.1 supõe efeitos pro-
porcionais (/31 = J'3<2) e o Modelo 2.2 não ([J1 "f. ll:J). Por incorporar aspectos da a..'iliüciação 
entre &~colaridade de irmãos~ estes modelos ajustam os dados muito melhor que O..<> mo-
delos sem heterogeneidade não-observada w_ Como os Modelos 1.1 e 1.2, os modelos 
com heterogeneidade não-observada também sugerem que os efeitos de escolaridade do 
pai sejam não-proporcionais, embora a diferença entre os fvlodelos 2.1 e 2.2 seja muito 
menor que a diferença entre 1.1 c 1.2. 
A Tabela 4..4 registra as estimatiV'd...'> para os parâmetros dos Modelos 1.2 e 2.2. Cada 
modelo inclue separadamente interceptas para o 12 e 22 filhos tanto para a 1 ª tmnsição 
corno pa.ra a 211 tra.ru;ição. No Modelo L2 estes interceptas são estimativas do logito 
de não fazer a transição dado que o pai tinha de O a 3 anos de estudo. Para cada 
transição o modelo inclue um conjunto de parâmetros para os efeitos de f.'Scolaridade do 
pai, que são as estimatiV'd.S do logito de não fazer a transição dado que o pai completou 
nm certo nív·'d de etwolaridadc menos a t.>stimativa do logito de não fazer a traruüção dado 
que o pai tinha d() O a 3 anos de estudo. As estimativas dos parámetros para ambos os 
modelos sugerem que os efeitos de eseolaridadc do pai variam entre as transições t:.">.Scolarcs 
(apesar de serem estimados valores diferentes para cada ínterccpto). Isto é mostrado mais 
claramente no Gráfico 4.2, em que são plotados os ríBcos relativos 11 de evasão eseolar 
do 22 filho estimados pelos 1.1odelos 1.2 e 2.2. Nos 1\.-'lodelos 1.2 c 2.2, as estímativa.s 
dos riscos relativof::\ são maiores na 2-ª transição do que na 1-ª transição1 indicando que o 
10 Apesar da diferença muito grande na t.>stimativa da razii.o de vero::;similhança entre os Modelos L 1 
e 2.1 e entre os Modelo,; 1.2 e 2,2, estas comparações de modelos são feitas informalmente. Quando 
o número de classes latentes difere entre os modelos, a diferença entre a.s estatísticas de qualidade de 
ajuste dos modelos hierârqnícos não tJegUe uma distribuição assintótica qui-quadrada (:Mare, 1994). 
11 0s ri..-;cos relativos plotados no Gráfico 4.2 são medidas relaüvas aos filhos cujo pai tinha de O a 3 
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TABELA 4.4- PARÂMETROS ESTIMADOS PELOS MODELOS 













(vs. O- 3) 
(vs. O - 3) 




Efeito de Escolaridade do Pai 
4 (vs. O- 3) 
5-7 (vs.0-3) 
8 (vs.0-3) 
>8 (vs. O- 3) 
Heterogeneidade Não-Observada 
Logito de Y1y = O na classe 2 ( vs. classe I) 
Efeito da classe 2 (vs. classe l) 
Fonte: Saldas do programa Dnewton 
Nota: Sinal convencional utilizado: 
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GRÁFICO 4.2- RISCOS RELATIVOS DE EVASÃO ESCOLAR DO 2o. 
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efeito de escolaridade do pai enfraquece 12 entre a primeira e segunda transições. Ma.•:; 
os riscos relativos de evasão t:.'Scolar estimados pelo Modelo 1.2, são bem menores que as 
correspondentes estimativas no Modelo 2.2. Isto sugere que os efeitoo de escolaridade do 
pai sobre as transi~ões escolares do 22 filho estimados pelo Modelo 1.2 são explicados em 
grande parte pela heterogeneidade não-obsenrd.da em nível familiar. 
A Tabela 4.4 também registra parâmetros para heterogeneidade não-ob..<>erva,da do 
Modelo 2.2. Neste modelo de duas classes latentes misturadas, lllll do..<> parâmetros des--
crcw! o logito dos dois irmãos fazerem a._.:.; duas tran.c.;.ições (YtiJ =O para todo t, i= 1, 2), 
dado que a família j pertence à classe latente 2 (versus dasse 1) e o outro é o parâmetro 
para o efeito da classe latente 2 (versus dasse 1) sobre o logito de evltsão mcolar. Sob o 
anos de P..studo, dadas por 
em que Po< é o deito da categoria k + l de escolaridade do pai sobre o logito de niio fazer a transição t, 
versus categoria l (k = l,2,:l,4}. 
120 efeito Pu.., é negativo para todo te k em ambos os modelos não-proporcionais (ver Tabela 4.1), 
e quanto mais negativo for esse efeito, mais próximo de O (zero) estará o rísco relativo; tanto que um 
efeito fOrtemente negativo deverá resultru: em urn risco relativo de eva.'lào escolar quase nulo. 
114 
:rvlodelo 2.2, cada risco relativo condicionado 13 de evasão escolar estimado para far:ru1ias 
da classe latente 1 é cerca de 21 = exp (3, 05) vezes o correpondente para farm1ias da da::;se 
latente 2. Portanto os irmãos da classe latente 2 teriam uma cduca(;ão maís privilegiada 
do que os da classe latente L 
Os modelos de classes latentes provêm um modo direto de estimar a dístribuiçii.o 
da heterogeneidade não-observada. Para ilustrar o quanto o modelo de duas classes la-
tentes pode revelar sobre como a heterogeneidade não-observada afeta os parâmetros dos 
modelos de risto, considere a distribuição da heterogeneidade não-observada nos níveis 
de escolaridade do pai e do 2.2 filho, t.:.stimada pelo Modelo 2.2. Estas distribuições são 
mostradas no Gnífico 4.3 em que se plota as porcentagens estimadas de farnilias na cla.<;se 
latente 2 (versus dasse 1) por nível de escolaridade do pai e do 2º filho. Essas porcen-
tagens dt.>rivam das freqüências espt>radas do Modelo 2.2. No rúvel de t>Scolaridade mais 
baixo do 2-º filho, verifica-se que o fato da farm1ia se.r membro ou não da classe latente 2 
estaV'd. altamente assoeíado à escolaridade do pai. Quando o pai tinha menos do que 4 
anos de estudo somente 1211% das fanu1ias pertenciam à da.sse latente 2, enquanto que 
nas fam:ilias cujo pai tinha mais de 8 anos de estudo 63,4 % estavam na dasse latente 
2. A medida que a escolaridade do 2º filho aumenta, verifica-se um enfraquc"Címento 
substancial na associação entre heterogeneidade não-observ'd.da e escolaridade do pai, ao 
ponto da distribuição da heterogeneidade não-observada t>e1· essencialmente mrifonne en-
tre os níveis de escolaridade do pai, quando se considera o nível mais alto de eBcolaridade 
do 2º filho 7 em que a porcentagem mais baixa de famílias pertencentes à classe latente 2 
(941 O%) está no nível inferior de t:."'Scolatidade do pai e a porcentagem mais alta (98, 9%) 
encontra-se entre os pais que tinham estudado mais de 8 anos. 
A alteração na distribtrição da heterogeneidade não-observada entre os níveis de CS<~o-
t:~Ern inglês, odds. () risco relativo condicionado de uma variável di(XJtôrnica U é dado por 
P(U = u) 
l~P(U-tt) 
e é por isso que em inglês, a t.nmsformaçào logito é denominada l.og-od<i'!. 
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GRÁFICO 4.3- PORCENTAGEM DE FAMÍLIAS NA CLASSE LATENTE 
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laridade do pai, na medida em que se progride na mcolaridade do .22 fillio, deve ser uma 
causa importante para surgir ett~itos maionc>s de E)Scolaridade do pai sobre &'i. trau."líções 
em modelo/i que não levam em consideração a heterogeneidade não-observ'.:illa. Essa ilus-
tração mostra a importância de incluir-se, nos modelos para análise de dados da história 




O tema da disserta1_;ão foi motivado por 1.rma discussão recente sobre o irnpaeto da 
heterogf'neidade não-obst>rVada na análise da lústória de eventos, iniciada com o trabalho 
de Vaupel, Maton e Stallard (1979) e ampliada nos anos 80 e 90. 
A parte inicial da dissertação consistiu muna exaustiva revisão bibliográfiea de duas 
teorias que dão base para o desenvolvimento do tema: análise da história de eventos e 
mistura de distribuiÇÕé'S, incluída no Capítulo 1 c início do Capítulo 3. 
Alguns modelos de fragilidade foram apresentados e analisados nos Capítulos 2 e 3. 
Ao avaliá-los, duas questões podem ser consideradas acerca da modelagem dos efeitos 
da heterogeneidade não-observada. A primeira é sobre a identificabilidade dos modelos 
eom heterogeneidade não.-observada. As ftmções de risco e de distribuição da hetero--
geneidade não--observada são elarament.e não-identificáveis quando os dados da história 
de eventos são sobre Ü'.mpos univariados. Como foi rno..<;trado no Capítulo 2, para análises 
de eventos não--repetidos de indivíduos isolados há um modelo sem heterogeneidade não-
observada e mna infinidade de outros modelos com diferentes distribuições da heterogené-
dade não-ob--;ervdda --- e conseqüentemente, eom diferentes ftmções de risco padrão ----
que se ajn .. 'ltarn aos dados observados idt-'llticamcnte. Mas esses modelos têm implieaçÕt.'-8 
comportamcntais muito diferentes. A escolha entre esses modelos é feita somente eom 
base em conhecimento externo sobre a forma funcional da ftmção de riseo ou sobre a 
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distribuição da heterogeneidade não-observada. Portanto, o grau de eonfian~a das es--
timativas dos parâmetros depende diretamente da própria confiança nessas infOrmações 
subjacentf.-'B. As teorias existentes provêm panca orientação na escolha entre modelos 
alternativos igualmente bem ajustados. Esta argumentação, no entanto, não deve ser 
usada eomo justificativa para ignorar a heterogeneidade não-observdda. Quando os tem-
pos de ocorrência do evento estão agrupados de alguma forma em pares ou em grupos de 
maior tamanho, a situação de identifieabilidade dos modelos de risco com hcterogenci-
dade não-observada é bem diferente. No Capítulo 3 foi discutido que se a heterogeneidade 
não-observada for compartilhada pelo g,rupo, os modelos de rísco podem incluir um termo 
que represente a heterogeneidade não-observa.da a fim de busear lllll "melhor'' ajuste para 
os dados. 
A segunda qut--stão é sobre o cuidado que se deve ter quanto à qualidade de ajuste 
de um modelo aos dados. Não se pode simplesmente comparar a verossimilhança de 
um modelo com a vt.."fosb"irnilhança de outro modelo a fim de tirar-se conclusões sobre a 
qualidade de ajuste dos modelos. No caso dos modelos de risco rnüvariado as ferramen-
tas de instabilidade de Heck:man-Singer e Trussel-Richards, apresentadas no Capítulo 
2, ilustram o fato de que um analista pode atingir nada mais que uma falsa sen..<;ação 
de segurança quando examina um primeiro modelo com t:lürucnte covariáveis obs(c~rw:tdas 
e um segundo modelo com covd.riáveis observadas e nma v&íável não-observada, para 
concluir que o segtmdo modelo permite melhor inferêneia porque controla a heterogenei-
dade rúio-observdda. Os resultados de inBtabilidade não permitem ir muito além disso, 
porque tCBtes para qualidade de ajuste dos modelos poderiam revelar que nenhum dos 
modelos ajustam-se aos dados. Alternativamente, os testCH poderiam revelar que vários 
modelos ajustam-se igualmente bem aos dados, embora os parâmetros estimados sejam 
diferentes e somente informação externa, nem sempre disponível para o analista, poderia 
ser ll.Sada para distinguir entre esse$ modelos alternativos. Quanto am; modelos de risco 
multivaríado apresentados no Capítulo 3, t..>studo.9 feitos por meio de simulações, similares 
àqueles referidos no Capítulo 2 para o caso tmiv&íado, devem revelar algo sobre a insta-
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bilidade das estimativas dos paràrnetros dos modelos multivariados com heterogeneidade 
não-observada. 
O Capítulo 4 foi inspirado no trabalho inova.dor de Mare (1994) que analisa dadoo 
categóricos da história de eventos por meio de variantes do modelo logíto. O estudo deste 
artigo permitiu que fossem aprofundados outros aspeçtoo da análise de dados eategóricos 
como a análise de tabelas observ-o.das parciahnente e o modelo de clfl.SS{_-'H lah .. 'I1tes. A pro-
posta alternativa de Mare para e..stimar o modelo logito pareado, vista no Capítulo 4, pode 
ser aplicada quando há interesse em verificar o efeíto da heterogeneidade não-observada 
sobre as transições entre tempos de ocorrência categorizados. Se a heterogeneidade uão-
observd.da é compartilhada pelo par, a metodologia de Mare elimina a necessidade de fazer 
fortes supa.<JiÇÕüs paramétricas e traz mna relação simples para explicar a associação en-
tre covariávei9 catt->góricas e a hett.'rogeneidade não-observada, levando grande vantagem 
sobre os modelos de fragilidade compartilhada nestes pontos. Mare (1994) mensiona que 
uma outra vantagem do modelo logito pareado é que a qualidade de ajuste do rnodelo 
pode ser av.iliada. verificando os ajustes de outros modelos para dados eategórieos que 
podem, conjuntamente, indicar· possíveis causas de falta de ajuste. 
Para concluir considera-se importante destaear os comentários feitos por Trussel 
(1992) em que afirma haver duas razões coagindo para se querer modelar heterogeneidade 
não-observada explicita.mente, mesmo que os tempos de oconência sejam univariados. 
Urna razão é que em quase todas as ocasiões dificilmente alguém poderia estar confiante 
em que todos os fatores relacionados com um resultado de interesse estão de fato incluídos 
no modelo estatístico. Partindo dL>sse suposto, é tentador adicionar um termo que capte 
os efeitos desses fatores omitidos. No entanto, está daro que esta alternativa não é uma 
solução do problema de variáveis omitidas porque esses modelos podem captar somente 
aquelas fontes de vo.riação que são independentes das covariávés incluídas. Podtrse, sim, 
ir mais longe, construindo urn modelo no qual os determinantes não-observados e os oh-
sefVa(los são dependentes conjuntamente, mas a fonna df:sta. dependência tt>..ria de ser 
assumida, como sugerido nas Seções 2.4 e 3.3. A outra razão é que 1un modelo com 
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heterogeneidade não-observada poderia ser mais parcimonioso que mn outro sem. Se o 
objetivo for de.screvcr o comportamento c não c>stabelecer relaç&*i de cau."la, então um 
modelo mais simples deveria ser cogitado. Mas não se pode simplesmente modelar a hete-
rogeneidade não-observdda L"Xplieitamente e dL>clarar que se tem mna melhor explicação 
para os dados. Em vm disso, um pesquisador cuidadoso deveria sempre estar ciente de 
que diferentes modelos de risco univariado poderiam gerar os mesmos resultados obser-
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Anexo A 
Alguns Resultados de Interesse 
Nas Proposições 1 a 4 considere que T seja urna V'dfiável aleatória eontínua e não-
negativa representando tempo de sobrevivência para um determinado indivíduo e Z seja 
urna variável aleatória nãcrncgativa representando a fragilidade do indivíduo. E sejam 
S (tlz) e S (t) as funções de sobrevivência condicionada e não-condicionada de T, re.<>pec-
tivamente. 
Proposição 1 
O risco não-condicionado de T é dado por 
A(t) =~o= .\(t[z)dG(ziT ::0: t) 
t:-'lll que À (ti z) é o risco condicionado e G (zjT :::::: t) é a ftm<.;ào de distribuição condicional 
de Z dado T ?: t. 
Demonstração 
Pela relação entre função de rü>co e função de sobrevivência tem-se que 
d ' 1 d 
A(t) = ~ dtlog[S (t)j = ~ S(t)dtS(t) 
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e corno S (t) =E [S (t[Z)], então 
À(tl= -- s~t):tf s(tlzldG(zl 
em que G (z) é a função de distribuição deZ. 
Supondo que as opcra<;ões de integraçào e diferenciação possam ser trocadas tem-se 
que 
1 [oo 8 À(t) =-S(t) lo DtS(t[z)dG(z) . (A.l) 
Desde que 




S(t[z) = -À(t[z)exp[-A(t[z)] = -,\(t[z)S(t[z) , (A.2) 
f'.m que A (tlz) é o risco acumulado condieionado de T. 
Substituindo (A.2) ern (A.l) resulta que 
= 
À(t) = -- S~t) f -,\(t[z)S(t[z)dG(z) = j ,\(t[z) s;~~J)dG(z) 
o 
Resta provar que a seguinte relat,;ão ó verdadeira: 
> _S(t[z) 
dG (ziT _ t)- S (t) dG (z) 
Pelo Teorema da Probabilidade Total, a relação entre a ftmçào de distribuíção con-










e de (A.3) verifica-se que 
Proposição 2 
A fragilidade média entre os sobrevíventes a um determinado tempo t dada por 
E (ZIT 2:: t) é uma hmção não-crescente ern relação ao tempo. 
Demonstração 
Por definição 
E (Z[T 2: t) = r= zdG(z[T 2: t) , lo 
em que G (zjT 2: t) é a fimção de distribuição deZ dado T 2:: t. 
Usando o resultado em (A.3) e supondo que as operações (Ie integração e difürene.iação 
possam ser trocadas, tem~se que a derivada de E (ZIT 2 t) em relação até dada por 
!E (Z[T 2: t) r= (_i!,z S(t[z)) dG(z) lo Dt S(t) 
r= [S(t) ~S(t[z)- S(t[z) ~S(t)1 
lo z [S(t)J' dG(z) 
a a 
l,= 0 S (t[z) 9t S (t) t,= -· z tS() dG(z)- c J' zS(t[z) dG(z) . (A.4) o t [S (t) o 
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CornoS (t) =E [S (tiZ}], então, supondo que as oper~:u~ões de integração e deriv-<:tçâo 
po..;;sam Ber tracadas, tenH>e que 
f) f) Iom ;,·= f) 
-S(t) = iJt S(t[z)dG(z) = iJt0-S(t[z)dG(z) . m .o .o (A.5) 
Substituindo (A.2) c (A.5) em (A.4) tem-se que 
i!_E(Z[T 2 t) = t= -z.\(t[z) 8 ,(t(.[z))dG(z)+ 
iJt lo 5 t 
1 ;·= [,00 + 2 .\(t[z)S(t[z)dG(z) zS(t[z)dG(z). [S(t)] o .o 
Corno À (t[z) = Ào (t) z, notc-oe que 
iJ { [ 00 2 8(t[z) [{00 S(t[z) ]'} iJtE(Z[T2t)=A0 (t) -./
0 
z S(t) dG(z)+ lo z S(t) dG(z) 
De ( A.3) verifica-se que 
!E(Z[T 2: t) - Ao(t) { -1,= z2dG(z[T 2 t) + [l,oo zdG(z[T > t)J'} 
- -Ao(t){E(Z2[T2t)-[E(Z[T2t)J2} 
- -Ào(t)Var(Z[T2t) 
Como V ar (Z[T 2: t) 2 O e ,\0 (t) 2 O, então 
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Proposição 3 
No modelo multiplicativo de fragilidade pode-se assumir que E (Z) = 1, sendo que o 
verdadeiro valor esperado da fragilidade é "absorvido" pelo risco padrão. 
Demonstração 
Seja E(Z) < oo e e.onsidere Z' =Z/E(Z). Note-se que E (Z') = 1 e de (2.2) tem-se 
que 
À (tjz) = Ào (t) E ~Z)E (Z) =À (tiz') = ÀÔ (t) z' , 
em que ÀÕ (t) =E (Z) Ào (t) é run novo risco padrão e z' = z/E (Z). 
Proposição 4 
a) SE'ja À (tlz) o risco eondicional de T dado Z = z, dado por 
Definindo 
À (tlz) = ac (t) z. 
A,:; (t) = r' aa (u) riu Jo 
cu(Ac (t)) = Ec (ZIT ::> t) 
b) Se ac; (t) = m (t) v0 (M (t)), então 
rn (t) 
ac (t) = co[V(;(M (t) )] , 
em que cu (s), v0 (.<>),li(; (s) eM (t) são funções definidas na Seção 2.8. 
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Demonstração de (a) 
S~ja G (ziT 2_ t) a fun(,;ão de distribuição deZ dado T 2 t. Pela definição de esperança 
eondieional e por (A.3), 
roo {00 s (tjz) 1 r 
Ec(Z[T?:t)= lo zdG(z[T?:t)= lo z S(t) dG(z)= S(t).o zS(t[z)dG(z) 
Como 
8 (tjz) = exp [-zAc (t)] 
e 
S(t) = Ec[S(t[Z)] = i.oo S(tjz)dG(z) 
então, 
, Ji:"' z exp [-zAc(t)] dG (z) 
Ec (Z[T 2 t) = J~oo exp [-zAa (t)] dG (z) = ca(Ac (t)) 
Demonstração de (b) 
Pela aplicação da regra da cadeia de derivadas de funções compostas, tem-se que 
e corno 
Cu(Vc (s)) = s? dd Co(Vc (s)) = l , 
8 
tem-se que 
Conclui-se então que 
m (t) 
a0 (t) = m (t) vu(M (t)) = cc[li(;(M (t))] 
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Proposição 5 
A razão R (t), definida em (3.4), pode ser reescrita em termos de S (t), como 
Demostração 
R(t) = [D1D2S(t)jS(t) . 
[D1S (t)] [D2S (t)] 
Desenvolvendo (3.4) tern-se, pela relação entre a função densidade, a função de so--
brevivência c a função de riseo, que 
c 
Tern-se por definição que 
>. (t,[T, = 12 ) 
>. (t1 jT2 ?: 12 ) 
f (t,[T, o~ tz) /S (t,[T, = tz) 
f (t,[T.,?: 1·2) /S (ttiT2 ?: t 2 ) 
S (tdTz = t,) = 
D foofoo 
-- f(tt,'v)dndv 
&2 t.r tz 
a = = 
--Dt f f f(u,v)dudv 
2 O tz 
8 
-Dt s (t) 
2 
8 
--s, (tz) Dt, 







--S (tdT2 ~ t 2 ) ~ 1 àt, s, (t,) 
Substituindo (A.7), (A.8) e suas dcriV'd.da..'-J em (A.6) resulta qne 
Proposição 6 
[D1D2S (t)J S (t) 
[D1S (t)][D25 (t)J 
Seja o modelo logito em (4.1) com t = 1, 2 e Xt =X (1) representado por 
l (Y, ~ I[l:í ~O, X~ x) ~ (izy, + ('l',x. 
Dado que 
A, ~ cxp (fl01 + J3;x) t ~I, 2 
tern~se que as probabilidadm condicionadas das transiçõe .. 9 são dadas por 
e 
. AI P (l:í ~ l[x) = --'~ 
1 +A1 
A, 
P(Y, = 1IY1 ~o x) ~ ~~ 
, ' 1 +A2 
1 Foi omitido o índice i. çor1fonne procedimento adotado :na Seção 1.1. 
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Demonstração 
Por definição da transformação logito tem-se que 
P(Yi=1lx) , , 
l (Yi = 1IX = x) = log 1 P (v I ) = rlrn + /31x ·-·1r=lx {A.9) 
e 
. P(Y, = !Yj =O, lx) 
l (Y, = liYi =O, X =x) = ]og 1 _ P(Y, = 1y1 =O, lx) = !l02 +fJ',x. (A. lO) 
Aplieando a função exponencial em ambos os lados de (A.9) e (A.lO), e isolando as 
probabilidades, tem-se, respecti wrmcntc, que 
e 
P (Y, = liYi =O x) = e.xp ([:lo,+ ['f,~) A, 
' 1 + exp ((:io2 + {32x) = l + A2 • 
Proposição 7 
Os parâmetros de (4.10) que envolvem Yli e Y2i são de fato iguais aos de (4.1), isto é, 
para t = 1, 2 e k = 1, 2, ... , p, tem-se 
e 
14k = (itk ' 
quando Xi é um vetor de va.riliveís dummy e em que ;'3tk é 1m1a componente do vetor f3t· 
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Demonstração 
Usando a defirlição de probabilidade condicional e asstunindo que Yíi e Yli são condi-
donalmente independentes dado xi, tem-se que 
(A.ll) 
Aplicando logaritmo em ambos os lados de (A.ll), resnlta que 
= logP(Yu = Yli[Xi) + logP (Y.li = Jfl;[x,) + logP (X,= Xi) (A.l2) 
Então, de (A.l2) e (4.10) tern-He que 
P (Y" = l[Xi) 
log p (Yí, = O[x,) = log P (Y,, = 1, Y2i = Y2i, X,= Xi)-
p 
-log p (líi = o, y2i = V2i, xi = :x;.) = /lOl + E J.llkxik . 
koc.-1 
Por outro lado, pela definição de distrih1tição mru:ginal e pelas equações (4.6) a (4.8), 
P (Y1; = l[Xi) . log = log P (Y,, = l[Xi) ·-
p (Y,, = O[Xi) 





f-lo! + 2:: P·lk;;;ík = f)Ol + tf1 Xi · 
k-:::::1 
Como X é uma V'<triável dummy, tem~se que 
Xik = 1 e Xis= O::::;} f.llk = fJ1k, para k, s = 1, 2, •.. ,p; (s # k) 
Similarmente, de (A.l2) e (4.10) tem-se que 
p (Yi; = ll:x;) 
log P(Y OI ) = logP(Yli = Y!i, Yi; = l,X; = :><;)-
- 2i~ Xi 
p 
-log P (Ytr. = Yti, Yzi = O, :X. = x.;:} = 1--lrtJ. + E f-12kXik , 
k=l 
ma.<; pela definição de distribuíção marginal e usando as probabilidadL'S apresentadas na 
tabela expandida do Quadro 4.1, tem-se que 
P(Yi, =li:><;) logp(v I ) =log[P(Yli=l,Y,,=li:><;)+P(YJ;=O,Y2i=llx;)]-
l2i-0Xi 
-log [P (Y1; = I, Yi; = Olx;) + P (Y1; =O, Y,, =OI:><;)] = 
e portanto, 
1' 
f-102 + L f-l2kxik = (ioz + ~xi . 
k=l 
Como X é uma variável dummy, eondui-se que f-lo2 = /"irn e tt2k = fJ2k, para k = 
1,2, ... ,p. 
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Anexo B 
Listagem do Programa Dnewton 
A (."Stimação dos modelos propostos por I'vim·e (1994) requer o uso de um programa 
específico desenvolvido por Hab('.rrnan (1988) em Fortran77 e não publicado. Neste anexo 
é apresentada uma descrição do programa eom esquemas de entrada de dados. 
O ProgTama Dnewton considera um tabela-bast~ com freqüência n(i,j) na casela da 
linha i "c.oluna j('i ~ 1, 2, ... ,r, )(j ~ 1, 2, ... , s(i) ). Cada linha é uma amostra multinomial 
independente. Um modelo log-linear é usado para os V'dlores esperados m(i,j). Tem-se 
que 
log [':'(~~·.fil =a (j) + lt (1) "' (i,j, 1) + 1t (2) x (i,j, 2) + ... + b (:p) x (í,j,p) 
para z (i, j) e a: (i, j, k) conhL:.cidos e a (j) e {J (k) dt'Sconhecidos (k = 1, 2, ... , p ). 
Como nem todas as frcqiiêndas n (í,j) são observadas, utiliza-se N (h) para rep-
resentar o mírnero de indivíduos nas colunas j(h,s) da linha. g(h) com h= 1,2, ... q 
e s = 1,2, ... ,·m(h). Se m(h) > 1 o número de indivíduos na coluna j(h,s) não é 
conhecido. 
As entradas do programa são descritas a seguir. 
L A primdra linha de entrada é do título dado ao problema. A leitura é em formato 
20a4. 
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2. A segtmda linha de entrada contém 9 parâmetros: 
O primeiro parâmetro nr é o número de caselas na tabela expandida, igual a sorna 
dos s (i) (i= 1, 2, ... r). 
O segundo parâmetro np é o número de parâmetros do modelo log-linear, igual a 
p. 
O terceiro parâmetros nc é o nümero de amostras independenk>s (número de 
combinações das categorias das cov-a.riáveis), igual a r. 
O quarto parâmetro n é o número de caselas na tabela observada, igual a q. 
O quinto parâmetro iz é zero se z (i,j) = 1 para todo (i,j) e é positivo, caso 
contrário. 
O sexto parâmetros it é o número de íteraç&>s permitido. Se it = O, mn máximo 
de 20 iterações é usado. 
O sétimo parâmetro ms é positivo se os valores esperados da tabela-base forem 
desejados. 
O oitavo panlmetro to é um critério de convergéncia. O padrão é ig11al a 0,001. 
() nono parâmetro icov é positivo se uma estimativa. da covariáncia assitótica dos 
parâmetros for desejada. 
A leitura dos parâmetros, via aTqtúvo inLdat, é em formato livre. 
3. A próxima linha de entrada contém as variáveis independentes do modelo para 
tabela-base. Para x(i,j,k), k varia mais rapidamente e i V'd.Üa mais devagar. A 
leitura é por meio do arquivo in2.dat. 
4. Se forem rc'q_ueridos z (i, j) não--triviais, então eles seguem com j variando mais 
rapidamente. 
5. ():;; nomes das variâveís do modelo seguem em formato a8, contidos no arquívo 
in3.dat. 
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6. A próxima linha de entrada lista a posição ordenada dos n {i, j), em formato livre, 
tanto que as entradas são 1,1 + s (1), 1 + ,., (1) + s (2), etc., contidas no arquivo 
in4.dat. 
7. A tabela observada é lida em duas linhas por casela. A primeira linha está em 
formato livre~ com a primeiTa entrada IX"lra a casela s íg11al a N (h), a segunda 
entrada é igual a g (h) e a terceira entrada é igual a m (h) ,contida"! nos axquivos 
in5.dat. A segunda linha se refere aos valores de i por casela, contidos no axquivo 
in6.du.t, em formato livre. 
8. Após as entradas para a tabela observa.da estão os V'itlon."B iniciais de b(k) em 
fonnato livre, contidos no arquivo in7.dat. 
Exemplo B.l - Modelo Logito para Indivíduos Independentes 
QUADRO B.l -Valor de (i,j, h,s) para cada caselada tabela expandida 
X' 
(Y, ,Y,) (0,0,0,0) (1,0,0,0) (0, 1,0,0) (0,0,1,0) (0,0,0, I) 
(1,1) (1,1,1,1) (1,2,4,1) (1,3,7,1) (1,4,10,1) (1,4,13,1) 
(1,0) (2,1,1,2) (2,2,4,2) (2,3,7,2) (2,4,10,2) (2,4, 13,2) 
(0, I) (3,1,2,1) (3,2,5,1) (3,3,8,1) (3,4,11,1) (3,4,14,1) 
(0,0) (4,1,3,1) (4,2,6,1) (4,3,9,1) (4,4,12,1) (4,4,15,1) 
Tem-se que 
r=5-+ lnc-51 
s(i) =4; 'i = 1, 2, ... l 5 ~ l!nr = f;s(i) = f:4= zol 
- i'-"1 i""' I I 
p=6 
q = 15 ~ In - 15j 
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Exemplo B.2 - I'vlodelo Logito para In<livíduo~ Pareados com heterogeneidade não-
observada. 
QUADRO B.2- Valor de (i,;, h,s) oara cadacaselada tabela expandida, dado w 
X' 
(Ytt ,Y2~,Yt2,Yn)lw (0,0,0,0) (l,O,O,o) (0, I,O,O) (0,0,1,0) (0,0,0,1) 
(I,I,I,I)Iw-0 (1,1,1,1) (1,2,10,1) (1,3,19,1) (1,4,28,I) (1,5,37, I) 
(l,l,l,l)iw~ I (2,1,1,2) (2,2, 10,2) (2,3,1 9,2) (2,4,28,2) (2,5,37,2) 
(l,l,l,O)Iw ~O (3,1,1,3) , 
(1,1, I,O)iw ~ I (4,1,1,4) , 
(1,0,1,1)iw~o (5,1,1,5) , , 
(I,O,I,l)lw~ I (6,1,I,6) , , 
(l,O,I,O)iw ~O (7,1,1,7) 
(I ,O,l,O)i>F I (8,1,1,8) (8,2,10,8) (8,3,19,8) (8,4,28,8) (8,5,37,8) 
(l,l,O,I)Iw~o (9, 1,2,1) (9,2,11,1) (9,3,20, 1) (9,4,29,1) (9,5,38,1) 
(I,1,0,1)iw~ I (10, 1,2,2) 
(1,0,0,I)Iw~o (11,1,2,3) , , 
(I,O,O,I)Iw~ I (12,1,2,4) (12,2,I1,4) (12,3,20,4) (I2,4,29,4) (!2,5,38,4) 
(l,l,O,O)Iw ~O (13,1,3,1) (!3,2,12,1) (13,3,2l,I) (13,4,30,1) (!3,5,39, I) 
(l,l,O,O)Iw ~I (14,1,3,2) 
(I,O,O,O)Iw ~O (15,1,3,3) ' , 
(I,O,O,O)Iw ~ I (16,1,3,4) (16,2,12,4) (16,3,21,4) (16,4,30,4) (16,5,39,4) 
(0,1,I,1)Iw~o (17,I,4,1) (17,2,13,1) (17,3,22, I) (I7,4,31,1) (1 7,5,40, I) 
(0,1,1,1)1w~ 1 ( 18,1 ,4,2) , 
(O,l,I,O)iw~O (I9,1,4,3) 
(O,l,l,O)Iw ~ I (20,1,4,4) (20,2,13,4) (20,3,22,4) (20,4,31,4) (20,5,40,4) 
(O,I,O,l)iw~O (21,1,5,1) (21,2,I4,1) (21,3,23,1) (21,4,32,1) (21,5,41,1) 
(O,I,0,1)iw~ I (22, 1,5,2) (22,2,14,2) (22,3,23,2) (22,4,32,2) (22,5,4I,2) 
(0, I,O,O)Iw =O (23,1,6,I) (23,2,15,1) (23,3,24,I) (23,4,33,1) (23,5,42, 1) 
(O,l,O,O)i>F I (24, I,6,2) (24,2, I5,2) (24,3,24,2) (24,4,33,2) (24,5,42,2) 
(O,O,I,l)lw~o (25,1,7,1) (25,2, I6, I) (25,3,25,1) (25,4,34,1) (25,5,43,1) 
(O,O,I,1)iw~ I (26,1,7,2) , 
(0,0, I ,O)Iw ~O (27, I, 7,3) , 
(0,0, !,O)Iw ~ I (28,1,7,4) (28,2, I6, 4) (28,3,25,4) (28,4,34,4) (28,5,43,4) 
(0,0,0,1 )iw ~O (29,1,8,1) (29,2,17,I) (29,3,26, I) (29,4,35,1) (29,5,44,1) 
(0,0,0, l)lw ~ 1 (30, 1,8,2) (30,2, 17,2) (30,3,26,2) (30,4,35,2) (30,5,44,2) 
(O,O,O,O)Iw ~O (31,1,9,1) (31,2,18,1) (31,3,27,1) (31,4,36,1) (31,5,45, I) 
(O,O,O,O)iw ~ I (32, 1,9,2) (32,2, 18,2) (32,3,27,2) (32,4,36,2) (32,5,45,2) 
Tem-se que 
r=5 -+ lnc=GI 
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5 r, 
s(i)=:>2; i=1,2, .... ó-+ nr=f:=s(i)=I:32=1601 
/. ·-1 '---'1 J 
p=14 -+ lnp=14j 
q=45 -.--.+ ln-cVJI 
Segue uma versão do programa fonte, em que as linhas com letra maiúscula destacam 
alterações feitas no original. 
c PROGRAM DNEWTON.FOR 
c This routine obtains maximum-likelihood estimates for 
c indircctly observcd log-lincar modeL-, by use of the 
c Newton-Raph:mn algoritb.rn, 




nw = 30000 
nw1 = 1000 
to] = 0.001 
xkappa = 10 
tau = 0.1 











e Read the x matrices. 
READ (1,*) nr,np,ne,n,iz,it,ms,to,icov 
if(ít.le.O) it = 20 
if(to.gt.O) tol=to 
nt = nr*np 
c Check size limits. 
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np2 = np*np 
nsize = 2*(nt+n+np+np+np2+nc)+np+np 
if(iz.gt.O) nsize = nsize+nt 
if(nsize.gt.nw) go to 900 
READ{2,*) (work(i), i=1,nt) 
nz = nt+l 
nlab = nz 
nz.z = nt+ rrr 
if(iz.gt.O) nlab = nz+nr 
e RP..a.d z if needed. 
if(iz.gt.O) read(*,*) (work(i),i=nz,nzz) 
if{iz.le.O) go to 3 
do 2 i=nz,nzz 
if(work{i).le.O) go to 800 
2 continue 
3 ns = nlab+np 
nlabb = ns-1 
ntab = ns+nc 
ndat = nc+l 
c Re.ad labels. 
READ{3,'(10(10a8/))') (work(i), i=nlab,nlabb) 
c Read the pointer list. 
if( nc.gt.nw 1) go to 900 
READ(4,*) (ip(i),i=1,nc) 
ip(ndat) = m+l 
ndat. o= ndat.+l 
c Initialize sa.rnple size list. 
nss = ntal)-.-1 
do 5 i=ns,nss 
5 work(i) =O 
c Read the ca.c;es. 
idf= o 
jj = ntab 
ii = ndat 
do 10 j=l,n 
READ(5,99,REC j) DAT(j).],m 
99 FORMAT{I4,12,11) 
WORK(J.J)=DAT(.J) 
if(l.lt..l.or.rn.lt.1) go to 800 
if(l.gt.ne) go to 800 
if(work(jj).gt.O) idf = idf+l 
c Get samplc slzcs. 
work{m;+l-1) = work{ns+l-1)+work{jj) 
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irn = ii+rn+ 1 
if(im.gt.nwl) go to 900 
ip(ii) = l 
ip(ii+1) = m 
ü = ii+2 
READ(6,999,REC~j) (ip(i), i=ii,im) 
999 FORMAT(I2) 
do 7 i=ii,im 
ip(i) = ip(l)+ip(iH 
if(ip(i).ge.ip(l+l)) go to 800 
7 continue 
ü = im+1 
!Ojj =jj+l 
c Count nonempty samplcs. 
do 11 i=ns,nss 
if(work(i).gt.O) idf = idf-1 
11 continue 
e Set up array loeations. 
nb = jj 
nbO = nb+np 
nd = nbO+np 
nbbO = nd-1 
ne = nd+np 
ncov = ne+np 
nccv = ncov+np2 
nex:p = necv+np2 
ncexp = nexp+nr 
nsexp = nee:xp+n 
nla..st = nsexp+nc~1 
nbb = nb0-1 
nee = ncov-1 
ncc = nexp-1 
c Get starting va.lues. 
READ(7,*) (work(i),i-nb,nbb) 
c Report title. 
WRITE(8,'(1x,20a4)') title 
e Commence iterations. 
do 100 l=1,it 
íe =O 
c.=l 
e Compute thc table of exponents. 
12 ii = 1 
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ie = ic+l 
if(ic.gt.JOO) go to 700 
JJ = nex:p 
y=O 
do 20 i=l,nr 
surn = 0.0 
kk = nb 
do 15 j=l,np 
smn = smn+work(ii)*work(kk) 
ü = ii+l 
15 kk = kk+1 
if(Lgt.1) then 
x = sum-dlog(work(jj)) 
if(iz.gt.O) x = x+dlog(work(nz+i-1)) 
if(x.lt.O) X =-X 
if(x.gt.y) y = x 
endif 
if(y.]e.xkappa) work(jj) = dexp(smn) 
if(iz.gt.O) work(jj) = work(jj)*wnrk(nz+i-1) 
20 jj = jjH 
if(Lgt.1.and.ic.eq.1.and.y.gt.xkappa) then 
if(ir.ge.O) then 
call chol(np, work( ncov) ,work(nccv) ,irank) 





do 200 i=l,np 
200 work(nb+i-1) = work(nc+i-1)+c*work(nd+i-1) 
endif 
go to 12 
endif 
c Compute SllillS of exponents for sarnples. 
jj = nsexp 
ii = nexp 
11=0 
do 30 j=l,nc 
sum= O 
kk = U+1 
ll = ip(j+l)-1 
do 25 i=kk,ll 
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sum = sum+work(ii) 
25 ü = ii+l 
work(jj) = sum 
30jj =jj+1 
c Compute sUins of exponents for obserV'cl.tÍons. 
JJ = ncex:p 
ii = ndat 
Stunlik = 0 
do 40 j=1,n 
surn =O 
ll = ip(ii) 
m = ip(ii+l) 
ii = ü+l 
do 35 i=l,m 
ii = ii+l 
kk = ip(ii) 
35 smn = smn+work(nexp+kk-1) 
work(jj) = smn 
x = work( ntab+j-1) 
y = work(ns+ll-1) 
if(y.gt.O.O) ratio = work(nsexp+ll-l)*x/(smn*y) 
if(x.gt.O.O) sumllk = sumlik+x*dlog(ratio) 
ii=ii+l 
40 jj = jj+1 
c Test for instability. 
if(Lgt.l) then 
if( sumwas-smnliklt. ( c*dcr /16.0)) then 
d = c*tau 
c= c*dcr/(2.0*(der-(smnwas-stunlik)/c)) 
if(c.lt.d) c= d 
do 400 i=l,np 
400 work(nb+i-1) = work(nbO+i-l)+c*work(nd+i-1) 
go to 12 
endif 
endif 
c Compute gradient and Hessian. 
do 45 i=ne,ncc 
45 work(i) = O 
ii = ndat 
jj = ntab 
rnrn = neexp 
do 55 í=l)n 
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ll = ip(ii) 
rn = ip(ii+ 1) 
ii = ii+2 
ím = ii+m~l 
do 50 j=llnp 
sum= O 
do 4.8 k=ii,im 
kk = ip(k)~l 
ll = kk*np+j 
48 sum = smn+work(nexp+kk)*work(ll) 
work(nd+.H) = smn/work(rmn) 
50 work(ne+j-1) = work(ne+j~1)+workUi)*work(nd+j~1) 
do 53 j=1,np 
do 53 k=l,j 
sum= O 
do 52 kk=ii,írn 
kkk=ip(kk)~1 
ll = kkk*np+j 
lll = ll+k~j 
x = work(ll)~work(nd+j~1) 
y = work(JJJ)~work(nd+k~l) 
52 srnn = smn+work(nexp+kkk)*x*y 
jjj = necv+j~l+(k~1)*np 
53 work(jjj) = work(jjj)+work(jj)*smnjwork(rnrn) 
nnn = mm+l 
jj =ií+1 
55 ii = irn+l 
do 70 i=l,nc 
ii = ip(i) 
jj = ip(i+l )~ 1 
do 65 j=l,np 
sum=O 
do 60 k=ii,jj 
li= (k~l)*np+j 
60 srnn = smn+work(nexp+k~1)*work(ll) 
wmk(nd+j~l) = smnjwork(nsexp+i-1) 
65 work(ne+j~1) = work(ne+j~1)-work(ns+i-1)*work(nd+j-1) 
do 68 j=l,np 
do 68 k=l,j 
smn =O 
do 67 kk=íiJj 
ll = (kk-l)*np+j 
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li! ~ ll+k-j 
x = work(ll)-work(nd+j-1) 
y ~ work(lll)-work(nd+k-1) 
67 smn = surn+\llork(nexp+kk-l)*x*y 
jjj = ncov+j-l+(k-1)*np 
68 work(jjj) = work(jjj)+work(ru;+i-l)*smn/work(ru;exp+i-1) 
70 continue 
c Find Newton~Raphson step. 
do 75 i=l,np 
do 7G j=l,i 
jj = nccv+(j-1)*np+i-1 
ii = jj-np2 
75 work(jj) ~ work(ii)-work(jj) 
call chol(np,work(ncev),work(nccv),irank) 
ir= irank 
if(irank.lt.O) cal! chol( np, work( ncov), work( nccv) ,irank) 
call solve( np, work(nccv) ,work( ne ), work( nd)) 
c Check on dírectional derivative. 
der= O 
do 77 i=l,np 
77 der= der+work(ne+i-l)*work(nd+i-1) 
Ü=nb 
jj = nd 
kk ~ nbO 
do 80 i=l,np 
work(kk) = work(ii) 
work(ii) ~ work(ii)+workQj) 
ü = ii+l 
kk = kk+l 
80 jj = jj+l 
sumwas = sumlik 
sumlik = strnilik+sumlik 
WRJTE(8,90) l-1,irank,smnlik,c 
90 format(' Itcration = ',i2,', rank = ',i2,', dll-square = ', 
* g14.5,', step size is' J8.5,f estirnates are') 
WRITE(8,'(8fl0.5/)') (work(i),i=nbO,nbbO) 
if(ir.lt.O) WRITE(8,*) 'Hessian was not used at this step' 
if(der.le.tol) go to 110 
100 continue 
110 WRITE(S,'(/a)') 'Coefficients and Standard Errors' 
eall invert(np,work(necv),work(nccv)) 
do 114 i=l,np 
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114 work(nd+i-1) = sqrt(work(nccv+(np+1)*(j-1))) 
j = 1 
120k =j+6 
if(k.gt.np) k = np 
jj = nlab+j-1 
kk = nlab+k-1 
WRITE(8,'(/lx, 7(2x,a8) )') (work(i ),i-jj,kk) 
WRlTE(8,'(1x,7f10.5)') (work(nb+i-1),i-j,k) 
WRITE(8,'(1x,7f10.5) ') ( work(nd+i-1 ),i-j,k) 
j =j+7 
if(k.lt.np) go to 120 
idf = ídf-irank 
WRITE(8,'(/a,f14.5)') ' Wilks chi-square is ',sumlik 
WRITE(8,'(a,i3,a)') ' on ',idf,' degrees of freedom' 
if(ícov.gt.O) then 
ViRITE(8,'(/a)') ' Estimated Asymptotic Covariancc>s of Estimates' 
WRITE(8,'(/a)') ' Param. 1 Param. 2 Covariance' 
do 300 i=1,np 
do 300 j=l,np 
300 WRITE(8,450) work(nlab+í-1), 




WRITE(8,'(/a)') 'Estimated expected values' 
WRITE(8,'(/a)') ' Sarnple Ccll Estímate' 
ü = nexp 
do 500 i=l,nc 
k = íp(í) 
l=ip(i+1) 
jj = 1-k 
y = work(ns+i-1)/work(nsexp+i-1) 
do 500 j=1jj 
x = y*work(ii) 
WRlTE(8,'(í7,i6,f10.3)') i,j,x 
500 ii = ii+l 
stop 
700 write(*, *) ' Failure to prog:rt.'Ss' 
stop 
800 write(*,*) 'Data error for observation ',j 
stop 




c This program uses the modified Cholesky decomposition 
c in lu to solve the equation lux = h. 
subroutirw solve( n,lu,b,x) 
doub1e precision x(n),1u(n,n),b(n) 
double precision surn 
nn=n 
c Lower triangle. 
x(1) = b(1) 
if(1u(1,1).le.O.Od0) x(1) = O.OdO 
if(nn.eq.1) go to 3 
do 2 i=2,nn 
sum = O.OdO 
1 = i-1 
do 1 j=l,l 
1 sum = smn+lu(i,.i)*x(.i) 
x(i) = b(i)-sum 
if(hr(i,i).le.O.Odü) x(i) = O.OdO 
2 continue 
c Upper triangle. 
3 i= nn 
if(lu(i,i).gt.O.OdO) x(i) = x(i)/lu(i,i) 
if(hr(i,i).le.O.OdO) x(i) = O.OdO 
if(nn.eq.l) retmn 
do 5 k=2,nn 
sum = O.OdO 
1 =i 
i = i-1 
if(lu(i,i).le.O.OdO) x(i) = O.OdO 
if(!u(i,i).le.O.OdO) go to 5 
do 4 j=l,nn 
4 smn = sum+lu(ij)*x(j) 




c Compute inverse for n by n rnatrix with modified Cholesky 
c decomposition tri. 
subroutine invert(n,tri,xinv) 
double precision tri(n,n),xinv(n,n) 
double pr<.->cision Slllil 
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nn = n 
c Invert diagonais. 
do 1 i=l,nn 
if(tri(i,í).gt.O.O) xínv(í,i) = 1.0/tri(i,i) 




do 4 i=2,nn 
ii = i-1 
do 4 k=l,ii 
sum = -tri(i,k) 
if(k.ge.ii) go to 3 
kk = k+l 
do 2 j=kk,ii 
2 sum = sum-tri(ij)*xínv(j,k) 
3 xinv(i,k) = sum 
4 xinv(k,i) = xinv(i,k)*xinv(i,i) 
c Full in:verse 
do 7 i=1,nn 
ii = i+l 
do 7 j=l}i 
sum = xínv(j ,i) 
íf(Leq.nn) go to 7 
do 6 k ii,nn 
6 smn = st.rm+xinv(k,i)*xinv(j,k) 
7 xinv(ij) = stiiD 
do 10 i=2,nn 
ü = i-1 
do 10 j=1,ii 
10 xinv(j,i) = xinv(i,j) 
return 
end 
c This program computes the modified Cholesky decomposition 
c of the n by n nonnegative defirúte syrnmetric matrix sym. 
c Output is tri. Inmk is the rank of syrn. If sym is not 
c negative definite, irank is -1. 
subroutine chol(n,sym,tri,ll:ank) 
double precision sym(n,n),tri(n,n) 
double precision smn,x 
data toljl.Oe-12/ 
nn = n 
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irank =O 
do 6 i=l,rm 
x = tol*sym(i,i) 
tri(l,i) = sym(i,l) 
if(i.eq.l) go to 4 
if(tri(l,l).gt.O.O) tri(i,1) = tri(l,i)/tri(1,1) 
do 3 j=2,i 
if(jJt.i) then 
if(tri(jj)Je.O.O) go to 3 
endif 
sum = O.OdO 
k = j-1 
do 21=1,k 
2 sum = sum+tri(i,l)*tri(l,j) 
tri(j,i) = sym(ij)-stun 
if(jJt.i) tri(i,j) = tri(j,i)/tri(j,j) 
3 continue 
4 if(tri(i,i).gt.x) irank = irank+l 
if(tri(i,i).gb) go to 6 
if(tri(i,i)Jt.(-x)) ira:nk = -1 
if(irankJt.O) return 
do 5 j=l,nn 
tri(iJ) = 0.0 
5 tri(j,i) = 0.0 
6 continue 
retnrn 
end 
151 
