To achieve sufficient statistical power in a survival analysis, it usually requires a large amount of data. Data sharing across institutions could be a potential workaround for providing this added power. Limitation The proposed method serves as a proof-of-concept, in which a publicly available dataset was used to evaluate the performance. We do not intend to suggest that our method can resolve policy and engineering issues related to the federated use of institutional data, but they should serve as evidence of the technical feasibility of the proposed approach.
learning. Therefore, it is important to develop accurate distributed computational algorithms to enable accurate survival model learning across multiple sites. The proposed method is specifically designed to handle the problem of building a shared accurate Cox model without sharing patient-level data.
MATERIALS AND METHODS

Cox model
The hazard function in a Cox model [9] , which represents the hazard at time , takes the form (1) Here, is the baseline hazard function; and are dimensional vectors of explanatory variables and model parameters, respectively. The ratio between and can be calculated from the data even if is not specified explicitly, since it is based on survival at each time point i. For this reason, helps estimate a proportional hazard, not an absolute hazard. In practice, many partial likelihood based methods [28, 29] are widely used for estimating .
Breslow et. al. introduced an approximate partial likelihood function [29] to handle the situation with tied event times. Breslow's partial likelihood function can be expressed as follows
where is the total number of distinct event times; and are the index sets of subjects with observed events (e.g., death) and at risk for the event, respectively, at the -th distinct event time with ;
is the count of tied survival times at event time i. is the realization of the dimensional explanatory variable for a subject indicated by the superscript .
Based on the partial likelihood function in (2), the log likelihood , its first order derivative , and its second order derivative , where are the indices of theth and -th element in the parameter vector , respectively, can be calculated as follows,
Using the Newton-Raphson algorithm [28] , the parameters that maximize the likelihood function at the -th iteration can be updated until convergence as:
.
Furthermore, the baseline hazard function in Breslow's approach [2] is defined as ∑ ̂
where is -th distinct event time, and ̂ is the best estimate learned in (6) that maximizes the likelihood function.
The survival function of the subpopulation with explanatory variable is given by
which can be used to generate a survival curve and test predictions.
Distributed Cox model
As mentioned above, the traditional Cox model requires that data be gathered in a central repository. In this section, we propose a distributed Cox model. Specifically, each participant from different data repositories is able to upload aggregated statistics without revealing patient-level data at each iteration (i.e., each update of coefficients), and the model parameters trained at the global server can generate the same model outputs (i.e., estimated parameters) as those would have been generated in a centralized model. Some authors [30] showed that the order of aggregation of the population may have impact on mutual information calculations, but this is not the case for the proposed algorithm because the decomposition is done at each iteration and is mathematically equivalent to performing updates using centralized data. In this section, the mathematical derivation demonstrates that the distributed Cox model under the Breslow likelihood assumption is mathematically equivalent to the centralized Cox model.
Suppose that there are participant sites in a survival study. Then, the first and the second order derivatives and can be rewritten as:
and
where and are subsets of and denoting subjects from the -th participant site, and . In (10), the count is replaced by ∑ , so that it can be aggregated from distributed sites. According to (9) and (10) 
3: Global initialization:
The global server requests distinct event times from each site to initialize the parameters and .
Additionally, the global server aggregates the incoming statistics from all sites as ̂ ∑ ∑ ∑ based on (10). The server initializes and disseminates it to each site. We can iteratively update the model parameter until it converges through (A1: lines 4 to 12). Finally, the converged model parameters will be reported and sent to each client to allow survival predictions.
Implementation
In this section, we focus on the development of the webservice for the distributed Cox model Procedure: When entering WebDISCO, the user can choose to log into the system, register, read instructions, or directly create a new task via an anonymous login (see Figure 2 as an example). The registration step requires the following information: user name, email address, and password. The input information is checked by the system. To minimize user burden, anyone can use WebDISCO without registration. Only a registered user has the ability to access his/her study analysis history.
When a user initializes a task, he/she needs to specify the following parameters: task title, expiration day, email address for participants, maximum number of iterations, and criterion for terminating the process and location of input data. The description of the data is an optional field. The create button is disallowed until all the information has been checked and validated. To ensure consistency, the training set used by each participant is required to be in exactly the same format.
Once a task is created, both the task creator and invited participants are informed by emails originated by the WebDISCO service. A unique link hashed with the task name and the participant's email is provided in each email. All the participants can specify the path of their local training data in WebDISCO.
When triggered by the task creator, the server starts interacting with the clients. First, the clients send their survival times to the server, and the server responds with a list of unique survival times (i.e., time points in which at least one event occurred at any of the sites) to synchronize all the clients. Then, the global server will collaborate with all clients to start the computation based on Algorithm 1. During the computation, the web page will show the progress in learning parameter estimates. After the computation, the user can obtain globally learned model parameters. The user can also click on the test button to evaluate the local data based the globally learned survival function.
2) Software: HTML5 standards make it possible to build self-contained applications for modern browsers without knowing the specific server side language used to serve pages containing the application. Although such applications are cutting edge, there are strong limitations. Due to the constraint of keeping data locally, the majority of the computation task will need to take place in client side web browser rather than on server side, which is in conflict with the heavy-server light-client architecture and limits the duration of the iteration to that of the slowest web browser among all the sites.
To address this challenge and ensure wide accessibility, we developed a signed communication between Servlets and Applets based on JAVA technology, which is deployable in a variety of host environments. The Applets are embedded in webpages to handle local computation so that original data are never sent to the server. Since only signed Applets can execute and communicate with Servlets, we can easily check the validity of inputs from participants on the server side. Based on the JAVA backbone, the front-end consists of AJAX webpages supported by JSP, which dynamically reflect user and task status.
Safari, Firefox and Chrome browsers currently support WebDISCO. Note that other implementations of distributed algorithms are possible, but we wanted to illustrate a simple one in which there is no need to download any particular software.
RESULT
The dataset used in our experiment is publicly available in the UMASS Aids Research Unit (UARU)
IMPACT study [31, 32] . The purpose of the study was to investigate how different treatment programs affect the drug abuse reduction and high-risk HIV behavior prevention. The original UARU dataset contained 628
observations, where 574 records were kept after missing data removal and 8 variables were used in this study including age, Beck depression score, Heroin/Cocaine use, IV drug use, number of prior drug treatments, race, length of the treatment and treatment site. Moreover, we introduced dummy variables to convert nonbinary categorical variables into binary indicators as summarized in Table 1 . We split the UARU dataset of 574 records into a training dataset with 295 records and a test dataset with 279 records for prediction purposes. Furthermore, the training dataset was split into 2 subsets with 244 and 51 records based on the treatment site (i.e., site A or B as listed in Table 1) , respectively. Table 2 shows the estimated parameters for the proposed WebDISCO service with 1-site and 2-site settings, where we observed identical results at the precision of . The coefficients differences between centralized R and WebDISCO implementations are also compared in Table 2 , and range from to . The response time for distributed model learning using the proposed WebDISCO website is very short (5 to 10 seconds) to support a realtime webservice, as shown in Table 3 , we can see that the response time is less than 10 seconds among all participant sites.. Given the model parameters learned in WebDISCO, Figure 3 depicts the time-dependent AUC to measure discrimination based on the method proposed by Chambless and Diao [34] using a test dataset with 279 records. When comparing the "baseline" (no-discrimination) performance in Figure 3 , the learned Cox model resulted in AUCs ranging from 0.64 to 0.75 for different time points. Finally, Figure 4 illustrates survival curves resulting from the application of the global model (i.e., the model learned in a distributed manner) to two randomly selected patient records from site A (in blue) and site B (in red). We illustrate different individual survival curves produced from the model that used information from both sites (without transmitting patient-level data across sites) to provide improved personalized predictions. The red and blue survival curves correspond to applying the global model (learned in a distributed manner) to two randomly selected patient records from site A and site B (test data), respectively, using the baseline survival estimated using Breslow's approach. Figure 4 illustrates that survival curves of individual patients can be obtained without exchanging patient level data across sites. Table 4 lists the attribute values of two randomly selected patients for readers' reference. Table 4 Attribute values of two randomly selected patients from Site A and Site B.
AAE BDS HU CU IVDUPN IVDURN NPDT RACE TREAT SITE time censor
P1 32 4 1 1 0 0 4 1 1 0 313 1 P2 24 15 0 1 1 0 0 0 0 1 238 1
LIMITATIONS AND DISCUSSION
The proposed study just scratches the surface in terms of distributed computing on sensitive data. It addresses the algorithm aspects by showing that it is mathematically sound to decompose the Cox model by sites, and illustrates a simple proof-of-concept implementation that suggests that technical barriers are addressable. The study has some important limitations. First, a public dataset [31,32] was used to evaluate the accuracy of federated survival analysis. Using real data generated by partnering institutions would be indeed better to test whether our proposed solution would be acceptable to health system leaders, but it would require cross-institutional IRB approval for a specific study with named investigators, which would make it hard for external users to check the results. Federated use of institutional data involves multiple aspects, such as distributed algorithm development, secure and practical engineering implementation and adherence to policy. The proposed solution limits its focus on the algorithm development with a proof-ofconcept web service implementation and does not imply that it would be readily adopted by health systems.
The current implementation of WebDISCO has an important limitation in handling high dimensional data. [19] . In future work, the proposed WebDISCO framework will need to accommodate its Common Data Model (CDM) and be released as production-level software for OHDSI. Our ultimate goal is to contribute to the large-scale distributed data analysis project with WebDISCO and other distributed statistical models. This article's goal is to serve primarily as a proof of concept for the decomposition algorithm we developed for distributed Cox regression analyses.
CONCLUSION
We introduced WebDISCO, a proof-of-concept webservice to provide federated Cox model learning without transmitting patient-level data over the network. WebDISCO has an interactive UI so that nonstatisticians can use the system without difficulty. When several institutions participate, the analysis employs all datasets to produce reliable results that are expected to be more generalizable than those produced by a single institution. The proposed framework demonstrated the feasibility of a federated survival analysis algorithm to facilitate collaboration across different institutions. However, the proposed framework is limited as it does not deal with the policy and engineering concerns related to federated use of institutional data. We envision that additional distributed models will continue to be added to the arsenal of distributed statistical methods that can now be easily available to investigators worldwide. Survival curves of individual patients were obtained by using model estimates and a baseline survival curve, without exchanging patient level data across sites.
