We develop a stochastic metapopulation model that accounts for spatial structure as well as within patch dynamics. Using a deterministic approximation derived from a functional law of large numbers, we develop conditions for extinction and persistence of the metapopulation in terms of the birth, death and migration parameters. Interestingly, we observe the Allee effect in a metapopulation comprising two patches, despite it having decreasing patch specific per-capita birth rates.
Introduction
The field of metapopulation ecology concerns the study of populations with a specific spatial structure where the population is separated into geographically distinct patches or islands. There has been a high level of interest in the field since the late 60s [1, 2] , and this has continued to the present (see [3, 4, 5, 6] and references therein). Of significant concern to ecologists is the survival of the population and under what conditions the population might become extinct. Mathematical models have proved useful in addressing these questions.
Many models employ the presence-absence assumption, that is, they simply record whether or not each patch is occupied. This assumption is employed in the two most widely used metapopulation models: Levins' model [1] and Hanski's incidence function model [4] .
Hanski's model has proven extremely successful in incorporating landscape structure and quality into the metapopulation dynamics. More generally, the presence-absence assumption has simplified modelling, data collection and analysis for a number of metapopulations [7, 8, 9, 10, 11, 12, 13, 14] . However, this assumption is not always adequate, for example in stock dynamics where more detail is required [15] .
On the other hand, structured metapopulation models (SMMs) such as [16, 17, 18, 19, 20] model the births, deaths and migration of individuals directly, and the number of individuals present on each patch is recorded. The parameters of SMMs are easily interpreted as percapita birth, death and migration rates, rather than abstract parameters such as patch level extinction and colonisation rates. Furthermore, SMMs give far more detail about the state of the metapopulation than is possible under the presence-absence assumption. Unfortunately, the SMMs cited above impose a number of unrealistic assumptions on the metapopulation; they fail to account for the spatial configuration of patches and assume that migration patterns are homogeneous across all patches.
We introduce a metapopulation model that is structured in respect of both spatial configuration and within patch dynamics. Our model has the form of a Markov population process introduced in [21] . Previous analyses of this class of models have focussed on determining expressions for moments and stationary distributions [3] . However, the restrictions that these analyses require are not natural in the present context since our model has an absorbing state corresponding to extinction. In this case, the stationary distribution would necessarily assign all its probability mass to the extinction state, and thus would not provide useful information about any quasi-stationary regime (being a common feature of metapopulation models [22] ). Instead, we analyse this model by determining a simpler approximating differential equation based on the work of Kurtz [23] and Pollett [24] .
Using the differential equation, we are able to determine conditions under which the metapopulation will go extinct quickly or persist for an extended period of time. We are also able to identify more complex dynamics such as the presence of an Allee effect for some range of parameters. An Allee effect refers to populations exhibiting an increasing per capita growth rate at low population density levels. In our model, the per-capita growth rate is initially negative, and so the metapopulation exhibits a critical threshold below which the metapopulation goes extinct.
The paper is organized as follows. We begin, in Section 2, by detailing our model.
The differential equation approximation is described in Section 3. In Section 4, we analyse the long-term behaviour of the approximating deterministic model, deriving conditions for extinction or persistence, and demonstrate the possibility of an Allee effect. Some examples are given to illustrate our results. Our conclusions are summarised in Section 5.
The Model
Our model is an example of Kingman's [21] Markov population process. Define, for any positive integer J, S J as the set of J-vectors n = (n 1 , . . . , n J ) where the n i are non-negative integers. A simple Markov population process is a Markov process on a subset S of S J whose only nonzero transitions rates are given by
where e i is the unit vector with a 1 in the ith position. In the present context, J is the number of patches in the metapopulation and n i (t) is the number of individuals occupying patch i at time t. The Markov process (n(t), t ≥ 0) describing the state of the metapopulation takes
. . , N J } and has nonzero transition rates Figure 1 : Illustration of the dynamics for patch i and migration to and from patch j.
where
These rates correspond to: an increase on patch i due to a birth (4), a decrease on patch i due to a death or removal from the system (5) and a migration from patch i to patch j (6). The parameters d i , λ ij and N i are the per-capita death rate, proportion of individuals migrating from patch i to patch j (or out of the system if j = 0) and the population ceiling for patch i, respectively. The birth rate function b i (·) determines the per-capita birth rate given how densely populated patch i is. The function φ i (·), henceforth referred to as the migration function, represents the rate at which individuals leave patch i. Figure 1 illustrates these transitions.
We note that the models of Renshaw [3] and Arrigoni [17] have a number of features in common with our model. The main difference with Renshaw's model is in the linearity of the birth and migration rates. That linearity excludes the possibility of a carrying capacity at each patch. Arrigoni's model included catastrophes, that is, the possibility of the instantaneous death of all individuals on a given patch. However, it assumed that the birth, death and migration rates were the same for all patches and, as in Renshaw's model, it could not incorporate a carrying capacity at each patch.
Differential equation approximation
We will apply Theorem 3.1 of Pollett [24] which allows us to approximate the path of our process by the solution to a system of differential equations. To do this we first need to establish that our model is density dependent in the sense of Kurtz [23] , or at least asymptotically density dependent [24] .
Define the population ceiling as the sum of all patch ceilings N := j N j . The population density at patch i is the number in patch i measured relative to N and is given by X 
Suppose that the functionsφ
for all n ≥ 1 and N ≥ 1. Then, the rates (4), (5) and (6) can be written as
Assume there exists bounded Lipschitz continuous
and also
We may then conclude that F (N ) (x) → F (x) as N → ∞, uniformly on E, where
for i = 1, . . . , J. Therefore, the family of processes indexed by the population ceiling N is asymptotically density dependent according to Definition 3.1 of [24] . Next we apply Theorem 3.1 of [24] , the analogue of Theorem 3.1 of Kurtz [23] for asymptotically density dependent families of processes. The conditions of this theorem are fulfilled as f N (x, l) is bounded on E for all N and l and is nonzero for only finitely many l. Recall that λ ij is the proportion of individuals emanating from patch i who are destined for patch j. Thus,
and so we may rewrite F (x) as
It can be seen that F is Lipschitz continuous on E. Hence, the conditions of Theorem 3.1 of [24] are satisfied, and we conclude that the density process converges in probability over finite time intervals to the solution x(t, x 0 ) of the deterministic model
as N increases. More precisely, we have the following result. (7) and assume also that the functions b i satisfy (8) . If X N (0) → x 0 ∈ E\∂E as N → ∞ and x(s, x 0 ) ∈ E\∂E for 0 ≤ s ≤ t, then, for every t > 0 and δ > 0,
Although the above result holds only in the limit as N → ∞, explicit bounds on Pr sup s≤t |X N (s) − x(s, x 0 )| > δ for finite N could be determined using Theorems 4.1 and 4.2 of [25] . Furthermore, the fluctuations of the stochastic process X N about the deterministic trajectory x(·, x 0 ) can be scaled as N → ∞ to yield a Gaussian diffusion in the limit. As the diffusion limit is not of immediate use in our analysis, we defer its description to the Appendix. These results go some way to justifying the use of the deterministic model (10) to approximate the behaviour of our metapopulation model when the population ceiling N is large. In what follows, we identify the fixed points of our deterministic model, investigate their stability, and thus elucidate conditions for persistence and extinction of the metapopulation.
Equilibrium Behaviour
The basic problem we seek to address is to understand what happens to the metapopulation in the long term. If the population ceiling N is finite then it is known that the metapopulation will eventually go extinct. However, for N sufficiently large, the time to extinction may be very large and the metapopulation may settle into some quasi-equilibrium state before going extinct. In this section, we examine the quasi-equilibrium state of the metapopulation described by the Markov population process (4) by examining the fixed points of the limiting deterministic model given by (10) . We make the following assumptions about the population dynamics:
(A) The migration functions are linear: φ i (n) = φ i n, where φ i > 0 for all i (implying that
(B) For all i and j, λ ij = 0 implies λ ji = 0. (E) The parameters φ i , λ ij and
Assumption (A) stipulates that the rate at which individuals leave a patch is proportional to the number of individuals in that patch; as the patch becomes more crowded, individuals leave at a greater rate. Whilst it is true that this assumption simplifies our analysis, there is considerable empirical evidence to support it [26, 20] . Assumption (B) implies that all migration paths must allow two-way movement; if an individual moves from patch i to patch j, it must be possible to return without needing to go through other patches. Assumption (C) excludes the possibility that any patch or group of patches is isolated. If Assumption (C)
did not hold, then the metapopulation could be divided into a number of smaller metapopulations that could each be analysed separately. Assumption (D) implies that as a patch becomes full and less space is available for new individuals, the birth rate decreases. When the patch is full, the birth rate is 0. In a empty network, Assumption (E) translates to every patch having the same maximum migration rate to any other patch. For example, in a symmetric case, λ ij = λ ji for all i, j, individuals would migrate away faster from a smaller patch than a larger patch. Although this restriction is quite strict, it is not required for all of our results. Under these assumptions, we will analyse the behaviour of a population governed by (10) .
In our analysis, we employ the concept of a partially ordered flow. For vectors a, b ∈ R J , the inequality a ≤ b will mean that a i ≤ b i for all i while a < b will mean a ≤ b with a j < b j for at least one j. The solution x(t, x 0 ) of the ODE (10) 
Define the open set
and (B), ∇F ij (x) ≥ 0 for sufficiently small. Thus, the flow of F is partially ordered on U .
Proposition 4.1. Assume (A) and (B) hold. The set E is a positive invariant set for the flow defined by (10) . That is, if x 0 ∈ E, then x(t, x 0 ) ∈ E for all t ≥ 0.
Proof. Note that E ⊂ U and for any x 0 ∈ E, 0 ≤ x 0 ≤ M . As the flow is partially ordered
Therefore, to show that E is a positive invariant set it is sufficient to show that x(t, 0) ∈ E and x(t, M ) ∈ E for all t ≥ 0. Consider the trajectory starting at M . The elements of F (M ) are given by
Therefore, for all s > 0 sufficiently small, x(s, M ) < M , which implies that x(ns, M ) ≤ M , where n ∈ Z + , again by partial ordering. Therefore, for all t ≥ 0,
At the lower boundary, F (0) = 0 so x(t, 0) = 0 for all t ≥ 0. This, combined with (11) and (12), implies that x(t, M ) ∈ E for all t ≥ 0. This completes the proof.
Extinction
As noted earlier, although the eventual extinction of the Markov population process is certain, the process may take a very long time to reach the extinction state. However, if the deterministic process (10) converges to the extinction state quickly, then, from Theorem 3.1, it would be reasonable to conclude that the Markov population process also goes extinct quickly. The following theorem describes the behaviour of the deterministic process in a neighbourhood of the extinction state. 
with strict inequality for at least one i, the fixed point 0 is asymptotically stable. If there is no y ∈ R J + \{0} satisfying (13), then 0 is unstable.
Proof. Under Assumption (A), 0 is a fixed point of (10), that is F i (0) = 0. The elements of the Jacobian of F at 0 are given by
As all parameters are non-negative,
J 0 is irreducible, meaning for every pair (i, j) there is an integer m such that (J m 0 ) ij > 0. Henceforth we will exploit properties of J T 0 , noting that its eigenvalues are the same as those of J 0 . Since J T 0 is also a Metzler matrix, Theorem 2.6(c) of [28] implies that J T 0 has a real eigenvalue r which is greater than the real part of any other eigenvalue of J (13) . Now write F (x) in (10) as
It can be seen thatF (x) is Lipschitz continuous on E and that
If r < 0, then 0 is an asymptotically stable fixed point by Theorem 7.1 of [29] . If r > 0, then 0 is unstable by Theorem 7.3 of [29] . It must be noted that Theorem 4.1 does not deal with the case of equality in (13) for all i. This corresponds to the case of where the maximum eigenvalue of J 0 is 0. Our numerical studies have shown that, in such cases, the stability of 0 is model specific. This is demonstrated in Figure 2 . In plot A, the trajectory begins with both patches being full and the metapopulation tends towards the extinction state. As the system is partially ordered, every other trajectory in E will also tend towards the extinction state implying it is globally stable. However, in plot B, the trajectory begins with both patches near extinction and the metapopulation moves away to a nonzero fixed point. Hence, in the second case, the extinction state is unstable.
The conditions given in Theorem 4.1 are not easily interpreted, particularly for metapopulations consisting of a large number of patches. The following corollaries provide simpler sufficient conditions for stability/instability of the extinction state.
with a strict inequality for at least one i, 0 is asymptotically stable, while if
0 is unstable.
Proof. Take y = 1. The condition for the asymptotic stability of 0 from Theorem 4.1 is satisfied if
with a strict inequality for at least one i. Using (9) we may express (17) as
0, for all i, which gives rise to (16a). To prove the second part of the corollary, we can apply Corollary 1 of Theorem 2.8 of [28] to J 0 to give the following lower bound on r, the largest real part of the eigenvalues of J 0 :
Recalling (9) again, (18) becomes 
Proof. If (19) holds for some i, then, for any vector y ∈ R J + \{0},
Thus there is no y ∈ R J + \{0} satisfying inequality (13) and, according to Theorem 4.1, 0 is unstable.
The above results only address the behaviour of the system when it starts in a neighbourhood of the extinction state. It may be that the metapopulation can persist if it is initially densely populated, such as for a metapopulation with Allee effect [30, 31] . Due to the partial ordering of the flow, an Allee effect would be observed if there exists a nonzero fixed point and 0 were asymptotically stable. The following result shows that if Assumption (E) is imposed and inequality (13) Before giving the proof of this theorem we first derive an upper bound on x(t, x 0 ). 
Then x(t, x 0 ) ≤ y(t, x 0 ) for all t ≥ 0.
Proof. The solution to (20) is given by y(t, x 0 ) = e J 0 t x 0 and we can write the unique solution to (10) as
whereF (x) is given by (14b). Under Assumptions (D) and (E),F i (x) ≤ 0 for all x ∈ E.
Furthermore, as J 0 is an irreducible Metzler matrix (from the proof of Theorem 4.1), we can apply Theorem 2.7 of [28] to conclude that e tJ 0 is positive for all t ≥ 0. It follows that
We can now use Lemma 4.1 to show that 0 is globally stable under the conditions of Theorem 4.2.
Proof of Theorem 4.2. When there exists y ∈ R J + \{0} such that (13) holds, the eigenvalue of J 0 with largest real part, r, satisfies r ≤ 0 and has algebraic multiplicity one [28, Theorem 2.6 (a,c,d,e)]. Applying Theorem 6.1(b) of [29] , there exists a positive constant C such that y(t, x 0 ) ≤ C x 0 . Therefore, y(t, x 0 ) is bounded uniformly in t ≥ 0 and x 0 ∈ E. Next we know x 0 ≤ M for all x 0 ∈ E. Therefore, if x(t, M ) → 0 then, due to partial ordering, x(t, x 0 ) → 0 for all x 0 ∈ E also. So we will only consider x(t, M ). As E is a positive invariant set, from Proposition 4.1, x(s, M ) ≤ M for any s ≥ 0. Due then to partial
Hence, x(t, M ) is monotone decreasing and bounded, implying that it has a limit as t → ∞ which we denote by α. The proof will be complete if we can show that α = 0.
Suppose r < 0. From Theorem 4.5 of [32] , y(t, x 0 ) → 0 for any x 0 ∈ E. Since y(t, x 0 ) bounds x(t, x 0 ), x(t, x 0 ) → 0 for any x 0 ∈ E, showing α = 0. Now suppose r = 0 and that 0 < α. With Assumptions (D) and (E), this implies that there exists a β > 0 such that −F (x(t, M )) ≥ β for all t > 0. Since e tJ 0 is positive for all t ≥ 0 [28, Theorem 2.7], it follows
From Theorem 2.7 of [28] we know that e sJ 0 = wv T + O(e λs ), elementwise, as s → ∞, where λ < 0, and w and v are the positive right and left eigenvectors of J 0 corresponding to the eigenvalue r normed so that v T w = 1. Therefore, the integral on the right-hand side of (22) tends to negative infinity as t → ∞. Hence, from Lemma 4.1 (equation (21)) and recalling that y is bounded, we can take t sufficiently large so that x(t, M ) < 0. This is a contradiction since, from Proposition 4.1, x(t, M ) ∈ E for all t. Therefore α = 0 and x(t, x 0 ) → 0 for all
Persistence
Theorem 4.1 shows how the metapopulation behaves when near extinction but does not provide any information concerning the behaviour of the metapopulation away from the extinction state. Theorem 4.2 provides a complete description of the metapopulation when the model satisfies Assumption (E) and inequality (13) . This subsection studies the behaviour of the metapopulation when condition (13) does not hold. (13), E contains at least one nonzero fixed point x (1) * and, for all x 0 such that 0 < x 0 ≤ x (1) * ,
Proof. Suppose that there is no y ∈ R J + \{0} satisfying (13), then the eigenvalue of J 0 with largest real part, r, satisfies r > 0 and has algebraic multiplicity one [28, Theorem 2.6 (a,c,d,e)]. The corresponding eigenvector v of J 0 satisfies v > 0. Finally, as E is a positive invariant set we may apply Theorem 2.8 of [27] . Combining parts (1), (4) and (5) of Theorem 2.8 [27] , we can conclude that either x(t, x 0 ) → x (1) * or x(t, x 0 ) → ∞ for all x 0 ≥ 0, x 0 = 0 where x (1) * > 0. As E is a positive invariant set, x(t, x 0 ) ≤ M . Hence,
This theorem shows that for sufficiently small x 0 = 0, trajectories will tend to a nonzero fixed point. Furthermore, due to partial ordering, x (1) * ≤ lim inf t→∞ x(t, x 0 ) for all x 0 ∈ E\{0}, implying that the metapopulation will persist. However, Theorem 4.3 does not preclude the possibility of another nonzero fixed point. This issue is addressed in the following theorem under Assumption (E). (1) * and x(t, x 0 ) → x (1) * for all x 0 ∈ E\{0}.
As in the proof of Theorem 4.2, we first derive an upper bound on x(t, x 0 ).
Lemma 4.2. Assume (A) -(E) hold and let y(t, y 0 ) be the solution to
Proof. We know that y(t, x 0 ) = x (1) * +e J 1 t (x 0 −x (1) * ). With the simple change of coordinates z = x(t, x 0 ) − x (1) * , together with Assumption (E), we can write the solution to (10) as
whereF (x) is given bȳ
Under Assumption (E),F (x(s, x 0 )) ≤ 0 for x(s, x 0 ) ∈ E. As in Lemma 4.1, e J 1 t is a positive matrix since J 1 is an irreducible Metzler matrix. We then conclude that x(t, x 0 ) ≤ y(t, x 0 ) for all t ≥ 0. (23)) and recalling that y is bounded, we can take t sufficiently large so that x(t, M ) < x (1) * . This is a contradiction as the flow is partially ordered and x (1) * is a fixed point. Therefore α = x
(1) * and x(t, x 0 ) → x (1) * for all x 0 ∈ E\0.
As before, the conditions for persistence can be quite difficult to interpret. If we assume that Assumption (A) to (E) hold then, according to Theorem 4.4, if condition (13) does not hold, the population will tend towards a unique nonzero fixed point. We can write this fixed point explicitly if
It is rather simple to show that x * ∈ E\{0}, with elements
trajectories converge to x * .
Allee Effect
Under Assumption (E), we have shown that when there exists a y ∈ R J + \{0} satisfying (13) , the metapopulation will tend towards the extinction state 0. Otherwise, the metapopulation will tend towards a nonzero unique equilibrium level regardless of its initial value. However, it has been observed for some populations that whether it progresses towards extinction or a nonzero equilibrium depends on the initial population size. This is known as the Allee effect [33] . Courchamp et al. [34] For sufficiently small ε > 0, we can approximate y := (y 1 , y 2 ) to first order by
We do not give the expression for C 3 (x) here owing to its length.
For the metapopulation to display an Allee effect, 0 must be stable. Using Theorem 4.1, the fixed point 0 is stable if there exists y ∈ R 2 + \{0} such that
with strict inequality in one of (25) and (26) . Such a y exists if
Inequality (27) implies γ > 0 which implies C 1 > 0. A nonzero fixed point is present in
Therefore, if the metapopulation parameters are such that R
0 > 1, γ > 0 and (28) is met, then there exists an ε > 0 sufficiently small such that the three points (0, y (1) and y (3) ) are
Thus we have one stable fixed point at 0 and two nonzero fixed points whose stability is unknown. Let x (i) * , i = 1, 2, denote the nonzero fixed points. As the flow is partially ordered, for any x 0 such that x (i) * ≤ x 0 , we have x (i) * ≤ lim inf t→∞ x(t, x 0 ). Therefore, the metapopulation will persist if it is initially sufficiently large. We can conclude that the metapopulation can display an Allee effect for a certain range of parameters. Figure 3A extinct.
In Figures 3 and 4A , the three fixed points are partially ordered with the largest fixed point stable and the other nonzero fixed point unstable. There is some theoretical evidence that this holds in general. If all the eigenvalues of ∇F (x (2) * ) have negative real parts, then Proposition 2.9 of [27] implies that x (1) * ≤ x (2) * and at least one eigenvalue of ∇F (x (1) * ) has nonnegative real part. On the other hand, if one of the eigenvalues of ∇F (x (1) * ) has positive real part, then Theorem 2.8 of [27] implies that Exhibiting the existence of an Allee effect in metapopulations is not new. Both Amarasekare [30] and Zhou & Wang [35] have proposed models displaying an Allee effect. However, in contrast to those models, the Allee effect observed here is not due to a manipulation of the birth rate function. Without migration between patches, our metapopulation model will not exhibit the Allee effect; it is induced by the migration of individuals. In a two-patch model where the Allee effect is observed, removing migration between patches will force the system to tend towards extinct.
We have so far focussed on the case where γ > 0. However, interesting behaviour can also be observed if γ < 0. In that case, if 1 + α R
(1) 1 Figure 4B . One trajectory starting with patch 2 empty and patch 1 at 8% capacity tends towards a nonzero fixed point. However, when patch 1 begins at 32% capacity the trajectory tends to a larger (by partial ordering) fixed point. These two fixed points are also separated by a unstable fixed point.
Example
The sea otter (Enhydra lutris) in the north-east Pacific Ocean has been studied by various groups [36, 37] . Estes [37] studied five populations in this region: Attu Island, south-east Alaska, British Columbia, Washington State and central California. The migration rate between these 5 locations is not large. However, Amchitka Island, a previously unoccupied island adjacent to Attu Island, became occupied with sea otters. We consider a two-patch model to describe the evolution of the sea otter population in these two islands. Siniff and Ralls [36] determined an age distribution for the lifespan of the sea otter from which we can determine the average age of a female to be 5.18 years. Therefore, we set d i = 0.2 ≈ 5.18 From Corollary 4.2, if the average time an otter spends on one island before migrating is greater than 4.17 years, the extinction fixed point 0 is unstable and trajectories will tend away from it. In that case, Theorem 4.3 implies the population will persist.
Next we consider the case where the average time an otter spends on one island before migrating is less than 4.17 years. By Theorem 4.1, extinction occurs if there exists a y ∈ R 2 + \{0} such that inequalities (25) and (26) hold, equivalently, if inequality (27) holds. Rearranging inequality (27) , we see that if the average time spent on one island is greater 
then the population will persist. If none of these conditions is met, the population will (29) is satisfied, the metapopulation persists.
Finally, in G -I, φ 1 is increased to 0.7 years. Now, inequality (29) is not satisfied and the metapopulation goes extinct. With the chosen values for the birth and death rates, it is not possible for condition (28) to be satisfied, and so this system will not exhibit the Allee effect.
Discussion and Conclusion
We have proposed a structured metapopulation model that incorporates heterogeneous within patch dynamics and spatial structure, and identified conditions under which the metapopulation persists or goes extinct. As the extinction state is absorbing, we are not able to identify these conditions by identifying a stationary distribution for the model. Instead, we have based our analysis on a dynamical system (10) that approximates the stochastic density process when the population ceiling is large.
Our theorems combine to give a detailed description of the long term behaviour of the model. Under Assumption (E), the long term behaviour of the system is completely described; inequality (13) determines the extinction or persistence of the metapopulation.
When Assumption (E) does not hold, however, the metapopulation may display more complex behaviour.
The discovery of an Allee effect in the two-patch metapopulation model is unexpected, as the birth rate functions for each patch are strictly decreasing. It appears that the Allee effect arises as a result of a large difference in the population parameters on the two patches.
We also discovered the possibility of three nonzero fixed points in the two-patch model when the zero fixed point is unstable. For the J-patch system, there are 2 J − 1 possible nonzero fixed points, which, if all are contained in E, would result in the Allee effect occurring at many intermediate population sizes. Although the perturbation analysis conducted for the two-patch model could be generalised to larger number of patches, the expressions involved quickly become cumbersome. Thus, a different approach will be required to improve our understanding of the Allee effect in this model.
The veracity of our conclusions is dependent on how well the stochastic model (4) - (6) is approximated by the dynamical system (10). We mentioned briefly in Section 3 that the accuracy could be quantified using the results of [25] . However, it is important to note that, in general, the accuracy of the dynamical systems approximation deteriorates near the extinction state [38, 39] . Therefore, alternative methods might be needed to improve our understanding of the stochastic metapopulation model near extinction.
One aspect of population dynamics that our model excludes, but has been incorporated in other models [19, 40, 17] , is the potential for catastrophes. A catastrophe occurs when every individual on a given patch dies instantly or when all individuals on a patch are subject to a higher death rate over some small period of time. An obvious extension then would be to include catastrophes. Doing so would increase the chance an individual dies, hence the birth rate required for the metapopulation to survive would naturally have to be higher. One way to introduce catastrophes into our model would be to randomly switch between two sets of parameters where one set includes a much higher death rate. However, if catastrophes were introduced, a deterministic approximation could not be used to study the stochastic model, since catastrophes are inherently random events and affect a large number of individuals.
These two aspects are not approximated well by a deterministic system, even in the limit as population ceiling N gets large. However, the behaviour of the metapopulation between catastrophes would remain unchanged. A piecewise deterministic approximation to a model including catastrophes might be obtained using the functional limit laws of Franz et al. [41] .
and
for all i, we can apply Theorem 3.2 of [24] to show that the fluctuations of X N (t) about the deterministic trajectory follow a Gaussian diffusion. The covariance matrix of Z(t) can be evaluated explicitly only in some simple cases. However, since populations are often observed in equilibrium, it makes sense to assume that the initial value x 0 is a fixed point x * of F . In that case, we may appeal to results of Barbour [43, 44] which show that the fluctuations around 
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