Stochastic volatility and jumps are viewed as arising from Brownian subordination given here by an independent purely discontinuous process and we inquire into the relation between the realized variance or quadratic variation of the process and the time change. The class of models considered encompasses a wide range of models employed in practical¯nancial modeling. It is shown that in general the time change cannot be recovered from the composite process and we obtain its conditional distribution in a variety of cases. The implications of our results for working with stochastic volatility models in general is also described. We solve the recovery problem, i.e. the identi¯cation the conditional law for a variety of cases, the simplest solution being for the gamma time change when this conditional law is that of the¯rst hitting time process of Brownian motion with drift attaining the level of the variation of the time changed process. We also introduce and solve in certain cases the problem of stochastic scaling. A stochastic scalar is a subordinator that recovers the law of a given subordinator when evaluated at an independent and time scaled copy of the given subordinator. These results are of importance in comparing price quality delivered by alternate exchanges.
Introduction
We consider the process X(t) de¯ned by evaluating Brownian motion (¯(u); u¸0) at a random time given by an increasing, right continuous process A(t) that is independent of (t); thus there is the formula: X(t) =¯(A(t)):
In case (A(t); t¸0) is a subordinator, this is Bochner's subordination procedure, with Brownian motion as the subordinating process -See e.g., Sato [25] , Chapter 6, Bertoin [4] . Chateau [9] for a number of discussions of this procedure; The most well known example is the Cauchy process, when (A(t); t¸0) is the process of¯rst hitting times by Brownian motion (B v ; v¸0) independent of (¯(u); u¸0): Recent developments in mathematical¯nance have brought such time changes to the forefront of analysis. First we have the advent of continuous time models that incorporate stochastic volatility as for example in Heston [18] , Hull and White [19] , or Duan [11] . These models can be written as Brownian motion evaluated at a continuous increasing random time. Second we have the development of models that seek to capture locally heavy-tailed structures as in the symmetric variance gamma process of Madan and Seneta [23] , its asymmetric generalization in Madan, Carr and Chang [22] , or the normal inverse Gaussian model of Barndor®-Nielsen [3] . These models employ time changes that are increasing discontinuous processes in continuous time. The representation (1) holds for both these signi¯cant developments.
The relevance of these issues is also underlined by market practice that now recognizes the need to incorporate in model speci¯cations both the possibility of jumps, and the persistence of volatility as incorporated in stochastic volatility models. This observation is further supported by empirical research (eg. Bakshi, Cao and Chen [2] ). Regarding the representation (1) we note the argument presented in Geman, Madan and Yor [14] that all such extensions amount to time changing Brownian motion. Speci¯cally, in the absence of arbitrage opportunities asset prices are semimartingales. Monroe [24] showed that all semimartingales have the representation (1) .
Time changes are therefore of fundamental importance to asset pricing. They are also critical to our economic understanding of the price process. Two questions immediately arise. The¯rst concerns the interpretation of the time change. The second its observability. The¯rst question is addressed in Geman, Madan and Yor [14] where it is shown that typically the time change represents a measure of activity in the economy and can therefore be viewed as a measure of the speed of the economy. These considerations are also at the core of monetary policy that uses interest rate movements to impact the rate of economic growth or the speed of the real economy. With regard to the¯nancial sector, An ¶ e Geman [1] analyse equity indices and individual stocks to show that the cumulated number of trades provides a good indicator to represent the speed of this sector. Clearly it is important to¯nd good observable proxies for the implicit time change. Given the normality of returns conditional on the time change, one may argue that from a mean variance perspective it is the time change that is the underlying risk to which the economy has exposure.
Observability or the answer to the second question is also crucial to the martingale hypothesis of e±cient economies. If the time change is known to all market participants continuously through time and without errors, then this information is available for constructing trading strategies and martingale models for pricing may be formulated and developed with respect to this larger¯ltration. However, if such observability is lacking then it it becomes necessary to project down on to the¯ltration of observables and develop martingale pricing rules on the projection. The¯rst question addressed in this paper, termed the recovery problem, concerns how much one may learn about the time change from observing the price process.
We begin by noting that in contrast to the case of time changes by continuous processes A(t) when the time change may be recovered as the predictable quadratic variation of the process X(t); and A(t) = hXi t ; the process A(t) is hidden in the composite process X(t) and cannot be recovered from it when A(t) is purely discontinuous. We termed continuous time changes as locally deterministic in [14] as they were devoid of a martingale component. The result of this paper adds precision to this idea, for under continuity, there is no uncertainty in the time change conditional on the price process. On the contrary, when A(t) is purely discontinuous, conditional on the price process, A(t) is a random variable and we describe how to identify its probability law. This situation is in a sharp and interesting contrast to the case of continuous time changes. Note in this regard that the stochastic volatility models of Hull and White [19] and Heston [18] involve continuous processes for the volatility, and hence amount to time changes that in principle are fully revealed in the price process. This is not the case for the variance gamma model [22] or the normal inverse Gaussian model [3] where one may instead determine the conditional law.
We are further motivated in studying the conditional law of the time change by noting the connection, studied in detail in the next section, between this and the total quadratic variation of the price process. There is now a growing market interest in trading this quadratic variation through the variance swap contracts [7] . Options on realized variance have been envisioned by exchanges and discussed in the¯nance community for more than a decade. We believe that the absence of a good understanding of its probability law may be an explanation for the limited development of this market despite the obvious attractiveness of the product. This paper aims at advancing our knowledge in this regard.
Starting with the example of Brownian motion evaluated at an independent gamma time of unit mean rate we show that in fact the conditional law of the time change given the composite process X(t); is, up to constant multiples, that of the¯rst passage process of Brownian motion with unit drift to the total variation of the process X(t): This result provides an interesting connection between the normal inverse Gaussian model [3] and the variance gamma model [22] , in that the conditional law of the latter is the time change of the former. This solution motivates our investigation of the conditional law of A(t) more generally. We term this problem of¯nding the conditional law of the time change the recovery problem. For the gamma time change this conditional law has a particularly simple description, independent of the paths of the process X(t); i.e. the price process in¯nancial applications. The total variation of X(t) serves as a su±cient statistic in describing this law. We show that this property is a de¯ning characteristic of the gamma time change, in that it is the only subordinator with a completely monotone L ¶ evy density for which such a result holds.
We also note that time changes may often be compounded to capture di®erent aspects of behavior in the data. From this point of view one may evaluate a Heston [18] type of stochastic volatility model at inverse Gaussian time to build long tails in addition to volatility persistence or one may instead evaluate the variance gamma process at an integrated Heston time to incorporate stochastic volatility in the variance gamma model.
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It is therefore of interest to inquire into how various time changes compose. In this regard we observe that in the case of the gamma time change, the solution for the conditional law is the¯rst passage time process evaluated at the total variation of the process X(t), that is a scaled gamma process. Therefore one has realized the gamma process as an increasing random process, more precisely a subordinator, that we call the scaling process, evaluated at a scaled gamma process. This motivates our investigation into the generality of such stochastic scaling for other purely discontinuous subordinators. We provide a variety of explicit solutions to stochastic scaling. These solutions teach us how to undo time speed ups of random times using other random times.
Section 2 presents the relations between the quadratic variation and the time change, developing in particular the joint law of the two and illustrating the mapping from the L ¶ evy measure of the time change to that for the quadratic variation of the composite process. Section 3 presents the details on the motivating example of the gamma time change, illustrating the formulation of both the recovery and stochastic scaling problems with their solutions in the gamma case and their relation to inverse Gaussian time. In section 4 we present general results on the solution of the recovery problem. Examples of other speci¯c solutions are given in section 5. Section 6 shows that the gamma time change is the only process in the completely monotone class with a simple path independent solution to the recovery problem. Section 7 takes up the problem of stochastic scaling in general while section 8 presents examples of stochastic scaling. Section 9 concludes with observations on future research directions.
Quadratic Variation and the Time Change
It is well known that for continuous time changes one may recover the time change as the quadratic variation of the composite process. Given the conditional normality of the price risk in the time change, the aggregate risk exposure from a mean variance perspective is precisely the level of the time change. For processes with continuous time changes, from a¯nancial perspective the local risk is completely characterized by volatility and the aggregate risk is just the cumulated local variance or the quadratic variation. By contrast, when the time change is purely discontinuous the quadratic variation fails to converge to the time change and risk measured from a conditionally normal perspective gets divorced from the quadratic variation statistic. We also present results on the L ¶ evy process for quadratic variation that arises as a consequence of various L ¶ evy processes for the time change. These investigations are of interest when trading realized variance and in particular realized volatility that amounts to a portfolio of options on realized variance.
With no more di±culty, this equality may be reinforced as:
where A t = ¾ fA s ; s · tg : More generally, we are interested in the joint law of £(t) = [X; X] t and A(t): We establish this joint law in proposition 1 and provide a number of examples.
Proposition 1Suppose X(t) =¯(A(t)) where A(t) is a purely discontinuous subordinator, i.e. A(t) = P s·t (¢A(s)) then the joint Laplace transform of (£(t); A(t)) is given by
is the L ¶ evy measure of the process A(t):
Proof. We use the fact that if z is distributed normal with mean 0 and variance
where ¹ A is the integer valued random measure associated with the purely discontinuous process A(t): Let n(t) be the martingale
and note that N (t), the Dol ¶ eans-Dade exponential of n(t) is a martingale with unit expectation so that
As a consequence of proposition 1 one may deduce that the L ¶ evy measure of the process (£(t)=2; A(t)) is
while the L ¶ evy measure ¹ e £ of e £ = £(t)=2 is given by
Equation (2) constructs a mapping from L ¶ evy measures of increasing processes to the L ¶ evy measure for the increasing process given by the quadratic variation of Brownian motion time changed by the original process. The following table lists some interesting examples of this mapping.
TABLE 1 L ¶ evy Measures of Time Changes and Quadratic Variation
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We observe from the third row of Table 1 , what the L ¶ evy measure for the time change must be for the quadratic variation to be a gamma process. The integral in the last row of the Table could be expressed in terms of K º ; for º = ® ¡ 1=2; since (see, e.g. Lebedev [17] , formula 5.10.25):
Potentially interesting applications of the results Table 1 would include the time series estimation of the L ¶ evy exponent in the evolution of quadratic variation and con¯rmation of the time change employed in modeling returns from these results. One could approximate quadratic variation by constructing the quadratic variation on high frequency tick data and then study its distributional properties. If the time change is identi¯ed from data on vanilla options then Table 1 provides distributional results on realized quadratic variation and this implies a price for the volatility and variance swap contracts. These could be evaluated and compared with market data on such trades.
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The Gamma Time Change
We present in this section the results for the special case of time changing Brownian motion by the gamma process. This process has seen a number of interesting applications in the¯nance literature from its beginnings in¯nance by Madan and Seneta [23] to more recent contributions that provide closed form solutions for the Merton investment problem with derivatives as part of the asset class as provided by Carr, Jin and Madan [6] . The model is also in production mode at investment houses with parameters estimated daily for all equity underliers world wide. This provides considerable detail on the model implied distributional properties on a daily basis. Here we focus attention on the conditional law of the gamma process given an observation of the variance gamma price process.
From a¯nancial viewpoint one could empirically test the hypothesis that the market learns the time change from the composite price process by developing option pricing formulas based on the stock being a martingale in the expanded¯ltration that includes knowledge of the time change and comparing the results with those of current practice that model the stock as a martingale in just the price¯ltration. The results of this section would lead us to conjecture that the martingale model in the expanded¯ltration would be rejected as it is not possible to learn this time change from the price process.
Let (¯(u); u¸0) be a standard Brownian motion and let°(t) be an independent standard gamma process, i.e. a subordinator whose L ¶ evy Khintchine description is given by
De¯ne the composite process X(t) by
We remark that we may also write (X(t); t¸0), in a pathwise manner as the di®erence of two independent gamma processes, precisely
Indeed,°1(t) is obtained from (X(t); t¸0), by summing the positive jumps of p 2X(t) up to time t: Respectively the sum of the negative jumps times p 2 yields the process°2 (t): In particular, X carries exactly as much information as the pair (°1;°2): To solve the recovery problem of°conditionally on X; the following lemma shall play a crucial role.
Lemma 2 (Vershik and Yor [27] , Tsilevich and Vershik [26] )Let¸> 0; then, for every non-negative functional F;
Theorem 3Together with the previous notation (3) and (4) we introduce the scaled variation W (t):
We note that (W (t); t¸0) is distributed as (°(2t); t¸0): Then conditionally on (X(t); t0 ); the process (°(t); t¸0) is distributed as:
where (T 1 a ; a¸0) is independent from (X(t); t¸0); and is distributed as the process of rst hitting times of (¯u + u; u¸0):
Remark 4An equivalent formulation of the result is:°(
Proof of Theorem 1:. Consider the following change of probability which we write brie°y as:
Clearly X¸is a L ¶ evy process and we easily identify the characteristic function of X¸; hence its law:
i : Thus we may write
It follows from the lemma with (1 + a) = p 1 +¸that
Comparing this expression with the right hand side of (5) we obtain
We recall that if T ¹ x is the¯rst hitting time of Brownian motion with drift ¹ to reach the
t follows on noting that ¹ = 1; µ =¸; and a = W (t) that
e consider whether the process T (¹) a of the¯rst hitting times of Brownian motion with drift ¹ is also a solution to the recovery problem. A simple scaling argument establishes this in the following corollary that generalizes the above remark.
Corollary 5For the scaled gamma process it is the case that
where all the processes involved are independent. This corollary provides a simple result linking the variance gamma and normal inverse Gaussian processes. Speci¯cally the right hand side is a normal inverse Gaussian model evaluated at gamma time while the left hand side is the variance gamma model.
For the gamma time change it is the total variation of the composite process that is a su±cient statistic in describing the conditional law of the time change. In general one may expect the conditional law to be that of some increasing process reaching a level determined by possibly some other statistic of the composite path. For this to be the case the L ¶ evy exponent of the conditional law must factor into a function of¸times a function of the path statistic. We shall inquire into the nature of these conditional laws in the following sections.
We observe next that as W (t) is distributed as a gamma process evaluated at 2t; theorem 1 also implies that°(
where on the right hand side°and T (1) are independent. This equality may be independently veri¯ed and leads us to de¯ne the notion of a stochastic scaling process. For other results on the composition of subordinators see Chateau [9] .
De¯nition 6An increasing process (S c (u); u¸0) is said to be a stochastic scaling process or stochastic scalar for the process A(t) at the level c if
where on the right hand side S c and A are assumed to be independent. Note that the equation (6) identi¯es the process S c :
The stochastic scaling problem for a process A(t) is solved on identifying its stochastic scaling process. We now solve the stochastic scaling problem for the gamma process at levels c > 1:
Theorem 7The subordinator with L ¶ evy measure
solves the scaling problem for the gamma process at level c > 1:
Proof. The process S c (t) may be discovered by identifying its Laplace exponent Ã c (¸) where
For the scaling equality (6), we must have
The L ¶ evy measure associated with the process S c (u), say º c (dx) must then satisfy
Di®erentiation yields 1
For c > 1 we have the solution
The solution for the gamma scaling problem is a L ¶ evy measure of the CGMY class recently studied by Carr, Geman, Madan and Yor [5] . It corresponds to C = [c¡(1 ¡ 1=c)] ¡1 ; G = 1; M = 1; and Y = 1=c: Other examples and general results on the scaling problem are considered in sections 7 and 8.
The issues surrounding stochastic scaling are of importance for the developing structures of electronic trading. One may have di®erent exchanges o®ering market access at di®erent speeds with built in stochastic time delays occuring through processing considerations with the end result that the¯nal price quality is really no di®erent. The claim that orders are being handled at twice the speed does not give better pricing if a stochastic scaling process intervenes. Resulting on stochastic scaling help us to compare di®erent potential market access technologies by breaking them down to their explicit time change components.
General Results on the Recovery Problem
We now seek to discover the law of the time change conditional on the observation of the composite process. These procedures are of relevance to a variety models in¯nance. Manȳ nancial models include hidden factors like volatility in Heston [18] , the instantaneous spot rate of interest in the Cox Ingersoll Ross [10] model of interest rates , and the convenience yield in the Gibson and Schwartz [15] model for commodity options to name just a few. No arbitrage conditions are then formulated, in the¯rst instance for analytical convenience, in our view, in the enlarged¯ltration that includes knowledge of the time paths of hidden factors. This is quite unrealistic as arbitraging trading strategies can not be implemented by market participants on this larger¯ltration given the general inability to recover hidden factors from market observations. Our results on the recovery problem are a¯rst step in understanding the consequences of modeling with truly hidden factors, a situation we expect to be widely relevant.
If the hidden nature of time changes is con¯rmed then the study of martingale conditions requires the use of¯ltering methodologies in the formulation of asset pricing models. We see this as a positive development directed at learning as much as possible from market observations in developing pricing and hedging mechanisms. In this regard we cite the work of Carmona [8] , and Elliott and van der Hoek [13] .
We denote by = = f= t j t > 0g the¯ltration generated by the composite process. Furthermore, let G t = ¾ fA s ; X s ; s · tg : We begin by describing the procedure by which we discover the conditional law for the time change.
For this analysis suppose that A(t) is a subordinator with L ¶ evy exponent Ã(¸) and hence that ¤(t) = exp (¡¸A(t) + tÃ(¸))
is a martingale. Consider a measure change to the measure P¸given by
and let X¸(t) be the process X(t) under P¸: The measures Pj = t and P j=t are equivalent and let M(t) be the Radon Nikodym density. It follows that for all path functionals F (X¸(u); u · t) we have that
but by construction of P¸we also have
As a consequence we have that
We now obtain a general result on the conditional law and the solution to the recovery problem.
Theorem 8Let º(da) denote the L ¶ evy measure associated with A(t); and denote
where E(f ) is the Dol ¶ eans-Dade exponential of the martingale f ¤ (¹ X ¡ º X ) with ¹ X ; º X being respectively the integer valued optional and predictable random measures associated with the composite process X(t):
Proof. We write X 0 (t) for the process X(t) that is X¸(t) for¸= 0: The martingale M (t) is obtained as the Dol ¶ eans Dade exponential
where
the ratio of the L ¶ evy densities for the process X¸to that for the process X 0 (see e.g. Jacod and Shiryaev [16] ):
The characteristic function for X¸(t) is given by
Alternatively we must have that
we substitute in equation (9) to obtain that
Hence the function Á¸(x) is precisely the L ¶ evy density for the process X¸and the result follows from equation (7) and the de¯nition of M(t) in equation (8) .
Theorem 3 gives the explicit construction of the conditional Laplace transform of the time change¯ltered onto the space of the price process. In general this is path dependent but the result may be employed to develop martingale conditions in the price¯ltrations that incorporate¯ltering. These are potentially very useful from a¯nancial perspective as we wish to typically see our martingales on this smaller¯ltration. The path dependence is not really a di±culty as estimation of martingale conditions may be conducted by simulation methods that are now popular and e®ective.
Explicit Solutions for Some Recovery Problems
In this section we apply the general method of the last section to construct explicit solutions for some recovery problems. We anticipate that stochastic volatility models with hidden volatility processes will need to employ such methods in pricing derivatives in opposition to the practice of typically calibrating a single initial volatility number from a frame of current market prices. Conditional on observing market prices, volatility will typically have a distribution that must be accounted for in pricing claims. This is the practice when dealing with recursive¯ltering environments and this section provides explicit¯ltered solutions to hidden time change problems that we have noted are closed linked to stochastic volatility.
We begin with the general variance gamma process [22] , and then consider its generalization to the CGMY class introduced in [5] . This is followed by an analysis of the normal inverse Gaussian model [3] .
Recovery for the Variance Gamma Process
We solve the recovery problem for the general VG model consisting of Brownian motion with drift µ and volatility ¾; time changed by a gamma process G(t; º) with mean rate unity and variance rate º: The characteristic function of the process X¸is obtained as
and this is the characteristic function of a V G process with altered parameters to ¾ 0 ; º 0 ; µ 0 given by
We may now explicitly determine the process for the measure change from X to X¸and this is best done by switching to the CGM parameterization (see [5] ), that is appropriate for the L ¶ evy density. De¯ning C = C 0 = 1=º; and
where E is the stochastic exponential and
We observe that when µ = 0 and we have the symmetric V G process then
More generally, we may write the V G process as the di®erence of two gamma processes in the form
where ¹ p =´p=º; ¹ n =´n=º; ¹ 0 p =´0 p =º and ¹ 0 n =´0 n =º: By a change of variable on gamma L ¶ evy measures we observe that the L ¶ evy measure ® exp(¡¯x)=x is transformed to ® exp(¡(¯=µ)x 0 )=x 0 when we make the change of variable x 0 = µx: It follows from this observation that
and the positive and negative jumps have di®erent multiples.
The Symmetric Case
We consider¯rst the case when µ = 0 and we have a symmetric V G process to begin with. In this case we have that
It follows from equation (7) 
This is the Laplace transform of (º=2) times the¯rst passage time of Brownian motion with unit drift to the level
: For the special case of º = 1; ¾ = 1 we have (1=2)T
as was observed in the section on the gamma case using a di®erent approach.
The General Asymmetric VG Case
Here we have that
where X + (t); X ¡ (t) are the cumulated increases and decreases in the process X(t) and
is the appropriate compensation term.
To evaluate ³ explicitly we observe that
It follows that
and by the same result as for the symmetric case we have that
We now note that M 0 (¸) is given by
which may be written as
for C = µº=2; D = ¾ 2 º=2: Multiplying both numerator and denominator by (
onsequently we have that
and hence we may write
! which is the Laplace transform of (Dº=(2(C 2 + D)) times the time it takes Brownian motion with unit drift to reach the value
We may now write the conditional law of A(t) on simplifying terms as
Observe that the result of Theorem 1 follows on noting that for this case µ = 0; ¾ = º = 1; and p 2V (t) = W (t):
The Recovery Problem for CMY with Y<0
We observed the process solving the stochastic scaling problem for the gamma process is the one-sided CGMY process or a CMY process. We consider here the recovery problem for the general class of such processes. The L ¶ evy exponent for the CMY process derived in Carr, Geman, Madan and Yor [5] is given by
The associated L ¶ evy density is
We denote by X µ;¾;C:M:Y (t) the process of Brownian motion with drift µ and volatility ¾ evaluated at the CMY process with parameters C; M; and Y: The characteristic function for this process is easily evaluated to be
The process X¸has characteristic function given by
and is seen to be in the same class of processes and is in particular X µ;¾;C;M+¸;Y :
Specializing to the case of Y negative or Y = ¡´for´> 0 we may write the characteristic function in the form
With a view to discovering the L ¶ evy density of this process we factor the L ¶ evy exponent and then write it as
This is the form of the L ¶ evy exponent of a compound Poisson process with compounding distribution given by the di®erence of gamma processes evaluated at time 1: The compounding process is veri¯ed to be a VG process with parameters given by
If we let h V G (x; ¾; º; µ) be the density of the VG process with parameters ¾; º; µ at time 1 then the L ¶ evy density for the process X¸is given by
The Recovery Problem for CMY with Y>0
The case Y = 0 is the gamma case and was studied in detail in the sections on the gamma. We consider here the case Y > 0: For this case a direct application of theorem 3 leads to the expression for Á¸(x) in this case and we have
here K º (y) denotes the modi¯ed Bessel function of index º which we already encountered in Table 1 .
It follows that the conditional law of the CMY time change is given by
where we now have
.
The Recovery Problem for the Normal Inverse Gaussian
We consider here the time change given by the¯rst hitting time of Brownian motion with drift ¹ to reach the level t: This time is denoted T (¹) t and the composite process is
The characteristic function of this process is
and hence the law of X¸is in the same class with altered parameters. The L ¶ evy density for X(t) is given by
It follows that in this case
Remark 9We¯nd it instructive to compare the proofs of Theorem 1 and Theorem 3: the proof of the latter uses a general result on changes of laws for L ¶ evy processes, which for the proof of the former is replaced by the expression of the quasi-invariance by multiplication for the gamma process.
Uniqueness of the Gamma Time Change
When we contrast the solution for the recovery problem in the gamma case and the other cases we see that the other cases involve path functionals in the construction of the Laplace transform of the conditional law, while for the gamma time change we have a simple expression that uses the total variation of the composite process as a su±cient statistic. This is an important feature from the standpoint of closed form solutions to the distribution¯ltering problem and we are encouraged to ask how widespread is the possibility of such a situation.
This led us to investigate whether we have here a de¯ning property of the gamma process for the time change. In fact this is essentially the case. We show here that in the class of subordinators with completely monotone L ¶ evy densities 2 the gamma process is the only one with a conditional law that is path independent and is a function of the total variation of the composite process.
Suppose there exists an independent subordinator N (u) with L ¶ evy exponent e Ã(¸) such that the conditional law of the time change is that of N (u) evaluated at the total variation V (t) of the composite process X(t). It follows that
Further suppose that the original time change process A(t) has a completely monotone L ¶ evy density and hence that
Theorem 10If the time change process A(t) has a completely monotone L ¶ evy density satisfying (12) for some positive function l(q) and the conditional law of the time change satis¯es (11) then A(t) is a gamma process.
Proof. From theorem 3 we observe that
t follows from the de¯nition of the stochastic exponential that
Now employing the de¯nition of Á¸(x) in the statement of Theorem 3 we must have that
The result is established on showing that the only solution is
or that l(q) = C1 q>c in (12) or again that A(t) = 1 c°( Ct). For this we¯rst seek to identify e Ã(¸) and begin with the di®erential with respect to ¹ of the well known formula for the Laplace transform of the¯rst hitting time of a by Brownian motion:
Now write (13) in terms of l(q) as
Performing the inner integral and using uniqueness of the Laplace transform we deduce
Consider now the choice for f (x) given by f (x) = x exp(¡x): This implies
and we may write
We note that g(0) = A and that e Ã(0) = 0: Di®erentiating the expression for g(¸) we see that g 0 (¸) = ¡B exp(¡ e Ã(¸))
But we also have from (16) Observe that e Ã(¸) is the L ¶ evy exponent of the process of¯rst hitting times of Brownian motion with drift ¹:
Having identi¯ed e Ã(¸) we go back to the condition 15 and make the change of variable y = p 2q + 2¸on the left hand side and y = p 2q + e Ã(¸) on the right hand side to deduce that This equality for all positive functions f(y); and may be used to deduce that l(a) = 0 for a < ¹ 2 =2 and constant for a > ¹ 2 =2 as required.
General Results on the Scaling Problem
The study of stochastic scaling is intimately connected with the successive composition of time changes. In this connection we¯rst show that solutions to the stochastic scaling problem when they exist satisfy a semigroup property as established in the following proposition.
Proposition 11Assume that for two scalars c; d > 0; S c and S d exist then S cd exists and satis¯es S cd (u)
with S c and S d independent on the right hand side.
Proof. By de¯nition of S c ; one has:
A(t) law = S c (A(ct)):
Composing both sides with S d and replacing t by dt we obtain:
By de¯nition of S d the left hand side is distributed as A(t) which identi¯es the right hand side with S cd (A(cdt)):
The CMY subordinator
For the CMY subordinator, of which the inverse Gaussian is a special explicit case, the L ¶ evy exponent is which is easily shown to be a product of two Laplace transforms.
Conclusion
We have shown that, except for continuous time changes, observations of the composite process fail to completely discover the time change. The latter is a random variable and identifying its law is here termed the recovery problem. We provide explicit solutions for a variety of recovery problems with a path independent solution for which the total variation is a su±cient statistic for, provably, just the gamma time change.
We have argued that the general study of time changes is intimately connected with the important idea of stochastic volatility in¯nancial modeling and have commented on the implications of our results for various aspects of these research programs. We exhibit important connections between time changes and the process of realized quadratic variation or realized variance. Implications for trading volatility and pricing contingent claims in such environments are also highlighted. The results on quadratic variation and the recovery problems are critical to formulating martingale conditions for asset pricing with respect to appropriate observed¯ltrations.
We also formulate the stochastic scaling problem with solutions termed stochastic scalars, that allow one to recover the law of a subordinator by evaluating the stochastic scalar at the time scaled subordinator. For a variety of subordinators and scaling levels we show the absence of a solution, and provide explicit solutions in other cases. Identifying the precise conditions permitting a solution is a subject for future research.
