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Abstract. We present several formulae for Selberg type integrals associated with the Lie
algebra sl3 .
1. Introduction
The Selberg integral is the integral
(1.1)
∫
∆k[0,1]
k∏
a=1
tα−1a (1− ta)
β−1
∏
16a<b6k
(ta− tb)
2γ dkt
where ∆k[x, y] = {t ∈ Rk | x 6 tk 6 . . . 6 t1 6 y} . Integral (1.1) is a generalization of the
Euler beta integral. In 1944 Selberg showed [S] that the integral equals
k−1∏
j=0
Γ(α+ jγ) Γ(β + jγ) Γ(γ + jγ)
Γ
(
α + β + (2k − 2− j)γ
)
Γ(γ)
.
The Selberg integral is one of the most remarkable hypergeometric functions with many
applications, see for instance [A1], [A2], [As], [D], [DF1], [DF2], [FSV], [M]. Taking a
suitable limit of the Selberg integral one gets the exponential Selberg integral:
(1.2)
∫
∆k[0,+∞]
k∏
a=1
e−ta tα−1a
∏
16a<b6k
(ta− tb)
2γ dkt =
k−1∏
j=0
Γ(α+ jγ) Γ(γ + jγ)
Γ(γ)
.
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There is also a discrete version of the exponential Selberg integral:
∑
u∈∆k
Z,γ
k∏
a=1
zua
Γ(ua+ α)
Γ(ua+ 1)
∏
16a<b6k
(ua− ub)Γ(ua− ub+ γ)
Γ(ua− ub− γ + 1)
=(1.3)
= zk(k−1)γ/2 (1− z)−kα−k(k−1)γ
k−1∏
j=0
Γ(α + jγ) Γ(γ + jγ)
Γ(γ)
where ∆k
Z,γ = (k − 1, k − 2, . . . , 0)γ +
(
∆k[0,+∞] ∩ Zk
)
. Formula (1.3) can be obtained
from the formula for the q-Selberg integral, see [AK], by the so-called rational degeneration.
The series (1.3) converges for |z | < 1 and any α, γ such that all gamma-functions are
well defined. As z → 1 , formula (1.3) reproduces formula (1.2).
For generic α, γ one can replace the sum over the lattice cone ∆k
Z,γ by the sum over the
total lattice
(1.4) Zkγ = (k − 1, k − 2, . . . , 0)γ + Z
k,
since all additional terms appearing in the sum over Zkγ vanish.
All three types of Selberg integrals are related to representation theory of the Lie algebra
sl2 . Namely, given a tensor product V = V1 ⊗ . . .⊗ Vn of sl2 -modules one has various
linear systems of differential and difference equations for a V -valued function u(z1, . . . ,
zn) . The equations are called the Knizhnik-Zamolodchikov (KZ ) and dynamical equations,
see [EFK], [EV], [FMTV], [KZ], [TV2], [TV3], [V]. Explicit formulae can be found in
[TV3]. All three types of Selberg integrals appear as coordinate functions of hypergeomet-
ric solutions of those equations, see [FMTV], [MaV], [TV1], [SV], [V].
In particular, integral (1.1) appears as a coordinate function of the hypergeometric solu-
tion of the KZ differential equations with values in the space
Sing(Lℓ1⊗ Lℓ2)[ℓ1+ ℓ2 − 2k ] =
{
v ∈ Lℓ1⊗ Lℓ2 | hv = (ℓ1+ ℓ2 − 2k)v , ev = 0
}
,
where Lℓ is the irreducible sl2 -module with highest weight ℓ ∈ C , and e, h are the standard
generators of the Borel subalgebra of sl2 .
Integral (1.2) appears as the coordinate function of the hypergeometric solution of the
dynamical differential equation from [FMTV] with values in the weight subspace
Lℓ [ℓ− 2k ] =
{
v ∈ Lℓ | hv = (ℓ− 2k)v
}
.
Integral (1.3) appears as the coordinate function of the hypergeometric solution of the
dynamical differential equation from [TV3] with values in Lℓ [ℓ− 2k ] .
In all three cases the unknown function u(z1, . . . , zn) takes values in a one-dimensional
space. It was conjectured in [MV] that if the space of values of a KZ or a dynamical equation
is one-dimensional, then coordinates of the hypergeometric solution can be expressed in
terms of elementary functions and gamma-functions.
Motivated by this ideology, we give in this paper four versions of new Selberg type inte-
grals analogous to integrals (1.1)–(1.3), see formulae (2.5), (3.2)–(3.4). The new integrals
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are coordinate functions of hypergeometric solutions of KZ and dynamical equations asso-
ciated with the Lie algebra sl3 , but we do not discuss this connection in the present paper.
The consideration extends in a rather straightforward way to the sln case for n > 3 giving
the corresponding Selberg type integrals. This will be done in a separate paper.
The generalization of the Selberg integral proposed in this paper is complementary to the
definition of Selberg type integrals associated with root systems [Ma]. In that definition the
root system enters the integrand via the product of linear functions of integration variables,
the linear functions defining the reflection hyperplanes of the root system. From that point of
view the Selberg integral (1.1) is associated with the root system Ak−1 . In our generalization
of the Selberg integral the linear factors of the integrand do not depend on the root system,
but the root system governs the exponents of linear factors of the integrand, cf. (3.3), (3.4).
From our point of view the Selberg integral, defined for any k by formula (1.1), corresponds
to the root system A1 .
One can expect that there are Selberg type integrals depending on two root systems, the
first one determining the linear factors of the integrand, like in [Ma], and the second one
governing the exponents, like in this paper.
2. Discrete exponential Selberg integrals associated with sl3
For any function f(t1, . . . , tk) set
Sym
t1,...,tk
f(t1, . . . , tk) =
1
k!
∑
σ∈Sk
f(tσ1 , . . . , tσk) .
Fix nonnegative integers k1 , k2 such that k1 > k2 . Introduce the master function
Φ(u1, . . . , uk1 ; v1, . . . , vk2 ; z1, z2) =(2.1)
=
k1∏
a=1
zua1
Γ(ua+ α)
Γ(ua+ 1)
k2∏
b=1
zvb2
k1∏
a=1
k2∏
b=1
Γ(vb− ua− γ + 1)
Γ(vb− ua+ 1)
×
×
∏
16a<b6k1
(ua− ub)Γ(ua− ub+ γ)
Γ(ua− ub− γ + 1)
∏
16a<b6k2
(va− vb)Γ(va− vb+ γ)
Γ(va− vb− γ + 1)
,
and the weight function
w(u1, . . . , uk1 ; v1, . . . , vk2) =(2.2)
= Sym
u1,...,uk1
Sym
v1,...,vk2
( k2∏
b=1
1
vb− ub+k1−k2− γ
∏
16b<a6k2
vb− ua+k1−k2
vb− ua+k1−k2− γ
×
×
∏
16a<b6k1
ua− ub− γ
ua− ub
∏
16a<b6k2
va− vb− γ
va− vb
)
.
The weight function is symmetric in u1, . . . , uk1 and in v1, . . . , vk2 separately, and has at
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most simple poles located at the hyperplanes vb− ua = γ . Its numerator
w(u1, . . . , uk1 ; v1, . . . , vk2)
k1∏
a=1
k2∏
b=1
(vb− ua− γ)
vanishes at every triple intersection of hyperplanes of the form ua = ub+ γ = vc or of the
form ua = vb = vc− γ . Set
F (u1, . . . , uk1 ; v1, . . . , vk2 ; z1, z2) =(2.3)
= Φ(u1, . . . , uk1 ; v1, . . . , vk2 ; z1, z2)w(u1, . . . , uk1 ; v1, . . . , vk2) .
Lemma 2.1. Let (u¯, v¯) ∈ Zk1γ ×Z
k2
γ , cf. (1.4). Let α, γ be generic. Then the function
F (u; v ; z1, z2) has a limit as (u, v)→ (u¯ , v¯) along any straight line which does not belong
to the singularity hyperplanes of the function F , and the limit does not depend on the
direction. By abuse of notation we denote this limit F (u¯; v¯ ; z1, z2) .
Actually, in a neighbourhood of any point (u¯, v¯) ∈ Zk1γ ×Z
k2
γ the function F can be
written in the form F = G + P/Q , where G, P, Q are functions, regular at (u¯, v¯) , and
the leading part of the Taylor series expansion of the function P at (u¯, v¯) has greater
homogeneous degree than that of the function Q . Hence, the limit F (u¯; v¯ ; z1, z2) equals
G(u¯; v¯) .
Let ∆k1,k2 [x, y] be a domain in Rk1+k2 with coordinates t1, . . . , tk1 , s1, . . . , sk2 defined
by the following inequalities:
x 6 tk1 6 tk1−1 6 . . . 6 tk1−k2+1 6 tk1−k2 6 . . . 6 t1 6 y(2.4)
/\\ /\\ · · · /\\ .
sk2 6 sk2−16 . . . 6 s1 6 y
Let ∆k1,k2
Z,γ = (k1− 1, . . . , 0, k2− 1, , . . . , 0)γ +
(
∆k1,k2 [0,+∞] ∩ Zk1+k2
)
.
Lemma 2.2. Let (u, v) ∈ Zk1γ ×Z
k2
γ . Let α, γ be generic. Then F (u; v ; z1, z2) = 0 unless
(u, v) ∈ ∆k1,k2
Z,γ .
Theorem 2.3. (Discrete exponential Selberg integral in the sl3 case)∑
(u,v)∈∆
k1,k2
Z,γ
F (u; v ; z1, z2) = z
k1(k1−1)γ/2
1 z
k2(k2−1)γ/2
2 ×(2.5)
× (1− z1)
(k1−k2)(γ−α−k1γ) (1− z2)
k2(k1−k2+1)γ (1− z1z2)
k2(γ−α−k1γ) ×
×
k1−1∏
j=0
Γ(α+ jγ) Γ(γ + jγ)
Γ(γ)
k2−1∏
j=0
Γ(−k1γ + jγ) Γ(γ + jγ)
Γ(γ)
where the function F is defined by formulae (2.1)–(2.3).
The series (2.5) converges for |z1 | < 1 , |z2 | < 1 and generic α, γ . For k2 = 0 formula
(2.5) coincides with formula (1.3).
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3. Selberg integrals associated with sl3
For any nondecreasing map M : {1, . . . , k2} → {1, . . . , k1} such that M(b) 6 k1− k2+ b
for any b = 1, . . . , k2 , introduce a domain D
k1,k2
M [x, y] in R
k1+k2 with coordinates t1, . . . ,
tk1 , s1, . . . , sk2 defined by the following inequalities:
x 6 tk1 6 . . . 6 t1 6 y , x 6 sk2 6 . . . 6 s1 6 y ,
tM(b) 6 sb 6 tM(b)−1 , b = 1, . . . , k2 .
Here t0 = y . Note that ∆
k1,k2 [x, y] =
∑
M
Dk1,k2M [x, y] as chains. Consider the chain
Ck1,k2γ [x, y] =
∑
M
Xk1,k2
M,γ D
k1,k2
M
[x, y]
with coefficients
Xk1,k2
M,γ =
k2∏
b=1
sin
(
π(k1− k2−M(b) + b+ 1)γ
)
sin
(
π(k1− k2+ b)γ
) .
Introduce the weight function
g(t1, . . . , tk1 ; s1, . . . , sk2) = Sym
t1,...,tk1
Sym
s1,...,sk2
( k2∏
b=1
1
sb− tb+k1−k2
)
=(3.1)
= Sym
t1,...,tk1
Sym
s1,...,sk2
( k2∏
b=1
1
sb− tb
)
.
The weight function is symmetric in t1, . . . , tk1 and in s1, . . . , sk2 separately, and has at
most simple poles located at the hyperplanes ta = sb . Formula (3.1) is the specialization
of formula (2.2) at γ = 0 .
Theorem 3.1. (Exponential Selberg integral in the sl3 case)
∫
C
k1,k2
γ [0,+∞]
k1∏
a=1
e−β1ta tα−1a
k2∏
b=1
e−β2sb
k1∏
a=1
k2∏
b=1
|ta− sb|
−γ ×(3.2)
×
∏
16a<b6k1
(ta− tb)
2γ
∏
16a<b6k2
(sa− sb)
2γ g(t1, . . . , tk1 ; s1, . . . , sk2) d
k1t dk2s =
= β
(k1−k2)(γ−α−k1γ)
1 β
k2(k1−k2+1)γ
2 (β1+ β2)
k2(γ−α−k1γ) ×
×
k1−1∏
j=0
Γ(α+ jγ) Γ(γ + jγ)
Γ(γ)
k2−1∏
j=0
Γ(−k1γ + jγ) Γ(γ + jγ)
Γ(γ)
.
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Theorem 3.2. (Selberg integral in the sl3 case)
∫
C
k1,k2
γ [0,1]
k1∏
a=1
tα−1a (1− ta)
β1−1
k2∏
b=1
(1− sb)
β2−1
k1∏
a=1
k2∏
b=1
|ta− sb|
−γ ×(3.3)
×
∏
16a<b6k1
(ta− tb)
2γ
∏
16a<b6k2
(sa− sb)
2γ g(t1, . . . , tk1 ; s1, . . . , sk2) d
k1t dk2s =
=
k1−1∏
j=0
Γ(α + jγ) Γ(γ + jγ)
Γ(γ)
k1−k2−1∏
j=0
Γ(β1+ jγ)
Γ
(
α+ β1+ (2k1− k2− 2− j)γ
) ×
×
k2−1∏
j=0
Γ(β2+ jγ) Γ(β1+ β2− 1− γ + jγ) Γ(−k1γ + jγ) Γ(γ + jγ)
Γ
(
β2+ (2k2− k1− 2− j)γ
)
Γ
(
α+ β1+ β2− 1 + (k1+ k2− 3− j)γ
)
Γ(γ)
.
Theorem 3.3. (Another Selberg integral in the sl3 case)
∫
C
k1,k2
γ [0,1]
k1∏
a=1
tα−1a (1− ta)
β1−1
k2∏
b=1
(1− sb)
β2−1
k1∏
a=1
k2∏
b=1
|ta− sb|
−γ ×(3.4)
×
∏
16a<b6k1
(ta− tb)
2γ
∏
16a<b6k2
(sa− sb)
2γ dk1t dk2s =
=
k1−1∏
j=0
Γ(α + jγ) Γ(γ + jγ)
Γ(γ)
k1−k2−1∏
j=0
Γ(β1+ jγ)
Γ
(
α+ β1+ (2k1− k2− 2− j)γ
) ×
×
k2−1∏
j=0
Γ(β2+ jγ) Γ(β1+ β2− γ + jγ) Γ(1− k1γ + jγ) Γ(γ + jγ)
Γ
(
β2+ 1 + (2k2− k1− 2− j)γ
)
Γ
(
α+ β1+ β2+ (k1+ k2− 3− j)γ
)
Γ(γ)
.
Integrals (3.2)–(3.4) converge if Re α > 0 , Re β1 > 0 , Re β2 > 0 , Re γ < 0 and |Re γ |
is sufficiently small. For k2 = 0 formulae (3.2) and (3.3), (3.4) coincide respectively with
formulae (1.2) and (1.1).
There is another description of the integration chains Ck1,k2γ in Theorems 3.1– 3.3. We
explain it for the exponential Selberg integral (3.2). For the Selberg integrals (3.3) and (3.4)
the description is similar.
Consider a collection of simple curves C1, . . . , Ck1+k2 going around the real positive semi-
line R>0 like the curve in the picture:
⊂ ←→ → ,
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and such that Ci is between R>0 and Cj for any i < j . Let G(t1, . . . , tk1 ; s1, . . . , sk2) be
the integrand in the left hand side of formula (3.2) and let
G˜(t1, . . . , tk1 ; s1, . . . , sk2) =
k1∏
a=1
e−β1ta tα−1a
k2∏
b=1
e−β2sb
k1∏
a=1
k2∏
b=1
(sb− ta)
−γ ×
×
∏
16a<b6k1
(ta− tb)
2γ
∏
16a<b6k2
(sa− sb)
2γ g(t1, . . . , tk1 ; s1, . . . , sk2)
(no absolute value of sb− ta ). Fix a branch of the function G˜(t1, . . . , tk1 ; s1, . . . , sk2) on
C1× . . .× Ck1+k2 in the following way: at the point, where all the variables t1, . . . , tk1 , s1,
. . . , sk2 are real negative, one has arg ta = arg(sb− ta) = π for any a, b , and arg(ta− tb) =
arg(sa− sb) = 0 for a < b . Equivalently, if Im ta > 0 , Im sb > 0 for any a, b , and 0 <
Re tk1 < . . . < Re t1 < Re sk2 < . . . < Re s1 , then arg ta , arg(sb− ta) for any a, b , and
arg(ta− tb) , arg(sa− sb) for a < b are between −π/2 and π/2 .
Theorem 3.4.∫
C1×...×Ck1+k2
G˜(t1, . . . , tk1 ; s1, . . . , sk2) d
k1t dk2s =
= Nk1(α, γ)Nk2(−k1γ, γ)
∫
C
k1,k2
γ [0,+∞]
G(t1, . . . , tk1 ; s1, . . . , sk2) d
k1t dk2s .
where Nk(α, γ) =
k−1∏
j=0
2ieπiα sin
(
π(α+ jγ)
)
sin
(
π(γ + jγ)
)
sin(πγ)
.
The proof is straightforward.
4. On proofs of Theorems 2.3, 3.1 – 3.3
All four types of new Selberg integrals (2.5), (3.2)–(3.4) are related to representation
theory of the Lie algebra sl3 . They appear as coordinate functions of hypergeometric
solutions of the KZ and dynamical equations associated with sl3 .
Let α1 , α2 be simple roots of sl3 , and let ω1 , ω2 be the fundamental weights. Denote by
Lλ the irreducible sl3 -module of highest weight λ . Series (2.5) appears as the coordinate
function of the hypergeometric solution of the dynamical differential equations from [TV3]
with values in the weight subspace Lλ [λ−k1α1−k2α2 ] for λ ∈ Cω1 , and integral (3.2) ap-
pears as the coordinate function of the hypergeometric solution of the dynamical differential
equations from [FMTV] with values in the same weight subspace, see [FMTV, formula (8)].
Integrals (3.3), (3.4) appear as coordinate functions of the hypergeometric solution of the
KZ differential equations with values in the space Sing (Lλ1⊗ Lλ2)[λ1+ λ2 − k1α1− k2α2 ]
of singular weight vectors for λ1 ∈ Cω1 , see [SV], and Chapter 12 in [V].
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To prove Theorem 2.3 one considers expressions in both sides of formula (2.5) as functions
of the variables z1 , z2 . The dynamical differential equations in the case in question take
the form
∂Ψ
∂z1
=
(
k1(k1 − 1)γ
2z1
+
(k1 − k2)(α− γ + k1γ)
1− z1
+
z2k2(α− γ + k1γ)
1− z1z2
)
Ψ ,
∂Ψ
∂z2
=
(
k2(k2 − 1)γ
2z1
−
k2(k1 − k2 + 1)γ
1− z2
+
z1k2(α− γ + k1γ)
1− z1z2
)
Ψ .
The series in the left hand side solves this system and, hence, equals the product in the
right hand side up to a factor which does not depend on z1 , z2 . Since the values of both
expressions coincide at z1 = z2 = 0 , the proportionality factor equals 1 , which completes
the proof.
Theorem 3.1 is derived from Theorem 2.3 by taking the limit z1→ 1 , z2→ 1 . Namely,
set z1 = e
−εβ1 , z2 = e
−εβ2 , ua = ta/ε , vb = sb/ε , and take the limit ε→ 0 . If Re α > 0 ,
Re β1 > 0 , Re β2 > 0 , Re γ < 0 and |Re γ | is sufficiently small, then using a corollary of
the Stirling formula:
Γ(x+ c)
Γ(x+ d)
= xc−d
(
1 + o(1)
)
, Re x→ +∞ ,
one shows that formula (2.5) tends to formula (3.2) in the limit. This is quite similar to
getting formula (1.2) from formula (1.3) in the limit z → 1 .
To obtain Theorem 3.2 one shows that expressions in both sides of formula (2.5) obey the
same system of difference equations with respect to the shifts of the variables β1→ β1+1 and
β2 → β2 + 1 , see [MaV]; those difference equations are the dynamical difference equations
from [TV2]. Therefore, those expressions are proportional up to a periodic function of
β1 , β2 . The periodic function can be found by comparing asymptotics as Re β1 → +∞ ,
Re β2 → +∞ . In this limit formula (3.3) reduces to formula (3.2), which shows that the
periodic function is the constant equal to 1 .
The proof of Theorem 3.3 is based on formula (3.3). It is outlined in the next section,
cf. (5.5).
5. Further generalizations of Selberg type integrals
Denote by S(α, β) the Selberg integral (1.1). Consider the following integrals:
Il =
∫
∆k[0,1]
k∏
a=1
tα−1a (1− ta)
β−1
∏
16a<b6k
(ta− tb)
2γ Sym
t1,...,tk
( l∏
a=1
ta
k∏
b=l+1
(1− ta)
)
dkt ,
l = 0, . . . , k . In particular, I0 = S(α, β + 1) and Ik = S(α+ 1, β) .
Proposition 5.1. For any l = 0, . . . , k one has
Il =
l−1∏
i=0
α+ (k − 1− i)γ
β + iγ
k−1∏
j=0
Γ(α+ jγ) Γ(1 + β + jγ) Γ(γ + jγ)
Γ
(
1 + α+ β + (2k − 2− j)γ
)
Γ(γ)
.
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The proof is straightforward using Aomoto’s formula [A1]:∫
∆k[0,1]
k∏
a=1
tα−1a (1− ta)
β−1
∏
16a<b6k
(ta− tb)
2γ Sym
t1,...,tk
(t1 . . . tl) d
kt =
=
l−1∏
i=0
α + (k − 1− i)γ
α+ β + (2k − 2− i)γ
k−1∏
j=0
Γ(α+ jγ) Γ(β + jγ) Γ(γ + jγ)
Γ
(
α+ β + (2k − 2− j)γ
)
Γ(γ)
.
Proposition 5.1 is equivalent to the formula for the Selberg integral and linear relations for
the integrals I0, . . . , Ik :(
α+ (k − l − 1)γ
)
Il = (β + lγ)Il+1 , l = 0, . . . , k − 1 .
These relations correspond to the fact that the vector
k∑
a=0
(−1)a Ia f
k−av1 ⊗ f
av2 is a sin-
gular vector in the tensor product Lℓ1⊗ Lℓ2 of highest weight sl2 -modules with highest
weights ℓ1 = −α/γ , ℓ2 = −β/γ , see [V]. Recall that a vector v is called singular if
ev = 0 . Here e,f are the standard generators of the opposite nilpotent subalgebras of the
Lie algebra sl2 , and v1 , v2 are the highest weight vectors (standard cyclic vectors) of the
respective sl2 -modules Lℓ1 , Lℓ2 .
Fix nonnegative integers k1 , k2 such that k1 > k2 . Denote by R(α, β1, β2) the inte-
gral (3.3). Consider the master function
Ω(t1, . . . , tk1 ; s1, . . . , sk2 ;α, β1, β2) =
=
k1∏
a=1
tα−1a (1− ta)
β1−1
k2∏
b=1
(1− sb)
β2−1
k1∏
a=1
k2∏
b=1
|ta− sb|
−γ ×
×
∏
16a<b6k1
(ta− tb)
2γ
∏
16a<b6k2
(sa− sb)
2γ .
Say that a triple of nonnegative integers (l1 , l2 , m) is admissible if l1 6 k1− k2+ l2 , l2 6 k2
and m 6 min(l1 , l2) . For any admissible triple l1 , l2 , m introduce the functions
hl1, l2,m(t1, . . . , tk1 ; s1, . . . , sk2) =
= Sym
t1,...,tk1
Sym
s1,...,sk2
( l1∏
a=1
ta
k1∏
a=l1+1
(1− ta)
m∏
b=1
1− sb
sb− tb
k2∏
b=l2+1
1− sb
sb− tb+k1−k2
)
,
h˜l1, l2,m(t1, . . . , tk1 ; s1, . . . , sk2) =
= Sym
t1,...,tk1
Sym
s1,...,sk2
( l1∏
a=1
ta
k1∏
a=l1+1
(1− ta)
m∏
b=1
1− tb
sb− tb
k2∏
b=l2+1
1− sb
sb− tb+k1−k2
)
,
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and the integrals
Jl1, l2,m =
∫
C
k1,k2
γ [0,1]
Ω(t; s;α, β1, β2) hl1, l2,m(t; s) d
k1t dk2s ,
J˜l1, l2,m =
∫
C
k1,k2
γ [0,1]
Ω(t; s;α, β1, β2) h˜l1, l2,m(t; s) d
k1t dk2s .
In particular, J0,0,0 = J˜0,0,0 = R(α, β1+ 1, β2+ 1) . One can also observe that
(5.1) J0, l,0(α+ 1, β1, β2) = Jk1,k2,k2−l(α, β1+ 1, β2) .
Here we indicate the dependence on the parameters α, β1 , β2 explicitly. In addition, the
integral
(5.2) J0,k2,0 = J˜0,k2,0 =
∫
C
k1,k2
γ [0,1]
Ω(t; s;α, β1 + 1, β2) d
k1t dk2s
is expressed in terms of the master function only with no extra rational functions involved.
Theorem 5.2. Let (l1 , l2 , m) be an admissible triple. If l1 < k1− k2+ l2 , then(
α+ (k1− l1− 1)γ
)
Jl1, l2,m =
=
(
β1+ (l1− l2+m)γ
)
Jl1+1, l2,m − (l2−m)γ Jl1+1, l2,m+1 ,
and if m < l2 < k2 , then
(k2− k1+ l1− l2)γ Jl1, l2−1,m =(5.3)
=
(
β2+ (l2−m− 1)γ
)
Jl1, l2,m + (l1−m)γ Jl1, l2,m+1 .
Similarly, if l1 < k1− k2+ l2 , then
(
α+ (k1− l1− 1)γ
)
J˜l1, l2,m =
=
(
β1+ (l1−m)γ
)
J˜l1+1, l2,m − (l2−m)γ J˜l1+1, l2,m+1 ,
and if m < l2 < k2 , then
(k2− k1+ l1− l2)γ J˜l1, l2−1,m =(5.4)
=
(
β2+ (l2− l1+m− 1)γ
)
J˜l1, l2,m + (l1−m)γ J˜l1, l2,m+1 .
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In the equations of Theorem 5.2 some of the triples (l1 + 1, l2 , m+ 1) , (l1 , l2 − 1, m) ,
(l1 , l2 , m+ 1) may be inadmissible. In that case the corresponding coefficient:
l2−m, k2− k1+ l1− l2 , l1−m,
respectively, equals zero, and the integral with an inadmissible index does not enter the
equation.
Let f1 , f2 ∈ sl3 be root vectors corresponding to simple roots, and let ω1 , ω2 be the
fundamental weights. It is known that the vectors
∑
l1, l2,m
(−1)l1Jl1, l2,m
f k1−k2−l1+l21 [f1 ,f2 ]
k2−l2 v1 ⊗ f
l1−m
1 [f1 ,f2 ]
mf l2−m2 v2
(k1− k2− l1+ l2)! (k2− l2)! (l1−m)!m! (l2−m)!
and ∑
l1, l2,m
(−1)l1 J˜l1, l2,m
f k1−k2−l1+l21 [f1 ,f2 ]
k2−l2 v1 ⊗ f
l2−m
2 [f1 ,f2 ]
mf l1−m1 v2
(k1− k2− l1+ l2)! (k2− l2)! (l1−m)!m! (l2−m)!
are singular vectors, that is, they are annihilated by the action of the opposite root vectors
e1 , e2 ∈ sl3 , in the tensor product Lλ1⊗ Lλ2 of sl3-modules with highest weights
λ1 = −ω1α/γ , λ2 = −ω1β1/γ − ω2β2/γ
and highest weight vectors v1 , v2 , see [V]. This fact implies the relations of Theorem 5.2.
For generic values of α, β1 , β2 , γ one can solve equations of Theorem 5.2 and express all
the integrals Jl1, l2,m and J˜l1, l2,m via the known integral
J0,0,0 = J˜0,0,0 = R(α, β1+ 1, β2+ 1) .
For instance, the integrals J0, l,0 = J˜0, l,0 can be easily computed using relations (5.3):
J0, l,0 = (−1)
l
l−1∏
i=0
(k1− k2+ 1 + i)γ
β2+ iγ
J0,0,0 .
In particular,
J0,k2,0 =(5.5)
=
k1−1∏
j=0
Γ(α+ jγ) Γ(γ + jγ)
Γ(γ)
k1−k2−1∏
j=0
Γ(β1+ 1 + jγ)
Γ
(
α+ β1+ 1 + (2k1− k2− 2− j)γ
) ×
×
k2−1∏
j=0
Γ(β2+ jγ) Γ(β1+ β2+ 1− γ + jγ) Γ(1− k1γ + jγ) Γ(γ + jγ)
Γ
(
β2+ 1 + (2k2− k1− 2− j)γ
)
Γ
(
α + β1+ β2+ 1 + (k1+ k2− 3− j)γ
)
Γ(γ)
.
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After replacement β1 → β1−1 the last formula yields formula (3.4), cf. (5.2). Similarly, the
integrals J˜k1,k2,m can be computed using relations (5.4) and the integral Jk1,k2,0 = J˜k1,k2,0 :
J˜k1,k2,m = (−1)
m
m−1∏
i=0
β2+ (k2− k1− 1 + i)γ
(k1− i)γ
Jk1,k2,0 ,
Jk1,k2,0 =
k1−1∏
j=0
Γ(α+ 1 + jγ) Γ(γ + jγ)
Γ(γ)
k1−k2−1∏
j=0
Γ(β1+ jγ)
Γ
(
α+ β1+ 1 + (2k1− k2− 2− j)γ
) ×
×
k2−1∏
j=0
Γ(β2+ jγ) Γ(β1+ β2− γ + jγ) Γ(1− k1γ + jγ) Γ(γ + jγ)
Γ
(
β2+ 1 + (2k2− k1− 2− j)γ
)
Γ
(
α+ β1+ β2+ 1 + (k1+ k2− 3− j)γ
)
Γ(γ)
,
the last formula following from (5.1), (5.5).
Errata
The published version of the paper (Lett. Math. Phys. 65 (2003), no. 3, 173–185) con-
tains a sign misprint in the formulae for the functions hl1, l2,m and h˜l1, l2,m in Section 5.
This misprint is corrected in the present version.
We thank O.Warnaar for a valuable remark.
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