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COMPARISON OF T1 CONDITIONS FOR MULTIPARAMETER
OPERATORS
ANA GRAU DE LA HERR ´AN
Abstract. Journe´ [J] established the classical multi-parameter singular integral
theory whose formulation was written in the language of vector-valued Caldero´n-
Zygmund theory. More recently, Pott and Villarroya [PV] formulated a new type
of T 1 theorem for product spaces where the vector-valued formulations were
replaced by several mixed type conditions. Later on, Martikainen [M] redefined
the biparameter operators inspired in the work of Pott and Villarroya. Here we
intend to show that for L2 bounded T , the classes are equals although perhaps
not in general.
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1. Introduction
Journe´ proved in [J] the T (1) Theorem for Caldero´n-Zygmund operators on
product spaces. In that paper, Journe´ was able to formulate the statement of the
theorem in a way that a priori resembles the classical one by using vector valued
Caldero´n-Zygmund theory formulation. Once we analyse more closely this formu-
lation, a priori boundedness of some components of the operator is required, which
differs from the classical setting. This variance comes from trying to overcome
some challenges that are not encountered in the classical case as, for example, that
the singularities of multiparameter operators lie not only at the origin (as is the case
of standard Caldero´n-Zygmund kernels), but they spread over larger subspaces.
Pott and Villarroya [PV] modified the formulation so that no a priori boundedness
is assumed in the operator.
The relationship between these two classes of operators defined from the differ-
ent formulations was unclear. In this paper we prove that for L2 bounded operators
the two sets of conditions actually define the same class of operators.
The main result of the paper reads as follows:
Theorem 1.1. Let T : C∞0 (Rn)⊗C∞0 (Rm) →
[
C∞0 (Rn) ⊗ C∞0 (Rm)
]′ be a continuous
linear mapping (n + m = d) that has the kernel representation
T f (x) =
∫
Rd
K(x, y) f (y)dy.
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If T can be extended to a bounded operator T : L2 → L2 then it satifies the
Journe´ type conditions, i.e, T is a bi-parameter δ-SIO as defined in Definition 2.5
satisfying the weak boundedness property (2.6) if and only if it satisfies the Pott-
Villarroya type conditions, i.e., T is an operator defined as in (3.1) whose kernel
satisfies (3.2)–(3.14) and, additionally, T also satisfies (3.16)–(3.20) .
One of the reasons that leaded to compare both formulations is that Journe´
proved that for L2 bounded operators T that satisfy the Journe´ type conditions
imply that T1, T ∗1 ∈ BMO, while this was previously not known for the Pott-
Villarroya type conditions. Thus, for the new product T1 theorems, the
T1, T ∗1 ∈ BMO conditions were just sufficient, but they were not known to be
necessary. Moreover, with the equivalence of the Journe´ type and Pott-Villarroya
type conditions, we indirectly find that T1, T ∗1 ∈ BMO also for the L2 bounded
operators T that satisfy the Pott-Villarroya type conditions.
We want to stress out that even when the two sets of conditions are now found
to be equivalent, the new Pott-Villarroya type of conditions are still useful, since it
may be easier to verify them in concrete cases than the vector-valued Journe´ type
of conditions.
The layout of the paper is as follows. We are going to state the classical result
and conditions as in [J] in Section 2 while we will introduce the new mixed type
conditions as they were defined in [M] in Section 3. Then we will proceed to prove
the relation of such conditions in Sections 4 and 5.
Acknowledgements.- We would like to thank prof. Tuomas Hyto¨nen for sug-
gesting this problem as well as multiple useful conversations that granted important
insight for the development of the paper. The author was supported by the Euro-
pean Union through the ERC Starting Grant ”Analytic-probabilistic methods for
borderline singular integrals”.
2. Classical formulation
In this section we are going to introduce the classical formulation as stated in
Journe´’s original paper.
Let Ω = Rd × Rd \ ∆, where ∆ = {(x, y), x = y} and let δ ∈ (0, 1).
Definition 2.1. Let K be a continuous function defined on Ω and taking its values
in a Banach space B. The function K is a B − δ-standard kernel if the following
are satisfied, for some constant C > 0.
For all (x, y) ∈ Ω,
|K(x, y)|B ≤ C
|x − y|d
. (2.1)
For all (x, y) ∈ Ω, and x′ ∈ Rd such that |x − x′| < |x−y|2 ,
|K(x, y) − K(x′, y)|B ≤ C |x − x
′|δ
|x − y|d+δ
(2.2)
and
|K(y, x) − K(y, x′)|B ≤ C |x − x
′|δ
|x − y|d+δ
. (2.3)
The smallest constant C for which (2.1), (2.2) and (2.3) hold is denoted by |K|δ,B.
If the Banach space is the complex plane C we will omit the subscript B for sim-
plicity.
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Definition 2.2. Let T : C∞0 (Rd) →
[
C∞0 (Rd)
]′ be a continuous linear mapping. T is
a singular integral operator (SIO) if, for some, δ ∈ (0, 1), there exists aC-δ-standard
kernel K such that for all functions f , g ∈ C∞0 (Rd) having disjoints supports
< g, T f >=
"
g(x)K(x, y) f (y)dydx.
We shall say that T is a δ-SIO.
Definition 2.3. Let T be a δ-SIO and K its kernel. We say that T is a δ- Caldero´n-
Zygmund operator (δ-CZO) if it extends boundedly from L2 to itself. We also
define the norm ‖ · ‖δCZ by
‖T‖δCZ = ‖T‖2→2 + |K|δ (2.4)
Note that the defined norm makes the set of δ-CZO’s a Banach space which we
denote by δCZ.
Remark 2.4. To avoid excessive complication on notation we shall write |T |δ =
|K|δ where by K we mean the kernel of T .
Definition 2.5. [J] Let T : C∞0 (Rn) ⊗ C∞0 (Rm) →
[
C∞0 (Rn) ⊗ C∞0 (Rm)
]′ be a con-
tinuous linear mapping. It is a bi-parameter δ-SIO on Rn × Rm if there exists
a pair (K1, K2) of δCZ-δ-standard kernels so that, for all f1, g1 ∈ C∞0 (Rn) and
f2, g2 ∈ C∞0 (Rm), with supp fi ∩ suppgi = ∅ (i = 1, 2),
〈g1 ⊗ g2, T f1 ⊗ f2〉 =
"
g1(x1)〈g2, K1(x1, y1) f2〉 f1(y1)dx1dy1, (2.5)
〈g1 ⊗ g2, T f1 ⊗ f2〉 =
"
g2(x2)〈g1, K2(x2, y2) f1〉 f2(y2)dx2dy2. (2.6)
Let ˜T be defined by
〈g ⊗ k, ˜T f ⊗ h〉 = 〈 f ⊗ k, Tg ⊗ h〉. (2.7)
It is readly seen that ˜T is a bi-parameter δ-SIO if T is. Its kernels ˜K1 and ˜K2 will
be given by ˜K1(x, y) = K1(y, x) and ˜K2(x, y) =
[
K2(x, y)
]∗
.
Furthermore, let us introduce some notation for simplicity purposes. We define
the operator 〈g1, T 1 f1〉 : C∞0 →
[
C∞0 (R)
]′ by
〈g2, 〈g1, T 1 f1〉 f2〉 = 〈g1 ⊗ g2, T f1 ⊗ f2〉. (2.8)
It is easy to check that 〈g1, T 1 f1〉 is a δ-SIO on R with kernel
K1f1 ,g1(x2, y2) := 〈g1, T 1 f1〉(x2, y2) = 〈g1, K2(x2, y2) f1〉. (2.9)
One defines K2f2,g2 := 〈g2, T
2 f2〉 in a similar manner.
Definition 2.6. Let T be a bi-paramenter δ − S IO on Rd × Rd. We say it has the
bi-parameter weak boundedness property (WBP) in the classical sense if for any
bounded subset B of C∞0 (Rd) there exists a positive constant C (depending in the
bounded subset) such that for any pair (η, ξ) ∈ B × B, any xi ∈ Rd, t > 0 and
i ∈ {1, 2},
‖〈η
xi
t , T iξ
xi
t 〉‖δCZ ≤ CBt−di (2.10)
where ηxit (zi) = 1tdi η
(
zi−xi
t
) (ξxit defined similarly), d1 = n, d2 = m and T i defined
as above.
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3. Mixed type conditions formulation
In this section we are going to introduce the mixed type conditions formulation
introduced by Pott and Villarroya [PV] as reformulated by Martikainen [M].
Definition 3.1. We say that a function uV is V-adapted with zero mean if it satis-
fies supp(uV ) ⊂ V, |uV | ≤ 1 and
∫
uV = 0.
Definition 3.2. Let T : C∞0 (Rn)⊗C∞0 (Rm) →
[
C∞0 (Rn) ⊗ C∞0 (Rm)
]′ be a continuous
linear mapping (n +m = d). Let f = f1 ⊗ f2 and g = g1 ⊗ g2 with f1, g1 : Rn → C,
f2, g2 : Rm → C satisfying supp fi∩suppgi = ∅ for i ∈ {1, 2}. We denote f = f1⊗ f2
(meaning f (x) = f1(x1) · f2(x2) for x = (x1, x2)) and g = g1 ⊗ g2.
We say that T has a Caldero´n-Zygmund structure if it has the kernel repre-
sentation
< T f , g >=
∫
Rd
∫
Rd
K(x, y) f (y)g(x)dxdy (3.1)
where the kernel K : (Rd × Rd) \ {(x, y) ∈ Rd × Rd : x1 = y1 or x2 = y2} → C is
assumed to satisfy the following conditions:
• Size condition
|K(x, y)| ≤ C 1
|x1 − y1|n
1
|x2 − y2|m
(3.2)
Aditionally, when |xi − x′i | ≤ |xi − yi|/2 and |yi − y′i | ≤ |xi − yi|/2 i = 1, 2
• Ho¨lder condition
|K(x, y)−K(x, (y1, y′2))−K(x, (y′1, y2))+K(x, y′)| ≤ C
|y1 − y′1|
δ
|x1 − y1|n+δ
|y2 − y′2|
δ
|x2 − y2|m+δ
(3.3)
|K(x, y)−K((x1, x′2), y)−K((x′1, x2), y)+K(x′, y)| ≤ C
|x1 − x
′
1|
δ
|x1 − y1|n+δ
|x2 − x
′
2|
δ
|x2 − y2|m+δ
(3.4)
|K(x, y) − K((x1, x′2)y) − K(x, (y′1, y2))+K((x1, x′2), (y′1, y2))| (3.5)
≤ C |y1 − y
′
1|
δ
|x1 − y1|n+δ
|x2 − x
′
2|
δ
|x2 − y2|m+δ
|K(x, y) − K(x, (y1, y′2)) − K((x′1, x2), y)+K((x′1, x2), (y1, y′2))| (3.6)
≤ C |x1 − x
′
1|
δ
|x1 − y1|n+δ
|y2 − y′2|
δ
|x2 − y2|m+δ
• Mixed Ho¨lder and size conditions
|K(x, y) − K((x′1, x2), y)| ≤ C
|x1 − x
′
1|
δ
|x1 − y1|n+δ
1
|x2 − y2|m
(3.7)
|K(x, y) − K(x, (y′1, y2))| ≤ C
|y1 − y′1|
δ
|x1 − y1|n+δ
1
|x2 − y2|m
(3.8)
|K(x, y) − K((x1, x′2), y)| ≤ C
1
|x1 − y1|n
|x2 − x
′
2|
δ
|x2 − y2|m+δ
(3.9)
|K(x, y) − K(x, (y1, y′2))| ≤ C
1
|x1 − y1|n
|y2 − y′2|
δ
|x2 − y2|m+δ
(3.10)
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• Separated Ho¨lder and size conditions
|K jf j ,g j(xi, yi)| ≤ C( f j, g j)
1
|xi − yi|di
(3.11)
|K jf j ,g j (xi, yi) − K
j
f j ,g j(x′i , yi)| ≤ C( f j, g j)
|xi − x
′
i |
δ
|xi − yi|di+δ
(3.12)
|K jf j ,g j (xi, yi) − K
j
f j ,g j(xi, y′i)| ≤ C( f j, g j)
|yi − y′i |δ
|xi − yi|di+δ
(3.13)
where i = 1, 2 , j = 1, 2, d1 = n, d2 = m. Morever for all cubes V ∈ Rd j
C(χV , χV ) +C(χV , uV ) +C(uV , χV ) ≤ C|V | (3.14)
whenever uV is a V-adapted with zero mean.
Here K jf j ,g j is defined as in (2.9).
Lemma 3.3. Let T be an operator defined as in (3.1) whose kernel satisfies condi-
tions (3.11)–(3.14) then for all cubes V ∈ Rd j
C(χV , gV ) +C(gV , χV ) ≤ C max(1, ‖gV‖∞) |V | (3.15)
whenever gV ∈ L∞(V), d1 = n, d2 = m.
Proof. Let gV ∈ L∞(V) and rewrite it as follows
gV =
(
gV −
(?
V
gV
)
χV
)
+
(?
V
gV
)
χV = g1V + g
2
V
It is trivial to check that 12‖gV‖∞ g
1
V is V-adapted with zero mean and g2V is a con-
stant between 0 and ‖gV‖∞ multiplying the characteristic function restricted to V
so by linearity and (3.14)
C(χV , gV ) ≤
(
2‖gV‖∞C(χV , 12‖gV‖∞ g
1
V ) + ‖gV‖∞C(χV , χV )
)
≤ C max(1, ‖gV‖∞) |V |
By symmetry we get the C(gV , χV ) ≤ C max(1, ‖gV ‖∞) |V |. 
Definition 3.4. We say that T satisfies the weak boundedness property in the
mixed type sense if for every Q ⊂ Rn and V ⊂ Rm
〈T (χQ ⊗ χV ), χQ ⊗ χV〉| ≤ C|Q| |V | (3.16)
To avoid confusion with the WBP in the classical sense defined in (2.6) we are
going to refer to (3.16) as mixed WBP.
Definition 3.5. We say that T satisfies diagonal BMO conditions if for every cube
Q ⊂ Rn and V ∈ Rm and for every zero-mean functions aQ, bV wich are Q and V
adapted respectively:
|〈T (aQ ⊗ χV ), χQ ⊗ χV〉| ≤ C|Q| |V | (3.17)
|〈T (χQ ⊗ χV ), aQ ⊗ χV〉| ≤ C|Q| |V | (3.18)
|〈T (χQ ⊗ bV ), χQ ⊗ χV〉| ≤ C|Q| |V | (3.19)
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|〈T (χQ ⊗ χV ), χQ ⊗ bV〉| ≤ C|Q| |V | (3.20)
4. Mixed type conditions imply classical conditions
To prove that an operator T that satisfies the mixed type conditions introduced
in Section 3 is a bi-parameter δ-SIO on Rd × Rd as defined in Section 2 we first
need to find a pair of δCZ-δ-standard kernels satisfying conditions (2.5) and (2.6).
Afterwards we are going to prove that if such δ-SIO defines an L2 bounded oper-
ator, it also satisfies the bi-parameter WBP (2.6) in the classical sense. First of all
we are going to recall the following version of the uniparametric T (1) Theorem.
Theorem 4.1. [Ho] Let T be a δ-SIO on Rd and K its kernel. If there exists a
constant A > 0 such that for every cube V ⊂ Rd
‖TχV‖L1(V) ≤ A|V | (4.1)
and
‖T ∗χV‖L1(V) ≤ A|V | (4.2)
Then T is a bounded operator on L2 such that ‖T‖2→2 ≤ Cδ,d · (A + |K|δ).
Remark 4.2. This version of the T1 theorem is not as well known as some others
but follows, by a standard localization argument, from the classical versions.
Proposition 4.3. Let T be an operator defined as in (3.1) whose kernel satisfies
the conditions (3.2) – (3.14) , then the pair
(K1(x1, y1), K2(x2, y2)) := (K((x1, ·), (y1, ·)), K((·, x2), (·, y2)))
is a pair of δCZ-δ- standard kernels satisfying conditions (2.5) and (2.6).
Proof. That the pair of kernels satisfy conditions (2.5) and (2.6) can be deduced
from (3.1) and Fubini so we are going to concentrate on proving that K1 is a δCZ-
δ- standard kernel and by the symmetry of the conditions we will also have that K2
is δCZ-δ- standard kernel.
Let’s remind ourselves that for K1 to be a δCZ-δ- standard kernel, it needs to
satisfy the size condition (2.1) and the cancellation conditions (2.2) and (2.3) where
| · |B = ‖ · ‖δCZ . This means that the kernel of K1 (which is K(x1, y1)(x2, x2) =
K((x1, x2), (y1, y2)) = K(x, y) where the variables x1 and y1 are fixed) has to satisfy
the aforementioned conditions with | · |B being the absolute value and as an operator
to be bounded in L2 as operator. Let’s do this step by step
(1) We prove that ‖K1(x1, y1)‖δCZ ≤ C|x1−y1 |n .
• It’s immediate that |K1(x1, y1)|δ ≤ C|x1−y1 |n by (3.2), (3.9) and (3.10).
• We prove that ‖K1(x1, y1)‖2→2 ≤ C|x1−y1 |n .
The L2 boundedness is going to be a consequence of applying Theo-
rem 4.1, which means that by duality, we need to prove that
|〈K1(x1, y1)χV , gV〉| + |〈gV , K1(x1, y1)χV〉| ≤ C
|x1 − y1|n
|V |
for all gV ∈ L∞(V) such that ‖gV‖∞ ≤ 1.
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Then by linearity, (3.11) and lemma 3.3
|〈K1(x1, y1)χV , gV〉|+|〈gV , K1(x1, y1)χV〉| ≤
≤ (C(χV , gV ) +C(gV , χV )) 1
|x1 − y1|n
≤
C
|x1 − y1|n
|V |.
(2) We prove that ‖K1(x1, y1) − K1(x′1, y1)‖δCZ ≤ C |x1−x
′
1 |
δ
|x1−y1 |n+δ
.
• |K1(x1, y1) − K1(x′1, y1)|δ ≤ C |x1−x
′
1 |
δ
|x1−y1 |n+δ
by (3.7), (3.4) and (3.6).
• ‖K1(x1, y1)−K1(x′1, y1)‖2→2 ≤ C |x1−x
′
1 |
δ
|x1−y1 |n+δ
which is satisfied by reason-
ing as in the first case using (3.12) instead of (3.11).
(3) We prove that ‖K1(x1, y1) − K1(x1, y′1)‖δCZ ≤ C |y1−y
′
1 |
δ
|x1−y1 |n+δ
.
• |K1(x1, y1) − K1(x1, y′1)|δ ≤ C |y1−y
′
1 |
δ
|x1−y1 |n+δ
by (3.8), (3.5) and (3.3).
• ‖K1(x1, y1)−K1(x1, y′1)‖2→2 ≤ C |y1−y
′
1 |
δ
|x1−y1 |n+δ
which is satisfied by reason-
ing as in the first case using (3.13) instead of (3.11).

Proposition 4.4. Let T be an operator defined as in (3.1) that can be extended to an
L2 to L2 bounded bi-parameter operator and whose kernel satisfies (3.2)–(3.14).
Then T satisfies the bi-parameter WBP (2.6) in the classical sense.
Proof. We are going to assume without loss of generality that i = 1 since by sym-
metry of the conditions the other case is proved in the same manner. Let’s fix a
bounded subset B of C∞0 (Rn). Then there exists a constant CB such that ‖ f ‖2 ≤ CB
∀ f ∈ B.
By definition, we need to prove that ‖〈ηx1t , T 1ξx1t 〉‖δCZ ≤ CBtn . Remember that in(2.9) we determined that
K1
ξ
x1
t ,η
x1
t
(x2, y2) = 〈ηx1t , K2(x2, y2)ξx1t 〉 = 〈ηx1t , T 1ξx1t 〉(x2, y2)
First of all we are going to prove that |K1
ξ
x1
t ,η
x1
t
|δ ≤
˜CB
tn by using the proof
of Proposition 4.3 where we determined the L2 boundedness of K1(x1, y1) and
K2(x2, y2) as well as their Ho¨lder versions.
• We prove that |〈ηx1t T 1ξx1t 〉(x2, y2)| ≤ C|x2−y2 |m
CB
tn :
|〈η
x1
t , T 1ξ
x1
t 〉(x2, y2)| = |〈ηx1t , K2(x2, y2)ξx1t 〉|
≤ ‖K2(x2, y2)‖2→2 ‖ξx1t ‖2 ‖ηx1t ‖2
≤
C
|x2 − y2|m
·
CB
tn
• Similarly we prove that |〈ηx1t T 1ξx1t 〉(x2, y2) − 〈ηx1t T 1ξx1t 〉(x′2, y2)|
≤ C |x2−x
′
2 |
δ
|x2−y2 |m+δ
CB
tn :
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|〈η
x1
t , T 1ξ
x1
t 〉(x2, y2) − |〈ηx1t , T 1ξx1t 〉(x′2, y2)| = |〈ηx1t ,
(
K2(x2, y2) − K2(x′2, y2)
)
ξ
x1
t 〉|
≤ ‖K2(x2, y2) − K2(x′2, y2)‖2→2 ‖ξx1t ‖2 ‖ηx1t ‖2
≤ C |x2 − x
′
2|
|x2 − y2|m+δ
·
CB
tn
• By a symmetric argument we have |〈ηx1t T 1ξx1t 〉(x2, y2)−〈ηx1t T 1ξx1t 〉(x2, y′2)| ≤
C |y2−y
′
2 |
δ
|x2−y2 |m+δ
CB
tn .
Now we are left to prove that ‖K1
ξ
x1
t ,η
x1
t
‖2→2 ≤
˜CB
tn .
Since we have proven that K1
ξ
x1
t ,η
x1
t
has a δ-standard kernel we are in the condi-
tions of using Theorem 4.1 to determine the L2 boundedness bound, i.e., by duality
we are reduced to prove that
|〈〈η
x1
t , T 1ξ
x1
t 〉χV , fV〉| + |〈 fV , 〈ηx1t , T 1ξx1t 〉χV〉| =
|〈η
x1
t ⊗ χV , Tξ
x1
t ⊗ fV〉| + |〈ηx1t ⊗ fV , Tξx1t ⊗ χV〉| ≤
˜CB
tn
|V |
for all cubes V in Rm and all fV ∈ L∞(V) such that ‖ fV‖∞ ≤ 1 which is satisfied by
the L2 to L2 boundedness of the operator which ends our proof. 
Remark 4.5. We haven’t included conditions (3.16) – (3.20) in the statement of the
proof because they are a consequence of the L2 to L2 boundedness of the operator.
On [HyM2], it was stated that if an operator T defined as in (3.1) satisfied con-
ditions (3.2)–(3.14), (3.16)–(3.20) and T1, T ∗1, ˜T1 and ˜T ∗1 lie in BMO then the
operator T could be extended to an L2 to L2 bounded operator.
It was also stated that if T is a bi-parameter δ − S IO that can be extended to an
L2 to L2 bounded operator then T1 and T ∗1 lie in BMO. If in addition ˜T can be
extended to an L2 to L2 bounded operator ˜T1 and ˜T ∗1 lie in BMO also.
It was missing, and we have just proven, it’s that if T is an operator defined as
in (3.1) that satisfies conditions (3.2)–(3.14) and can be extended to an L2 to L2
bounded operator then T is a bi-parameter δ − S IO.
As a consequence we can answer the following open question left in [PV] and
[HyM2].
Corollary 4.6. Let T be an operator defined as in (3.1) that can be extended to an
L2 to L2 bounded bi-parameter operator and whose kernel satisfies (3.2)–(3.14).
Then T1 and T ∗1 lie in BMO and it has the WBP in the classical sense.
5. Classical conditions imply mixed type conditions
We have proven that the mixed type conditions imply the classical conditions,
so in this section we are going to proceed to prove the converse direction, i.e., that
the classical conditions imply the mixed type conditions.
Theorem 5.1. Let T be a bi-parameter δ-SIO as defined in Definition 2.5 satisfying
the WBP (2.6), then T satisfies conditions (3.2)–(3.14). If in addition the operator
is L2 to L2 bounded, then it also satisfies conditions (3.16)–(3.20).
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Proof. That the operator satisfies (3.2)–(3.14) can be deduced directly from the
definition of δ-Caldero´n-Zygmund kernel. The size condition, Ho¨lder conditions
and mixed Ho¨lder and size conditions ((3.2)–(3.10)) are consequence of the point-
wise conditions of the kernel while the separated Ho¨lder and size conditions ((3.11)–
(3.14)) are consequence of the L2 boundedness conditions of the kernels with con-
stant C( f j, g j) ≤ C‖ f j‖2 · ‖g j‖2 for j = 1, 2.
Finally, that the operator satisfies conditions (3.16)–(3.20) is a trivial conse-
quence of the L2 boundedness of the operator. 
Remark 5.2. It is worth noticing that Pott and Villarroya original conditions differs
slightly from the mixed type conditions that we have used in this paper. While we
have used characteristic function and cube adapted functions in conditions (3.14)–
(3.20), they used instead some bump functions which has not necessarily compact
support.
That the above result can also be proven for the [PV] conditions it is left for
the reader. We would like to point out that in the uniparametric setting, we can
indiscriminately test our operator on characteristic functions or in bump functions
(c.f. [G]). If we add that observation with the fact that we have used uniparamet-
ric results along the proofs of this paper, one can get an idea of the blueprint for
proving such results for the [PV] conditions.
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