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On Distance Transitive Graphs in Which the Stabilizer of a Point
Contains an Alternating Group
KAZUHIRO YOKOYAMA
Distance transitive graphs with some local properties are completely classified under the following
condition: the diameter d of the graph is at least 2, the valency v of the graph is at least 7 and the
stabilizer of a point acts (v - 2)-transitively on its neighborhood, i.e, the stabilizer contains an
alternating group.
1. INTRODUCTION
We refer to finite, undirected graphs without loops and multiple edges. A graph r
consists of a finite, non-empty set V(I) of vertices and a set E(I) of edges, each of
which is an unordered pair of distinct vertices. Two vertices joined by an edge are said to
be adjacent. A path of length n in T, sayan n-path, is a sequence of n + 1 vertices
{uo, Ul"'" un}, where u, E V(I) (0 ~ i ~ n), (U;-l' u;) E E(I) (l ~ i ~ n) and
U;_l i: u;+I(l ~ i ~ n - I). rissaid to be connected if there exists a path joining U and
v for every distinct pair u,v in V(I). For any two vertices u,v in V(I), the distance d(u,v)
between U and v is the length of the shortest path joining U and v. If a path joining U and
v does not exist, then we set d(u, v) = 00. Moreover, we set d(u, u) = 0 for all u in V(I).
The number max{d(u, v) Iu, V E V(I)} is called the diameter of rand denoted by d(I) or
d. For a in V(I) we write as usual F;(a) = {b Id(a, b) = i} for 0 ~ i ~ d.
A pair (T, G) of a connected graph T and its automorphism group G is called a distance
transitive graph if it satisfies the following condition:
For any vertices u, v, x, y in V(I) such that d(u, v) = d(x, y), there exists an element g of
G such that UK = x and if = y.
If (F, G) is a distance transitive graph, then F;(a) is a Ga-orbit in V(I) for a in V(I),
where Ga denotes the stabilizer of a in G, and 1F;(a)1 does not depend on the choice of a.
Therefore 1F;(a)1 is denoted by k, for 0 ~ i ~ d = d(I). In particular, k, is called the
valency of T and is denoted by v. As usual we use r(a) instead of 1; (a).
We will use the following notation. Assume that G acts on Qas a permutation group. Let
a be a point in Q. For a suborbit L1(a) of G, in Q, Ga,Ll(a) denotes the kernel of the action of
G, on L1(a). Set G1(a) = Ga/Ga,Ll(a)' In particular, for a distance transitive graph tF, G), we
use G1(a) instead of Ga,JT,a)' Then we prove the following:
THEOREM. Let (T, G) be afinite distance transitive graph ofdiameter d ~ 2. Assume that
(F, G) satisfies the following:
(1) the valency v of T is at least 7, i.e. v ~ 7;
(2) Ga acts (v - 2)-transitively on r(a), i.e. G!}a) :2 Av.
Then one of the following occurs:
(1) v = 7, r is isomorphic to the Hoffman-Singleton graph and G = PSU3(5) or
PSU3(5)2;
(2) v = 7, T is isomorphic to the double cover of the Hoffman-Singleton graph and
G = 2 x PSU3(5), PSU3(5)2 or 2 x PSU3(5)2;
379
0195-6698/88/040379+ 12 $02.00/0 © 1988 Academic Press Limited
380 K. Yokoyama
(3) T ~ Kv,v (the complete bipartite graph) and G ~ S; wr2;
(4) F ~ 2Kv+1 (the double cover of complete graph) and G = Sv+l, 2 X AV + I or
2 x Sv+l;
(5) r ~ Qv (the generalized cube graph) and G = 2vAv , 2v- I S v or 2vS v ;
(6) T ~ Q~ (the derived graph of Qv) and G = 2v - IA v or 2v- I S v ;
(7) T ~ O; (the odd graph) and G = A2v- 1 or S2v-l;
(8) T ~ 20v (the antipodal double cover of Ov) and G = 2 X A 2v- 1 , S2v-1 or 2 x S2v-I'
REMARK. Av denotes the alternating group of degree v, and S; denotes the symmetric
group of degree v. Moreover, 2m denotes an elementary abelian group of order 2m• For
arbitrary groups A and B, G = AB implies that A is normal in G and G/A is isomorphic
to B.
REMARK. By using the classification of multiply-transitive groups under the assumption
that Schreier's hypothesis holds (cf. Huppert and Blackburn [11]), for the case v ~ 9 we
can replace condition (2) of the theorem by (2'):
(2') G, acts 7-transitively on r(a).
There are several studies on similar problems. Joining together the results ofC. Armanios,
P. J. Cameron and C. E. Praeger on the classification of some symmetric graphs (see [16]),
we see that two cases remain unsolved. These are the cases where (1) v = 7, and (2)
G1(a) = 1 and the girth of T is greater than 6, where the girth of T is the length of its
shortest circle. As we see in the theorem, these cases are also included in this paper. For the
proof of the theorem, however, we use part of their results. By employing arguments of
distance transitivity, the proof of the theorem is more straightforward, as we see in the
subsequent discussions. Moreover, it should be noted that their proofs can be made
straightfoward by using the properties of distance transitivity (see [18]).
REMARK. The author is informed by the referee that A. A. Ivanov [8] has solved the
same problem independently in his Ph.D. thesis (in Russian) and his results are presented
(in Russian) in [9]. Moreover, Faradjev, Ivanov and Ivanov [7] have classified distance
transitive graphs in the case v ~ 7.
We define a distance regular graph. For any two vertices a, b of a connected graph rand
for any i,j in {O, 1, ... , d(r)}, S;,j,a,b is defined as the number of vertices z of rsuch that
d(a, z) = i and d(b, z) = j. If S;.j,a,b depends only on i, j and k = d(a, b), for any iJ,k in
{O, 1, ... , d(r)}, then r is said to be distance regular and the above number S;,j,a,b is
denoted by Si,j,k.Moreover, we set c, = S;_I,I,i' a; = S;.I,; and b, = S;+I.I,; (0 ~ i ~ d(r).
The constants a., b,and C; are called the intersection numbers of rand are often placed in
the intersection array l(r):
{
Co , CI' C2' ... , Cd-I' Cd}
l(r) = aO,ab a2 , · .. ,ad_l,ad .
bo, b., b2 , ••• ,bd_l , bd
We notice that Co = ao = b, =;= °and CI = 1.
Clearly, distance transitivity implies distance regularity. In the proof of the theorem we
use combinatorial methods for distance regular graphs. In particular, we can use the
following combinatorial results presented in Bannai and Ito [3, p. 197].
Define polynomials as follows. vo(x) = 1, VI (x) = x and v;(x) is given by the following
equations:
for 2 ~ i ~ d.
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Furthermore, define Vd+ I (x) as follows:
Vd+ I (x) = (x - ad)vix) - bd_ 1Vd_1 (x).
The number of distinct eigenvalues of the incidence matrix of T is d + I and they
are roots of Vd+1 (x). Let eo, e., ... , ed be distinct eigenvalues of T. Then Vd+1 (x) =
(x - eo)(x - e.) ... (x - ed)/c2c3 ••• Cd' Moreover, let m, be the multiplicity of e, as an
eigenvalue of F. Then the following equation holds:
m, = nkdlvd+l(e;)vd(ei),
where n = lV(nl and Vd+ I (x) is the derived polynomial of Vd+ I (x). Therefore, if we
calculate m, for a given intersection array and if it is not an integer, then we can say that
T does not exist by considering the multiplicities of its eigenvalues.
Moreover we will use the concept of derived graphs. First we define antipodal graphs. A
distance regular graph of diameter d is said to be antipodal if either d( y, z) = d or y = z
for any vertices x,y,z such that d(x, y) = d(x, z) = d. If (T, G) is an antipodal distance
transitive graph of diameter d, then {x} u Id(x) is an imprimitive block for any x in T(cf.
Biggs [4]). By using this fact, we define the derived graph T' of T. Let T be an antipodal
distance transitive graph with valency v and diameter d > 2. The vertices of the derived
graph T' of Tare the imprimitive blocks {x} u Id(x) in Tand two blocks are joined in T'
whenever they contain adjacent vertices of T. Then (T", GIN) is a distance transitive graph
with valency v, where N is the kernel of the action of G on V(r). We notice that if Go acts
(v - 2)-transitively on T(a) for a in V(n, then (GIN)o' acts (v - 2)-transitively on T' (a')
for a' in V(r).
2. PRELIMINARIES
In this section, we provide elementary lemmas, and known results on graphs with C2 >
are discussed.
LEMMA I. Let T be a distance regular graph of diameter d and a., b, and c, are its
intersection numbers for 0 ::::;; i ::::;; d. Then the following holds:
(1) I ::::;; CI ::::;; c2 ::::;; ••• ::::;; Cd and V = bo ~ b, ~ b2 ~ .,. ~ bd_ l ;
(2) if d ~ i + j, then c, ::::;; b.;
(3) if a l = 0 and C2 ~ 2, then Cj +1 > cj ;
(4) a, + c, ~ aj-I'
Lemma 1(1), (2) and (3) follow from Gardiner [10]. Lemma 1(4) follows from the fact that
1;-1 (b) (\ T(c) s (1;-1 (a) (\ T(c)) u (1;(a) (\ T(c)) for vertices a, band c such that
d(a, b) = I, d(a, c) = i and d(b, c) = i-I.
LEMMA 2.
(1) For n ~ 5 any proper subgroup ofAn whose index in An is at most n is isomorphic to An_I'
For n ~ 7, An has one conjugate class ofsubgroups which are isomorphic to An_I' But A 6
has two conjugate classes of subgroups which are isomorphic to A 5 • One is a class of
transitive subgroups and the other is a class of intransitive subgroups (i.e. stabilizers ofa
point).
(2) Except that S; contains An' assertions in (1) hold also for symmetric groups.
(3) Any intransitive maximal subgroup of S; is isomorphic to S, X Sn-i (1 ::::;; i ::::;; n - I).
(4) Any intransitive maximal subgroup of An is isomorphic to (Sj x Sn_;) (\ An
(1 ::::;; i ::::;; n - I).
Lemma 2 is well known. Throughout the rest of this paper we will assume that (T, G) is
a pair satisfying the assumptions of the theorem.
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LEMMA 3. For a E V(n, G; is isomorphic to one of the following groups:
(1) Av; (2) Sv; (3) Av x Av- 1 ; (4) (Av x Av_d2; (5) S; x Sv_I'
Lemma 3 follows from Knapp [13, Theorem 2.4, Theorem 6.1]. [13, Theorem 6.1] requires
the primitivity of the action of G on F. But by using [13, Theorem 2.4], we can use the same
argument of the proof of [13, Theorem 6.1].
Cameron [6,Theorem 4.5] classified graphs with Cz > 1 under weaker assumptions, from
which we have the following
PROPOSITION 4. Under the assumptions of the theorem, a l = 0, b, = v-I and one of
the following holds:
(1) Cz = 1;
(2) Cz = 2, r ~ Qv and G = 2vAv, 2V-ISv or 2vSv;
(3) Cz = 2, T ~ Q~ and G = 2v- IAv or 2v- ISv, where Q~ is the derived graph ofQv;
(4) Cz = v-I, T ~ 2K.o+l and G = Sv+l, 2 X AV+ 1 or 2 x SV+l;
(5) Cz = v, T ~ Kv,v and G s;;; S;wr2.
Since Cameron has not presented the proof for the imprimitive case in [6] and [5], we
discuss the proof of Proposition 4. As for determining cz, since G, is (v - 2)-transitive on
I1a) and v - 2 ~ 5, the same argument as in the proof of [5, Theorem 3.2] can be applied
without the assumption of primitivity. Therefore it follows that Cz = 1, 2, v-lor v.
Concerning the case Cz = 2, Cameron has classified graphs in which G acts on rprimitively
in [5, Theorem 4.1]. In this primitive case, F'is isomorphic to the derived graph Q~, where
v is odd. For the case in which G does not act on T primitively, statements A;, B; and C,
of the proof of [5, Theorem 4,1] are true and the rests of the lists of (2) and (3) are obtained
by similar arguments. As for determining G in these cases, it follows clearly that
Aut(Qv) = 2vSv and Aut(Q~) = 2v- 'Sv' Since IGI ~ lV(nIIAvl, [Auuf"): GI ~ 2 and G
contains the commutator subgroup Aut(n' of Auuf"). From these facts G can be deter-
mined. For the case Cz = v-I, it follows that az = 0, bz = 1 and C3 = v by arguing the
action of G, on rz(a) and using Lemma 1(3). Therefore ris antipodal and its derived graph
I" is the complete graph K.o+ i - Therefore T is the antipodal double cover 2K.o+ I of K.o+ I .
As for determining G, let Nbe the kernel of the action G on I", Then GIN = AV+ 1 or Sv+1
and N = 1 or 2. It then follows that G = 2 X Av+
',
Sv+1 or 2 x Sv+I' For the case
Cz = v, it follows directly that ris isomorphic to K.o,v and Aut(n = (Sv x Sv)2 = S;wr2,
which satisfies the conditions of the theorem. There are four proper subgroups in Aut(n
which satisfy the conditions of the theorem; one is isomorphic to (A v x Av)4, another to
(Av x AJ(2 x 2), and the rest to (Av x Av)2.
3. THE CASE OF Cz = 1 AND G j (a) =
In this section we deal with a graph (T, G) in which Cz = 1 and G1(a) = 1 for all a in
V(n. Fix a vertex a in T. We use the following notation.
Let H; denote Ga. Then H; = S; or Av in this case from the assumptions, Let (il +
iz + . , , + ik ) denote a subgroup of H; which is isomorphic to (S;l x ... x S;J n Hvas
permutation groups, where i l + iz + ... + ik = v.
We notice that since G[<a) is 2-transitive, G acts transitively on the set of all 2-paths and
G, acts transitively on the set of all 2-paths beginning from a.
LEMMA 5. If I;(a) is empty, then T is isomorphic to the Hoffman-Singleton graph of
50-vertices.
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PROOF. In this case, we obtain the following:
{~: ~: v - o;} .
v , v - I,
By Bannai [I], we have v = 7 and JV(J)J = 50. Then Tis a Moore (7, 2) graph. Hence T
is isomorphic to the Hoffman-Singleton graph by its parameters by James [12]. Therefore,
from the assumption that Ga = A7 or S7 , it follows that G = PSU3(5) or PSU3(5)2
respectively. 0
By Lemma 5, we can assume that I;(a) is non-empty. Now we consider a 2-path {a b, c}.
Then GD:'~ = (I + I + (v - 2», A5 or S5' (For the case A5 or S5, v equals 7.) Then
T3(a) n T(c) is one of the following:
{d} where d is uniquely determined by a 2-path {a, b, c}; (3.1)
T(c) - {b, c'} where c' =I- band c' is uniquely determined; (3.2)
T(c) - {b}. (3.3)
First we consider the case (3.1), i.e. I;(a) n T(c) = {d}. In this case, Gn,:~ =
G:J.~.J = (1 + 1 + (v - 2», i.e. Ga.b,cfixes only band din T(c) . Moreover, it follows that
GaI],~).J £ G/Jl = (I + (v - 1» and its index is v-I. Then Ga.b.c = Gb.c.J' Since G acts
transitively on 2-paths, there exist some g in G such that (a, b, c)g = (b, c, d). Therefore
GaI],:~ ~ G!]~j and G:J~) = Gf!/J = (I + I + (v - 2». The set of subdegrees of GaI],~),J is
{l , 1, v - 2}. Hence C3 = 1,2, v-lor v. If C3 = v then IGa:Ga,JI = II; (a)1 = v-I.
This contradicts the fact that S; and A v have no subgroups of index v-I. Therefore
c) = I, 2 or v-I.
LEMMA 6. 1:;(a) is non-empty.
PROOF. Assume the contrary, and then the following occurs:
By Bannai [2, Propositon 3.4], T cannot exist for the above cases. o
1,
1,
{
O, 1,V-I}
0, 0, v - 2, 01.
v, v-I ,
or
1,
1,1,{~: 0, v - 2, v - o;} ,
v, v-I,
{
O' 1, 1, 2}
0, 0, v - 2, v - 2
v, v-I, 1, °
If C3 = 2, then by Lemma 1(4), 2 + a3 = C3 + a3 ~ a2 = v - 2. So a, ~ v - 4. By
considering subdegrees of G.IJ,~~J' it follows that a3 = v - 2 and 1:;(a) is empty. By Lemma
6, this is a contradiction, so we need only to consider the case C3 = 1 and the case
C3 = v-I. In each case, it follows that al = 0, a2 = v - 2, b2 = 1 and b) = 1 by
Lemma 1(4).
LEMMA 7. If C3 = v -I then T does not exist.
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PROOF. Since C4 ~ C3 = v-I and II.;(a)1 = v(v - I)jc4(v - 1), we obtain C4 = v.
Then I.;(a) consists of a unique vertex and Ts(a) is empty; so Tis antipodal. Let I" be the
derived graph of r Then Aut I" 2 G]N, where N is the kernel of the action of G on I",
The action of GjN on F' is rank 3. By Bannai and Ito [3], the intersection array of I" is
as follows:
{
O, 1, 2}
l(r) = 0, 0, v - 2 .
v, v-I, °
By Bannai [1], T' cannot exist, and so T cannot exist. o
LEMMA 8. If C3 = 1 then T does not exist.
PROOF. Since C3 = C2 = 1, we have Ga,d = Ga,b,c,d' Since b, = 1, Ga,b,c,d fixes c and e,
where {e} = T(d) n I.;(a); so G::Jl = Ga1~!.d = (1 + 1 + (v - 2». Let c' E I;(a) n T(c).
Then GilLe, = (Ga,c>pcl = (l + 1 + 1 + (v - 3». Let {a, b', c/} be the shortest path
from a to c', Then, from b2 = 1 and d(e, b) = 3, it follows that d(e, c') = 2. Let {c', d', e}
be the shortest path from e' to e. Then {a, b', e', d', e} is a 4-path and Ga,b,c,c' = Ga,b,b'.c,c',d,d',e'
Hence each element of (I; (a) n T(e» u {c} determines a shortest path from a to e, and so
C4 ~ 1 + v - 2 = v-I. By II.;(a)! = v(v - I)jc4 and the fact that A v and S; have no
subgroups of index v-I, we conclude that C4 = v-I. By Lemma 1(2), we have d ~ 5.
Therefore we obtain the following
1, V}
0, ° .
1,01,
1, v -1,
1,
1,
0, v - 2, v - 2,
{
O,
or 0,
v, v-I,1,
1,
1,
1,
1, v - oIl}
0, v - 2, v - 2,
{
O,
1(T) = 0,
v, v-I,
Assume that the first case occurs. Then Ga,. fixes one vertex e' in I.;(a) n T(e) and Ga•e =
Ga,e" But (Ga, I.;(a» ~ (Hv, a v-set), and this is a contradiction, so we can assume that the
second case occurs. Then Tis antipodal. Let I" be the derived graph of r. By Bannai [1]
and Lemma 5, T' must be isomorphic to the Hoffman-Singleton graph and v = 7. By
considering the multiplicities of the eigenvalues of T, we obtain a contradiction. 0
Secondly, we consider the case (3.2), i.e. I3(a) n r(e) = r(c) - {b, c'}. Then G{t~ =
(l + I + (v - 2», so there exists a unique 5-gon which contains the 2-path {a, b, c]. Note
that a 2-path determines a unique 5-gon which contains it. Let this 5-gon be {a, b, c, c', b/}
and d e T(e) - {b, c'}. Then d(a, d) = 3 and GJ,:~,d = (l + 1 + 1 + (v - 3». Let a
5-gon determined by a 2-path {b, e, d} be {b, c, d, d'; e"}. If d(a, d') = 2, then there are
two 5-gons which contain a 2-path {b, c", d'}. This is a contradiction, so d(a, d') = 3. This
implies a3 ~ 1. Let a 5-gon determined by a 2-path {c', c, d} be {c', e, d, e, d"}. Note that
e and d" are not contained in {a, b, b', c, e', c", d, d'} and did", a) = 3.
LEMMA 9. d(a, e) = 4.
PROOF. Assume the contrary. Then d(a, e) = 2 or 3.
First consider the case d(a, e) = 2. There exists/in T(a) n T(e). Then Ga,b,c,d fixes/and
e and d(a,J) = 1.Since G{i,:~,d S; G:J~J, G{~:~,d fixes a vertex in T(e) n I; (a). But G{i,:~,dfixes
only f, d" and d in T(e). Since f, d and d" are not contained in I; (a), we obtain a
contradiction.
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Secondly, consider the case dta, e) = 3. There existfandf' such that {a, f, f', e} is a
3-path. Assume that C3 = I. Then by using the fact that a 2-path determines a unique 5-gon
and there is no 6-gon in 1, these vertices are not contained in {a, b, b' , c, c', c", d, d' , d", e}.
Let a 5-gon which contains a 2-path {a, b, c"} be {a, b, c" , c", b" }. Then Ga.b•c•d fixes
a, b, b', b", c, c', c", c'", d, d ', d", e,fandf'. Since GD)~~, . d = (I + 1 + I + (v - 3», Ga.b.('.d
fixes only 3-vertices in T(a), so b" E {b , b',J}. This implies that b" = f Let a 5-gon which
contains a 2-path {a,f,f' } be {a,f,f' , s: g} . Then GlJ~~,.d also fixes g and g E {b, b',J }. This
contradicts the fact that a 2-path determines a unique 5-gon and there is no 6-gon, so we
can assume C3 #- I. By considering sub degrees of GlJ~).d we easily obtain C3 = v - 2 and
a3 = 2. Hence we obtain a contradiction, by Bannai [2, Proposition 3.3]. 0
By Lemma 9 we have the following diagram:
b' c ' d "
a __-'-~f--_---+__.......__.. e
FIGURE I
The above argument shows that C4 ~ 2. Since GlJ~).d = (1 + I + 1 + (v - 3»,
dia, c) = 2, dia, d") = 3 and dia, e) = 4, it follows that (c. , a3' b3) = (I, I, v - 2),
(I, v - 2, 1) or (v - 2, I, I). If C3 = v - 2, we can easily obtain the intersection array:
I, v - 2, I,
I, I, v - 2, v -
1(1)
{
O'
0,
v ,v -
0, I, I ,
1, V}
0, ° .
I, °
Then T is antipodal. Let I" be the derived graph of 1. By Lemma 5, T ' is the Hoffman-
Singleton graph and v = 7. By considering the multiplicities of eigenvalues of 1, we obtain
a contradiction. Therefore C3 = 1. Assume that b, = v - 2. Since Ga.b•c.d = Ga.b.('.d.e and
Ga1~),d = (I + 1 + I + (v - 3» , it follows that Ga1~~.d,e = (I + I + I + (v - 3». From
IGa.e: Ga.b.c.d.el = c4/(v - 2), C4must be v - 2. Since Ga.b.c,d,efixes d and d" in 1(e) n 13(a),
C4 ~ I + I + (v - 3) = v - I, and this is a contradiction. Therefore we assume that
a3 = v - 2. There exist e' andfsuch that {d', d, e.], e'} is a 5-gon . By the assumption that
(c3 , a3 , b3 ) = (I, v - 2, 1), we have dia, e') = 4.
LEMMA 10. If a3 = v - 2, then T does not exist.
PROOF. Since Ga.b,c.d = Ga.b,c.d.e and Ga1~~.d,e fixes d, d" and f, we have GfJ l.d.e =
(1 + I + 1 + (v - 3» . As dia, e') = 4, d(a,J) = 3,4 or 5. Since 1(e) - {d, d",J} is
an orbit of GlJ~!.,d,,, T(e) - {d, d", f } is contained wholly in I;(a) or ~(a). Therefore
C4 = 2, 3, v - I or v . By deb, e) = 3, 113(b) n T(e) I = v - 2. Since 13(b) n 1(e) ~
I;(a) u fiCa), we have C4 + a4 ~ 1 + (v - 2) = v-I. Then (c4, a4 ' b4) = (2, v - 3, I),
(2, v - 2,0), (3, v - 3,0), (v - 1, 1,0), (v - 1,0, I) or (v, 0, 0). If C4 = v - I, then
dia, f) #- 3 and GaIJel fixes f; so it follows that G/:!:l ~ G/Yl = (1 + (v - 1» . But
IG}Jl :G[!-:>I = v - 2. This is a contradiction. Assume that C4 = 2 and a4 = v - 2. Then
d(a,J) = 4 and there exist x, x', y , y' such that {d", e.f, x ', x} and {b' , c', d", y' , y } are 5-gons .
Since Ga,b.c,d,efixes x, x', yandy' , it follows easily that x = y ', dta , x) = 3 and dta , x ' ) = 4.
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Therefore Ga'J~, d.e fixes e, e' and x' in ~(a). But G!J/2d,e = (1 + 1 + 1 + (v - 3». This
implies that C4 = 2 = v - 3, so this is a contradiction. Next, assume that C4 = 3 and
a4 = v - 3. Then dia , f) = 3. But e' and e are contained in ~(a); this contradicts the
fact that b, = I. For the case that C4 = v we also obtain a contradiction by the same
argument as in the case C4 = 3 and a4 = v - 3. Therefore, consider the case C4 = 2 and
a4 = v - 3; then d(a,f ) = 5. In this case, there exists a subgraph X of Twhich contains
{a, b, b' , b", c, c', c", d, d' , d", e, e' , f} and which is isomorphic to a pentagonal
dodecahedron. Then it follows that Ga.b,c.d.efixesall vertices in X and G:J;~~.d.e fixesonly three
vertices in T( x ) for all x in X . If ~(a) is not empty, then b, = I by Lemma 1(1). This implies
that I;, (a) n T(f) consists of one vertex and so G2/) d,e fixes it. But Ga.b,c,d.e cannot fix a
vertex not contained in X ; this is a contradiction . Therefore (C5' a5) = (3, v - 3) or (v, 0).
If C5 = v , then G!J/2d.e,f = (1 + I + I + (v - 3» and G2/ } = (2 + 1 + (v - 3».
Thus Ga.{e'.e.h'}.! = (3 + v - 3» is maximal in GJ, where {d", e, f, h' , h} is a 5-gon. But
IGa/ Ga.{e·,e,h'l) = v . This is a contradiction, so we consider the case C5 = 3. Let f ' E
I;(a) n T(f). Then G2l 2d,e,fJ' = (1 + I + I + 1 + (v - 4» . There exist three 5-gons
which are determined by 2-paths {[ ', f, x} , where x E T(f) n I;(a). Then it follows that
each 5-gon contains a vertex in I:;(a) n T(f') by using the fact that b, = b, = I, so
Ga.b.c.d,e.!J' fixes four vertices in I; (a) n T( f') . From this it follows that G:J:C:~,e.J.f' =
(I + I + I + I + (v - 4» . This implies that v - 4 = 3, i.e. v = 7. By considering the
multiplicities of the eigenvalues of T, we obtain a contradiction. 0
Now we consider the case (3.3), i.e. J; (a) n T(c ) = T(c) - {b}. For this case (C2' a2' b2) =
(1,0, v - I). Let d E T(a) n T (c). Then Ga1:~.d = (I + I + (v - 2» or a subgroup of H5
whose index is 6. So 1J; (a)1 = IGa:Ga,dl ~ IGa:Ga.b.c.dl = v(v - I) or 7 x 6 x 6, where
v = 7. Hence C3 ~ v-lor C3 = I, where v = 7.
LEMMA II. If C3 ~ v-I then v = 7 and T is isomorphic to the double cover of the
Hoffman-Singleton graph .
PROOF. As C3 ~ V - I, one of the following holds:
r
I, 1, v - Jr I, I , "}1(T) 0, 0, 0, 0, 0, 0, °,v ,v - 1, v -I , v, v - 1, v - 1,°
r
I, I, v-I, v - Jr 1, I, v - 1, "}0, 0, 0, 0, 0, 0, 0, 0,0v,v - I, v - 1, I, v , v - 1, v - I, 1, °
r
1, 1, v-I , v -
I , " }or 0, 0, 0, 0, 0,°,
v,v - 1, v - I, 1, 1,0
By Bannai [2, Proposition 3.1], the first case does not occur. The second case does not occur
since IGa.d: Ga,b,c,dl = v I(v - 1)is not an integer. The fourth case does not occur by the fact
that 1~(a) 1 = v - I < v . By the same argument as in the first case in Lemma 8, we can
show that the third case does not occur; so we consider the fifth case. Then Tis antipodal.
Let T' be the derived graph of r. By Bannai [I] and Lemma 5, T' is isomorphic to the
Hoffman-Singleton graph and v = 7. By the definition of the double cover of graphs , T
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is isomorphic to the double cover of the Hoffman-Singleton graph. Therefore
Aut(I) = 2 x PSU3(5)2 and the commutator subgroup Aut(I)' of Aut(I) is isomorphic
to PSU3(5). From these and the fact that IGI ~ IA71 x 100, G contains Aut(I)'. Since
Aut(I)/Aut(I)' = 2 x 2, there are three proper subgroups which contain Aut(I)'. One
of them is isomorphic to 2 x PSU3(5) and acts on Tdistance transitively. The others are
isomorphic to PSU3(5)2. In these two subgroups, one acts on T distance transitively and
the other does not. Hence G = PSU3(5)2, 2 x PSU3(5) and 2 x PSU3(5)2. D
LEMMA 12. If C3 = I and v = 7 then T does not exist.
PROOF. Since G is transitive on the set of 2-paths, GJ~~ ~ G{J~J. Therefore Gb.c,d is
transitive on T(d) - {c}. By IG{J~J: Ga1J2,dl = 6, GJ~2.d is a subgroup of H, of index 6, so
G:J:.2.d fixes a vertex e in T(d) - {c} and it acts transitively on T(d) - {c, e}. Hence
(c., a3' b3 ) = (1, 6,0), (I, 0, 6), (1, 5, 1) or (1, 1 5). By Bannai [2, Proposition 3.1], the
first case does not occur. Assume that the second case occurs. Then d(a, e) = 4, and so
Ga,e ;2 Ga,b,c,d and C4 ~ 6. If C4 = 7, then IGa:Ga.el = II.; (a)1 = 63• But IGa,e I cannot be
an integer; this is a contradiction, and so C4 = 6. Then b, = I or a4 = I. If a4 = I, by
Gardiner [10, 7.1], Tcannot exist, and so b, = I and Cs ~ 6. Similarly, as in the above, if
Cs = 7, then 1~(a)1 = 62 and H 7 contains a subgroup of index 62 • This is a contradiction,
so (cs, as, bs) = (6, 1,0) or (6,0, I). By Gardiner [10,7.1], we have b, = 1, so C6 ~ 6 and,
by the same arguments as above, we obtain C6 = 6, b6 = I and C7 = 7. Then Tis antipodal.
By considering the multiplicities of eigenvalues of the derived graph of T, T cannot exist.
Next, consider the third case. In this case, we can easily show that C6 ~ 2 by using 7-gons,
so the number of i's such that (cj , a., bJ = (1, 5, I) is at most 3. Moreover, if c, = 1 and
Cj + ' #- I, then CHI ~ 6 or cj + ' = 2 and a j +1 = 5. Hence, by the same argument as in the
second case, we can show that the third case does not occur. For the fourth case, a 3-path
determines a unique 7-gon which contains it, so we can show that this case does not occur
by using the same argument as in the case (3.2). D
Thus we conclude the following:
PROPOSITION 13. If C2 = 1 and G, (a) = I then T is isomorphic to the Hoffman-
Singleton graph or the double cover of the Hoffman-Singleton graph.
4. THE CASE OF C2 = 1 AND G1(a) "# I
In this section we deal with a graph (T, G) in which C2 = I and G, (a) #- 1. By Lemma
3, it follows that Ga = Av X Av _ ' , (A v X Av_,)2 or S; x Sv-l' We use the following
notation.
Let H, and H;,_, denote the commutator subgroup of Ga and the commutator subgroup
of G1(a) respectively. Moreover, let H~ denote CH)H;_,). Then H~ = A v , HL, = Av _ 1
and H, = Av X A v _ I' When H~ acts on a v-set, H~_j denotes the pointwise stabilizers of
i points, i.e.
H~_j = Av _ j = (1 + ... + 1 + (v - i)).
'--v--"
i
We define HLj similarly. Then Ha,b = H~_, X HL, for b E Il:a).
By Lemma 5 and 6, we have d > 3. Since G is transitive on 3-paths and HL, s; G, (a),
Ha.b = H~_I X HL, and Ha,b,c = HL, x H;_2 for C E T(b) - {a}. Moreover, HL, S;
CHa,b)GI(b) n Ha,b,c), so H!J~~ ~ (H~_,t(c). Since (H~_,t(c) fixes b, the action of (HLdF(c)
on T(c) - {b} is the action of Av _
'
on a (v - I)-set. Hence, for d e Il:c) - {b},
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Ha,b,r,d = H~_2 X HL2 and G, (d) n Ha,b,r,d ::::: H~ _ 2 ' Therefore H:J~J.d ::::: (HL2)'tdl . Since
Ha.b,r,d fixes c, we obtain the following: H2/J,d = A"_2 as a 2-point stabilizer, i.e.
(I + I + (v - 2)); or a I-point stabilizer As in A7 , i.e, v = 7. Therefore the set of
subdegrees of H:J~J,d is {l , I , v - 2} or {I, 6}. Hence C3 = I, 2, v - I or v . Praeger
classified graphs in which C2 = I, G,(a) ¥- I and C3 > I in [16]. G can be determined by
similar arguments as in Proposition 4. Therefore we have the following:
PROPOSITION 14 (Praeger [15, Theorem 10]). IfC2 = 1, c3 ¥- I and G1(a) ¥- 1, then one
of the following holds:
(1) t:« 0" and G = A2,, _ 1 or 82,,- 1;
(2) r::::: 20" and G = 2 X A2,,_I, 82,, _ 1 or 2 x 82,, - 1 , where 20" is the double cover of0",
As mentioned in Section I, Praegerproves the above without assuming distance transitivity,
and if we use the property of the distance transitivity, we can prove it more easily (cf. [18]).
Therefore we consider the case C3 = 1. First, we consider the case H:J~2,d = A"_2 as a
2-point stabilizer. Then H:J~J,dfixes a unique vertex e in r(d) - {c}. Since r(d) - {c, e}
is an orbit of H:J~J,d' a3 = 0, I, v - 2 or v - 1. Moreover, d(a, e) = 3 or 4.
LEMMA 15. If a3 = v - 2 or v -I , then T does not exist.
PROOF. Consider the case a3 = v - 2. Then, for any d' in IJ(a) n r(d), Ha,d,d' =
Ha,b,c,d.d' = HL 2 X HLJ' Since H~_ 2 is contained in G, (d), H~_ 2 fixes d'. Therefore
Gar:1.1 = A"_2 or 8"- 2' But G2P fixes J;(a) n r(d') and .f;(a) n r(d'), each of which
consists of one vertex, so this is a contradiction. For the case aJ = v - I, the same
argument is available. D
LEMMA 16. If a3 = 1, then r does not exist.
PROOF. In this case, there exists a 3-path {a, b', c', e}. Then Ga•b•r•d fixes a, b, b', c, c', d
and e. Moreover, H~_I = G,(b) n Ga.b.r,d.e.c'.b' = G,(b') n Ga.b.c.d,e,r'.b" By considering the
stabilizer of this 7-gon, G1(b) n Ga.b.r.d.e,r'.b' = G1(d) n Ga.b,r,d.e.<',b' and G1(b') n Ga.b,r.d.e.O ' =
G1(e) n Ga.b.r.d.e.c'.b" So G1(d) n G1(e) is non-trivial. This is a contradiction. D
LEMMA 17. If a3 = 0, then r does not exist.
PROOF. In this case we have d(a, e) = 4. By the 3-path transitivity of G, H:J.~.d.e =
HfJ~~.e ::::: H2b~1,d and H:J~~.d.e = A,,_2' By considering the subdegrees, we have C4 =
1,2, v -lor v. Since I.f;(a)j = v(v - I)3/c4and IGa•e:Ga,b.r,d,el = v(v - l)2C4/V(V - 1)3,
btai - I d G - G S' Gl"te) - Gl"te) fi d Gl"te) fi .we 0 tam C4 - v - an a.e - a.b.c.d.e : mce a,e - a.b.c.d.e xes , a,e xes a umque
vertexfsuch that r(e) - IJ(a) = {f} . By similar arguments as in Lemma 16, and using
the fact that G1(x) n G1( y) = I for adjacent vertices x and y, it follows thatfis contained
in Ts(a). By this fact, we have Cs ~ v - 1. Moreover, we can easily obtain Cs = v - 1. By
the same argument as above, we obtain the following:
I , v - I , v - I,
I, v - I, v-I , v -
1(F)
{
O'
0,
v ,v -
1,
0,
I ,
0, 0, 0,
I,
0,
I ,
I,V}
0, ° .
I , °
Then Tis antipodal. Let I" be the derived graph of T. By Bannai [2], I" does not exist and
so T does not exist. D
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Finally, we consider the case in which v = 7 and H2'/1.d = As fixes only one point in the
7-set. If d = 3, then by Bannai [2] T does not exist, and so we assume d ~ 4.
LEMMA 18. If d ~ 4 then T does not exist.
PROOF. In this case, we have C3 = I. For e in T(d) - {c}, it follows that d(a, e) = 4
d H T"{d) D' A hi h fi . S' H T"{e) fi d d HT"{d ) HT"{e)an a.b.c.d,e = 10 ID 7 W IC xes two vertices . mce a.b.sc.d.e xes an a.b.c.d ~ b.c.d.e v
we have H2;':~.d,e = As in A7 which fixes one vertex, so C4 = I or 7. If C4 = 7, then by
considering G;... T does not exist. If C4 = I and a4 = 6 then , by Biggs [4, Theorem 23.6],
Tdoes not exist. Hence C4 = I and b, = 6. Let j e I;(5) (") T(e) . Then H!J[),d.e,J = DIO•
Therefore, by considering the action of D IO on a 7-set, we obtain Cs = 2 or 7. By Biggs [4,
Theorem 23.6], in the case Cs = 7 T does not exist, so Cs must be 2. Therefore a 5-path is
contained in a unique 10-gon. By similar arguments as above, we have C6 = 2. From the
face that a 5-path is contained in a unique IO-gon, C7 and Cg are even. By considering IG~x) I
where x E I;(a), C7 = 2 or 6. If C7 = 6, then (C7, a-, b7) = (6, 0, I) and (Cd' ad' bd ) =
(7, 0, 0) by Gardiner [10, 7]. By considering subgroups of A 7 , this case does not occur;
therefore C7 = 2. By considering the action of H2:) and Gardiner [10, 7], b, = 0, I, or 5.
If b, = 5, then Cg must be a multiple of 5. Since Cg is even, Cg is a multiple of 10, and this is
a contradiction. Hence (c ., a-, b7 ) = (2,4, I) or (2, 5,0). Finally, by using the properties
of subgroups of A7 and Gardiner [10, 7], the following occurs;
{
O, I, I, I, 1,2,2, C7""}
1(I) = 0,0,0,0,0,0,0, a- , . . . ;
7, 6, 6, 6, 6, 5, 5, b7 , • ••
{
C7' ... } {2' 2, 3}
a7 , • • • = 4, 4, 4 ,
b7 , • • • I , I , °
{2'2}4, 5
I, °
or
By considering the multiplicities of the eigenvalues of 1, each case does not occur. 0
Hence we obtain the following .
PROPOSITION 19. For the case C2 = I and G1(a) #- I, Tis isomorphic to O; or the double
cover 20v of o;
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