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On the Ring of Simultaneous Invariants for the Gleason–MacWilliams
Group
EIICHI BANNAI, ETSUKO BANNAI, MICHIO OZEKI AND YASUO TERANISHI
We construct a canonical generating set for the polynomial invariants of the simultaneous diagonal
action (of arbitrary number of l factors) of the two-dimensional finite unitary reflection group G of
order 192, which is called the group No. 9 in the list of Shephard and Todd, and is also called the
Gleason–MacWilliams group. We find this canonical set in the vector space (⊗li=1V )G , where V
denotes the (dual of the) two-dimensional vector space on which the group G acts, by applying the
techniques of Weyl (i.e., the polarization process of invariant theory) to the invariants C[x, y]G0 of
the two-dimensional group G0 of order 48 which is the intersection of G and SL(2,C). It is shown
that each element in this canonical set corresponds to an irreducible representation which appears in
the decomposition of the action of the symmetric group Sl . That is, by letting the symmetric group
Sl acts on each element of the canonical generating set, we get an irreducible subspace on which the
symmetric group Sl acts irreducibly, and all these irreducible subspaces give the decomposition of
the whole space (⊗li=1V )G . This also makes it possible to find the generating set of the simultaneous
diagonal action (of arbitrary l factors) of the group G. This canonical generating set is different from
the homogeneous system of parameters of the simultaneous diagonal action of the group G. We can
construct Jacobi forms (in the sense of Eichler and Zagier) in various ways from the invariants of
the simultaneous diagonal action of the group G, and our canonical generating set is very fit and
convenient for the purpose of the construction of Jacobi forms.
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1. INTRODUCTION
It is well known, through the work of Gleason [13], that the vector space spanned by the
(homogeneous) weight enumerators of binary self-dual doubly even codes is the polynomial
ring C[ f1, f2] generated by the two algebraically independent polynomials:
f1 = x8 + 14x4 y4 + y8,
and
f2 = x24 + 759x16 y8 + 2576x12 y12 + 759x8 y16 + y24,
where f1 is the weight enumerator of the extended Hamming code [8, 4, 4] and f2 is the
weight enumerator of the extended Golay code [24, 12, 8]. Gleason [13] also proved that
C[ f1, f2] = C[x, y]G ,
where C[x, y]G = { f ∈ C[x, y]| f g = f, ∀g ∈ G}, the ring of polynomial invariants fixed
by the action of the group
G =
〈
σ1 = 1√
2
(
1 1
1 −1
)
, σ2 =
(
i 0
0 1
)〉
⊂ GL(2,C).
This group G, which we call the Gleason–MacWilliams group in this paper, is of order 192
and is a unitary reflection group (No. 9 in the list of Shephard and Todd [23]). It is known,
by Broue´ and Enguehard [7] (see also [8, 16]), that if we substitute x by θ3(2τ, 0) and y by
θ2(2τ, 0), then, for any homogeneous polynomial f (x, y) ∈ C[ f1, f2] of degree n,
f (θ3(2τ, 0), θ2(2τ, 0)) is a modular form of weight k = n/2 for the full modular group
SL(2,Z), where θ2(τ, z) and θ3(τ, z) are defined by
θ2(τ, z) =
∑
n∈Z
epi i(n+1/2)2τ+(2n+1)pi i z,
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θ3(τ, z) =
∑
n∈Z
epi in
2τ+2npi i z .
It is also known, see Ozeki [17] or Runge [21], that if we consider the subgroup H of
index 2 in G defined by
H =
〈
1+ i
2
(
1 1
1 −1
)
, σ2 =
(
i 0
0 1
)〉
,
(here H is another unitary reflection group, i.e., No. 8 in the list of Shephard and Todd [23]),
then
C[ f1, f3] = C[x, y]H (⊃ C[x, y]G),
where f3 = x12 − 33x8 y4 − 33x4 y8 + y12. Note that f1 and f3 are also algebraically in-
dependent. If we apply the previous substitutions: x by θ3(2τ, 0), and y by θ2(2τ, 0), then
C[ f1, f3] is mapped onto the space of all the modular forms C[E4, E6] for the full modular
group SL(2,Z) as an algebra isomorphism, here E4 and E6 denote the Eisenstein series of
weights 4 and 6.
What we mentioned above are classical well known results. Many generalizations of these
results have been obtained in many directions. The work of Duke [9] and Runge [21] (see
also [14, 20, 26]) on Siegel modular forms (cf. [12]) through the multi-weight enumerators of
binary self-dual doubly even codes, and the work of Bannai–Ozeki [5] and Runge [22] on Ja-
cobi forms (cf. [11]) through certain joint weight enumerators of binary self-dual doubly even
codes, are typical examples. Also, many recent works deal with nonbinary codes. Sometimes,
we can even consider the codes over certain finite rings and finite Abelian groups. A brief
survey on this subject can be seen, for example, in [1]. In [1], we define Type II codes (the
concept corresponding to self-dual doubly even codes in binary case) over any finite Abelian
group of even order, by using the concept of duality and the modular invariance property for
(the association schemes of) finite Abelian groups, which can be seen in Bannai et al. [3]. (We
will not deal with this topic here. The reader is referred to [1] for more details.)
In order to construct Jacobi forms, Bannai and Ozeki [5] (see also [4]) obtained the follow-
ing theorem.
THEOREM A. (BANNAI–OZEKI [5]). Let us set
σ1 = 1√
2

1 1
1 −1 01 1
1 −1
. . .0 1 1
1 −1

,
σ2 =

i
1 0i
1
. . .0 i
1

.
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Let G = 〈σ1, σ2〉 ⊂ GL(2t,C) (then G is of order 192). Consider the invariant ring
C[x1, y1, . . . , xt , yt ]G . For nonnegative integers i1, i2, . . . , it , with ∑tj=1 i j = l, we de-
fine C[x1, y1, . . . , xt , yt ]Gi1,i2,... ,it as the subspace of C[x1, y1, . . . , xt , yt ]G consisting of the
polynomials f (x1, y1, . . . , xt , yt ) whose degrees with respect to x j and y j are i j . Now,
take arbitrary m1,m2, . . . ,mt ∈ N = {0, 1, 2, . . . }. Then, for any f (x1, y1, . . . , xt , yt ) ∈
C[x1, y1, . . . , xt , yt ]Gi1,i2,... ,it , by the substitution map:{
xi 7−→ θ3(2τ, 2mi z)
yi 7−→ θ2(2τ, 2mi z), (i = 1, 2, . . . , t)
we get a Jacobi form of weight k = l/2, and index m = ∑tj=1 i j m j 2 for the full modular
group SL(2,Z).
This means that for each choice of m1,m2, . . . ,mt , we get different maps from the space
of invariant polynomials to the space of Jacobi forms. It is known that the space of Jacobi
forms is not finitely generated. But we expect that considering many different choices of
m1,m2, . . . ,mt , we may obtain many different Jacobi forms, and then we may eventually
obtain most of the Jacobi forms in this way.
In order to know C[x1, y1, . . . , xt , yt ]Gi1,i2,... ,it , we only have to know the vector space
C[x1, y1, . . . , xl , yl ]G1,1,... ,1,
for arbitrary l; to be more precise, for l = i1 + i2 + · · · + it . The meaning of this statement
will become clearer in later sections when we use the polarization process of invariant theory
as an important tool. Therefore, in the rest of the paper, we concentrate on investigating the
structure of the space R = C[x1, y1, . . . , xl , yl ]G1,1,... ,1, for arbitrary l.
We first remark that R = C[x1, y1, . . . , xl , yl ]G1,1,... ,1 can be expressed as
R = C[V⊕V ⊕ · · ·⊕︸ ︷︷ ︸
l
V ]G1, 1, . . . ,︸ ︷︷ ︸
l
1(
∼= (⊗li=1V )G ,
if we denote the two-dimensional space by V , on which G ⊂ GL(2,C) acts naturally.
Then, the symmetric group Sl acts on the vector space R by the permutations of the co-
ordinates. Our main purpose is to decompose R into the irreducible subspaces by the action
of Sl . The rest of this paper is devoted to this task. In Theorem 1 in Section 2, we give the
decomposition of the characters of the action of Sl on R into the irreducible characters of the
symmetric group Sl . In Section 3, we recall the classical method of polarization as a method
to obtain new invariants from known ones. In Section 4, we state and prove our main result:
Theorem 2. It should be pointed out that in proving Theorem 2, the method of Weyl (i.e., the
method of polarization in invariant theory) to use Capelli identities described in the book of
Weyl [27, Sections 2.4 and 2.5] plays the most important role. Also, another important trick is
to use the h.s.o.p. (homogeneous system of parameters) of the invariant ring C[x, y]G0 (which
will be given in Section 3) for the group G0 = G ∩ SL(2,C) with |G : G0| = 4. The final
result (Theorem 2) is obtained by applying the method of polarizations to the invariants in
C[x, y]G0 instead of to those in C[x, y]G . In addition, we need some techniques of represen-
tation theory of the symmetric groups Sl , such as the Littlewood–Richardson rule. We should
remark that Theorem 2 will be an ideally desirable form in order to obtain Jacobi forms by
using Theorem A.
We remark that preliminary versions of this paper were published in several places, though
they are all unofficial publications. For example, Theorem 1 was first proved in [6]. Theorem 2
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was first proved in [2], which is a version close to the present paper. We also remark that [19]
gives a method to get h.s.o.p. of C[V ⊕ V ]G , exactly speaking, of C[V ⊕ V ]H . We also
remark that K. Tanabe has recently given another, very general, algorithm to find h.s.o.p. of
C[V ⊕ V ]G .
2. DECOMPOSITION OF THE CHARACTER OF THE ACTION OF THE SYMMETRIC
GROUP Sl ON THE SPACE R
It is well known that the irreducible characters of the symmetric group Sl are in one to one
correspondence with the set of partitions of n. Moreover, each partition of n is expressed by a
Young diagram consisting of n squares.
THEOREM 1. Suppose l is an integer which is a multiple of 8. Let ρl be the character of
the symmetric group Sl acting naturally on the space R. Let χl be the irreducible character
of Sl corresponding to the partition (l − i, i). Then we have the decomposition:
ρl =
l
2∑
i=0
aiχi ,
where the multiplicities ai are given as follows:
ai =
{[ l−2i
24
]+ 1, if i ≡ l2 , l2 − 4, l2 − 6, l2 − 8, l2 − 9, l2 − 10 (mod 12),[ l−2i
24
]
, if i ≡ l2 − 1, l2 − 2, l2 − 3, l2 − 5, l2 − 7, l2 − 11 (mod 12).
(The meaning of Theorem 1 is that only those irreducible characters of Sl corresponding to
the Young diagrams with at the most 2 steps appear in the decomposition of ρl . Also, note
that if l is not a multiple of 8, then obviously ρl is the trivial character of Sl .)
PROOF. This is calculated by using Theorem 3.1 in Teranishi [25], a version of Frobenius
reciprocity. Namely, by this Frobenius reciprocity, ai turns out to be exactly the multiplicity
of the identity character in the restriction to the group G (of order 192) of the irreducible
character of GL(2,C) corresponding to the partition (l − i, i). Such irreducible characters of
GL(2,C) are expressed by Schur functions, hence the result is obtaind by a straightforward
calculation. (We remark that a generalization of Theorem 1 was obtained by Mr. Ogata in
his master’s degree thesis at Kyushu University (1998). Namely, he calculated, by using a
computer, the decomposition of the action of Sl on the space C[x1, y1, . . . , xl , yl ]G1,1,... ,1, for
all the finite unitary reflection groups G of degree 2.) 2
3. POLARIZATIONS
We first recall polarizations. This is an old important technique in invariant theory, used to
obtain new invariants from known invariants. Suppose that f (x1, y1) ∈ C[x1, y1]t , namely,
suppose that f = f (x1, y1) is a homogeneous polynomial of degree t in x1 and y1. We define:
D21 f = x2 · ∂ f
∂x1
+ y2 · ∂ f
∂y1
∈ C[x1, y1, x2, y2]t−1,1,
D31 f = x3 · ∂ f
∂x1
+ y3 · ∂ f
∂y1
,
Di1 f = xi · ∂ f
∂x1
+ yi · ∂ fh∂y1 ,
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Dt1 f = xt · ∂ f
∂x1
+ yt · ∂ f
∂y1
.
Furthermore, we put
P˜ f = Dt1 . . . D31 · D21 f ∈ C[x1, y1, . . . , xt , yt ]1,... ,1.
We call P˜ f the complete polarization of a polynomial f . Then, the following fact is well
known, and easily verified:
f (x1, y1) ∈ C[x1, y1]Gt implies
P˜ f ∈ C[x1, y1, . . . , xt , yt ]G1,... ,1.
Polarization is a very powerful method for constructing new invariants starting from known
invariants. For example, if we consider the simultaneous diagonal action of the symmetric
group Sm acting on the m-dimensional vector space as permutation matrices, then all the
invariants are obtained through polarizations (see Weyl [27, Section 2.3,]). However, this is
not always true. For example, if you consider the simultaneous diagonal action of our unitary
reflection group G (of order 192), then the polarization is not enough to get all the invariants.
Thus, we need the following tricks to obtain all the invariants.
This time, we consider G as the unitary reflection group of degree 2, i.e.,
G =
〈
1√
2
(
1 1
1 −1
)
,
(
i 0
0 1
)〉
⊂ GL(2,C).
We set
G0 = G ∩ SL(2,C).
Then G0 is of order 48, that is, |G : G0| = 4. Now, we consider the invariant of G0.
As we mentioned in Section 2,
C[x, y]G = C[ f1, f2],
and its Molien series is given by
8G(t) = 1
(1− t8)(1− t24) .
On the other hand,
C[x, y]H = C[ f1, f3],
and its Molien series is
8H (t) = 1
(1− t8)(1− t12) .
Then, we can see that C[x, y]G0 is given as follows. First of all, its Molien series is given by
8G0(t) =
1+ t12 + t18 + t30
(1− t8)(1− t24) .
Moreover, the structure of C[x, y]G0 is given by the Hironaka decomposition:
C[x, y]G0 =
3∑
i=0
C[ f1, f2]ηi .
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(Namely, it has the structure of a Cohen–Macaulay ring.) Here,
f1 = x8 + 14x4 y4 + y8(= e8(x, y)),
f2 = x24 + 759x16 y8 + 2576x12 y12 + 759x8 y16 + y24(= g24(x, y)),
f3 = x12 − 33x8 y4 − 33x4 y8 + y12,
η0 = 1,
η1 = x2 y2(x4 − y4)2,
η2 = f3xy(x4 − y4),
η3 = η1η2.
(These claims are verified by a direct calculation.) We also remark that if l is a multiple of 8,
then C[x, y]G0l coincides with C[x, y]Gl completely. On the other hand, if l is not a multiple
of 8, then we have C[x, y]Gl = {0}. Under these preparations, we will state our main theorem
(Theorem 2) in the next section.
4. STATEMENT OF THEOREM 2
THEOREM 2. Let us set
I =
{
(α, β, γ, δ, i)
∣∣α ≥ 0, β ≥ 0, γ ∈ {0, 1}, δ ∈ {0, 1}, i ≥ 0,
8α + 24β + 12γ + 18δ + 2i = l
}
.
For each (α, β, γ, δ, i) ∈ I , let
f(α,β,γ,δ,i) = P˜ f · (xl−2i+1 yl−2i+2 − xl−2i+2 yl−2i+1)
· · · (xl−3 yl−2 − xl−2 yl−3)(xl−1 yl − xl yl−1)
∈ C[x1, y1, . . . , xl , yl ]G1,1,... ,1,
where
f = f α1 f β2 ηγ1 ηδ2.
Then, we have
C[x1, y1, . . . , xl , yl ]G1,1,... ,1 =
∑
(α,β,γ,δ,i)∈I
⊕
〈 f(α,β,γ,δ,i)〉Sl .
Here,
〈 f(α,β,γ,δ,i)〉Sl
is the space generated by
{s · f(α,β,γ,δ,i)|s ∈ Sl}.
Note that the symmetric group Sl acts on the subspace 〈 f(α,β,γ,δ,i)〉Sl with the character χi ,
as it is proved in Section 5 in the proof of Theorem 2. (Here, recall that χi is an irreducible
character of Sl corresponding to the partition (l − i, i). Also, note that if we fix l and i , then
]{(α, β, γ, δ)|(α, β, γ, δ, i) ∈ I } = ai .
Here, note that ai was defined in Section 2.)
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5. SKETCH OF THE PROOF OF THEOREM 2
The following two facts, (1) and (2), due to H. Weyl, are the key to the proof of Theorem 2.
The reader is referred to H. Weyl [27, Chapter II, Section 2.5], (cf. also [24]) for the more
detailed explanation of the method. It is interesting to note that these facts are obtained as
applications of the Capelli identities.
(1) Let V be an n-dimensional vector space, and let G ⊂ GL(V ). If we know
C[V⊕V ⊕ · · ·⊕︸ ︷︷ ︸
n
V ]G
then we are able to know about
C[V⊕V ⊕ · · ·⊕︸ ︷︷ ︸
m
V ]G
for arbitrary m ≥ n, by using the polarizations.
(2) Let V be an n-dimensional vector space, and let G ⊂ GL(V ). If we know
C[V⊕V ⊕ · · ·⊕︸ ︷︷ ︸
n−1
V ]G
then we are able to know about
C[V⊕V ⊕ · · ·⊕︸ ︷︷ ︸
m
V ]G
for arbitrary m ≥ n, by using the poralization. (See, in particular, Wely [27, Theorem 2.5.A,
page 44]. Here, note that the determinant must also be an invariant.)
Let us start our proof. Suppose that we fix f(α,β,γ,δ,i). Then, group Sl−2i × W (Bi )(⊂
Sl)(here W (Bi ) denotes the Weyl group of type Bi of order 2i · i !) acts on the space f(α,β,γ,δ,i)
as the linear representation (1, ψ), where ψ is the following linear representation of W (Bi ):
for the presentation of W (Bi ),
◦————— ◦————— ◦———— · · · · · ·———— ◦ =======◦
w1 w2 w3 wi−1 wi
ψ :

w1 7−→ 1
w2 7−→ 1
w3 7−→ 1
...
wi−1 7−→ 1
wi 7−→ −1
On the other hand, it is known that
(ψW (Bi ))
S2i = the sum of all the nonequivalent irreducible representations of S2i
whose Young diagrams have all columns with even length.
(See, for example, James–Kerber [15, p. 220, 224, Theorems 5.4.13 and 5.4.23].) By consid-
ering the decomposition of the induced representations of Sl−2i×S2i to the group Sl , by using
the Littlewood–Richardson rule, we can conclude that Sl acts on the subspace
〈 f(α,β,γ,δ,i)〉Sl
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by the linear character χi . We know by Weyl’s argument, just mentioned above in (2) (see
Weyl [27, pages 42–44]), C[x1, y1, . . . , xl , yl ]G1,1,... ,1 is expressed as a sum (not necessarily
the direct sum of) ∑(α,β,γ,δ,i)∈I 〈 f(α,β,γ,δ,i)〉Sl . Since we know by Theorem 1 how many ir-
reducible characters χi must appear in the decomposition of ρl , we conclude that the above
sum must be a direct sum, which completes the proof of Theorem 2.
REMARK. Theorem 2 means that we explicitly constructed the space
{s · f(α,β,γ,δ,i)|s ∈ Sl}
on which the symmetric group Sl acts with the irreducible character χi . We believe that this
fact may be of independent interest, from the view point of the representation theory of the
symmetric group.
REFERENCES
1. E. Bannai, Modular invariance property of association schemes, Type II codes over finite rings
and finite Abelian groups, and reminiscence of Franc¸ois Jaeger (a survey), Ann. Inst. Fourier, 49,
Special (1999).
2. E. Bannai, Invariant rings of finite groups and automorphic forms (a survey) (in Japanese), in:
Algebra Symposium Proceedings (at Yamagata University, July 24–27, 1996), 41 1996, pp. 173–
187.
3. [Bannai et al. (1997)] E. Bannai, E. Bannai and F. Jaeger, On spin models, modular invariance,
and duality, J. Algebr. Comb., 6 (1997), 203–228.
4. E. Bannai, S. Minashima and M. Ozeki, Jacobi forms of weight 4, Kyushu J. Math., 50 (1996),
335–370.
5. E. Bannai and M. Ozeki, Construction of Jacobi forms from certain combinatorial polynomials,
Proc. Japan Acad (A), 72 (1996), 12–15.
6. Etsuko Bannai, Generators for the invariants of certain finite group actions (in Japanese), in: The
Proceedings of the 12th Algebraic Combinatorics Symposium (Tokyo), 1995, pp. 117–124.
7. M. Broue´ and M. Enguehard, Polynomes des poids de certains codes et fonctions theta de certains
reseaux, 5 1972, pp. 157–181.
8. J. H. Conway and N. J. A. Sloane, Sphere Packings, Lattices and Groups, Springer-Verlag, New
York, 1988.
9. W. Duke, On codes and Siegel modular forms, Int. Math. Res. Notes, (1993), 125–136.
10. W. Ebeling, Lattices and Codes, a course partially based on lectures by F. Hirzebruch, Vieweg,
Wiesbaden, 1994.
11. M. Eichler and D. Zagier, The Theory of Jacobi Forms, Birkhauser, Boston, MA, 1985.
12. E. Freitag, Siegelsche Modulfunktionen, Springer, Berlin, New York, 1983.
13. A. M. Gleason, Weight polynomials of self-dual codes and the MacWilliams identities, Actes
Congress Int. Math., 3 (1970), 211–215.
14. J. Igusa, On Siegel modular forms of genus 2, (I) and (II), Am. J. Math., 84 and 88 (1962 and 1966),
175–200 and 221–236.
15. G. D. James and A. Kerber, The Representation Theory of Symmetric Groups, Addison-Wesley,
Reading, MA, 1981.
16. F. J. MacWilliams and N. J. A. Sloane, The Theory of Error Correcting Codes, North-Holland,
Amsterdam, 1977.
17. M. Ozeki, On the notion of Jacobi polynomials for codes, Math. Proc. Cambr. Phil. Soc., 121
(1997), 15–30.
On the ring of simultaneous invariants for the Gleason–MacWilliams group 627
18. M. Ozeki, Jacobi polynomials and Jacobi forms, in: Proceedings of the 39th Algebra Symposium
(Matsuyama), 1994, pp. 91–102.
19. M. Ozeki, Determination of the ring of simultaneous invariants for a group associated with
MacWilliams identity (a joint work with E. Bannai) (preprint, Yamagata), 1995.
20. M. Oura, The dimension formula for the ring of code polynomials in genus 4, Osaka J. Math., 34
(1997), 53–72.
21. B. Runge, On Siegel modular forms, part I, J. Reine Ang. Math., 436 (1993), 57–85.
22. B. Runge, Theta functions and Siegel–Jacobi forms, Acta Math., 175 (1995), 165–196.
23. G. C. Shephard and J. A. Todd, Finite unitary reflection groups, Can. J. Math., 6 (1954), 274–304.
24. Y. Teranishi, Noncommutative invariant theory, in: Perspective in Ring Theory, F. van Oystaeyen
and L. Le Bruyn (eds), Kluwer Academic Publishers, Dordrecht, 1988, pp. 321–331.
25. Y. Teranishi, Universal induced characters and restriction rules for classical groups, Nagoya Math.
J., 117 (1990), 173–205.
26. S. Tsuyumine, On Siegel modular forms of degree three, Am. J. Math., 108 (1986), 755–862.
27. H. Weyl, The Classical Groups, Princeton University Press, Princeton, NJ, 1946.
28. I. Schur, Vorlesungen u¨ber Invariantentheorie, Springer-Verlag, Berlin, New York, 1968.
EIICHI BANNAI AND ETSUKO BANNAI
Graduate School of Mathematics,
Kyushu University,
Hakozaki 6-10-1, Higashi-ku,
Fukuoka, 812-8581,
Japan
MICHIO OZEKI
Department of Mathematical Sciences,
Yamagata University,
Koshirakawa 1-4-12,
Yamagata, 990-8560,
Japan AND
YASUO TERANISHI
Graduate School of Polymathematics,
Nagoya University,
Furosho, Chigusa-ku,
Nagoya, 464-8602,
Japan
