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Abstract
Monitoring energy indicators has acquired a renewed interest with the 2030
Agenda for Sustainable Development, and specifically with goal 7 (SDG7), which
seeks to guarantee universal access to energy. The predominant criteria to mon-
itor SDG7 are given in a set of individual indicators. Along this line, the UN
indicators proposed in the 47th session of the UN Statistical commission are
a practical starting point. A relevant characteristic of these indicators is that
they can be expressed as proportions from a whole, i.e., they are compositions.
Notably, directly implementing traditional multivariate models onto indicators
that are proportions without an intermediate process can lead to spurious analy-
sis. Here, we aim to assess the application of compositional data analysis(CoDa)
to follow up on the temporal trend indicators of the energy sector in the context
of SDG7, with a case study for the most affected areas addressing the prob-
lem of electricity access. Following CoDa methodology, we first use a log-ratio
transformation to bring compositions to real space and then apply three mul-
tivariate methods: linear regression, generalized additive models and support
vector machine. We also address other characteristic problems of the electricity
access indicators, such as data quality, which was treated by considering mod-
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els with interactions. In sum, CoDa facilitates a controlled management of the
parts that make up population based indicators, suggesting that modeling evo-
lution of compositions as individual components – even the standard splitting
of country data into rural and urban ”access to” indicator – should be avoided.
Keywords: Sustainable Development Goals, SDG, compositional data
analysis, trend analysis, epsilon support vector machine, generalized additive
model
1. Introduction
The 2030 United Nations Sustainable Development Goals (UN SDGs) con-
stitute an opportunity within the global community to reorient global policy
and to set the world onto a sustainable trajectory. A global challenge faced by
the UN SDGs is energy. Energy availability is an essential factor for economic5
development and human well-being [1]. However, in recent decades, the impact
of providing energy on the global environment is increasing [2]. This problem
is reflected in the SDG7, which seeks to “ensure access to affordable, reliable,
sustainable and modern energy for all”.
As a result of this objective, the use of renewable energy technologies, such10
as the use of biomass, wind energy, and biogas, rather than fossil fuel is be-
ing promoted [3]. Indeed, the global transition from fossil fuels to sustainable
energy will accelerate at a much faster rate; an example of this is the growing
use of vehicles based on clean energy [4]. The energy deficit in rural sectors
is recognized as the greatest challenge, and people are beginning to look for15
alternative energy sources that adjust to the particularities of this sector, such
as photovoltaic energy [5, 6]. These and other factors make it necessary to ad-
dress access to energy as a multifaceted problem that is in constant movement
[7, 8, 9, 10].
Thus, correct management for achieving the SDG7 requires a multidimen-20
sional scenario planning that includes numerous indicators [11] outside the tra-
ditional scheme that focuses on one indicator, namely, electricity installed gen-
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eration capacity [12]; these indicators must be substantive, broadly indicative
and effective in capturing the different dimensions of energy access [13, 14, 15].
Forecasting predicts the future based on past observations [16, 17]. Many25
researchers support forecasting by arguing that it provides guidelines for poli-
cymakers, although there are arguments both in favor and against using these
for policy analysis [18]. Different models for energy-demand forecasting have
been proposed, including time series and regression models [19]. Demand and
supply have been analyzed for energy policy in different countries, settings and30
time horizons, such as in Pakistan, which has been disaggregated by sector until
2030 [20] and trends on consumption until 2020 [21], or in Turkey until 2026
[22], among others. Energy access scenarios for the power sector in sub-Saharan
Africa are developed and analyzed in [12], which include an historical evolution
of percentage of population with electricity access for selected countries from35
1920 to 2010 [8].
Forecasting electricity demands with precision requires correctly determining
the influencing variables for each particular country; being population one of the
key factors that is generally highly correlated with the electricity demand [23].
However, population alone is not sufficient to explain the changes in the annual40
electricity demand, and models including socioeconomic covariates are common.
Specifically, the relationships between demand, income and population growth
have been analyzed for long-term planning exercises [12] On the other hand,
the limitations of the traditional distinction between urban and rural, which
are necessary to properly describe spatial realities due to urban growth, have45
already been described [24]; however, this approach is still the one that is usually
included in the international agenda.
The SDG global indicator framework presented at the 47th session of the UN
Statistical Commission gives a starting point for monitoring goals and targets
of the 2030 agenda. The predominant criterion to measuring energy access is50
to use a set of individual indicators for each SDG7 target [25]. This approach
promotes the disaggregated analysis of the whole. As a result, most of these
indicators are given as proportions between 0 and 1. For instance, the proportion
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of population with access to electricity (SDG 7.1.1) can be disaggregated into
people from the urban sector with electricity access, people from the rural sector55
with electricity access and people without electricity access. Renewable energy
share in the final total energy consumption (SDG 7.2.1) can be disaggregated
in biofuels, biogas, hydro energy, wind energy and so on.
In the statistical field, these indicators are known as compositions. This
compositional character is a very important aspect to consider, especially if60
stakeholders want to go beyond solely describing the data. Specifically, us-
ing a multivariate statistical method (for instance, to explain the trends, make
predictions or compare different countries) could give misleading results with
spurious correlations if the compositional character is not addressed [26]. No-
tably, most multivariate methods based on normal distribution are unable to65
describe compositional data by themselves [27].
The branch of statistics used for the adequate investigation and interpreta-
tion on compositions is known as compositional data analysis (CoDa) [28]. CoDa
makes it possible to perform classical statistical analysis (e.g. linear regres-
sion, principal component analysis) for compositions. The common approach to70
working with compositions is: i) work on transformed data using an isometric
log-ratio approach; ii) use an appropriate model; and iii) back-transform the
results [29].
The aim of this paper is to assess CoDa application for following up temporal
trend indicators of the energy sector in the context of SDG7. For this, a case75
study was used in one of the areas most affected by the problem of electricity
access, such as the sub-Saharan region and the south of Asia [30, 31]. The
World Bank (WB) database was taken as a source of information for the good
acceptance of its indicators in the research field [13]. Data for creating this
indicator were collected from different sources but with the majority coming80
from nationally representative household surveys [32]. In detail, this study:
– Applies a case study to a specific indicator: the electricity access. This
four-level electricity access indicator shows the ratios of the absence or
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presence of electricity service and highlights the dichotomy between ur-
ban and rural areas. This fact is very important, as energy access is85
predominantly a rural problem [33, 34];
– Employs an isometric log-ratio transformation to respond to the particular
characteristics of the electricity access indicator;
– As these data have a grouped structure, the convenience of modelling this
particularity or using a single-covariate model only time as a predictor was90
assessed. Interaction models allow the correct modelling of such data, as
they allow effects in the slopes or in the fixed parameters to be controlled;
– Three statistical methods have been used: the classical OLS linear regres-
sion model, one based on linear predictors that involves the use of smooth-
ing functions for covariates (generalized additive model) and a third one95
based on optimization algorithms (support vector machine ε− SVM);
– The behavior of these models was evaluated both outside and within the
calibration range. This process allowed predictions to be made until the
year 2030;
– Root mean square error (RMSE) and mean absolute error (MAE) were100
used to compare the quality of the fitted models.
2. Energy access overview and data preparation
The magnitude of the electricity access problem is widely known. However,
to give a brief introduction to it, we will introduce the selected countries for the
applied case study. Additionally, we describe the dependent variable or variable105
to-be-explained as a proportion or composition that can be disaggregated from
a whole.
2.1. Energy access overview
There is a huge disparity in energy use. Roughly, the poorer three-quarters
of the world’s population use only 10% of the world’s energy [31]. About 90%110
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of that energy is for heating and cooking, and the rest (10%), for lighting and
entertainment needs [35].
The lack of modern energy sources makes it common to adopt other tradi-
tional sources, as kerosene lamps, in order to meet household lighting demands
[7]. It is very common to use biomass as an energy input for cooking and lighting,115
replacing the modern energy sources that the SDG7 seeks to promote. There
are around 2500 million people in the world who depend on this energy source,
which represents 38% of the world population. About 97% of biomass con-
sumption occurs in Asian developing countries (66%) and sub-Saharan Africa
(31%), whereby India (31%) and China (12%) have the population with greater120
dependence on this input[10].
More than two-thirds of those lacking electricity access are concentrated in
few countries [36]. Eleven countries make up 67% of world population without
electricity access (a total of 1.062 billion people). Sub-Saharan Africa and the
region of south Asia contain 55% and 41% of the unelectrified world popula-125
tion, respectively. India alone contains 25% of the population lacking electricity
access.
Table 1: Overview of the countries with large population without energy access in 2014
Country
Electricity access No electricity access
Million % of total Million % of world total
India 1024.34 79.17 269.52 25.38
Nigeria 101.73 57.65 74.73 7.04
Ethiopia** 26.48 27.2 70.88 6.68
Congo, Dem. Rep.** 9.95 13.5 63.77 6.01
Bangladesh 99.47 62.4 59.94 5.64
Tanzania 8.1 15.5 44.14 4.16
Uganda 7.92 20.4 30.91 2.91
Kenya 16.57 36 29.46 2.77
Myanmar** 27 52 24.92 2.35
Mozambique** 5.77 21.22 21.44 2.02
Sudan 16.94 44.9 20.79 1.96
World total 6179.05 85.34 1061.8 100
∗∗ These countries were not analyzed because the information availability over time was
insufficient, given the aim of the paper.
Source: [32]
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2.2. The case study
Many current indicators measure electricity as a lack of physical access [37];
however, this reflects electric service needs [15]. Making an analysis only with130
this single composition part increases the probability of incorrect management
decisions because the indicator is systemic biased [38] by excluding the electricity
access part that reflect welfare gains.
SDG7 indicators are generally available as individual parts or as additively
added components that neglect the whole – that is, their compositional character135
is ignored. Amalgamation is the term that refers to the additive aggregation of
parts [39] . Modelling single parts and indicators built through amalgamation
can be detrimental as it may lead to spurious analyses [40].
The indicator of electricity access was constructed from the first four indi-
cators displayed in Table 2, and using the formulas displayed in Table 3.140
Table 2: Study variables
ID Variable description
A Access to electricity, urban (% of urban population)
B Access to electricity, rural (% of rural population)
C Urban population (% of total)
D Rural population (% of total population)
E Access to electricity (% of population)
Source: [32]
Table 3 summarizes the explained variable electricity access that has been
modelled as a study case of the SDG7 indicators and its construction process.
This indicator is composed of four parts x1, ..., x4 that sum one, i.e, they are
proportions, while A, B, C, D are percentages. Understanding each of the parts
allows the problem of electricity access service need, the welfare gains and the145
dichotomy between electrification of urban and rural sectors to be addressed.
The characteristics of this indicator are framed within a mathematical structure
called simplex, which is detailed in section 3.1.
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Table 3: Formulas for the construction of the compositional variable response.
Comp. Description: Proportion of population living ... Pseudonym Formula
x1 ... in urban areas with electricity access urban (A · C)/(100 · 100)
x2 ... in rural areas with electricity access rural (B ·D)/(100 · 100)
x3 ... in urban areas lacking electricity non-urban C/100− x1
x4 ... in rural areas lacking electricity non-rural D/100− x2
3. Methodology
Most indicators included in SDG7 respond to a compositional structure, i.e.,150
they provide relative information. The simplest approach is to apply “log -ratio
transformations” to compositional data [26]. Three statistical methods have
been applied for the modelling of the transformed series. Variable access to
electricity was used as a case study. Trend analysis was performed both within
and outside of the calibration range.155
3.1. Compositional data analysis - CoDa
The sample space that governs compositions is termed simplex [26]:
SD =
{
x = [x1.x2, ..., xD]






This mathematical structure describes the elementary characteristics of com-
positions. Compositions are usually denoted with the symbol x. The elements
of a vector in SD are called parts or components. The D − parts are strictly160
positive real numbers and carry only relative information, and the sum of them
is equal to a constant K, which is usually 1 or 100% [26].
The constant K imposes a linear constraint over data. This peculiarity makes
interpreting the correlations difficult [26]. If a correlation analysis is applied to
these raw compositions, the obtained result might be spurious, as this closed165
data induces the bias towards negative correlations [39].
The particularities of the simplex have motivated a whole mathematical
structure around it, specially making it possible to work with “standard” mul-
tivariate techniques designed for unconstrained data, as these techniques are
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based on variances and covariances that are defined for the real Euclidean space170
but not for the simplex [41]. These are completely inappropriate and uninter-
pretable for such data [42] without prior treatment.
The Aitchison geometry of the simplex is a validated alternative for mod-
elling compositional data that makes the K constant irrelevant and allows stan-
dard statistical models to be used [40]. The methodology is very easy to imple-175
ment: each composition should be transformed to log-ratio vectors, after which
the problem should be reformulated in terms of the corresponding log-ratio vec-
tors. An appropriate standard multivariate procedure can then be applied to
the log-ratio vectors. Finally, the log-ratio results must be reformulated in terms
of proportions that sum one [42].180
The log-ratio transformations are a family of transformations that express
compositional data in the unconstrained real space. Most common transforma-
tions are additive log-ratio (alr), centered log ratio (clr) or isometric log ratio
(ilr) [41]. These transformations exhibit important properties that help pre-
serve the metric characteristics of the simplex [43], including invariance under185
scale group of transformations, subcompositional consistency and permutation
invariance [44].
This paper is based on ilr. This transformation assigns the coordinates x∗,
with respect to a given orthonormal basis, to the composition. Orthonormal
basis can be readily obtained by the sequential binary partition (SBP) proce-190
dure. SBP is a hierarchy of the parts of a composition. In the first order of the
hierarchy, all parts are split into two groups. In the following steps, each group
is in turn split into two groups. The process continues until all groups have a
single part [26].
Each part of the ilr is called balance, and parts are denoted with the term195
x∗. Vectors belonging to SD correspond to D − 1 balances. For this study,
assuming the 4 − parts study variable detailed in Table 3 and using the SBP
9






























These balances are in the space of real numbers. The first balance provides
more information than the rest, as it relates the four components. Following200
this logic, x∗3 provides less information about the whole. Other balances can be
obtained with the SBP method. As detailed in the next subsection, single covari-
ate models and interactions models are proposed for time evolution modelling.
In models with interactions, the basis selected does not have major influence in
the results. However, in the case of single covariate models calibrated with data205
which includes two subseries, the selection affects the results in some cases be-
cause different balances generate different interactions of the subseries. In this
situation, results are more robust when the subseries are parallel than when the
subseries have different slopes or have opposite signs. To solve this problem, the
120 balances provided by the SBP method in S4 compositions were reviewed,210
and one that produced robust estimates with both kinds of models was chosen.
3.2. Electricity access has two subseries
A benefit of additively structuring aggregated parts of electricity access as
a composition was the identification of two subseries within the computed indi-
cator. This connection was made possible by reviewing the existing consistency215
between access to electricity (E variable in Table 2) and the components x1
and x2 related to the electricity access composition, shown in Table 3. This
dichotomy is characterized by z:
z =
0, if E = x1 + x21, otherwise (3)
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This anomaly is part of the frequent problems that responsible entities for
collecting energy statistical information from different countries in the world220
have to deal with. The methodology of the data suggest that, given the low
frequency and the regional distribution of some surveys, a number of countries
have gaps in their available data. To develop the historical evolution and starting
point of electrification rates, a simple modelling approach was adopted to fill in
the missing data points around 1990, 2000 and 2010 [32].225
Within the characteristics of these two subseries, several issues stand out:
first, the representativeness that the subseries occupy in the data set, as z = 0
is usually more representative (see Table 4); second, a lack of knowledge about
the probability of occurrence of P (z|z = 0) and P (z|z = 1), which presents
difficulties when predicting trends using z; and third, the reliability of both230
subseries, as z = 0 is more reliable because two of its components (x1, x2) have
been validated with another indicator.
Table 4: Representativeness of subseries by country
Country Time period
Frequency
Z = 0 Z = 1 Total
Bangladesh 1994-2014 11 10 21
India 1993-2014 14 8 22
Kenya 1993-2014 16 6 22
Nigeria 1990-2014 18 7 25
Sudan 1990-2014 22 3 25
Tanzania 1992-2014 12 11 23
Uganda 1991-2014 15 9 24
3.3. Interpolation methods
A large range of statistical models are applied to the energy sector, especially
ones that forecast energy demand [19]. Nevertheless, only a few models explain235
indicators that are ratios or proportions of a whole resulting from SDG7 [45,
46, 47]. For electricity access trends, it is common to approach this relationship
over time by ordinary least squares (OLS) [34] because of its linearity.
Considering the covariates time t and the factor variable z, many linear
relationships or interaction types can be recognized to model electricity access.240
11
For this paper, the following types are relevant: a) the most general in which
every level of z has a different slope and intercept; and b) coincident regression
lines, i.e., the two subseries are the same, in which case the mean function
requires only a term for the intercept.
Following this methodology, when compositions are response variables in245
SD, and the ilr method is used as an alternative for its correct management,
D − 1 regressions will be estimated for each coordinate. Thus, considering the
balance x∗ik and its prediction x̂
∗
ik, the OLS target function is expressed as the








A particularity of applying log-ratio transformations over the time is the250
smoothness of some series. The solution to the OLS models was to use orthog-
onal polynomials of ti using the R poly command [48] rather than only ti.
As an alternative to the OLS classic estimates, other statistical models can
help to improve the estimate, especially when dealing with a smooth series and
for making predictions outside the calibration range. For this, epsilon support255
vector machine (εSVM) and generalized additive model (GAM) were chosen as
the two interpolation methods whose use is easily comprehensible.
SVM is a model widely used in the energy sector [49, 50, 51]. In many
cases, its estimations outperform conventional trend models, such as the ARIMA
model [51]. The basic concept of the SVM is to map input vectors into a higher260
dimensional feature space through some nonlinear mapping, chosen a priori [52].
Unlike the OLS estimates, this model has the advantage that specifying
the relationships between the response variable x∗ik and its covariates is not
mandatory. As SVM uses kernel functions, nonlinear relationship may suddenly
appear to be quite linear [53]. This study used the Gaussian RBF kernel to deal265
with nonlinearity.
Additionally, SVM uses some parameters to control the regression quality:




is proper from the RBF kernel. The value of these parameters are usually
arbitrary and depend on the object of analysis [53]. The R package library270
that was used (e1071) proposes by default γ
SV M
= 1/(data dimension) [54].
However, in our applied case, little data were available; given that the higher
this value, the more wiggly our decision boundary becomes, we opted for γ
SV M
=
1/(3 · data dimension).
To determine the proper parameters of C and ε, we conducted an optimiza-275
tion process that gives C and ε the most appropriate values to minimize the
RSME of the regression, using a genetic algorithm (GA), from the GA library
of the R package (for more details, see [55]).
We previously obtained good results with generalized additive models (GAM)
for modelling linear and non-linear behaviors in water access and sanitation for280
the SDG6 using CoDa [56], which motivated its use for SDG7. This model is
understood as a generalized linear model with a linear predictor involving a sum
of smooth functions of covariates [57].
As in SVM, GAM needs a combination of parameters to improve its per-
formance; of these, the most important are: i) the smoothing basis bs; ii) the285
dimension k, of the basis used to represent smooth terms; this value amounts
to setting the maximum possible degrees of freedom allowed for each model
term; iii) γ
GAM
that multiplies the effective degrees of freedom in the GCV or
UBRE/AIC; and iv) the smoothing parameter estimation method [57].
For smoothing basis, a grid search was made to minimize the RMSE among290
the most important bases: a) thin plate regression splines (tp); b) tp with
shrinkage (ts); c) cubic regression spline (cr); d) cr with shrinkage (cs); and e)
P-splines (ps). On the other hand, the values of k must be high enough to have
enough degrees of freedom, but small enough to be adjusted with the available
data. In the present study, we chose to use the default parameter k = 10 for295
single covariate models and k = 6 when using models with interactions. The
smoothing parameter estimation method selected was the default method of
generalized cross validation and Mallow’s Cp (GCV.Cp). As GCV tends to
overfit on occasion, it has been suggested that γ
GAM
= 1.4 can largely correct
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this without compromising model fit [58].300
3.4. Fitted model quality criteria
The criteria for comparing the different models are the root mean square
error (RMSE) and the mean absolute error (MAE), which are standard statisti-
cal metrics that indicate the accuracy of the fitted models. The original values
and the fitted values over the raw data were used to compute these metrics.305
Interpretation of these metrics points out that the closer its value is to zero, the
better the prediction is.


















4. Results and discussion310
This section details the main results obtained. All calculations performed
were based on the software R [48]. The libraries to address the CoDa method-
ology are compositions [59] and robCompositions [60]. GAM was applied to the
package mgcv [61], and SVM to the package e1071 [54].
4.1. Calibration assessment315
4.1.1. CoDa trend model with a single covariate
Figure 1 shows a graphical representation of the trend model considering
coincident lines for the Bangladesh case, i.e., using only time as a covariate.
The three plots on top show the fitted and real values for the balances (model
in coordinates) using LM, SVM or GAM. Ordering balances considering the cri-320
teria of amount of information used implies: balance 1  balance 2  balance 3


































































Figure 1: Single covariate model for Bangladesh. GAM use “cs” for all balances. SVMs were
fitted with (C = 53.937, ε = 0.105); (C = 54.925, ε = 0.123);(C = 53.970, ε = 0.522) for the
balances 1 to 3, respectively.
than the other two balances. The estimate of balance 3 with LM resembles a
straight line, while that of SVM and GAM resemble two smooth lines.
The right bottom of Figure 1 represents the original values in S4 for elec-325
tricity access and the back-transformations of each balance model; here, the
interpolated evolution of each component can be appreciated. The most im-
portant thing about this figure, however, is that its linear restriction K = 1
is controlled over the time; thus, this analysis is not spurious, despite using
standard models that are not properly designed for compositions.330
Based on the RMSE displayed on the left bottom of Figure 1, a comparison
between the LM, GAM and SVM prediction capabilities can be made. This
analysis is based on the raw composition. Despite the good approximations of
the three proposed models, SVM stands out as the model that best approximates

































































Figure 2: Model with interactions for Bangladesh. GAMs use “cs” for balances 1 and 2, and
“cr” for balance 3. SVMs were fitted with (C = 54.968, ε = 0.0291), (C = 54.958, ε = 0.0712),
or(C = 54.185, ε = 0.0448) for the balances 1, 2 or 3, respectively.
4.1.2. CoDa trend model with interactions
The estimated model displayed in Figure 2 allows two subseries within each
component to be differentiated. In this particular case, it was considered differ-
ent lines situation, F (time, Z), as the three plots on top show that each subseries
has different slopes and intercepts. Additionally, the different linearities of each340
subseries, as well as how each model acts to deal with this problem, are evident.
For example, in balance 3, LM estimated straight lines for the two subseries,
while GAM and SVM were adapted to the particularities of each curve.
By introducing the covariable factor zi, it is possible to improve the model
and allows almost every point of the compositions to be reached (Figure 2,345
bottom right). This improvement is evident with the RMSE. Comparing the
single covariate model and the model with interactions for the GAM model,
RMSE improves from 0.0153 to 0.0061.
A comparison was made between the single covariate model and the inter-
action models for all countries inside the calibration range (Table 5). Based on350
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the MAE and RMSE, models with interactions F (t, z) were determined to be
better than single covariate models, F (t). According to RMSE, SVM responds
better using single covariate models; however, according to MAE, GAM is the
best model inside the calibration range in both cases (e.g., with single covariate
or with the interaction model).355
Table 5: Fitting capability inside the calibration range between single covariate model (time)
and interaction model (time and zi).
Country
F (t) F (t, z)
GAM LM ε− SVM GAM LM ε− SVM
RMSE
Bangladesh 0.0153 0.0150 0.0146 0.0061 0.0073 0.0066
India 0.0165 0.0167 0.0146 0.0142 0.0149 0.0143
Kenya 0.0110 0.0107 0.0106 0.0032 0.0041 0.0034
Nigeria 0.0122 0.0129 0.0131 0.0049 0.0109 0.0073
Sudan 0.0093 0.0124 0.0118 0.0008 0.0080 0.0080
Tanzania 0.0055 0.0059 0.0054 0.0035 0.0048 0.0042
Uganda 0.0066 0.0067 0.0063 0.0041 0.0049 0.0049
MAE
Bangladesh 0.0124 0.0122 0.0118 0.0040 0.0053 0.0045
India 0.0090 0.0101 0.0076 0.0070 0.0081 0.0069
Kenya 0.0073 0.0075 0.0074 0.0017 0.0025 0.0020
Nigeria 0.0097 0.0106 0.0101 0.0027 0.0060 0.0043
Sudan 0.0052 0.0064 0.0059 0.0005 0.0037 0.0053
Tanzania 0.0038 0.0044 0.0039 0.0025 0.0038 0.0026
Uganda 0.0049 0.0053 0.0049 0.0031 0.0039 0.0036
4.2. Prediction assessment
So far, we have presented models within the calibration range, but what
happens outside of it? To illustrate this, the last six observations were excluded.
The RMSE and MAE were calculated over the excluded observations based on
raw data S4, and a comparison between the single covariate model and a model360
with interactions was again made using LM, GAM or SVM. Figure 3 reflects
the process carried out for this purpose in the case of Bangladesh, where the
debate centers on GAM with interactions or SVM with interactions.
Table 6 shows the results achieved outside the calibration range. It can

































































































Data: base fitted Covariate: F(T) F(T,Z) Comp.: ● ●norural nourban rural urban
Figure 3: Predictions for the last six observations using CoDa and GAM, SVM or LM for
Bangladesh
covariate model. Based on MAE estimations with time as a single covariate,
Bangladesh, India, Nigeria, Sudan and Uganda were best predicted with SVM;
Kenya was best predicted with GAM; and Tanzania, with OLS. On the side
of models with interactions, GAM provided a better estimate for Bangladesh,
Nigeria, Sudan and Uganda, and SVM provided a better estimate for India,370
Kenya and Tanzania. Finally, a model with interactions (F (ti, zi)) fits better
than a single covariate model F (ti).
4.3. Electricity access trend projections for 2030
This section has been introduced as a discussion. Once comparative valida-
tions were made using the last six observations, these configurations were used375
with all data to make predictions for the 2030 agenda. The discussion revolves
around whether to use CoDa with the single covariate ti or with interactions
over zi. It is worth mentioning that these two alternatives give three electricity
access types of predictions: one with F (ti) and two with F (ti, zi) (of which, one
is for z = 0, and one for z = 1).380
If we only care about the reliability of data, we would always use the GAM
interaction model with the most reliable substring z = 0, “same” (see interac-
tions models in figures a), d), e) and g); this statement also is true for India,
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Table 6: Fitting capability outside the calibration range between single covariate model (time)
and interaction model (time and zi).
Country
F (t) F (t, z)
GAM LM ε− SVM GAM LM ε− SVM
RMSE
Bangladesh 0.0230 0.0291 0.0210 0.0218 0.0242 0.0251
India 0.0264 0.0267 0.0245 0.0356 0.0328 0.0262
Kenya 0.0213 0.0243 0.0210 0.0246 0.0313 0.0189
Nigeria 0.1327 0.0307 0.0278 0.0189 0.0344 0.0260
Sudan 0.0235 0.0234 0.0267 0.0291 0.0292 0.0272
Tanzania 0.0105 0.0106 0.0163 0.0152 0.0214 0.0125
Uganda 0.0141 0.0122 0.0145 0.0206 0.0224 0.0217
MAE
Bangladesh 0.0186 0.0229 0.0169 0.0154 0.0186 0.0190
India 0.0195 0.0198 0.0156 0.0193 0.0225 0.0180
Kenya 0.0138 0.0181 0.0165 0.0161 0.0202 0.0135
Nigeria 0.1023 0.0258 0.0229 0.0143 0.0240 0.0202
Sudan 0.0145 0.0155 0.0187 0.0152 0.0162 0.0155
Tanzania 0.0089 0.0087 0.0128 0.0116 0.0167 0.0097
Uganda 0.0104 0.0102 0.0102 0.0138 0.0170 0.0145
Kenya and Tanzania). Another factor that is determinant is the frequency or
representativeness of the subseries over the total data series (see Table 4). For385
example, in the case of Sudan, there are 3 values in the period 1990 - 2014 for
the subseries of class z = 1; this suggests that other options should be taken
into account, such as considering these to be missing points, descrambling them
to make a single covariate model or using the prediction 2030 for z = 0 of the
model with interactions.390
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B1: C = 54.95, ε = 0.07; B2: C = 54.99, ε = 0.19; B3: C = 54.59, ε = 0.02
Kenya − SVM
Figure 4: Comparison between a single covariate model (a) and a model with interactions (b).
Bangladesh, India, Kenya.
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B1: C = 54.96, ε = 0.01; B2: C = 54.99, ε = 0.07; B3: C = 54.83, ε = 0.04
Tanzania − SVM
Figure 5: Comparison between a single covariate model (a) and a model with interactions (b).
Nigeria, Sudan, Tanzania.
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B1: bs = 'ps', B2: bs = 'ps', B3: bs = 'ps'
Uganda − GAM
Figure 6: Comparison between a single covariate model (a) and a model with interactions (b).
Uganda.
Another determinant factor is the overlap of the subseries. For India, the two
subseries are overlapped, making it irrelevant whether a single covariate model
or an interaction model is used. However, for Nigeria, the subseries are clearly
separated, and the interaction model gives a better appreciation of the trends.
Depending on how separated the subseries are, using a single covariate model395
can generate problems of atypicality in the series; consequently, the predictions
are not very good in most single covariate models.
The 2030 predictions for the analyzed countries are shown in figures from
4 to 6. All of these predictions are based on the best MAE of Table 6. Two
figures are shown for each country: the single covariate model (on the left) and400
the interaction model (on the right).
Finally, it is important to emphasize that standard models should not be used
to analyze compositions without prior treatment. Figure 7 highlights one of the
main consequences of treating compositional data as univariate. When applying
standard models, the sum-to-one restriction is not satisfied, which forces one to405
perform a manual adjustment when the values are below 0% or above 100%. For







































Class: same different Cal. range: Inside outside
Figure 7: Unit sum constraint error for components (x1, x2, x3, x4) using standard GAM
models with interactions for Bangladesh, India, Tanzania and Sudan.
GAMs; this highlights that the error is greater outside the calibration range than
within it, regardless of the interactions. In addition, an error is generated from
the point of view of the data interpretation, especially close to the lower and410
upper limits. The best way of performing analysis of compositional data by using
models related with the ordinary euclidean distance as the models proposed in
this paper is through the principle of working in coordinates [26, 59], i.e., using
coordinates with respect to a basis.
5. Conclusions415
In order to model tendencies of SDG7 compositional indicators, it is ad-
visable to use CoDa with LM, GAM or SVM as opposed to standard models
(including GAM or SVM). The main argument is that CoDa facilitates a more
controlled management of the parts that make up the indicator, especially when
it comes to making inferences outside the calibration range.420
The compositional approach over the electricity access indicator developed
in section 2.2 confirms that the data series include in some cases two sub-
series, characterized by different temporal evolution coefficients. Among the
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seven countries analyzed, the subseries were: very different (Nigeria, Sudan and
Uganda); partially overlapping, especially in the components related to the ru-425
ral areas (Bangladesh, Kenya, Tanzania); and overlapping in all components
(India). Based on the different levels of overlap, it is best to avoid using com-
positions with amalgamated indicators but rather to use the simplex structure
for analysis.
This anomaly very possibly responds to the fact that, in the process of data430
collection, there were gaps in available data, and that a simple modelling ap-
proach was adopted to fill in the missing data points by considering an individual
part methodology. Therefore, the use of CoDa is recommended for improving
the management of this type of indicators.
Comparing the single covariate model and the model with interactions for435
the 2030 projection, we observed cases in which: the projections did not differ
from each other (India); differed only slightly from each other (Bangladesh,
Uganda and Tanzania); or differed greatly from each other (Kenya, Nigeria and
Sudan).
At least three decisive factors were found for the decision to opt for a 2030440
projection based on either the single covariate model or the interaction model:
a) the representativeness of the subseries within the total set (Sudan case), b)
the overlapping of the subseries (India versus Nigeria case), and c) the influence
of the outliers that are generated by using a single covariate model (Kenya,
Sudan and Bangladesh cases).445
Based on RMSE and MAE for the analyses made within the calibration range
(section 4.1), we can conclude that the best estimates are obtained using models
with interactions. The behavior of the three representative models suggests that
GAM can be used for this purpose, with SVM in second place and OLS in third.
Based on MAE and RMSE of the models outside the calibration range, SVM450
and LM are recommended for single covariate model, and GAM and SVM, for
interaction models when making predictions outside the calibration range.
It is worth mentioning that if the aim is to obtain predictions for the most
“reliable” and “representative” substring of electricity access indicators, the
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model that best estimates both within and outside the calibration range is455
GAM. Thus, based on this estimate, and using all the factors related to access
to electricity (ceteris paribus) up to the cut-off date (2014), none of the seven
countries studied will reach 100% access to electricity until the year 2030, as
the rural sector is that with the greatest need for electricity access service.
The most optimistic cases indicate that: i) India could increase access to460
electricity (welfare gain) from 79% to 93%; ii) Bangladesh could improve from
64.5% to 87.42% and iii) Nigeria could reach to 70.12%. On the other hand,
Tanzania is expected to be the country with the greatest deficiency in access to
electricity, 77%, and Uganda the second, with a 65% of service need.
Considering the dichotomy between urban and rural sectors, an improve-465
ment in electrification in both sectors is foreseen for all the analyzed countries,
except Sudan with a decrease in urban access to electricity of 7%. The rate of
improvement is more significant in the rural sector in the cases of Bangladesh
and Uganda, with an increase of 15%, and in the urban sector in the cases of
India (10%), Kenya (16%), Nigeria (9%) and Tanzania (5%). It is interesting470
to note that despite the decreasing overall trend in Sudan, an increase of 3% in
access to electricity in the rural sector is expected.
The present work used seven representative countries as a unit of analysis for
the electricity access problem, but this analysis is easily applicable to the 212
countries that are in the World - Bank database; it is as simple as choosing an475
orthonormal base, transforming the compositional data and running the model.
This extension, which is out of the scope of this contribution, would increase the
understating of global access to electricity evolution, including coupling effects
between evolving rural and urban populations, and would address one of key
inequities in terms of sustainable development.480
The approach presented here overcomes the problems of consistency within
data of historical series, which undermines comparability between countries and
therefore the implementation and monitoring of coordinated programs as needed
in the international energy agenda. Notably, this technique could be extended to
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