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Abstract
In this paper, a learning-free color constancy algorithm
called the Patch-wise Bright Pixels (PBP) is proposed. In
this algorithm, an input image is first downsampled and
then cut equally into a few patches. After that, according to
the modified brightness of each patch, a proper fraction of
brightest pixels in the patch is selected. Finally, Gray World
(GW)-based methods are applied to the selected bright pix-
els to estimate the illuminant of the scene. Experiments on
NUS 8-Camera Dataset show that the PBP algorithm out-
performs the state-of-the-art learning-free methods as well
as a broad range of learning-based ones. In particular, PBP
processes a 1080p image within two milliseconds, which
is hundreds of times faster than the existing learning-free
ones. Our algorithm offers a potential solution to the full-
screen smart phones whose screen-to-body ratio is 100%.
1. Introduction
For decades, color constancy methods have been widely
adopted to remove the color cast triggered by the light
source, sensor sensitivity, surface reflection, etc. [8, 14, 27].
A natural way for color constancy is to estimate the color
of light source from the color-biased images, and then off-
set the color bias according to the estimation [21]. In gen-
eral, the illuminant estimation methods can be grouped into
two major categories: i) those relying on learning and (ii)
those being learning-free. In a nutshell, the learning-based
methods utilize the features of input images and the associ-
ated training data to learn the regressors for illuminant esti-
mation. Representative algorithms include Bayesian Color
Constancy [7], Zakizadeh et al. [35], Gamut Mapping [20],
Corrected Moment [13], Convolutional Color Constancy
(CCC) [3], Fast Fourier Color Constancy (FFCC) [4],
Chakrabarti et al. [9], Fully Convolutional Color Constancy
(FC4) [23], etc. These methods generally have satisfac-
tory performance, yet at the price of increased computa-
tional cost and specific training for each camera or dataset.
In FFCC [4], for instance, an image is transformed into a
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Figure 1. An example for the performance comparison of PBP and
BP [26]: (a) input image; (b) selected pixels for PBP; (c) image
corrected with PBP (angular error = 3.13◦); (d) image corrected
with groundtruth illuminant; (e) selected pixels for BP; (f) image
corrected with BP (angular error = 8.24◦). A gamma correction
with γ = 2.2 is used to enhance the overall brightness of images.
log-chroma histogram, filtered by a convolutional kernel
learned from each dataset, and finally fitted in a bivariate
von Mises distribution [28]. While FFCC has been one of
the best methods in the learning family, its performance is
fundamentally limited when the training and test sets are
from disparate datasets [30].
In the second category are learning-free methods. In
contrast to those learning-based ones, the learning-free
methods directly predict the illuminant from information
collected from the input image. Since they work inde-
pendent of both the camera information and training data,
their implementation is much easier and faster. Algo-
rithms in this category contain Gray World (GW) [8],
White Patch (WP) [27], Shades of Gray (SoG) [14],
Gray Edge (GE) [33], Local Surface Reflectance Statistics
(LSRS) [17], Cheng et al. [11], Bright Pixels (BP) [26],
Gray Pixels (GP) [34], Gray Index (GI) [30], etc. By as-
suming the corresponding reflectance in a scene to be achro-
matic, the GW-based methods (e.g., [1, 2, 8, 14, 27, 33])
compute the pth Minkowsky-norm of each color channel in
the input image (or the derivative) as the estimated illumi-
nant. For example, WP takes the maximum response (ℓ∞-
1
norm) of the RGB-channel as the estimated illuminant un-
der the assumption that the maximum reflectance in a scene
is achromatic [27].
As a natural extension to theWP method, BP [26] selects
the brightest σ% pixels (henceforth called the bright pixels),
and then applies the GW-based methods on the selected pix-
els to estimate the illuminant. The bright pixels are helpful
for illuminant estimation because the bright areas of images
are usually light sources, highlights, specularities and white
surfaces, which are highly effective in reflecting the infor-
mation of light source. Indeed, in [26] the performance gain
was clearly observedwhen the GW-based methods were ap-
plied to the bright pixels, rather than over all pixels. How-
ever, BP focuses only on the top-brightness pixels of images
while neglecting the spatial information of scenes. For in-
put images with multiple light sources or large non-white
bright areas, therefore, BP may not exhibit promising per-
formance; See Figures 1(e) and 1(f) for example.
In this paper, we propose a fast color constancy algo-
rithm called the Patch-wise Bright Pixels (PBP), which
identifies bright pixels in a patch-wise manner. Specifically,
we first divide each input image into tens or hundreds of
square patches and collect their center pixels to form the
downsampled image. Then, by equally dividing the down-
sampled image into multiple patches, we select a proper
fraction of brightest pixels in each patch. Finally, we esti-
mate the illuminant based on the totally selected bright pix-
els. In this way, the selected bright pixels are well scattered
throughout the entire image plane, thereby reducing the po-
tential estimation failures due to too concentrated selection
of local bright areas; See Figures 1(b) and 1(c).
The main contribution of our paper is twofold.
i) For the sake of computational efficiency, we propose a
downsampling pretreatment on the input image. While
a massive reduction on the running time is achieved,
the downsampling operation nevertheless preserves the
accuracy of illuminant estimation for a broad range of
learning-free methods.
ii) Through experiments over the NUS 8-Camera
dataset [11], it is demonstrated that the proposed PBP
method has superior performance compared to the
state-of-the-art learning-free methods (e.g., GI [30]),
yet is hundreds of times faster. Therefore, our PBP
algorithm allows the real-time processing of the full
high definition (HD) videos, which offers a potential
solution to the design of full-screen smart phones
whose screen-to-body ratio is 100%.
2. Related Work
In the learning-free category, GW [8] and WP [27] take
the mean and maximum response (i.e., the Minkowski ℓ1-
and ℓ∞-norm) of the RGB-channel as the estimated illumi-
nant, respectively. Methods based on other norms have also
been discussed; See, e.g., [14]. Among those, the ℓ6-norm
based method generally achieves the best performance [14].
On top of that, the GW-based methods incorporating more
sophisticated operations have also been studied. For exam-
ple, prior to calculating the Minkowski norms, the general
GW (GGW) [1, 2] employs a local smoothing operation;
Whereas, GE [33] exploits extra information by comput-
ing the first- or second-order derivative. Both GP [34] and
GI [30] apply the conventional GWmethods on the selected
gray pixels (i.e., those with roughly the same response in
the RGB-channel). In addition, other methods performing
the illuminant estimation task based on the local surface re-
flectance statistics have been suggested; See LSRS [17].
Since theWP [27] method focuses only on the maximum
response of color channels, it may not be robust to noise.
To improve the robustness, [15,16] execute a local smooth-
ing operation on the input images. BP [26] extends the
WP method by selecting a fraction of brightest pixels. The
WP Gamut algorithm, introduced by Joze et al. [24], ap-
plies the Gamut mapping to the top-brightness pixels only,
which outperforms the global-wise Gamut Mapping meth-
ods. Furthermore, by selecting both the brightest pixels as
well as the darkest ones, Cheng et al. [11] takes the first
eigenvector of the covariance matrix corresponding to the
RGB-channel of selected pixels as the estimated illuminant.
So far, Cheng et al. [11] has been one of the best-performing
color constancy algorithms in the learning-free family.
3. Downsampling
3.1. Overview
Over the years, downsampling has been widely used
in electrical engineering and computer science. In many
learning-based color constancy methods [4–6,9,23,29,32],
it has also been used to fit the input images into model, pre-
vent overfitting, improve generalization, reduce the compu-
tational cost, etc. For instance, in FFCC-full [4], the input
images are normalized to 384 × 256 ones so as to fit the
input size of algorithm. Also, FFCC-thumb downsamples
each input image to a thumbnail patch with size 48 × 32
to expedite the learning process. Despite these advantages,
the learning-based approaches with various sizes of input
patches have to be trained individually, whose performance
could be massively impaired when the sampling rate is low.
To date, little has been known about the application of
downsampling to the learning-free approaches. Neverthe-
less, downsampling can be of great help to these methods.
Indeed, since the computational cost of the learning-free al-
gorithms mostly scales linearly in the image size, the appli-
cation of downsampling to them can significantly improve
their computational efficiency. It is interesting, however,
2
to note that the performance of learning-free algorithms is
rarely weakened by the downsampling operation. The rea-
son is that a large proportion of learning-free algorithms fo-
cus merely on the overall color information. While down-
sampling causes the loss of spatial and color information of
images, the missing information does not matter much to
the performance of illuminant estimation.
3.2. Metric and Dataset
To study the practical effect of downsampling, we use
an experiment to examine the performance of learning-free
methods under various downsampling rates. We follow the
strategy of [22], in which the effectiveness of illuminant es-
timation algorithms is evaluated by checking the angular er-
ror between the estimated illuminant direction eest and the
groundtruth illuminant direction egr of an input image:
angular error := cos−1
(
eest · egt
‖eest‖2‖egt‖2
)
. (1)
For a set of input images, we are often interested in the mean
and median angular errors. These metrics allow to empiri-
cally compare the performance of different approaches.
In our experiment, we consider two popular datasets:
i) NUS 8-Camera Dataset [11]: 1736 high dynamic linear
images taken from eight cameras;
ii) Gehler-Shi Dataset [31]: 568 high dynamic linear im-
ages taken from two cameras.
Some pre-processing operations are needed for images in
these datasets. Specifically, to properly estimate the illu-
minant of an image, we have to carefully clip the pixels
whose light reflectance exceeds the dynamic range of the
camera. For images in the Gehler-Shi Dataset [31], we
remove those pixels that exceed 95% of the maximum re-
sponse for any color channel. Whereas for the NUS 8-
Camera Dataset [11], the threshold is set to be 97%. Be-
sides, we uniformly transform the images in both datasets
from 12-bit (or 14-bit) to 8-bit. This is mainly because the
input images of 8-bit roughly lead to the same performance
as the original ones, yet with much shorter running time.
3.3. Experimental Result
In our experiment, we apply equidistant downsampling
with various intervals to both rows and columns of each in-
put image. For instance, if the downsampling interval is
five, then the image is divided into hundreds of patches of
size 5×5. In each patch, only the pixel located at the central
point is sampled. For comparitive purpose, the following
representative approaches are included in our experiment:
WP [27], GW [8], SoG [14], GGW [1], First-order Gray-
Edge (GE1) [33], Second-order Gray-Edge (GE2) [33],
LSRS [17], Cheng et al. [11] and GI [30]. Each approach is
Table 1. Parameters of Testing Algorithms
Algorithm Parameters
SoG [14] k = 0, p = 7, σ = 0
GGW [1] k = 0, p = 11, σ = 1
GE1 [33] k = 1, p = 7, σ = 1
GE2 [33] k = 2, p = 7, σ = 1
LSRS [17] 3× 4 patches
Cheng et al. [11] n = 3.5%
GI [30] N = 0.1%, ǫ = 10−4
performed on the downsampled images with downsampling
interval ranging from 1 to 20. The parameters of these ap-
proaches are specified in Table 1, if any.
The experiment is carried out on the NUS 8-Camera
Dataset [11]. The running time, mean and median angu-
lar errors as a function of the downsampling interval is dis-
played in Figure 2. The result for each metric is normal-
ized by setting the maximum value to one. In doing so,
the vertical axis only represents the ratio whose unit is off-
set, yet the variation trend can be highlighted. It can be
observed that downsampling is very effective in improv-
ing the computational efficiency of algorithms under test.
Roughly speaking, for each testing algorithm, the running
time scales inversely with the square of the downsampling
interval, which well matches our expectation, given that the
testing algorithms have a linear time complexity with re-
spect to the number of pixels in the input image.
In Figure 2, one can notice the trend of mean and median
angular errors for different approaches as the downsampling
interval increases. Overall, for most of the testing methods,
the mean and median angular errors do not increase with
the downsampling interval. In particular, there is substan-
tial decrease in both angular errors for the WP method as
the downsampling interval goes large. This is because WP
takes the maximum response of the RGB-channel to predict
the illuminant, which, however, could come from the sat-
urated pixels. Whereas if performed on the downsampled
images, it is highly likely that WP takes a much lower re-
sponse for each color channel, thereby reducing the risk of
selecting the saturated pixels. The same explanation also
applies to the performance enhancement of LSRS [17], as it
takes advantage of the local maximal responses.
The performance improvement of the GE1 and GE2 [33]
methods in the downsampled case may be attributed to
that the image derivative, based on which the illuminant
is predicted, is enlarged by downsampling. This finding
bears a resemblance to that in Cheng et al. [11], which
manifests that the implementation of large artificial gra-
dients improves the performance of the GE method. For
those using global color information (e.g., GW, SoG, GGW
and Cheng et al.), their performance generally remains un-
changed whether the downsampling interval varies or not.
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2: The ratio of running time, mean and median angular errors as a function of downsampling interval.
On the other hand, it can be observed that the downsam-
to a slight performance degration for
GI [30], which probably boils down to the following two
, GI selects only a small fraction of pixels
%) in an image for illuminant estimation, which makes
it vulnerable to the resolution reduction of the input im-
, GI utilizes a mean filtering for the gray
x map, thus further enhancing its susceptibility to the
downsampling interval. In summary, the above
experiment serves to underscore that the equidistant down-
is effective in reducing the running time, while
or even improving the performance of most
4. Patch-wise Bright Pixels
In this section, we first show the validity of bright pix-
in reflecting the light source information and then put
Why Bright Pixels?
of a pixel is usually defined as the sum
of its RGB-channel responses:
B.
In [26], it has been revealed that bright pixels are helpful for
In the Gehler-Shi Dataset [31], for
example, the groundtruth illuminant falls inside the gamut
of the brightest % of pixels for more than 70% of images.
For this dataset, it has also been shown that there is a re-
of up to 50% on the median angular error when the
GW-based methods (GW [ ], GE [33] and SoG [14]) are
over the top 20% brightness pixels, rather than
over all pixels of the input image (see [26] for more details).
To further investigate the effect of pixel brightness on the
of illuminant estimation, we design an exper-
we sort the pixels of an image in ascend-
of their brightness. Next, we evenly divide the
Figure 2. The ratio of running time, mean and median angular errors as a function of downsampling interval.
On the other hand, it can be observed that the downsam-
pling operation leads to a slight performance degration for
GI [30], which probably boils down to the following two
reasons. Firstly, GI selects only a small fraction of pixels
(0.1%) in an image for illuminant estimation, which makes
it vulnerable to the resolution reducti of the input im-
ge. Secondly, GI utilizes a mean filtering for the gray
index map, thus further enhancing its susceptibility to the
increased downsampling interval. In summary, the above
experiment serves to underscore that the equidistant down-
sampling is effective in reducing the running time, while
maintaining or even improving the performance of most
learning-free methods for illuminant estimation.
4. Patch-wise Bright Pixels
In this section, we first show the validity of bright pix-
els in reflecting the light source information and then put
forward the PBP algorithm.
4.1. Why Bright Pixels?
The brightness L¯ of a pix l is usually defined as the sum
of its RGB-channel responses:
L¯ = R+G+B. (2)
In [26], it has been revealed that bright pixels are helpful for
illumiatant estimation. In the Gehler-Shi Dataset [31], for
example, the groundtruth illuminant falls inside the gamut
of the brightest 5% of pixels for more than 70% of images.
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(a) NUS 8-Camera (b) Gehler-Shi
Figure 3. Mean and median angular errors for 100 groups of pixels.
For this dataset, it has also been shown that there is a re-
duction of up to 50% on the median angular error when the
GW-based methods (GW [8], GE [33] and SoG [14]) are
performed over the top 20% brightness pixels, rather than
over all pixels of the input image (see [26] for more details).
To further investigate the effect of pixel brightness on the
performance of illuminant estimation, we design an exper-
iment concerning the angular error for pixels with different
brightness. First, we sort the pixels of an image in ascend-
ing order of their brightness. Next, we evenly divide the
sorted pixels into 100 groups, where the nth group of pix-
els consists of the darkest n% to (n + 1)% ones. Then, for
each group, we take the per-channel mean of pixels as the
estimated illuminant:
Ic =
∑
k∈Pi
Ik,c
|Pi|
, c ∈ {R,G,B}, (3)
where Pi denotes the set of pixels in the ith group, |Pi| rep-
resents the cardinality of set Pi, and Ik,c is the response
of color channel c for pixel k. Finally, the angular error is
calculated based on the groundtruth illuminant and the esti-
mated one. The experiment is carried out both on the NUS
8-Camera Dataset [11] and Gehler-Shi Dataset [31].
The results of this experiment are shown in Figure 3. For
both datasets, a significant downward trend can be observed
for the mean andmedian angular errors as the overall bright-
ness of the sampled pixels increases. Accordingly, the out-
come of our experiment, as well as the findings in [26], both
suggest that the bright pixels have great advantage over dark
ones in predicting the illuminant of a scene. This is because
the bright areas often incorporate highlights, specularities,
white surfaces and light sources (see Figure 4 for example),
which have remarkable effectiveness in reflecting the infor-
mation of light source. Hence, utilization of bright pixels
can be particularly helpful for illuminant estimation.
4.2. The PBP Algorithm
Overview In this section, we introduce the PBP algo-
rithm, which performs color constancy based on both the
bright pixels and patch brightness. In general, our algorithm
consists of three major steps: i) downsample an input im-
age, ii) select representative pixels from the downsampled
Figure 4. Examples in the NUS 8-Camera Dataset [11]: (d) light
sources, (e) white surfaces and (f) specularities are the selected
bright pixels (with sampling rate 3%) of the original images (a),
(b) and (c), respectively. A gamma correction with γ = 2.2 is
applied to enhance the overall brightness of these images.
image and iii) apply the GW-based methods to the selected
pixels for illuminant estimation.
Downsampling Input Image Thus far, the findings in
Section 3 have demonstrated that downsampling can effec-
tively reduce the running time of a majority of learning-free
methods without even marginal performance degradation.
This motivates to employ downsampling as a cost effective
pretreatment for our algorithm. Specifically, following the
strategy in Section 3.3, we apply equidistant downsampling
with downsampling interval S to the input image.
Selecting Representative Pixels Similar to GP [34],
GI [30] and BP [26], the core of the PBP algorithm is the
selection of representative pixels that are helpful for illumi-
nant estimation. The main steps are as follows.
i) We first set a rate σ ∈ (0, 1). The number Nσ of se-
lected pixels can be given by:
Nσ = Nσ, (4)
whereN is the total number of pixels in image F . The
modified brightness L of the image is computed as the
sum of the qth power of all pixel brightness:
L =
∑
k∈F
l
q
k, (5)
where lk denotes the brightness of pixel k in the image.
ii) Then, the image is evenly divided into multiple rectan-
gular patches. Similar to the calculation of L, for each
patch Fi, its modified brightness Li is given by:
Li =
∑
k∈Fi
l
q
k. (6)
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Figure 5. An example for the main steps of PBP.We set the downsampling rate to one for display purpose only; otherwise, the downsampled
image could be too small to display here. From the input image (a), a brightness map (b) is first obtained by calculating L/3 = (R +
G + B)/3 for each pixel. The image is then cut into 2 × 3 patches with equal size. (c) is the sketch map for the modified brightness of
each patch, which is the sum of pixel brightness in the patch (i.e., q = 1). After that, we set σ = 1% and select a number of pixels (d)
for each patch according to the modified brightness of the patch. Finally, we take the per-channel mean of selected pixels as the estimated
illuminant. The output image (e) is the quotient of input image and the estimated illuminant. A gamma correction with γ = 2.2 is used to
(a), (d), (e) to enhance the overall brightness.
The number Ni of pixels selected from patch Fi is set
to be proportional to the modified brightness Li of Fi:
Ni =
(
Li
L
)
Nσ. (7)
iii) Finally, the brightestNi pixels in patch Fi are selected
as the representative pixels. .
Applying GW-based Methods After the selection of rep-
resentative pixels, the GW-based methods (e.g., GW [8],
SoG [14], GGW [1], GE1 [33] and GE2 [33]) are ap-
plied to generate the final estimation. When applying
GW or SoG, for example, we only need to calculate the
Minkowsky-norm of selected pixels to obtain the final esti-
mation. Whereas for GGW, GE1 and GE2, the derivative
or Gaussian filter has to be performed on the downsam-
pled image before selecting the pixels of interest, and the
Minkowsky-norm of selected pixels is then computed. An
example illustrating the major steps of the PBP algorithm is
given in Figure 5
Remarks The way we select bright pixels can be viewed
as a modification of that in the BP method [26]. The dif-
ference lies in that we select more local bright pixels while
abandoning some global bright pixels. In this way, the per-
formance of algorithm can be improved, especially when
dealing with images where the brightest areas are colored
objects, or those with multi-illuminants. However, the al-
teration also requires to pay special attention to the spatial
dispersion of the selected pixels. Generally speaking, high
dispersion implies that more local bright pixels are chosen,
to some extent missing the good properties of global bright
pixels in predicting the illuminant. Conversely, low disper-
sion of the selected pixels can boost the risk of failure, as
what happened to BP [26]. Therefore, it is of great im-
portance to adjust the dispersion so that the aforementioned
negative effects could be minimized.
(a) NUS 8-Camera (b) Gehler-Shi
Figure 6. Mean angular error as a function of power q for different
n on two datasets.
Table 2. The parameters (σ, S, p) that minimizes the sum of mean
and median angular errors.
(n, q) GW SoG GGW GE1 GE2
(1, 1) (2%,11,1) (0.5%,4,1) (2%,3,3) (4%,3,1) (4%,6,1)
(2, 1) (2%,9,1) (0.5%,3,1) (2%,3,3) (4%,3,1) (4%,6,1)
Fortunately, the two parameters in PBP, i.e., i) the num-
ber of patches and ii) the power q in (5), have direct control
on the dispersion of selected pixels. For certain regions,
the larger the number of patches is, the more evenly the se-
lected pixels are distributed over the image; The higher the
power q is, the more sampling is on the patches with high
brightness, which means that the selected pixels are more
concentrated in bright areas. It is worth mentioning that
when the patch number is one, our method reduces to the
conventional BP method [26].
5. Evaluation
Setup We empirically evaluate the performance of our al-
gorithm on the NUS 8-Camera Dataset [11] and the Gehler-
Shi Dataset [31]. Note that both the Gehler-Shi Dataset [31]
and NUS 8-Camera Dataset [11] are mainly composed of
images with aspect ratio 3 : 2 (some images in the NUS
8-Camera Dataset are with ratio 4 : 3). Thus, we cut the
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Figure 7. Failure cases of PBP. From left to right: the input image, selected pixels (sampling rate = 3%), image corrected with the predicted
illuminant, and image corrected with the groundtruth illuminant. A gamma correction with γ = 2.2 is used to enhance the overall
brightness of images.
images into 3n× 2n patches for some positive integer n, so
that the shape of each patch is approximately square.
In order to find out a satisfactory pair of param-
eters (n, q), we perform a grid search over n ∈
{1, 2, 4, 8, 16, 32} and q ∈ {1, 2, 3, 4, 5, 6}. As shown in
Figure 6, the results of these two datasets reveal differ-
ent patterns. Specifically, for the NUS 8-Camera Dataset,
the mean angular error increases with q for n ≤ 8 but
decreases with q for n ≥ 16. Whereas for the Gehler-
Shi Dataset, the mean angular error generally increases
with q for all region of n. Despite the disparities, it can
be observed that PBP achieves the best performance when
(n, q) ∈ {(1, 1), (2, 1)}. Therefore, we use these two sets
of parameters for the PBP algorithm in our experiment.
Based on the NUS 8-Camera Dataset, we further con-
duct a grid search for a proper set of parameters (σ, S, p),
where σ is the overall sampling rate of bright pixels
(see equation (4) for details), S the downsampling inter-
val, and p is the order of Minkowsky-norm used in the
GW-based methods (e.g., [1, 2, 8, 14, 27, 33]; See Sec-
tion 4.2). Specifically, for each GW-based algorithm (e.g.,
GW, SoG, GGW, GE1 or GE2) and each pair of param-
eters (n, q) ∈ {(1, 1), (1, 2)}, we individually search for
a parameter set that minimizes the sum of mean and me-
dian angular error. The range of grid search is set to be
σ ∈ {2%, 3%, 4%}, S ∈ {3, 4, 5, 6, 7, 8, 9, 10, 11, 12} and
p ∈ {1, 2, 3}. However, for SoG, we adjust σ in a wider
range (from 0.25% to 5%) in order to further explore the
influence of the sampling rate to our algorithm. The results
of our grid search are given in Table 2.
Results With the determined values of parameters, we
evaluate the angular error performance and running time of
PBP. We also compare the results with those of other illumi-
nant estimation methods in terms of some popular metrics,
i.e., the mean, median, trimean, mean of the best 25%, mean
of the worst 25% angular error, and their geometric mean.
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Table 3. Performance on the NUS 8-Camera Dataset [11]. The an-
gular error statistics of learning-based and learning-free methods
are collected from GI [30] and FFCC [4]. The PBP algorithm is
denoted as “PBP - (n, q) + (name of applied GW-Based method)”.
The running time of learning-free algorithms is tested on our PC
and reported in seconds, averagely per image. Unreported results
are left dash.
Algorithm Mean Med. Tri.
Best Worst Geo.
Time
25% 25% Mean
Learning-based
Pixel-based Gamut [20] 5.27 4.26 4.45 1.28 11.16 4.27 —
Edge-based Gamut [20] 4.40 3.30 3.45 0.99 9.83 3.45 —
Natural Image Statistics [19] 3.45 2.88 2.95 0.83 7.18 2.80 —
Bayesian revisited [18] 3.50 2.36 2.57 0.78 8.02 2.66 —
Spatio-spectral(GenPrior) [10] 3.06 2.58 2.74 0.87 6.17 2.59 —
Corrected-Moment(19 Edge) [13] 3.03 2.11 2.25 0.68 7.08 2.33 —
Corrected-Moment(19 Color) [13] 3.05 1.90 2.13 0.65 7.41 2.26 —
DS-Net(HypNet+SelNet) [32] 2.24 1.46 1.68 0.48 6.08 1.74 —
CCC(dist+ext) [3] 2.38 1.48 1.69 0.45 5.85 1.73 —
FC4 [23] 2.12 1.53 1.67 0.48 4.78 1.66 —
Cheng et al. 2015 [12] 2.18 1.48 1.64 0.46 5.03 1.65 —
FFCC [4] 1.99 1.31 1.43 0.35 4.75 1.44 —
Learning-free
White Patch [27] 9.91 7.44 8.78 1.44 21.27 7.24 0.057
Gray World [8] 4.59 3.46 3.81 1.16 9.85 3.70 0.082
Shades of Gray [14] 3.67 2.94 3.03 0.99 7.75 3.02 0.555
LSRS [17] 3.45 2.51 2.70 0.98 7.32 2.79 0.199
2nd-order Gray Edge [33] 3.36 2.70 2.80 0.89 7.14 2.76 0.961
1st-order Gray Edge [33] 3.35 2.58 2.76 0.79 7.18 2.67 0.801
General Gray World [2] 3.20 2.56 2.68 0.85 6.68 2.63 0.565
Cheng et al. 2014 [11] 2.93 2.33 2.42 0.78 6.13 2.40 0.530
Gray Index [30] 2.91 1.97 2.13 0.56 6.67 2.15 0.961
Proposed
PBP - (1, 1) + GW 2.89 2.02 2.21 0.62 6.60 2.21 0.0021
PBP - (1, 1) + SoG 2.76 1.99 2.16 0.61 6.25 2.14 0.014
PBP - (1, 1) + GGW 2.90 2.04 2.21 0.62 6.65 2.21 0.028
PBP - (1, 1) + GE1 3.83 3.07 3.24 1.03 7.93 3.15 0.051
PBP - (1, 1) + GE2 3.03 2.15 2.35 0.72 6.86 2.37 0.014
PBP - (2, 1) + GW 2.90 2.07 2.27 0.59 6.64 2.21 0.0028
PBP - (2, 1) + SoG 2.81 2.03 2.22 0.63 6.31 2.18 0.020
PBP - (2, 1) + GGW 2.90 2.04 2.21 0.62 6.65 2.21 0.024
PBP - (2, 1) + GE1 3.83 3.07 3.24 1.03 7.93 3.15 0.045
PBP - (2, 1) + GE2 3.03 2.15 2.35 0.71 6.86 2.36 0.015
Table 4. Performance on the Gehler-Shi Dataset [31].
Algorithm Mean Med. Tri.
Best Worst Geo.
Time
25% 25% Mean
Learning-based
Edge-based Gamut [20] 6.52 5.04 5.43 1.90 13.58 5.40 —
Bayesian revisited [18] 4.82 3.46 3.88 1.26 10.49 3.86 —
Natural Image Statistics [19] 4.19 3.13 3.45 1.00 9.22 3.34 —
Spatio-spectral Statistics [10] 3.59 2.96 3.10 0.95 7.61 2.99 —
Pixel-based Gamut [20] 4.20 2.33 2.91 0.50 10.72 2.73 —
Exemplar-based [25] 2.89 2.27 2.42 0.82 5.97 2.39 —
Corrected-Moment [13] 2.86 2.04 2.22 0.70 6.34 2.25 —
Chakrabarti et al. 2015 [9] 2.56 1.67 1.89 0.52 6.07 1.91 —
Cheng et al. 2015 [12] 2.42 1.65 1.75 0.38 5.87 1.73 —
CCC [3] 1.95 1.22 1.38 0.35 4.76 1.40 —
Shi et al. 2016 [32] 1.90 1.12 1.33 0.31 4.84 1.34 —
FC4 (SqueezeNet) [23] 1.65 1.18 1.27 0.38 3.78 1.29 —
FFCC [4] 1.78 0.96 1.14 0.29 4.62 1.21 —
Learning-free
White Patch [27] 7.55 5.68 6.35 1.45 16.12 5.76 0.040
Gray World [8] 6.36 6.28 6.28 2.33 10.58 5.73 0.060
1st-order Gray Edge [33] 5.33 4.52 4.73 1.86 10.03 4.63 0.564
2nd-order Gray Edge [33] 5.13 4.44 4.62 2.11 9.26 4.60 0.683
Shades of Gray [14] 4.93 4.01 4.23 1.14 10.20 3.96 0.411
General Gray-World [2] 4.66 3.48 3.81 1.00 10.09 3.62 0.419
LSRS [17] 3.31 2.80 2.87 1.14 6.39 2.87 0.141
Cheng et al. 2014 [11] 3.52 2.14 2.47 0.50 8.74 2.41 0.354
Gray Index [30] 3.07 1.87 2.16 0.43 7.62 2.10 0.673
Proposed
PBP - (1, 1) + GW 3.40 2.11 2.43 0.46 8.54 2.32 0.0018
The results on the NUS 8-Camera Dataset [11] and Gehler-
Shi Dataset [31] are shown in Tables 3 and 4, respectively.
Overall, it can be observed that for both datasets, FFCC [4]
performs the best among all approaches under test. In par-
ticular, PBP outperforms all the learning-free methods ex-
cept for GI [30], which performs worse than ours for the
NUS 8-Camera Dataset and slightly better on the Gehler-
Shi Dataset. Even when compared to the learning-based
methods, PBP still exhibits competitive performance. In-
deed, it has superior performance to a series of popular
learning-based methods, such as the Spatio-spectral Statis-
tics [10] and Corrected Moment [13].
The running time for the learning-free methods is also
given in Tables 3 and 4, where the parameters of those math-
ods are specified in Table 1. It is based on an Intel Core i7-
6820HQ using the Python 3.6 implementation. One can ob-
serve that the running time of GW-based methods increases
sharply with the order of Minkowsky-norm p. Remarkably,
the PBP algorithm (with various GW-based method) takes
uniformly less than 50ms to process a 1080p image. The
fastest speed can even reach 2ms/image, which is roughly
40 times faster than the conventional GW method and hun-
dreds of times faster than Cheng et al. [11] and GI [30].
Table 2, 3 and 4 also indicate that the larger the downsam-
pling interval is, the faster the PBP algorithm can be.
Failure Case Study The failure cases of PBP, in which
the angular errors are above 10◦, are displayed in Figure 7.
As shown in this figure, the stereotypical images, for which
our method fails to predict the illuminant, have no obvious
highlights, light sources or white surfaces. For those cases,
the PBP algorithm may select pixels that reflect relatively
bright non-white objects. The third row of Figure 7 is one
such example. Specifically, the pixels of bright-color flow-
ers and those of green plants are selected, thus inducing bias
in the estimation of light source of the scene.
6. Conclusion
In this paper, we have developed an efficient color con-
stancy algorithm called PBP, which is based on both the
bright pixels and patch brightness. Evaluation on various
benchmark datasets have demonstrated that the PBP algo-
rithm has very competitive performance compared to the
state-of-the-art learning-free approaches, yet can be hun-
dreds of times faster. Therefore, our algorithm is particu-
larly useful for the practical applications where the compu-
tational resource is limited.
We would like to mention that our algorithmmay be use-
ful for the design of full-screen smart phone. Nowadays,
there have been various solutions for the full-screen smart
phone, such as the notch screen and the water drop screen.
For those screens, however, their screen-to-body ratio does
not really reach 100%. To realize the 100% screen-to-body
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ratio, we can place the front camera of smart phone behind
a transparent or semi-transparent screen. When the screen
is lighted, the video taken by this camera will naturally be
colored by the illuminant caused from what is displayed on
the screen. Perfectly removing the color bias from the video
via PBP and thereby realizing a real full-screen display of
smart phone can be an interesting and challenging job. Our
future work will be directed towards this avenue.
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