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Abstract We propose a Bayesian approach to the problem of variable selection and
shrinkage in high dimensional sparse regression models where the regularisation
method is an extension of a previous LASSO. The model allows us to include a
large number of institutions which improves the identification of the relationship and
maintains at the same time the flexibility of the univariate framework. Furthermore,
we obtain a weighted directed network since the adjacency matrix is built “row by
row” using for each institutions the posterior inclusion probabilities of the other
institutions in the system.
1 Introduction
Models with High–dimensional data where the number of parameters is larger than
the size dimension represent one of the most prominent research field in economet-
rics and statistics. The seminal paper of [3] introduced the least absolute shrinkage
and selection operator (LASSO), one of the most popular method that can simul-
taneously perform parameters estimation and selection in regression models. Then,
scholars began to develop sparse estimators in high–dimensions. Among the most
important shrinkage methods proposed in the literature there are the least angle re-
gression (LARS) of [1], the adaptive LASSO of [5] and the group LASSO of [4]. In
this paper, we propose a Bayesian approach to the problem of variable selection and
shrinkage in high dimensional causal sparse regression models where the regulari-
sation method is an extension of a previous LASSO in a Bayesian framework. The
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model allows us to extend the pairwise Granger causality in the network estima-
tion by including a large number of institutions which improves the identification
of the relationship and maintains at the same time the flexibility of the univariate
framework. Furthermore, we obtain a weighted directed network since the adja-
cency matrix is built “row by row” using for each institutions the posterior inclusion
probabilities of the other institutions in the network.
2 The model
Let y= (y1,y2, . . . ,yT )′ be the vector of observations on the scalar response variable
Y , X = (x′1,x
′
2, . . . ,x
′
T )
′ be the (T × p) matrix of observations on the p covariates,
i.e., x j,t =
(
x j,1,x j,2, . . . ,x j,p
)
while Z = (z′1,z
′
2, . . . ,z
′
T )
′ be the (T ×q) matrix of
observations on predetermined variables which may include the lagged values of
the endogenous variable Y up to the p–th lag. We consider the following regression
model
pi
(
y | X,µ,α,β ,σ2ε
)
= N
(
y | ιTµ+Zα+Xβ ,σ2ε
)
, (1)
where ιT is the T×1 vector of unit elements, µ ∈R denotes the parameter related to
the intercept of the model, α = (α1,α2, . . . ,αq)′ ∈Rq and β = (β1,β2, . . . ,βp)′ ∈Rp
are vectors of regression parameters and σ2ε ∈ R+ is the scale parameter. Hereafter,
we distinguish between the vector of predetermined variable z and that of covariates
X because of the role they play within the context of Granger causality we con-
sider. Specifically, in what follows, we assume that the parameters corresponding
to the predetermined variable cannot be excluded from the regression while those
corresponding to the covariates can also be excluded.
2.1 Spike–and–Slab EM
Using standard notation, let γ be the p–vector where γ j = 1 if the j–th covariate X j
is included as explanatory variable in the regression model and γ j = 0, otherwise.
Assuming that γ j ∼ Ber (ω), the prior distribution for β j, j = 1,2, . . . , p can be
written as the mixture
pi (β j | τ,σε ,ω) = (1−ω)δ0 (β j)+ωDE(β j | τ,σε) , (2)
where δ0 (β j) is a point mass at zero and DE denotes the doubly–exponential distri-
bution with probability density function
DE(x | τ,σε) = τσε exp
{
−τ|x|
σε
}
1(−∞,∞) (x) , (3)
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where τ ∈R+ acts as the shrinkage parameter in the Lasso framework and σε is the
scale parameter. The regression model defined in equation (1) with the spike and
slab `1 prior defined in equation (2) becomes
pi
(
y | X,µ,α,β ,σ2ε
)
= N
(
y | ιTµ+Zα+Xβ ,σ2ε
)
(4)
pi (µ | τ,σε) = DE(µ | τ,σε) (5)
pi (α | τ,σε) =
q
∏
j=1
DE(α j | τ,σε) (6)
pi (β | τ,σε ,ω) =
p
∏
j=1
[
(1−ω)δ0 (β j)+ωDE(β j | τ,σε)
]
. (7)
It is worth noting that the prior distributions in equations (5)–(7) allow the corre-
sponding parameters to be always included into the model specification. The defi-
nition of the model is completed by the specification of the prior on the remaining
parameters
(
σ2ε ,τ,ω
)
. The scale parameter σε and the shrinkage parameter τ , as
well as the prior inclusion probability ω are parameters that have to be estimated.
Common choices for the prior on those parameters are: σ2ε ∼ IG
(
σ2ε | λσ ,ησ
)
,
τ ∼ G(τ | λτ ,ητ) and ω ∼ Be(ω | λω ,ηω). where (λσ ,ησ ,λτ ,ητ ,λω ,ηω) are prior
hyperparameters. Hereafter, ϑ =
(
µ,α,β ,σ2ε ,τ,ω
)
collects all the unknown pa-
rameters that should be estimated.
The EM algorithm consists of two major steps, one for expectation (E–step) and
one for maximisation (M–step), see [2]. At the (m+1)–th iteration the EM algo-
rithm proceeds as follows:
(i) E–step: computes the conditional expectation of the complete–data log–likelihood
given the observed data {yt ,zt ,xt}Tt=1 and the m–th iteration parameters updates
ϑ (m)
Q
(
ϑ ,ϑ (m)
)
= Eϑ (m)
[
logLc (ϑ) | {yt ,zt ,xt}Tt=1
]
; (8)
(ii)M–step: choose ϑ (m+1) by maximising (8) with respect to ϑ
ϑ (m+1) = argmax
ϑ
Q
(
ϑ ,ϑ (m)
)
. (9)
3 Application to Network analysis
We can define a network as a set of nodes Vt = {1,2, . . . ,nt} and directed edges be-
tween nodes. The network can be represented through an nt -dimensional adjacency
matrix At , with the element ai jt = 1 if there is an edge from i directed to j with
i, j ∈ Vt and 0 otherwise. The matrix At represents the weighted network estimated
by using the proposed model where the linkages are estimated by the inclusion prob-
ability above a given threshold c,
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A=

0 p1,2 · · · p1, j p1,nt
...
. . . · · · · · · ...
... · · · . . . · ...
pi,1 · · · · · · . . . pi,nt
pnt ,1 · · · · · · · · · 0

(10)
The aim to the analysis is to show that our methodology avoid the over - and mis-
identification of the linkages of the pairwise approach. As the reference measure for
comparison, we consider the density of the network in each period dt , defined as
dt =
1
2nt(nt −1)
nt
∑
i=1
nt
∑
j=1
ai jt . (11)
t = 1, . . . ,T . When (dt − dt−1) > 0, there is an increase of system interconnected-
ness.
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