A sample quasi median may be used to estimate the median of a distribution when information on the sample median is not available. This paper expresses moments of Quasi medians of a Weibull sample in terms of incomplete beta functions. A comparison of quasi medians and sample median is made for the purpose of estimating the median of Weibull distribution when its shape parameter assumes various values.
Introduction
Let 1 Hodges & Lehmann (1967) discuss sample medians and quasi medians in their paper [2] and derive the efficiencies of median relative to that of sample mean. For a random sample of an odd size In this paper we attempt to evaluate the relative performance of quasi medians to that of sample median using a random sample of size 2 1 n v from Weibull distribution; realizing that and n are both important for this purpose. The case when n is even is developed similarly without proof. To find the distribution of
Lemmas
h z w The distribution of Z, and so that of Z (v-m+1) , follows as The expression under integration comprises two terms separated by a minus sign. We consider the integral 
and so Eq (3.1.4) comes to
and now these substitutions in Eq.(3.1.2) lead to the main result . 
is an incomplete Beta function. 
is an incomplete Beta function.
Remark:
For the first moment of
in the above corollary. On substituting these values for the incomplete beta functions we find the following coefficient of
The other term with
By Lemma 1 it can be now verified that
Moments of
For the case when n is even the sample median and quasi medians are
respectively. We state here the following theorem.
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THEOREM The r-th moment of Weibull quasi median (
From this theorem we can draw results similar to corollaries 3.1 and 3.2.
Comparison of the First and Last Sample Quasi Medians
We consider here the first and last quasi medians of Weibull samples of an odd size and compare them with respect to their expected values. For this purpose we select three sample sizes n = 7, 11, 25. By corollaries in Section 4 we find
( ) E Z for various values.. These graphs, and the others, are produced below by using Tables 1-7 in Appendix.
Fig 1 Fig 2 FIRST QUASI MEDIAN E(Z (v) ) LAST QUASI MEDIAN E(Z (1) )
It follows from the above graphs that the two sample medians exhibit much deviation for small values of , and that as the sample size increases the expected value of the first (last) quasi median decreases (increases). This pattern occurs for each .
Based on this behavior we therefore assess the comparative performance of the first sample quasi median relative to that of the sample median in the next section.
Performance of First Sample Quasi Median
In this section we compare for the case 
Comparison of their expected values:
We present below the graphs of 
Fig 3 Fig 4 For n = 3
For n = 25
The graphs reveal interesting information regarding these estimators of the Weibull median. The sample median and quasi median overestimate the Weibull median M Z for each value of . Each median produces positive bias, and its amount depends both on and n . As increases beyond 1.5 the overestimation gradually fades away. The bias due to sample median remains less than that due to quasi median. In this regard, the quantity
can display a direct comparison of these estimators. The following graphs based on 3,11,25 n show a more meaningful picture of this comparison. The smaller the absolute value of is the larger the assurance that the quasi median can be used as an option, a useful substitute for the sample median. we cannot recommend the use of sample quasi median specially when the sample size is small, but for 1 the difference between the two expected values starts rapidly declining. For 3.5 it becomes almost negligible.
Mean Squared Errors of the Two Sample Medians
We consider now the mean squared errors E[(Z (v) 
caused by the sample medians Z (v) and Y (v+1) and for it we present the graphs in Fig-6 and Fig-7 relating to n = 3, 25. β, MSE Graphs estimator for the Weibull median. When n, or , increases the gap between the two MSEs decreases rapidly.
To see how fast this gap between Y (v+1) and Z (v) decreases with , we consider
The smaller this quantity is the less risky it is to substitute the sample quasi median for the sample median. The quantity depends on , n, v. For its evaluation we need the terms
E(Y (v+1) )
2 , E(Z (v) ) 2 and E(Y (v+1) . Z (v) ).
The first quantity is found from Eq 6.1. The second term follows on taking r = 2 in the above theorem. And for the third term we can write
For the calculation of these expected values we take the joint pdf of the two indicated Weibull order statistics and find the expectation of their product. This expectation takes the form of a series involving incomplete beta functions.
Alternatively, by Lemma II, we can find the expectations
E(Y (v) . Y (v+1) ) and E(Y (v+1) . Y (v+2) ) (6.2.3)
so that in 6.2.1 can now be determined.
We compute the values of and obtain the following graph: It is again discovered that the expected square of the difference of two sample medians rapidly diminishes with the increase in sample size for each value.
Also, the quantity decreases rapidly when increases for the same sample size. From the elbow behavior we may consider the quasi median as a useful replacement for the sample median for the estimation of the Weibull median. However, for a small sample and for 1 the use of quasi median does not seem reasonable.
Correlation between Quasi and Sample Medians
The first sample quasi median being nearest the sample median, it is useful for this study to include the correlation graphs for these medians
Fig 9
These graphs indicate a higher degree of correlation for larger samples. The Weibull parameter also influences this correlation; for 0 0.5 the degree of correlation coefficient rapidly moves to an upper limit (the analysis here is confined to not beyond 5). As the sample size increases the correlation coefficient assumes a nearly constant value soon after 1 . A larger sample has a higher upper limit.
Sample Range and Quasi Median
It is known that for the Weibull random variable X the Prob (X < c) increases with the increase in its parameter; c being a fixed number. The expected value of the sample range for the same sample size also decreases as the value of increases. We have here graphs for n=9,15,25 showing the expected value of the sample range as well as for the bias caused by a sample quasi median at each value of . By Memon (1987) , or otherwise, it can be shown that the expected range for 1 simplifies to a result that also appears in Hiraii (2).
Fig 10
The amount of bias almost vanishes for 1 even for smaller samples, as also already observed in the previous section. The interesting point is that even a large sample starts revealing an exponential decline in its sample ranges as increases.
Conclusion
The median of a population is normally estimated by its associated sample median. In the case of non-availability of necessary information to determine this median, one may consider the option of using quasi medians to estimate the population median. Our focus being on Weibull distribution, it is discovered in view of various criteria that the first quasi median becomes a reasonable substitute for the sample median when the sample size is not small, or when 1 . 
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