1 Introduction. We review the basic concepts here. L p (µ) denotes the family of functions f : X → R that are measurable and that satisfy f p = |f | p dµ 1/p < ∞. Under this norm L p (µ) is a Banach space provided we identify f = g if f (x) = g(x) a.e., i.e., if f − g p = 0. If p = 2, this is a Hilbert space with (f, g) = X f gdµ, since X f gdµ ≤ X f 2 dµ X g 2 dµ (Hölder's inequality).
We review one important theorem: the Lebesgue dominated convergence theorem.
Theorem. Suppose X is a measure space with measure µ and f n is a sequence of measurable functions converging to f , and that |f n | ≤ g for some integrable g. Then lim n X f n dµ = X f dµ.
The version on the real line of the integral equations we shall chiefly be considered with in this expository paper are of the form
at least almost everywhere, where K : [a, b] × [a, b] → R is a measurable function and g is fixed.
2 Introduction. We refresh the main concepts needed in the sequel. We recall that, on a measure space X with measure µ, the (real) space L 2 (µ) denotes the space of all measurable f : X → R such that X f 2 dµ < ∞, where the norm is defined as f 2 = X f 2 dµ 1/2 . Recall also that f and g are taken as equal in L 2 (µ) if µ{x : f (x) = g(x)} = 0. This is also an inner product space with inner product (f, g) = X f gdµ; it is complete and is thus a Hilbert space.
3 An Abstract Case. First we start by considering a more abstract case. Let X be a measure space with a measure µ. Suppose K : X × X → R is measurable in the product measure space and is square-integrable over X × X. Define the operator K :
Our problem now is to solve (I − K)f = g.
Neumann
Series. Under certain circumstances, the Neumann series
converges in L 2 (µ), the sum of which will satisfy (1) as
For instance, if |||K||| 2 < 1 (and thus K < 1) the series converges, as the partial sums of the norms are dominated by
, and x ∈ X is arbitrary, then
etc. Therefore the Neumann series converges uniformly, and since µ(X) < ∞, the equation has a solution.
5 Volterra Kernels. Let X = [a, b] be an interval equipped with Lebesgue measure. Suppose K is a bounded function such that x < y implies
Then the Neumann series converges uniformly. For, |Kg(
and, proceeding inductively, one sees that
thus uniform convergence holds, and a solution exists. measure µ.
Definition. A kernel of finite rank is one of the form
where the φ i and the ψ i are square-integrable functions.
Theorem. Suppose K is a kernel of finite rank,
Consider the kernel K * defined by K * (x, y) = K(y, x) with its induced transformation K * . Then one of the two following cases holds:
1. The equations (I − K)f = g and (I − K * )f = g have unique solutions for all g, g ∈ L 2 (µ).
(The Fredholm
Alternative) The equations
each have m linearly independent solutions. Then, solutions to (I − K)f = g exist if and only if (g, η ) = 0 for all η satisfying (6). Similarly, (I − K * )f = g has solutions if and only if (g , η) = 0 for all solutions η of (5).
Proof. Note that Kf (x) = i φ i (x) X f (y)ψ i (y)dµ, so that the equation
is equivalent to (a.e.)
Thus any solutions of (7) are linear combinations of g and the φ i . Similarly, any solutions of
are linear combinations of g and the ψ i .
Taking inner products on both sides,
We can regard this as a system of equations in x i = (f, ψ i ). They are
i ranging over 1, 2, . . . n. if we can solve this for x i , we may write f = g + i x i φ i , which will satisfy
Now, by the theorems of linear algebra, a unique solution exists if and only if the equations
have only the solution
If this is true, we may solve for x i (which is unique) with Cramer's rule. But in this case, we may proceed just as before with K * = i ψ i (x)φ i (y). The matrix now to be considered is
But this matrix is the transpose of its counterpart in (12) as (
since we are dealing with the real space. Thus if one determinant is nonzero, so is the other and there are unique solutions to the two equations we sought to solve.
If, conversely, the two matrices are non-invertible, (11) has a finite number of linearly independent solutions (say m ≤ n) and its counterpart has the same number as the two matrices must have the same nullity. This is equivalent to the assertion that Kη = 0 and K * η = 0 each have m linearly independent solutions.
We now quote a theorem.
Theorem. Let y = (y 1 , y 2 , . . . , y n ). The system of equations n i=1 a ij x i = y i has solution(s) if and only if y · x = 0 whenever x = (x 1 , x 2 , . . . , x n ) satisfies i a ji x i = 0.
We postpone the proof and revert to the question of the Fredholm alternative.
Let us nevertheless attempt to ascertain when the equations
have non-trivial solutions. Consider the following equations (1 ≤ i ≤ n) for the conjugate kernel:
The solutions correspond to solutions η of K * η = 0 by setting η = j x j ψ j . Now, (g, η ) = g, j x j ψ j = j x j (g, ψ j ). That means the orthogonality of g and η is equivalent to j x j (g, ψ j )'s vanishing. But the vanishing of this quantity for all x j such that j x j ((φ i , ψ j ) − δ ij ) = 0 is equivalent to the existence of non-trivial solutions of (13), by the previous theorem. Hence the proof is complete.
Let us prove that previous theorem.
Thus any vector x is orthogonal to any y. Conversely, the dimension of all the y's is the dimension of the range of a transformation; the dimension of all the x is the dimension of the null space of a transformation of the same nullity. Thus the sum of the dimensions is n, and the two spaces are orthogonal complements.
7 Approximation to Arbitrary Kernels. The theorem of the previous section can be extended to more general kernels. The following theorem hints at that:
Theorem. If K : X × X → R is a kernel, the corresponding transformation K can be approximated in norm by (transformations corresponding to) kernels of finite rank. This is actually a special case of a more general theorem.
Theorem. Let T be a compact operator on a Hilbert space H (i.e., T maps every weakly converging sequence into a converging one). Then T can be approximated in norm by transformations S of the form Sf = n i=1 (f, β i )γ i ; i.e., transformations of finite rank.
For a proof, cf. [2] .
To prove the special case from this result, it is sufficient to show that K is compact.
Proof. Suppose f n weakly converges to f in L 2 (µ), or that X (f n − f )gdµ → 0 for every g as n → ∞.
, as a function of y, is square integrable. But this holds almost everywhere, so K(f n − f ) → 0 a.e. Now also f n is a bounded sequence in L 2 (µ) since it is weakly convergent, 2 and thus, for some constant M ,
where k(x) = X K(x, y) 2 dµ 1/2 is a square-integrable function by Fubini's theorem. Thus K(f n − f ) 2 → 0, and K is compact.
Although this result suggests the Fredholm alternative can be extended and that kernels of finite rank are not so special, we shall not use this approach in the proof of the Fredholm alternative.
8 An Auxiliary Result. We state now the following auxiliary result: has exactly one solution f in N N .
We shall omit the proof, which is given in [2] .
9 A Decomposition Theorem. We prove the following decomposition theorem.
Theorem. Let K be a kernel on L 2 (µ) and suppose I − K is non-invertible. Then there exist transformations R and S such that
Since Theorem. Let K be a kernel on X ×X and consider the transformations K, K * ; the former generated from K and the latter from K * (x, y) = K(y, x). Then:
The equations
and
each have m linearly independent solutions. Then, solutions to (I − K)f = g exist if and only if (g, η ) = 0 for all η satisfying (16). Similarly, (I − K * )f = g has solutions if and only if (g , η) = 0 for all solutions η of (15).
Proof. If I −K is invertible, find an resolvent operatordo by the invertibility. Now, K * is also the adjoint of K,
. Thus, taking adjoints, one sees that, letting L * be the adjoint of Now firstly, eigenvectors always exist, i.e., there are nonzero solutions to the equation
This holds because K is symmetric and compact; see [2] for details. The values of λ are called eigenvalues. 4 Cf.
[2] for a discussion of resolvent operators. 5 Although S does not appear in bold, we should remember that it is generated by a kernel of finite rank.
It can be shown 6 that, for every eigenvalue, one may find only a finite number of eigenvectors. The eigenvectors, taken over all eigenvalues, are orthogonal and countable.
We can thus show that
Theorem. Suppose K is symmetric. Let λ i be the sequence of eigenvalues corresponding to eigenvec-
, where the sum converges in the L 2 norm.
Proof. We shall only sketch the proof, adapted from [2] and [4] . In the space L 2 (µ × µ) the functions φ i (x)φ i (y) form an orthonormal sequence, so by the standard theory, i (K, φ i (x)φ i (y))φ i (x)φ i (y) converges in the norm. Now, (K, φ i (x)φ i (y)) = λ i since Integrating by terms shows that this expression vanishes. Thus η is an eigenvalue for K, so η is within the span of the φ i . As η is orthogonal to all of them, this is a contradiction.
The preceding theorem is due to Hilbert. It highlights the interplay between K and K * by showing what arises when the two kernels are the same.
