Introduction {#s1}
============

Since the beginnings of modern neuroscience the neocortex has attracted special attention because it is considered to play a key role in human cognition. Starting with the seminal work of Santiago Ramón y Cajal ([@bib5]) and Camilo Golgi ([@bib18]), and continuing with modern anatomical studies ([@bib24]; [@bib61]; [@bib12]), anatomists have been fascinated by its cellular structure. Comparison of human and rodents cortices shows that the human cortex is thicker (in particular layer 2/3 \[[@bib11]; [@bib13]\]), contains more white matter ([@bib21]), its neurons are larger ([@bib38]), and its cortical pyramidal cells have more synaptic connections per cell (15,000--30,000 for layer 2/3 pyramidal neurons \[[@bib12]; [@bib11]\]). It seems that the human neocortex, and especially its neurons, is anatomically unique. But what about the biophysical properties, e.g. the specific membrane capacitance of human cortical neurons and their cable characteristics? These have been shown to be key in determining information processing in neurons and in the networks they form ([@bib52]; [@bib35]; [@bib53]; [@bib32]; [@bib51]; [@bib42]; [@bib30]; [@bib20]; [@bib14]; [@bib36]).

To probe the biophysical properties of cortical neurons we built detailed 3D cable and compartmental models of L2/3 pyramidal cells from the human temporal cortex (HL2/3 PCs). The models were based on in vitro intracellular physiological and anatomical data from these same cells. To collect this data, fresh cortical tissue was obtained from brain operations at the neurosurgical department in Amsterdam. Details can be found in our previous works ([@bib57]; [@bib60]; [@bib58]; [@bib38]), as well as in the work of other groups ([@bib50]; [@bib55]; [@bib27]). Our models of human neurons also incorporate data on dendritic spines obtained from light-microscope studies in HL2/3 PCs ([@bib2]; [@bib11]; [@bib13]). These are the first-ever detailed models of human neurons. All modeled cells, implemented in NEURON ([@bib6]), and the corresponding anatomical and physiological data can be found in [Source code 1](#SD1-data){ref-type="supplementary-material"} and in ModelDB (<https://senselab.med.yale.edu/ModelDB/showmodel.cshtml?model=195667>).

Results {#s2}
=======

In [Figure 1a](#fig1){ref-type="fig"}, fifty brief depolarizing current pulses (200 pA, 2 ms each) were injected into the soma of the HL2/3 PC shown at the right; the resultant averaged voltage transient is depicted by the black trace. That same cell was then reconstructed in 3D and the dendritic spines were added globally as in [@bib44], see Materials and methods. The shape, size, membrane area, and distribution of dendritic spines in the HL2/3 model were based on high-resolution 3D confocal images of several stretches of HL2/3 PCs dendrites (See Materials and methods, Figure 4 and more details in [@bib2]). The 3D anatomy plus physiology were combined for reconstructing a detailed model for that cell. Attempts to fit the experimental transient via the model are depicted by the various colored theoretical transients (see Materials and methods), each with its corresponding values for axial resistivity, *R~a~*, specific membrane resistivity, *R~m~*, and capacitance, *C~m~*. The green transient (with *R~a~* = 203 Ωcm, *R~m~* = 38,907 Ωcm^2^ and *C~m~* = 0.45 μF/cm^2^) best fitted the experimental transient. Attempts to fit the transient with larger values of *C~m~*failed (red and magenta traces). A close fit between model and experimental transients, with identical cable parameters as the best model in [Figure 1a](#fig1){ref-type="fig"}, was obtained for a range of (depolarizing and hyperpolarizing) voltage transients recorded experimentally from that same cell ([Figure 1b](#fig1){ref-type="fig"}). A similar range of cable parameters was also found for five additional modeled and experimentally characterized HL2/3 pyramidal cells ([Figure 1c1--c5](#fig1){ref-type="fig"}). Furthermore, the low value for *C~m~*, around 0.5 μF/cm^2^, was found in all these five additional modeled cells (*C~m~*= 0.47 ± 0.03 μF/cm^2^, mean ± S.D, n = 6). A summary of the results in [Figure 1](#fig1){ref-type="fig"} is provided in [Figure 1---figure supplement 1a1--a3](#fig1s1){ref-type="fig"}.10.7554/eLife.16553.002Figure 1.Exceptionally low specific membrane capacitance, *C~m~*, for L2/3 human pyramidal cells predicted using detailed neuron models.(**a**) Experimental transient voltage response (upper black trace, *Exp.*) to a brief somatic depolarizing current pulse (2 ms, 200 pA). The corresponding 3D reconstructed HL2/3 cell from which this voltage transient was obtained is shown in the inset. Color traces depict theoretical transients resulting from injecting the experimental current into the compartmental model of that cell (see Materials and methods). The corresponding cable parameters (*C~m~*, *R~m~*, *R~a~*) are shown for each theoretical transient. Excellent fit was obtained only with *C~m~* value near 0.5 μF/cm^2^ (green trace), which is half the conventional value of around 1 μF/cm^2^, obtained for a variety of neuron types, including cortical neurons of other species. (**b**) Model parameters with low *C~m~* (green traces in **a**) also match the experimental responses (black) to stimuli of different strength and signs (−200 pA, −100 pA, −50 pA, 50 pA, 100 pA, 200 pA). (**c1**--**c5**) Five additional human L2/3 neurons taken from our human neuron database (depth from pia is provided above each cell). (**d1**--**d5**) The experimental transient voltage response for the neurons in **c1**--**c5** (black traces), and models fit to the transients (overlapping color traces). In all models, *C~m~* ranged between 0.43 μF/cm^2^and 0.52 μF/cm^2^. Patient history for these six cells is described in [Table 2](#tbl2){ref-type="table"}.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.002](10.7554/eLife.16553.002)10.7554/eLife.16553.003Figure 1---figure supplement 1.Estimates for passive properties of human L2/3 neurons.(**a1**--**a3**) Model values for the best fits shown in [Figure 1](#fig1){ref-type="fig"} for the three passive parameters *C~m~*, *R~a~*, *R~m~*. Colors match the model colors as in [Figure 1](#fig1){ref-type="fig"}. Bar shows the mean value. (**b**) Root Mean Square Distance of best fits when *C~m~* value was constrained (x-axis) in the optimization procedure. For these simulations, the other passive parameters (*R~a~*, *R~m~*) were free parameters. Note that the smallest RMSD is obtained with *C~m~* = 0.5 µF/cm^2^. (**c**) and (**d**) Similar to **b**, but when *R~m~* or *R~a~* were constrained. Note the shallow dependence of the RMSD on *R~a~*.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.003](10.7554/eLife.16553.003)10.7554/eLife.16553.004Figure 1---figure supplement 2.Cable properties for mouse L2/3 pyramidal cells from the temporal cortex.(**a1**--**a4**) Four L2/3 neurons from three mice reconstructed in 3D. (**b1**--**b4**) black traces, experimental voltage traces recorded in the four corresponding neurons shown in **a1**--**a4**. color traces, best fitted theoretical transients resulting from injecting the experimental current into the compartmental model of that cell. The corresponding cable parameters (*R~m~*, *C~m~*, *R~a~*) are shown on the right.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.004](10.7554/eLife.16553.004)10.7554/eLife.16553.005Figure 1---figure supplement 3.Estimating passive parameters for human L2/3 pyramidal cells when incorporating Ih channels into the model.(**a1**) The best fit between experimental transient (black) and theoretical transient (green) for the passive model (no Ih) for the cell shown in [Figure 1a](#fig1){ref-type="fig"}. The corresponding cable parameters are shown in the inset. (**a2**) Zoom in into the first few ms of the transients shown in **a1**. (**b1**), (**b2**), and (**c1**), (**c2**); similar to **a1**, **a2** but with somatic Ih density of 0.1 mS/cm^2^ and 0.2 mS/cm^2^ respectively, and increased Ih density in the apical tree as in Eq. (4). The theoretical transient is depicted in blue. Note the increase in RMSD and the discrepancy between the experimental and the theoretical transients at the first few ms in both **b2** and **c2**. (**d1**), (**d2**) similar to **c1**, **c2** but when *C~m~*was constrained at 0.5 μF/cm^2^. Note the large discrepancy in the tail of the transient **d1** but the excellent match between the model and the experiments in its first few ms.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.005](10.7554/eLife.16553.005)

To validate that low *C~m~* values are indeed necessary to achieve good fits between the theoretical and the experimental transients, we plotted ([Figure 1---figure supplement 1b--d](#fig1s1){ref-type="fig"}) the root mean square deviation (RMSD) for different combinations of the three passive parameters (*C~m~, R~m~, R~a~*) that impact the transients. In all cases, the RMSD obtained with *C~m~* = 0.5 µF/cm^2^ is much smaller than the one obtained with the larger *C~m~* value ([Figure 1---figure supplement 1b](#fig1s1){ref-type="fig"}). *R~m~* values are cell-specific ([Figure 1---figure supplement 1c](#fig1s1){ref-type="fig"}), whereas the value of *R~a ~*has a negligible impact on the RMSD ([Figure 1---figure supplement 1d](#fig1s1){ref-type="fig"}). As in ([@bib35]) we found that large *R~a~* value improves the fit over the first two milliseconds of the transient (not shown). Indeed, the best way to directly measure *R~a~* is to use two (somatic and dendritic) electrodes, but this was beyond the scope of the present study. The values in [Figure 1](#fig1){ref-type="fig"} for *R~a~ *(268.5 ± 30.0 Ωcm, n = 6) should therefore be viewed with some caution. However, we would like to re-emphasize that our prediction of low *C~m~* value in human L2/3 pyramidal neurons holds independently of the *R~a~* value chosen ([Figure 1---figure supplement 1b](#fig1s1){ref-type="fig"}). We further examined whether possible statistical and systematic errors in the data might effect our estimates of *C~m~*, *R~m~* and *R~a~* by performing error analysis as in [@bib46]. We found that even with large systematic errors in morphological parameters, the best fit still yields low *C~m~* value in human L2/3 pyramidal neurons (see [Table 1](#tbl1){ref-type="table"}).10.7554/eLife.16553.006Table 1.Estimated statistical and systematic errors in the six human L2/3 PCs models shown in [Figure 1](#fig1){ref-type="fig"} as in ([@bib46]). The mean relative statistical error was 6.5% in *C~m~* (range, 4.2-9.2%, n = 5), 8.6% in *R~m~* (range, 4.2-18.8%, n = 5), and 12.8% in *R~a~* (range, 5.3-20.2%, n = 5). In cell \#060311, larger errors were found due to several noisy traces. These range of errors in the estimated values of *C~m~*, *R~m~* and *R~a~*, are within the range of values found for the six modeled cells in [Figure 1](#fig1){ref-type="fig"}. We also analyzed the case of systematic errors; the errors introduced are shown in [Table 3](#tbl3){ref-type="table"}. This leads to, 40% mean relative error in *C~m~* (range, 36.7--58.2%, n = 6), 30.1% in *R~m~* (range, 28.6--34.1%, n = 6), and 53.0% in *R~a~* (range, 47.3--65.4%, n = 6). Thus, even large systematic errors in morphological parameters cannot explain the low *C~m~* (\~0.5 µF/cm^2^) in human L2/3 pyramidal neurons as compared to the typical value \~1 µF/cm^2^ found in other neurons.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.006](10.7554/eLife.16553.006)Cell 060303 ([Figure 1c2](#fig1){ref-type="fig"}, blue)Cell 060308 ([Figure 1a](#fig1){ref-type="fig"}, green)Cell 060311 ([Figure 1c3](#fig1){ref-type="fig"}, red)Best fitS.D. statS.D. sysBest fitS.D. statS.D. sysBest fitS.D. statS.D. sys*C~m~* (μF/cm^2^)0.4880.0450.1830.4520.0260.1960.4410.2480.257*R~m~* (kΩ∙cm^2^)21.411.216.5738.911.6513.2948.7322.9014.96*R~a~* (Ω∙cm)281.7834.12152.05203.2329.3196.18261.97179.3127.22Cell 130303 ([Figure 1c1](#fig1){ref-type="fig"}, orange)Cell 130305 ([Figure 1c5](#fig1){ref-type="fig"}, cyan)Cell 130306 ([Figure 1c4](#fig1){ref-type="fig"}, magenta)Best fitS.D. statS.D. sysBest fitS.D. statS.D. sysBest fitS.D. statS.D. sys*C~m~* (μF/cm^2^)0.4300.0340.1580.4970.0270.2070.5200.02190.236*R~m~* (kΩ∙cm^2^)35.677.4011.6231.311.998.9636.522.8911.51*R~a~* (Ω∙cm)274.4432.24171.63292.9559.04164.46290.2815.41137.46

The low *C~m~* value \~ 0.5 μF/cm^2^ found in HL2/3 PCs is surprising; it is commonly assumed that *C~m~* is close to 1 μF/cm^2^ ([@bib22]; [@bib9]), as was modeled by many researchers on rodent neurons ([@bib35]; [@bib46]; [@bib40]; [@bib56]) and directly confirmed for several classes of neurons using patch recordings from nucleated membrane patches ([@bib16]). For self-consistency, we repeated the same experimental and theoretical protocols as in [Figure 1](#fig1){ref-type="fig"} on L2/3 PCs from the mouse temporal cortex (n = 4). In contrast to human neurons, and in agreement with the existing literature, we found that the best theoretical fit to the experimental transients yields *C~m~* of 1.09 ± 0.36 µF/cm^2^ ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}). This value is significantly larger compared to that found in [Figure 1](#fig1){ref-type="fig"} for human L2/3 neurons (students t-test without the assumption of equal variance, p-val = 0.0408, non parametric Mann-Whitney U-test, p-val = 0.0095). It is important to note that the low value of *C~m~* in human neurons is associated with a high *R~m~*, such that the membrane time constant (*τ~m~ = C~m~*\*R~m~) is in the range of 10--22 ms (*τ~m~*= 16.5 ± 3.7, n = 6), which is similar to the value found in the mouse L2/3 pyramidal neurons (*τ~m~*= 16.1 ± 1.3, n = 4) and in rat L2/3 pyramidal cells (*τ~m~*= 13.1 ± 1.7, \[[@bib48]\]). This implies that the temporal resolution (the synaptic integration time-window) of human and rodents' pyramidal L2/3 cells is similar.

Could it be that our uniform passive model used in [Figure 1](#fig1){ref-type="fig"} is too simplistic? Perhaps non-uniform distribution of *R~m~* in the dendrites (as was shown in rodent layer 5 PCs \[[@bib53]\] and in inhibitory basket cells \[[@bib40]\]), or active membrane currents such as Ih that are open around the resting membrane potential ([@bib26]; [@bib19]), affect our estimation for *C~m~*? These two possibilities were examined via simulations. In the first set of simulations *R~m~* was assumed to be spatially non-uniform in the dendrites of the six modeled cells shown in [Figure 1](#fig1){ref-type="fig"}. In each case, the cable properties were optimized in order to best fit the experimental transients (see details in the Materials and methods). In all six cases the estimated *C~m~* for the optimal non-uniform case was similar to the value obtained when *R~m~* was uniform (not shown).

In the next set of simulations Ih was added to the model; the density of the Ih current increased with distance from soma as in [@bib26], see Materials and methods. The cable properties for the six modeled cells shown in [Figure 1](#fig1){ref-type="fig"} were optimized in order to generate the closest fit between model and experimental transients (see details in the Materials and methods). We found that the larger the Ih density, the larger was the estimated *C~m~* value that best fitted the experimental transient (from \~0.45 μF/cm^2^ without Ih, [Figure 1---figure supplement 3a1](#fig1s3){ref-type="fig"}, to \~0.76 μF/cm^2^ when Ih density at the soma was 0.2 mS/cm2, as found in rat L5PC ([@bib26]), [Figure 1---figure supplement 3c1](#fig1s3){ref-type="fig"}). However, the quality of the fit was significantly reduced compared to the passive case particularly at short times ([Figure 1---figure supplement 3b2,c2](#fig1s3){ref-type="fig"}). Indeed, in the first few milliseconds, the voltage transient is dominated by the capacitive membrane current (and not by the ionic currents, e.g., Ih); at these short times, a close match between model and experiments was obtained only with *C~m~* \~ 0.5 μF/cm^2^, even in the presence of Ih ([Figure 1---figure supplement 3d1](#fig1s3){ref-type="fig"}). We therefore conclude that in order to explain the experimental transients in human L2/3 neurons, *C~m~* should be \~0.5 μF/cm^2^.

This puzzling result of low *C~m,~*values in human neurons inspired us to perform a new set of experiments, using nucleated patches from HL2/3 PCs, in order to directly measure *C~m~*, exactly as in [@bib16]. We obtained an experimental value for *C~m~* of 0.51 ± 0.11 μF/cm^2^ (mean ± S.D, n = 5 neurons, see details on these cells in [Table 2](#tbl2){ref-type="table"}), in full agreement with our model prediction ([Figure 2](#fig2){ref-type="fig"}). Repeating the same procedure in mouse neurons resulted in a *C~m~* of 0.83 ± 0.34 μF/cm^2^ (n = 7 neurons from 7 mice; [Figure 2d](#fig2){ref-type="fig"}), similar to the findings of ([@bib16]; [@bib56]) and significantly different from the human *C~m~* values (students t-test following the KS test for normality ([@bib37]), p-val = 0.0472). Combining the *C~m~* values obtained in both methods, the model fittings ([Figure 1](#fig1){ref-type="fig"}) and the nucleated patches ([Figure 2](#fig2){ref-type="fig"}) shows the large difference in *C~m~*between human (*C~m~* = 0.49 ± 0.08 μF/cm^2^, n = 11) and mouse (*C~m~* = 0.93 ± 0.36 μF/cm^2^, n = 11). This difference is highly significant ([Figure 2d](#fig2){ref-type="fig"}, students t-test following the KS test for normality, p-val = 0.0021, non-parametric Mann-Whitney U-test, p-val = 0.006). Thus, we find that human L2/3 pyramidal neurons have different membrane capacitance compared to that of rodent pyramidal neurons.10.7554/eLife.16553.007Figure 2.Nucleated-patch measurement of the specific membrane capacitance in HL2/3 neurons directly validated model prediction for the low *C~m~* value in these cells.(**a**) Differential Interference Contrast (DIC) image of a human L2/3 pyramidal neuron in an acute brain slice of human temporal cortex targeted for whole-cell patch clamp recording. (**b**) Nucleated soma patch pulled from the neuron in **a**. (**c**) Top trace: Current response of the nucleated patch shown in **a** to a −5 mV hyperpolarizing step (middle trace). Bottom trace: magnification of the green box in the top trace, showing mono-exponential fit (green line) to the capacitive current from which the total membrane capacitance was extracted. This capacitance was then divided by the surface area of the patch, providing the specific membrane capacitance (see Materials and methods). (**d**) Summary plot of the specific membrane capacitance from human and mouse. Triangles, *C~m~* values from the nucleated patches. Circles, *C~m~* values obtained from fitting model to experimental transients (as in [Figure 1](#fig1){ref-type="fig"} and [Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}); human (red, n = 11, see details in [Table 2](#tbl2){ref-type="table"}), mouse (blue, n = 11). p-val = 0.0021 using students t-test following the KS test for normality.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.007](10.7554/eLife.16553.007)

To examine the impact of the low *C~m~* value found in HL2/3 neurons on signal processing in these cells, we used the detailed compartmental model for the cell shown in [Figure 1a](#fig1){ref-type="fig"}, with model parameters that fit the experimental transients (green curve and corresponding cable parameters). By activating excitatory spiny synapses at both the distal tuft and a distal basal dendrite, we first examined in [Figure 3a](#fig3){ref-type="fig"} the impact of the low *C~m~* value on the synaptic charge transfer in HL2/3 dendrites. We found that the peak somatic excitatory postsynaptic potential (EPSP) is larger by \~84% (basal synapse) to \~93% (apical synapse) when *C~m~* = 0.45 μF/cm^2^ (red traces) as compared to the case with *C~m~* = 0.9 μF/cm^2^ (blue traces). We also measured the dendritic delay, defined as the time-difference between that of the local peak EPSP to that of the resultant soma EPSP ([@bib1]). The dendritic delay from the distal tuft and basal synapses was dramatically reduced from 39 ms and 11 ms when *C~m~* = 0.9 μF/cm^2^ to 20 ms and 6.5 ms respectively, when *C~m~* = 0.45 μF/cm^2^ (see complementary [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}).10.7554/eLife.16553.008Figure 3.Functional implications of the low *C~m~* value in human L2/3 cortical neurons for signal processing.(**a**) The neuron model shown in [Figure 1a](#fig1){ref-type="fig"}, receiving an excitatory synaptic input on distal apical dendritic spine (top trace) and on a distal basal dendritic spine (lower traces). The model cell has either *C~m~* = 0.45 μF/cm^2^ (red traces) or *C~m~* = 0.9 μF/cm^2^ (blue traces), while the other cable parameters (*R~a~* = 203 Ωcm, *R~m~* = 38,907 Ωcm^2^) were kept fixed. Excitatory synapses were activated on the head of the modeled dendritic spine (inset, scale bar is 5 μm; see Materials and methods). Note the larger and faster somatic EPSP for the red case. (**b**) For the cell model shown in **a**, significantly smaller number of excitatory spinous synapses were required for initiation of a somatic spike when *C~m~* = 0.45 μF/cm^2^. Synapses were simultaneously activated and distributed randomly over the dendritic tree (see Materials and methods). (**c**) Top, schematics of soma and axon of the cell modeled in **a**., the axon had a diameter of 1 µm. Bottom, the velocity (θ) of the axonal spike, measured at 1 mm from the soma, is significantly increased (by about 65%) with *C~m~* = 0.45 μF/cm^2^ (red spike); the amplitude of the propagated axonal spike is also slightly increased in this case.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.008](10.7554/eLife.16553.008)10.7554/eLife.16553.009Figure 3---figure supplement 1.The functional implications of the low *C~m~* value for the case where the membrane time constant, τ~m~, is kept fixed by a corresponding change in *R~m~* for both *C~m~* = 0.45 μF/cm^2^ and *C~m~* = 0.9 μF/cm^2^.(**a**) As in [Figure 3a](#fig3){ref-type="fig"}, but here when *C~m~* = 0.9 μF/cm^2^ and *R~m~* is halved (*R~m~* = 19,453 Ωcm^2^). This resulted with smaller differences in the dendritic delay as compared to the case shown in [Figure 3a](#fig3){ref-type="fig"}, but with more strongly attenuated EPSPs. (**b**) As in [Figure 3b](#fig3){ref-type="fig"}, but here, due to the smaller EPSPs when *C~m~* = 0.9 μF/cm^2^, more excitatory inputs are required in order to initiate a somatic spike. (**c**) Conduction velocity is determined mostly by the axon's diameter, the axial resistivity, *R~a~*, and the membrane capacitance, *C~m~* ([@bib23]). Consequently, halving *R~m~* had very small effect on spike propagation velocity (less than 1% change between the black traces shown here compared to the blue traces in [Figure 3c](#fig3){ref-type="fig"}).**DOI:** [http://dx.doi.org/10.7554/eLife.16553.009](10.7554/eLife.16553.009)

We next quantified how many excitatory spinous synapses should be simultaneously activated to initiate a somatic Na^+^ spike in our model for HL2/3 PCs (see Materials and methods). We have used excitatory synapses with both AMPAR and NMDAR currents, with peak conductance values of 0.7 nS and 1.4 nS respectively (See Materials and methods). These synapses were randomly distributed over the modeled HL2/3 dendrites and simultaneously activated. With *C~m~* = 0.45 μF/cm^2^, about 100 excitatory synapses were required for generating a somatic spike with 50% probability, whereas about 170 synapses were required with *C~m~* = 0.9 μF/cm^2^. The lower *C~m~* value as found in HL2/3 pyramidal cells both improved synaptic charge transfer from dendrites to soma (larger EPSPs and reduced dendritic delay) and also reduced the number of synapses required to initiate a somatic/axonal spike, thus compensating for the increase in the size of the dendritic tree in human neocortex ([@bib38]).

We further explored the impact of *C~m~* \~ 0.5 μF/cm^2^ on the velocity of spike propagation along the axon ([Figure 3c](#fig3){ref-type="fig"}). We examined the case of a long non-myelinated axon, assuming that *C~m~*in the axon is similar to that of the cell body. As expected, a lower *C~m~* value increased the propagation speed of the action potential; for the parameters we used, the propagation was about 65% faster compared with the case of a higher *C~m~*. This is in agreement with the analytical result obtained by ([@bib23], page 432) for the impact of *C~m~* on spike propagation velocity. Thus, low *C~m~* value enables an efficient intra- and inter-regional information-transfer despite the large size of the human brain.

Discussion {#s3}
==========

Our study provides the first direct evidence for the unique properties of the membrane in human cortical cells. In particular, we showed that layer 2/3 pyramidal neurons from human temporal cortex have a specific membrane capacitance (*C~m~*) of \~0.5 µF/cm^2^, half of the commonly accepted 'universal' value (\~1 µF/cm^2^) for biological membranes. It is important to note that a few studies have demonstrated that *C~m~*in rodent's pyramidal neurons may range between 0.7--2 µF/cm^2^ ([@bib35]; [@bib59]), but direct measurements using nucleated patches found a much narrower range, 0.8--1.1 µF/cm^2^, in cortical pyramidal neurons ([@bib16]; [@bib56]), as well as in cerebellar Golgi cells ([@bib56]). This narrow range of values also agrees with the modeling prediction of ([@bib40]) for GABAergic hippocampal interneurons, where a correction for the spines area is not required. In the present work, we used both a modeling approach, as well as nucleated patch experiments, to demonstrate that *C~m~* in human L2/3 pyramidal neurons is significantly lower than in rodents. We next demonstrated that such low *C~m~*value has important functional implications for signal processing in dendrites and axons.

One may argue that the neurons we used have abnormal membrane properties as these neurons originated from humans with epileptic seizures. However, we only used brain samples that were not part of the diseased tissues, but had to be removed in order to gain access to deeper brain structures for surgical treatment. The eleven HL2/3 pyramidal cells used in this research (six cells in [Figure 1](#fig1){ref-type="fig"} and five cells in [Figure 2](#fig2){ref-type="fig"}) were taken from five different human patients with different disease records that were treated with different drugs (see [Table 2](#tbl2){ref-type="table"}). Yet, in all cases we found similar membrane properties. Furthermore, we recently have shown that there is no correlation between the disease history (epilepsy onset and total numbers of seizures) and the neuron morphology ([@bib38]).

Unfortunately, we do not yet have a comprehensive comparative study for assessing the value of *C~m~* in other large brains, e.g., those of non-human primates. Recent compartmental models of pyramidal neurons in L3 of the prefrontal cortex of rhesus monkeys suggested that aged animals have smaller *C~m~* values (\~0.7 µF/cm^2^) than young animals (\~1.1 µF/cm^2^) ([@bib47]). Further direct measurements of *C~m~*, e.g., using the nucleated patch technique in different animals, could provide insights to the evolution of the specific capacitance of neuronal membranes.

What could be the reason for the low *C~m~* as found in the present work? The specific capacitance is determined by the dielectric constant of the material composing the membrane and by the membrane thickness. We measured the membrane thickness in a few samples from human and mouse L2/3 pyramidal cells, both from the temporal cortex; both showed similar thickness of 5.1--5.8 nm (not shown). Another possibility that might explain differences in *C~m~* is the compositions of neuronal membranes. [@bib16] demonstrated that transmembrane proteins have small effect on *C~m~*. However, a recent study showed that *C~m~* of condensed phosphatidylcholine-based monolayers is sensitive to their lipid composition and molecular arrangement ([@bib29]). Furthermore, [@bib56], using nucleated patch experiments on mouse cerebellar neurons, showed that *C~m~* increases significantly (from 1 µF/cm^2^ to more than 2 µF/cm^2^) after adding Mefloquine to the bath; Mefloquine is known to bind to the membrane phospholipids ([@bib8]). Interestingly, ([@bib3]) showed a significant difference in the lipidome of human, chimpanzee, macaque, and mouse. More specifically, [@bib39] and [@bib7] showed differences in the ratio between phospholipids, cholesterol, and sphingomyelin in human vs. rodents. In view of the above studies, we suggest that the lipid composition of HL2/3 membrane explains their low *C~m~*. This assertion requires direct examination of the human membranes at the molecular level, which is beyond the scope of the present study.

Whatever the reason, the low *C~m~* effectively enhances signal transfer (both synaptic and action potentials, [Figure 3](#fig3){ref-type="fig"} and [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}) and increases the neuron's excitability, so that less depolarizing charge is required for generating Na^+^ spikes and for supporting dendritic backpropagating Na^+^ action potentials ([@bib54]). We conclude by suggesting that the distinctive biophysical membrane properties of pyramidal neurons in human evolved as an outcome of evolutionary pressure and resulted in an efficient information transfer, counteracting the increase in size/distances in the human brain.

Materials and methods {#s4}
=====================

Experimental data {#s4-1}
-----------------

### Layer 2/3 neurons from live human tissue {#s4-1-1}

All procedures on human tissue were performed with the approval of the Medical Ethical Committee (METc) of the VU University Medical Centre (VUmc), with written informed consent by patients involved to use brain tissue removed for the treatment of their disease for scientific research, and in accordance with Dutch license procedures and the declaration of Helsinki (VUmc METc approval 'kenmerk 2012/362'). Slices of human temporal cortex were cut from neocortical tissue that had to be removed to enable the surgical treatment of deeper brain structures for epilepsy or tumors. Patients (32--43 years of age) provided written informed consent prior to surgery. In all patients, the resected neocortical tissue was located outside the epileptic focus or tumor, and displayed no structural/functional abnormalities in preoperative MRI investigations. After resection, the neocortical tissue was placed within 30 s in ice-cold artificial cerebrospinal fluid (aCSF) slicing solution which contained in (mM): 110 choline chloride, 26 NaHCO3, 10 D-glucose, 11.6 sodium ascorbate, 7 MgCl2, 3.1 sodium pyruvate, 2.5 KCl, 1.25 NaH2PO4, and 0.5 CaCl2 -- 300 mOsm, saturated with carbogen gas (95% O2/5% CO2) and transported to the neurophysiology laboratory, which is located 500 meters from the operating room. The transition time between resection of the tissue and the start of preparing slices was less than 15 min. Neocortical slices (350--400 μm thickness) were prepared in ice-cold slicing solution, and were then transferred to holding chambers filled with aCSF containing (in mM): 126 NaCl; 3 KCl; 1 NaH2PO4; 1 MgSO4; 2 CaCl2; 26 NaHCO3; 10 glucose -- 300 mOsm, bubbled with carbogen gas (95% O2/5% CO2). Here, slices were stored for 20 min at 34^°^C, and for at least 30 min at room temperature before recording. Whole-cell, patch clamp electrophysiology recordings were then made from human layer 2/3 pyramidal neurons as described previously ([@bib60]; [@bib58]). Whole-cell recording electrodes were uncoated and glass thickness was 0.64 mm. A multiclamp 700B (molecular devices) was used for the recordings. Recording aCSF was the same solution as the aCSF in which slices were stored. Recording temperature was 32--35°C. Internal solutions were (in mM): 110 Kgluconate; 10 KCl; 10 HEPES; 10 K2Phosphocreatine; 4 ATP-Mg; 0.4 GTP, biocytin 5 mg/ml, pH adjusted with KOH to 7.3 (290--300 mOsm).

### Human neurons (postmortem) {#s4-1-2}

Samples obtained from 2 human males (aged 40 and 85) were used in this study. This tissue (kindly supplied by Dr I. Ferrer, Instituto de Neuropatología, Servicio de Anatomía Patológica, IDIBELL-Hospital Universitario de Bellvitge, Barcelona, Spain) was obtained at autopsy (2--3 hr post-mortem). Brain samples were obtained following the guidelines and approval by the Institutional Ethical Committee. The cause of death was a traffic accident (case C40) and pneumonia plus interstitial pneumonitis (aged case, C85); these cases were used also in [@bib2]. Their brains were immediately immersed in cold 4% paraformaldehyde in 0.1 M phosphate buffer, pH 7.4 (PB) and sectioned into 1.5-cm-thick coronal slices. Small blocks of the cortex (15 × 10 × 10 mm) were then transferred to a second solution of 4% paraformaldehyde in PB for 24 hr at 4°C. In the present study, the tissues used were from the cingulate gyri and from the temporal cortex, corresponding to Brodmann's area 24 and 20, respectively ([@bib4]). Coronal sections (250 μm) were obtained with a Vibratome and labeled with 4,6 diamino-2-phenylindole (DAPI; Sigma, St Louis, MO, United States of America) to identify cell bodies. Pyramidal cells were then individually injected with Lucifer yellow (LY; 8% in 0.1 M Tris buffer, pH 7.4), in cytoarchitectonically identified layer 3 cells. LY was applied to each injected cell by continuous current, until the distal tips of each cell fluoresced brightly, indicating that the dendrites were completely filled, and this ensured that the fluorescence did not diminish at a distance from the soma. Following the intracellular injection of pyramidal neurons, sections were processed with a rabbit antibody against LY produced at the Cajal Institute (1:400,000 in stock solution containing 2% BSA (A3425, Sigma), 1% Triton X-100 (30632, BDH Chemicals), 5% sucrose in PB). Antibody binding was detected with a biotinylated donkey anti-rabbit secondary antibody (1:100 in stock solution; RPN1004, Amersham, Buckinghamshire, United Kingdom) followed by a solution of streptavidin coupled to Alexa Fluor 488 (1:1000; Molecular Probes, Eugene, OR, USA). Finally, sections were mounted in 50% glycerol in PB.

### Mouse {#s4-1-3}

All animal experimental procedures were approved by the VU University's Animal Experimentation Ethics Committee and were in accordance with institutional and Dutch license procedures (approved protocol INF09-02A1V1). Coronal slices (350--400 μm thickness) were cut from the temporal association cortex of C57Bl6 mice (2--3 weeks of age). As in the preparation of human brain slices, slices were allowed to recover for 30 min at 34^°^C followed by 30 min at room temperature. Solutions for human and mouse slice recordings were identical.

### 3D reconstructions of HL2/3 pyramidal cells and of mouse L2/3 pyramidal cells (acute living slices) {#s4-1-4}

Six morphologies of human L2/3 cells, residing at the depths of 675--1204 μm below the pia, and four morphologies of mouse L2/3 cells from depths of 224--378 μm, were reconstructed in 3D via Neurolucida software (Microbrightfield, Williston, VT, USA), using a 100x oil objective. The human morphologies appear in the database from [@bib38]. Additional details regarding the reconstruction methods can be found there.

### Reconstructing dendritic spines (postmortem) {#s4-1-5}

Dendritic spines and dendritic branches were imaged using a Leica TCS 4D confocal scanning laser attached to a Leitz DMIRB fluorescence microscope. Consecutive stacks of images (3 ± 0.6 stacks per dendrite; 52 ± 17 images; z-step of 0.28 µm) were acquired using a 0.075 × 0.075 × 0.28 μm^3^ voxel size (Leica Objective Plan-Apochromat 63x/1.30 NA glycerol DIC M27) to capture the full dendritic depths, lengths, and widths ([Figure 4](#fig4){ref-type="fig"}). Spine structure was analyzed in 40 basal dendrites and 32 main apical dendrites (10 basal dendrites and 8 main apical dendrites per case and per cortical area), using Imaris 6.4.0 (Bitplane AG, Zurich, Switzerland). Since there are no clear structural borders between the head and the neck of a spine, no such distinction was applied. Instead, we reconstructed the complete morphology of each dendritic spine in 3D. Correction factors used in other studies when quantifying dendritic spines with the Golgi method, e.g., ([@bib15]) were not used in the present study as the fluorescent labeling and the high power reconstruction allowed the visualization of dendritic spines that protrude from the underside of dendrites. However, confocal stacks of images intrinsically result in a z-dimension distension; thus, a correction factor of 0.84 was applied to that dimension. This factor was calculated using a 4.2 μm TetraSpeck fluorescent microspheres (Molecular Probes) under the same parameters used for the acquisition of dendritic stacks. No optical deconvolution was used for spine reconstruction. See ([@bib2]) for a detailed methodology of spine reconstruction.10.7554/eLife.16553.010Figure 4.High resolution reconstruction of spines from HL2/3 dendrites.Top. Three examples of confocal images of basal dendritic branches from post mortem tissue. Bottom. The 3D images were segregated to spines (red) and shafts (white) that were later reconstructed in 3D. The dendritic shaft area and total spines area were calculated from the reconstructions and resulted in a F value for each branch ([Equation 2](#equ2){ref-type="disp-formula"}). Scale bar is 5 µm.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.010](10.7554/eLife.16553.010)

For each individual dendritic spine, a particular threshold was selected to constitute a solid surface that exactly matched the contour of each dendritic spine. However, many times it was necessary to use several surfaces of different intensity thresholds to capture the complete morphology of a dendritic spine. In these cases, Imaris did not give a proper estimation of the spine area. Thus, spine 3D reconstructions had to be further processed in order to accurately calculate the surface area of the spines. We developed a new method for preprocessing the resulting meshes in order to join all the pieces into one solid mesh per spine. For each spine we made the following steps: (i) rasterize the meshes into a high-resolution 3D-mask; (ii) dilate and erode the foreground just the minimum amount of voxels V needed to join all the connected components into only one; (iii) reconstruct a mesh from the foreground using Marching Cubes ([@bib31]) after applying a Gaussian Filter of V voxels. The resulting mesh is an accurate reconstruction of the spine from which the volume and the area can be accurately calculated because each spine represents a 3D-model with no visible differences from the originals. Thus, we concluded that the post-processed meshes are as accurate as the pre-processed ones. The implementation used in this dataset is based on VTK library (<http://www.vtk.org/>). A total of 7917 and 8345 spine membrane areas from the cingulate and temporal cortex, respectively, were included in this study.

Electrophysiology (acute living slices) {#s4-2}
---------------------------------------

### Voltage transients {#s4-2-1}

Short (2 ms) subthreshold current pulses of varying amplitude and polarity were injected via whole-cell somatic current injection in six L2/3 human pyramidal cells and in four L2/3 mouse pyramidal cells. Brief current pulses were used in order to minimize the activation of voltage-dependent mechanisms. Each stimulus was repeated 50 times and the voltage response was averaged ([Figure 1](#fig1){ref-type="fig"}, black traces and [Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}). These experimental voltage transients were used as a target for fitting theoretical transients generated by a model of that same 3D reconstructed cell (color traces in [Figure 1a,d](#fig1){ref-type="fig"} and [Figure 1---figure supplement 2b](#fig1s2){ref-type="fig"}). Optimization of cable parameters (specific membrane resistivity, *R~m~*, and capacitance, *C~m~*, and specific cytoplasm resistivity, *R~a~*) was first performed by fitting model transients to the experimental voltage transient for 200 pA depolarization. The resultant models (fitted for only one transient) were than validated on different (depolarizing and hyperpolarizing) stimuli ([Figure 1b](#fig1){ref-type="fig"}). In one mouse neuron (left cell in [Figure 1---figure supplement 2a1](#fig1s2){ref-type="fig"}), we obtained transient response to only 100 pA hyperpolarization; the respective model was thus fitted this experimental transient. Throughout, recorded membrane potential was corrected for a calculated liquid junction potential of 16 mV.

### Nucleated patches {#s4-2-2}

Nucleated outside-out patch recordings were made as described previously ([@bib16]; [@bib10]). The intracellular recording solutions (in mM) for nucleated patch recordings consisted of: 70 Cs-Gluconate, 70 CsCl, 10 HEPES, 0.5 NaGTP, 5 Mg2-ATP, 10 EGTA, 10 K-Phosphocreatine (pH 7.3, 290 mOsm). Recording pipettes were made of borosilicate glass and were coated with Sylgard. After fire-polishing the tips, pipette resistance was 2.5--4 MΩ. Series resistance was not compensated. Pipette capacitance was fully compensated while in the cell-attached configuration. Pyramidal neurons were targeted for recording with infrared differential interference contrast (IR-DIC) microscopy ([Figure 2](#fig2){ref-type="fig"}). After establishing whole-cell configuration, a nucleated patch was pulled from the cell body and lifted above the slice close to the surface of the bath to reduce pipette capacitance. Currents were recorded using a Multiclamp 700B amplifier (Molecular Devices, CA). Data was recorded at 250 kHz and low-pass-filtered offline at 50 kHz. A −5 mV pulse was applied from a membrane potential of −60 mV and 400--800 capacitive transients were recorded and averaged for analysis. At the end of the recording, the patch was ruptured and the open tip of the pipette was pressed against a small sylgard ball, resulting in a GΩ seal and a −5 mV pulse was applied ([@bib16]). Care was taken that the immersion depth of the pipette was maintained constant. To calculate the specific membrane capacitance of the nucleated patch, the procedures and formulas described in ([@bib16]) were used. The surface area for both human and mice nucleated patches was estimated using [Equation (1)](#equ10){ref-type="disp-formula"}.$$Surface~area = \left( {major~axis + minor~axis} \right)^{2}\left( \frac{\pi}{4} \right)~~~~$$

Surface areas for the human cells were 371.9 ± 131.5 µm^2^ (n = 5) and for the mice 250.8 ± 31.1 µm^2 ^(n = 7). Nucleated patches with input resistances below 200 MΩ were excluded from analysis. Time constants were derived from single exponential fits of the traces recorded from the nucleated patches, as well as the traces from which the residual capacitive transient was subtracted from the capacitive transient recorded from the nucleated patch. Both analyses resulted in quantitatively similar estimates of the specific membrane capacitance in μF/cm^2^ (human 0.47 ± 0.15 and 0.51 ± 0.11, mouse 1.03 ± 0.27 and 0.83 ± 0.34) and the between species comparisons were significantly different in both analyses.

### Patient history {#s4-2-3}

Data available in [Table 2](#tbl2){ref-type="table"}.10.7554/eLife.16553.011Table 2.Various parameters for the five patients from which the eleven L2/3 pyramidal cells that were used in this study where taken. CLB, clobazam; CBZ, carbamazepine; FRI, frisium; LCS, lacosamide; LEV, levetiracetam; LTG, lamotrigine; MDZ, midazolam; MTS, mesiotemporal sclerosis; OXC, oxcarbazepine; ZGR, zonegran.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.011](10.7554/eLife.16553.011)GenderAge (years)Age at epilepsy onset (years)DiagnosisSeizure frequency (per month)Antiepileptic drugs (pre-surgery)Data used in figureMale2524Tumor8LEV, CBZ, LCS[Figure 1](#fig1){ref-type="fig"}: a, c2, c3Female4523MTS (meningitis)3CBZ, CLB, LTG[Figure 1](#fig1){ref-type="fig"}: c1, c4, c5Female4016MTS7ZGR, LTG, FRI, MDZ[Figure 2](#fig2){ref-type="fig"}Male436MTS7LEV, OXC[Figure 2](#fig2){ref-type="fig"}Male514unknown etiology60CBZ, FRI[Figure 2](#fig2){ref-type="fig"}

Models and simulations {#s4-3}
----------------------

Simulations were performed using NEURON 7.4 ([@bib6]) running on grid of 40 Intel(R) Xeon(R) CPU E5-2670 with 16 cores per node (640 cores in total), running Redhat 6.6.

The modeled cells (in NEURON/Python code), can be found in the [Source code 1](#SD1-data){ref-type="supplementary-material"} and in ModelDB (<https://senselab.med.yale.edu/ModelDB/showmodel.cshtml?model=195667>).

### Incorporating dendritic spines globally into the modeled cell {#s4-3-1}

The spine membrane area was incorporated globally into the 3D reconstructed dendritic model using the factor F,$$\text{F} = \frac{dendritic\ membrane\ area + total\ spine\ area}{dendritic\ membrane\ area}$$

The incorporation was achieved by multiplying *C~m~* by F and dividing *R~m~* by F as described previously ([@bib44]). This approximation is valid when current flows from dendrites to spines (e.g., for somatic current stimulus) because, in this case, spine head and spine base are essentially isopotential ([@bib23]; [@bib52]; [@bib44]). This holds even in the case of very large spine neck resistance values (not shown). However, when the current is from the spine to the dendrite (e.g., following the activation of a spiny synapse), the spine head membrane and the dendritic base are far from being isopotential. Then the above approximation is invalid and the stimulated spines must be modeled individually ([Figure 3](#fig3){ref-type="fig"}).

F in [Equation (2)](#equ2){ref-type="disp-formula"} was computed using detailed data from ([@bib2]) on human cingulate cortex and from unpublished data on L2/3 cells from the human temporal cortex ([Figure 4](#fig4){ref-type="fig"}). Spine and shaft areas were computed using reconstructions of 3D images from confocal microscopy, see [Figure 4](#fig4){ref-type="fig"} and ([@bib2]). Samples from two human males (aged 40 and 85) were used in this study (see above). For the brain of the 85-year old man F values were as follows: Cingulate cortex: basal dendrites F = 1.81 ± 0.34, apical dendrites F = 1.78 ± 0.33; Temporal cortex: basal dendrites F = 1.89 ± 0.41, apical dendrites F = 1.87 ± 0.13. For the 40-year old: Cingulate cortex: basal dendrites F = 1.98 ± 0.38, apical dendrites F = 2.00 ± 0.28; Temporal cortex: basal dendrites F = 2.39 ± 0.63, apical dendrites F = 2.39 ± 0.27. Taking into account all the spines and the dendrites in the data, the average F value was 1.946 ([Figure 4](#fig4){ref-type="fig"}). For the rest of the work we have used *F* = 1.9 (implying that almost 50% of the dendritic membrane area in L2/3 neurons are in dendritic spines). The spine membrane area was incorporated using the F factor only in those segments that are at a distance of at least 60 μm from the soma, due to the very small density of spines in more proximal branches ([@bib2]).

Due to lack of data of the spine area and density on L2/3 of the mouse temporal cortex, we assumed a F factor for the mouse models that was the same as that for the human neurons (F = 1.9). This value is in the range used in recent modeling studies for rodent L2/3 neurons in the whisker and somatosensory cortices ([@bib49]; [@bib41]). In our mouse models F was constant throughout the whole dendritic tree.

### Model for dendritic spines {#s4-3-2}

Spines receiving synaptic inputs were modeled in full ([Figure 3](#fig3){ref-type="fig"}) using two compartments per spine. One for the spine neck and one for the spine head. The dimensions for these compartments were based on the data from the laboratory of Javier DeFelipe. The spine neck was modeled using a cylinder of length 1.35 μm and diameter of 0.25 μm, whereas the spine head was modeled as an isopotential compartment with a total area of 2.8 μm^2^. The passive parameters (*C~m~*, *R~m~*, *R~a~*) of the spine were similar to those of the dendrites. This spine model led to a spine neck resistivity of 50--80 MΩ.

### Fitting passive parameters using compartmental modeling {#s4-3-3}

Six detailed compartmental models of the six 3D reconstructed layer 2/3 pyramidal neurons from human temporal cortex were fitted to match the experimental voltage transients of these cells ([Figure 1](#fig1){ref-type="fig"}). In order to fit the experimental transients, we optimized the values of the three key passive parameters: *C~m~*, *R~a~*, *R~m~*. The optimization ran with the \'Multiple Run Fitter\' tool in NEURON ([@bib6]). Optimization was achieved by minimizing the root-mean-square deviation (RMSD) between the experimental data and the model response in a time window between 1--100 ms following the succession of the brief depolarizing current pulse ([@bib43]; [@bib34]; [@bib35]). The same method was also used for fitting the passive parameters for four L2/3 pyramidal cells from the mouse temporal cortex ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}).

### Simulations with non-uniform *R~m~*and with Ih {#s4-3-4}

To confirm that our findings also hold if we assume non-uniform cable properties, we ran different sets of simulations where we allowed non-uniform dendritic *R~m~*. Optimizations were performed with five parameters: *C~m~*, *R~a~*, *R~m~*(soma), *R~m~*(end) and *d~half~* ([Equation (3)](#equ3){ref-type="disp-formula"} below). *R~m~* values in the different compartments were calculated according to the following equation, as in ([@bib17]):$$R_{m} = R_{m}(end) + \ \frac{R_{m}(soma) - R_{m}(end)}{1 + exp\lbrack(dis - d_{half})/steep\rbrack}$$

where *dis* is the physical distance of the compartment from the soma and *steep* was assumed to be 50 µm, and the maximal dendritic distance in the six human cells was 1050 ± 178 µm.

In a different set of simulations, we optimized the passive parameters of the model under the assumption that Ih is expressed in these cells. We used ([@bib26]) Ih model, where the somatic Ih density was chosen to attain one of the following values \[0 (passive), 0.1, 0.2 mS/cm^2^\]. The basal dendrites had the same channel density as in the cell body, whereas the density of Ih in the apical tree increased exponentially with distance from soma according to the following equation:$$Ih = Ih\left( {soma} \right) \ast \left( {- 0.8696 + 2.087 \ast e^{dis/323}} \right)$$

### Statistical and systematic errors {#s4-3-5}

Statistical errors in the best fit parameters were estimated by balanced resampling of the experimental voltage transients. Each trace was indexed between 1 to 50. To generate 100 synthetic, resampled data sets, these index sets were repeated 100 times each to form a matrix of size 100 × *50*. Random permutations were applied to the matrix, such that each index still occurred 100 times in the matrix, but at random positions. Finally, the matrix was partitioned into 100 sublists of length *50*, each representing an index set for a resampled average impulse response. For further details about this method see ([@bib46]).

The influence of possible systematic errors on best-fit model parameters and predictions was investigated in a similar way ([@bib46]). The five most likely independent sources of systematic errors were considered. Error variables were assumed to be normally distributed around the mean given by the original morphology, with standard deviations estimated according to the expected experimental uncertainties ([Table 3](#tbl3){ref-type="table"}).10.7554/eLife.16553.012Table 3.Sources of systematic errors.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.012](10.7554/eLife.16553.012)Error variableEstimated S.D.Scale factor for lengths in the morphological reconstruction0.05Additive error in reconstructed diameters (µm)0.3Multiplicative error in reconstructed diameters0.1Error in spine scale factor, F0.4Error in the start point of high density spines (μm)30

### Synaptic inputs {#s4-3-6}

The synaptic input in [Figure 3](#fig3){ref-type="fig"} was based on both AMPAR and NMDAR mediated currents that were simulated as$$I_{syn} = g_{syn}\left( {t,V} \right)*\left( {V - E_{syn}} \right)~$$

where $g_{syn}$ is the synaptic conductance change, and $E_{syn}~$ is the reversal potential for the synaptic current. $E_{syn}~$ was 0 mV for both the AMPAR and the NMDAR mediated currents.

The synaptic conductance was modeled for both AMPA and the NMDA components, using two-state kinetic synaptic models -- with rise time ($\tau_{rise}$) and decay time ($\tau_{decay}$) constants:$$g_{syn}\left( {t,V} \right) = B*g_{\text{max}}*N*\left( \text{exp}\left( - t/\tau_{decay} \right) - \text{exp}\left( - t/\tau_{rise} \right) \right)~$$

Here $g_{\text{max}}$ is the peak synaptic conductance and $N~$is a normalization factor given by$$N = \frac{1}{\text{exp}\left( - t_{peak}/\tau_{decay} \right)~ - \text{exp}\left( - t_{peak}/\tau_{rise} \right)}~$$

and $t_{peak}$ (time of the peak conductance) is calculated as:$$t_{peak} = \frac{\tau_{rise} \ast \tau_{decay}}{\tau_{decay} - \ \tau_{rise}} \ast {log}\left( \frac{\tau_{decay}}{\tau_{rise}} \right)$$

NMDA conductance is voltage-dependent. In this work, B was defined using the equation as in ([@bib25])$$B = \frac{1}{1 + {exp}\left( - \gamma \ast V \right) \ast \left\lbrack Mg^{2 +} \right\rbrack \ast n}$$

[Table 4](#tbl4){ref-type="table"} summarizes the different parameters for the two synaptic components; AMPA and NMDA parameters were, as in recent research on rodents ([@bib48]; [@bib25]; [@bib45]; [@bib28]).10.7554/eLife.16553.013Table 4.Synaptic properties for [Figure 3](#fig3){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.013](10.7554/eLife.16553.013)AMPANMDA$\tau_{rise}(ms)$0.33$\tau_{decay}(ms)$1.870$g_{\text{max}}$ (nS)0.71.4$\gamma$ $\left( \frac{1}{mV} \right)$-0.08$n$ $\left( \frac{1}{mM} \right)$-1/3.57$\left\lbrack {Mg^{2 +}} \right\rbrack$-1 mM

### Axon {#s4-3-7}

In [Figure 3](#fig3){ref-type="fig"}, A very long unmyelinated axon was added to the model of the cell in [Figure 1a](#fig1){ref-type="fig"} in order to assess the impact of the specific capacitance on the conductance velocity of the spike along the axon. The modeled axon was 6 mm long with a diameter of 1 µm; its passive membrane properties were as in [Figure 1](#fig1){ref-type="fig"} (*R~a~* = 203 Ωcm, *R~m~* = 38,907 Ωcm^2^ and *C~m~* = 0.45 μF/cm^2^).

### Active ion channels {#s4-3-8}

To the detailed 3D model of HL2/3 PC we added a simplified excitable model for the generation of Na^+^ spikes at the soma. We aimed at preserving both the current threshold (\~300 pA) and the voltage threshold (\~ +20 mV above resting potential) for spike initiation as found in in vitro experiments in these cells ([@bib60]; [@bib58]). To achieve that we used Hodgkin-Huxley formalism ([@bib33]) with maximal Na^+^ and K^+^ conductances at the soma of 8000 pS/µm^2^ and 3200 pS/µm^2^, respectively. The V1/2 for the sodium activation curve was shifted by −8 mV so that the modeled cell generated a spike at \~ −65 mV, as in the experiments. A long, unmyelinated axon, (see above) was coupled to the soma, consisting of maximal Na^+^ and K^+^ conductances of 200 pS/µm^2^ and 100 pS/µm^2^, respectively.

### Number of spiny synapses per somatic spike {#s4-3-9}

Dendritic spines with AMPA and NMDA synapses (see above), were randomly distributed over the dendrites of the active model ([Figure 3b](#fig3){ref-type="fig"}). The synapses were activated synchronously and the resultant somatic voltage was recorded. We counted somatic spikes when the voltage crossed a threshold of 0 mV. Each experiment (different number of synapses) was repeated 1000 times with different seeds.
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Unique Membrane Properties and Enhanced Signal Processing in Human Neocortical Neurons\" for consideration by *eLife*. Your article has been reviewed by two peer reviewers, and the evaluation has been overseen by Michael Häusser as the Reviewing Editor and Eve Marder as the Senior Editor. The following individual involved in review of your submission has agreed to reveal their identity: Nelson Spruston (Reviewer).

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

This manuscript examines the cable and specific membrane properties of human neocortical neurons in slices dissected from patients. To address this question, the authors use electrophysiological recording, cable modelling, and simulations. The main finding is that the specific capacitance in human cells is lower than previously reported in rodents, as convergently shown by two different approaches (cable modeling and nucleated patch recording). Furthermore, they show that a low Cm is advantageous for both efficacy and speed of signal propagation in pyramidal cells. If the difference in Cm is indeed true, this would clearly be an important and interesting finding that surely deserves publication in *eLife*. However, several issues need to be addressed before the conclusions can be considered secure. Most importantly, alternative interpretations of the data are not carefully considered. Furthermore, the case for a difference in Cm rests on only four recordings from mouse neurons.

Essential revisions:

1\) Short current pulses in current clamp: why were these performed only in human neurons and not in mouse neurons? The decay of voltage transients in response to current injection is a highly indirect measure of Cm. Thus, it would be valuable to identify the fundamental difference in the voltage responses observed in human and mouse neurons, thus providing a direct indication of the feature of the data that is indicative of a different Cm. If the authors have short current pulse data from mouse neurons, they should therefore provide it, particularly since this would offer two parallel lines of evidence that illustrates the difference between human and mouse neurons, which would be more convincing than just the result from nucleated patches.

2\) Nucleated patch experiments: the number of recordings is very low. In particular, n=4 for mouse neurons is very low by the standards of the field, especially since obtaining recordings from mouse neurons is easier than for human neurons. We strongly encourage the authors to add additional datapoints to the mouse nucleated patch dataset.

3\) Modeling of human neurons: were these the same neurons from which the recordings were obtained? If not, it is possible that the morphologies used were different enough to introduce significant error in the estimation of Cm. (Note: this is an example of a general problem with the paper, which is that it is not well written.).

4\) Modeling of human neurons: Fits of the voltage transients are based on estimates of Ra, Rm, and Cm. To make a more convincing case that low values of Cm are necessary to achieve good fits, please provide a plot (or plots) of RMS error for different combinations of these three values. See also additional comments below about series-resistance and capacitance compensation.

5\) The Ra obtained in the present study seems unrealistically high. Two-electrode recording (separating voltage-recording from current-feeding electrode) has revealed Ra values of 115 -- 190 Ohm cm (Roth and Häusser, 2001; Schmidt-Hieber et al., 2007; Nörenberg et al., 2010). Clearly, the best way to address this discrepancy would be to use the two-electrode approach for human neurons. If this is not possible, the limitations of the present study should be clearly stated. Additionally, the value of Ra will depend on the intracellular solution. However, the composition of the internal solution for the whole-cell recordings is not even mentioned in the paper (it is most likely different from the Cs+ solution used for nucleated patch recording).

6\) There is evidence for non-uniformity of Rm in the literature (Stuart and Spruston, 1998; Nörenberg et al., 2010). The authors should test non-uniform models to corroborate the conclusion of low Cm under these conditions.

7\) The authors need to obtain confidence intervals of the parameter estimates. One possibility might be to use bootstrap analysis, as previously suggested by Roth and Häusser, 2001.

8\) Cable modeling is well known to be sensitive to even subtle nonlinearities. A particular problem is Ih. Is Ih expressed in the human neurons? Is there a sag during hyperpolarizing currents mediated by Ih? Did the authors make any attempt to block Ih?

9\) The accuracy of the Cm estimate stands and falls with the reliability of the spine correction. However, the spine correction factors are not convincing. Wouldn\'t it be the best to directly count spines in the recorded cells rather than in postmortem tissue? How did the authors correct for hidden spines (branching out in z direction) or for spines below the LM resolution limit? Finally, without being pedantic, the mean F from the given data is 2.0, rather than 1.9. We agree that a change will make the Cm even smaller, but in any case, this highlights potential systematic errors.

10\) The estimation of the surface area of the nucleated patches is not convincing. The shape of the nucleated patches is probably best approximated by an ellipsoid. The exact formula for the surface area of spheroids or triaxial ellipsoids is quite complicated, so the simple equation 4 of Gentet et al., 2000 (which the authors apparently used; see subsection "Nucleated Patches") is an approximation of an approximation. Also, the authors don\'t state which of the \"formulas\" of the Gentet paper they used. Finally, numbers for the surface area of the nucleated patches need to be given in the present paper.

11\) Unfortunately, the authors fail to address the mechanisms underlying the low Cm in human pyramidal cells. Is it a difference in the relative dielectric constants or the geometric properties of the lipids (i.e. the length of acyl side chains)? Or does the protein content influence the relative dielectric constant of the membrane (and thereby Cm)? At the very least, these aspects have to be better discussed.

10.7554/eLife.16553.018

Author response

\[...\]

*Essential revisions:*

*1) Short current pulses in current clamp: why were these performed only in human neurons and not in mouse neurons? The decay of voltage transients in response to current injection is a highly indirect measure of Cm. Thus, it would be valuable to identify the fundamental difference in the voltage responses observed in human and mouse neurons, thus providing a direct indication of the feature of the data that is indicative of a different Cm. If the authors have short current pulse data from mouse neurons, they should therefore provide it, particularly since this would offer two parallel lines of evidence that illustrates the difference between human and mouse neurons, which would be more convincing than just the result from nucleated patches.*

Following the reviewers' request, we repeated the same experimental and theoretical protocols as in human neurons also on mouse L2/3 PCs, from the temporal cortex (n = 4). In contrast to human neurons, we found in mice, *C~m~* of 1.09 ± 0.36 µF/cm, mean ± S.D ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}). This value agrees with that found in previous studies (Major et al. 1994; Gentet et al. 2000; Roth & Häusser 2001; Nörenberg et al. 2010; Szoboszlay et al. 2016) and is significantly larger compared with what we had found in human L2/3 neurons (students t-test without the assumption of equal variance, p-val = 0.0408, non-parametric Wilcoxon rank-sum test, p-val = 0.0095).

*2) Nucleated patch experiments: the number of recordings is very low. In particular, n=4 for mouse neurons is very low by the standards of the field, especially since obtaining recordings from mouse neurons is easier than for human neurons. We strongly encourage the authors to add additional datapoints to the mouse nucleated patch dataset.*

We wish to emphasize that prime objective of these recordings was to test whether the nucleated patch recordings of adult human pyramidal neurons would confirm the model estimates of a specific membrane capacitance of 0.5 µF/cm^2^or not. The recordings from the mouse nucleated patches confirmed well-established existing data and values reported in the literature for mouse neurons (Gentet et al., 2000; Szoboszlay et al., Neuron, 2016) n=4 may not be a high number, but a same number of nucleated patches was also used in other studies for similar type of experiments, Szoboszlay et al., (Neuron 2016), in which nucleated patch measurements on mouse cerebellar neurons resulted in a value of 1 µF/cm^2^based on n=4 recordings. Nevertheless, we added three new recordings on mouse nucleated patches to the revised manuscript (now n=7, see revised [Figure 2D](#fig2){ref-type="fig"}). Furthermore, to ensure that the specific membrane capacitance estimates based on the nucleated patch were robust, we derived time constants from single exponential fits of the traces recorded from the nucleated patches, as well as the traces from which the residual capacitive transient was subtracted from the capacitive transient recorded from the nucleated patch. Both analyses resulted in quantitatively similar estimates of the specific membrane capacitance (human 0.47 ± 0.15 and 0.51 ± 0.11, mouse 1.03 ± 0.27 and 0.83 ± 0.34) and the between species comparisons were significantly different in both analyses.

The combined *C~m~*values obtained for human neurons in both methods, the model fittings ([Figure 1](#fig1){ref-type="fig"}) and the nucleated patches ([Figure 2](#fig2){ref-type="fig"}), are significantly different from the *C~m~*values obtained for the mouse neurons ([Figure 2D](#fig2){ref-type="fig"}, human n=11, mouse n=11, students t-test following the KS test for normality, p-val = 0.0021, non-parametric Mann Whitney, p-val = 0.006).

*3) Modeling of human neurons: were these the same neurons from which the recordings were obtained? If not, it is possible that the morphologies used were different enough to introduce significant error in the estimation of Cm. (Note: this is an example of a general problem with the paper, which is that it is not well written.).*

Yes -- transients were obtained from the same 3D reconstructed morphology for all 6 L2/3 cells ([Figure 1](#fig1){ref-type="fig"}). This is now better clarified in the following sentences:

"In [Figure 1A](#fig1){ref-type="fig"}, fifty brief depolarizing current pulses (200 pA, 2 ms each) were injected into the soma of the HL2/3 PC shown at the right; the resultant averaged voltage transient is depicted by the black trace. \[...\] The 3D anatomy plus physiology were combined for reconstructing a detailed model for that cell."

*4) Modeling of human neurons: Fits of the voltage transients are based on estimates of Ra, Rm, and Cm. To make a more convincing case that low values of Cm are necessary to achieve good fits, please provide a plot (or plots) of RMS error for different combinations of these three values. See also additional comments below about series-resistance and capacitance compensation.*

We thank the reviewers for this good suggestion. [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"} was added to the paper.

This supplementary figure is now referred to in the main text as follows:

"To validate that low C~m~ values are indeed necessary to achieve good fits between the theoretical and the experimental transients, we plotted ([Figure 1---figure supplement 1B-D](#fig1s1){ref-type="fig"}) the root mean square deviation (RMSD) for different combinations of the three passive parameters (C~m~, R~a~, R~m~) that impact the transients. \[...\] We found that even with large systematic errors in morphological parameters, the best fit still yields low C~m~ value in human L2/3 pyramidal neurons (see [Table 1](#tbl1){ref-type="table"})."

*5) The Ra obtained in the present study seems unrealistically high. Two-electrode recording (separating voltage-recording from current-feeding electrode) has revealed Ra values of 115 -- 190 Ohm cm (Roth and Häusser, 2001; Schmidt-Hieber et al., 2007; Nörenberg et al., 2010). Clearly, the best way to address this discrepancy would be to use the two-electrode approach for human neurons. If this is not possible, the limitations of the present study should be clearly stated. Additionally, the value of Ra will depend on the intracellular solution. However, the composition of the internal solution for the whole-cell recordings is not even mentioned in the paper (it is most likely different from the Cs+ solution used for nucleated patch recording).*

We unfortunately cannot perform two-electrode recordings in human neurons. But in the new [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"} we found that, assuming *R~a~* \~ 150 Ωcm, the fit is slightly worse compared with the case of higher *R~a~* (12% ± 10 increase in RMSD comparing with the case of free parameters, *R~a~* = 268.5 ± 30.0, n=6). Note that similar high values of *R~a~* were also obtained by (Major et al. 1994), with a single electrode.

However, as shown in [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}, the influence of *R~a~* on the fit is modest (shallower) compared with the influence of *C~m~*.

As shown in [Author response image 1](#fig5){ref-type="fig"}, the high *R~a~* value is required only for the very first 2 ms of the transient. Thus, we agree with the referee that our estimation for the value of *R~a~* is less accurate than for *C~m~*. This point is discussed in the main text (see point \#4 above).10.7554/eLife.16553.015Author response image 1.Impact of *R~a~* value on the quality of the fit of the theoretical versus the experimental transients.(**a**) Experimental (black trace) and best theoretical fit (green trace) as in [Figure 1A](#fig1){ref-type="fig"}. (**b**) Zoom in on the green square in **a**. (**c**--**e**) Same as in **b**, but with *R~a~*constrained to 100, 200 and 300 Ω•cm correspondingly. Note the deviation of the fit from the experimental trace in the first couple of ms in c and e. Parameters resulted for the various optimization:c*. R~a~* = 100 Ω•cm (constrained), *C~m~*= 0.42 μF/cm^2^, *R~m~*= 41,315 Ω•cm^2^; d. *R~a~* = 200 Ω•cm (constrained), *C~m~*= 0.46 μF/cm^2^, *R~m~*= 38,299 Ω•cm^2^ ;e. *R~a~* = 300 Ω•cm (constrained), *C~m~*= 0.50 μF/cm^2^, *R~m~*= 36,372 Ω•cm^2^.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.015](10.7554/eLife.16553.015)

The internal solutions used in the human and mouse neuron recordings that were used for the model simulations are listed in Verhoog et al., 2013 and Testa-Silva et al., 2014. For clarity, we have added the composition of the solutions to the Methods section.

*6) There is evidence for non-uniformity of Rm in the literature (Stuart and Spruston, 1998; Nörenberg et al., 2010). The authors should test non-uniform models to corroborate the conclusion of low Cm under these conditions.*

We thank the referee for this point. Below, we show that, in general, the small *C~m~* is required in order to fit the first few milliseconds of the transient, no matter what are the active/passive ion currents in the model. This is also true for the case of non-uniform dendritic *R~m~*, as well as for the case where Ih is expressed L2/3 human neurons (see point \#8 below).

We ran different sets of simulations with non-uniform *R~m~*. Optimizations were performed with five parameters: *C~m~, R~a~, R~m~* (soma), *R~m~* (end) and $d_{half}$. *R~m~* values in the different compartments were calculated according to the following equation (as in Goldin et al., 2005):

$R_{m} = R_{m}(end) + \ \frac{R_{m}(soma) - R_{m}(end)}{1 + e^{(dis - d_{half})/steep}}$ where *dis* is the physical distance of the compartment from the soma and *steep* was assumed to be 50 µm. The results are displayed below:10.7554/eLife.16553.016Author response image 2.Summary of model parameters for the case of non-uniform *R~m~*.Model transients were fitted to the experimental voltage transients as in [Figure 1](#fig1){ref-type="fig"}. Colors match the colors in [Figure 1](#fig1){ref-type="fig"}. (**a**) Comparison of *C~m~*value for the six human models for the case of uniform *R~m~*(U) and the case of non-uniform *R~m~*(N). Bars show the mean value. (**b**) Root mean square distance between the model responses and the experimental transients. (**c**) *R~a~*values for the two cases. (**d**) *R~m~*(soma) versus *R~m~*(end) for the six models, when *R~m~* was assumed to be non-uniform. (**e**) Normalized $d_{half}$ for the six models; the maximal dendritic distance in the cells was 1050 ± 178 µm.**DOI:** [http://dx.doi.org/10.7554/eLife.16553.016](10.7554/eLife.16553.016)

As you can see, the algorithm converged to different solutions for different cells; however, in all cells the estimated *C~m~* and *R~a~* values were close to those obtained in the case of uniform *R~m~*, and, thus, the conclusion regarding the unique *C~m~* value in human neurons remains unchanged.

Consequently, we added the following paragraph:

"Could it be that our uniform passive model used in [Figure 1](#fig1){ref-type="fig"} is too simplistic? \[...\] In all six cases the estimated C~m~ for the optimal non-uniform case was similar to the value obtained when R~m~ was uniform (not shown)."

*7) The authors need to obtain confidence intervals of the parameter estimates. One possibility might be to use bootstrap analysis, as previously suggested by Roth and Häusser, 2001.*

To address point 7, we repeated both the bootstrap analysis as well as the systematic error analysis as suggested by Hausser and Roth (2001). Consequently, the paragraph below, and the accompanied tables, were added to the revised version of this work.

"We further examined whether possible statistical and systematic errors in the data might effected our estimates of C~m~, R~m~ and R~a~ by performing error analysis as in (Roth & Häusser 2001). We found that even with large systematic errors in morphological parameters, the best fit still yields low C~m~ value in human L2/3 pyramidal neurons (see [Table 1](#tbl1){ref-type="table"})."

*8) Cable modeling is well known to be sensitive to even subtle nonlinearities. A particular problem is Ih. Is Ih expressed in the human neurons? Is there a sag during hyperpolarizing currents mediated by Ih? Did the authors make any attempt to block Ih?*

This is indeed a very good point, and we thank the reviewers. Unfortunately, we did not block Ih in the human experiments. Indeed, L2/3 pyramidal cells in human might express Ih as a clear sag in both depolarizing and hyperpolarizing voltage traces were found in these cells (see Figure 1 in Verhoog, 2013). However, our analysis below shows that even in the presence of Ih, a low *C~m~* around 0.5 is still required to reconcile between the model and the experimental results.

In order to explore the effect of Ih on the model estimates of *C~m~*, we added Ih to L2/3 neuron models using Kole et al., 2006 model for Ih. In this model, Ih density increases exponentially from soma to the apical dendrites (see equation below). As in the passive case, we attempted to fit the transients generated by the model (with Ih) to the experimental transients; this was performed for different densities of somatic (and therefore the dendritic) Ih.

We found that the larger the Ih density, the larger was the estimated *C~m~* value that best fitted the whole experimental transient (from \~0.45 μF/cm^2^without Ih, [Figure 1---figure supplement 3A1](#fig1s3){ref-type="fig"}, to \~0.76 μF/cm^2^(in [Figure 1---figure supplement 3C1](#fig1s3){ref-type="fig"}) with soma Ih density of 0.2 mS/cm, as used by Kole et al., 2006). However, the quality of this fit was reduced with increasing Ih density, as demonstrated by the increase in the respective RMSD values ([Figure 1---figure supplement 3](#fig1s3){ref-type="fig"}). This reduction in the quality of fit was particularly evident at short times ([Figure 1---figure supplement 3B2, C2](#fig1s3){ref-type="fig"}).

The increase in the estimated *C~m~* in the presence of Ih is expected because Ih effectively decreases the membrane resistivity and thus the effective membrane time constant (by adding a conductance in parallel to the passive conductance). Consequently, in order to match the "tail" of the theoretical transient (that is governed by the effective time constant) to the experimental tail, a larger modeled *C~m~* is required. However, at short times, the voltage transient is dominated by the capacitive current (and not by the ionic currents, e.g., Ih); at these short times, a good match between model and experiments could be only obtained with *C~m~* \~ 0.5 ([Figure 1---figure supplement 3D1](#fig1s3){ref-type="fig"}). But now the theoretical and experimental transients diverge significantly at later times; for Ih density of 0.2 mS/cm^2^ the theoretical curve (unlike the experimental curve) even exhibits an undershoot ([Figure 1---figure supplement 3D1](#fig1s3){ref-type="fig"}). We conclude that in order to explain the experimental transients in human L2/3 neurons *C~m~* should be \~ 0.5 otherwise we cannot explain the first few milliseconds of the experimental transients, even with active currents (Ih) presence in the model. Furthermore, if Ih is indeed expressed in human L2/3 neurons, then it is slow compared with that in rat L5 pyramidal cells (Kole et al. 2006). This is because, as shown in [Figure 1---figure supplement 3](#fig1s3){ref-type="fig"}), if fast Ih is expressed in human L2/3 neurons it was not possible to find a satisfactory match between the theoretical and experimental transients. [Figure 1---figure supplement 3](#fig1s3){ref-type="fig"} was added to the paper.

Consequently, in the text we added the following paragraph:

"In the next set of simulations Ih was added to the model; the density of the Ih current increased with distance from soma as in (Kole et al. 2006), see Methods. \[...\] We therefore conclude that in order to explain the experimental transients in human L2/3 neurons, C~m~ should be \~ 0.5 μF/cm^2^."

*9) The accuracy of the Cm estimate stands and falls with the reliability of the spine correction. However, the spine correction factors are not convincing. Wouldn\'t it be the best to directly count spines in the recorded cells rather than in postmortem tissue? How did the authors correct for hidden spines (branching out in z direction) or for spines below the LM resolution limit? Finally, without being pedantic, the mean F from the given data is 2.0, rather than 1.9. We agree that a change will make the Cm even smaller, but in any case, this highlights potential systematic errors.*

This is indeed a key point as our estimation for *C~m~* critically depends on the estimated spine surface area. We initially did try to estimate the spine counts in the fresh tissue, but it became clear that we seriously underestimated their density due to hidden spines and thus we decided to use the best method available today at the LM level (using confocal microscopy); the lab. of Javier DeFelipe already has a large number of 3D reconstructed spines (a total of 7917 and 8345 spine membrane areas from the cingulate and temporal cortex, respectively, was included in this study). Some of these data has already been published (data on cingulate cortex; Benavides-Piccione et al., 2013), whereas the data on temporal cortex was not yet published.

Our method provided spine density which was significantly larger than the estimates obtained from the fresh tissue. Still, it could be that we miss spines (e.g., as compared to EM methods, see Lichtman et al., 2015). If this was the case, then our *C~m~* estimates would be even smaller than 0.5.

Following the reviewers comment we expanded the Methods section to explain in detail how we estimate the spine area; we also added a new figure ([Figure 4](#fig4){ref-type="fig"}) as was asked by one of the referees, showing three examples for dendritic spines in human L2/3 pyramidal cells (and the corresponding F value).

Note that taking all the spines and the dendrites in our data, the average F value was 1.946 (which was rounded to 1.9). This is now better explained in the Methods section.

The Methods section refereeing to dendritic spines now reads as below:

"Dendritic spines and dendritic branches were imaged using a Leica TCS 4D confocal scanning laser attached to a Leitz DMIRB fluorescence microscope. \[...\] The implementation used in this dataset is based on VTK (<http://www.vtk.org/>) library. A total of 7917 and 8345 spine membrane areas from the cingulate and temporal cortex, respectively, were included in this study."

*10) The estimation of the surface area of the nucleated patches is not convincing. The shape of the nucleated patches is probably best approximated by an ellipsoid. The exact formula for the surface area of spheroids or triaxial ellipsoids is quite complicated, so the simple equation 4 of Gentet et al., 2000 (which the authors apparently used; see subsection "Nucleated Patches") is an approximation of an approximation. Also, the authors don\'t state which of the \"formulas\" of the Gentet paper they used. Finally, numbers for the surface area of the nucleated patches need to be given in the present paper.*

To estimate the surface area of the nucleated patches we used equation (4) from Getnet et al., (2000). It could be that this is approximation of approximation as the referee noted; however, we have used the exact same method for both human and mice neurons. Note that this same method was also used in a recent paper in Neuron (Szoboszlay et al., 2016) for estimating the *C~m~* value of Golgi cells. We now added the surface areas for the human and mouse nucleated patches together with the corresponding *C~m~* values. For human nucleated patches the surface area (in µm^2^) and *C~m~* (in μF/cm^2^) respectively were: 202, 0.38; 570, 0.48; 368, 0.44; 380, 0.59; 340, 0.65 and for the mouse: 232, 0.88; 209, 0.44; 287, 0.94; 222, 1.28; 252, 0.33; 269, 1.13; 285, 0.85. No correlation between the surface area and the calculated *C~m~* was found.

The following sentence is now added to the Methods:

"To calculate the specific membrane capacitance of the nucleated patch, the procedures and formulas described in (Gentet et al. 2000) were used. The surface areas for both human and mice were estimated using equation (1).$$\text{Surface\ area} = \left( {\text{major\ axis} + \text{minor\ axis}} \right)^{2}\left( \frac{\pi}{4} \right)$$

Surface areas for the human cells were 371.9 ± 131.5 µm^2^ (n=5) and for the mice 250.8 ± 31.1 µm^2^ (n=7)."

*11) Unfortunately, the authors fail to address the mechanisms underlying the low Cm in human pyramidal cells. Is it a difference in the relative dielectric constants or the geometric properties of the lipids (i.e. the length of acyl side chains)? Or does the protein content influence the relative dielectric constant of the membrane (and thereby Cm)? At the very least, these aspects have to be better discussed.*

We thank the reviewers for this comment. Indeed, a better understanding of the mechanism underlying our result would strengthen the conclusions. However, we don't know yet what the explanation is for the low *C~m~* value in human pyramidal neurons. We did measure the thickness of human vs. mouse membrane using high resolution EM, but both have the same (5nM) thickness (not shown). So the difference we found must be the result of the composition of the membrane bilayer; this should be studied by experts in membrane biophysics which is beyond the scope of our teams. However, following the reviewers' comment we have now elaborated in the Discussion on what is known about membranes with respect to their capacitance.

*"*What could be the reason for the low C~m~ as found in the present work? The specific capacitance is determined by the dielectric constant of the material composing the membrane and by the membrane thickness. \[... This assertion requires direct examination of the human membranes at the molecular level, which is beyond the scope of the present study."
