Abstract. We show that in the space C[−1, 1] there exists an orthogonal algebraic polynomial basis with optimal growth of degrees of the polynomials.
Introduction.
The purpose of this work is to prove the following theorem:
Theorem 1. For every ε > 0 in the space C[−1, 1] there exists a basis which consists of orthogonal algebraic polynomials t n such that deg t n ≤ (1 + ε)n. The orthogonality is with respect to the Lebesgue measure.
The classical negative result stating that for a polynomial basis (t n ) in the space C[−1, 1] we cannot have deg t n = n is due to Faber [2] and had been obtained before the notion of Banach space was introduced into modern analysis. Then much later A. A. Privalov [9] showed that the system (t n ) cannot satisfy the inequality deg t n ≤ (1 + ε n )n with ε n → 0. In this respect our result is optimal. On the other hand analogous problems for trigonometric polynomials have been solved earlier. The above mentioned paper of Privalov also dealt with the trigonometric case-actually the main ingredient of the proof used properties of trigonometric polynomials. The review of the work done on this problem before 1990 is contained in [13] .
The trigonometric case is now completely understood. Some more recent partial positive results in this case were obtained in [10] , [11] , [16] and [8] , and then the complete solutions (with orthogonality property) were given in [7] and [17] . The former work was based on [8] and used the wavelet theory techniques, the latter was based on very close ideas. There were however some problems with transference of these constructions to the algebraic case. It was possible to get bases in the space C[−1, 1] satisfying the condition deg t n ≤ (1 + ε)n but orthogonal with respect to some weights (see [5] , [4] and [3] ). We overcome this difficulty and get orthogonality with respect to Lebesgue measure. After the research presented in this note was completed 2000 Mathematics Subject Classification: 46B15, 46E15, 41A10.
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I learned about the preprint [12] where Theorem 1 is proved by a different method.
The main idea of our work is to start with an appropriate basis of even trigonometric polynomials in C[−π, π] and perform the orthonormalization procedure with respect to the weight sin x. Thus up to the last moment we will work with trigonometric polynomials.
Basis of even polynomials.
Let us introduce functions which will serve as an estimate of decay. For s > 0, N = 1, 2, . . . and z ∈ R we define a function F (s, N, z)(·) by the formula
In this section we prove the following result which is the starting point of the construction of an algebraic polynomial basis. (
for appropriate integers a(l) so that for some s > 3 we have
Philosophically we take an appropriate basis of trigonometric polynomials in C(T) and by suitable simple linear combinations we get a basis in the subspace of even functions in C [−π, π] . Many bases of trigonometric polynomials have been constructed (see e.g. [17] and [7] ). Also bases of algebraic polynomials are known (see e.g. [3] , [4] and earlier [5] ). The trouble is that those bases do not have sufficient decay. Only for ε > 5/3 (actually > 1) we can start with polynomials ψ j,k (x) described in Section 8.4 of [15] and note that u j,k = ψ j,k + ψ j,2 j −k−1 are even functions. One also easily checks that u j,k with j = 0, 1, . . . and k = 0, 1, . . . , 2 j−1 − 1 form an orthogonal basis in the space of even functions satisfying all requirements of Theorem 2. Thus we will provide a proof of this theorem. Since its main ideas follow the construction from [16] we will be rather brief.
The proof of the theorem is done in two steps. We start with an elementary proposition which now belongs to the folklore:
Proof. Take any function α :
We define the function W (x) (we drop the index k for convenience) on R by the formula
otherwise. and the function V (x) by the formula
otherwise. To make further formulas more readable for l ∈ N let us put
Now we define the families of functions w l j and v l j on T (assuming that the same k is used for any given family) in the following way: for l > 0 we put
and then
Let us also introduce the Riesz projections. For f = ∞ n=−∞ a n e int we define
We have the following proposition, part of which is a particular case of Lemma 1.4 from [16] . (ii) We have w
where (12) we easily get (ii).
(iii) For the family (w l j ) this was shown in [16] using calculations with Fourier coefficients, and the proof for the family (v l j ) is fully analogous. It also follows directly from the Poisson Summation Formula and the fact that
(iv) In [16] it has been shown that considering the sums
for n = −2 l+1 , . . . , −2 l−1 − 1 we can get all the functions in formulas (8) and (9) . Similarly using the sums
we can get all the functions in formulas (10) and (11) . Counting dimensions and taking into account that none of the functions from (8)- (11) is equal to zero we get our claim.
Now consider the families of functions
We have the elementary Proposition 3. If k is even (resp. odd ) the functions in formulas (13) and (14) are even (resp. odd ) (i.e. cosine (resp. sine) polynomials) and those in formulas (15) and (16) are odd (resp. even) (i.e. sine (resp. cosine) polynomials). Moreover the functions in (13) and (15) (resp. (14) and (16)) are mutually orthogonal. 
where ε(k) = 0, 1; one can easily see that this is possible. For any positive integer l we introduce the operator
Using this operator and the above sequence of integers we define a new system. For k ≥ 1, if in (19) we have ε(k) = 1 we define
and if in (19) we have ε(k) = 0 we define
In both cases we have
by setting
. We denote the spaces spanned by the above two families by B 1 0 and B 0 0 respectively. We also introduce the functions
otherwise, and the functions g k 0 defined by the condition g
and if k is odd we put
Then in both cases we define h
We define the following families of functions:
We have the following proposition. 
Proof. (i) and (ii) are obvious. (iii) This follows from Proposition 2(ii) and the definition of the operators S(l).
(iv) When we apply the operators S(l(k)) to formulas (8)- (11) 
The proof is analogous to the above proof of (iv). 
s .
In this section we will work in the following framework: We have a sequence (ξ n ) 
for some s > 3 and n = 0, 1, . . . , N (see (1)). F (s, N, y 0 ) . From the definition of F it easily follows that
Lemma 6. With the above notation we have
(35) π 0 ξ i (x) √ sin z i · ξ j (x) sin z j sin x dx ≤ C(|i − j| + 1) 1/2−s .
Proof. Let a i,j denote the integral on the left hand side of (35). Let us start with a simple property of the function
From (34) we clearly have
Since for x, z ∈ [0, π] we have sin x ≤ sin z + (x − z) cos z we get
from the above observations we infer that
so from (36) we get the claim.
Proposition 7. For any sequence (a n ) N n=0 of real numbers we have
Proof. Define
We have
Using Lemma 6 we get
so we have the upper estimate in (41). Now we need estimates from below. To get them, to every point z i , i = 0, . . . , N , we assign an interval
where K is some constant to be specified later. We claim that
Indeed, notice that if
This means that if we denote by J the set of integers i = 0, . . . , N for which (46) holds, then
On the other hand if
But from the definition of ξ i we see that A(·) is an even trigonometric polynomial and deg A . This implies that
Since the number of j's such that j ∈ J is at most 5K/α, combining (48) and (49) we get
If we put together (47) and (50) we get (45) with a constant C(K) ≤ CK 3 . To end the proof it is now enough to estimate from below the expression
We clearly have
When z j ∈ I(i, K), from (38), (39) and (36) we get
When z j ∈ I(i, K), i.e. |i − j| ≤ K, we use the orthogonality of the system (ξ i ) to get
. This gives Proof. The only thing we really have to prove is that the operators
From (34) and (44) it follows that if
considered on the space C[0, π] have uniformly bounded norms. We will actually repeat the proof of the fact that the Franklin system is a basis in C[0, 1] (see e.g. [14] ). To start we will represent the kernel K N in another, more useful form. According to Theorem 2 we have is as described in Theorem 1.
