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В настоящее время актуальной является проблема безопасности жителей городов. 
Противоправные действия, техногенные катастрофы, стихийные бедствия или некон-
тролируемое развитие ситуаций в местах массового пребывания людей в современном 
мегаполисе могут иметь самые тяжелые последствия [1]. 
Как для предотвращения правонарушений, преступлений, чрезвычайных ситуаций, 
так и в ходе ликвидации их последствий возрастает необходимость оперативного полу-
чения объективной информации с места происшествия (чрезвычайной ситуации), коор-
динации действий дежурно-диспетчерских служб, других сил и средств, участвующих в 
пресечении правонарушения или проведении аварийно-спасательных работ.  
Системы видеонаблюдения как средство объективной фиксации различных процес-
сов и явлений все шире используются в различных видах практической деятельности [2]. 
В том числе имеет место их использования в интересах органов правопорядка и чрез-
вычайных ситуаций. 
Как пример, Лондон считается городом с самой основательной системой видеонаб-
людения. Полмиллиона камер осуществляют видеонаблюдение в британской столице. 
Камеры наблюдения подвешены на каждом углу. На протяжении всего дня среднестати-
стического лондонца записывает свыше трехсот камер наблюдения. Их кольцо окружает 
центр города. За секунду каждый номер машины попадает в базу, в которой содержится 
информация о передвижениях каждого автомобиля. Считается, что эта защита удовле-
творительна [3]. 
В Российской Федерации получили широкое распространение так называемые систе-
мы «Безопасный город» – интегрированные комплексные системы, предназначенные 
для решения задач обеспечения правопорядка, видеомониторинга чрезвычайных ситуа-
ций, охраны собственности и безопасности граждан в любой точке города [4]. 
Как правило, технически данные системы представляют собой совокупность множе-
ства подсистем, объединенных единой транспортной средой и системой управления [4]. 
Основными задачами системы «Безопасный город» являются: 
- оперативный контроль ситуации на ключевых объектах города; 
- своевременная и достоверная информационная поддержка служб охраны, правопо-
рядка и безопасности, аварийно-спасательных подразделений; 
- предоставление визуальной информации, получаемой с мест установки камер на-
блюдения, расположенных на любом расстоянии от пункта видеомониторинга; 
- информирование о возникновении чрезвычайных ситуаций, совершении правона-
рушений соответствующих служб и организаций; 
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- цифровое архивирование видеоинформации и аудиоинформации; 
- обеспечение возможности восстановления хода событий на основе записанных ви-
деоматериалов; 
- передача информации, получаемой от охранных видеокамер как по запросу, так и в 
автоматическом режиме; 
- интеграция с другими автоматизированными системами, при наличии такой воз-
можности у этих систем [5]. 
Область применения системы «Безопасный город» распространяется на: 
- здания и сооружения, используемые органами власти, объекты, принадлежащие си-
ловым ведомствам; 
- транспортные сооружения (мосты, путепроводы), нефте- и газопроводы, плотины, 
электростанции, водохранилища, а также промышленные объекты, представляющие 
повышенную опасность для окружающей среды – предприятия атомной энергетики, хи-
мические производства, склады и прочее; 
- транспортные компании, службы аэропортов, портов, вокзалов; 
- производственные здания и сооружения – заводы, фабрики, объекты строительства; 
- офисные и деловые центры, финансово-кредитные учреждения, магазины, рынки, 
гостиницы, предприятия сферы услуг; 
- многоквартирные дома и индивидуальные жилые постройки, коттеджи, дачи [6]. 
Развитие и применение систем контроля технологий производства, охранного теле-
видения, контроля доступа показывают, что видеотехнологии могут успешно решать и 
задачи обеспечения пожарной безопасности объектов и территорий [7]. Видеодетекторы 
могут обнаруживать пожар в помещении и на открытых площадках автоматически по 
специфическим признакам: задымленность, открытое пламя, характерные движения и 
частоты колебаний объекта на изображении [8, 9], позволяя в то же время при необхо-
димости оператору визуально оценивать ситуацию на объекте. 
Традиционные сигнализаторы пожара, как правило, производят анализ выборки час-
тиц или температур и проверку прозрачности воздуха [10, 11].  
Большинство рассматриваемых систем основано на компьютерной обработке изо-
бражений и анализе их изменений. Так, дым идентифицируется на основе динамических 
и структурных особенностей, а также шкалы яркости. Детектор способен отсеивать лож-
ные срабатывания, такие как облака, пыль и прочие помехи. Программное обеспечение 
позволяет маскировать области постоянного или вероятного присутствия некоторых ви-
дов дыма (промышленных объектов или жилых домов). Из существующих специализи-
рованных программных детекторов, позволяющих распознавать раннее появление дыма 
и сигнализировать об этом оператору, следует упомянуть Fire Hawk (США), D-Tec (Вели-
кобритания), AWFS (Германия). Существуют также видеорегистраторы с функцией де-
тектора дыма для предотвращения лесных пожаров, которые можно объединять по про-
токолу TCP/IP в сеть [12, 13]. 
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Статья посвящена особенностям внедрения информационных технологий в систему 
здравоохранения. Рассматриваются вопросы автоматизации рабочих мест медицинско-
го персонала и особенности их реализации с учетом практического применения. 
Последние достижения в области информационных технологий направлены на ис-
пользование программных и технических продуктов, повышающих качество обслужива-
ния населения в различных сегментах хозяйствования.  
Забота о здоровье населения является одним из основных социально-значимых на-
правлений деятельности государства, поэтому совершенствование системы здраво-
охранения не может быть оставлено без внимания в контексте развития информацион-
ных технологий. Современное здравоохранение – организованная информационная 
система, в которой для наблюдения за пациентом внедряются новые инструменты мо-
ниторинга и диагностики. Процесс информатизации здравоохранения привлекает к со-
гласованной работе всех сотрудников медицинских учреждений различного профиля. В 
настоящее время система здравоохранения Беларуси включает учреждения управле-
ния, научно-исследовательские институты, центры, библиотеки, учебные учреждения, 
санаторно-курортные учреждения, медицинские общественные и международные орга-
низации и объединения, Республиканские ЛПУ, центры, лечебно-профилактические уч-
реждения, санитарно-профилактические учреждения, патолого-анатомические и судеб-
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но-медицинской экспертизы службы, аптечные учреждения, ведомственные органы и 
учреждения здравоохранения, коммерческие организации, страховые компании, выста-
вочные компании. Поэтому вопросы, связанные с автоматизацией медицинской дея-
тельности, должны рассматриваться комплексно. 
Медицинские автоматизированные информационные системы (АИС) предназначены 
для специалистов различного профиля, но в то же время подразумевают их совместное 
использование, что в результате позволяет формировать полноценные электронные ба-
зы данных о пациентах и другой медицинской информации. В результате внедрения 
информационных систем, информация накапливается, своевременно актуализируется и 
используется медицинским персоналом в процессе работы. 
Подробнее следует остановиться на таких критериях, как универсальность и преемст-
венность, централизация, безопасность, которые должны быть применимы к интеллек-
туальным технологиям обработки медицинских данных, а также предложены подходы 
для их технической реализации. 
 
Универсальность и преемственность АИС 
Для достижения максимально эффективной работы в АИС еще на этапе проектиро-
вания инфраструктуры и разработки программного обеспечения необходимо учитывать 
следующие аспекты: 
− автоматизированные рабочие места (АРМ) специалистов должны быть организова-
ны подобно во всех учреждениях; 
− технические средства (персональный компьютер, принтер, диагностическое обору-
дование), используемые на АРМ, должны быть взаимозаменяемы;  
− входные и выходные данные из АИС должны иметь такую структуру, чтобы они 
могли свободно импортироваться и экспортироваться внутри всех информационных 
подсистем здравоохранения. 
При правильной организации АРМ специалист становится «мобильным» и может ра-
ботать на любом рабочем месте внутри информационной системы. В результате появ-
ляется возможность работы на одном АРМ нескольким специалистам или одному спе-
циалисту на нескольких АРМ без дополнительной подготовки.  
В то же время техническое обслуживание оборудования на местах за счет взаимоза-
меняемости упрощается.  
 
Централизация АИС  
Совокупность результатов работы всех участников процесса информатизации систе-
мы здравоохранения напрямую зависит от следующих составляющих: 
− внедрения критериев идентификации и синхронизации пациентов в информацион-
ных базах данных (электронных картотеках) о пациентах (например, идентификация па-
циента по личному номеру паспорта); 
− использования единых классификаторов (админстративно-территориального деле-
ния, структурных подразделений сотрудников, перечня заболеваний и др.); 
− распределения функциональных обязанностей каждого медицинского работника 
при работе с электронной базой данных согласно должностным обязанностям; 
− надежного способа централизованного обмена информацией внутри медицинской 
сети;  
− организации узлов хранения информационных баз (местных, региональных и цен-
трального).  
Строгая организация всего процесса позволяет в результате работы получить четко 
структурированные данные на выходе, по всем параметрам проводить их анализ. 
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Безопасность АИС 
В связи с тем, что медицинская информация является конфиденциальной, необходи-
мо поддерживать информационно-техническую и информационно-психологическую 
(психофизическую) безопасность медицинской информационной системы, гарантирую-
щую неуязвимость системы на всех этапах работы с ней.  
Информационная безопасность АИС состояние защищённости, при котором обеспе-
чиваются конфиденциальность, доступность, целостность, подотчётность и подлинность 
её ресурсов. Для поддержания АИС в безопасном состоянии требуется регулярно сле-
дить за защищённостью информации и поддерживающей инфраструктуры от случайных 
или преднамеренных воздействий естественного или искусственного характера, которые 
могут нанести ущерб субъектам информационных отношений.  
При выборе средств защиты необходимо принять во внимание: 
− законодательную, нормативно-правовую и научную базу; 
− структуру и задачи подразделений, обеспечивающих безопасность информацион-
ных технологий; 
− организационно-технические и режимные меры и методы;  
− программно-технические способы и средства обеспечения информационной безо-
пасности. 
Таким образом, внедрение информационных технологий в систему здравоохранения, 
с одной стороны, создает условия для улучшения доступности и качества медицинской 
помощи, а с другой стороны, требует детального и тщательного подхода к проектированию.  
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Как правило, при дистанционном управлении мобильным роботом (МР) возникают 
следующие проблемы: 
- обрыв связи; 
- ошибка оператора. 
Они обусловлены следующими характеристиками: качество связи, компетентность 
оператора, ошибка передачи данных. Далеко не всегда можно повлиять на такие харак-
теристики, поэтому необходим механизм, обеспечивающий функционирование мобиль-
ного робота даже при возникновении подобных проблем. 
В качестве решения предлагается полуавтоматическое движение: комбинация дис-
танционного и автоматического управления. Суть такого движения заключается в том, 
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что при определенных условиях, возникших при дистанционном управлении, управление 
переходит на автоматическое, при котором МР передвигается самостоятельно.  
Рассмотрим некоторые аспекты полуавтоматического движения. 
1. Общий случай полуавтоматического движения при дистанционном управлении 
Первая задача, возникающая при дистанционном управлении МР – это интерпрета-
ция команд оператора. Например, как именно должен МР воспринять команду «вперед»: 
как один оборот колес, как движение прямо в течение установленного заранее проме-
жутка времени или же до следующей команды оператора. При наличии полуавтомати-
ческого режима, помимо перечисленных интерпретаций, можно добавить, к примеру, и 
движение вперед до какого-либо препятствия. Это достигается путем непосредственного 
участия в движении системы управления МР. Более того, подобную систему управления 
можно расширять в зависимости от сложности МР. К примеру, робот может объезжать 
незначительные препятствия, возвращаясь на исходную траекторию, и останавливаться 
перед более значимыми препятствиями.  
2. Обрыв связи 
На случай обрыва связи система управления МР должна быть обеспечена блоком ав-
тономного поведения, который содержит автоматические стратегии поведения робота. К 
таким стратегиям относятся, например, ожидание команды от оператора в течение про-
межутка времени, поисковое поведение, повтор движений в обратном порядке и т.д. Ес-
ли оператором задана итоговая цель движения, то робот может пытаться продолжить 
выполнять её самостоятельно. Такой подход может быть особенно востребованным при 
функционировании МР в зоне неустойчивого приема. Полуавтоматическое движение по-
зволит выполнять команды без необходимости останавливаться каждый раз при обрыве 
связи. 
3. Ошибка оператора 
При дистанционном управлении нельзя исключать ошибки оператора в управлении, 
которые могут привлечь к неисправности МР или его выходу из строя. Адекватная оцен-
ка состояния окружающей среды оператором зависит от качества интерфейса. Более 
того, известно, что нужен изрядный опыт, чтобы научиться адекватно трактовать уда-
ленные показания робота. Как правило, на месте, в пределах локальной видимости сен-
соров, робот имеет более точную оценку окружающей среды, чем оператор. В режиме 
полуавтоматического движения, в критических ситуациях робот может перехватить 
управление на себя. Выгода от переключения управления состоит в том, чтобы дать 
оператору возможность отреагировать на предупреждение МР, избежать повреждений, 
повторно оценить ситуацию и либо отдать новую команду, либо подтвердить предыду-
щую. Активированный режим анализа команд оператора не является обязательным ус-
ловием начала работы. При функционировании МР в экстремальных для него ситуациях 
и с опытным оператором такой режим будет только мешать, в то время как при обучении 
оператора такой режим необходим. Причем, в этом свете рассматривается не всё полу-
автоматическое движение, а именно активация такого движения МР на команду опера-
тора. 
4. Управление несколькими роботами 
Еще одна область использования полуавтоматического режима – управление не-
сколькими роботами одним оператором. Каждый МР активирует полуавтоматическое 
движение при переключении оператора на другого робота. При автономном движении 
робот продолжает выполнение цели, заданной оператором ранее. Таким образом, эта 
возможность позволяет решить более общую проблему, когда оператор задает не ко-
манды, а задачи и цели для исполнения. МР уже сами составляют набор команд управ-
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ления в зависимости от окружающей среды. Дальнейшее развитие в этом направлении 
зависит от разработки математических аппаратов оценки окружающей среды и принятия 
решений.  
Вывод 
Полуавтоматическое движение, предлагаемое в качестве решения проблем управле-
ния МР в случае обрыва связи и ошибки оператора, имеет также дополнительные пре-
имущества, основное из которых – реализация группового движения.  
Реализация полуавтоматического движения и практическая модель 
Реализовывать полуавтоматическое движение планируется на основе адаптивного 
управления в виде нейросетевой модели поискового движения [1]. 
Практическое применение полуавтоматического движения будет представлено на ба-
зе экспериментальной модели группового робота для решения задач мониторинга по-
мещений [2].  
 
Список цитированных источников 
1. Прокопович Г.А. Нейросетевая модель для реализации поисковых движений мобильного робота // 
Открытые семантические технологии проектирования интеллектуальных систем: материалы III Между-
народной научно-технической конференции. – Минск: БГУИР, 2013. 
2. Прокопович, Г.А. Экспериментальная модель группового робота для решения задач мониторинга 
помещений / Г.А. Прокопович, В.А. Сычев // Инновационные технологии, автоматизация и мехатроника 
в машино- и приборостроении: материалы ІІ Международной научно-практической конференции. – 
Минск: БНТУ, 2013. 
 
 
УДК 004.932 
 
ПОДХОД К ВОПРОСУ КОМПЬЮТЕРНОГО ЗРЕНИЯ В РЕАЛЬНОМ ВРЕМЕНИ 
 
Кочурко В.А. 
Брестский государственный технический университет, г. Брест 
Научный руководитель: Головко В.А., профессор, д.т.н. 
 
Одной из фундаментальных задач искусственного интеллекта является вопрос вос-
приятия окружающего мира и правильной реакции на основе поступающих данных. Наи-
более естественно преобразуемый в понятный для человека тип восприятия – визуаль-
ный, поэтому компьютерное зрение является наиболее актуальной и динамично разви-
вающейся областью искусственного интеллекта. 
При решении некоторых прикладных задач (которые можно классифицировать как 
задачи поиска) в области компьютерного зрения главным показателем успешности при-
меняемых алгоритмов является возможность их применения в реальном времени (ми-
нимизации времени поиска [1]). Примером такой задачи может служить поиск открытого 
неконтролируемого огня (неподвижный прячущийся объект, задача гарантированного 
поиска [1]) в лесном массиве с помощью набора автономных агентов, непрерывно кур-
сирующих по этому массиву. 
Первая задача, решаемая на подобных агентах – поиск интересующего объекта (на-
пример, огня) на получаемом с камеры изображении. Данная задача может быть разде-
лена на две – поиск всех заметных объектов и их классификация. 
Задача поиска заметных объектов, используя стандартные и общепринятые подходы, 
является высокозатратной по времени операцией [2] для изображений с площадью бо-
лее 105 квадратных пикселей. 
Основой быстрого алгоритма поиска значимых объектов может служить алгоритм из 
[2], который базируется на создании карт значимых объектов как множества евклидовых 
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расстояний между некоторыми характеристиками каждого пикселя и среднего значения 
таковой характеристики по всему изображению. 
Используемые характеристики – показатели сферического RGB-пространства, полу-
ченного из обычной RGB-модели путём преобразования, аналогичного преобразованию 
декартовой трёхмерной системы координат в сферическую. Эти характеристики – ази-
мутальный угол ϕ, зенитный угол θ и интенсивность l, представляющая расстояние до 
начала координат соответственно. 
Тогда карты значимых объектов могут быть получены на основании следующих формул: 
( ) ( )2 2
( ) ( )
( ) ( ) ( ) ,
l l lM x x
M x x x
µ
φθ µφ φ µθ θ
= Ω − Ω
= Ω −Ω + Ω −Ω
   (1) 
 
где ( )lM x  – карта значимых объектов, вычисленная по показателю интенсивности; 
( )M xφθ  – аналогичная карта по азимутальному и зенитному углу; ( )l xΩ , ( )xθΩ , 
( )xφΩ  – значения соответствующих характеристик (интенсивности, зенитного угла, ази-
мутального угла) пикселя x; lµΩ , µθΩ , µφΩ  – средние значения характеристик по изо-
бражению. 
Объединение этих карт возможно на основании показателя насыщенности изображе-
ния Сc, вычисляемого как расстояние между наиболее удалённой от центра координат 
точки RGB-пространства до наиболее близкой. В таком случае составная карта значи-
мых объектов: 
10( 0.5) 10( 0.5)
1 1( ) ( ) 1 ( ),
1 1c c lC C
M x M x M x
e eφθ− − − −
 = + − − + 
   (2) 
 
где коэффициенты при картах ( )lM x  и ( )M xφθ  отвечают за учёт цветности и насы-
щенности всего изображения вкачестве весовых коэффициентов при соответствующих 
значениях карт значимых объектов. 
Одновременно с созданием карты значимых объектов производится сегментация 
изображения [3] по похожему принципу – на основании взвешенных евклидовых рас-
стояний по интенсивности и цветности между двумя соседними пикселями: 
 
( ) ( )2 2
( , ) ( , ) ( , ) ( , ) ( , ),
( , ) ,
( , ) ,
l
l p q
q p q p
d p q p q d p q p q d p q
d p q l l
d p q
ψ
ψ
α α
θ θ φ φ
= ⋅ + ⋅
= +
= − + −
   (3) 
 
где p и q означают два сравниваемых пикселя, а ( , )p qα  и ( , )p qα  – функцию актива-
ции и комплементарную ей функцию такую, что ( , ) ( , ) 1p q p qα α+ = . Функция актива-
ции введена для учёта насыщенности цветом всего изображения и является сигмои-
дальной: 
0,
( )( ) sin( ),
2 2
, ,
x a
c c x ax a x b
b a
c x b
πα π
≤
 −= + + < <
−
≥
   (4) 
 
где параметры a, b, c принадлежат единичному интервалу (0, 1). 
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На основании вышеописанного гибридного евклидового расстояния производится 
разделение изображения на сегменты, каждый из которых после проверяется на нали-
чие значимых объектов по карте значимости, полученной параллельно (так как задачи 
сегментации и получения карты значимости независимы, их исполнение может быть 
произведено параллельно), после чего из изображения извлекается набор значимых 
сегментов, каждый из которых может быть искомым объектом. 
Дальнейшее действие зависит от стратегии реагирования: в случае, если за видеопо-
токами каждого агента следит оператор, то подзадачу распознавания решать не нужно; 
достаточно сконцентрировать внимание оператора на наиболее плотном кластере зна-
чимых сегментов, для чего можно использовать тактику центрирования камеры на сред-
невзвешенной точке изображения после каждой обработки изображения: 
1
1
,
N
i i
i
N
i
i
X S
X
S
=
=
=
∑
∑
      (5) 
 
где N – количество значимых сегментов, Xi – координаты центра масс каждого из сег-
ментов, а Si – площадь каждого из значимых сегментов. В этом случае при центрирова-
нии на группе значимых сегментов при отсутствии иных кластеров таких сегментов на 
последующих изображениях агент впадает в устойчивое равновесие, посылая сигнал 
оператору о таковом кластере, а при наличии большого числа разбросанных по изобра-
жению значимых сегментов будет медленно переводить своё внимание на большее ско-
пление таковых сегментов. 
При отсутствии оператора агенту придётся решать также вопрос распознавания зна-
чимых сегментов, что скажется на быстродействии агента. В дальнейшем планируется 
исследование обеих стратегий реагирования, тактик реагирования при наличии опера-
тора и тактик распознавания при его отсутствии. 
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МЕТОДИКА ДИНАМИЧЕСКОЙ ИНИЦИАЛИЗАЦИИ ШАГА  
ОБУЧЕНИЯ В АЛГОРИТМЕ BACK PROPAGATION ERROR 
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Брестский государственный технический университет, г. Брест 
Научный руководитель: Савицкий Ю.В., к.т.н., доцент 
 
В работе предлагается и обосновывается методика динамической инициализации ин-
дивидуального шага обучения в алгоритме Back Propagtion Error (обратного распростра-
нения ошибки), по настоящее время остающемся наиболее популярным для обучения 
многослойных нейронных сетей. Результаты вычислительных экспериментов демонст-
рируют практическую значимость и перспективность метода. 
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Введение  
В настоящее время в мире накоплено значительное количество теоретических ре-
зультатов и большой практический опыт в применении аппарата искусственных нейрон-
ных сетей для обработки информации в различных сферах. Предложен ряд высокоэф-
фективных алгоритмов обучения (в том числе Back Propagation Error, BPE), позволяю-
щих улучшить адаптивные свойства нейросетевых моделей. Ключевым моментом зада-
чи проектирования нейронных систем по настоящее время остается проблема эффек-
тивного обучения нейронных сетей [1]. При этом используемые для обучения алгоритм 
BPE и его известные модификации обладают принципиальными недостатками, связан-
ными с необходимостью выбора констант обучения, следствием чего являются пробле-
мы низкой сходимости и стабильности обучения, а также проблемы локальных миниму-
мов [1,2,3,8]. Применяемые в настоящее время для обучения нейронных сетей более 
совершенные методы оптимизации (сопряженных градиентов [4, 5], Ньютона [5, 7], Ле-
венберга-Марквардта [5,9]), хотя и позволяют значительно улучшить процесс сходимо-
сти алгоритма, также обладают существенными недостатками, сильно ограничивающи-
ми их эффективное применение в практических задачах. Наиболее характерными из 
этих недостатков являются большая вычислительная сложность итерации обучения, 
высокая чувствительность алгоритма к погрешностям вычислений, низкая сходимость 
при большом удалении целевой функции обучения от точки минимума [5]. Все это явля-
ется весьма серьезным ограничением для использования нейросетевых моделей в 
практических задачах. Данная работа является продолжением комплекса научных ис-
следований по оптимизации работы алгоритма BPE в контексте решения задачи выбора 
значения шага обучения. Главной целью своей работы автор считает снижение степени 
неопределенности значения шага обучения в алгоритме BPE при решении практических 
задач организации нейросетевых моделей. 
1. Методика инициализации шага обучения 
Главная идея данной работы заключается в применении в алгоритме BPE метода ин-
дивидуальной случайной инициализации шага обучения на каждой обучающей итера-
ции. Предпосылки и суть идеи сводятся к следующему:  
1. В алгоритме BPE и во всех его наиболее распространенных модификациях тради-
ционно используется стратегия инициализации каждого весового коэффициента нейро-
нов случайным числом, равномерно распределенным на некотором диапазоне, границы 
которого задаются эмпирически. Необходимость такого подхода обусловлена неопреде-
ленностью информации о начальных значениях весовых коэффициентов. При этом ре-
зультат обучения существенно зависит от удачной инициализации сети; в ряде случаев, 
для достижения приемлемой ошибки обучения приходится неоднократно повторять дан-
ный процесс.  
2. Проблему неопределенности шага обучения в алгоритме BPE предлагается решить 
на базе аналогичного подхода. Это означает, что на каждой итерации алгоритма для ка-
ждого весового коэффициента значение шага определяется методом вызова функции, 
генерирующей случайное равномерно распределенное число. Нижняя и верхняя грани-
цы инициализации определяются эмпирически как минимальное и максимальное при-
емлемые значения шага. Предпосылкой подхода является то, что при неудачном выбо-
ре значения глобального шага существует вероятность попадания целевой функции 
обучения в локальный минимум (что часто и имеет место в реальных задачах обучения). 
С другой стороны, случайное варьирование шага для каждого весового коэффициента в 
допустимом диапазоне значений на каждой итерации алгоритма уменьшает такую веро-
ятность, что должно обеспечивать более высокую сходимость алгоритма к приемлемой 
ошибке обучения. 
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2. Результаты экспериментов 
Были проведены две группы экспериментов. Многослойная нейронная сеть архитек-
туры 7-5-1 – 7 входных нейронов, 5 скрытых нейроэлементов с сигмоидной функцией 
активации и 1 нейрон линейного типа – обучена прогнозированию хаотического процес-
са Энона [6] по методу скользящего окна (взято 510 элементов ряда) [6]. Количество вы-
полненных итераций обучения NIT=10000.  
1. Шаг обучения – случайный, выбираемый по вышеуказанной методике, с диапазо-
ном инициализации [0,01; 0,001]. Результаты для 20 попыток обучения: средняя ошибка 
обучения (средний квадрат ошибки) MSE = 7,53E-06; среднеквадратичное отклонение 
ошибки обучения SD = 5,08E04. 
2. Шаг обучения – глобальный детерминированный, равный 0,045 (середина диапа-
зона инициализации шага для предыдущего эксперимента). Результаты для 20 попыток 
обучения: MSE = 2,34E-05; SD = 7,97E-03.  
Таким образом, за счет применения методики случайной инициализации шага в алго-
ритме BPE ошибку обучения удалось сократить в 3,1 раза, при этом еще более сущест-
венно уменьшается параметр SD. Последнее говорит о значительном повышении ста-
бильности процесса сходимости алгоритма BPE для вышеуказанного числа эксперимен-
тов обучения. Аналогичные результаты были получены и в других задачах обучения. В 
частности, при обучении нейронной сети архитектуры 5-4-1 на прогнозирование времен-
ных рядов, синтезированных на базе суперпозиции периодических функций, ошибка 
обучения сократилась в среднем в 1,74 раза, при одновременном уменьшении парамет-
ра SD – почти в 2 раза (диапазон инициализации шага [0; 0,1], размер глобального шага 
0,05, количество попыток обучения 30).  
3. Заключение  
По мнению автора, полученные результаты имеют практическую значимость, по-
скольку, во-первых, увеличивают скорость и стабильность процесса сходимости алго-
ритма BPE, во-вторых, создают предпосылки для эффективной параллелизации про-
цесса обучения на многокомпонентных вычислительных архитектурах – предложенная 
методика динамической инициализации шага обучения не зависит от обучающего мно-
жества, промежуточных параметров обучения нейронной сети и других факторов, 
влияющих на эффективность процесса параллелизации. В качестве объективных недос-
татков метода можно отметить некоторые незначительные осцилляции ошибки при пе-
реходе от итерации к итерации, которые в целом несущественно влияют на конечный 
результат обучения нейронной сети.  
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ЗАДАЧ НАХОЖДЕНИЯ ПУТЕЙ С ЗАДАННЫМИ СВОЙСТВАМИ 
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Гродненский государственный университет им. Янки Купалы, г. Гродно 
Научный руководитель: Степин Ю.Г. 
 
В последнее время активно развивается научное направление, объединяющее мате-
матические методы, основанные на принципах природных механизмов принятия реше-
ний (NaturalComputing–«Природные вычисления»). Одним из методов данного направ-
ления является муравьиный алгоритм, или оптимизация по принципу муравьиной коло-
нии, который впервые был предложен М. Дориго (MarcoDorigo)[1]. 
Муравьиный алгоритм интересен тем, что его можно использовать для решения не 
только статичных, но и динамических проблем. С помощью данного алгоритма в на-
стоящее время решаются такие задачи, как: задача о коммивояжере [2], задача о рюкза-
ке, создание игрока-компьютера в игре Pac-Man,создание системы принятия экономиче-
ских решений в автоматной модели производства, задача календарного планирования, 
задача реализации криптоанализа шифров перестановок, в сфере логистики задача на 
составление плана движения транспорта [3]. 
В данной статье рассматривается применение муравьиного алгоритма для решения 
задачи нахождения путей с заданными свойствами и с набором дополнительных огра-
ничений в виде ресурсов. В нашем случае рассматривается движение автомобиля с ог-
раничениями на топливо из одного города в другой. 
Любой муравьиный алгоритм, независимо от модификаций, можно представить в ви-
де последовательности действий. 
1. Создание муравьев. 
Количество муравьев и вершины, в которые они помещаются, зависит от ограниче-
ний, определяемых условиями задачи. На этом же этапе задаётся начальный уровень 
феромона. 
2. Поиск решений. 
Вероятность перехода из вершины i в вершину j определяется по формуле (1). 
∑
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t
tP ,      (1) 
где )(tijτ  – уровень феромона (глобальный показатель), ijd  – эвристическое расстояние 
(локальный показатель), α, β – константные параметры, определяющие значимость гло-
бального и локального показателей.  
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3. Обновление феромона. 
Уровень феромона обновляется в соответствии с формулой (2). 
∑+−=+
k
ijij L
Qtt )()1()1( τρτ ,      (2) 
где ρ – интенсивность испарения, kL  – цена текущего решения для k-го муравья, Q – па-
раметр, имеющий значение порядка цены оптимального решения, 
kL
Q  – феромон, от-
кладываемый на ребре (i, j)входящий в путь kL . 
Постановка задачи. 
Задан неориентированный взвешенный граф G (V,E) и имеются две функции: f: E→R+ – 
функция пометки рёбер, означающая количество ресурсов, которые необходимо затра-
тить для перемещения по ребру; g: V→R+ – наличие ресурсов в вершинах, причем ре-
сурс не возобновляемый. Необходимо найти путь минимального веса из вершины u в v, 
такой, что количество наличного ресурса перед началом передвижения по каждому ребру 
не меньше, чем вес ребра. Содержательно задача может рассматриваться следующим 
образом. Есть автомобиль, вместимость бака которого Q. В некоторых вершинах распо-
ложен некоторый запас горючего (функция g). На перемещение из вершины i в вершину j 
необходимо затратить f (i, j) горючего. Существенное отличие рассматриваемой задачи 
от стандартной задачи поиска пути состоит в том, в нашем случае в путь, являющийся 
решением задачи, может многократно входить отдельная вершина или ребро. Данная 
задача очевидно сложнее задачи коммивояжера и для нахождения ее точного решения 
необходимо воспользоваться только алгоритмом поиска с возвращением. 
Для решения данной задачи предлагается следующая модификация муравьиного ал-
горитма: 
1. Выполняется предобработка – однократно рассчитываются: матрица весов крат-
чайших путей, матрица уровней топлива, которое можно довезти в каждую из вершин по 
этим путям и матрица остатков топлива для каждой из вершин, если следовать в них по 
данным путям. 
2. В каждом поколении из первой вершины запускается заданное количество муравь-
ев. Каждый муравей ищет путь до тех пор, пока он не достигнет точки назначения, либо 
у него не закончится топливо. 
3. Выбор ребра строится по следующим правилам:  
a) проверяются ребра, достижимые из текущей вершины;  
b) проверяется по матрице, достаточно ли топлива, чтобы попасть из текущей верши-
ны в конечную по матрице кратчайших путей. Если значение меньше нуля, то случай-
ным образом определяется: переходим мы к следующему ребру либо проводим анализ 
дальше;  
c) оценивается текущий уровень топлива у муравья и, при необходимости, берется 
дополнительный запас (если муравей не был в текущей вершине ни разу, то он забира-
ет весь допустимый запас топлива, иначе – случайный процент от него);  
d) оцениваются возможные варианты выбора следующего ребра и выбирается слу-
чайным образом одно. Если следующее ребро не выбрано – муравей погибает. 
4. Затем рассчитывается новый уровень феромона для каждого использованного 
ребра по формуле (3). 
τρ ∆±−= ii oldLPhnewLPh *)1(     (3) 
где inewLPh  – новый уровень феромона для ребра I; ρ – коэффициент испарения феро-
мона; τ∆  – экспертная оценка (со знаком «+» для положительного уровня феромона 
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(если муравей добрался до пункта назначения), со знаком «-» – для отрицательного (ес-
ли не добрался)); ioldPLh  – старый уровень феромона (положительный либо отрица-
тельный), соответствующий i-му ребру с конкретным числом его посещений. 
Распределение концентрации положительного и отрицательного феромона хранятся 
в соответствующих матрицах, в которых строки соответствуют ребрам графа, а столбцы – 
количеству перемещений по ним. 
5. В случае достижения пункта назначения, лучшая стоимость на текущий момент 
сравнивается со стоимостью пройденного пути. Если она меньше, то заменяется стои-
мостью пройденного пути. 
6. Конечным результатом является значение лучшей стоимости на текущий момент. 
Еслионо равно «INT32_MAX», то путь не был найден. 
Основные отличия предложенного алгоритма от стандартного муравьиного алгоритма: 
- предобработка информации;  
- в формулу (1) добавляются новые параметры: количество посещений вершины, ко-
личество прохождений по ребру, количество ресурса в вершине, характеристики крат-
чайшего пути из текущей вершины в целевую; 
- феромон разделяется на два типа: положительный, поощряющий выбор ребра и от-
рицательный, блокирующий выбор ребра; 
- вводятся различные уровни феромона для каждого следующего прохождения по од-
ному и тому же ребру в пути отдельного муравья; 
- вводится дополнительный вид феромона, определяющий количество ресурса, кото-
рый нужно забрать из вершины, при данном ее прохождении;  
- в каждой вершине, в процессе выбора пути, используются два случайных парамет-
ра: выбор следующего ребра; выбор количества ресурса, которое забирается в данной 
вершине на этом шаге. 
Разработанный алгоритм был реализован на языке Java в среде Eclipse. Проверка на 
тестах показала его хорошую сходимость. 
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ИСПОЛЬЗОВАНИЕ КОНТУРНОГО АНАЛИЗА ДЛЯ РАСПОЗНАВАНИЯ ИЗОБРАЖЕНИЙ 
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Белорусский национальный технический университет, г. Минск 
Научный руководитель: Ковалева И.Л., к.т.н., доцент 
 
Метод контурного анализа, предложенный Фурманом Я.А., дает хорошие результаты 
при обработке изображений, подготовленных специальным образом. Процесс подготов-
ки изображений состоит в получении данных о вектор-контурах, сформированных после 
нахождения замкнутых контуров на отфильтрованных и бинаризованных изображениях. 
В рассматриваемой работе для повышения производительности метода контурного 
анализа было предложено разделить его на два этапа. На первом этапе сравниваются 
свертки автокорреляционной функции (АКФ) вектор-контура. Остановимся на выборе 
конкретных вейвлетов для свертки. Учитывая тот факт, что свертка нужна для сравне-
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ния, и то, что АКФ часто является симметричной функцией, не все вейвлеты одинаково 
хорошо подходят для этих целей. Основным критерием при выборе вейвлета являются 
его дискриминирующие свойства. В идеале, дискриминирующий вейвлет должен давать 
равномерное распределение для своего первого компонента. Вейвлет Уолша, выбран-
ный для получения свёрток, не дает равномерного распределения, однако его дискри-
минирующих свойств первого компонента достаточно для уменьшения пространства по-
иска шаблонов в три-четыре раза. 
Если степень различия свёрток ниже заданного пользователем порога, можно пере-
ходить ко второму этапу сравнению самих АКФ. На этом этапе отсеиваются те вектор-
контуры, которые имеют подобные свертки, но при этом различные АКФ.  
При сравнении АКФ контур считаем распознанным, если различия АКФ не превосхо-
дят заданного пользователем порога (стоит отметить, что данный порог не связан с по-
рогом на первом этапе). Повышая порог, можно увеличить количество успешных распо-
знаваний за счет увеличения шанса ложного распознавания, понижая наоборот, умень-
шаем вероятность нахождения нужного элемента с помехами и понижаем шанс на рас-
познавание шума. 
Реализация предлагаемого подхода выполнена на языке C#. Для получения изобра-
жения и его предварительной обработки была использована библиотека EmguCV. Рабо-
та алгоритма проверялась при распознавании изображений печатных символов, полу-
чаемых в реальном времени с веб-камеры. Тестирование выявило невозможность рас-
познавания символов при повороте относительно вертикальной оси, так как при этом 
появляются геометрические искажения, что ведет к изменению контура. 
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ОПРЕДЕЛЕНИЕ ПАРАМЕТРОВ ФУНКЦИЙ ПРИНАДЛЕЖНОСТИ ДЛЯ  
ИДЕНТИФИКАЦИИ ОБЪЕКТОВ НА ИЗОБРАЖЕНИЯХ ИНТЕГРАЛЬНЫХ МИКРОСХЕМ 
 
Шепелевич М.А. 
Белорусский государственный университет информатики и радиоэлектроники, г. Минск 
Научный руководитель: Дудкин А.А., д.т.н., доцент 
 
Предложены правила определения параметров функций принадлежности для иден-
тификации топологических объектов на изображениях топологических слоев интеграль-
ных схем или их фотошаблонов.  
Ключевые слова: интегральная микросхема, обработка изображений, фотошаблон, 
нечеткая нейронная сеть, функция принадлежности. 
Введение 
При изготовлении интегральных микросхем важным является контроль технологиче-
ских процессов, который заключается в измерении характеристик и проверке результа-
тов основных операций на соответствие установленным требованиям [1]. Основной за-
дачей при этом является идентификация объекта по изображениям, полученным с ис-
пользованием систем технического зрения, т.е. обнаружение (определение границ) и ло-
кализация (определение местоположения) объектов с анализом их свойств и контролем 
параметров. При этом требуется по некоторым признакам выделять однородные облас-
ти изображения, причем, как правило, это подобие нечеткое и часто нарушается. Наи-
более подходят для ее решения нейросетевые технологии. Применение нейронных се-
тей в задачах обработки визуальной информации обосновывается также свойством обу-
чаемости или адаптивности нейронных сетей к новым задачам, при этом сохраняются 
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архитектура сети и алгоритм ее функционирования [2]. Для повышения точности иден-
тификации топологических объектов на изображениях топологических слоев интеграль-
ных схем предлагается использовать нечеткую нейронную сеть, построенную на основе 
многослойного неокогнитрона [3]. В данной работе предложен алгоритм определения 
параметров функций принадлежности для определения нечеткого различия двух изо-
бражений объектов топологических слоев интегральных схем или их фотошаблонов. 
Определение параметров функций принадлежности можно разбить на следующие 
этапы: 
а) Определяется область определения функции следующим образом: находятся мак-
симальное и минимальное значения среди обучающих данных: )max(),min( iiii xxxх == +− , 
где x  – значение обучающей выборки i-го входа сети, т.е. область определения функ-
ции принадлежности это интервал ],[ +− ii xх . 
б) Определяются параметры функций принадлежности с помощью методов опреде-
ленных для каждой функции.  
 
Функция нечеткого различия 
Рассмотрим две матрицы 

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где W – матрица пикселей эталонного изображения;  
  A – образ матрицы W, который содержит искажения типа смещения.  
Поскольку в матрице A предполагается смещение (изменение) как значений соответ-
ствующих пикселей, так и его геометрических координат, то матрица A имеет больший 
размер, определяемый максимальными величинами смещения по горизонтали и верти-
кали. 
Для определения функции fd(A,W) нечеткого различия двух матриц A и W введем два 
параметра B и R, которые задают диапазоны нечеткости различия. Параметр В – это 
диаметр яркостных искажений изображения, определяющий максимально допустимое 
расстояние между двумя пикселями изображения, которые считаются эквивалентными. 
Параметр R – радиус геометрических искажений, определяющий максимально допусти-
мое смещение пикселей эталона на изображении (образе). 
Отметим, что для любых двух соседних пикселей ax1, y1, ax2, y2 и их смещений 1, 1x yν

, 
2, 2x yν
  справедливо 1, 1 2, 2 θ| |x y x yν ν− ≤
  , где 1, 1 2, 2θ max(| |,| |)x y x yν ν≤
  . Данное свойство 
указывает на однородность геометрических искажений, т. е. на почти одинаковое сме-
щение пикселей. 
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Теперь имеем 
)(min ,2...,,0, jyixRjii aх ++=
− = , 
)(max ,2...,,0, jyixRjii ax ++=
+ = . 
 
Если на каждой итерации обучения t поступает обучающий образ At, тогда в результа-
те обучения получим последовательность модификаций матрицы пикселей эталонного 
изображения {Wt | t = 0, …, T}, где T – общее число итераций, определяется следующим 
образом: 
)(min)()1( ,2...,,0, jyixRjiii atхtх ++=
−− ==+ ,  (3) 
)(max)1()1( ,2...,,0, jyixRjiii atхtx ++=
−+ =+=+ , 
где t – порядковый номер итерации усреднения. 
Аналогичным образом строятся правила для задания яркостных различий. 
 
Структура нечеткого нейрона 
 
Структура нейрона, реализующего описанное выше правило активации, приведена на 
рис. 1, где значения [mink, maxk] определяются в (2): Ria ikik 2...,,0),(minmin == + ; 
Ria ikik 2...,,0),(maxmax == + , k = 1, …, N, где N – число входов нейрона. 
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Рисунок 1 − Общая структура нечеткого нейрона 
 
Заключение 
В данной работе предложены правила для определения параметров функций при-
надлежности и общая структура нечеткого нейрона, которые могут быть использованы 
для разработки нечеткой нейронной сети на основе неокогнитрона [3] для идентифика-
ции топологических объектов на изображениях топологических слоев интегральных схем 
или их фотошаблонов. 
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Рассмотрим систему сферических частиц, случайно размещенных в ограниченном 
пространстве с плотностью заполнения (упаковки) k. Возникает вопрос в определении 
«максимально допустимой» плотности заполнения: насколько плотной может быть такая 
упаковка частиц, в которой отсутствует бесконечный кластер связанных частиц?  
Анализ связности отдельно взятой частицы с соседними заключается в исследовании 
ее ближайшей окрестности. Такую окрестность можно рассматривать как проницаемую 
оболочку определенной толщины. Тогда две частицы будем считать связанными, если 
их оболочки перекрываются.  
В целом, задача определения максимума упаковки решена лишь для моно- и бидис-
персных систем. Для монодисперсных систем, имеющих регулярную решеточную струк-
туру (слоеная решетчатая упаковка, гексагональная плотная упаковка и т.д.), получены 
аналитические решения. Выявлена плотнейшая упаковка – упаковка Кеплера, в которой 
сферы занимают 74% объема. Для случайного размещения частиц аналитические мето-
ды неприменимы, и только методами имитационного моделирования можно синтезиро-
вать действительно случайные структуры и эффективно исследовать их характеристики. 
Так, путем имитационного моделирования было выявлено, что в максимально случай-
ном зажатом состоянии одинаковые сферы занимают 64% объема.  
Открытыми все же остаются вопросы определения максимума упаковки для полидис-
персных частиц и, что важнее, влияние толщины проницаемой оболочки на максималь-
но допустимую плотность заполнения объема частицами. 
Подобные вопросы весьма актуальны в области вычислительного материаловедения. 
При прогнозировании прочности и долговечности бетона особое внимание уделяется 
изучению приконтактной зоны, возникающей в области контакта цементного камня 
с поверхностью заполнителя. Такая зона, называемая чаще транзитной зоной, рассмат-
ривается как отдельный компонент в макроструктуре бетона, поскольку обладает свой-
ствами, сильно отличающимися от аналогичных свойств однородного цементного камня, 
в первую очередь, более высокой пористостью. Существующие на сегодняшний день 
предложения по назначению оптимального состава бетонной смеси, основанные глав-
ным образом на минимизации пустотности между зернами заполнителя, могут привести 
к нежелательной ситуации – «слишком плотной» упаковке частиц заполнителя и, как 
следствие, «слишком частом» пересечении неоднородных транзитных зон, особенно 
при высоких значениях их толщины. Это может привести к значительному ухудшению 
свойств материала, главным образом, к увеличению его проницаемости. Вот почему оп-
тимизацию состава бетона необходимо осуществлять с учетом параметров транзитной 
зоны, и изменяемым в процессе гидратации их характером. 
Задачу определения интегральных характеристик связности сферических частиц по-
лидисперсной системы можно решать с позиции теории перколяции, которая как раз и 
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имеет дело с образованием связанных объектов (кластеров) в неупорядоченных средах. 
Кластер, соединяющий две противоположные стороны системы, является бесконечным 
(или перколяционным). Доля заполнения модельного объема сферами, при котором ве-
роятность возникновения перколяционного кластера равна 0.5, называется порогом пер-
коляции. Ниже порога перколяции процесс ограничен конечной областью среды (суще-
ствуют только кластеры конечного размера) [1]. 
Моделирование предлагается осуществлять в несколько этапов:  
- синтез случайной структуры полидисперсной системы с использованием внереше-
точной модели случайного размещения частиц без перекрытия [2];  
- идентификация кластерной структуры – распределение сферических частиц по кла-
стерам по факту определения связности между отдельными частицами;  
- определение характеристик кластеров и выявление перколяционного кластера, если 
он существует. 
На базе имитационного моделирования по результатам достаточно большого количе-
ства вычислительных экспериментов при различных значениях исходных параметров – 
гранулометрического состава, толщины оболочки, процента заполнения модельного ку-
ба сферическими частицами – можно определить характеристики связности частиц и 
выявить зависимость этих характеристик от каждого из перечисленных параметров. По-
скольку главной интегральной характеристикой связности, с точки зрения перколяции, 
является вероятность возникновения перколяционного кластера, имитационное моде-
лирование позволит не только определить искомое значение максимально допустимого 
коэффициента заполнения (для заданного гранулометрического состава и конкретного 
значения толщины оболочки), но и выявить зависимость порога перколяции от: грану-
лометрического состава дисперсной фазы при неизменном значении толщины оболочки; 
толщины оболочки при неизменном гранулометрическом составе дисперсной фазы. 
Вывод: Анализ связности оболочек в случайном размещении сферических частиц по-
прежнему остается актуальной задачей, решение которой позволит определить макси-
мально допустимый коэффициент заполнения полидисперсной системы, а примени-
тельно к задаче оптимизации состава бетонной смеси – исследовать проницаемость по 
транзитным зонам с позиции их конфигурационной связности, зависящей от количества 
и гранулометрического состава заполнителя. 
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Современные тенденции к расширению областей применения приборов твердотель-
ной электроники обусловливают необходимость их эксплуатации в более жестких усло-
виях: химически агрессивные среды, повышенные рабочие температуры, постоянно 
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возрастающие требования к надежности и стабильности приборов, радиация. Полупро-
водниковый алмаз, который обладает уникальным набором физических свойств, явля-
ется исключительно ценным материалом для создания элементной базы нового поколе-
ния, в том числе полупроводниковых терморезисторов с отрицательным температурным 
коэффициентом сопротивления.  
Исходными данными для исследований полупроводниковых приборов явились: кон-
структорская документация на терморезисторы, предусматривающая использование ме-
таллостеклянных корпусов типа КД-3 и КД-34 по ГОСТ 18742-88; технические специфи-
кации на материалы деталей корпуса, общие характеристики технологического процес-
са. Цель работы – исследовать механические эффекты в контактной системе «кристалл-
вывод» в условиях динамического теплового нагружения. Основные задачи исследова-
ния были обусловлены рядом принципиальных особенностей данных терморезисторов. 
Во-первых, электрическое соединение чувствительного элемента (кристалла синтетиче-
ского алмаза) с выводами терморезистора осуществляется, как правило, методом свар-
ки, т.к. непосредственная пайка металлических выводов к поверхности алмаза затруд-
нена. Сварное соединение, по сравнению с паяным, обладает большей механической 
жесткостью, поэтому при эксплуатации прибора в широком диапазоне температур меха-
нические деформации конструкции могут нарушить целостность электрического контакта 
«кристалл-вывод». Поэтому помимо задачи теплопроводности, необходимо решить за-
дачу термоупругости, с тем, чтобы определить механические напряжения и деформации 
в деталях конструкции терморезистора. Во-вторых, применение терморезисторов в ка-
честве датчиков температуры, например в термоанемометрах, тесно связано с требова-
ниями по быстродействию, т.е. снижению тепловой инерционности корпуса приборов. 
Следовательно, требовалось определить параметр тепловой постоянной в цепи корпус-
кристалл, что достигается решением нестационарной задачи теплопроводности. Отрас-
левой стандарт определяет тепловую постоянную кристалл-корпус как время, в течение 
которого температура кристалла достигает 63.2% от установившегося значения при ра-
зогреве мощностью рассеяния с постоянной температурой корпуса [1].  
В результате анализа конструкций приборов в аналитическом виде была разработана 
нестационарная тепловая модель терморезисторов в осесимметричных (цилиндриче-
ских) корпусах. Модель выражена в виде дифференциального уравнения теплопровод-
ности в полярных координатах, а для анализа температурных деформаций конструкции – 
в виде связанного дифференциального уравнения теплопроводности в векторной фор-
ме [2, 3]. 
Решение нестационарной тепловой задачи (определение тепловой постоянной) и 
связанной квазистатической задачи термоупругости (определение механических де-
формаций и напряжений) эффективно выполнено численными методами с использова-
нием компьютерного моделирования. Для исследования использован специализирован-
ный пакет компьютерного моделирования Comsol Multiphysics версии 3.5a, в котором 
созданы геометрические модели конструкций прибора, заданы граничные и краевые ус-
ловия, определены теплофизические параметры материалов деталей корпуса. Это по-
зволило добиться высокой точности решения, а также наглядно визуализировать ре-
зультаты. 
В результате анализа динамики нагрева (охлаждения) терморезистора найден пара-
метр «тепловая постоянная корпус-кристалл», величина которого, при изменении тем-
пературного перепада в диапазоне от 10°С до 150°С, находится, соответственно, в пре-
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делах 16,7…18,7 с (корпус КД-3) и 9,5…9,7 с (КД-34). Для анализа деформационных ха-
рактеристик конструкции расчетная модель была модифицирована за счет исключения 
из рассмотрения несущественных элементов (внешних проволочных выводов, воздуш-
ного промежутка внутри корпуса), а также рассмотрения лишь аксиальных деформаций 
(смещений), наиболее существенных с точки зрения обеспечения контакта держателей с 
термочувствительным кристаллом. В результате численного моделирования определе-
но, что при крайних температурах 300°С и минус 200°С величина промежутка между вы-
водами-держателями корпуса КД-3 может увеличиваться на 0,012…0,014 мм (при нагре-
ве корпуса) или уменьшаться примерно на 0,01 мм (при охлаждении корпуса). Для кор-
пуса КД-34 аналогичные показатели составляют соответственно 0,0055 и минус 
0,0045 мм. Показано, что быстрый (со скоростью 15 и более градусов в секунду) нагрев / 
охлаждение до крайних температур сопровождается возникновением в элементах кор-
пуса недопустимо больших механических напряжений, которые с высокой вероятностью 
приведут к разрушению конструкции. 
Работа выполнена в рамках научно исследовательской работы, которая является со-
ставной частью ОКР «Разработка и освоение серийного производства серии терморези-
торов на основе монокристаллов синтетического полупроводникового алмаза». 
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Целью работы является разработка элементов специализации системы имитационно-
го моделирования GPSS World для обеспечения пользователям возможности проведе-
ния моделирования в рамках привычной предметной области и понятийного аппарата 
сетей массового обслуживания. При разработке использованы: методы имитационного 
моделирования дискретных систем; аппарат теории массового обслуживания; объектно-
ориентированный подход, методы каркасного программирования и автоматической ге-
нерации программ. 
При моделировании объектов стохастическими сетевыми моделями необходимо ими-
тировать законы распределения случайных величин, описывающих как характер посту-
пление заявок в сеть, так и параметры обслуживания заявок в сети. При этом могут ис-
пользоваться как известные, аналитические, так и произвольные законы распределений. 
Кроме этого, в сети могут использоваться “управляемые” узлы (источники заявок, об-
служивающие узлы с переменными законами функционирования); узлы функционирую-
щие по “расписанию”; узлы, отличающиеся нестационарным поведением, и т.п. 
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Исходный вариант языка GPSS (системы GPSS World) не предлагает встроенных 
распределений для построения моделей. Соответственно пользовательское распреде-
ление задается в форме GPPS-функций (блок function), что требует от пользователя 
предварительной подготовки данных, например, в форме обратных функций, обеспечи-
вающих имитацию соответствующих распределений. Для имитации нестандартных рас-
пределений пользователю придется самостоятельно комбинировать работу блоков 
GPSS (generate, assign, function, transfer и др.). 
Встроенный в систему GPSS World высокоуровневый язык PLUS [1] предоставляет 
библиотеку функций для генерации в GPSS-моделях наиболее распространенных рас-
пределений. Однако для имитации нестандартных законов пользователю придется про-
граммировать соответствующие генераторы средствами PLUS, что, существенно повы-
шая требования к квалификации пользователя, сужает круг пользователей GPSS World, 
ведет к потере читаемости моделей и увеличивает вероятность ошибок при моделиро-
вании. 
В работе рассматриваются элементы автоматизации построения GPSS-моделей по 
заданным пользователям параметрам сети с возможностью использования нестандарт-
ных распределений. В качестве принципа автоматизации использована порождающая 
парадигма, создан набор шаблонов генераторов и процедур их настройки [2]. 
Задача сведена к: 1) выбору формата описания произвольных распределений, обес-
печивающих удобный пользовательский интерфейс и внутренний формат хранения опи-
саний; 2) разработке шаблонов PLUS-функций-имитаторов распределений (правил ото-
бражения исходных данных в параметры функций-шаблонов, алгоритма работы шабло-
нов, правил настройки шаблонов); 3) разработке правил конструирования GPSS-моде-
лей, обеспечивающих автоматическое связывание сгенерированных PLUS-функций-
имитаторов с исходной спецификацией GPSS-модели. 
Соответствующие средства, как показа-
но на рисунке, могут быть организованы в 
виде совокупности шаблонов PLUS-функ-
ций-имитаторов распределений (Ш), биб-
лиотеки классов (БК), обеспечивающей 
функциональность средств, процедур на-
стройщика шаблонов (НШ) и компоновщи-
ка моделей (КМ), реализующих необходи-
мые преобразования. 
Настройщик шаблонов обеспечивает по-
лучение готовых для использования в со-
ставе модели PLUS-функций-имитаторов 
(Ф) по заданным пользователем описани-
ям распределений (Р). Компоновщик мо-
делей генерирует готовые тексты имита-
ционных GPSS-моделей (ИМ) из PLUS-
функций и исходной спецификации модели 
(ИС). Последняя может быть получена вручную либо автоматически использованием 
процедуры генератор моделей (ГМ) [3] по заданным параметрам сети (ПС).  
Таким образом, рассматриваемая задача сведена к специализации стандартных ин-
струментов моделирования – к построению средств, применяемых автономно либо в со-
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ставе других систем, для автоматического построения GPSS-моделей. Результатив-
ность решений подтверждена макетированием применительно к системам, описывае-
мым в терминах стохастических сетей, сетей массового обслуживания.  
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Ограниченные аппаратные ресурсы персонального компьютера не позволяют задей-
ствовать большие площади для вывода информации. Для преодоления этого ограниче-
ния в оконных интерфейсах используется ряд специальных вспомогательных элементов 
навигации, позволяющих увидеть одновременно, хотя бы схематично, изображение все-
го рабочего пространства [1].  
В последнее время проблема недостатка рабочей области получила дополнительное 
развитие из-за роста популярности портативных устройств – нетбуков и планшетных 
компьютеров, способных в той или иной степени запускать приложения, интерфейс и 
модель взаимодействия с пользователем, которые изначально рассчитаны на стандарт-
ное разрешение и размер экрана. Подобные устройства не только не способны размес-
тить на экране нужное количество окон, но часто не могут показать целиком одно стан-
дартное окно. 
В настоящее время из-за возросшей популярности планшетных компьютеров разра-
ботчики графических оболочек предпринимают усилия по поиску универсальных реше-
ний, пригодных как для настольных, так и для планшетных компьютеров. В случае успе-
ха, такое программное обеспечение должно обладать, помимо универсальности, допол-
нительным преимуществом: интерфейсы приложений, упростившиеся в ходе адаптации 
к сенсорному управлению и малой площади экрана, легче в освоении и в работе, т.к. не 
перегружают пользователя большим числом деталей. 
В версиях графических оболочек, выпущенных в 2011 году, наблюдаются изменения, 
направленные на отход от классической для настольных компьютеров метафоры ра-
бочего стола: внедряются альтернативные интерфейсы запуска приложений, происхо-
дит отказ от пиктограмм на рабочем столе, пользователей стимулируют работать с 
полноэкранными приложениями. В рамках этой тенденции находится окружение рабо-
чего стола GNOME 3, сменившее классическую парадигму на новую аппаратно-ускорен-
ную оболочку Gnome Shell. Последняя в стандартном режиме не отображает никакого 
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эквивалента панели задач, предлагая пользователю для манипулирования окнами пе-
реключаться в полноэкранный режим обзора (рисунок 1) помещением указателя мыши в 
левый верхний угол экрана либо активацией расположенной там же кнопки «Обзор». 
Режим обзора содержит дополнительные элементы управления и в т. ч. уменьшенные 
копии окон для выбора нужного. 
Однако, помимо рекомендованного полноэкранного режима работы и небольшой эко-
номии площади из-за отказа от панели задач, Gnome Shell не предусматривает мер для 
адаптации к малой диагонали экрана планшетных устройств. Наоборот, увеличение 
элементов (кнопок, заголовков окон и др.) для их удобной сенсорной активации частично 
аннулирует принятые меры.  
Нами разработан модуль расширения для графической оболочки GNOME на основе 
модели криволинейной трансформации окон [2, 3], позволяющий сократить размер за-
нимаемой площади окна произвольного приложения с сохранением читаемости и дос-
тупности его содержимого, что в свою очередь дает возможность одновременно рабо-
тать с большим числом окон на одном экране.  
Недавно проект GNOME анонсировал новый ресурс extensions.gnome.org, на котором 
располагается каталог дополнений к оболочке. Модули размещаются на данном ресурсе 
после процедуры верификации кода, успешно пройденной нашей разработкой [2]. Уста-
новка дополнений производится непосредственно с сайта в один клик. Дополнения 
разрабатываются на языке JavaScript с использованием CSS-стилей. Разработка поль-
зовательского интерфейса в расширениях Gnome Shell выполняется при помощи внут-
реннего инструментария Shell Toolkit, который опирается на библиотеку Clutter. Clutter 
свободная графическая библиотека для создания аппаратно-ускоренных пользова-
тельских интерфейсов, для отрисовки используется OpenGL.  
Разработанный модуль расширения Gnome Shell состоит из трех функциональных 
частей: кода инициализации, обработчиков событий и сервисных функций. Код иници-
ализации вызывается при загрузке модуля. Основное назначение данного кода – уста-
новка собственного обработчика события notify::focus-app для отслеживания переклюю-
чения фокуса окон, чтобы при необходимости активизировать сжатие для активного 
окна. 
 
   
 
а) б) 
Рисунок 1 – Модуль расширения Gnome Shell: режим обзора (а) и работа модуля (б) 
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Разработанный нами модуль расширения активизируется при перетаскивании окна за 
пределы границы экрана или за пределы рабочей области, если вдоль данной границы 
экрана расположена панель графической оболочки (отслеживаются сигналы grab-op-
begin и grab-op-end, отвечающие за начало и конец перемещения окна). Сжатие соот-
ветствующей части окна отображается в реальном масштабе времени в процессе даль-
нейшего перемещения окна, и т.о. пользователь имеет возможность регулировать коэф-
фициент сжатия для достижения баланса между размерами и читаемостью содержимо-
го окна. Сжатие фрагментов окон выполняется за счет смещения вершин (опорных 
точек) базовой фигуры, на которую наложена текстура окна.  
Изменение масштаба окна затрагивает только его изображение. Для самого окна при 
этом не происходит никаких изменений в размерах, иначе была бы нарушена обратная 
совместимость с существующими приложениями. Поэтому с точки зрения системы все 
элементы управления окна сохраняют свои прежние координаты, и для взаимодействия 
с этими элементами необходимо помещать указатель мыши в ту область экрана, где они 
находились бы, сохраняй окно единичный масштаб. Т.о., можно предположить два прос-
тых варианта решения проблемы: блокирование событий указателя мыши, относящихся 
к сжатой области, либо пересчет координат. На текущий момент пересчет координат 
является трудно реализуемым из-за технических особенностей X Windows System. 
Кроме того, это является задачей более низкого уровня абстракции по сравнению с тем, 
на котором действует оболочка Gnome Shell и ее расширения. На текущий момент нами 
реализован компромиссный вариант обработки событий мыши. Расширение проверяет 
координаты указателя мыши по таймеру, для чего добавлен собственный обработчик в 
основной цикл событий Mainloop. Как только обнаруживается вхождение указателя в 
сжатую область активного окна, выполняется корректирующее смещение опорных вер-
шин. В результате сжатой оказывается другая область окна, расположенная вдоль его 
противоположной стороны, а область под указателем приобретает единичный масштаб.  
При этом не требуется какая-либо особая обработка событий клавиатуры, что позво-
ляет взаимодействовать со сжатой частью окна (например, в случае консольного прило-
жения или текстового редактора) без ее перемещения.  
В результате, разработанная модель трансформации окон и ее техническая реализа-
ция для UNIX-подобных операционных систем с графической оболочкой GNOME позво-
ляют добиться более экономного использования площади экрана портативных ус-
тройств без модификации существующего программного обеспечения. За счет использо-
вания аппаратно-ускоренной графики удается выполнять пересчет изображений окон в 
реальном масштабе времени без увеличения нагрузки на центральный процессор. 
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ОСОБЕННОСТИ ДЕФОРМИРОВАНИЯ ГРУНТОВОГО ОСНОВАНИЯ  
СВАИ СЛОЖНОЙ КОНФИГУРАЦИИ 
 
Прокопенко Д.В. 
Гомельский государственный университет им. Ф.Скорины, г. Гомель 
Научный руководитель: Быховцев В.Е., д.т.н., профессор 
 
Постановка задачи 
Рассматривается свая сложной конфигурации в нелинейно-деформируемом грунто-
вом основании. На сваю действует нормальная равномерно распределенная внешняя 
нагрузка. Необходимо исследовать особенности деформирования грунтового основания 
сваи сложной конфигурации. 
Для исследования нелинейной физической системы «свая сложной конфигурации – 
грунтовое основание» используются методы математического и компьютерного объект-
но-ориентированного моделирования на основе метода конечных элементов и метода 
энергетической линеаризации [1, 2]. Для исследования несущей способности был ис-
пользован программный комплекс «Энергия-ОС». 
Математическая модель системы 
Ядро математической модели будем строить на основе принципа минимума полной 
энергии системы. Для краевых задач нелинейной механики грунтов математическая мо-
дель исследуемой физической системы будет иметь вид [1,2]: 
1. Геометрическая модель деформируемой среды. 
2. Механико-математическая модель элементов системы: 
• при линейно – упругом деформировании: ii Eεσ = , 
• при нелинейно – упругом деформировании: )( ii f εσ = , в частности 
,10,0, <<>= mAA mii εσ  
где ii εσ ,  – интенсивности напряжений и деформаций, Е – модуль деформации, 
  A, m – параметры закона нелинейного деформирования. 
3. Система краевых условий задаётся в соответствии с классификацией поставлен-
ной задачи как краевой задачи математической физики. 
4. Условия равновесия системы (ядро математической модели): 
{ } { } { } { } { }∫ −=Π=
Π
V
TT PUdVгде
U
σε
∂
∂
2
1,0  
}{, PП  – полная энергия деформируемой системы и вектор внешних сил, 
}{},{},{ Uεσ  – векторы напряжений, деформаций и перемещений, 
V – объём области существования исследуемой системы. 
5. Математическая модель (форма) искомого решения: zyx 3210 ααααϕ +++= . 
Компьютерное моделирование деформирования грунтового основания сваи 
сложной конфигурации  
Рассматривается железобетонная свая, имеющая несколько прямоугольных ушире-
ний сечением 35 см, погруженная на 410-сантимитровое грунтовое основание, на сваю 
действует нормальная равномерно распределенная нагрузка q = 20000 кг. Приведённые 
начальные характеристики грунтового основания: E = 55 МПа, ϕ = 35°, µ = 0,2. Размеры 
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расчётной области определены на основании экспериментальных исследований: 
1,05×7,6 м.  
Задача решалась в линейной и в нелинейной постановках. 
Результаты вычислений приведены в таблице 1. 
 
 
 
Рисунок 1 – Технология построения виртуальной физической модели системы  
«свая сложной конфигурации – грунтовое основание» 
 
Таблица 1 – Вертикальные перемещения в узлах дискретизованной модели грунто-
вого основания сваи без уширения 
r(см) 
H(см) 
Линейное решение Нелинейное решение 
10 20 35 10 20 35 
0 0,13 0,10 0,07 0,33 0,23 0,16 
50 0,13 0,09 0,07 0,32 0,22 0,16 
120 0,12 0,09 0,06 0,30 0,21 0,15 
190 0,11 0,08 0,06 0,29 0,2 0,15 
260 0,12 0,09 0,06 0,30 0,2 0,14 
340 0,11 0,08 0,06 0,28 0,18 0,12 
410 0,07 0,05 0,04 0,14 0,10 0,07 
480 0,03 0,02 0,02 0,05 0,04 0,03 
 
H – расстояние от выбранных горизонтальных линий дискретизованной расчётной 
области виртуальной физической модели исследуемой системы, r – расстояние от по-
верхности сваи на расстояниях. 
Из таблицы видно, что вертикальные перемещения на каждой вертикали равны до 
уровня нижнего уширения сваи. Такой эффект называется телескопическим сдвигом. 
Это известный факт для сваи с одним уширением. Мы показали, что этот эффект при-
меним и для сваи с несколькими уширениями. Учет этого фактора позволяет решить за-
дачу об осадке сваи рассматриваемой конфигурации аналитическим методом [1]. 
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Форекс (Forex, от англ. FOReign Exchange – «зарубежный обмен») – рынок межбан-
ковского обмена валюты по свободным ценам. Поэтому обычно используется сочетание 
«рынок Форекс» (Forex market). Термин «Форекс» принято использовать для обозначе-
ния взаимного обмена валюты, а не всей совокупности валютных операций. В англоя-
зычной среде словом Forex обычно называют валютный рынок, а также торговлю валю-
той. В русском языке термин «Форекс» обычно используется в более узком смысле – 
имеется в виду исключительно спекулятивная торговля валютой через коммерческие 
банки или дилинговые центры, которая ведётся с использованием кредитного плеча, то 
есть маржинальная торговля валютой. 
При торговле на «рынке Форекс» огромную роль играет оперативность принятия ре-
шения заключения сделки купли/продажи по какой-либо из валютных пар. Чтобы с 
большей долей вероятности спрогнозировать дальнейшее движение курса валют, необ-
ходимо провести сложный анализ всевозможных факторов, оказывающих влияние на 
цену. Поэтому становится актуальной идея создания автоматической системы, которая 
будет анализировать данные и самостоятельно принимать решение, то есть торговать. 
Целью данной работы является моделирование и разработка автоматической торго-
вой системы. 
Основные задачи заключаются в исследовании уже имеющихся систем подобного 
рода и их улучшении. 
Для прогнозирования движения цен на «рынке Форекс» используются методы фунда-
ментального, технического и вероятностного анализа. 
Фундаментальный анализ в отличие от технического и вероятностного подходов изу-
чает макроэкономические факторы, которые могут в той или иной степени влиять на ди-
намику курса национальной валюты [1, c. 33]. 
Фундаментальный анализ включает в себя прогнозирование движения рынка на ос-
нове анализа экономических данных, политических событий, новостей, слухов и ожида-
ний. Характерная черта фундаментального анализа заключается в том, что он изучает 
причины, которые привели к изменению курса национальной валюты, поэтому главный 
постулат фундаментального анализа: сначала причина, а потом следствие. 
Технический анализ – метод предсказания изменения цены и будущих трендов рынка 
путем изучения графиков исторических изменений на рынке, учитывающих цены бумаг, 
объем сделок и, если возможно, объем открытых позиций [2, c. 12]. 
Технический анализ в целом можно определить как метод, основанный на математи-
ческих, а не на экономических выкладках. 
Современный технический анализ использует два основных метода исследований: 
• графический анализ (непосредственно технический подход); 
• математический анализ (вероятностный подход). 
Вероятностный анализ использует в себе набор методов теории вероятности и мате-
матической статистики для прогнозирования движения валютных индексов либо других 
рыночных сдвигов. 
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Особое внимание хочется уделить техническим индикаторам, так как они базируются 
на методах теории вероятности и математической статистики. Технические индикаторы – 
это математические функции, построенные на значениях цены, объемов и т.п., анализ 
которых может дать ответ на вопрос: сохранится текущая тенденция или нет? 
Индикаторы можно разделить на две большие группы: 
• индикаторы тенденций (подтверждают тенденции); 
• осцилляторы (подсказывают развороты трендов). 
Основными индикаторами рынка по праву считаются «скользящие средние» (аналог 
математического ожидания). 
Технический индикатор «скользящее среднее» (Moving Average, MA) показывает 
среднее значение цены инструмента за некоторый период времени. При расчете MA 
производится математическое усреднение цены инструмента за данный период. Суще-
ствует четыре основных вида скользящих средних: Simple, Exponential, Smoothed и Li-
near Weighted, но чаще всего используется Simple Moving Average (SMA) и Exponential 
Moving Average (EMA). 
Simple Moving Average – простая скользящая средняя. Представляет собой среднее 
арифметическое цен закрытия (открытия и т.д.) за определенный период времени [3, c. 6]. 
𝑆𝑆𝑆𝑆𝑆𝑆𝑛𝑛 =  (𝑃𝑃1 + 𝑃𝑃2+. . +𝑃𝑃𝑛𝑛)/𝑛𝑛 (1) 
Exponential Moving Average – экспоненциальная скользящая средняя. Строится по ре-
куррентной формуле: 
𝐸𝐸𝑆𝑆𝑆𝑆𝑛𝑛 =  23 𝑃𝑃𝑘𝑘 +  13 𝐸𝐸𝑆𝑆𝑆𝑆𝑘𝑘−1, (2) 
где n – временной период расчета скользящей средней, 
  P – цена закрытия (открытия и т.д.). 
Для того чтобы определить тип тренда, необходимо взять хотя бы две MA одного ви-
да с разными периодами. Например, если EMA с меньшим периодом находится ниже 
EMA с большим периодом, то тренд нисходящий (медвежий), в обратном случае тип 
тренда восходящий (бычий). 
Индикатор MACD – это следующий за тенденцией динамический индикатор. Он пока-
зывает соотношение между двумя скользящими средними цены [3, c. 46]. 
MACD строится как разность между двумя экспоненциальными скользящими средни-
ми (EMA) с периодами в 12 и 26. Чтобы четко обозначить благоприятные моменты для 
покупки или продажи, на график MACD наносится так называемая сигнальная линия – 9-
периодное скользящее среднее индикатора. MACD наиболее эффективен в условиях, 
когда рынок колеблется с большой амплитудой в торговом коридоре. Наиболее исполь-
зуемые сигналы MACD – пересечения, состояния перекупленности, перепроданности и 
дивергенция (расхождения). 
𝑆𝑆𝑆𝑆𝑀𝑀𝑀𝑀 = 𝐸𝐸𝑆𝑆𝑆𝑆𝑠𝑠(𝑃𝑃) −  𝐸𝐸𝑆𝑆𝑆𝑆𝑙𝑙(𝑃𝑃), 
𝑆𝑆𝑆𝑆𝑆𝑆𝑛𝑛𝑆𝑆𝑙𝑙 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝐸𝐸𝑆𝑆𝑆𝑆𝑠𝑠(𝑃𝑃) −  𝐸𝐸𝑆𝑆𝑆𝑆𝑙𝑙(𝑃𝑃)), (3) 
где 𝐸𝐸𝑆𝑆𝑆𝑆𝑙𝑙(𝑃𝑃) – экспоненциальная скользящая средняя с длинным периодом от цены,  𝐸𝐸𝑆𝑆𝑆𝑆𝑠𝑠(𝑃𝑃) – экспоненциальная скользящая средняя с коротким периодом от цены,  𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑃𝑃) – сглаживающая скользящая средняя с коротким периодом от разницы 
двух остальных скользящих, 
P – цена закрытия (открытия и т.д.). 
Технический индикатор RSI – это следующий за ценой осциллятор, который ко-
леблется в диапазоне от 0 до 100. Один из распространенных методов анализа индика-
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тора RSI состоит в поиске расхождений, при которых цена образует новый максимум, а 
RSI не удается преодолеть уровень своего предыдущего максимума. Подобное расхож-
дение свидетельствует о вероятности разворота цен. Если затем индикатор поворачи-
вает вниз и опускается ниже своей впадины, то он завершает так называемый «неудав-
шийся размах», который служит подтверждением скорого разворота цен. 
𝑅𝑅𝑆𝑆𝑅𝑅 = 100 − 100/(1 + 𝑈𝑈/𝑀𝑀), (4) 
где 𝑈𝑈 – среднее значение положительных ценовых изменений, 
  𝑀𝑀 – среднее значение отрицательных ценовых изменений. 
Для того, чтобы построить уровни Фибоначчи (Fibonacci Retracement), необходимо 
найти экстремумы ценовой функции и провести между ними линию тренда. Девять гори-
зонтальных линий, пересекающих линию тренда на уровнях 0%, 23.6%, 38.2%, 50%, 
61.8%, 100%, 161.8%, 261.8% и 423.6% называются линиями Фибоначчи. Считается, что 
после сильного спада или подъема цены часто возвращаются назад и, как правило, 
встречают поддержку/сопротивление на уровнях линий Фибоначчи или в близи них. 
Выше перечислены одни из немногих технических индикаторов, которые при опреде-
ленных значениях дают сигналы на вход и выход с рынка. Взяв за основу индикатор 
MACD, который является очень популярным при прогнозировании тенденции цены на 
рынке Форекс, и дополнив его показатели значениями таких индикаторов, как RSI и  
Fibonacci Retracement, можно попытаться более точно определить моменты входа на 
рынок и выхода из него. Это в свою очередь ведет к увеличению прибыли с каждой 
сделки, а это есть главная цель торговли на рынке – максимизация прибыли и миними-
зация убытков. 
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Целью работы является оценка характеристик эффективности имитационного моде-
лирования на базе стохастических сетевых моделей (ССМ), построение моделей трудо-
емкости, анализ возможностей повышения эффективности моделирования в многоза-
дачных средах. При исследовании использованы: методы имитационного моделирова-
ния дискретных систем; экспериментальные методы и средства мониторинга базовых 
процессов имитационных моделей (ИМ); UML-диаграммы для описания базовых про-
цессов ИМ; методы теории массового обслуживания, сетевой подход к оценке алгорит-
мов для построения моделей трудоемкости. 
Полезности и применимости ИМ существенно зависят от их трудоемкости. Для ССМ 
трудоемкость модели [1] как сложность вычислений оценивается количеством вычисли-
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тельной работы (времени, операций, команд и т.д.), требуемой для ее реализации с це-
лью получения набора характеристик заданной полноты и точности. При ее определе-
нии учитываются особенности организации модели, реализации алгоритма имитации и 
вероятностная вычислительная нагрузка, создаваемая при моделировании стохастиче-
ской сетью конкретной архитектуры. Стохастическая сеть функционирует случайным об-
разом и соответственно задается параметрами, специфицирующими вероятностные 
процессы (входные, выходные, процессы изменения состояний), которые существенно 
влияют на трудоемкость имитационного моделирования. 
Для оценки трудоемкости рассмотрен модифицированный подход на базе марковских 
цепей [2]. Здесь сеть отображается “усреднённым” графом алгоритма, где в качестве 
вершин – функциональных операторов – рассматриваются базовые активности имита-
ционной модели с известными трудоемкостями их исполнения, а дуги – переходы 
управления, соответствующие случайным событиям. Трудоёмкости активностей в свою 
очередь могут быть рассчитаны через марковские модели или оценены эксперимен-
тально, имитационно, а вероятности переходов могут быть рассчитаны из спецификации 
моделируемой сети заданной конфигурации.  
Это позволяет построить 
параметрическую модель тру-
доемкости (ПМТ) имитацион-
ного моделирования стохас-
тических сетей на базе метрик 
отдельных составляющих сеть 
компонентов. При этом не 
требуется построение самой 
имитационной модели сети и 
ее мониторинг.  
Спецификация параметрической модели представлена на рисунке, где параметры Q 
потоков заявок – вычислительной нагрузки – задаются матрицами переходов 
{ } ,1|]  [P )((q) Qqp ijq == , где ] 1,0 [)( =ijqp , и параметрами законов поступления заявок в 
сеть { } ,1|f (q) Qq =τ

. Параметры реализации ИМ задаются наборами базовых активно-
стей, составом событий и параметрами трудоемкости активностей. Параметры органи-
зации базовых процессов определяют наличие и характер распараллеливания процес-
сов при реализации модели. Расчетные формулы, положенные в основу модели, приве-
дены в [3]. Оценки трудоемкости могут быть использованы для выявления структуры 
факторов, формирующих трудоемкость модели, определения наиболее затратных 
фрагментов алгоритма имитации, неэффективно организованных функций модели, а 
также для выявления компонентов модели для распараллеливания. 
Таким образом, рассмотрены задачи, связанные с оценкой трудоемкости имитации на 
примере стохастических сетевых моделей и ее снижением за счет применения инстру-
ментов распараллеливания. Приведены результаты мониторинга трудоемкости ИМ и их 
составляющих. Рассмотрена оценка характеристик моделей на базе известных методов 
оценки трудоемкости алгоритмов, параметрическая модель трудоемкости стохастиче-
ских сетей.  
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Введение 
В настоящее время для защиты радиолокационных станций (РЛС) от пассивных по-
мех (ПП) – отражений зондирующего сигнала от мешающих отражателей (земной и мор-
ской поверхности, гидрометеоров и др.) – используются либо устройства череспериод-
ного вычитания (ЧПВ), либо низкочастотные режекторные фильтры (НЧ РФ) [1, 2]. 
Недостатком первого способа является низкое качество подавления ПП. Второй спо-
соб позволяет повысить коэффициент подавления ПП, однако при этом НЧ РФ одно-
временно с помехой «вырезает» сигналы от целей, летящих с малыми радиальными 
скоростями [1, 3]. 
В работе описывается новый способ подавления ПП, в котором не используются ни 
устройства ЧПВ, ни режекторные фильтры. 
Анализ алгоритма обработки сигнала на фоне пассивных помех 
Анализ предлагаемого способа защиты РЛС от ПП проведем в частотной области. 
Для этого рассмотрим возможные виды частотных спектров полезных сигналов и пас-
сивных помех при использовании импульсных зондирующих сигналов. 
В этом случае в обзорных РЛС отраженные (переизлученные) когерентные сигналы 
представляют собой пачки радиоимпульсов. Вид частотных спектров таких когерентных 
пачек зависит от огибающих одиночных импульсов пачки и огибающей всей пачки. 
На практике ни огибающая одиночного импульса, ни огибающая всей пачки не поддают-
ся точному аналитическому описанию, поэтому для оценочных расчетов остановимся на 
аппроксимациях огибающих [3, 4]. 
Допустим, что огибающая импульса имеет прямоугольную, треугольную или коло-
кольную форму, а огибающая пачки – соответствует форме диаграммы направленности 
(ДН) антенны РЛС, принимая форму функций sinx x , 2 2sin x x , или колокольную 
форму. В наиболее простом варианте положим, что одиночный импульс имеет прямо-
угольную огибающую, а форма ДН соответствует функции sinx x . Тогда в соответст-
вии с преобразованием Фурье спектральная мощность напряжения полезного сигнала: 
( ) ( ) 2j f tG f U t dte π
+∞ −
−∞
= ⋅∫ , (1) 
а энергетический спектр (ЭС) помехи: 
( ) ( ) 2j fN f R de π ττ τ
+∞ −
−∞
= ⋅∫ . (2) 
Форма ЭС пассивной помехи зависит от вида ее корреляционной функции (КФ): 
( ) ( ) ( )τ τ
+∞
−∞
= −∫R u t u t dt . (3) 
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Поскольку ( )u t  – напряжение, соответствующее пачке радиоимпульсов, отраженных 
от мешающих объектов, то вид КФ представляет собой пачку тех же импульсов. 
Для анализа возможностей защиты РЛС от ПП приведем спектры полезного сигнала и 
пассивных помех при наличии различий в радиальных скоростях движения (рис. 1). 
Пусть РЛС излучает когерентную пачку из M прямоугольных импульсов длительностью 
τи  каждый с периодом следования T. Если радиальная скорость цели не равна нулю, то 
максимум спектра полезного сигнала будет соответствовать частоте + Д0f F  (верхняя 
диаграмма на рисунке), где Fд – допплеровская частота, определяемая из радиальной 
скорости цели цv , скорости света с  и несущей частоты 0f : 2= цД 0F f v с . Если отража-
тели, формирующую помеху, неподвижны, максимум спектра помехи будет соответство-
вать несущей частоте 0f  (нижняя диаграмма на рисунке). Кроме того, при цело-
численном значении скважности τиT  один из гребней спектра сигнала (как и помехи) 
попадает в провал огибающей своего спектра. 
 
Рисунок 1 – Соотношение спектров полезного сигнала и помехи при различиях  
в скоростях движения цели и мешающих отражателей 
 
При наличии скоростных различий между целью и мешающим объектом провалы 
огибающих спектров сигнала и помехи смещаются друг относительно друга. Как видно 
из рисунка, наибольшее отношение сигнал/помеха наблюдается в полосе вблизи часто-
ты 1 τ±0 иf , где ЭС помехи уменьшается до нуля (точнее, до уровня 0N  внутренних 
шумов приемника). Полезный сигнал при этом также уменьшается, но не до нуля. В слу-
чае отсутствия различий в радиальных скоростях цели и отражателей помехи наблюда-
ются (как и для других известных способов) «слепые» скорости.  
Отношение сигнал/ помеха будет зависеть от конкретной аппроксимациями ДН ан-
тенны, огибающей радиоимпульса, а также КФ ПП, которая может изменяться от гаус-
совской до экспоненциальной. Кроме того, важным является выбор полосы пропускания 
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полосового фильтра с центральной частотой 1 τ±0 иf . Ширина полосы не превышает 
1 T  и может варьироваться с шагом 1 MT (соответствующим ширине гребня).  
Вывод 
Предложен альтернативный способ защиты радиолокационных устройств от пассив-
ных помех, основанный на выявлении различий в радиальных скоростях цели и ме-
шающего объекта и заключающийся в узкополосной фильтрации смеси сигнала и поме-
хи в области высоких частот. Для оптимизации ширины полосы пропускания фильтра 
необходимо математическое моделирование энергетических спектров для различных 
огибающих одиночных импульсов, различных ДН антенн (огибающих пачки импульсов), 
а также параметров формирования сигнала помехи (пассивных отражателей). 
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При конструировании нового режущего элемента в настоящее время возможно ис-
пользование современных компьютерных пакетов, предназначенных для моделирова-
ния поведения дереворежущего инструмента. Одним из таких пакетов является ANSYS. 
В данной программе был промоделирован процесс резания круглой пилой и пред-
ставлено сравнение полученных результатов в зависимости от генерации конечно – 
элементарной сетки. Создание сетки является неотъемлемой частью процесса компью-
терного инженерного моделирования (CAE). Качество сеточной модели влияет на точ-
ность, сходимость и скорость получения решения. Поэтому качественные и более авто-
матизированные инструменты построения сетки дают лучший результат. Технологии 
ANSYS предлагают совокупность методов построения сетки, различных по сложности 
алгоритмов и трудоемкости построения. Обладая такой возможностью, можно располо-
жить сетку нужного типа в требуемой зоне модели и убедиться в том, что расчет модели 
будет выполнен точно. 
Инструменты для создания сеток от компании ANSYS позволяют генерировать сеточ-
ные модели, для разных типов анализа. Каждый из сеточных методов удовлетворяет 
специфическим требованиям той или иной области. Данная процедура выполняется в 
модуле симуляции Mechanical. Сетка генерируется на геометрической модели и являя-
ется основной для составления и решения системы уравнений в матричном виде. 
Существует два способа генерации сетки: 
1. Автоматическая генерация сетки с установками по умолчанию при запуске на ре-
шение. При этом имеется возможность предварительно просмотреть сетку до запуска на 
расчет, чтобы оценить ее соответствие поставленной задаче (рисунок 1а). 
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а) автоматическая генерация сетки; б) генерация сетки с задаваемыми пользователем установками 
Рисунок 1 – Генерации сетки 
 
2. Генерация сетки с задаваемыми пользователем установками. В этом случае мы са-
ми самостоятельно определяем особенности создаваемой сетки значения необходимых 
параметров (рисунок 1б).  
При продольной распиловке древесины в пропиле одновременно действуют на один 
зуб пилы касательные, нормальные и боковые силы. С помощью программы ANSYS 
возможно получение реакции данной модели на приложенные к ней силы и влияние из-
менения температуры зубчатого венца при процессе пиления. На рисунке 2 представле-
но численное решение распределения напряжений круглой пилы. 
 
     
а) автоматическая генерация сетки; б) генерация сетки с задаваемыми пользователем установками 
Рисунок 2 – Напряженное состояние круглой дисковой пилы 
 
Напряженное состояние возникает в результате теплового расширения материала 
круглой пилы в зоне резания. По основному телу инструмента наблюдается при этом 
ярко выраженное лакунами напряженное состояние в точках соединения отдельных 
зубьев круглой пилы. Практическим подтверждением данного фактора является то, что 
облом круглой дисковой пилы происходит в точках соединения отдельных зубьев между 
собой. Так как взаимодействие в наибольшем случае оказывается на зубчатый венец, то 
при размещении узловых элементов сетки необходимо увеличить плотность узлов 
непосредственно в зоне режущего венца, то есть правильным решением будет выбрать 
генерацию сетки с заданными условиями. 
В программе можно посмотреть деформацию, которая происходит при действии по-
перечной силы в зоне зуба при наличии их вращения и температуры. На рисунке 3 вид-
но, что распределение деформации имеет сложную нелинейную характеристику, затра-
гивая даже противоположную полуплоскость круглой пилы. 
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а) автоматическая генерация сетки;  
б) генерация сетки с задаваемыми пользователем установками 
Рисунок 3 – Деформация круглой дисковой пилы 
 
В пакете MATLAB были получены зависимости размера элемента КЭ – сетки от 
деформации круглой пилы и зависимость размера элемента КЭ – сетки от напряженного 
состояния в круглой пиле (рисунок 4). 
При анализе графиков можно сделать следующий вывод: при автоматической генера-
ции сетки (для данного случая размер элементов равен 0,037) значения имеют сущест-
венное отклонение по величинам деформации и напряжения, следовательно, автомати-
ческая сетка имеет большую погрешность в численном решении данной задачи. 
С увеличением размеров элементов КЭ – сетки в области зубчатого венца рассчитан-
ное значение деформации и напряжения стремится к некоторому установившемуся 
значению. Таким образом, при величине элемента от 0,06 до 0,12 м точность будет 
приблизительно одинакова. 
 
а) график зависимости размера элемента КЭ – сетки от деформации круглой дисковой пилы;  
б) график зависимости размера элемента КЭ – сетки от напряжения в круглой дисковой пиле 
Рисунок 4 
 
В случае уменьшения размеров (меньше 0,37 м) элементов КЭ – сетки динамика из-
менения существенно отличается от изменений в диапазоне увеличения размеров эле-
ментов. То есть можно предположить, что с уменьшением размеров элементов КЭ – сет-
ки точность возрастает. Наилучшим с точки зрения точности является выбор минималь-
ного размера элементов, но при этом следует учитывать, что уменьшение размеров 
элементов значительно влияет на скорость получения данного решения. 
Таким образом, оптимальным значением для решения рассматриваемой задачи яв-
ляется выбор режима генерации сетки с заданными параметрами при условии размера 
КЭ – сетки в 0,01 м. 
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К одному из способов повышения несущей способности грунтовых оснований фунда-
ментов зданий и сооружений относится армирование грунтов. Технологии армирования 
могут быть самые разнообразные. В данной работе проводится сравнительный анализ 
эффективностей вертикального и пакетного вертикального армирования грунта. Рас-
сматривается большеразмерный плитный фундамент на однородном нелинейно-
деформируемом грунтовом основании – это будет базовая задача. Исследуется осадка 
фундаментной плиты на грунтовом основании, армированном методом вертикального и 
пакетного вертикального армирования. Значения осадок фундамента будут различны, 
что и определит эффективность указанных способов армирования. Вертикальный арми-
рующий пакет представляет собой подобласть грунтового основания фундамента, со-
держащую горизонтальные и вертикальные армирующие элементы, а также грунт. При 
этом грунт внутри вертикального армирующего пакета может быть уплотнен. 
В формализованной постановке данная задача является третьей краевой задачей 
нелинейной математической физики (задача Дирихле-Неймана) [1]. Наиболее эффек-
тивным методом решения указанной задачи является метод компьютерного моделиро-
вания на основе метода конечных элементов и метода энергетической линеаризации [2]. 
При решении поставленной задачи был использован программный комплекс «Энергия-
3D» [2]. 
Математическая модель сложной нелинейной физической системы «фундамент – 
грунтовое основание» строится на основе принципа минимума полной энергии системы. 
Механико-математическая модель элементов указанной системы при нелинейно – упру-
гом деформировании принята в виде степенной функции: 
 ,10,0, <<>= mAmiAi εσ  (1) 
где σi, εi – интенсивности напряжений и деформаций; Е – модуль деформации; 
A, m – параметры закона нелинейного деформирования. 
Исследовано 20 модельных задач в трехмерном пространстве. Размеры расчётной 
области определены на основании экспериментальных исследований. Приняты сле-
дующие физико-механические характеристики элементов рассматриваемой физической 
системы: плитный фундамент размерами 230×230×20 см с модулем упругости  
Епл = 20000 МПа и коэффициентом Пуассона µпл = 0,15; однородный грунт с модулем 
деформации Егр = 36 МПа и коэффициентом Пуассона µгр = 0,2; малопрочное включение 
грунта с модулем деформации Егр1 = 8 МПа и коэффициентом Пуассона µгр1 = 0,4; гори-
зонтальные пленки с модулем упругости Епленок = 3000 МПа и коэффициентом Пуассона 
µпленок = 0,2; вертикальные сваи с модулем упругости Есвай = 216-900 МПа и коэффициен-
том Пуассона µсвай = 0,3. 
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В результате компьютерного моделирования выявлено, что осадка плиты на одно-
родном грунтовом основании составила 2,95 см и 5,08 см при линейном и нелинейном 
деформировании грунтового основания соответственно. Наличие малопрочного слоя в 
грунтовом основании мощностью h = 200 см с заданными физико – механическими ха-
рактеристиками увеличивает осадку фундамента до 3,54 см при линейном деформиро-
вании и 6,40 см и нелинейном деформировании грунта. Следовательно, возникает необ-
ходимость повышения несущей способности малопрочного грунтового основания. Ре-
зультаты исследования эффективности вертикального и пакетного вертикального арми-
рования представлены в таблице 1. Толщина горизонтальной пленки в армирующем па-
кете принята равной 0,3 см. Глубина заложения пленки принята равной 46 см, что соот-
ветствует рекомендуемому значению для данной конкретной задачи. Степень уплотне-
ния грунта внутри армирующего пакета принята равной kупл = 3. 
 
Таблица 1 – Осадка плитного фундамента на армированном грунтовом основании (см) 
Армирование Вертикальное Пакетное вертикальное Пакетное вертикальное уплотненное 
Sпл 
Есвай 
Лин. 
решение 
Нелин. 
решение 
Лин. 
решение 
Нелин. 
решение 
Лин. 
решение 
Нелин. 
решение 
2160 3,37 5,90 3,36 5,85 3,03 5,37 
5000 3,22 5,53 3,20 5,49 2,93 5,09 
6000 3,17 5,44 3,15 5,39 2,89 5,01 
8300 3,08 5,27 3,06 5,22 2,83 4,87 
9000 3,06 5,22 3,04 5,17 2,81 4,83 
 
Из таблицы 1 видно, что вертикальное армирование грунтового основания позволяет 
заменить слабый слой грунта слоем армированного грунта, эквивалентным по несущей 
способности основному грунтовому основанию. Значения осадок плиты на армирован-
ном вертикальными сваями и вертикальным пакетом грунте мало отличаются. Следова-
тельно, использование горизонтального армирующего материала в пакете не приведет к 
значительному повышению несущей способности грунта. Однако уплотнив грунт внутри 
армирующего вертикального пакета, несущая способность грунтового основания значи-
тельно повышается. При этом представляется возможным использовать армирующие 
сваи из недорогого материала. Таким образом, наиболее эффективными методами по-
вышения несущей способности слабых грунтов являются методы вертикального и па-
кетного вертикального армирования с уплотненным грунтом внутри пакета. 
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Начиная с 2008 года, в Брестской области активно развивается олимпиадное движе-
ние по информатике с применением средств автоматизированного тестирования ре-
зультатов. Для такого тестирования необходимо было создать систему, которая позво-
лила бы проводить олимпиады по программированию с применением автоматизирован-
ных сред. Одним из примеров такой среды является сайт Brain Training, который досту-
пен в Интернете пользователям сети. 
При реализации данного проекта необходимо было предусмотреть возможность про-
ведения соревнований по различным правилам (студенческие командные и школьные 
индивидуальные олимпиады), реализации механизма допуска к участию только опреде-
лённой группы пользователей, создания инструментов обмена опытом и консультаций 
по решению сложных задач, а также возможность обучения основам алгоритмизации, 
технологиям программирования и построения архитектуры приложений. 
Одна из важнейших потребностей – необходимость защиты учётных записей пользо-
вателей и соревнований по спортивному программированию от несанкционированного 
доступа. Возникает также проблема с нагрузкой на сервер приложения, который должен 
успешно обрабатывать огромное количество запросов от пользователей (как правило, 
количество участников онлайн-олимпиад превышает 200 человек). Для этого были про-
анализированы технологии разработки высоконагруженных веб-приложений, способы 
оптимизации их работы и основные алгоритмы защиты данных. Существующие на мо-
мент начала проектирования системы проведения олимпиад не отвечали поставленным 
требованиям и обладали низкой эффективностью. 
Проект Brain Training представляет решение поставленных задач с применением веб-
технологий удобной и эффективной реализации поставленных целей на основе исполь-
зования технологии ASP.NET, MS SQL, сервера IIS и специально разработанных алго-
ритмов защиты. 
Цель олимпиад по спортивному программированию: подготовка квалифицированных 
специалистов в сфере программирования, которые смогут с успехом решать алгоритмы 
оптимизации, управления и разработки сложных корпоративных и научных проектов. На 
основании описания предметной области реализованный проект может быть представ-
лен следующими шагами, сформулированными в терминах информационных систем: 
1) выполнить анализ системы проведения олимпиад; 
2) на основе анализа реализовать инфологическую модель базы данных; 
3) с использованием отобранных программных средств в процессе предыдущих раз-
работок представить даталогическую модель базы; реализовать СУБД, обеспечиваю-
щую решение стандартных задач обработки информации, учитывая высокую нагружен-
ность системы; 
4) предоставить авторизованный доступ к системе в соответствии с правами пользо-
вателей; 
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5) реализовать работу как в локальной, так и в глобальной сети; 
6) реализовать методы и средства защиты данных и систем управления ими от не-
санкционированного доступа; 
7) внедрить реализованную информационную систему для проведения олимпиад и 
подготовки специалистов в сфере программирования; 
8) реализовать механизм публикации статей в блогах; 
9) реализовать базовый функционал форума. 
Инфологическое моделирование выполнено средствами Microsoft Visual Studio. Ука-
занный выбор программного обеспечения объясняется полной совместимостью с ис-
пользуемой базой данных MS SQL и условиями распространения. Такая совместимость 
позволила легко перейти от инфологической модели базы данных к даталогической. 
Приведенное описание дает представление о полной модели данных проекта Brain 
Training. 
Основными задачами проекта являлись: реализация механизма подачи и принятия 
заявок на участие в соревнованиях, проведения олимпиад с большим количеством уча-
стников, подведение подробной статистики для отчётов по соревнованиям, обеспечение 
защиты от несанкционированного доступа к пользовательским данным при публикации 
статей в блогах и вопросах в форуме при помощи XSS-атак (Cross Site Scripting – вредо-
носные скрипты, которые внедряются в свободно публикуемый контент с целью кражи 
персональной авторизационной информации из файлов cookie браузера и нарушения 
корректной работы информационного ресурса).  
Сопутствующими задачами определены: разграничение прав пользователей, блоки-
рование участников проекта, нарушающих правила его использования, создание как 
можно более простой модели базы данных и оптимизация запросов для их эффективно-
го обслуживания, поиск необходимой информации в публикуемых статьях и реализация 
системы подведения рейтингов пользователей ресурса. 
Для защиты от XSS-атак был разработан специальный алгоритм защиты информа-
ции. Поясним суть проблемы. 
Злоумышленник в своём html-коде написал скрипт, который отправляет содержимое 
cookie-файлов браузера на свой компьютер. И если в cookie-файлах хранилась инфор-
мация об авторизированном пользователе (сессия, пароль (даже зашифрованный)), то 
этот злоумышленник может получить доступ к учётным записям пользователей, которые 
открыли страницу с его публикацией, комментарием или вопросом форума, создав точ-
но такие же cookie в своём браузере. 
Таким образом появилось задача: создать модуль (библиотеку) для платформы .NET, 
которая позволит производить валидацию html-кода в соответствии с заданными прави-
лами. Правила должны описывать разрешённые теги, атрибуты и стили, их возможные 
значения и шаблоны значений, которые разрешено использовать. Обеспечить возмож-
ность не только проверки кода, но и «чистку» – удаление запрещённых фрагментов html, 
чтобы после обработки можно было получить безопасное для использования содержимое. 
Для унификации и обеспечения совместимости с библиотекой OWASP AntiSamy схе-
мы описания правил BrainTraining.Security выполнены по аналогии. Аналогия означает 
правила, разработанные для одной из указанных библиотек, могут быть без модифика-
ции использованы в другой. Приведем краткий перечень реализованных правил библио-
теки BrainTraining.Security (см. рисунок 1): 
directives – настройка проверки (максимальный размер проверяемого кода, указание 
на разрешение импорта стилей и другие общие правила); 
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common-regexp – набор регулярных выражений, которые используются для проверки; 
common-attributes – описание возможных атрибутов; 
global-attributes – набор атрибутов, которыми могут обладать элементы html-кода; 
tag-rules – правила обработки всех разрешённых тегов; 
css-rules – правила обработки стилей; 
allowed-empty-tags – список разрешённых тегов, для которых допускается отсутствие 
содержания. 
Для защиты данных от несанкционированного доступа применены: разделение дос-
тупа и прав на использование, кодирование информации, валидация публикуемого кон-
тента. Кодирование обеспечивает защиту авторизации пользователей, данных, PHP-
кода. Для кодирования использованы алгоритмы: MD5, SHL.  
В работе создан и использован программный модуль BrainTraining.Security, который 
обеспечивает валидацию публикуемых материалов.  
За время существования проекта был проведен ряд официальных олимпиад по спор-
тивному программированию. Таким образом, поставленные перед исследованием цели 
полностью достигнуты. 
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Налог на доходы физических лиц в Республике Туркменистан регулируется Налого-
вым кодексом республики, главой 6 [1]. Так, плательщиками налога на доходы физиче-
ских лиц признаются физические лица, получающие доходы: 
1) вне зависимости от их источников – для физических лиц, являющихся резидентами 
Туркменистана; 
2) из источников в Туркменистане – для физических лиц, не являющихся резидентами 
Туркменистана. 
Налогоплательщики в Туркменистане имеют право на ряд налоговых вычетов за каж-
дый месяц налогового периода. Так, например, любое физическое лицо – в размере од-
нократной величины минимальной заработной платы, установленной законодательст-
вом Туркменистана. Кроме того, имеется ряд социальных вычетов для: 
– инвалидов – в размере двукратной или четырехкратной величины минимальной за-
работной платы, установленной законодательством Туркменистана, в зависимости от 
причины инвалидности; 
– лиц, на содержании которых находятся иждивенцы, – в размере однократной вели-
чины минимальной заработной платы, установленной законодательством Туркмениста-
на на каждого иждивенца. Указанные вычеты предоставляются обоим супругам или 
иному члену семьи, на содержании которого находятся иждивенцы; 
– других лиц, документально подтверждающих право на эти вычеты.  
Налогоплательщики в Республике Туркменистан имеют право на вычеты в размере 
взносов на добровольное пенсионное и (или) медицинское страхование. 
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Действующая минимальная заработная плата в Республике Туркменистан составляет 
50 манат (официальная национальная денежная единица Республики Туркменистан).  
Налогоплательщики самостоятельно осуществляют и отражают в налоговых декла-
рациях вычеты, предусмотренные Налоговым кодексом, за исключением случаев, когда 
такие вычеты производятся работодателями по месту основной работы физического 
лица. 
Если в течение налогового периода вычеты налогоплательщику не предоставлялись 
или были предоставлены в меньшем размере, чем предусмотрено законодательством, 
то по окончании налогового периода на основании заявления налогоплательщика, при-
лагаемого к налоговой декларации, и документов, подтверждающих право на такие вы-
четы, налоговой службой производится перерасчет налоговой базы с учетом предостав-
ления налоговых вычетов в предусмотренных законодательством размерах. 
Ставка подоходного налога в Республике Туркменистан установлена Налоговым Ко-
дексом в размере 10%, если иное не предусмотрено Кодексом. 
Для автоматизации расчета подоходного налога в Республике Туркменистан автором 
разработана блок-схема его алгоритма (рис. 1). 
 
Рисунок 1 – Блок-схема алгоритма расчета подоходного налога  
по законодательству Республики Туркменистан 
 
Для автоматизации расчетов по подоходному налогу использовались возможности 
табличного процессора MS Excel.  
Для расчетного примера в Excel были взяты среднестатистические условия Туркме-
нистана:  
• итоговые начисления по заработной плате – 1 000 манат,  
• количество иждивенцев – 4 человека,  
• работником написано заявление на удержания в пенсионный фонд в размере 2% и 
на отчисления на медицинское страхование – 2%,  
• работник является членом профсоюза – профсоюзный взнос 1%, 
• работник является членом действующей в Республики Туркменистан партии и уп-
лачивает взносы в размере 1%. 
Кроме того, обязательным удержанием из заработной платы в Республике Туркмени-
стан является налог на благоустройство в размере 2 манат [1]. 
Результаты расчетов подоходного налога для Республики Туркменистан по условным 
данным приведены на рис. 2. 
Для сравнения расчетов в условиях законодательства Туркменистана и Беларуси ис-
ходные начисления, вычеты и результаты переведены в USD по действующим в рас-
сматриваемых странах на текущий момент курсам. 
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Рисунок 2 – Расчет подоходного налога по законодательству Республики Туркменистан 
 
 
Рисунок 3 – Размеры подоходного налога и пенсионного взноса по законодательству  
Республики Туркменистан и Республики Беларусь 
 
При сравнении результатов расчета подоходного налога по законодательству Рес-
публики Туркменистан и Республики Беларусь при схожих исходных данных можно от-
метить, что при одинаковых начислениях сумма к выдаче в Республике Туркменистан 
меньше, чем в Республике Беларусь (рис. 3). При этом суммы удержанного подоходного 
налога и пенсионных отчислений соотносятся, как представлено на диаграмме. 
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В современных условиях функционирования экономики возрастает значимость мето-
дов согласования развития информационных систем предприятий с потребностями биз-
неса. Одним из подходов к проектированию информационных систем, адекватных по-
требностям бизнеса, считается архитектурный подход [1]. 
В целом архитектурный подход может быть применен к социально-экономическим 
компьютеризированным системам любого размера и сложности. 
Архитектурный подход к проектированию ИС основывается на утверждении, что лю-
бое предприятие как сложная комплексная система культурных, технологических и про-
цессных компонент, организованных для достижения одной или нескольких поставлен-
ных целей, обладает некоторой архитектурой. При этом архитектура системы (предпри-
ятия) может быть описана с различных точек зрения в виде некоторого набора моделей. 
Эти модели представляют описания отдельных архитектурных слоев, но при этом обя-
зательно увязывают их друг с другом.  
Основными архитектурными слоями являются бизнес-архитектура и системная архи-
тектура (ИТ-архитектура). Уровень бизнес-архитектуры дает описание того, как реали-
зуются основные функции организации, и представляется в виде бизнес-моделей. ИТ-
архитектура должна обеспечивать реализацию основных целей организации через аде-
кватные ИТ-инфраструктуру и системы. Модельными элементами на этом уровне могут 
быть модели информации, модели прикладных систем, модели ИТ-сервисов. 
Моделирование архитектуры предприятия поддерживают различные инструменты 
моделирования. Программные среды моделирования дают возможность представить 
организацию и ее систему управления графически в виде диаграмм, построенных по 
правилам методологии SADT с использованием различных нотаций моделирования. В 
основу этих программных продуктов положена концепция документирования знаний об 
объекте моделирования и интеграции множества различных методов от документации 
различных методов до документации прикладных систем, реализующих процессы 
управления. 
Процессы управления ИС являются неотъемлемой частью процессов функциониро-
вания предприятия, хотя и относятся к обеспечивающим процессам. Их также можно 
представить в виде бизнес-моделей, интерпретировав затем в логические модели дан-
ных. Целью такого моделирования в нашем случае является разработка и проектирова-
ние подсистемы поддержки пользователей ИТ-сервисов предприятия (Service Desk) и 
дальнейшая спецификация требований к программной платформе, на основе которой 
будет выполнена физическая реализация логической модели. 
Для контроля за работой сервисной службы необходимо как минимум наличие трех 
баз данных (БД): БД Инцидентов, БД проблем и БД конфигурационных единиц.  
БД инцидентов позволяет регистрировать каждое новое обращение в системе, клас-
сифицируя их по различным параметрам. Данная БД предполагает также связь с БД 
пользователей предоставляемых ИС предприятия ИТ-сервисов. 
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БД проблем фиксирует возникающие в процессе работы и являющиеся причинами 
инцидента проблемы. В ней можно не только вести учет проблем, но и планировать ра-
боты по их разрешению. Проблема – это неизвестная причина одного или нескольких 
инцидентов [2]. Эффективное управление проблемами обеспечивает минимизацию 
влияния инцидентов на деятельность предприятия и предотвращение инцидентов.  
БД конфигурационных единиц позволяет вести управленческий учет оборудования и 
программного обеспечения организации. БД Сотрудников предполагает хранение ин-
формации обо всех сотрудниках, работающих в службе ИС. Таким образом, сотрудника, 
отвечающего за конкретную конфигурационную единицу, можно будет назначить ответ-
ственным за устранение инцидента. 
Процесс обработки инцидента в соответствии с требованиями эталонной модели 
ITIL/ITSM в нотации моделирования DFD представлен на рисунке 1. 
 
 
 
Рисунок 1 
 
Дальнейшую разработку информационно-логической модели данных проектируемой 
подсистемы целесообразно выполнять на основе ER-диаграмм в программной среде 
ERWin. 
Использование архитектурного подхода к проектированию ИС, специальных языков 
моделирования архитектуры предприятия (ARIS, UML и др.) и специализированных про-
граммных сред моделирования позволяет: 
1) представить процессы управления предприятием в целом и его информационной 
системой в форме, понятной и бизнес-пользователям и ИТ-специалистам; 
2) установить информационные взаимосвязи между всеми процессами управления; 
3) подготовить необходимую информацию для дальнейшего проектирования про-
граммного обеспечения. 
48   Электронные информационные технологии в научных и прикладных разработках  
 
Список цитированных источников 
1. Васильев, Р.Б. Управление развитием информационных систем: учеб.-метод. пособие для вузов / 
Р.Б. Васильев, Г.Н. Калянов, Г.А. Левочкина; под ред. Г.Н. Калянова. – М.: Горячая линия – Телеком, 
2009. – 376 с. 
2. Экономическая информатика: введение в экономический анализ информационных систем: учеб./ 
Под ред. М.И. Лугачева.– М.: ИНФРА-М, 2011. – 958 с. 
 
 
УДК 539.3 
 
FORTRAN – ПРОГРАММА ЧИСЛЕННОГО РЕШЕНИЯ ДВУМЕРНЫХ КРАЕВЫХ  
ЗАДАЧ ТЕОРИИ УПРУГОСТИ И ТЕРМОУПРУГОСТИ МЕТОДОМ  
ГРАНИЧНЫХ ИНТЕГРАЛЬНЫХ УРАВНЕНИЙ 
 
Веремейчик А.И., Гарбачевский В.В., Мороз Е.А. 
Брестский государственный технический университет, г. Брест 
Научный руководитель: Хвисевич В.М., к.т.н., доцент 
 
Важной в инженерной практике задачей является исследование напряженно-
деформированного состояния (НДС) конструктивных элементов машин и механизмов 
при механическом и температурном нагружении. В некоторых случаях достаточно огра-
ничиться решением двумерных задач теории упругости и термоупругости [1]. Однако не 
все существующие программы позволяют проводить расчет для тел с произвольной 
геометрией границы. Существующие вычислительные комплексы (ANSYS, NASTRAN и 
др.), построенные на базе метода конечных элементов (МКЭ), позволяют исследовать 
НДС тел с любой геометрией, однако они сложны в использовании и имеют некоторые 
ограничения, например для бесконечных или полубесконечных тел. Слабая сторона 
МКЭ состоит в том, что он, во-первых, представляет собой схему дискретизации всего 
тела, а это неизбежно ведет к очень большому количеству конечных элементов, и, во-
вторых, часто приводит к нереальным разрывам значений физических величин. 
Очевидным альтернативным подходом к системе дифференциальных уравнений яв-
ляется попытка аналитически проинтегрировать их каким-нибудь способом или перед 
переходом к какой-либо схеме дискретизаций или перед введением какой-либо аппрок-
симации. Сущность методов граничных интегральных уравнений (ГИУ) состоит в преоб-
разовании дифференциальных уравнений в эквивалентную систему интегральных урав-
нений в качестве первого шага решения задачи. Вторым шагом является сведение по-
лученных интегральных уравнений к системе линейных алгебраических уравнений 
(СЛАУ). Решение СЛАУ легко программируется и является идеальным способом реали-
зации решения на ЭВМ.  
Метод ГИУ, основанный на теории потенциала, имеет характерную особенность – 
возможность решения задачи с использованием дискретизации лишь границы области. 
Это позволяет снизить на единицу порядок решаемой системы алгебраических уравне-
ний. Естественно, что реализация такой возможности в методе ГИУ предусматривает 
предварительный переход от исходной краевой задачи для дифференциальных уравне-
ний, описывающих некоторый процесс, к соотношениям, связывающим неизвестные 
функции на границе области (или ее части).  
На основе разработанного алгоритма численного решения интегральных уравнений 
краевых задач методом ГИУ [2] разработана компьютерная программа на алгоритмиче-
ском языке «FORTRAN». Программа предназначена для расчёта конструктивных эле-
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ментов, находящихся в условиях плоского напряженного состояния или плоской дефор-
мации. Область, занятая телом, может быть односвязной или многосвязной. 
По разработанной программе можно решать как внутренние, так и внешние краевые 
задачи теории упругости и термоупругости. Для внешней задачи задаётся напряжение в 
бесконечно удалённой точке. При разработке программы учитывалась геометрическая и 
физическая симметрия (рассматриваемая область и нагрузка). Учёт осевой симметрии 
расширяет возможности программы, облегчает ввод исходной информации. 
В соответствии с алгоритмом [2], процесс реализации задачи делится на три этапа. 
На первом этапе осуществляется ввод и обработка исходных данных. Результатом об-
работки являются координаты центров отрезков разбиения границы области, их длины, 
радиусы кривизны и координаты вектора внешней нормали. На этом этапе формируется 
также массив внешней нагрузки и задание характеристик материала. На втором этапе 
составляется и решается СЛАУ, результатом которой являются значения плотностей 
потенциала в точках границы области. Алгебраическая система решается методом по-
следовательных исключений Гаусса. При формировании строк матрицы в зависимости 
от расстояния между параметрической точкой и отрезком интегрирования автоматиче-
ски определяется число узлов точек квадратурной формулы Гаусса. На 3-м этапе вы-
числяются напряжения и перемещения на границе области в соответствующих внутрен-
них точках области по формулам [2, 3].  
При построении расчётной области следует стремиться получать границу с кусочно-
непрерывной, ограниченной кривизной. Если по каким-либо причинам трудно привести 
задачу к гладкой границе, в программе предусматривается возможность реализации об-
ласти с выступающими и входящими углами.  
В стандартном режиме программа реализует задачи для областей, ограниченных от-
резками прямых и окружностей. Рассматриваемая область может быть произвольной, 
заданной графически или аналитически. В связи с этим, изменения вносятся в подпро-
грамму ввода исходных данных и содержат подпрограммы или набор операторов по вы-
числению координат центров отрезков разбиения границы, радиусов кривизны, длин, 
векторов внешней нагрузки только для тех участков, которые нельзя заменить окружно-
стью или прямой. В программе также предусмотрена диагностика ввода и обработки ис-
ходных данных. 
С помощью разработанной программы решен ряд тестовых задач по исследованию 
НДС при механическом и температурном нагружении. Для большей наглядности резуль-
таты расчетов обрабатываются с помощью программы для визуализации «TecPlot 360». 
1. Напряжённо-деформированное состояние длинной стальной полосы с отвер-
стиями. 
Многосвязная область нагружена распределённой по концам равномерной контурной 
нагрузкой 1 Н/м. Материал полосы – сталь 30. Область имеет внешний и внутренний 
контуры (рис 1). 
 
 
Рисунок 1 – Растяжение полосы с концентраторами напряжений 
50   Электронные информационные технологии в научных и прикладных разработках  
 
Область имеет две плоскости симметрии, проходящие через оси Х и У. Вырежем 
элемент полосы длиной 210 мм в зоне ослабления. Учитывая свойства симметрии, рас-
чётная схема представляет собой четверть области. 
Расчётная область имеет 4 непрерывных участка, являющихся отрезками прямых и 
дугами окружностей. Для каждого участка назначается определённое число отрезков. 
При этом необходимо вводить ограничения на их длину. Центр отрезка не должен нахо-
диться к противоположному участку границы ближе, чем половина длины ближайшего 
отрезка разбиения. Каждый участок в порядке нумерации разбит соответственно на 15; 
25; 15; 25 участков. 
В результате численного решения задачи получено распределение полей напряже-
ний и деформаций. Типичное распределение нормальных напряжений приведено на 
рис. 2. 
 
  
Рисунок 2 – Распределение нормальных напряжений: а) по оси Х, б) по оси Y 
 
2. Напряжённо-деформированное состояние пробивного пуансона. 
Данная деталь используется для пробивки отверстий. Материал пуансона – сталь 
Х12М. Многосвязная область, представляющая собой продольное сечение, нагружена 
распределённой на пробивном конце равномерной контурной нагрузкой 100∙106 Н/м. Об-
ласть имеет только внешний контур, а так же плоскость симметрии, проходящую через 
ось Y. Напряжения на закрепляемом конце можно представить как равномерную контур-
ную нагрузку, численно равную 41,6 Н/мм. Учитывая свойства симметрии, построим рас-
чётную схему для реализации этой задачи (рисунок 3). 
 
 
 
Рисунок 3 – Расчётная схема пуансона 
 
Расчётная кусочно-гладкая область имеет 9 непрерывных участков, являющихся от-
резками прямых и дугами окружностей. Каждый участок в порядке нумерации разбит со-
ответственно на 15; 16; 15; 32; 10; 55; 10; 32; 15 участков. 
а) б) 
               Электронные информационные технологии в научных и прикладных разработках   51 
 
В результате реализации задачи получено напряженное состояние в соответствую-
щих точках области (рис. 4). 
 
 
Рисунок 4 – Распределение нормальных напряжений в продольном сечении: 
а) по оси Х, б) по оси Y 
 
Ввиду отсутствия аналитических решений сравнение результатов проводилось при 
помощи вычислительного комплекса «ANSYS» [3]. Количественная оценка напряжений 
показала, что результаты решений задач обоими способами отличаются в допустимых 
пределах при проведении инженерных расчётов. 
В результате сравнения возможностей МГИУ и МКЭ при решении задач механики де-
формированного твердого тела следует заметить, что применение разработанной FOR-
TRAN-программы существенно упрощает подготовку исходной информации, расширяет 
класс решаемых задач, позволяет получить более точные результаты, следовательно, 
её можно эффективно использовать для оценки НДС конструктивных элементов при 
воздействии механических и температурных нагрузок. 
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В работе разработан алгоритм определения местоположения объекта с точностью до 
1-го метра с помощью технологии Wi-Fi. Освещаются текущие подходы определения 
местоположения их достоинства и недостатки. Так как данные об местоположений сего-
дня используются во многих приложениях, то данная тема является весьма актуальной. 
а) 
б) 
52   Электронные информационные технологии в научных и прикладных разработках  
 
В настоящее время одним из самых быстрорастущих рынков является рынок LBS-
Сервисов (Location Based Services; сервисы, основанные на местоположении). Данные 
сервисы используются в навигаторах; форскверах; приложениях, использующие геотеги 
(например Instagram), а также в других приложениях, работающих на основе данных 
LBS. Существует множество технологий, позволяющих определить местоположение 
объекта, и все они имеют свои характеристики, наиболее важными из которых являются: 
распространённость технологии, точность, энергопотребление, стоимость и работа 
внутри помещений. Как правило, технология выбирается исходя из того, какие характе-
ристики требуются для решения задач, которые ставятся перед системой. 
Наиболее распространенными являются системы спутниковой навигации (GNSS) ти-
па GPS и ГЛОНАСС. Они обеспечивают точность позиционирования до 3-х метров и ра-
ботают в любом месте прямой видимости спутников. Недостатками данной технологии 
являются высокое энергопотребление, невозможность работать внутри помещений и 
значительные временные затраты на поиск спутников (среднее время поиска составля-
ет 2 минуты). 
Альтернативой GNSS для устройств, у которых нет GPS или которые находятся вне 
зоны доступа спутников (например, в помещениях), служат методы нахождения место-
положения по ближайшим GSM-вышкам (существует 3 метода позиционирования: пози-
ционирование по базовой станции, вычисление расстояния по силе сигнала, вычисле-
ние расстояния по разнице во времени), сетям Wi-Fi (более точное определение место-
положения в отличие от GSM однако Wi-Fi не так сильно распространён) или по IP-
адресу (самый основной недостаток – это смена IP-адресов). Точность определения у 
каждого из этих способов гораздо хуже, чем у GPS. Но если их скомбинировать, они 
вместе дадут приемлемое качество. 
Наиболее широкими в использовании внутри помещений являются методы поиска 
местонахождения с помощью технологии Wi-Fi. Идея использования точек доступа Wi-Fi 
для определения местоположения объектов широко применяется для самых разных за-
дач. Первыми сервисами, применившими данную технологию, являются Google maps и 
Яндекс карты. Эти сервисы предоставляют информацию о местоположении объекта в 
любой точке города с помощью зарегистрированных Wi-Fi сетей, используя метод три-
ангуляции. Данный метод заключается в вычислении места нахождения абонента мо-
бильной связи, путём наложения координат расположения абонента на карту местности. 
Однако на практике максимальная точность, которую может обеспечить данная методи-
ка, не превышает 15 метров, при условии крайне высокой концентрации Wi-Fi сетей. 
Для более точного определения местоположения была разработана альтернативная 
технология позиционирования, которая основана на определении помещения, в котором 
находится объект, и последующем нахождении пользователя внутри данного помеще-
ния. Идея данного способа заключается в учёте погрешности, которая получается в ре-
зультате установления отношения между силой сигнала и расстоянием между приёмни-
ком и передатчиком. В результате, точность определяемого расстояния колеблется в 
пределах от 1,5 до 0,2 метра в зависимости от расстояния до точки доступа и препятст-
вий. Таким образом, возможное местоположение приёмника представляется в виде 
кольца для каждой точки доступа. Пересечение всех колец и даёт возможное местопо-
ложение. Для более точного определения местоположения необходимо найти в задан-
ной области ближайшую к приёмнику точку доступа; построить участок кольца, принад-
лежащего области позиционирования, с шириной, обратно пропорциональной расстоя-
нию до точки; разбить кольцо на множество точек, в зависимости от требуемой точности 
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позиционирования; проверить каждую точку полученного множества на принадлежность 
другим кольцам. 
Возможности применения указанной технологии, за счёт высокой точности позицио-
нирования и мобильности, довольно широки. Эта технология может обеспечить предос-
тавление LBS-услуг внутри помещений, а также определение местоположения подвиж-
ных объектов.  
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Индустрия программного обеспечения сравнительно молода, но играет одну из клю-
чевых ролей в построении информационного общества. Разработка программного обес-
печения развилась до самостоятельной индустрии, способной направлять развитие не 
только науки и техники, но и человеческой цивилизации в целом.  
По исследованиям Gartner Consulting в 2012 году, в банках и страховых компаниях 
более 90% рабочих мест обеспечены информационными технологиями (ИТ), 70% ком-
паний используют Интернет в своей работе. В то же время 15-20% рабочего времени 
проходит непродуктивно из-за проблем в сфере ИТ. Это значит, что практически любая 
организация нуждается в эффективном планировании, отслеживании и контроле ИТ-
сервисов. Эта проблема касается и сферы образования. 
В настоящий момент существует множество различных методологий разработки про-
граммного обеспечения, каждая из которых обладает своими преимуществами и недос-
татками. Правильный выбор методологии разработки программного обеспечения – ос-
новная задача менеджеров проектов. 
Все проекты различаются по масштабу, бюджету, направленности, сложности, вели-
чине и производительности команды, поэтому каждому менеджеру, управляющему про-
ектом, необходимо как можно тщательнее подходить к принятию решения об исполь-
зуемой методологии разработки программного обеспечения. 
На сегодняшний день чаще всего используются такие методологии разработки про-
граммного обеспечения, как: каскадная модель (Waterfall), RUP (Rational Unified Process), 
гибкая разработка (Agile). И если водопадной методологии и RUP уделяется достаточно 
большое количество часов для изучения в процессе образования, то гибкая методоло-
гия, несмотря на свою популярность и эффективность, почти не входит в учебную про-
грамму студентов технических вузов.  
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Семейство гибких методологий весьма разнообразно, но самым популярным видом 
разработки в Agile является Scrum, который имеет достаточно несложную структуру и 
несложен в изучении [1]. 
Правила реализации Скрама: один человек в проекте (Product owner), уполномочен-
ный принимать решения об очередности разработки частей функционала; Product Owner 
поддерживает список требований-пожеланий к продукту. Этот список сортируют по 
принципу «ценное сверху, менее ценное снизу». Такой список называется «Product 
Backlog»; при планировании короткой фазы проекта (спринта), команда выбирает из 
Product Backlog ту верхнюю часть, которую реально начать и закончить за выделенный 
период; далее команда обсуждает серию экспериментов и задач, которые помогут более 
эффективно работать в течение следующего спринта. Это называется ретроспектива; 
для более слаженной работы членам команды придётся синхронизировать свои усилия 
и помогать друг другу. Делается это раз в день в течение 15 минут в присутствии всей 
команды [2]. 
Таким образом, взяв в разработку на лабораторных занятиях несложный проект и ис-
пользуя предлагаемую методологию, можно добиться повышения не только теоретиче-
ских, но и практических навыков учащихся. 
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В настоящее время в медицине наблюдается активное внедрение информационных 
технологий (ИТ). Возрастающий интерес к информационным технологиям в медицине 
вызван все большей информатизацией общества. 
Оперативный доступ к необходимой информации, ее полнота и стуктурированность 
определяют выбор в пользу того или иного источника информации.  
Облачные вычисления – это модель предоставления удобного сетевого доступа в 
режиме «по требованию» к коллективно используемому набору настраиваемых вычис-
лительных ресурсов (например, сетей, серверов, хранилищ данных, приложений и/или 
сервисов), которые пользователь может оперативно задействовать под свои задачи. Эта 
модель направлена на повышение доступности вычислительных ресурсов [1]. 
Основные преимущества облачных технологий, такие как доступность и отказоустой-
чивость; экономичность и эффективность; простота; безопасность; гибкость и масштаби-
руемость, обусловливают выбор данного инструментария для создания медицинского 
ресурса, выполняющего роль справочного источника медицинской информации и с 
возможностью предоставления своих мощностей для выполнения вычислительных 
медицинских экспериментов [2, 3]. 
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В ходе нашей работы разработан вспомогательный ресурс, который был развернут 
на платформе Force.com, являющейся облачной платформой «as a service» и занима-
ющей более 50% рынка PaaS cистем. 
Основная цель ресурса – предоставление справочного материал о биохимическом и 
элементном составе, свойствах, физиологических функциях крови и методах ее иссле-
дования. 
Доступ к вспомогательному ресурсу осуществляется посредством сети Интернет.  
Основное меню справочного портала в целях удобства разбито на следующие 
разделы: гематология (структура крови, свойства и назначение её элементов), клинико-
лабораторные анализы (виды и методы исследования крови), видео (видеоматериалы 
различного рода) и ссылки (ссылки на научные сервисы, для получения новейшей 
информации о крови и способах ее исследования). 
 
 
 
Рисунок 1 – Основная страница справочного портала 
 
При переходе в раздел гематологии в новом окне открывается страница с сотавом 
крови (рис. 2). Компоненты представлены в виде дерева, что удобно для восприятия и 
дальнейшей навигации или выбора интересующего раздела. Каждый компонент пред-
ставляет собой стилизованную кнопку, при нажатии на которую можно перемещаться по 
дереву. 
 
 
 
Рисунок 2 – Структура крови 
 
При переходе пользователя в подраздел, например, «Эритроциты», навигационное 
дерево по структуре крови смещается в левую часть страницы и преобразуется для 
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более простого перехода по остальным разделам, а вся правая часть страницы отво-
дится под контент (рис. 3). Изначально весь контент для удобства восприятия скрыт под 
вспомогательными ссылками, которые представляют собой основные заголовки. При 
нажатии на ссылку область страницы динамически выведет основной текст, а при 
повторном нажатии – скроет. Схожим образам реализованы все остальные разделы из 
дерева. 
 
 
 
Рисунок 3 – Раздел «Эритроциты» 
 
В несколько ином ключе реализована навигация по клинико-лабораторным исследо-
ваниям крови. Навигационная панель расположена в правом верхнем углу, а основной 
контент отображается под этим меню. Для доступа к необходимому материалу исполь-
зуются кнопки и выпадающий список (рис. 4). При нажатии на кнопку или выборе инте-
ресующего нас раздела в выпадающем списке страница динамически изменяет свое 
содержание на соответствующее. Для удобства пользователя разделы и подразделы, 
относящиеся к тому или иному методу исследования, отображаются различными цве-
тами. Это дает наглядное представление иерархии методов исследования крови. Так же 
для удобства чтения фон страницы осветляется, чтобы улучшить контрастность текста и 
тем самым его читабельность. 
 
 
 
Рисунок 4 – Навигация по клинико-лабораторным исследованиям 
 
Данный вспомогательный ресурс может быть задействован и как справочный мате-
риал, и как дополнительные вычислительные мощности, что, несомненно, является как 
его особенностью, так и преимуществом. Справочный портал можно использовать как 
обучающий материал, в то время как основные вычислительные мощности данного 
ресурса будут направлены на проведение вычислительных экспериментов по моделиро-
ванию процессов. 
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Информация, размещенная на нашем сервисе, будет полезна как практикующим вра-
чам, так и студентам медицинских университетов, т.к. содержит в себе хорошо прора-
ботанный, структурированный материал и имеет интуитивно понятную навигацию по 
основным разделам, что облегчает поиск нужной информации. 
Так же облачные ресурсы нашего проекта могут быть использованы: для предостав-
ления дополнительных вычислительных мощностей для проведения вычислительных 
экспериментов; как хранилище данных (хранение документов, данных по экспериментам 
и т.д.); для интеграции с другими сервисам в сети Интернет, для получения доступа к их 
потенциальным возможностям. 
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Теория графов применяется в различных науках. Одной из важных задач данной тео-
рии, эффективное решение которой имеет большое значение, является генерация пло-
ских кубических графов. Её результаты могут использоваться для решения различных 
практических задач науки, техники и управления. 
Существует несколько методов генерации плоских кубических графов. В работе был 
предложен метод генерации с помощью установки перемычек, который был описан на 
ЯВУ С++. Алгоритм данного метода заключается в том, что поочередно в каждый контур 
исходного графа всеми возможными способами добавляется новое ребро. Таким обра-
зом, новый граф имеет n+2 вершины, где n – количество вершин исходного графа; p+3 
ребер, где p – количество ребер исходного графа; g+1 граней, где g – количество граней 
исходного графа соответственно. Для реализации использовали матрицу инцидентности 
ребер и граней, которая показывает, какие ребра входят в состав граней, и позволяет 
определить, в какую грань будет установлена перемычка, т. е. в какие ребра будут до-
бавляться новые вершины.  
Изначально задавался плоский кубический граф, имеющий четыре вершины. Для не-
го строилась матрица инцидентности ребер и граней, которая показывала, какие ребра 
входят в составы граней (если ребро pi входило в грань gj, в ячейке ij ставилась 1). Да-
лее по ней заполнялась матрица контуров граней, где хранилась информация о верши-
нах, образующих каждую из граней. Она необходима для того, чтобы определить состав 
граней после добавления перемычки и составить новую таблицу инцидентности ребер и 
граней для описания полученного графа.  
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Данный метод хорош тем, что в нем нет необходимости проверять граф на планар-
ность, что также упрощает весь алгоритм решения поставленной задачи. 
После генерации всех возможных графов на одном шаге, т. е. полученных из графов 
с одинаковым количеством вершин, все пары графов проверяются на изоморфизм. Дан-
ная операция необходима для того, чтобы упростить и ускорить дальнейшую генерацию, 
т. к. удаление одного из изоморфных графов в паре позволяет уменьшить количество 
используемых графов. Проверка графов на изоморфизм осуществлялась в два этапа. 
На первом этапе проверялось необходимое, но не достаточное условие изоморфизма. 
Оно заключается в том, что сравниваемые графы должны иметь одинаковый состав 
граней, что определяется по описанной выше матрице инцидентности ребер и граней. 
Если данное условие не выполняется, графы не являются изоморфными. Если же вы-
полняется, проверяется второе условие. Чтобы однозначно определить изоморфизм 
графов, необходимо выяснить, какие фигуры, составляющие граф, являются смежными. 
Для этого также можно воспользоваться матрицей инцидентности ребер и граней, где в 
строках единицы определяют смежность граней, т. е. если грани содержат одно и то же 
ребро, они являются смежными. Таким образом, если списки количества одинаковых 
фигур граней совпадают и каждая из фигур одного графа является смежной такому же 
набору фигур, как и в другом сравниваемом графе, графы являются изоморфными, сле-
довательно, в дальнейшей генерации будет участвовать лишь один граф из рассматри-
ваемой пары. 
Заключительным этапом являлась проверка существования гамильтонова контура, 
что в частности определяло цель нашей работы. Для нахождения гамильтоновых циклов 
использовали перебор с возвратом, который имеет следующий алгоритм: 
- поиск начинаем с первой вершины графа; 
- пусть уже найдены первые k-1 вершин возможного цикла. Рассматриваем ребра, 
выходящие из последней найденной вершины, и находим ребро, соединенное с ранее 
не рассмотренной вершиной; 
- включаем найденную вершину в цикл и помечаем ее как рассмотренную, помещая 
ее в множество рассмотренных вершин. Если такой вершины нет, то возвращаемся к 
предыдущей вершине и повторяем вычисления. 
Главной целью нашей работы являлось нахождение минимального плоского кубиче-
ского графа, не имеющего гамильтонов контур. Как известно, существуют такие графы с 
38 вершинами (впервые был построен независимо Ледербергом Босаком и Барнеттом). 
Однако достичь поставленной цели не удалось. При генерации графов возникло не-
сколько проблем, не позволяющих добиться необходимых результатов. Одна из них – 
большой рост графов на каждом шаге, что требует значительных вычислительных ре-
сурсов. Время генерации увеличивается в разы, что не позволяет решить поставленную 
задачу. Данная проблема в большей степени связана с тем, что с ростом количества 
графов увеличивается время работы алгоритма проверки изоморфизма. Безусловно, 
время работы остальных алгоритмов также резко возрастает. Эти проблемы являются 
преградой для достижения цели.  
Таким образом, необходимо более детально рассмотреть данную задачу. Нахожде-
ние альтернативных алгоритмов может помочь достичь желаемых результатов. 
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Одной из важных проблем современной медицины является лечение расстройств 
мозгового кровообращения. Данная патология является одной из основных причин 
смертности населения развитых стран. Смертность от инсульта составляет до 20% от 
общей летальности, уступая лишь смертности от заболеваний сердца и опухолей всех 
локализаций.  
Исходя из вышеизложенного, представляется чрезвычайно актуальным создание 
компьютерной модели кровотока в русле артерии с последующим прогнозированием его 
изменений в естественном состоянии и в ходе хирургического лечения.  
Проведен анализ численных методов, применяемых для расчета потока жидкости или 
суспензии деформируемых частиц, которые можно разделить на группы: граничных ин-
тегральных уравнений [1], метод решеточных уравнений Больцмана [2], метод конечных 
элементов на подвижных сетках [3]. 
Рассмотрена модель метода конечных элементов для задачи воздействия на меха-
ническую вставку. Выделена, в качестве базовой, плоская задача теории упругости. 
Описана структура формирования матрицы жесткости треугольного конечного элемента. 
Показаны основные элементы объединения конечных элементов (КЭ) в расчетной мо-
дели реального объекта. 
Рассматривается пластина, выполненная из изотропного материала (рис. 1), свобод-
ная от начальных напряжений и нагруженная только внешними силами на контуре, в 
срединной плоскости. Влияние объемных сил учитывается отдельно. 
 
 
Рисунок 1 – Упругие постоянные для изотропного материала 
 
В пластинке выделяется малый, но конечных размеров элемент (рис. 2а).  
 
 
а – нумерация узлов, б – усилия и перемещения узлов 
Рисунок 2 – Треугольный конечный элемент 
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Произвольная внешняя нагрузка на поверхности тела известными способами приво-
дится к сосредоточенным силам, действующих в узлах КЭ.  
Задаемся зависимостью между перемещениями внутренних и узловых точек. В про-
стейшем случае эта зависимость линейна и может быть представлена в матричной 
форме 
Tf Ф V=


,        (1) 
где матрица Ф  размерами 6х2 имеет следующий вид: 
( )
( )
( )
2 1
2 2
2 3
,
,
,
E Ф x y
Ф E Ф x y
E Ф x y
 
 
=  
 
 
,      (2) 
где E  – единичная матрица, порядок которой равен числу степеней свободы узлов, то 
есть двум. 
Вычисляя частные производные от перемещений U,V по координатам X, Y, и получим 
матричную форму для деформаций КЭ 
B Vε = ⋅

 ,       (3) 
где матрица B  размерами 3х6 состоит из трех матриц 1 2 3, ,B B B : 
1 2 3, ,B B B B= ,      (4) 
каждая из которых имеет вид 
31
1 1 3 3
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    0    0
1 10     C ,..., 0     C
2 2
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BB
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  
  = =   ∆ ∆   
   
.    (5) 
Вывод уравнений равновесия производится на основе принципа возможных переме-
щений, который служит необходимым и достаточным условием минимума полной по-
тенциальной энергии системы. При этом из всех возможных, то есть не противоречащих 
условиям закрепления тела, перемещений действительными оказываются перемеще-
ния, для которых сумма возможных работ всех внутренних и внешних сил равна нулю: 
0W Э Аδ δ δ= − =  или .Э Аδ δ=     (6) 
На базе описанной модели реализована двумерная версия расчета задачи плоской 
теории упругости в математической системе Mathcad. Проведен расчет по МКЭ на при-
мере вставки в кровеносный сосуд на механические воздействия. 
Реализованные операции МКЭ могут быть использованы для разработки инструмен-
тария для построения базовых моделей расчета потока жидкости, позволяющих анали-
зировать в последующем и воздействие суспензии. 
Так, интересным является анализ нелинейной вариационной задачи, при которой точ-
ки на поверхности перераспределяются так, чтобы минимизировать высокочастотную 
компоненту в разложении по сферическим функциям, при этом на каждом шаге произ-
водится репараметризация. В качестве метода решения здесь может послужить метод 
начальных параметров.  
Важным является моделирование неньютоновской жидкости, причем не только на 
малых скоростях, но и с исследованием устойчивости поведения на границах подвиж-
ных тел. Необходимо также моделирование многофазных потоков и сложных течений 
жидкости, включая потоки суспензии частиц и деформируемых капсул. 
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Еще одним направлением является моделирование поведения вставки как оболочки, 
например на базе метода конечных разностей. Имеется также немало систем конечно-
элементного анализа (Ansys, Cosmos), имеющих в своем составе конечные элементы 
различной природы, пригодные для реализации вышеуказанных моделей.  
Важным приложением разработанных средств является использование для задач 
обучения. В целом, предложенные средства позволяют сократить время при подготовке 
тестирующего контента для системы обучения и контроля знаний.  
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ПРОГРАММНОЕ СРЕДСТВО ДЛЯ РАЗДЕЛИТЕЛЬНОЙ ДЕКОМПОЗИЦИИ  
ЧАСТИЧНО ЗАДАННЫХ БУЛЕВЫХ ФУНКЦИЙ 
 
Леончук К.И., Тузик И.В. 
Брестский государственный технический университет, г. Брест 
 
Частичные функции возникают при кодировании входных, выходных символов и со-
стояний частичных автоматов и используются для построения логических схем таких ав-
томатов. 
Разделительная декомпозиция позволяет при некоторой перестановке переменных 
исходной функции выделить из нее функцию, зависящую от меньшего числа переменных.  
Эту выделенную в результате декомпозиции функцию можно реализовать в виде от-
дельного функционального блока, что упрощает саму логическую схему. Для того чтобы 
такая декомпозиция оказалась возможной, требуется найти такой способ доопределения 
таблицы значений исходной функции, чтобы свести ее строки (или столбцы) к строкам 
(или столбцам) не более чем двух одинаковых типов [1]. Тогда функция f(x,y,z,w) может 
быть приведена, например, к виду g(u,v,h(p,t)), где u, v, p, t – некоторая перестановка пе-
ременных x, y, z, w. При этом используется представление: 
f(x,y,z,w) = ¬h(p,t)&g(u,v,0) ∨ h(p,t)&g(u,v,1) 
Основной целью предлагаемого программного средства, реализованного на языке C# 
и рассматриваемого в данной работе, является автоматизация перебора всех возмож-
ных вариантов доопределения заданной частичной функции с учетом возможного изме-
нения порядка ее переменных. 
В начале работы программы требуется задать частичную функцию и указать маску, в 
соответствии с которой будет осуществляться перебор порядка переменных для дооп-
ределения. 
Частично заданная булева функция вводится с помощью символов 0, 1 и – (дефис).  
Маска задается при помощи переменных x, y, z, w…, – (дефиса) и \ (обратного слеша). 
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По умолчанию вводится маска ----, означающая перебор полного набора всех реше-
ний. Примеры задания других масок: 
 xyzw – программа найдет все возможные доопределения строк либо столбцов с 
указанным порядком переменных;  
 xy\zw – будут найдены доопределения с четко определенным порядком и разделе-
нием в конкретном месте; 
 x- -y – выполнится перебор с закрепленным местом для х и у. 
Итоговое решение, возвращаемое программой, содержит: 
1) результат доопределения и формульное представление доопределенной в каждом 
случае исходной функции, записанное с использованием стандартных связок, 
2) результат декомпозиции в виде формулы, заданной в системе {¬,&,∨}, и слож-
ность этой формулы,  
3) соответствующую схему из функциональных элементов, где выделенная в резуль-
тате декомпозиции функция реализована в виде отдельного блока. 
Программа также выводит сводную таблицу для различного порядка переменных в 
соответствии с заданной маской. 
 
 
Рисунок 1 
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Для введенной функции f(x,y,z,w) и заданной маски программа выполняет следующие 
действия (см. рисунок 1): 
• строит таблицу значений этой функции, доопределяя прочерки нулями или 
единицами так, чтобы в таблице получались строки или столбцы двух типов; 
 выполняет разделительную декомпозицию функции f(x,y,z,w); 
 находит представление рассматриваемой функции над системой {¬, &, ∨} и вычис-
ляет сложность полученной формулы; 
 по полученной формуле строит логическую схему.  
Рассмотренное программное средство помогает без трудоемкого ручного перебора 
подобрать оптимальное многоуровневое представление булевой функции, получаемое в 
результате проведения функциональной декомпозиции. 
Такая оптимизация оказывает непосредственное влияние на сложность, быстродей-
ствие и другие характеристики получаемых логических схем. 
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Научный руководитель: Кулешова А.М., старший преподаватель 
 
Сегодня сложно представить какое-либо предприятие, которое не использовало бы в 
своей работе прогрессивные направления автоматизации. Современная вычислитель-
ная техника, программное обеспечение позволяют использовать довольно широкие воз-
можности сбора, хранения и обработки информации. При этом немаловажное значение 
имеет созданный интерфейс. 
Понятие интерфейс можно интерпретировать как совокупность возможностей, спо-
собов и методов взаимодействия двух систем, устройств или программ для обмена ин-
формацией, которая определяется их специфическими характеристиками, характери-
стиками соединения, сигналов обмена и т.д. 
При возникновении необходимости создания автоматизированной формы по обра-
ботке командировочной документации для транспортной компании, в первую очередь 
стояла задача создания удобного и наглядного интерфейса, который должен быть 
простым и максимально универсальным при обработке всех необходимых документов 
по соответствующей тематике.  
Обработка командировочной информации является довольно трудоемкой и требу-
ющей большого внимания. На каждый рейс для водителя оформляется командировоч-
ное удостоверение и по возвращении предъявляется авансовый отчет о расходах в ко-
мандировке, карта заправки автомашины. Для подведения итогов по предприятию, для 
анализа расходов необходимо видеть общую картину, которая должна отображать всю 
информацию по рейсам, автомобилям, водителям и по компании в целом. На всю эту 
работу на начальном этапе требуется немало времени – необходимо осуществить ввод 
справочной информации, которая может быть подготовлена один раз предварительно; 
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ввод информации, относящейся непосредственно к конкретному рейсу. По окончании 
рейса водители представляют отчетные данные, которые также необходимо обработать 
и сохранить эту информацию для отчетов и анализа. Конечно, это именно та работа, ко-
торую можно и необходимо автоматизировать. 
Чтобы сократить время на обработку документации, исключить возникновение неточ-
ностей, обеспечить наглядность результатов, и возникла идея автоматизировать про-
цесс по составлению и оформлению документов по командировкам. При этом важным 
требованием являлось создание удобного, наглядного и простого в работе интерфейса, 
который обеспечивал бы реализацию всех поставленных целей. Задача реализована на 
базе Microsoft Excel+VBA [1].  
В рабочей книге Excel созданы информативные листы: «Водители», «Автомобили», 
«Маршруты». На первых двух листах находится справочная информация, которую мож-
но заполнять как в Excel, так и через соответствующие формы приложения. Лист «Рей-
сы» представляет собой результирующую информацию табличной формы, где пред-
ставлены все данные по водителям, рейсам, автомобилям.  
Для организации быстрой и удобной работы предусмотрен вызов рабочей формы, ко-
торая представляет собой удобный наглядный интерфейс и позволяет вводить исход-
ные данные, необходимые для быстрого формирования сопутствующей документации. 
При вызове формы на главной вкладке пользователем заполняется информация по 
рейсу (см. рис.1): номер рейса, фамилия водителя, № путевого листа, номер автомоби-
ля (выбирается из справочника), маршрут (выбирается из справочника), сопутствующая 
информация по рейсу.  
 
 
 
Рисунок 1 – Форма добавления информации о рейсе в БД 
 
Помимо вышеуказанной информации, в рабочей книге имеются еще листы, на кото-
рых находятся разработанные бланки документов: командировочного удостоверения, 
авансового отчета и карты заправки. При выбытии по заданному маршруту каждый во-
дитель обязан иметь при себе вышеуказанные документы, которые по возвращении 
представляются в бухгалтерию как отчетная информация по рейсу. По поступившим 
данным бухгалтер ведет учет по командировочным расходам, по количеству дней нахо-
ждения в рейсе, по расходу и учету топлива и AdBlue. 
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Предусмотрена возможность добавления второго водителя на данный рейс, а также 
дополнительного маршрута. В дополнительно вызываемом окне вводится информация 
по автомобилю – показания спидометра, количество начального топлива, количество 
начального AdBlue. Эти данные необходимы для отчетной информации по возвращении 
из рейса, а также для ведения общей отчетности по предприятию за отчетные периоды. 
Если в процессе работы возникла необходимость пополнения справочников, то это 
легко можно сделать как посредством возможностей VBA, т.е. через форму, так и в 
Excel. Программа позволяет осуществлять поиск по общей базе по номеру рейса, либо 
по номеру путевого листа. 
После того как входная информация заполнена и проверена, в нижней части окна 
представлена возможность выбора необходимых для печати документов, а также записи 
информации о рейсе в базу данных. На рис. 2 представлена форма, отображающая 
возможность добавления информации о водителе в базу данных. 
 
 
 
Рисунок 2 – Добавление информации о водителе в БД 
 
Помимо ввода информации, получения итоговых форм документов, поиска по номеру 
рейса либо по номеру путевого листа, в задаче предусмотрена возможность создания 
документов-дубликатов.  
Таким образом, достаточно трудоемкий процесс по заполнению и обработке команди-
ровочной документации для транспортной компании успешно автоматизирован. Цель по 
созданию удобного и простого в работе интерфейса достигнута. 
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Целью настоящей работы является изучение методики учета спецодежды и оптими-
зация его организации. Объектом исследования послужила законодательная база РБ.  
В ст. 230 Трудового кодекса РБ [1] закреплено, что на работах с вредными и (или) 
опасными условиями труда, а также на работах, связанных с загрязнением или осуще-
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ствляемых в неблагоприятных температурных условиях, наниматель обязан обеспечить 
выдачу бесплатно работникам средств индивидуальной защиты (далее – СИЗ) по нор-
мам и в порядке, определяемым Правительством РБ или уполномоченным им органом. 
Спецодежда используется в промышленности, строительстве, транспорте, торговле, 
здравоохранении и др. Если рассматривать распределение численности занятого насе-
ления по видам экономической деятельности в процентах, то мы наблюдаем такую кар-
тину: промышленный сектор – 33%, строительный – 10%, сектор транспорта – 8%, тор-
говли – 9%, здравоохранение – 9%, гостинично-ресторанный бизнес – 8% и другие от-
расли – 23%. Таким образом, вопрос учета спецодежды был и всегда будет актуален 
при ведении учета для большого количества предприятий разных видов деятельности и 
форм собственности. 
Спецодежда – это специально разработанная одежда, призванная защищать работ-
ника от вредных воздействий внешней среды и обеспечивать необходимые для работы 
характеристики, такие как, например, для врачей – удобство, гигиеничность, антистатич-
ность, кровоотталкивающие качества, легкость в дезинфекции.  
На всех работников и нанимателей независимо от их организационно-правовых форм 
и видов экономической деятельности распространяется Инструкция о порядке обеспе-
чения работников средствами индивидуальной защиты [2]. В инструкции перечислены 
классы, на которые подразделяются СИЗ в зависимости от их назначения. 
Специальная одежда в зависимости от функционального назначения подразделяется 
на: средства индивидуальной защиты (например, костюм сварщика); форменную (на-
пример, форма проводницы железнодорожного состава); имиджевую или фирменную 
(например, форма работников кафе «Макдональдс»). В свою очередь, защитная спец-
одежда классифицируется как средства индивидуальной защиты для различных частей 
тела: защиты головы (каска, козырёк, кепка); защиты лица (очки, респиратор, противо-
газ, маска); защиты рук (нарукавники, перчатки); защиты ног (сапоги, галоши, ботинки); 
защитная одежда для тела (халаты, брюки, куртки, комбинезоны).  
При заключении трудового договора по Инструкции [2] наниматель обязан ознакомить 
работников с порядком обеспечения и нормами выдачи СИЗ, кроме того, наниматель 
может предусматривать в коллективном или трудовых договорах выдачу работникам 
СИЗ сверх установленных норм за счет собственных средств предприятия. 
Согласно действующей Инструкции [2], работники обеспечиваются СИЗ по типовым 
нормам в соответствии с наименованиями профессий и должностей, включенных в Об-
щегосударственный классификатор Республики Беларусь «Профессии рабочих и долж-
ности служащих» [3]. Классификатор типовых норм (рис. 1) содержит порядковый номер, 
код и название профессии и перечень средств индивидуальной защиты со специальной 
маркировкой и сроком носки в месяцах (если вместо срока – дежурные, то это означает, 
что одежда выдается посменно). В маркировке спецодежды заключается признак ее за-
щитных свойств, например, ЗМи – защита от производственных загрязнений и от исти-
рания, Тн – защита от пониженных температур. 
Для целей бухгалтерского учета специальная одежда входит в состав оборотных 
средств. Оборотными называются средства производства, которые целиком потребля-
ются в каждом цикле производства, полностью переносят свою стоимость на произво-
димую продукцию и целиком возмещаются после каждого производственного цикла. К 
отдельным предметам в составе оборотных средств относятся: предметы, служащие 
менее 1 года, независимо от их стоимости; предметы, независимо от срока их службы, 
стоимость единицы которых не превышает 1 базовой величины; предметы, независимо 
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от их стоимости и срока службы (такие как: специальная одежда и специальная обувь; 
форменная одежда, одежда и обувь, предназначенная работникам в соответствии с за-
конодательством). 
 
 
 
Рисунок 1 – Классификатор норм бесплатной выдачи СИЗ 
 
Для работника при приёме на работу заполняется личная карточка, в которой он ука-
зывает свои размеры: головы, руки, ноги и одежды. После поступления спецодежда вы-
даётся сотруднику, после чего он пользуется выданной спецодеждой в течение срока 
носки, а по его истечению сдаёт её на списание и получают взамен новую. Схема оборо-
та спецодежды в производстве представлена на рисунке 2.  
Движение спецодежды оформляется бухгалтером рядом сопроводительных докумен-
тов – приходная накладная при поступлении спецодежды на предприятие, ведомость на 
выдачу спецодежды работнику с учётом данных личной карточки. В личную карточку за-
носятся данные о приёме спецодежды работником. После истечения срока носки рабо-
чий сдает спецодежду, и бухгалтер оформляет акт о списании. 
 
 
 
Рисунок 2 – Схема движения спецодежды на предприятии 
 
Сложностью бухгалтерского учета спецодежды является необходимость в раздель-
ном ведении учета спецодежды, выдаваемой по нормам, и спецодежды, выдаваемой 
сверх установленных норм, и форменной одежды. Различия в учете нормируемой и не-
нормируемой спецодежды обусловлены различиями в отнесении затрат на их приобре-
тение и использование. Для упорядочения информации и облегчения ведения бухгал-
терского учета спецодежды актуально применение автоматизированных программных 
средств. 
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Рисунок 3 – Реляционная модель базы данных для учета спецодежды 
 
В результате проведенного изучения и анализа нормативно-законодательной базы 
стало возможным разработать реляционную модель (рис. 3), которая может послужить 
основой для последующей автоматизации бухгалтерского учета спецодежды. 
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2Белорусский теплоэнергетический институт, г. Минск 
 
Годовой расход топлива в энергосистеме на выработку электрической энергии Gi 
Может быть определен из выражения: 
( )( )123331 ϕ−+ϕα= wwwG ,   (1) 
где α – коэффициент потерь, учитывающий расход топлива на собственные нужды, 
включающий потери при передаче мощности и энергии от электростанции до потреби-
теля; w1 w2, w3, w – количество электроэнергии, выработанной в ночное, полупиковое, 
пиковое время, а также в целом за год; ϕ1, ϕ2, ϕ3 – относительные приросты расхода то-
плива в те же часы, соответственно; ϕ12 – осредненный относительный прирост расхода 
топлива в ночное и полупиковое время, 
21
2211
12 ww
ww
+
ϕ+ϕ
=ϕ ;  
где (w – w3) – количество энергии, выработанное в ночное и полупиковое время. 
При снижении договорной мощности предприятий в часы максимума нагрузки Рm на 
величину ∆Рm расход топлива в энергосистеме уменьшится за счет выработки 
электроэнергии в ночное и полупиковое время, когда генераторы работают с более 
низкими относительными приростами расхода топлива, и составит: 
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( )( )123131312 ϕ−+ϕ= wwwaG ,    (2) 
где w31 = w3 – ∆w3 – количество электроэнергии, выработанной в часы максимума на-
грузки после снижения договорной мощности на ∆Pm; ∆w3 = ∆Рm – tm – количество элек-
троэнергии, на величину которой снижена выработка в часы максимума нагрузки tm. 
Подставляя эти выражения в (2), можно получить 
( )( )123333332 ϕ∆+−+ϕ∆−ϕα= wwwwwG .  (3) 
Экономия топлива за счет снижения Рт составит 
( ) ( )1231233211 ϕ−ϕ⋅α=ϕ−ϕ∆⋅α=−=∆ mmtPwGGG   (4) 
Поскольку ϕ3 > ϕ12, то ∆G1 > 0 и G2 > G2, откуда видно, что действительно будет 
снижен расход топлива. 
При применении для расчетов с потребителями дифференцированного тарифа, когда 
ставки оплаты зависят от времени суток, предприятия будут заинтересованы в переводе 
снижений части максимальной мощности ∆Pm в ночное время, поскольку при этом резко 
уменьшается плата за электроэнергию. 
Расход топлива при переводе части нагрузки в ночное время составит: 
( )111223313 ϕ+ϕ+ϕα= wwwG ,    (5) 
где w11 = w1 + ∆w3 – выработка энергии в ночное время. Подставляя это выражение в (5), 
можно получить: 
( ) ( )( )131223333 ϕ∆++ϕ+ϕ∆−α= wwwwwG . (6) 
Экономия топлива за счет перевода части нагрузки в ночное время составит: 
( ) ( )1313331 ϕ−ϕ⋅α=ϕ−ϕ∆⋅α=−=∆ mmtPwGGG .  (7) 
Поскольку ϕ3 > ϕ1, то ∆G2 > 0 и G1 > G3. Если сравнить снижения расходов топлива 
при двухставочном ∆G1 и дифференцированном ∆G2 тарифах, можно получить разность 
расходов топлива ∆G в двух случаях: 
( ) ( )1121123122 ϕ−ϕ⋅α=ϕ−ϕ∆⋅α=∆−∆=∆ mmtPwGGG . (8) 
Поскольку ϕ12 > ϕ1, то ∆G > 0 и ∆G2 > ∆G1. Это значит, что при дифференцированном 
тарифе снижение договорной электрической мощности приводит к большей экономии 
топлива в энергосистеме, чем при обычном двухставочном тарифе. 
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АВТОМАТИЗИРОВАННАЯ СЧЁТ-ФАКТУРА ДЛЯ ОТПУСКА КАНЦЕЛЯРСКИХ ТОВАРОВ  
 
Петручик Е.Е., Рамская Л.К. 
Брестский государственный технический университет, г. Брест 
 
Счёт-фактура – документ, удостоверяющий фактическую отгрузку товаров, услуг, их 
стоимость. Организации постоянно сталкиваются с необходимостью его заполнения в 
случае отгрузки покупателю или заказчику своей продукции. Очевидно, что у торговой 
организации может быть несколько сотен покупателей, и на каждого из них, необходимо 
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выписать счёт-фактуру с указанием всех необходимых реквизитов заказчика, даты от-
грузки, наименований и цен поставляемой продукции. А также указать информацию о 
действующих предложениях, акциях, скидках и т.д. Конечно, это весьма трудоемкий про-
цесс. Поэтому целью разработки стала автоматизация бланка счёта-фактуры, позво-
лившая значительно сократить время, затрачиваемое на его формирование, и свести к 
минимуму возможность совершения ошибок при заполнении документа. 
Задача авторов заключалась в разработке приложения с удобным и простым интер-
фейсом, позволяющего бухгалтеру автоматизировать процесс ежедневного формирова-
ния большого количества однотипных документов, а именно счетов-фактур для пред-
приятия ООО «Паперки», занимающегося реализацией канцелярских товаров в городе 
Бресте. Вот почему разработка носит прикладной характер, доступными средствами 
среды Excel+VBA позволяет автоматизировать рутинный процесс расчета и формиро-
вания бланка счёт-фактуры конкретного торгового предприятия.  
Разработка представляет собой шаблон для оформления новых счетов-фактур (рис. 1). В 
него внесены неизменные реквизиты компании, текущая дата и время составления докумен-
та, количество дней выполнения заказа, учтён тот факт, что учетной политикой фирмы заказ 
должен быть выполнен в течение двух календарных дней. Для заполнения полей с реквизи-
тами плательщика («адрес», «обслуживающий банк», расчётный счёт, УНП, «Договор-заказ» 
и др.) разработаны комбинации логических функций, функций поиска и функций обработки 
ошибок, которые опираются на созданные ранее справочные таблицы. А именно, здесь ис-
пользованы функции =Если() и =Еошибка(), контролирующие результат поиска функциями 
=Впр() и =Поискпоз(). Аналогично находятся все остальные реквизиты. Грузополучатель и 
пункт назначения в данном случае совпадают с плательщиком и его адресом, поэтому запол-
нение этих ячеек также происходит автоматически. 
В табличной части счёт-фактуры наименование и единицы измерения продукции выбира-
ются из созданного списка. Поле «Цена» определится путем использования функций обра-
ботки ошибок и функций поиска, как только из списка будет выбран товар. Поле «Сумма за-
каза» рассчитывается при указании количества заказанного товара, а ставка НДС, по новому 
законодательству составляющая 20%, появится в одноимённом поле, как только будет 
выбран из раскрывающегося списка конкретный вид товара. Далее следует расчёт поля 
«Сумма НДС» и «Сумма с НДС». Все формулы уже занесены в ячейки шаблона и вы-
числяются автоматически для каждого последующего наименования товара. 
По решению руководителя, весь октябрь в фирменном магазине ООО «Паперки» 
действуют скидки, поэтому итоговая сумма к оплате автоматически скорректирована на 
вычисляемую, по определённому правилу, величину скидки. Если покупатель приобрел 
товар на сумму менее одного миллиона рублей, то вместо размера скидки появляется 
текстовая информация о том, что весь октябрь её можно получить в фирменном магази-
не «Паперки» (рис. 2). В шаблоне предусмотрен вывод итоговой суммы заказа «пропи-
сью» с помощью специальной пользовательской функции =propis(), разработанной в ре-
дакторе VBA. 
Для многократного использования созданный бланк счёт-фактуры был сохранен, как 
шаблон с установкой защиты листа от случайных изменений. Разрешено изменение 
лишь тех ячеек, которые имеют непосредственное отношение к конкретному заказу, а 
именно – «Плательщик», «Наименование товара», «Единицы измерения» и «Количест-
во». Заполнение остальных полей выполняется автоматически, благодаря составлен- 
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ным специальным образом формулам и пользовательским функциям, которые являются 
предметом длительной и кропотливой работы авторов. 
 
 
 
Рисунок 1 – Счёт-фактура 
 
 
 
Рисунок 2 – Табличная часть счёт-фактуры 
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В результате, мы получаем готовый к использованию шаблон счёт-фактуры. Для его 
создания затрачено немало усилий, но теперь заполнение документа для каждого поку-
пателя займет не более двух минут. Отправляем счёт-фактуру на печать, и она уже в 
руках покупателя, который доволен скоростью и качеством обслуживания фирмы «Па-
перки».  
Разработка внедрена и успешно используется на торговом предприятии ООО «Па-
перки» г. Бреста, о чём свидетельствует «Акт внедрения в производственный процесс». 
Экономический эффект данной работы состоит в том, что разработанный шаблон счёт-
фактуры позволил ускорить процесс формирования документа, сэкономить личное вре-
мя покупателей и свести к минимуму возможность совершения ошибки при вводе рекви-
зитов клиента. 
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Научный руководитель: Аверина И.Н., доцент 
 
Автоматизация бухгалтерского учета – это комплекс программных средств, который 
позволяет вести непрерывное фиксирование и анализ данных для получения количест-
венной экономической информации о деятельности предпринимательских и иных орга-
низаций. Внедрение информационных систем и технологий в работу бухгалтерии позво-
ляет экономить время и силы за счет автоматизации выполнения однообразных опера-
ций, избегать арифметических ошибок в учете и отчетности, уделять больше внимания 
аналитичности учета, а также своевременно оценивать текущее финансовое положение 
предприятия и его перспективы. Таким образом, автоматизация бухгалтерского учета в 
современных условиях является основой эффективного управления предприятия. 
Объектом проведенного исследования послужил рынок специализированного про-
граммного обеспечения для ведения бухгалтерского учета в Республике Туркменистан. 
С 2010 года принят Закон Республики Туркменистан «О бухгалтерском учёте и фи-
нансовой отчётности», который определяет основу системы бухгалтерского учёта и фи-
нансовой отчётности в Республике Туркменистан, устанавливает общие правила веде-
ния бухгалтерского учёта, составления финансовой отчётности в соответствии с между-
народными стандартами [1]. Основные положения Закона схожи с нормами Закона Рес-
публики Беларусь от 18.10.1994 г. № 3321-XII «О бухгалтерском учете и отчетности». 
Начало комплексной автоматизации бухгалтерского учета в Республике Туркменистан 
в полном соответствии с налоговым законодательством положили разработки компании 
Ochag Software Turkmenistan, созданной в 1991 году [4]. Система «Автобухгалтер», соз-
данная данной компанией, автоматизирует учет для разнообразных видов деятельно-
сти: производство, строительство, торговля (оптовая и розничная), сфера услуг, сфера 
общественного питания. В системе «Автобухгалтер» автоматизированы основные уча-
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стки бухгалтерского учета: расчет зарплаты; учет основных средств и нематериальных 
активов; учет материалов и инвентаря; учет операций по расчетному счету и кассе; учет 
валютных операций; формирование единого баланса и всех приложений к нему для на-
логовых служб на русском и туркменском языках. 
Также разработкой программного обеспечения для автоматизации бухгалтерского 
учета в Республике Туркменистан с 1993 года занимается компания «Phoenix Software» 
[6]. Программные продукты этой компании, такие как кадры, зарплата, основные средст-
ва, учет материалов, бухгалтерия, полностью соответствуют действующему законода-
тельству республики и давно пользуются успехом у пользователей-бухгалтеров Туркме-
нистана. Данное программное обеспечение имеет туркменский интерфейс с возможно-
стью параллельной работы на русском и английском языках (драйвер туркменского язы-
ка устанавливается бесплатно). Все программные продукты защищены Законодательст-
вом РТ и имеют сертификаты патентного Управления Министерства экономики и финан-
сов Туркменистана. Компания имеет широкую дилерскую сеть в Туркменистане для рас-
пространения ПО. Большое внимание компании уделяется тщательности разработки, 
тестированию и сопровождению программных продуктов. Компания помимо разработки 
специализированного ПО выполняет его последующее сопровождение, которое включа-
ет в себя обучение, консультации и полную поддержку программных продуктов.  
В настоящее время отмечается внедрение на рынок программного обеспечения Рес-
публики Туркменистан зарубежных разработчиков. Так, одна из белорусских компаний 
по разработке программных технологий и комплексных прикладных программных про-
дуктов для автоматизации деятельности финансовых и других предприятий «СОФТК-
ЛУБ» подписала контракты с тремя банками в Республике Туркменистан (Bank Turkmen-
bashi, Bank Garagum, State Development Bank of Turkmenistan) на внедрение интегриро-
ванной автоматизированной банковской системы SC-BANK NT [7].  
 
Объём продаж ПО 
в Республике Беларуси в 2012 г., % 
Объём продаж ПО 
в России в 2012 г., % 
              
Рисунок 1 – Продажи ПО в РБ      Рисунок 2 – Продажи ПО в РФ 
 
Компьютерные программы бухгалтерского назначения давно известной российской 
компании «1С», созданной в 1991 году, используются во всех регионах России, странах 
СНГ и Балтии. На территории Туркменистана последнюю версию «1С: Предприятие 8» 
внедряют 3 компании: ИНТЕК, группа компаний «Чепарский и Эльгуш» и компания 
«Туркмен-инновация». 
Летом 2012 года в Туркменистане в составе делегации Парка высоких технологий по-
бывали эксперты Центрального офиса корпорации «Галактика» в Республике Беларусь. 
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Участники с туркменской стороны выразили представителям корпорации «Галактика» 
свой интерес к возможному продолжению сотрудничества. Парк высоких технологий Бе-
ларуси представил свои разработки по созданию заказного программного обеспечения и 
автоматизации систем в различных сферах экономики и государственного управления 
Туркменистана. В состав делегации вошли представители администрации и шести ком-
паний-резидентов Парка высоких технологий РБ. 
 
 
 
Рисунок 3 – ПО в Республике Туркменистан 
 
В Республике Беларусь компьютерные методы обработки давно и прочно вошли в 
технологию бухгалтерского учета, и сейчас большую популярность имеют такие про-
граммные продукты, как «1С», «Анжелика (Гедымин)», «Галактика», «БЭСТ». 
Проведя сравнительный анализ продаж программного обеспечения для автоматиза-
ции бухгалтерского учета, было установлено, что наибольший объем продаж в Респуб-
лике Беларусь занимает «1С» и «Анжелика (Гедымин)» (рис. 1), в России – «SAP» и 
«1С» (рис. 2), а в Туркменистане – «Oсhag Software» и «Phoenix Software» (рис. 3).  
В ходе анализа развития рынка программного обеспечения в Республике Туркмени-
стан выявлены следующие направления и перспективы развития средств автоматиза-
ции бухгалтерского учета в стране: 
1. Подписано постановление «О совершенствовании бухгалтерского учета и финан-
совой отчетности», в соответствии с которым в Туркменистане все предприятия осуще-
ствляют поэтапный переход на новую систему бухгалтерского учета и аудита, соответ-
ствующую принципам международных стандартов. Полный переход на эту систему за-
планирован к 1 января 2014 года. 
2. Существуют и развиваются отечественные компании по разработке программного 
обеспечения, выполненного в соответствии с законодательством Республики Туркмени-
стан. 
3. Туркменские предприятия по разработке программного обеспечения для автомати-
зации бухгалтерского учета сотрудничают с другими странами. 
Автоматизация бухгалтерского учета в Республике Туркменистан развивается стре-
мительно. Причем преимущество отдается созданию программных продуктов для ком-
плексной автоматизация деятельности предприятия в целом. 
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МОДИФИКАЦИЯ АЛГОРИТМА СЖАТИЯ ИНФОРМАЦИИ RLE 
 
Семионов А.А. 
Гомельский государственный технический университет им. П.О. Сухого, г. Гомель 
Научный руководитель: Мурашко И.А., д.т.н., доцент 
 
Бурный рост объемов информации, циркулирующих в компьютерных системах, при-
водит к возрастанию времени отклика системы. Сжатие данных снижает требования к 
компьютерным системам и каналам передачи данных. Поэтому актуальным является 
разработка новых или повышение эффективности существующих алгоритмов сжатия 
данных. 
В алгоритме RLE достаточно несложно разобраться, если посвятить этому некоторое 
время. Суть метода заключается в кодировании повторов. Это значит, что последова-
тельность одинаковых элементов записывается в виде пары количество×значение. 
Например, строка вида «TTTKGGGGG» будет преобразована в «3×T, K, 5×G». Это и 
есть суть метода. 
Пример реализации: 
Допустим, есть массив целочисленных чисел от 0 до 255: 
 
{0, 0, 0, 0, 0, 0, 7, 9, 3, 4, 4, 4, 4, 4, 4, 4, 70, 
70, 70, 70, 0, 4, 4, 4, 4, 255, 255, 255, 255, 0} 
 
Переведем его в HEX форму: 
 
{00, 00, 00, 00, 00, 00, 07, 09, 03, 04, 04, 04, 04, 04, 04, 
04, 46, 46, 46, 46, 00, 04, 04, 04, 04, FF, FF, FF, FF, 00} 
 
Нашей целью является сжатие набора данных. Для этого необходимо выявить зако-
номерность: очень часто попадаются последовательности из одинаковых элементов. 
Алгоритм RLE будет как нельзя кстати для сжатия такого набора. 
Зашифруем данный набор с помощью уже описанного RLE алгоритма: 
 
6×0, 7, 9, 3, 7×4, 4×70, 0, 4×4, 4×255, 0 
 
Чтобы представить результат в понятном для компьютера виде, нужно как-то отде-
лять одиночные байты от кодируемой цепочки. Поскольку весь диапазон значений байта 
используется данными, то просто так выделить какие-либо диапазоны значений под эти 
цели не удастся. 
Существует довольно простой способ разделять одиночные байты от кодируемой це-
почки. Для этого надо указывать количество не только для повторяемых, но и последую-
щих далее одиночных элементов. Тогда можно будет заранее узнать, где какие данные. 
Давайте выделим один бит в служебных байтах под тип последовательности:  
0 – одиночные элементы, 1 – одинаковые. Возьмём для этого старший бит байта. 
Оставшиеся семь бит будут использоваться для хранения длины последовательно-
сти. То есть максимальная длина кодируемой последовательности будет 127 байт. Мож-
но, конечно, выделить для служебной информации два байта. Но настолько длинные 
последовательности в нашем примере не встречаются. 
Получается, в выходной поток вначале пишется длина последовательности, затем 
одно повторяемое значение или цепочка неповторяемых элементов указанной длины.  
Сделаем наш алгоритм более эффективным. Не тяжело заметить, что при таком ал-
горитме есть несколько неиспользуемых значений. Не может быть последовательностей 
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с нулевой длиной. Поэтому максимальная длина может быть увеличена до 128 байт, от-
нимая от длины единицу при кодировании и прибавляя при декодировании. Таким обра-
зом, можно кодировать длины от 1 до 128 вместо длин от 0 до 127. 
Можно также заметить, что не бывает последовательностей единичной длины. По-
этому от значения длины таких последовательностей при кодировании можно отнимать 
единичку, увеличив тем самым их максимальную длину до 129. То есть цепочки одина-
ковых элементов могут иметь длину от 2 до 129. 
Теперь можно закодировать данные снова, но уже в компьютерном виде. Служебные 
байты будут записываться в виде [T|L], где T – тип последовательности, а L – длина. 
Учитывается, что длины записываются в изменённом виде: при T=0 отнимается от L 
единица, при T=1 – двойка. 
 
[1|4], 0, [0|2], 7, 9, 3, [1|5], 4, [1|2], 70, [0|0], 0, [1|2], 4, [1|2], 255, [0|0], 0 
 
Последним шагом надо сохранить полученный результат как массив байт. Например, 
пара [1|4], упакованная в байт, будет выглядеть следующим образом: 
 
[1|4] = 10000100 = 0x84 
Конечный вариант кодирования: 
 
84 00 02 07 09 03 85 94 82 70 00 00 82 04 82 FF 00 00 
 
Таким образом, при помощи алгоритма сжатия RLE, входной массив, состоящий из 30 
байт, поместился в 18-ти байтах. 
Эффективность алгоритма зависит от способа его реализации. Для разных данных 
можно разрабатывать разные варианты кодирования. Например, при кодировании изо-
бражений можно сделать цепочки переменной длины: выделять один бит под индика-
цию длинной цепочки, и если он выставлен в единицу, то хранить длину и в следующем 
байте тоже. Так длина коротких цепочек уменьшается до 65, но зато длина длинных 
расширяется до 16385 элементов. 
 
 
УДК 004.413:687.1/.4 
 
АВТОМАТИЗАЦИЯ УЧЕТА ПОСТУПЛЕНИЯ ГОТОВОЙ ПРОДУКЦИИ  
НА СКЛАД НА ПРИМЕРЕ ШВЕЙНОГО ПРОИЗВОДСТВА 
 
Стельмашук Н.П., Гучко И.М. 
Брестский государственный технический университет, г. Брест 
 
Цель данной работы – создание прикладной разработки для автоматизации отдель-
ного участка работы на складе готовой продукции (обработка сопроводительных листов) 
частного швейного предприятия, учет по которому велся «вручную», и данные учета по-
ступали в бухгалтерию на бумажных носителях.  
Склад готовой продукции является важнейшим логистическим звеном, органически 
связывающим производство и сбыт продукции предприятия. В условиях производства 
продукции с номенклатурой, обычно составляющей более сотни товарных позиций и 
цикличности технологических процессов, обеспечение на складах быстроты оформле-
ния операций позволяет снизить трудозатраты и ускорить их выполнение. Более того, 
при количестве обрабатываемых документов до тысячи в год, а также когда руководство 
предприятия считает, что данный рабочий процесс еще не нуждается в более сложной 
автоматизации, но, тем не менее, уже занимает значительную часть рабочего времени, 
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было целесообразно создание автоматизированного Excel-приложения с простым и 
удобным интерфейсом, с использованием встроенных в табличный процессор средств, 
функций, элементов управления, а также пользовательских форм и программных моду-
лей, написанных на языке программирования VBA [1]. 
Исходя из поставленной задачи, рабочая книга созданного приложения содержит 
следующие рабочие листы: СопрЛист с шаблоном бланка сопроводительного листа 
(рис. 1), ЖурналРег с журналом регистрации сопроводительных листов (рис. 2), Прайс 
с прейскурантом выпускаемой продукции (рис. 2), Штат(швеи) со списком работниц-
швей цеха по пошиву одежды (рис. 2), БланкиСЛ с чистыми бланками сопроводитель-
ных листов, а также отдельные рабочие листы для контроля выполнения нормы выра-
ботки для каждой отдельной швеи (рис. 2). 
На рабочем листе СопрЛист находится шаблон для ввода данных из сопроводи-
тельного листа со следующими элементами автоматизации: заполнение данными толь-
ко определенных ячеек листа (остальные ячейки шаблона защищены от изменений); 
выбор наименования модели из списка данных, находящихся на листе Прайс, с после-
дующим автоматическим заполнением её краткого описания; аналогично выбор швеи из 
списка данных, находящихся на листе Штат(швеи), с последующим автоматическим 
заполнением её табельного номера и разряда; проверка своевременности выполнения 
нормы и формирования соответствующего замечания. Кроме того, на указанном рабочем 
листе добавлены элементы управления – кнопки для работы в созданном приложении. 
Кнопке Разноска соответствует подпрограмма, в результате выполнения которой, 
данные из сопроводительного листа переносятся в соответствующие позиции первой 
пустой строки табличной базы данных «Журнал регистрации сопроводительных листов» 
на рабочем листе ЖурналРег, а также в соответствующие поля первой пустой строки 
табличной базы данных «Выполнение нормы» на рабочий лист, номер которого соот-
ветствует табельному номеру швеи, чей сопроводительный лист находится в данный 
момент в обработке. Кнопке Очистка листа соответствует подпрограмма для очистки 
данных заполняемых ячеек. Кнопка Печать текущего листа вызывает макрос печати те-
кущего заполненного сопроводительного листа. Кнопка Печать пустых бланков вызыва-
ет макрос печати чистых бланков сопроводительных листов из рабочего листа Блан-
киСЛ для выдачи их в отдел производства.  
 
 
 
Рисунок 1 – Бланк сопроводительного листа 
 
Рабочий лист ЖурналРег содержит журнал регистрации сопроводительных листов, 
данные которого автоматически заполняются из шаблона с помощью процедуры 
«Raznoska», закрепленной за кнопкой Разноска на рабочем листе СопрЛист. 
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Рисунок 2 – Рабочие листы приложения  
 
Рабочий лист Прайс содержит табличную базу данных производимой продукции 
«Прейскурант женской продукции» и элемент управления – кнопка Добавить позицию, с 
помощью которой открывается пользовательская форма для добавления новой модели 
в прейскурант (рис. 3). Новая позиция помещается в последнюю пустую строку базы 
данных, и ей присваивается следующий порядковый номер.  
На рабочем листе Штат(швеи) находится таблица-справочник сотрудниц швейного 
цеха и кнопка Добавить сотрудника, с помощью которой открывается пользовательская 
форма (рис. 4) для добавления новой швеи в штат и записи в последнюю пустую строку 
базы данных с присвоением следующего табельного номера. Кроме того, автоматически 
создается отдельный рабочий лист для учета нормы выработки для новой сотрудницы, 
и ему присваивается имя, соответствующее табельному номеру добавленной швеи. 
 
  
 
Рисунок 3 – Форма для добавления  
нового вида продукции 
 
Рисунок 4 – Форма для добавления  
нового сотрудника 
 
Рабочие листы с номерами «1», «2», «3», «4» и «5» содержат данные по учету кон-
троля нормы выработки по каждой швее в отдельности, причем имя рабочего листа со-
ответствует табельному номеру швеи, данные по которой отражаются на нём.  
В результате создания приложения, небольшой, но достаточно важный участок рабо-
ты автоматизирован доступными средствами табличного процессора Excel и среды про-
граммирования VBA.  
Данная разработка внедрена и успешно используется на частном швейном предпри-
ятии, о чём свидетельствует акт внедрения в производственный процесс. 
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Экономический эффект данной работы состоит в том, что разработанный шаблон до-
кумента позволил ускорить процесс обработки данных сопроводительных листов, тем 
самым сэкономив время работника склада на выполнение должностных обязанностей, 
освобождая его от «ручного» бумажного труда. Заполнение журнала регистрации сопро-
водительных листов теперь производится с минимальными потерями рабочего времени 
и минимальным количеством возможных ошибок, вводимых при его заполнении.  
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РЕАЛИЗАЦИЯ МЕХАНИЗМА ПЛАНИРОВАНИЯ ДЛЯ ОФСЕТНОЙ ТИПОГРАФИИ 
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Рассматривается задача планирования загрузки производственного оборудования 
для офсетной типографии. На текущий момент на предприятии имеется система сбора 
учетных производственных данных (далее – учетная система), реализованная на плат-
форме 1С: Предприятие [1,2]. Механизм оперативно-календарного планирования созда-
ется с целью обеспечения слаженного и ритмичного хода всех производственных про-
цессов на предприятии, используя для этого информацию из учетной базы данных. Соз-
дание такого механизма средствами 1С: Предприятие не представляется возможным, 
из-за специфики платформы, непредназначенной для работы с большими объемами 
часто меняющихся данных, и имеющей ограниченные графические возможности. В связи 
с этим была разработана следующая схема (рис. 1) реализации механизма планирования: 
 
 
 
Рисунок 1 – Схема реализации механизма планирования 
 
Серверная часть модуля оперативно-календарного реализована на языке JAVA и 
спецификации EJB (Enterprise JavaBean) – спецификация технологии написания и под-
держки серверных компонентов, содержащих бизнес-логику. Для связи с базой данных 
используется спецификация JPA (JAVA Persistance API). Для клиентской части системы 
используется веб-фреймворк Vaadin, предлагающий сервер-ориентированную архитек-
туру, базирующуюся на Java Enterprise Edition, а также используемую на стороне брау-
зера технологию AJAX, позволяющей осуществлять интерактивное взаимодействие с 
пользователем. 
Основная рабочая область разработанного модуля планирования представляет со-
бой таблицу, строками которой является время, а столбцами – дата. В случаях, когда 
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был выбран большой промежуток времени, основная рабочая область принимает вид 
календарной сетки. Слева от основной рабочей области выбирается отображаемый 
промежуток времени и отображаемые группы работ. Ниже отображаются заказы, кото-
рые были отправлены в производство и требующие планирования. При передаче заказа 
в производство система автоматически анализирует текущую загруженность оборудова-
ния и, исходя из полученных данных, размещает все работы, из которых состоит заказ, 
таким образом, чтобы суммированное время их выполнения было минимальным. Поль-
зователи имеют возможность интерактивно редактировать положение работ в графике, 
их продолжительность, ставить отметку о выполнении, удалять работы в случае необ-
ходимости и т.д. Имеется возможность печати отчетов, таких как: план работ на опреде-
ленный период времени для определенных операций, отчет по незавершенному произ-
водству [3] (рисунок 2). 
 
 
 
Рисунок 2 – Основная рабочая область в разработанном модуле планирования 
 
Данные для модуля оперативно-календарного планирования хранятся во внешней 
базе данных PostgreSQL. Необходимая для этого информация автоматически поступает 
туда из учетной базы производственных данных 1С: Предприятие с помощью соответст-
вующего интерфейса ODBC. 
В учетной системе информация, необходимая для производства, содержится в доку-
ментах: «Наряд на производство» и «Технологическая карта». Так как отношение между 
этими документами представляет собой отношение «многие ко многим», то во внешней 
базе данных эта связь отражена 3 таблицами «orderforproduction», «orderforproductionto-
technologicalmap» и «technologicalmap». Каждая «Технологическая карта» содержит в 
себе список выполняемых работ. Для хранения этого списка во внешней базе данных 
используются 2 таблицы «jobspending» и «jobsplanning» – для хранения запланирован-
ных работ и работ, ожидающих попадания в производство. Для хранения дополнитель-
ной информации о производимой продукции в системе сбора производственной инфор-
мации имеются справочники «Контрагенты» и «Номенклатура», которые во внешней ба-
зе представлены таблицами «customer» и «product» соответственно. 
Все элементы внешней базы данных, которые имеют однозначное представление в 
учетной системе, хранят в себе также значение уникального ключа, под которыми они 
находятся в 1С: Предприятие. С помощью этих ключей и осуществляется поиск и редак-
тирование существующих элементов. Таким образом, схема связей между таблицами во 
внешней базе данных имеет вид (рисунок 3). 
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Таблица 1 – Сопоставление действий пользователей в учетной системе и соответст-
вующих им изменений во внешней базе данных 
Действие пользователя в 1С: Предприятие Изменения во внешней базе данных 
• Запись элемента справочника «Контр-
агенты» 
• Создание или редактирование соответствующей за-
писи в таблице «customer» 
• Запись элемента справочника «Номенк-
латура» 
• Создание или редактирование соответствующей за-
писи в таблице «product» 
• Проведение документа «Наряд на произ-
водство» 
• Создание или редактирование соответствующей за-
писи в таблице «orderforproduction» 
• Проведение документа «Технологическая 
карта» 
• Создание или редактирование соответствующей за-
писи в таблице «technologicalmap» 
• Создание или редактирование соответствующих за-
писей в таблице «orderforproductiontotechnologicalmap» 
• Создание или редактирование соответствующих за-
писей в таблице «jobspending» или «jobsplanning» 
 
 
 
Рисунок 3 – Схема связей таблиц во внешней базе данных 
 
В процессе работы механизма планирования возникает необходимость не только по-
лучения данных из учетной системы, но и передача информации обратно. В качестве 
примера такой информации могут выступать данные о завершении или отмене произ-
водства и т.д. Для этого в учетной системе имеется глобальная процедура «Обновить 
производственные данные», которая считывает флаги изменения данных из таких таб-
лиц, как «orderforproduction» и «technologicalmap», и в случае, если какие-либо данные 
были изменены, эти изменения переносятся из внешней базы данных в 1С: Предпри-
ятие. Стоит отметить, что постоянные проверки на предмет измененных данных сильно 
увеличат нагрузку на внешнюю базу данных, и это замедлит работу пользователей 1С: 
Предприятие, поэтому запрос происходит раз в 10 минут, в автоматическом режиме, или 
чаще, если пользователь сам инициирует этот запрос. 
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ВОССТАНОВЛЕНИЕ ПСЕВДОАТТРАКТОРА В ФАЗОВОМ ПРОСТРАНСТВЕ  
ПО ВРЕМЕННОМУ РЯДУ 
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Брестский государственный технический университет, г. Брест 
Научный руководитель: Головко В.А., д.т.н., профессор 
 
В настоящее время для изучения поведения сложных систем широко используется 
подход, основанный на анализе сигналов, произведенных этой системой. Данный спо-
соб актуален в тех случаях, когда математически описать изучаемый процесс весьма 
проблематично, но имеется некоторая характерная наблюдаемая величина. Поэтому 
анализ систем часто реализуется посредством обработки регистрируемых сигналов. На-
пример, в сейсмологии в качестве такого сигнала используется запись колебаний зем-
ной коры, в метеорологии – данные метеонаблюдений и т.п. Таким образом, под дина-
мической системой понимается система произвольной природы с конечным числом 
факторов, влияющих на динамику. Раздел, изучающий теорию динамических систем, 
называется анализом временны ́х рядов.  
Пусть имеется некоторая динамическая система, но мы можем наблюдать (фиксиро-
вать) только одну из фазовых координат этой системы. Запишем равноотстоящие по 
времени измерения этой координаты в виде временного ряда: x(1), x(2), …, x(N), где N – 
количество измерений. 
При анализе временных рядов главной задачей является реконструкция породившей 
этот ряд динамической системы. Задача решается посредством нахождения размерно-
сти вложения de (от embedding) – минимального числа динамических переменных, одно-
значно описывающих поведение исследуемой системы, которое также называют лаго-
вым пространством.  
Приемлемое описание поведения динамической системы можно получить, используя 
только одну координату в фазовом пространстве, если взять вместо реальных перемен-
ных k-мерные векторы задержек, составленные из ряда в последовательные моменты 
времени: x(t), x(t + τ), …, x(t + (de - 1) · τ.  
При выполнении условия k ≥ 2 de + 1 можно реконструировать фазовое пространство 
(пространство состояний) системы таким образом, что оно будет сохранять важнейшие 
топологические свойства. При условии стационарности временного ряда на базе этой 
реконструкции (построив псевдоаттрактор) строится прогноз его дальнейшей динамики.  
Таким образом, анализ временных рядов заключается в определении параметров 
вложения динамической системы, а именно в выборе подходящей временной задержки 
сигнала τ и размерности de пространства вложения для псевдофазовой реконструкции. 
Для определения временной задержки τ может использоваться метод взаимной ин-
формации. Данный метод реализован в пакете TISEAN [1] в программе mutual.exe из 
данного пакета. Входными значениями является файл, хранящий временной ряд. Ре-
зультатом выполнения программы является файл, в котором хранится ряд значений. 
Первый минимум данного ряда и является задержкой τ. Фрагмент файла, полученного 
после обработки временного ряда, показан на рис. 1, где видно, что шестое значение 
является первым минимумом, следовательно, τ = 6.  
Для нахождения размера пространства вложения используется программа из того же 
пакета false_nearest.exe. Она вычисляет относительное количество ложных ближайших 
соседей при восстановлении аттрактора в лаговом пространстве. Результаты расчёта 
выводятся в виде четырёх столбцов: размерность лагового пространства; относитель-
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ное количество ложных ближайших соседей; средний размер окрестности; среднее зна-
чение квадрата размера окрестности. Первое в ряду значение, равное нулю, и является 
размером пространства вложения. По рис. 2 видно, что первый ноль относится ко вто-
рому значению, следовательно, de = 2. 
 
 
Рисунок 3 – Результат обработки временного ряда с помощью программы mutual.exe 
 
Рисунок 2 – Результат обработки временного ряда с помощью программы false_nearest.exe 
 
При визуализации временного ряда в фазовом пространстве de = 2 с задержкой τ = 6 
получен результат, показанный на рис. 3. 
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Рисунок 3 – Реконструкция исходного аттрактора в пространстве точек de = 2 с задержкой τ = 6 
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При построении оценок спектральных плотностей обычно применяются периодо-
граммные методы, в основе которых лежит квадрат модуля преобразования Фурье ко-
нечной реализации исследуемого процесса. Для получения состоятельных оценок спек-
тральных плотностей, как правило, используется метод сглаживания периодограмм 
спектральными окнами. Обработка случайного процесса с помощью функций окна про-
84   Электронные информационные технологии в научных и прикладных разработках  
 
смотра данных и спектрального окна применяется для улучшения статических свойств 
оценок его спектральной плотности. При этом основное назначение окна просмотра 
данных – уменьшить величину смещения, в то время как спектрального окна – умень-
шить дисперсию в периодограммных спектральных оценках. Одна из основных проблем 
классического спектрального оценивания связана с выбором указанных функций. Таким 
образом, возникает необходимость проведения сравнительного анализа известных 
классических оценок спектральных плотностей в зависимости от используемых окон 
просмотра данных и спектральных окон. Также оценки спектральных плотностей строятся 
путем осреднения расширенных периодограмм. Таким образом, возникает необходимость 
проведения сравнительного анализа известных классических оценок спектральных плот-
ностей в зависимости от используемых окон просмотра данных и спектральных окон. 
В современных условиях хозяйственной независимости промышленных и торговых 
предприятий в Республике Беларусь для многих из них является актуальной задача про-
гнозирования. Сейчас, когда предприятия вынуждены работать по рыночным законам, 
менеджеры хотят знать перспективы развития своего предприятия, чтобы предугадать 
последствия тех или иных решений. 
Для построения расширенной периодограммы, т.е. оценки вида: 
( )
( )
2
1( ) ( ) ( )
2 (0)
h
T T TTI d dH
λ λ λ
π
= −
                                      (1) 
с окном просмотра данных Хэнинга 
( ) ( )( )xxh πcos1
2
1
+= , [ ]11x ,−∈                                             (2) 
были смоделированы нормально распределённые случайные величины (с помощью ге-
нератора случайных чисел в пакете Excel). Их реализация построена на рис. 1. Далее, 
используя полученные реализации случайных величин, по формулам: 
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моделировались процессы AR(1) и MA(1). Для смоделированных процессов в СКА Ma-
thematica построена на рис. 2 расширенная периодограмма с окном просмотра данных 
Хэнинга. 
 
  
Рисунок 1 – Реализация процесса MA(1), 
T = 256, 1 0 8 0 1ta . , ~ N( , )ε=  
Рисунок 2 – Расширенная периодограмма  
с окном просмотра данных Хэнинга 
 
Состоятельная классическая оценка спектральной плотности, полученная путём ос-
реднения расширенной периодограммы )()( kj
h
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πλλ 2== , т.е. стати-
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[ TTj +−= , а ZkkT ∈),(ϕ - произвольная, не зависящая от наблюдений чет-
ная целочисленная функция, называемая спектральным окном, 0)( =kTϕ для 
])
2
[,1]
2
[( TTk +−∉ , построена на рис. 3. 
Таким образом, получены практические результаты в области спектрального анализа 
случайных процессов, которые решают задачу построения состоятельных оценок спек-
тральных плотностей стационарных случайных процессов с дискретным временем.  
Вышеприведенный алгоритм построения состоятельных классических оценок спек-
тральных плотностей был апробирован на реальных данных. Для анализа были выбра-
ны данные Белинвестбанка по кросс-курсу евро-доллар за 2005 – апрель 2013 года. 
Данные получены как средний курс за каждый месяц.  
Получили временной ряд из 100 значений. Графически ряд представляется на рис. 4. 
Для проверки ряда на стационарность провели ряд различных тестов при помощи эко-
нометрического пакета Eviews 5.5., такие как тест Дики-Фуллера, анализ остатков при 
помощи статистики Жака-Бера, Q-статистики, анализ ЧАКФ и АКФ. 
 
         
 
Рисунок 3 – Состоятельная классическая оценка 
спектральной плотности с параметром Bt = 22 
Рисунок 4 – Изменение значений кросс-кур-
са евро-доллар за 2005 – апрель 2013 года 
 
Сделан вывод, что данный временной ряд является стационарным и поэтому его 
можно использовать для реализации алгоритма.  
Построили расширенную периодограмму с окном просмотра данных Хэнинга на рис. 5 
и её состоятельную классическую оценку спектральной плотности на рис. 6. 
 
  
 
Рисунок 5 – Расширенная периодограмма с ок-
ном просмотра данных Хэннинга 
 
Рисунок 6 – Состоятельная классическая 
оценка спектральной плотности 
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По построенным результатам можно сделать вывод, что временной ряд кросс-курса 
евро-доллар изменяется как процесс скользящего среднего. 
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Алгоритм Флойда – динамический алгоритм для нахождения кратчайших расстояний 
между всеми вершинами взвешенного ориентированного графа, не имеющего циклов с 
отрицательной длиной. 
Пусть G = (V, E), V = {1,2,…,n} – ориентированный граф и задана весовая функция: 





∉∞+
=
∈∈
=
E)j,i(,
ji,
E)j,i(R)j,i(w
)j,i(w 0      (1) 
определяющая длину его дуг (i, j) ∈ E ([3] 
 
Рисунок 1 – Граф для алгоритма 
 
Суть алгоритма можно рассмотреть на данном графе (рис. 1) из трех вершин. Суще-
ствуют два возможных случая: 
1) кратчайший путь между i, k не проходит через вершину j, замену не производим. 
2) существует более короткий путь между i, k, проходящий через j, тогда он сначала 
идёт от i до j, а потом от j до k. 
В этом случае, очевидно dik > dij + djk, и заменяем dik = dij + djk. 
Тогда dik = min(dik, dij + djk). 
Алгоритм Флойда последовательно вычисляет все значения для dik i ≠ k от 1 до n. 
Полученные значения являются длинами кратчайших путей между вершинами i, k. 
В настоящее время практика трассирования автомобильных дорог на заболоченных 
территориях основывается на интуитивном и в лучшем случае двух, трехвариантном 
решении переходов через отдельные или наиболее сложные участки[1]. 
Многообразие факторов, влияющих на положение автомобильных лесовозных дорог 
в плане, создает условия многовариантности, следовательно, получение оптимального 
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варианта трассы автомобильной дороги связано с необходимостью переработки боль-
шого объема информации, возможной только с использованием современной вычисли-
тельной техники. 
В этом случае одним из основных вопросов в рассматриваемой задаче является ре-
шение математической аппроксимации местности или разработка цифровой модели 
территории. Изображение территории в виде, удобном для ввода в память персональ-
ных компьютеров для дальнейшей обработки информации и выбора оптимального ре-
шения, находит свое отражение в США, Канаде, Бельгии, ФРГ и т. д. [2]. Однако эта за-
дача решается там применительно к описанию поверхности земли, т. е. когда каждую 
точку местности можно представить в декартовой системе координат (x, y, z). 
Поскольку вычислительные средства обрабатывают только цифровую информацию, 
условия строительства в каждой точке территории можно с требуемой степенью точно-
сти описать рядом чисел x, y, n1, n2, …, nk, где x и y координаты данной точки в прямо-
угольной системе координат; n1, n2, …, nk, конечный ряд чисел, характеризующий усло-
вия дорожного строительства в данной точке. Так как критерием оценки условий строи-
тельства служат приведенные затраты, то конечный ряд чисел представляет в общем 
виде экономическую функцию: 
w = f(n1, n2, …, nk),       (2) 
где w – приведенные затраты на строительство единицы длины дороги в любой точке 
рассматриваемой системы координат; n1, n2, …, nk – аргументы-характеристики природ-
но-стоимостных факторов применяемой конструкции земляного полотна и дорожной 
одежды. 
В общем виде все аргументы можно сгруппировать по следующим четырем группам: 
 
v = f(n1, n2, …, nk);       (3) 
c = f(nk+1, n2, …, ni);       (4) 
d = f(ni+1, n2, …, nm);       (5) 
k = f(nm+1, n2, …, nn),       (6) 
 
где v – функция оплачиваемых земляных работ; c – функция стоимости выполнения 
единицы земляных работ; d – некоторая функция, учитывающая достоверность инфор-
мации об условиях строительства и надежности принятого проектного решения в любой 
точке системы координат; k – функция стоимости строительства дорожной одежды. То-
гда исходную функцию (2) можно представить в виде: 
w = f(v, c, d, k).       (7) 
Работа по созданию цифровой модели проводится в два этапа. 
Первый этап заключается в построении инженерно-геологической карты. Работа вы-
полняется по материалам аэрофотосъемки с использованием материалов инженерно-
геологической съемки территории. Кроме того, производится накладка на исследуемую 
территорию изысканных и построенных трасс автомобильных дорог. Результатом перво-
го этапа является карта категорий местности по условиям дорожного строительства. 
Второй этап основан на построении цифровой модели по уже имеющейся карте кате-
горий местности. 
Для упрощения ввода в память компьютера цифровой модели, карьеров и корреспон-
дирующих пунктов вместо двух координат каждой узловой точке координатной сетки 
присваивают порядковый номер (номер вершины графа). Порядковый номер иди адрес 
точки обусловливается путем заданной системы обхода координатной сетки и находится 
из выражения (см. ниже): 
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q = (n + 1)x + y,       (8) 
где q – порядковый номер любого узла координатной сетки (номер вершины графа);  
n – число делений на оси ординат; x, y – координаты любой точки координатной сетки. 
Порядок обхода координатной сетки принят снизу вверх по каждой ординате и слева 
направо по оси абсцисс. 
Математическая постановка для разработки алгоритма рассматриваемой задачи сво-
дится к следующим инструкциям. 
1. Территория представляется в форме координатной сетки размерностью m×n. Каж-
дому узлу сетки соотносится стоимостный функционал, характеризующий стоимость 
строительства одного километра дороги в данном узле сетки. Из данной сетки можно по-
лучить нумерованный граф, соединив ребрами вершины, расположенные на сторонах и 
диагоналях квадратов сетки. 
2. Каждому ребру полученного графа можно соотнести стоимость zij строительства 
автомобильной дороги между i и j узлами координатной сетки, равную среднему ариф-
метическому от стоимости единицы длины дороги в этих узлах, умноженному на рас-
стояние между ними: 
+
= ⋅ ,
2
i j
ij ij
z z
z l
      
(9) 
 
где zij – стоимость строительства дороги вдоль ребра графа между i и j узлами сетки; zi, 
zj – стоимость строительства одного километра дороги в i и j узлах сетки; lij – расстояние 
между i и j узлами сетки. 
3. Решение задачи заключается в нахождении на заданной координатной сетке пути с 
минимальной стоимостью приведенных затрат на строительство автомобильной дороги 
между корреспондирующими пунктами A и B. 
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Повышение эффективности эксплуатации оборудования тесно связано с развитием 
систем оценки его технического состояния. На первых этапах диагностика различных 
механизмов осуществлялась обслуживающим их персоналом только на основе своих 
ощущений, прежде всего слуховых и зрительных. Качество диагноза на этом этапе прак-
тически всегда определялось опытом и знаниями обслуживающего машину персонала, а 
для локализации неисправности использовались простейшие приспособления, напри-
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мер, стетоскоп. Второй этап развития диагностики связан с появлением первых измери-
тельных приборов, ряд характеристик которых стал превышать возможности слуха. Но и 
эти приборы в течение двух-трех десятков лет были достаточно дорогими, поэтому этап 
начался не с диагностики, а с исследования машин как источников шума и вибрации. 
Третий этап развития диагностики характеризуется активным развитием работ по созда-
нию математического и программного обеспечения, заменяющего эксперта в задачах 
интерпретации результатов, получаемых системами мониторинга. Эти результаты могут 
быть использованы для принятия решения об остановке или задействовании оборудо-
вания, проведении профилактических работ или ремонта [1]. 
Для механизмов с вращательным движением вибрационный сигнал представляет со-
бой композицию периодического сигнала, состоящего из гармоник, кратных частоте 
вращения, и некоторой шумоподобной составляющей. Такой сигнал можно представить 
в следующем виде: 
,      (1) 
где n – номер дискретного отсчета, n = 0, 1, 2, …;  – интервал дискретизации;  – час-
тота вращения приводного вала (оборотная частота); – кратность m-й гармоники, 
включенной в периодическую составляющую, относительно ; , ,  – амплиту-
да, частота, начальная фаза m-й гармоники, причем частоту m-й гармоники можно опре-
делить как ; L – число гармоник в периодической составляющей сигнала. 
Периодическая составляющая сигнала вычисляется по формуле: 
,                              (2) 
а шумоподобная составляющая находится как: 
.                                               (3) 
Следующим шагом является определение характеристик и статистический анализ со-
ставляющих, благодаря которым можно определить, как значения зависят от состояния 
оборудования с вращательным движением в различных режимах функционирования [2]. 
Для осуществления анализа периодической и шумоподобной составляющей вибра-
ционных сигналов создано веб-приложение на языке C# с использованием технологии 
ASP.NET MVC 4.5. Основной сложностью в процессе разработки была необходимость 
обрабатывать большие объемы данных за приемлемое время. Для решения этой про-
блемы была применена технология Task Parallel Library, входящая в платформу .NET 
Framework 4 и выше [3]. 
Таким образом, разработан алгоритм разложения сигнала на периодическую и шумо-
подобную составляющие, который стал одним из основных в проектируемом программном 
средстве. Проведена проверка работоспособности приложения на реальных данных. 
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УДК 50.41 
 
РАЗРАБОТКА МУЛЬТИМЕДИЙНОГО СЕРВЕРА ДЛЯ ВИДЕОТРАНСЛЯЦИИ 
 
Шитько А.М. 
Белорусский государственный технологический университет, г. Минск 
 
В данной публикации описано созданное веб-приложение, представляющее собой 
мультимедийный сервер, предназначенный для видеотрансляции. Основным моментом 
является использование созданного .NET веб-сервиса, дающего возможность более бы-
строго потокового считывания видеофайла прямо из базы данных ORACLE и воспроиз-
ведения его в браузере с помощью новой технологии HTML 5 плеера. 
Введение. Жизнь современного человека без постоянного доступа во всемирную 
сеть Internet довольно трудно представить. Повсеместное распространение точек досту-
па и постоянное увеличение популярности привлекли интерес разработчиков, что в свою 
очередь привело к изобретению новых интернет–технологий. Потоковая трансляция ви-
деофайлов завоевала популярность с самых первых дней своего существования. Мало 
какие информационные интернет–ресурсы обходятся без видео, не говоря уже о раз-
влекательных порталах. Трансляцию видео используют практически везде и в самых 
разных целях. Однако, при большом количестве файлов, встает вопрос об упорядочен-
ном хранении и сортировке видеофайлов. Лучшим решением этой проблемы стало ис-
пользование базы данных, а именно – СУБД ORACLE.  
Основная часть. Цель разработки – организация упорядоченного хранения большого 
объема видеофайлов. 
Данное приложение выполняет следующие задачи: 
• загрузка собственных видеофайлов на сервер и их автоматическое сохранение в 
базе данных; 
• получение списка всех имеющих в базе данных видеофайлов; 
• организация потокового вещания выбранного видеофайла; 
• возможность просмотра видеопотока с помощью HTML 5 видеоплеера. 
Для хранения видеофайлов в базе данных была создана таблица с тремя полями: id, 
хранящее номер видеофайла для его сортировки и адресации; name, хранящее имя ви-
деофайла для отображения в общем списке; data, хранящее собственно сам видео-
файл. В последнем поле использовался тип данных BLOB, который позволяет хранить 
большие данные (до 4 Гб) даже при удалении оригинального файла.  
Для того чтобы хранить файлы в базе данных, необходимо их туда «загрузить». Для 
этого используется стандартный элемент управления “FileUpload” и с помощью специ-
ального запроса добавляется файл: cmd.CommandText = "insert into video_table values (" + new_id.ToString() + ", '" + vid-eo_name.Text + "', 'AAA')"; cmd.ExecuteNonQuery(); 
Во избежание переполнения буферов памяти «кусками» по 1 Мб файл копируется в 
объект BLOB при помощи входящего потока: 
 using (reader) { reader.Read(); OracleLob blob = reader.GetOracleLob(2); int bytes = 0; byte[] buffer = new byte[1000000]; 
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do { bytes = hpf.InputStream.Read(buffer, 0, 1000000); blob.Write(buffer, 0, bytes); 
} 
 
Немаловажным шагом является формирование индивидуальных ссылок на страницу 
с HTML 5 плеером для каждого файла, поэтому в ссылку передается параметр «id», зна-
чение которого соответствует идентификатору файла в базе данных. После этого HTML 
5 плеер обращается к веб-сервису с запросом на файл с указанным параметром «id».  
После формирования ссылки для доступа к файлу базы данных используется «по-
средник» между HTML 5 плеером и хранилищем. Это веб-сервис, который соединяется с 
базой данных и выбирает необходимый файл:  using(OracleConnection conn = new OracleConnection(GenerateConnectionString()))  { conn.Open(); OracleCommand cmd = conn.CreateCommand(); cmd.Transaction = cmd.Connection.BeginTransaction(); cmd.CommandText = "select * from video_table where id = " + video_id.ToString(); OracleDataReader reader = cmd.ExecuteReader(); using (reader) { reader.Read(); OracleLob blob = reader.GetOracleLob(2); byte[] buffer = new byte[1000000]; do { bytes = blob.Read(buffer, 0, 50000); Context.Response.OutputStream.Write(buffer, 0, bytes); } while (bytes > 0); blob.Position = 0; cmd.Transaction.Commit(); } conn.Close(); 
} 
 
Для увеличения быстродействия воспроизведения в HTML 5 плеер встроен механизм 
воспроизведения минимальной достаточной информации, то есть плеер начинает вос-
производить видео только тогда, когда у него будет достаточно данных для воспроизве-
дения, при этом, не прекращая загрузку файла. В связи с этим лучшим решением было 
считывать файл в исходящий поток не целиком, а «кусками» по 50 кб, что позволило со-
кратить задержку до начала воспроизведения до минимума.  
Заключение. Использование веб-сервисов для потокового считывания из базы дан-
ных весьма оправдано, так как позволяет увеличить скорость работы приложения за 
счет того, что сервисы менее требовательны к ресурсам компьютера. К достоинствам 
можно отнести также кроссплатформенность и отсутствие необходимости установки 
веб-сервиса на компьютер. 
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В работе представлен общий подход к вычислению некоторых числовых характери-
стик распределений дискретных случайных величин. В частности, рассмотрены геомет-
рическое, биномиальное распределения и распределение Пуассона (например, в [1]). 
В работе [2] рассмотрены взаимосвязи между начальными, центральными и соот-
ветствующими факториальными моментами случайных величин, способы вычисления 
одних моментов, используя другие, и вычисление моментов случайных величин, исполь-
зуя числа Стирлинга первого и второго рода. 
Геометрическим называют распределение дискретной случайной величины X , 
принимающей целые неотрицательные значения 0,1,2,k   с вероятностями 
( ) (1 )k kkP X k p p p pq     , где 0 1p   − параметр геометрического 
распределения ( 1q p  ). 
Пуассона распределение − распределение вероятностей случайной величины X , 
принимающей целые неотрицательные значения 0,1,2,k   с вероятностями 
( )
!
k
kP X k p e k
    , где 0 − параметр. 
Биномиальным (распределением Бернулли) называют распределение вероятностей 
случайной величины X , принимающей целочисленные значения 0,1,2, ,k n  с 
вероятностями соответственно 
( ) ( , ) (1 )k k n k k k n kk n nP X k p n p C p p C p q
      , 
где !
!( )!
k
n
nC
k n k


 − биномиальный коэффициент, 0 1p   − параметр биноми-
ального распределения ( 1q p  ), называемый вероятностью положительного исхода. 
Моментом n-го порядка ( 0,1,2,n ) случайной величины X  относительно чис-
ла a  называется математическое ожидание   nM X a . 
Начальным моментом n-го порядка ( 0,1,2,n ) случайной величины X  отно-
сительно числа a  называется  nn M X  . Заметим, что 0 1  , 1 ( )M X  . 
Центральным моментом n-го порядка ( 0,1,2,n ) случайной величины X  (от-
носительно центра распределения, т.е. числа  a M X ), называется 
   nn M X M X   . Очевидно, что 0 1  , 1 0  ,  2 D X  . 
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Факториальным моментом n-го порядка ( 0,1,2,n ) случайной величины X от-
носительно числа а называется математическое ожидание 
     1 1M X a X a X a n      . 
Начальным факториальным моментом n-го порядка ( 0,1,2,n ) случайной ве-
личины X относительно числа а называется  
  nn M X   . 
    1 1M X X X n    Заметим, что  0 1  ,  1 ( )M X  . 
Центральным факториальным моментом n -го порядка ( 0,1,2,n ) случайной 
величины X (относительно центра распределения, т.е. числа  a M X ) называется 
    
  nn M X M X             1 1M X M X X M X X M X n      . 
Заметим, что  0 1  ,  1 0  ,    2 D X  . 
Начальные факториальные моменты n-го порядка  n  могут быть найдены по фор-
мулам:   !
n n
n n q p
  для геометрического распределения [3],  
n
n   для рас-
пределения Пуассона [4],  
 m m
m n p   для биномиального распределения [5]. 
Начальные моменты n-го порядка n  случайной величины связаны с ее начальными 
факториальными моментами соотношением [2] 
 
( )
1
n
n
n m m
m
S 

 , (1) 
где коэффициенты ( )nmS  − числа Стирлинга второго рода. Тогда для геометрического 
распределения получим формулу ( )
1
n
n m m
n m
m
q p  

 , где коэффициенты 
( ) ( ) !n nm mS m   (последовательность A019538 в OEIS (англ. On-Line Encyclopedia of 
Integer Sequences, Энциклопедия целочисленных последовательностей)) и могут быть 
получены с помощью рекуррентной формулы  ( ) ( 1) ( 1)1n n nm mmm     , полагая 
( ) 0nm  , если 1m  или m n . Для распределения Пуассона формула (1) примет 
вид ( )
1
n
n m
n m
m
S 

 . Используя формулу (1), начальные моменты n-го порядка би-
номиального распределения могут быть вычислены так:  1 1 np    − математи-
ческое ожидание,  
      22 2 1 1n n p np       , 
          3 23 3 2 13 1 2 3 1n n n p n n p np             и т.д. 
Центральные моменты n-го порядка случайной величины X связаны с ее начальными 
моментами соотношением [2] 
1
0
( 1)
n
m m m
n n n m
m
C  

  . (2) 
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Тогда для геометрического распределения формула (2) примет вид 
( )
1
mn
n
n m m
m
q
p
 

 , где коэффициенты ( )nm  определяются соотношением 
 ( ) ( )
0
( 1) !
m
n j j n j
m n m j
j
C S m j 

    [3]. Центральный момент n-го порядка распре-
деления Пуассона, с учетом формулы (2), можно найти по формуле 
2
1
0
n
i
n n i
i
C  



  . Для биномиального распределения получим: 
     22 2 22 2 1 1 1n n p np np np np np p             ; 
 3 23 3 2 1 13 2 2 3 1 ;np p p           
  2 4 2 4 3 2 24 4 3 1 2 1 14 6 3 3 6 2n n p p p np np                 и т.д. 
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Рассмотрим набор 
0
( ) 1 2j ij i
i
f z f z j … k
∞
=
= , = , , ,∑  (1) 
голоморфных в нуле функций или формальных степенных рядов. Зафиксируем произ-
вольные целые неотрицательные числа 1 2 kn m m … m, , , , . По определению полагаем 
1
k
ii
m m
=
=∑ , j jn n m m= + − ,  1 2j … k= , , , . Известно (см. [1]), что при 1 2j … k= , , ,  су-
ществуют такие многочлены ( )mQ z , ( )j
j
nP z , mdeg Q m≤ , j
j
n jdeg P n≤ , для которых  
 
1( ) ( ) ( ) ( )
j
j j n m
n m m j n jR z Q z f z P z A z …
+ +
, = − = + .  (2) 
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Дроби ),(/)();()( ,, zQzPfzz mjnjj mnj mn jj == ππ  kj ,..,2,1=  определяются условиями (2), во-
обще говоря, не однозначно. В случае единственности множества { }k
j
j
mn 1, =
π , его элементы 
называют аппроксимациями Эрмита-Паде для системы функций (1).  
Следующая теорема показывает способ применения метода перевала к исследова-
ния аппроксимаций Эрмита-Паде. 
Теорема. Пусть { }( ) ( ),a ib z a ib ze e+ −  – набор из экспонент с действительными числами 
a , b , для которых выполнено неравенство 2 2 2 2/ / 14 0a b b a+ − < , а 
{ }1 21 ( ) 2 ( ), ,( , ), ( ,a ib a ibn m n mz e z eξ ξπ π+ −  – соответствующие этому набору аппроксимации 
Эрмита-Паде. Тогда, если 1 2m m n= = , 1 2 2n n n= = , для любого комплексного числа 
z , при n →+∞   
3 1
( ) 1 ( ) 1
2 , 2 2
2( , ) ( )
(3 )!(2 4 )
n
a ib z a ib n
n m
ze z e ab
n b iab a n
ξπ
+
+ + +− = ×
+ −
1 5 /2(2 ) (1 (1)),n azb ia e O++ +  
 
1 3 1
( ) 2 ( ) 1
2 , 2 2
2( 1)( , ) ( )
(3 )!(2 4 )
n n
a ib z a ib n
n m
ze z e ab
n b iab a n
ξπ
+ +
− − +−− = ×
+ −
1 5 /2(2 ) (1 (1)).n azb ia e O++ +  
 
Идея доказательства. Из хорошо известного факта в теории приближения получим 
( ) 3 1
1
,2
0
( ) ( ) ( ) .
(3 )!
a iba ib z n
n n n zx
n n
e zR z x x a ib x a ib e dx
n
++ +
−= − − − +∫  
В этом интеграле разобьем кривую интегрирования на два участка, вследствие чего 
получим  
(
( ) 3 1
1
,2
0
( ) ( ) ( )
(3 )!
iba ib z n
n n n zx
n n
e zR z x x a ib x a ib e dx
n
+ +
−= − − − + +∫  
)( ) ( ) .
a ib
n n n zx
ib
x x a ib x a ib e dx
+
−+ − − − +∫  (3) 
Введем новые обозначения  
1
1
0
( ) ( ) ( ) ,
ib
n n n zxI z x x a ib x a ib e dx−= − − − +∫  (4) 
1
2 ( ) ( ) ( ) .
a ib
n n n zx
ib
I z x x a ib x a ib e dx
+
−= − − − +∫  (5) 
Рассмотрим интеграл (4) и найдем его асимптотику с помощью метода перевала [3]. 
Для этого преобразуем данный интеграл к следующему виду 
1 ( ( )( ))
1
0
( ) .
ib
zx nLn x x a ib x a ibI z e e dx− − − − += ∫  
Интегрирование будем проводить по кривой 1 { : [0, ]}z iy y bγ = = ∈ , обозначим 
1( ) ( ( )( ))S z Ln z z a ib z a ib= − − − + . Точка, в которой достигается 1 1max Re ( )S zγ , если 
выполнено ограничение на a , b  из условия теоремы, находится на конце кривой интег-
рирования z ib= . Тогда применяя теорему о методе перевала в данном случае [3, тео-
рема 1, стр. 414], получим 
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1 1
1
1 2 2
( ) ( 2 )( ) (1 (1)).
(2 4 )
n n
ibzab ia bI z e O
b aib a n
+ +
−+= +
+ −
   (6) 
Асимптотика интеграла (5) находится аналогично. И пользуясь тем фактом, что 
2 /3( ) (1 (1))znQ z e O
−= + , получаем первое равенство теоремы. 
Перейдем к доказательству второго равенство теоремы. Рассмотрим  
( ) 3 1
2
,2
0
( ) ( ) ( ) .
(3 )!
a iba ib z n
n n n zx
n n
e zR z x x a ib x a ib e dx
n
−− +
−= − − − +∫  
Преобразуем данный интеграл  
(
( ) 3 1
2
,2
0
( ) ( ) ( )
(3 )!
iba ib z n
n n n zx
n n
e zR z x x a ib x a ib e dx
n
−− +
−= − − − + +∫  
)( ) ( ) .
a ib
n n n zx
ib
x x a ib x a ib e dx
−
−
−
+ − − − +∫  
Для определения интегралов, входящих в последнее равенство, поступаем аналогич-
но первому случаю. И получаем требуемые теоремой равенства. 
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1. Введение. Целью настоящей работы является экспериментальное исследование 
прямого опорного метода для минимизации выпуклых функций [1]. В качестве объекта 
для проведения численного эксперимента рассматривается задача безусловной опти-
мизации 
→ ∈ nf ( x ) min, x R , (1) 
где ( )f x  – дважды дифференцируемая сильно выпуклая функция, т.е. в задаче (1) 
всегда существует единственное решение x* – точка минимума функции ( )f x , которая 
удовлетворяет необходимым и достаточным условиям оптимальности 
∆
∂
= = =
∂j j
( x ) f ( x ) 0 , j 1 , n
x
. (2) 
2. Алгоритм прямого опорного метода. Пусть {x, Jоц} опорный план [1] задачи (1), 
известный к началу итерации, ε – заданная точность выполнения условий оптимально-
сти (2), η – параметр метода, гарантирующий монотонное убывание целевой функции от 
итерации к итерации. Предположим, что опора целевой функции Jоц состоит из индексов 
{i1, i2, … , im}, множество неопорных индексов Jн состоит из индексов {j1, j2, … , jn-m}, kj  – 
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неопорный индекс, для которого предстоит проверить условия оптимальности на теку-
щей итерации, 0нJ  – множество индексов из Jн, для которых на предыдущих итерациях 
был установлен факт выполнения условий оптимальности с заданной точностью, т.е. 
∆ ε≤ ∈ 0j н( x ) , j J , и опорный план {x, Jоц} не менялся. 
2.1. Проверим, выполняются ли условия (2) на индексе kj  с заданной точностью: 
∆ ε≤
kj
( x ) . (3) 
Если условие (3) не выполняется, то перейдем к п. 2.3. В противном случае положим 

=0 0н н kJ J { j } . Возможны 2 случая. 
а) 0 =н нJ J , т.е. все неопорные индексы удовлетворяют с заданной точностью условиям 
оптимальности. В этом случае перейдем к проверке согласованности опорного плана. 
б) 0 0,⊂ ≠н н н нJ J J J , т.е. возможно, что среди неопорных индексов есть такие, для ко-
торых условия оптимальности не выполняются с заданной точностью. В этом случае по-
ложим k = (k+1) mod (n-m) и снова проверим условие (3) для нового индекса. 
2.2. Проверим условия согласования опорного плана 
( ) ,∆ ε≤ ∈j оцx j J  (4) 
Если условия согласования (4) выполняются, то решение задачи (1) окончено, план x 
принимаем в качестве оптимального плана. В противном случае полагаем = ∅оцJ  и пе-
реходим к п.2.1. В качестве индекса kj  используем первый из индексов опорного плана, 
для которого не выполнены условия согласования (4). 
2.3. Построим направление l для улучшения опорного плана {x, Jоц}  
{ }, , \∆= − = ∈
k kj j j н k
l sign l 0 j J j , ∆=
kоц оц оц j
l G p sign , { }
2 ( ), , ∂= ∈ =
∂ ∂
k
оц j оц j
j j
f xp p j J p
x x
 (5) 
2.1.4. Вычислим шаг θ  вдоль направления l: 
/ α, α ,
θ
, α ,
∆ >= 
∞ ≤
если
если
0j
0
0
, α ∆′= +
k k kоц оц j j j
l p sign d ,
2 ( )∂
=
∂ ∂k k
k k
j j
j j
f xd
x x  
(6) 
Если θ = ∞ , то перейдем к п.2.6. 
2.5. Проверим условие 
( ) ( )θ η+ < −f x l f x . (7) 
Возможны 2 варианта: 
а) условие (7) выполняется. В этом случае построим новый опорный план { } , оцx J , где 
{ }

,θ= + =оц оц kx x l J J j , и пересчитаем матрицу Gоц: 

0
0
1
∆
α α
∆
α α
 
+ − 
 =
 
− 
 
Т
оц оц оц
оц j
оц Т
оц
j
l l l
G sign
G
l
sign
 
Если оцJ =n, то нJ = ∅ . Поэтому следующую итерацию начнем сразу с п. 2.2 – про-
верки условий согласования опорного плана{ }, оцx J . Если же оцJ <n, то перейдем к п. 2.1; 
б) условие (7) не выполняется. Продолжим итерацию, для чего перейдем к п. 2.6. 
2.6. Найдем шаг θ  вдоль направления l с помощью метода одномерной оптимизации 
(например, метода «золотого» сечения») и проверим условие  
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( ) ( ) / 8θ η+ < −f x l f x  (8) 
Возможны 2 исхода: 
а) условие (8) выполняется. В этом случае уточним значение параметра 
( f ( x ) f ( x l )) / 2η θ= − +  и перейдем к следующей итерации по правилам пункта 2.5 а), 
приняв в качестве значения α  величину 
0j
/α ∆ θ= . 
б) условие (8) не выполняется. В этом случае прервем текущую итерацию и проверим 
условия согласования опорного плана {x, Jоц}, т.е. перейдем к п. 2.2. 
3. Эксперименты. В эксперименте целевая функция (1) имела вид  
1
1
1( )
2
=
=
∑
= + +∑
n
ij j
j
a xm
T T
i
f x x Dx c x e , (9) 
где D – симметричная положительно определенная (n*n) – матрица, c – n-вектор, 
ija , i 1,m, j 1,n= =  – известные величины. Функция (9) является дифференцируемой 
(существуют любые ее производные) и сильно выпуклой. При этом имеют место сле-
дующие соотношения 
=
−
= =
∑∂
= = + +
∂ ∑ ∑
1
( )
1 1
( )( )∆
n
kl l k
l
n m a x b
j jk k j kj
k kj
f xx d x c a e
x
, =
−
=
∑∂
= +
∂ ∂ ∑
1
( )
1
( )
n
kl l k
l
m a x b
ij ki kj
ki j
f x d a a e
x x
(10) 
Для автоматизации процесса тестирования был разработан генератор задач вида (9). 
В ходе эксперимента генерировались задачи одного размера сериями по 10 штук. Кон-
тролировались два параметра: время решения и количество итераций. В качестве ре-
зультатов эксперимента принимались средние результаты по серии, из которых отбра-
сывалось одно наибольшее и одно наименьшее значение. 
Эксперимент 1. Исследовалось влияние на вычислительный процесс способа вы-
числения шага. Рассмотрены 2 варианта: а) вычисление шага по правилам, изложенным 
в п. 2; б) вычисление шага с заданной точностью на каждой итерации алгоритма (мето-
дом «золотого сечения»). 
Эксперимент 2. Исследовалось, как влияет на вычислительный процесс способ вы-
числения производных. Рассмотрены 2 варианта: а) точное вычисление производных по 
формулам (10); б) приближенное вычисление производных по простейшим разностным 
формулам. 
В табл. 1 приведены результаты эксперимента по решению задач с размерами от 10 
до 30 переменных (буквы аа,ба, аб, бб обозначают сочетания вариантов экспериментов 1,2). 
 
Таблица 1 – Результаты эксперимента 
Количество 
переменных 
Количество итераций Время решения (мс) 
аа ба аб бб аа ба аб бб 
10 30 30 30 30 17 30 24 38 
15 60 59 62 65 34 45 47 65 
20 79 68 79 65 32 83 81 114 
25 81 82 81 93 40 120 102 162 
30 120 90 120 90 71 177 286 310 
 
Результаты эксперимента позволяют сделать выводы: 
1) вычисление шага с заданной точностью приводит к уменьшению количества 
итераций, однако в 2-3 раза увеличивает время решения задачи; 
2) приближенное вычисление производных не приводит к существенному увеличению 
количества итераций, однако увеличивает время решения задачи. При этом разрыв по 
времени решения увеличивается с ростом размеров задачи 
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Эргодическим стационарным случайным процессом называется такой процесс, любая 
вероятностная характеристика которого, полученная на ансамбле реализаций в какой-
либо момент времени t, равна, с вероятностью, сколь угодно близкой к единице, анало-
гичной характеристике, полученной на одной единственной реализации процесса путем 
усреднения по времени за достаточно большой промежуток времени T [1]. 
Использование эргодического стационарного случайного процесса позволяет строить 
оценки спектральной плотности по одной его реализации, при этом зачастую избавляя 
исследователей от проведения многочисленных экспериментов, связанных с затратами 
материальных и временных ресурсов. 
Расширенной периодограммой называется периодограмма вида [2]  
    (1) 
где   
 
 
функция  – функция окна просмотра данных,  
Разработан алгоритм построения расширенной периодограммы в СКА «Mathematica 
8.0» с использованием 10 окон просмотра данных. Алгоритм позволяет строить расши-
ренные периодограммы за приемлемое время для рядов длиной до 10000 наблюдений 
(см. рис. 1).  
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Реализация процесса Расширенная периодограмма для треугольного окна множества H1 и теоретическая спектральная плотность 
 
Рисунок 1а – Результаты для процесса авторегрессии первого порядка  
AR(1) T=128, с параметром  
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Реализация процесса Расширенная периодограмма для треугольного окна множества H1 и теоретическая спектральная плотность 
Рисунок 1б – Результаты для процесса скользящего среднего первого порядка  
MA (1) T=128, с параметром  
 
В качестве состоятельной оценки спектральной плотности можно рассмотреть оценки, 
построенные по непересекающимся интервалам наблюдений [3]  
Пусть число наблюдений T за эргодическим стационарным случайным процессом 
 представимо в виде: 
 
где L – число интервалов, содержащих по N наблюдений (L не зависит от T).  
На l-м интервале, состоящем из наблюдений  
 
построим расширенную периодограмму (1). 
В качестве оценки спектральной плотности  рассмотрим статистику вида:  
    (2) 
, построенную путем осреднения расширенных периодограмм по L непересекаю-
щимся интервалам наблюдений. 
Разработан алгоритм построения расширенной периодограммы по непересекающим-
ся интервалам наблюдений в СКА «Mathematica 8.0». Алгоритм позволяет строить рас-
ширенные периодограммы за приемлемое время для рядов длиной до 10000 наблюде-
ний (см. рис. 2).  
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Теоретическая плотность 
Расширенная периодограмма, построенная по 
непересекающимся интервалам наблюдений и 
теоретическая спектральная плотность 
 
Рисунок 2а – Результаты для процесса, реализованного на рисунке 1а 
 
Оценки, построенные с помощью осреднения расширенной периодограммы спек-
тральных окон, являются лучшими по качеству на основе визуального анализа по срав-
нению с оценками в виде расширенной периодограммы. 
           Аналитические и численные методы исследований в математике и их приложения   101 
 
3 2 1 1 2 3
0.1
0.2
0.3
0.4
 
3 2 1 1 2 3
0.0
0.1
0.2
0.3
0.4
 
Теоретическая плотность 
Расширенная периодограмма, построенная по 
непересекающимся интервалам наблюдений и 
теоретическая спектральная плотность 
 
Рисунок 2б – Результаты для процесса, реализованного на рисунке 1б 
 
Требуются дополнительные исследования по выбору ширины спектрального окна и 
количеству интервалов осреднения в зависимости от длины реализации случайного 
процесса, так как очевидно, данные параметры существенно влияют на качество оценки. 
С помощью разработанных алгоритмов можно легко анализировать различные дан-
ные в виде эргодических стационарных случайных процессов, что является актуальным 
для решения задачи анализа данных в автоматизированном режиме для производст-
венных предприятий. 
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СЛУЧАЙ ПРИБЛИЖЕННО ЗАДАННОГО ОПЕРАТОРА 
В НЕЯВНОМ МЕТОДЕ РЕШЕНИЯ ОПЕРАТОРНЫХ УРАВНЕНИЙ 
 
Викторович Л.В. 
Брестский государственный университет им. А.С. Пушкина, г. Брест 
Научный руководитель: Матысик О.В., к. ф.-м. н., доцент 
 
В действительном гильбертовом пространстве H решается операторное уравнение 
первого рода 
Ax = y, (1) 
где А – ограниченный положительный самосопряженный оператор. Предполагается, что 
нуль принадлежит спектру оператора А, но не является его собственным значением, т.е. 
рассматриваемая задача неустойчива и, значит, некорректна. Будем искать решение 
уравнения (1), используя неявную схему метода итераций, которая при приближенной 
правой части уравнения (1) δ≤− δδ yyy ,  имеет вид 
( ) .0, ,0,1,,1 =−α−= δδδ+δδ+ xyAxxx nnn  (2) 
Рассмотрим случай, когда счёт ведется по методу (2) не с оператором А, а с операто-
ром ,hA  .hAA h ≤−  Введем погрешность ,,δ−=η nnn xu  где 
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( ) .0, 01 =α+=α+ δ+ uyuuAE nnh     (3) 
Из (3) следует 
( ) ,11 ++ α+η=ηα+ nnnh BxAE     (4) 
где .0,, 0 =η≤−= hBAAB h  
По индукции нетрудно показать, что ( ) ( )∑
−
=
−
+− αα+=η
1
0
1 .
n
k
kn
k
hn BxAE  
Так как ( )[ ] ,1 ynyAEEAx nn α≤α+−= −− то ≤−knx ( ) ykn α− .  
Для оценки ( ) ( )1+−α+ khAE  потребуем, чтобы пространство H  было сепарабель-
ным и оператор hA  сокоммутировал с A, тогда [1, с. 388] он является функцией опера-
тора A, т. е. ( )∫ =λϕ= λ
M
h AMdEA
0
,  и спектральная функция у этих операторов од-
на и та же. Следовательно, hAA−  ( ) ,max
],0[
h
M
≤λϕ−λ=  так что 
( ) ( ) =α+ +− 1khAE  
( )
≤
λαϕ+ +1],0[ 1
1max kM
 
( )
≤
−λα+ +1],0[ 1
1max kM h 11
1
+α− kh
. 
Таким образом, считая ,1<αh  имеем 
( )
∑
−
=
+α−
−
α≤η
1
0
1
2
1
n
k
kn
y
h
knh . 
Нетрудно доказать, что 
( )
∑
−
=
+α−
−
α
1
0
1
2
1
n
k
k
y
h
knh =
( )
yhn
h
h n 





−α−
α−
− 1
1
11 . 
В результате получена оценка погрешности метода итераций (2) 
( )
yhn
h
h nn 





−α−
α−
≤η − 1
1
11 .    (5) 
Покажем, что полученная оценка имеет порядок ( )hO . 
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

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( ) ( )
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



 −α
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( ) ( )
( )
y
h
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h nα−








+α
−
−−α
−
−α
= −
1
...
!2
1...
!2
1 22332222
1 . 
 
Знаменатель имеет порядок ( )1O , а числитель ( )hO , поэтому правая часть в (5) 
имеет порядок ( )hO . 
           Аналитические и численные методы исследований в математике и их приложения   103 
 
Общая оценка погрешности неявного итерационного метода (2) с учетом неточности в 
правой части уравнения линейного операторного уравнения (1) и погрешности в опера-
торе имеет вид 
≤−+−+−≤− δδδδ ,,,, nnnnnn uxxxxxux ( )2
sss n z nα αδ− + +
( ) δ
−






−α−
α−
yhn
h
h n 11
11 . 
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СХОДИМОСТЬ МЕТОДА ИТЕРАЦИЙ НЕЯВНОГО ТИПА РЕШЕНИЯ НЕКОРРЕКТНЫХ 
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Научный руководитель: Савчук В.Ф., к. ф.-м. н., доцент 
 
Пусть H  и F  – гильбертовы пространства и A  – линейный непрерывный оператор, 
действующий из H  в F . Предполагается, что нуль не является его собственным зна-
чением, однако принадлежит его спектру. Решается уравнение  
δη yxA = , 
где ηη ≤− AA  и δδ ≤− yy . Предположим, что точное решение уравнения сущест-
вует и является единственным. Будем искать его с помощью неявного итерационного 
метода 
δηη αα yAxxAE
k
nn
k 1
1)(
−
+ +=+ , 00 =x , Nk∈ .   (1) 
Пусть FH = , 0* ≥= AA , 0* ≥= ηη AA , [ ]MAS p ,0)( ≤η , 00 ηη << . Тогда итера-
ционный метод (1) запишется в виде  
δη yAgx nn )(= , 
где 0
)1(
11)( 1 ≥





+
−= − nkng αλ
λλ . Причем )(λng  удовлетворяет условиям 
k
n
M
ng /1
0
)(sup γλ
λ
≤
≤≤
, )0( >n , kk /1αγ = ,     (2) 
ks
sn
s
M
ng /
0
)(1sup −
≤≤
≤− γλλλ
λ
, )0( >n , 
ks
s k
s /
2





=
α
γ ,    (3) 
(здесь s  – степень истокопредставимости точного решения zAx s= , 0>s , ρ≤z ). 
0
0
)(1sup γλλ
λ
≤−
≤≤
n
M
g , 10 =γ , )0( >n .    (4) 
 
0)(1sup
0
→−
≤≤
λλλ
λ
n
M
g , ∞→n .     (5) 
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Теорема. Пусть 0* ≥= AA , 0* ≥= ηη AA , ηη ≤− AA , [ ]MAS p ,0)( ≤η , 
),0( 0ηη << 0>α , )(ARy∈ , δδ ≤− yy  и выполнены условия (2), (4), (5). Выберем 
параметр ),( ηδnn =  в приближении (1) так, чтобы 0),()( /1 →+ ηδηδ k  при 
∞→),( ηδn , 0→δ , 0→η . Тогда *),( xxn →ηδ  при 0→δ , 0→η . 
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Научный руководитель: Кожух И.Г., к.ф.-м.н., профессор 
 
Основным объектом исследований в экологии является динамика или эволюция по-
пуляций. Рассмотрим несколько типичных примеров. 
Пример 1. Эволюция популяции. 
Составить дифференциальное уравнение, описывающее эволюцию популяции при 
следующих предположениях: A  – число особей в популяции, рождающихся в единицу 
времени, а B – число особей, умирающих в единицу времени. Решить и проанализиро-
вать полученное решение. 
Решение. Обозначим посредством )(tx  число особей в популяции в произвольный 
момент времени t . С достаточным основанием можно утверждать, что скорость измене-
ния особей в популяции задается формулой: 
dx A B.
dt
= −       (1) 
Случай 1. Линейная зависимость для скоростей рождения и умирания особей. 
Простейшим случаем является ситуация, когда axA = , bxB = . В этом случае уравне-
ние (1) перепишется в виде дифференциального уравнения с разделяющимися пере-
менными: xba
dt
dx )( −= . Разделяя переменные, находим dtba
dt
dx )( −=  и, интегрируя, по-
лучаем tbacextba
c
xctbaxdtba
dt
dx )()(lnln)(ln)( −=→−=→+−=→−=∫ ∫ . 
Простейший анализ полученного выражения показывает, что если ba > , то при 
∞→t  число особей ∞→x . При ba < , ∞→x  при t ,→∞  и популяция становится 
вымирающей. 
Случай 2. Нелинейная зависимость для скоростей изменения числа особей. 
Более реальными случаями для описания эволюции популяций, по-видимому, будут 
являться модели, которые предполагают, что скорость изменения числа особей явля-
ется нелинейной функцией. В таком случае скорость прибавления числа особей в по-
пуляции задается дифференциальным уравнением следующего вида 
)(xf
dt
dx
= ,      (2) 
где )(xf  – некоторая нелинейная функция. 
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Пусть, например, 2)( bxaxxf −= , где 0>a , 0>b . В этом случае (2) преобразуем в так 
называемое дифференциальное уравнение Бернулли 
2bxax
dt
dx
−= .       (3) 
В биологии это уравнение называется уравнением Ферхюльста-Перла. В уравнении 
учитывается так называемый «эффект самоотравления» популяции или, иначе говоря, 
внутривидовая борьба. 
Причинами, снижающими рост популяции, могут являться конкурентная борьба за пи-
щу, за место, распространение инфекции, из-за тесноты и т.д. Интегрируя уравнение (3), 
находим, что 
)(
00
0
0
)(
ttaex
b
ax
x
b
a
tx
−−




 −+
= ,    (4) 
где )( 00 txx = . 
Из выражения (4) видно, что при ∞→t  число особей в популяции имеет своим пре-
делом 
b
atx
b
a
→)(: . При этом следует рассмотреть два случая: 0xb
a
>  и 0xb
a
< . Разли-
чие между ними хорошо видно из рис.1. 
 
 
Рисунок 1 
 
Рассмотренная модель описывает динамику популяции в ограниченной среде. Отме-
тим, что уравнение (3) используется также и при моделировании социально-экономи-
ческих процессов, например, распространение рекламы. 
Пример 2. Динамика популяций, модель «хищник-жертва» Вольтерра-Лотка. 
Получить систему дифференциальных уравнений, описывающих модель «хищник-
жертва» Вольтерра-Лотка. 
В динамике популяций часто исследуется взаимодействие хищников и их добычи 
(жертв) при всевозможных, достаточно общих предположениях. 
В частности, рассмотрим модель взаимодействия хищников и добычи в предположе-
нии, что между особями одного вида (хищниками) нет соперничества. Пусть 1x  и 2x  – 
число жертв и хищников, соответственно. 
Предположим, что в отсутствии хищников )0( 2 =x  относительный прирост жертв про-
исходит с постоянной скоростью, например, )0( >aa . Наряду с этим жертвы несут поте-
ри, пропорциональные количеству хищников )0( 22 >xx  с коэффициентом пропорцио-
нальности )0( >− bb . 
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В свою очередь рост популяции хищников зависит от количества пищи (жертв) x1 и 
при отсутствии пищи (x1 = 0) относительная скорость изменения (убывания) популяции 
хищников равна )0( >− cc . При наличии пищи в количестве )0( 11 >xx  скорость убывания 
хищников компенсируется пропорционально количеству жертв с коэффициентом про-
порциональности )0( >dd . 
Решение. Используя лишь механический смысл производной как скорости изменения 
переменной и условия задачи, имеем для относительной скорости (прироста) жертв x1 в 
отсутствии хищников a
x
x
=
′
1
1  и 2
1
1 bxa
x
x
−=
′  в их присутствии. Аналогично для хищников 
имеем для относительной скорости их прироста, а фактически убывания c
x
x
−=
′
2
2  в от-
сутствии пищи и 1
2
2 dxc
x
x
+−=
′  при наличии компенсации. Отметим, что штрих при пере-
менной обозначает ее первую производную по времени. Объединяя оба равенства, 
имеем систему нелинейных дифференциальных уравнений с двумя неизвестными, т.е. 
второго порядка, соответствующую модели Вольтерра-Лотка 



+−=′
−=′
212
121
)(
)(
xdxcx
xbxax      (5) 
Записывая в стандартной форме Коши, имеем 






+−=
−=
212
2
211
1
xdxcx
dt
dx
xbxax
dt
dx
.     (6) 
Отметим, что полученная система уравнений имеет многочисленные другие прило-
жения, среди которых: 
• поведение конкурирующих фирм, 
• рост народонаселения, 
• численность воюющих армий, 
• изменение экологической обстановки, 
• развитие науки и др. 
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Одним из ярких представителей класса диофантовых уравнений второй степени яв-
ляется уравнение Пелля (его еще называют неопределённым уравнением Ферма), то 
есть уравнение: 𝑥𝑥2 − 𝑆𝑆𝑦𝑦2 = 1, где a – целое положительное число, не являющееся 
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полным квадратом. Каждое уравнение Пелля имеет решение (±1;0), которое называется 
тривиальным. Все остальные решения называются нетривиальными. Наименьшим не-
тривиальным решением уравнения Пелля называется такое решение, при котором дву-
член 𝑥𝑥 + √𝑆𝑆𝑦𝑦 принимает наименьшее значение из всех возможных.  
Решений уравнения Пелля бесконечно много. Доказывается это с помощью бинома 
Ньютона следующим образом. Двучлен 𝑥𝑥0 + √𝑆𝑆𝑦𝑦0, где 𝑥𝑥0,𝑦𝑦0 – наименьшее нетриви-
альное решение, возводится в n-ю степень и раскладывается по биному Ньютона. Если 
привести подобные слагаемые, то получается выражение вида 𝑥𝑥𝑛𝑛 + √𝑆𝑆𝑦𝑦𝑛𝑛 , где 𝑥𝑥𝑛𝑛 ,𝑦𝑦𝑛𝑛  – 
целые числа. Далее надо провести аналогичные операции для сопряжённого двучлена. 
В результате получается следующая система уравнений: 
�
(𝑥𝑥0 + √𝑆𝑆𝑦𝑦0)𝑛𝑛 = 𝑥𝑥𝑛𝑛 + √𝑆𝑆𝑦𝑦𝑛𝑛 ,(𝑥𝑥0 − √𝑆𝑆𝑦𝑦0)𝑛𝑛 = 𝑥𝑥𝑛𝑛 − √𝑆𝑆𝑦𝑦𝑛𝑛 .      (1) 
Далее следует перемножить эти равенства и «свернуть» по формуле разности квад-
ратов. Так как число n может принимать бесконечное множество значений, то решений 
уравнения Пелля тоже бесконечное множество. Существует несколько методов нахож-
дения «всех» решений уравнения Пелля. Первый метод основан на формулах (1). Дока-
зывается, что все решения получаются в результате возведения в n-ю степень двучлена 
𝑥𝑥0 + √𝑆𝑆𝑦𝑦0. Второй метод основан на операции "гиперболический поворот", переводя-
щей одну целочисленную точку на графике в следующую, и основан на формулах: 
�
𝑥𝑥𝑛𝑛 = 𝑥𝑥0𝑥𝑥𝑛𝑛−1 + 𝑆𝑆𝑦𝑦0𝑦𝑦𝑛𝑛−1,
𝑦𝑦𝑛𝑛 = 𝑥𝑥0𝑦𝑦𝑛𝑛−1 + 𝑦𝑦0𝑥𝑥𝑛𝑛−1.       (2) 
Суть индийского метода состоит в следующем: сначала берут два целых числа, под-
ставляют в правую часть уравнения Пелля и находят результат. Выбирают такие числа, 
чтобы правая часть была близка к единице. Далее получившееся уравнение умножается 
на уравнение Пелля. Скобки раскрывают, выделяют полные квадраты и подбирают но-
вые числа, удовлетворяющие неравенству. Далее сокращают обе части равенства на 
НОД и опять умножают на уравнение Пелля и так далее, пока в правой части не полу-
чится единица. 
Английский метод: алгоритм, основанный на цепных дробях, выполняется следую-
щим образом: √𝑆𝑆 раскладывается в цепную дробь, которая будет периодична со второ-
го полного частного. Далее находится период k и вычисляется выражение kn, где n – та-
кое наименьшее натуральное число, что kn чётно. Далее находится подходящая дробь с 
таким индексом, числитель и знаменатель которой и будут наименьшим решением.  
Пример 1. Решить уравнение Пелля: 𝑥𝑥2 − 8𝑦𝑦2 = 1 
Решение. 1) найдём наименьшее (𝑥𝑥0,𝑦𝑦0), так как √8 = 2√2 = [2; 1,4,1,4, … ];  
2) S = 2; 3) 𝑃𝑃𝑆𝑆−1
𝑄𝑄𝑆𝑆−1 = 𝑃𝑃1𝑄𝑄1 = 2 + 11 = 31, следовательно, 𝑥𝑥0 = 3,𝑦𝑦0 = 1.  Остальные ре-
шения найдём по формулам: 
 
𝑥𝑥𝑛𝑛=12��𝑥𝑥0+√𝑑𝑑𝑦𝑦0�𝑛𝑛+�𝑥𝑥0−√𝑑𝑑𝑦𝑦0�𝑛𝑛 �,
𝑦𝑦𝑛𝑛= 12√𝑑𝑑��𝑥𝑥0+√𝑑𝑑𝑦𝑦0�𝑛𝑛−�𝑥𝑥0−√𝑑𝑑𝑦𝑦0�𝑛𝑛 �.    (3) 
В 1842 г. бельгийский математик Эжен Шарль Каталан сформулировал утверждение: 
уравнение ха − у𝑏𝑏  = 1, где х, у, а, b >1 имеет единственное решение в натуральных 
числах: х = 3, у = 2, а = 2, b = 3 (гипотеза Каталана). Гипотеза Каталана говорит о том, 
что разность между двумя числами, возведёнными в степень, не может быть равной 1, 
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за исключением 32 − 23. Это утверждение было доказано в 2002 г. румынским матема-
тиком Преда Михайлеску. Доказательство использует методы из теории круговых полей. 
Для решения уравнения ха − у𝑏𝑏  = 1, где х, у, а, b >1, можно рассмотреть случаи:  
1) х – чётное число, у – нечётное число; 2) х – нечётное число, у − чётное число. Каж-
дый из вариантов распадается еще на два случая: 1) х > у, а < b;2) х < у, а> b. Кроме это-
го, требуется перебрать комбинации а, b – чётные (нечётные) числа. Всего 16 вариантов 
перебора. 
Уравнение xn+yn=zn не может быть решено в целых ненулевых числах относительно x, 
y и z при натуральных значениях показателя n, больших 2; (Великая теорема Ферма). 
При n = 2 данное уравнение имеет решение, к примеру, 3, 4, 5. Эйлер доказал неразре-
шимость указанного уравнения при n = 4 (1738 г.) и при n = 3 (1770 г.), Г. Ламе – при n = 
7 (1839 г.). В 1995 году Эндрю Уайлс, используя достижения современных ученых, сумел 
завершить доказательство великой теоремы Ферма.  
С решением диофантовых уравнений связана одна из знаменитых проблем Давида 
Гильберта, сформулированных на II Международном конгрессе математиков в Париже в 
1990 году: пусть дано произвольное диофантово уравнение; требуется указать общий 
метод, следуя которому, можно было бы за конечное число шагов узнать, имеет ли оно 
решение в целых числах. В 1970 году ленинградский математик Ю. В. Матиясевич дока-
зал, что такого общего метода не существует. 
 
 
УДК 519.1 
 
О СЛОЖНОСТИ ТЬЮРИНГОВЫХ ВЫЧИСЛЕНИЙ В ОДНОМ КЛАССЕ 
 
Даудов Д.Д. 
Брестский государственный университет им. А.С. Пушкина, г. Брест 
Научный руководитель: Будько А.Е., к. ф.-м. н., доцент 
 
В [1] была рассмотрена классификация машин Тьюринга по степени сложности их 
программ, заданных ориентированными графами. Там же было начато исследование 
сложности вычислений на машинах Тьюринга в зависимости от сложности их программ. 
В [2] это исследование было продолжено. В данных работах рассматриваются машины 
Тьюринга с внешним алфавитом }1,0{  и программы машин задаются ориентированными 
графами, вершины которых соответствуют внутренним состояниям, а дуги определяют 
команды. Будем считать, что в каждый момент времени лента имеет конечную длину, и к 
ней могут пристраиваться пустые ячейки. Длину ленты, имеющуюся в начальный мо-
мент, обозначим через n. Вершины соответствующие, начальным и конечным состояни-
ям, называются соответственно начальной и конечной. 
Поскольку программа задается графом, то сложность программы будет определяться 
сложностью соответствующего графа. Путь, начало и конец которого совпадают, назы-
вается циклом. Цикл называется элементарным, если все его вершины, за исключением 
начальной и конечной, различны. Кустом называется неконечная вершина вместе с вы-
ходящими из нее двумя дугами. Цикл называется m-циклом, если в нем можно выделить 
ровно m различных элементарных циклов. Машина называется m-цикловой, если в ее 
графе имеются m-циклы, возможно с-циклы и нет d-циклов, где mc < , md > . Граф мо-
жет содержать кусты, дуги которых не входят ни в какой цикл. Класс m-цикловых машин 
обозначается через Lm. Таким образом, сложность структуры программы характеризует 
m-цикловость: чем больше m, тем сложнее структура программы.  
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В [1, 2] были получены верхние оценки сложности вычислений для машин классов  
L0 – L3. Для машин класса L0 время вычисления не зависит от длины начальной записи 
и является константой. Для машин класса L1 верхняя оценка времени вычисления явля-
ется линейной, для машин классов L2, L3 – квадратичной. 
В настоящей работе рассматривается построение машины класса L5. Показывается, 
что время и емкость работы этой машины над начальной конфигурацией вполне опре-
деленного вида являются уже экспоненциальными. 
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В действительном гильбертовом пространстве H  решается линейное операторное 
уравнение  
=Ax y    (1) 
с положительным ограниченным самосопряжённым оператором A , для которого нуль 
не является собственным значением. Однако предполагается, что нуль принадлежит 
спектру оператора A , поэтому задача (1) неустойчива и, следовательно, некорректна. 
Для решения уравнения (1) предлагается неявная итерационная процедура 
α α++ = +
3 2
1( ) ,n nE A x x A y  =0 0.x    (2) 
Предполагая существование единственного точного решения x уравнения (1) при точ-
ной правой части y, ищем его приближение δ,nx  при приближённой правой части δy , 
δ δ− ≤y y . В этом случае метод (2) примет вид 
δ δ δα α++ = +
3 2
1, ,( ) ,n nE A x x A y  δ =0, 0.x    (3) 
Ниже, под сходимостью метода (3) понимается утверждение о том, что приближения 
(3) сколь угодно близко подходят к точному решению x уравнения (1) при подходящем 
выборе n и достаточно малых δ , т.е. ( )δδ→ − =,0lim inf 0nn x x . 
В случае, когда нет сведений об истокообразной представимости точного решения, 
затруднительно получить априорные оценки погрешности и априорный момент остано-
ва. И, тем не менее, метод (3) можно сделать вполне эффективным, если воспользо-
ваться энергетической нормой гильбертова пространства ( )= ,Ax Ax x , где ∈x H . 
Справедлива 
Теорема 1. При условии α > 0  итерационный метод (3) сходится в энергетической 
норме гильбертова пространства, если число итераций n выбирать из условия 
δ →1/6 0n  при δ→∞ →, 0n .  
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Запишем общую оценку погрешности для метода (3) в энергетической норме  
( ) ( )δ α α δ
−− ≤ + ≥1/6 1/61/2, 12 6 , 1n Ax x n x n n .   (4) 
Оптимизируем оценку (4) по n. Для этого при заданном δ  найдём такое значение 
числа итераций n, при котором оценка погрешности становится минимальной. Прирав-
няв нулю производную по n от правой части неравенства (4), получим  
α δ− − − −= 35 2 2 1 3oпт 2 3n x .    (5) 
Подставив oптn  в оценку (4), найдём её оптимальное значение 
δ δ− ≤ ⋅
опт 1/21/12 1/6 1/2
, 2 2 3n Ax x x .   (6) 
Таким образом, справедлива 
Теорема 2. Оптимальная оценка погрешности для метода (3) при условии α > 0  в 
энергетической норме имеет вид (6) и получается при oптn  из (5). 
Замечание. Из неравенства (6) вытекает, что оптимальная оценка погрешности 
не зависит от параметра α . Но oптn  зависит от α  и, поскольку на α  нет ограниче-
ний сверху ( )0α > , то за счёт выбора α  можно получить =oпт 1n , т. е. оптималь-
ная оценка погрешности будет достигаться уже на первом шаге итераций. Для это-
го достаточно взять 
α δ− − −= 35 2 2 32 3опт x . 
Рассмотрим вопрос о том, когда из сходимости в энергетической норме следует схо-
димость в обычной норме гильбертова пространства Н. Очевидно для этого достаточно, 
чтобы при некотором фиксированном ε  ( )ε< <0 A  было ε ε δ= =,0, 0nP x P x , где 
ε
ε λλ= ∫
0
P dE . Так как ( )δ δα −−  = − +  
1 3
,
n
nx A E E A y , то для выполнения последнего из 
указанных условий должно выполняться условие ε δ = 0P y . Таким образом, если реше-
ние x и приближенная правая часть δy  такова, что ε = 0P x  и ε δ = 0P y , то из сходимости 
δ,nx  к x в энергетической норме вытекает сходимость в исходной норме гильбертова 
пространства Н и, следовательно, для сходимости в исходной норме пространства Н не 
требуется истокообразной представимости точного решения. 
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Введение. Валовый региональный продукт (ВРП) определяется как сумма добавлен-
ных стоимостей (ВДС) видов экономической деятельности и чистых налогов на продук-
ты. ВРП формируется в разрезе 15 видов экономической деятельности (далее – секция) 
[1]. Для расчета ВРП области за каждый отчетный период (месяц, квартал, год) в отрас-
           Аналитические и численные методы исследований в математике и их приложения   111 
 
левые отделы главного статистического управления области поступает из районных от-
делов статистики перечень форм государственной статистической отчетности, исполь-
зуемых при формировании ВРП. Затем данные обрабатываются в отраслевых отделах 
и поступают в отдел статистического регистра и внутреннего обследования (ОСР и ВО), 
где непосредственно рассчитывается ВРП. Ранее в работе [2] была разработана стохас-
тическая модель образования ВРП в разрезе отраслей на основе НМ-сети. НМ (Howard-
Matalytski)-сеть – это сеть массового обслуживания (МО), в которой заявка при переходе 
из одной системы в другую приносит последней системе некоторый доход, а доход пер-
вой системы уменьшается на эту величину. В последнее время НМ-сети широко исполь-
зуются для моделирования различных реальных объектов в экономике, технике и про-
изводстве, для которых необходимо исследовать не только функциональные характери-
стики, но и оценить доходы или издержки, связанные с функционированием этих систем. 
Стохастическая модель ВРП. Сетевой моделью образования и прогнозирования 
ВРП может служить открытая HM-сеть, состоящая из 15 периферийных систем массово-
го обслуживания (СМО) S1, S2, …, S15, которые соответствуют отраслевым отделам 
главного статистического управления области, и центральной системы S16, которая со-
ответствует ОСР и ВО. Заявками являются данные от организаций и предприятий раз-
личных секций, доходы от переходов заявок внутри сети – это ВДС и чистые налоги со-
ответствующих отраслей. Для того чтобы найти ВРП области, нужно найти ожидаемый 
доход центральной СМО. Для этого можно применить методику, описанную в [2]. 
Пусть в сеть поступает простейший поток заявок с интенсивностью λ. Интенсивность 
обслуживания заявок μi(ki(t)) в момент времени t в системе Si зависит от числа заявок в 
этой системе ki(t), ni ,1= . Обозначим через mi – число линий обслуживания в i-й СМО, 
p0j – вероятность поступления заявки из внешней среды в систему Sj, 1
1
0
=∑
=
n
j
jp ; pij – веро-
ятность перехода заявки после обслуживания в системе Si в систему Sj, ,1
1
=∑
=
n
j
ijp .,1 ni =   
Рассмотрим динамику изменения доходов некоторой системы Si сети, .,1 ni =  Пусть 
)(tVi  – ее доход в момент времени t  и 0)0( ii vV = , ni ,1= . Доход этой СМО в момент 
времени tt ∆+  можно представить в виде  
),()()( ttVtVttV iii ∆∆+=∆+ ,    (1) 
где ),( ttVi ∆∆ – изменение дохода системы Si на интервале времени ),[ ttt ∆+ . Для на-
хождения этой величины выпишем условные вероятности событий, которые могут про-
изойти за время t∆ , а также связанные с ними изменения доходов периферийных сис-
тем iS , 1,1 −= ni , и центральной системы nS : 
1. С вероятностью )(0 totp i ∆+∆λ в систему iS  из внешней среды поступит заявка, ко-
торая принесет ей доход в размере ))(01.01(0 ttIr i ∆++ , где ir0  – СВ с математическим 
ожиданием { } ii arM 00 = ; ее экономический смысл заключается в том, что она равна сум-
ме ВДС и чистых налогов i-й секции экономики в ценах сопоставимых к началу периода 
прогнозирования, а )(tI – уровень инфляции на интервале времени ],0[ t , 1,1 −= ni . 
2. С вероятностью )())(())(( tottkutk iii ∆+∆µ  заявка перейдет из системы iS  в систе-
му nS , при этом доход системы nS  возрастет на величину )),(01.01( ttIrin ∆++  а доход 
системы iS  уменьшится на эту величину, где inr  – СВ с математическим ожиданием 
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inin arM =}{ , 1,1 −= ni , 



>
≤
=
0,1
,0,0
)(
x
x
xu  – функция Хэвисайда. Исходя из постановки за-
дачи, следует, что ini rr =0 . 
3. С вероятностью )())(())(( tottkutk nnn ∆+∆µ заявка из системы Sn перейдет во внеш-
нюю среду, при этом доход системы Sn уменьшится на величину ))(01.01(0 ttIRn ∆++ , где 
0nR – СВ с математическим ожиданием 00}{ nn bRM =  и 0nR  равен ВРП области в ценах, 
сопоставимых к началу периода прогнозирования. 
4. С вероятностью )()))(())(((1 0 tottkutk iiii ∆+∆+− µλρ на отрезке времени ),[ ttt ∆+  
изменение состояния системы iS  не произойдет, 1,1 −= ni . 
5. С вероятностью )())(())((1
1
1
tottkutk
n
i
iii ∆+∆−∑
−
=
µ  на отрезке времени ),[ ttt ∆+  изме-
нение состояния центральной системы Sn не произойдет. 
Кроме того, за каждый малый промежуток времени t∆  система Si может увеличить 
свой доход на величину ri tttI ∆∆+ )( , где ri – СВ с математическим ожиданием ii crM =}{ , 
ni ,1= . Будем считать, что СВ inr , ir0 , 0nR  независимы по отношению к СВ ri, ni ,1= . 
Пусть )(tNi  – среднее число заявок в i-й системе в начальный момент времени, 
ni ,1= .Тогда, используя методику, описанную в [2], для случая, когда сеть функциониру-
ет так, что в среднем в ней не наблюдается очередей, т.е. )()),(min( tNmtN iii = , ni ,1= , 
получаем выражение для дохода центральной СМО 
00
1
1
)0(,)()())(01.01()( nnnnn
n
i
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n vvbtNatNctI
dt
tdv
=

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
−++= ∑
−
=
µµ , (2) 
где )(tNi  находится с помощью выражений (3) 
t
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1
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 (3) 
Далее реализуем австрийский подход к моделированию инфляции )(tI  из [3], адап-
тированный под экономику Республики Беларусь: 
142.5729.0272,0144,0 096,0)( _ −++−−= tttimp
petrol
t ExDNWPСPItI ,   (4), 
где timpP _ – средние цены импорта, petrooltСPI – индекс потребительских цен на бензин, 
tNW – номинальная среднемесячная заработная плата. 
Используя статистические данные по месяцам 2012 года, было найдено представле-
ние )(tI  в виде кусочно-постоянной функции. Подставив )(tI  и (3) в систему (2), можно 
найти выражение для ожидаемого дохода системы Sn, зависящее от времени. Это по-
зволяет получить соотношение для ВРП в любой момент времени ],0[, Ttt ∈ . 
Проведенные исследования показали, что относительная погрешность квартального 
ВРП, рассчитанного по представленной модели, не превышает 34%, а в среднем ВРП за 
год отклоняется от реального значения всего на 14%. 
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Задача «Определение величины отклонения при падении от вертикальной прямой 
материальной точки, находящейся в северном полушарии Земли, падающей с высоты 
500 метров, когда точка находится на некоторой параллели» была сформулирована в 
[1]. Некоторые подходы к её решению сформулированы в работе [2]. Одним из условий 
при решении задачи являлось требование определить величину отклонения при паде-
нии в восточном направлении. При решении задачи принимается ряд допущений. Так же 
пренебрегают двумя проекциями относительной скорости на оси y и x, (см. рис. 1) и 
влиянием соответственно на относительное движение точки в этих направлениях угло-
вого вращения Земли. 
 
 
Рисунок 1 − Падение материальной точки M с высоты h 
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В данной работе рассматривается точное решение полученных дифференциальных 
уравнений, где: m – масса точки; g – ускорение свободного падения; ϕ  − угол обозначаю-
щий данную параллель северного полушария; xa , ya , za  − проекции относительных уско-
рений на оси координат x, y, z; ( )
кор
V отнz
Ф  − Кориолиса сила инерции от скорости отнzV ( отнzV − 
проекция относительной скорости на ось z); ( )
кор
V отнx
Ф  − Кориолиса сила инерции от скоро-
сти отнxV ( отнxV − проекция относительной скорости на ось x); ( )
кор
V отнy
Ф  − Кориолиса сила 
инерции от скорости отнyV (
отн
yV − проекция относительной скорости на ось y); . .перц бФ  − пе-
реносная центробежная сила; П − плоскость параллельная экваториальной. 
Рассмотрим систему линейных дифференциальных уравнений вида (1):  
x x z x
y y z y
z z x z y
V V
V V
V V V
α β
α β
α β
 ′ = +

′ = +
 ′ = +
       (2) 
с начальными условиями ( ) 00 =x xV v , ( ) 00 =y yV v , ( ) 00 =z zV v . 
Продифференцируем по t  третье уравнение системы: α β′′ ′ ′= +z z x z yV V V .  
Учитывая первое и второе уравнения системы, получим линейное дифференциаль-
ное уравнение второго порядка с постоянными коэффициентами 
( ) ( ) ( )α β α α β β α β α α α β α β β β′′ ′ ′= + = + + + = + + +z z x z y z x z x z y z y x z y z z z x y zV V V V V V  
или уравнение ( )α α α β α β β β′′− + = +z x z y z z z x y zV V . 
Введем обозначения: ( )2 α α α β= − +x z y zp , так как 0α α α β+ <x z y z  и α β β β= +z x y zq . 
Тогда получим уравнение 2′′+ =z zV p V q . Найдем решение соответствующего однород-
ного уравнения 2 0′′+ =z zV p V . 
Решая характеристическое уравнение 2 2 0λ + =p , получим λ = ±i p , где 
( )α α α β= − +x z y zp .  
Тогда ( ) ( )0 1 2sin cos= +zV c pt c pt  − решение однородного уравнения второго порядка 
2 0′′+ =z zV p V . 
Частное решение дифференциального уравнения 2′′+ =z zV p V q  будем отыскивать в 
виде 1 =zV A , так как корни характеристического уравнения λ = ±i p  отличны от 0. 
Подставляя 1 =zV A , ( )1 0′′ =zV  ( ( )1 0′ =zV ) в уравнение 2′′+ =z zV p V q , получим 2 =p A q .  
Откуда 2=
qA
p
. Следовательно, 1 2=z
qV
p
 − частное решение неоднородного диффе-
ренциального уравнения второго порядка с постоянными коэффициентами 2′′+ =z zV p V q . 
Поэтому ( ) ( )0 1 1 2 2sin cos= + = + +z z z
qV V V c pt c pt
p
 − общее решение неоднородного диф-
ференциального уравнения второго порядка с постоянными коэффициентами 
2′′+ =z zV p V q . 
Подставляя ( ) ( )1 2 2sin cos= + +z
qV c pt c pt
p
, в первое и второе уравнения системы (2) 
получим, что  
           Аналитические и численные методы исследований в математике и их приложения   115 
 
( ) ( )1 2 2sin cosα β
 
′ = + + + 
 
x x x
qV c pt c pt
p
 и ( ) ( )1 2 2sin cosα β
 
′ = + + + 
 
y y y
qV c pt c pt
p
. 
Проинтегрировав эти уравнения, получим, что  
( ) ( )1 2 32cos sin
α α
α β
 
= − + + + + 
 
x x
x x x
c c qV pt pt t c
p p p
 и 
( ) ( )1 2 42cos sin
α α
α β
 
= − + + + + 
 
y y
y y y
c c qV pt pt t c
p p p
. 
Учитывая третье уравнение системы, получим, что  
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( ) ( ) ( ) ( )
( )
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3 42
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Так как ( )2 α α α β= − +x z y zp и α β β β= +z x y zq , получим  
( ) ( )
( ) ( )
2 2 21 2
3 42
1 2 3 4
cos sin
cos sin .
α β
α β
 
′ = ⋅ − ⋅ + − ⋅ + + + = 
 
= − + +
z z z
z z
c c qV p pt p pt p q t c c
p p p
c p pt c p pt c c
 
С другой стороны ( ) ( )1 2cos sin′ = −zV c p pt c p pt , так как ( ) ( )1 2 2sin cos= + +z
qV c pt c pt
p
. 
Тогда выполняется условие 3 4 0α β+ =z zc c . Откуда 4 3
α
β
= − z
z
c c , учитывая, что 0β ≠z . 
Следовательно, 
( ) ( )
( ) ( )
( ) ( )
1 2
32
1 2
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1 2 2
cos sin
cos sin
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линейных дифференциальных уравнений (2). 
Учитывая начальные условия ( ) 00 =x xV v , ( ) 00 =y yV v , ( ) 00 =z zV v , получим  
0
3
1)0( xxx vcp
cV =+−= α ; 03
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. Тогда 
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Откуда 
0 0
1
α β+
= z x z y
v v
c
p
, 
0 0
1
α β+
= z x z y
v v
c
p
, 
0 0
3 2
α α
β
−
= − ⋅ y x x yz
v v
c
p
. 
Следовательно, 
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− решение системы линейных дифференциальных уравнений (2) с начальными усло-
виями ( ) 00 =x xV v , ( ) 00 =y yV v , ( ) 00 =z zV v , где ( )α α α β= − +x z y zp  и α β β β= +z x y zq . 
В частном случае, если ( )0 0=xV , ( )0 0=yV , ( )0 0=zV , получаем решение  
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( )
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 Интегрируя уравнения системы, получим 
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Учитывая начальные условия ( )0 0x = , ( )0 0y = , ( )0 0z = , получим  
4p
q
c yy
α
−= , 4p
qc xx
α
−= , 0=zc  
Т.о., окончательно перемещения материальной точки запишутся следующим образом:  
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Заключение 
Область применения данного решения может быть распространена на решение при-
кладных задач, связанных с расчётом точной скорости, траектории и места падения 
сводимых с орбиты космических объектов, отработавших свой срок (спутники различно-
го назначения, мусор, оставшийся от пилотируемых станций, ступени разгонных блоков 
ракет), представляющих в настоящий момент серьёзную проблему для орбитальной на-
вигации не только существующих автоматических спутников, международной космиче-
ской станции, но и других планируемых и осуществляемых миссий. 
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Рассмотрим следующую задачу Коши на отрезке RaT ⊂= ];0[ : 
∑
=
=
q
j
jiji tLtxtftx
1
),())(,()(   pi ,1=    (1) 
0)0( xx = ,   (2) 
где ijf  pi ,1= , qj ,1=  – липшицевы функции, )],(),...,(),([)( 21 txtxtxtx p=  ,0 pRx ∈  а ),(tLj  
qj ,1=  – функции ограниченной вариации на отрезке T. Без ограничения общности 
будем считать, что функции ),(tLj  qj ,1=  непрерывны справа, 0)0()0( =−= jj LL  и 
),()( aLaL jj =−  qj ,1= .  
Таким образом, правая часть рассматриваемой системы содержит произведение 
обобщенных функций, которое однозначно не определено, и решение системы 
уравнений (1) зависит от подхода к трактовке этой системы. Основные подходы для 
исследования таких уравнений можно охарактеризовать следующим образом: переход к 
интегральному уравнению, где интеграл понимается в определенном смысле, 
аппроксимации исходного уравнения дифференциальными уравнениями с гладкими 
коэффициентами, формализация данной задачи в рамках теории обобщенных функций. 
В работе [3] показано, что все указанные выше подходы можно охватить одним, 
связанным с вложением данной задачи в алгебру новых обобщенных функций и 
дальнейшим исследованием решений на ассоциированном уровне в этой алгебре. 
Отметим, что одномерный случай рассматривался в работе [2]. 
Напомним определение алгебры мнемофункций [3]. Пусть R  – вещественная прямая. 
На множестве всех последовательностей из элементов R  введем отношение 
эквивалентности следующим образом: )( nx ~ )( ny , если Nn ∈∃ 0 , ,0nn ≥∀  nn yx = , тогда 
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обобщенным числом назовем класс эквивалентности )][(~ nxx = . Множество обобщенных 
чисел обозначим .~R  Аналогично можно построить расширение T~  отрезка ];0[ aT = . Вы-
делим в R~ следующие подмножества: 
}0lim,,0)],[(~:~~{ =∈∀>=∈=
∞→ nnnn
hNnhhhRhH , 
}~)(,0),(1:~{ hhhhonHhI nnn ∈∀→=∈= , 
}~)(,),1(:~{ hhnnohHhS nn ∈∀∞→=∈= . 
На множество всех последовательностей }{ nf  таких, что )(RCfn ∞∈ , введем отноше-
ние эквивалентности: )( nf ~ )( ng , если Nn ∈∃ 1 , ,1nn ≥∀  ,Rx∈∀  ).()( xgxf nn =  Класс 
эквивалентности )][( nf  будем называть мнемофункцией [3] и обозначать f
~ . Обозначим 
через )(RG  множество всех мнемофункций, которое является алгеброй с 
покоординатными операциями умножения и сложения. Алгебру мнемофункций вида 
))]([()~(~ nn xfxf = , где Rxx n
~)][(~ ∈= , а )()]([ RGxfn ∈ , ,Rx∈∀  обозначим как )
~(RG . 
Определим на )~(TG  обобщенный дифференциал 
))],()([()~(~~ xfhxfxfd nnnh −+=  ,
~)][(~ Txx ∈=  .~ Hh ∈  
Обобщенный дифференциал hd ~  назовем −I обобщенным ( −S обобщенным) диффе-
ренциалом и будем обозначать Ihd ~  ( Shd ~ ), если Ih ∈
~  ( Sh ∈~ ). 
Будем говорить, что мнемофункция )][(~ nff =  ассоциирует элемент f из топологическо-
го пространства Ω , если последовательность }{ nf  при ∞→n  сходится к f в топологии Ω . 
Заменяя обычные функции, присутствующие в (1), на соответствующие им новые 
обобщенные функции получим запись уравнения в дифференциалах в алгебре 
мнемофункций.  
,)~(~))~(~,~(~)~(~
1
~~ ∑
=
=
q
j
j
h
iji
h tLdtxtftxd  pi ,1=  (3) 
с начальным условием ,~~ 0]~,0[ xx h =  где ,}][{
~ Hhh n ∈=  Taa ∈= }][{~ и ,
~}][{~ Ttt n ∈=  
)}],([{~ txx n=  )}],([{
~ xff n=  )}],([{~ 00 txx n=  )}]([{
~ tLL n=  и ).0(0 xxn →   
Наряду с задачей (3) с начальным условием 0]~,0[
~~ xx
h
=  рассмотрим системы 
уравнений с −I  и −S  обобщенными дифференциалами. 
∑
=
=
q
j
j
h
ijiI
h tLdtxtftxd
1
~~ )~(~))~(~,~(~)~(~  (4) 
∑
=
=
q
j
j
h
ijiS
h tLdtxtftxd
1
~~ )~(~))~(~,~(~)~(~  (5) 
Будем говорить, что функция x  является −I ассоциированным ( −S  ассоциирован-
ным) решением уравнения (3), если данная функция является ассоциированным 
решением задачи (4) ((5)). 
Таким образом, под решением системы дифференциальных уравнений (1) будем 
понимать ассоциированное решение системы уравнений в дифференциалах (3), 
существование и единственность решения которой доказано в [1]. Везде далее будем 
полагать, что необременительные условия этой теоремы выполнены. 
Если заменить в (3) каждую новую обобщенную функцию представителем класса ее 
определяющего, получим запись задачи (3) на уровне представителей  
∑
=
−+=−+
q
j
j
nn
j
nn
ij
n
i
nn
i
n tLhtLtxtftxhtx
1
)],()())[(,()()(  pi ,1=  (6) 
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),()( 0),0[ txtx nhn n =  (7) 
Здесь ∫ +=∗=
n
n
j
n
jj
n dssstLtLtL
1
0
,)()())(()( ρρ  qj ,1= , где ),()( ntntn ρρ =  ,0≥ρ  
],1,0[)( ⊆ρρρsu  ∫ =
1
0
,1)( dssρ  а ,~nn ff ρ∗=  где ),,...,,(~),...,,(~ 1010 pppn nxnxnxnxxx ρρ =  
),(~ 1+∞∈ pRCρ  ,0~ ≥ρ  ,1...),...,,(~ 10
]1,0[
10
1
=∫
+
pp dxdxdxxxx
p
ρ  .]1,0[)~( 1+⊂ psu ρρρ  
Пусть t – произвольная фиксированная точка из отрезка T. Тогда t можно представить 
в виде t = τt + mthn, где ),,0[ nt h∈τ  .Nmt ∈  Несложно видеть, что решение системы  
(4) – (5) можно записать в виде  
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0 )],())1(())[(,()()( τττττ  
где pi ,1= .  
Случай Ито. Для описания предельного поведения задачи (6) – (7) рассмотрим 
систему уравнений  
∑∫
=
+
−+=
q
j
t
jijii sdLsxsfxtx
1 0
0 ),())(,()(  pi ,1=  (8) 
Теорема 1. Пусть ijf pi ,1= , qj ,1=  удовлетворяют условию Липшица и ограни-
чены. )(tLj , qj ,1=  – непрерывные справа функии ограниченной вариации. Тогда −I
ассоциированное решение задачи Коши (3) является решением системы уравнений 
(8), если для любого Tt∈  выполняется .0)( 00 →− xx tn τ  
В случае Стратоновича для описания предельного поведения задачи (6) – (7) 
рассмотрим систему уравнений  
∑∫ ∑
= ≤
∆−++=
q
j
t
t
rrr
ijсijii
r
LxSsdLsxsfxtx
1 0
0 ,))(),(,()())(,()(
µ
µµµ  pi ,1= , (9) 
где )(tLjc  – непрерывная, а )(tLjd – разрывная составляющие функции )(tLj , qj ,1= , rµ – 
точки разрыва функции )(tL , )()()( −−+=∆ rdrdr LLL µµµ  – величина скачка. 
),,,,0(),,,1(),,( uxuxuxS iii µϕµϕµ −=  где ,pRx∈  ,qRu∈  ,T∈µ  a ),,,( uxti µϕ  находится из 
уравнения ∑ ∫
=
+=
q
j
t
ijjii dsuxsfuxuxt
1 0
,)),,,(,(),,,( µϕµµϕ  pi ,1= . 
Теорема 2. Пусть ijf pi ,1= , qj ,1=  удовлетворяют условию Липшица и ограни-
чены. )(tLj , qj ,1=  – непрерывные справа функии ограниченной вариации. Тогда −S
ассоциированное решение задачи Коши (3) является решением системы уравнений 
(9), если для любого Tt∈  выполняется .0)( 00 →− xx tn τ  
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Одной из основных задач аналитической теории нелинейных дифференциальных 
уравнений является задача нахождения классов дифференциальных уравнений и сис-
тем, решения которых имеют лишь простейшие подвижные особенности – алгебраиче-
ские. Для уравнений первого порядка эта задача была решена Пенлеве. Он доказал [1], 
что уравнения первого порядка, алгебраические относительно неизвестной функции и 
ее производной, не имеют решений с подвижными трансцендентными и существенно 
особыми точками. Для уравнений высшего порядка или систем дифференциальных 
уравнений аналогичное утверждение места не имеет. 
В работе рассматривается система двух дифференциальных уравнений  
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(1) 
 
где zyx ,, – комплексные переменные, а QRP ,, и S – многочлены относительно x  и y , 
коэффициенты которых – аналитические функции относительно z . Область аналитич-
ности этих коэффициентов обозначим D . 1p и 2p , 1r и 2r , 1q и 2q , 1s и 2s  – степени мно-
гочленов QRP ,, и S по x и y , причем члены со старшей степенью многочленов одно-
временно по x и y не содержатся в 111 ,, QRP и 1S соответственно. 
Ставится задача: найти условия, при выполнении которых система (1) не имеет ре-
шений 
 ( )( ),),( zyzx  (2) 
обладающих свойством 
 ( ) ∞→∞→ zyzx ,)( при ,0 Dzz ∈→  (3) 
для которых точка 0z являлась бы подвижной трансцендентной точкой. 
С помощью замены 
u
x 1=  и 
v
y 1= система (1) сводится к виду 
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(4) 
Для изучения условий существования решений со свойством (3) у системы (1) и усло-
вий алгеброидности особых точек этих решений применяется метод, основанный на го-
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ломорфности правых частей системы (4) и систем, производных от нее [2]. Доказывают-
ся следующие утверждения. 
Теорема 1. При выполнении условий 
 22 22112211 ≤−≤≤≤− sqsqrprp ,,,  (5) 
и любом конечном ,Dz ∈0 для которого имеет место равенство 
 ,)()()()( 00000 ≠zszqzrzp  (6) 
система (1) либо имеет единственное решение (2) со свойством (3) вида 
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( ,000 ≠βα а 0>m и 0>n  – целые числа), для обеих компонент которого точка 0z яв-
ляется полюсом, либо вовсе не имеет решений, обладающих свойством (3) при 0zz →
хотя бы по некоторому пути L . 
Теорема 2. При выполнении условий 
 { } 222 2222221111 +−≤−≥+−≥− rpsqrpsqrp ,,,max  (7) 
и любом конечном ,Dz ∈0  для которого имеет место равенство (6), система (1) либо 
имеет единственное решение (2) со свойством (3) вида 
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( ,000 ≠βα а 0>m и 0>n  – целые числа), для обеих компонент которого точка 0z яв-
ляется полюсом, как правило, критическим, либо вовсе не имеет решений, обладающих 
свойством (3) при 0zz → хотя бы по некоторому пути L . 
Теорема 3. При выполнении условий  
 ,21111 +−≤− sqrp ,11 sq ≥ { }22 2222 +−≥− rpsq ,max  (8) 
и любом конечном ,Dz ∈0  для которого имеет место равенство (6), система (1) либо 
имеет единственное решение (2) со свойством (3) вида 
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( ,000 ≠βα а 0>m и 0>n  – целые числа), для обеих компонент которого точка 0z яв-
ляется полюсом, как правило, критическим, либо вовсе не имеет решений, обладающих 
свойством (3) при 0zz → хотя бы по некоторому пути L . 
Точки ,Dz ∈0  в которых ,)()()()( 00000 ≠zszqzrzp отнесем к неподвижным точкам 
системы (1). 
Таким образом, каждое из условий (5), (7) и (8) выделяет классы систем вида (1), не 
имеющих решений (2) со свойством (3), для которых точка 0z являлась бы подвижной 
трансцендентной точкой. 
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Ставится задача – среди всех таких однородных пространств выделить редуктивные 
однородные пространства. 
Метод решения задачи состоит в том, что для исследуемого однородного пространст-
ва iGG /  рассматриваются соответствующие алгебры Ли G  и iG , затем находятся все 
n-мерные подпространства алгебры Ли H , инвариантные относительно ad iG . Среди 
таких пространств находятся дополнительные к iG . Эти пространства будут редуктив-
ными дополнениями для однородного пространства 
iG
H . Поскольку пространство 
HG /  редуктивно, отсюда будет следовать редуктивность однородного пространства 
iGG / . При этом можно показать, что всякое редуктивное однородное пространство 
iGG /  может быть получено таким образом. 
Группу Ли G движений пространства 1R4 будем задавать как совокупность матриц вида  
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Алгебра Ли G  будет задаваться как совокупность матриц вида:  
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где  матрица  удовлетворяет условию .  
Точки пространства 1R4 будем задавать в виде:  
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Группа G действует в пространстве 1R4 слева по правилу:  
      (5) 
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Группа Ли G является полупрямым произведением группы Ли H стационарности точки 
пространства 1R4 и абелевой группы  параллельных переносов пространства:  
    (6) 
Алгебра Ли G  является полупрямой суммой алгебры Ли H  группы Ли H и коммута-
тивной алгебры Ли  группы Ли :  
4τ⊕= HG .     (7) 
Базис в алгебре Ли G  группы Ли G движений пространства 1R4 берется следующим 
образом: 
,,,,,,, 522574224632232514413312211 EEiEEiEEiEiEiEiEi +=+=+=====  
,,, 5445105335943348 EEiEEiEEi −=−=−=  (8) 
где αβE  – ( )55× -матрица, у которой в α -й строке, β -м столбце стоит единица, а ос-
тальные элементы – нули. 
Причем векторы  образуют базис алгебры Ли H  группы Ли H, векторы 
 образуют базис алгебры , а операция коммутирования в алгебре Ли G  
задается в виде:  
 GBA ∈, . (9) 
Алгебры Ли 1G , 2G , 3G , 4G , 5G , 6G , 7G , 8G , 9G , 10G , 11G , 12G , 13G , задаются со-
ответственно базисами  
 
Тем самым классифицированы с точностью до изоморфизма все однородные про-
странства со структурной группой G.  
Затем в работе классифицируются все канонические морфизмы однородных про-
странств, структурной группой которых является группа Ли вращений пространства Мин-
ковского. 
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Система документооборота организации включает процессы работы с документами, 
начиная от регистрации до списания документов в архив. Все процедуры передачи до-
кументов исполнителям, выполнение указанных в них поручений, контроль исполни-
тельской дисциплины фиксируются.  
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Автоматизированные системы обработки документов обеспечивают действенный 
эффект в том случае, когда архитектура системы предусматривает адекватное отраже-
ние существующих в организации процессов информационного взаимодействия и опти-
мальное распределение потоков работ по автоматизированным рабочим местам со-
трудников организации.  
Разработка моделей функционирования является традиционным средством опреде-
ления основных характеристик проектируемой системы, а также средством получения 
данных о видах и необходимом количестве рабочих мест, которые должны быть вклю-
чены в архитектуру системы. 
Наибольший интерес представляют документы в процессе обработки, направляемые 
в подведомственные организации. Именно в этом процессе занято большинство сотруд-
ников организации, так как прохождение документов является одним из основных пока-
зателей деятельности иерархической управленческой организации [1]. 
Моделью системы документооборота любой организации может служить открытая 
сеть массового обслуживания с однотипными заявками. Системами в такой сети явля-
ются отделы организации, заявками – документы, а линиями обслуживания являются 
сотрудники организации. 
Предполагается, что в открытую HM-сеть массового обслуживания, состоящую из n  
систем обслуживания (СМО) nSSS ...,,, 21 , поступает произвольный поток заявок (доку-
ментов), имеющий среднюю интенсивность λ . Дисциплины обслуживания в каждой из 
них – FIFO. Система обслуживания Si состоит из mi идентичных линий обслуживания, 
время обслуживания заявок в которых распределено по произвольному закону с интен-
сивностью iµ , ni ,1= , ijp  – вероятность того, что заявка после обслуживания в систе-
ме Si поступит на обслуживание в систему jS , nj ,1= . 
Для нахождения средних характеристик систем сети использовался рекуррентный по 
моментам времени метод анализа средних значений, итерационные соотношения при 
этом имеют вид [2]: 
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где iλ  – интенсивность входящего потока заявок в i-ю СМО, ni ,1= , nieii ,1, == λλ , а 
величины je  удовлетворяют системе линейных уравнений: njpepe
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; 
)(tNi  – среднее число заявок в i -й СМО на интервале времени [ ]t,0 , )(tiρ - среднее 
число занятых линий обслуживания в i -й СМО на интервале времени [ ]t,0 , )(tiτ  – 
среднее время пребывания заявок (в очереди и на обслуживании) на интервале времени 
[ ]t,0 . Начальные условия могут быть выбраны следующим образом: niNi ,1,0)0( =≠ .  
Среди различных систем документооборота встречаются такие, в которых обработка 
документов приносит организации определенный доход, например, это может быть в 
страховых компаниях. Страховая компания (СК) может иметь доходы: 
1) от страховой деятельности;  
2) от инвестиционной деятельности и размещения временно свободных средств;  
3) от других операций. 
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Например, доходы от страховой деятельности включают: заработанные страховые 
платежи по договорам страхования и перестрахования; комиссионные вознаграждения 
за перестрахование; доли от страховых сумм и страховых возмещений, уплаченных пе-
рестраховщиками; возвращенные суммы из централизованных страховых резервов; 
возвращенные суммы технических резервов. Обработка таких документов приносит СК 
доход. 
Расходы СК несет из-за: выплаты страховых сумм и страховых возмещений; отчис-
ления в централизованные страховые резервные фонды; отчислений в технические ре-
зервы, отличные от резервов незаработанных премий, в случаях и на условиях, преду-
смотренных актами действующего законодательства. Следует заметить, что именно об-
работка соответствующих документов приносит СК расходы.  
Для рассматриваемой модели сформулирована оптимизационная задача, связанная 
с максимизацией доходов сети в целом (по числу линий обслуживания):  
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где iE  – стоимость содержания одной линии обслуживания, занимающейся обработкой 
заявок в i -й СМО, а id  – плата за пребывание (задержку) одной заявки в i -ой СМО (в 
очереди и на обслуживании), )(tvi  – ожидаемые доходы i -й СМО, n1i ,= . Методика 
нахождения ожидаемых доходов )(tvi , n1i ,= , описана в [2]. 
Получили задачу условной целочисленной оптимизации. Она решалась методом пол-
ного перебора. Решением задачи является число сотрудников организации, при котором 
целевая функция (в нашем случае доход организации) будет максимальным.  
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Известно, что при поиске кратчайших путей на нагруженном ориентированном графе 
),( ANG , где N  – множество вершин, A  – множество дуг, время построения дерева 
путей (поиска решения) растет квадратично или, по меньшей мере, при тщательно пост-
роенной вычислительной схеме по закону xx 2log⋅  с увеличением расстояния x  от 
корня дерева до целевой вершины [1]. Классический алгоритм Дийкстры с отображе-
нием очередей на Фибоначчиевы кучи характеризуется сложностью )log( 2 nnmO ⋅+ , 
где .|||,| NnAm ==  
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Известные приемы ускорения процесса поиска кратчайших путей, такие как 
целенаправленный поиск, встречный поиск, многоуровневый подход [2], базируются на 
ограничении локальных областей поиска. Далее будем полагать, что построение дерева 
путей идет по волновой схеме однократного просмотра дуг, реализуемой алгоритмом 
Дийкстры, а граф транспортной сети представлен структурой смежности: 
{ }{ } .),(,,,),(:),( AjiRwNiAjiwjSFSF ijiji ∈→∈∈== +  (1) 
Состояние поиска решения алгоритмом Дийкстры представляется массивом 
расстояний { }NiDD i ∈= , , а также очередью вершин, элементы которой упорядочены 
по значению расстояния от корня дерева. 
Можно заметить, что в процессе развития дерева кратчайших путей из заданной 
вершины каждая вершина окончательного дерева как минимум один раз будет 
представлена в очереди вершин. Однако некоторые вершины в очереди побывают один 
раз, если для них первоначально выбраны входные дуги минимальной длины [1]. Такие 
дуги можно выделить до начала поиска. Эффективный прием фильтрации просматри-
ваемых дуг – каждой дуге поставить в соответствие список вершин, кратчайшие пути к 
которым включают такую дугу [2]. Построение подобных списков возможно после пред-
варительного построения всех деревьев кратчайших путей. В результате процесс поиска 
дерева путей идет на графе, дуги которого ассоциированы с целевой вершиной.  
Достаточно часто на практике встречаются задачи поиска маршрута между двумя 
заданными вершинами сети. В этом случае целесообразно организовать процесс поиска 
путем построения двух встречно растущих деревьев. В результате объем анализиру-
емых данных сокращается в два раза. Дерево из конечной вершины должно строиться 
на графе с обратным направлением дуг, поэтому представление модели сети задается 
расширенным графом – объединением (1) и инверсии (1). Предлагается учесть 
ассоциации дуг с целевыми вершинами характеристическими множествами признаков 
вхождения вершин в заранее выделенные подмножества вершин. 
Встречный поиск принципиально можно реализовать любой процедурой построения 
дерева от одной вершины до всех остальных на расширенном графе, отражающем 
фактически существующее пространство поиска. Оптимальный размер деревьев поиска, 
как легко показать, соответствует одинаковому расстоянию от корней дерева.  
Предлагается улучшить известные процедуры встречного поиска посредством 
остановки процесса после выявления предопределенных решений  
{ }{ } NjAjijiwijijT ji ∈∈== ,),(:),(minarg:),( , .   (2) 
Обозначим исходный граф, заданный в виде (1), через ),( +++ ANG , а граф с 
инвертированием направления дуг – ),( *** ANG . Множества дуг таких графов могут не 
включать дуги без ассоциаций с начальной и конечными вершинами пути. С целью 
удобства организации процесса ветвления желательно использовать общую очередь, 
для чего множество вершин и дуг графа ),( *** ANG  определим так:  
{ }
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Вершины x+ и x* будем далее называть сопряженными. Легко заметить, что условие 
отбора предопределенных решений для графа ),( *** ANG имеет вид  
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{ } ++ ∈∈== NjAjiwjjiT ijjij ,}),(:{minarg:),( ,* . 
В общем случае связь сопряженных вершин пусть задается функцией 
*** ),()()( NNxGxxGxxxconj +++ ∈∈⋅+∈⋅= . 
В случае же нумерации вершин по правилу (3) 
*)()()()()( NNxnxnxnxnxxconj +∈≥⋅−+<⋅+= . 
Пусть заданы s и f – начальная и конечная вершины исходного графа +G . Так как, по 
определению (3), ,* ∅=+ NN   то построение деревьев можно проводить 
параллельно, организовав синхронное движение волны от корней дерева на графе 
( ) ( ) ( )**,,, ANGANGANG ∪= ++ . 
Для этого достаточно начать процесс ветвления из вершин +∈Gs  и )(* fconjf = , 
** Gf ∈ . В отличие от известного приема поочередного развития деревьев, синхрон-
ное движение оказывается оптимальным для “географических” графов.  
Организация встречного поиска требует определения правила остановки. Можно 
показать, что остановка должна соответствовать моменту фиксации постоянной пометки 
вершины дерева, когда сопряженная вершина уже является постоянно помеченной. 
Если для некоторого дерева кратчайших маршрутов максимальное расстояние от 
постоянно помеченных вершин до корня есть d, то признаком постоянной пометки 
вершины x является условие dDx ≤ . В рассматриваемом случае для обоих деревьев 
значение d одинаково.  
Отсюда следует, что правило остановки можно определить на значениях текущих 
расстояний – iiconj DD ≤)( , где i – вершина графа ),( ++ ANG  или графа ),( ** ANG , 
получающая постоянную пометку.  
Таким образом, использование синхронного движения от корней деревьев не требует 
хранения пометок, а момент остановки совпадает с моментами выделения критических 
вершин дерева маршрутов.  
В случае наличия предопределенных решений правило остановки можно определить 
относительно фактов пометки обеих вершин выделенной дуги. Факт пометки конечной 
вершины дуги, имеющей постоянную пометку в инвертированном графе, – достаточное 
условие остановки. Правило остановки здесь: )(),),(())(( xconjyTyxyD j =∈∧∞< . 
Очевидно, что проверка такого предиката в задаче поиска кратчайших путей на 
классическом нагруженном графе может стать громоздкой.  
После остановки в вершине x остается достроить маршрут до конечной вершины в 
исходном графе. Так как остановка может быть обнаружена в любом из встречно 
растущих деревьев, а результат поиска необходимо получить лишь для дерева из 
исходной вершины, то для перехода в такое дерево используем функцию  
**),()()()( NNxGxxconjGxxxorig ++ ∈∈⋅+∈⋅= . 
В случае нумерации вершин расширенного графа по правилу (3) 
*),()()()( NNxnxnxnxxxorig +∈≥⋅−+<⋅= . 
Таким образом, построенные процедуры поиска используют для представления 
модели сети память в два раза увеличенного объема. Структура представления модели 
сети остается эффективнее матричных моделей, по крайней мере, с точки зрения 
удобства коррекции описания сети в реальном времени.  
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Проведенные рассуждения базировались на предположении, что состояние процесса 
поиска отражается на очереди вершин – листьев текущего дерева. В случае наличия 
ограничений на пути на графе [1] приходится использовать очередь дуг. Однако легко 
заметить, что и здесь помеченные дуги (2) по тем же соображениям являются пригод-
ными для ускоренного включения в дерево кратчайших путей. Правило остановки оста-
ется без изменений. 
Эксперименты показывают, что на графе реальной сети автомобильных дорог, где 
410≅N , 510≅A , среднее время поиска кратчайших маршрутов между случайными 
парами вершин сокращается более, чем в два раза. Степень сокращения зависит от 
количества подмножеств вершин кратчайших путей, ассоциируемых с дугами.  
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Определение. Взаимно-однозначное отображение области D на область D* называ-
ется конформным, если в окрестности любой точки области D главная линейная часть 
этого отображения есть ортогональное преобразование, сохраняющее ориентацию. 
Из этого определения вытекают два основных свойства конформных отображений:  
1. Конформное отображение преобразует бесконечно малые окружности в окружно-
сти с точностью до малых высших порядков (круговое семейство). 
2. Конформное отображение сохраняет углы между кривыми в точках их пересечения 
(свойство сохранения углов). Предполагается, что при конформном отображении на-
правление отсчёта углов не изменяется, т.е. сохраняется взаимное расположение (ори-
ентация) кривых. Иногда такое отображением называют конформным отображение пер-
вого рода, тогда как при сохранении углов, но изменении ориентации кривых, говорят о 
конформном отображении второго рода. 
Утверждение. Отображение с помощью аналитической, однолистной в конечной об-
ласти D функции является конформным в D.  
Если функция ω = f(z), аналитическая в D, осуществляет взаимно однозначное ото-
бражение, то точки ω называются образами точек z, а точки z – прообразами. В силу 
свойств взаимно однозначного отображения образом области D как открытого множест-
ва, состоящего из внутренних точек, является область G, а образом кривой γ – границы 
области D (γ = δD) – является кривая Г – граница области G (Г = δG). 
В теории и практике конформных отображений ставятся и решаются две задачи. 
Первая задача: нахождении образа данной линии или области при заданном отобра-
жении – прямая задача.  
Вторая – нахождение функции, осуществляющей отображение данной линии или об-
ласти на другую заданную линию или область – обратная задача. 
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На практике при нахождении образов с помощью отображений элементарных функ-
ций комплексного переменного используются свойства этих отображений, например кру-
говое свойство дробно-линейного отображения или свойство функции nzω =  увеличи-
вать углы в n  раз. При решении обратной задачи используют также некоторый набор 
известных отображений, так называемая «таблица» отображений. 
Получим формулы для вычисления площади образа области и длины образа кривой 
при заданном отображении. 
Замечание. Отображение ω = f(z) комплексной плоскости эквивалентно отображению: 
u = u (x, y) v = v (x, y), 
где ω= u + iv, а f(z)= u (x, y) + iv (x, y). Якобиан этого отображения равен: 
( , ) .
u u
x y u v u vJ x y
v v x y y x
x y
∂ ∂
∂ ∂ ∂ ∂ ∂ ∂
= = −
∂ ∂ ∂ ∂ ∂ ∂
∂ ∂
 
Используя условия Коши-Римана, получаем: 
2 2
( , ) .u vJ x y
x x
∂ ∂   = +   ∂ ∂   
Так как 
( ) u vf z i
x x
∂ ∂′ = +
∂ ∂
, то 2( , ) ( )J x y f z′= . 
Вывод. Учитывая геометрический смысл якобиана, можем сказать, что величина: 
|f’(z)|2 представляет собой коэффициент изменения площади при отображении ω=f(z). 
Эта величина зависит от значений двух переменных х и у, являющихся координатами 
точки z∈ . При этом, если f’(z0)≠0, то якобиан в точке z0 также отличен от нуля. 
Исходя из геометрического смысла величин |f’(z)|2 и |f’(z)|, можно получить формулы 
вычисления площади образа области и длины образа кривой при отображении ω=f(z). 
Пусть функция ω=f(z) конформно отображает область D на D* (т.е. отображение 
ω=f(z) конформно в каждой точке области D). Известно, что площадь S* области D* вы-
ражается двойным интегралом 
D
dudv
∗
∫∫ . Используя правило замены переменных в двой-
ном интеграле, получаем 
 2( , ) ( )
D DD
S dudv J x y dx dy f z dx dy
∗
∗ ′= = =∫∫ ∫∫ ∫∫ . (1) 
Пусть теперь γ – кривая в области D, а γ* – ее образ при отображении ω=f(z). Диффе-
ренциал dl длины дуги в плоскости (z) равен ( ) ( )2 2 ,dl dx dy dz dz dx idy= + = = + , а диф-
ференциал dl* длины дуги в плоскости (ω) равен: 
( ) ( )2 2 ( ) ( )dl du dv d f z dz f z dzω∗ ′ ′= + = = = . 
Учитывая представление длины кривой с помощью криволинейного интеграла и фор-
мулу замены переменных в таком интеграле, заключаем, что длину l* образа γ* кривой γ 
при отображении ω=f(z) можно вычислить по формуле:  
 ( )l d f z dz
γγ
ω
∗
∗ ′= =∫ ∫ . (2) 
Рассмотрим применение полученных формул на практике. 
Постановка задачи. Найти площадь области, являющейся образом прямоугольника 
( ){ }2; :0 2,0 4x y x y∈ ≤ ≤ ≤ ≤  при отображении zeω = . 
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Решение. Изобразим образ прямоугольника при заданном отображении: 
 
 
Используя формулу (1), имеем: 
( )
2
2 2
2 4
2 2 4
0 0
2 1
x x x x z
z x x x x
DD x
x x
D
u v u vf z i e y e y f z e y ie y e
x x x x
S dudv f z dxdy f z e e y ie y u e y v e y
f z e
e dxdy e dx dy e
∗
 ∂ ∂ ∂ ∂ ′ ′= + = = ⇒ = + =  ∂ ∂ ∂ ∂ ⇒ ′= = = = = = + ⇒ = = 
 
 ′⇒ = 
= = = −
∫∫ ∫∫
∫∫ ∫ ∫
( ) , cos , sin ( ) cos sin
( ) ( ) cos sin cos , sin
( )
.
 
 
Постановка задачи. Найти длину участка спирали, являющейся образом отрезка 
,0 2y x x π= ≤ ≤  при отображении zeω = . 
Решение. Изобразим образ прямой при заданном отображении: 
 
 
 
Используя формулу (2), имеем:  
[ ] ( )
2
2
0
1 2 2 1
2
x
x
f z e
l f z dz dz d x iy y x i dx e dx e
dz dx
π
π
γ
 ′ =
 
′= = = + = = = + = = − 
 
=  
∫ ∫
( )
( ) ( ) ( ) , .
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ИЗВЛЕЧЕНИЕ КВАДРАТНОГО КОРНЯ ИЗ КВАДРАТНОЙ МАТРИЦЫ 
ВТОРОГО ПОРЯДКА 
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Брестский государственный технический университет, г. Брест 
 
Рассмотрим уравнение 2 =X A , где 11 12
21 22
a a
A
a a
 
=  
 
 – заданная, 11 12
21 22
x x
X
x x
 
=  
 
 – не-
известная матрица с действительными коэффициентами. Очевидно, уравнение может 
иметь решение лишь в том случае, если 0det A ≥ . В противном случае 
( )2 0det detX A= < , что невозможно при действительных коэффициентах матрицы Х. 
Рассмотрим сначала частный случай: 11
22
0
0
a
A
a
 
=  
 
, где 11 22 0a a > . Равенство 2 =X A
приводит к системе 
( )
( )
2
11 12 21 11
12 11 22
21 11 22
2
12 21 22 22
0
0
;
;
;
.
x x x a
x x x
x x x
x x x a
 + =

+ =

+ =
 + =
 Если 12 0x = , то из 1-го и 4-го уравнений следует, 
что 211 11x a= , 
2
22 22x a= , т.е. необходимым условием существования решения является 
требование 11 220 0,a a> > . При этом 21 0x =  и решения уравнения 2 =X A  принимают 
вид: 11
22
0
0
a
a
 ±
 
±  
, 11
22
0
0
a
a
 ±
 
  
. Если же 12 0x ≠ , то 11 22 0x x+ =  и система 
остаётся совместной лишь при 11 22a a= . Если 11 22 0a a= < , то уравнение имеет беско-
нечное множество решений вида 2
11
t u
a t t
u
 
 − −
  
, 
2
11a vv
w
w v
 −
 
 
−  
, где , , ,t u v w  – произ-
вольные параметры ( 0 0,u w≠ ≠ ). Если же 11 22 0a a= > , то к этим решениям добавля-
ются четыре перечисленные выше решения. Легко проверить, что форма решений со-
хранится и в случае, когда один из коэффициентов 11 22,a a  либо оба равны нулю, что со-
ответствует случаю 0det A = . 
Пусть теперь 12
0
0 0
a
A  =  
 
, где 12 0a ≠ . Тогда система для определения коэффици-
ентов матрицы Х примет вид: 
( )
( )
2
11 12 21
12 11 22 12
21 11 22
2
12 21 22
0
0
0
;
;
;
.
x x x
x x x a
x x x
x x x
 + =

+ =

+ =
 + =
 Т.к. 12 0a ≠ , то из 3-го уравнения 
следует, что 21 0x = , откуда 11 22 0x x= =  и 11 22 0x x+ = . Это противоречит 2-му уравне-
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нию системы, поэтому уравнение 2 =X A  для этого случая не имеет решений. Анало-
гичный результат имеет место и для матриц вида 
21
0 0
0
A
a
 
=  
 
, где 21 0a ≠ . 
Пусть теперь 12
21
0
0
a
A
a
 
=  
 
, где 12 21 0a a < . Из 1-го и 4-го уравнений системы 
( )
( )
2
11 12 21
12 11 22 12
21 11 22 21
2
12 21 22
0
0
;
;
;
x x x
x x x a
x x x a
x x x
 + =

+ =

+ =
 + =
 следует, что 12 21 0x x ≤  и 11 22x x= , а из 2-го и 3-го – что 
12 210 0,x x≠ ≠  и 11 22 0x x+ ≠ . Поэтому 11 22x x= , 1212
112
ax
x
= , 2121
112
ax
x
= , откуда 
2 12 21
11 2
114
a ax
x
= − . Получаем два решения уравнения: 
12 21 124
4
12 21
21 12 214
4
12 21
4 4
44
a a a
a a
a a a
a a
 −
± ± 
− 
 − ± ±
 − 
. 
Рассмотрим теперь случай 11 12
220
a a
A
a
 
=  
 
, где 12 0a ≠  и 
2 2
11 22 0a a+ ≠ . Из системы 
( )
( )
2
11 12 21 11
12 11 22 12
21 11 22
2
12 21 22 22
0
;
;
;
x x x a
x x x a
x x x
x x x a
 + =

+ =

+ =
 + =
 получаем 21 0a = , откуда необходимым условием разрешимости 
является условие 11 0a ≥ , 22 0a ≥ . При этом решениями уравнения 2 =X A  являются 
12
11
11 22
220
aa
a a
a
 ± ± ± 
 ± 
, 
12
11
11 22
220
aa
a a
a
 ± ± 
 
 


. Аналогично для 11
21 22
0a
A
a a
 
=  
 
, 
где 21 0a ≠ , решениями являются 
11
21
22
11 22
0a
a a
a a
 ±
 
 ±
 ± ± 
, 
11
21
22
11 22
0a
a a
a a
 ±
 
 
 ± 


. 
Покажем, что решение уравнения 2 =X A  в общем случае имеет вид  
11 11 22 12 21 12
11 22 11 22 12 21 11 22 11 22 12 21
22 11 22 12 2121
11 22 11 22 12 21 11 22 11 22 12 21
2 2
2 2
a a a a a a
a a a a a a a a a a a a
X
a a a a aa
a a a a a a a a a a a a
 ± −
± ± 
+ ± − + ± − 
=  
± − ± ± 
+ ± − + ± −  
,  
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где знак дроби и знак перед радикалом могут быть выбраны независимо друг от друга: 
11 11 22 12 21 122
11 22 11 22 12 21 21 22 11 22 12 21
1
2
a a a a a a
X
a a a a a a a a a a a a
 ± −
= × 
+ ± − ± −  
11 11 22 12 21 12
11 22 11 22 12 2121 22 11 22 12 21
1
2
a a a a a a
a a a a a aa a a a a a
 ± −
× = × 
+ ± −± −  
 
2
11 11 11 22 12 21 11 22 11 12 12 11 22 12 21 12 22
2
21 11 21 11 22 12 21 21 22 22 22 11 22 12 21 11 22
2 2
2 2
a a a a a a a a a a a a a a a a a
a a a a a a a a a a a a a a a a a
 ± − + ± − +
× = 
± − + ± − +  
 
11 22 11 22 12 21
1
2a a a a a a
= ×
+ ± −
( ) ( )
( ) ( )
11 11 11 22 12 21 22 12 11 11 22 12 21 22 11 12
21 2221 11 11 22 12 21 22 22 11 11 22 12 21 22
2 2
2 2
a a a a a a a a a a a a a a a a
a aa a a a a a a a a a a a a a
 ± − + ± − +   × =     ± − + ± − + 
. 
Очевидно, данные формулы неприменимы в случае 11 22
11 22 12 21
0
0
;
.
a a
a a a a
+ =
 − =
 
Пусть 22 11
2
11 12 21
0
0
;
.
a a
a a a
= − ≠

+ =
 Тогда система для определения элементов матрицы Х запи-
шется в виде: 
( )
( )
2
11 11 22 11
12 11 22 12
21 11 22 21
2
11 22 22 11
;
;
;
,
x x x a
x x x a
x x x a
x x x a
 + =

+ =

+ =
 + = −
 откуда ( )211 22 0x x+ = ,что противоречит 2-му и 
3-му уравнениям системы. Значит, в этом случае уравнение 2 =X A  не имеет решений. 
 
Список цитированных источников 
1. Гантмахер, Ф.Р. Теория матриц / Ф.Р. Гантмахер. – М.: Наука, 1973. – 576 с. 
2. Беллман, Р. Введение в теорию матриц / Р. Беллман. – М.: Наука, 1969. – 376 с. 
 
 
УДК 621.923 
 
РАСЧЕТ ЭКВИДИСТАНТНОГО ПРОФИЛЯ ПОЛЮСНЫХ НАКОНЕЧНИКОВ ДЛЯ  
МАГНИТНО-АБРАЗИВНОЙ ОБРАБОТКИ ЛОПАТОК ГАЗОТУРБИННОГО ДВИГАТЕЛЯ 
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Научные руководители: Сергеев Л.Е., к.т.н., доцент; Сенчуров Е.В. 
 
Многие задачи теории формообразования сложнопрофильных поверхностей при их 
финишной обработке могут быть получены с помощью уравнений дифференциальной 
геометрии. Одним из финишных методов, где необходимо решать подобные задачи, яв-
ляется магнитно-абразивная обработка (МАО), при которой поверхность инструмента 
материализуется использованием электромагнитного поля (ЭМП), однако ее рассмотре-
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ние следует осуществлять как изначально заданное, исходя из условия достижения за-
данного качества и эффективного процесса. Проблема распределения магнитного поля 
(МП) в той или иной области рабочей зоны часто решается путем построений методом 
сеток и интеграторов или на основе интуиции. На сегодняшний день исключение столь 
нестрогих решений приобретает особую важность, поскольку рост мощности технологи-
ческого оборудования при использовании энергии МП производится масштабно и быстро. 
В работе [1] обработка лопаток газотурбинного двигателя (ГТД) методом МАО прово-
дилась в больших кольцевых зазорах и при наличии прямолинейной формы полюсных 
наконечников, выполняющих функцию поверхности инструмента. Это привело к падению 
величины магнитной индукции в данных зазорах и к отсутствию требуемого уровня съе-
ма материала. Так, кривизна соответствующих участков образующей поверхности дета-
ли не соответствовала кривизне режущего контура полюсных наконечников. Таким обра-
зом, для повышения производительности и качества обработки этих сложнопрофильных 
деталей необходимым условием служит полнота прилегания поверхности инструмента к 
поверхности детали в области их контакта, и получение количественной оценки этой 
полноты обеспечивает переход от интуитивного понятия к объемному и однозначному 
восприятию, выражаемому численными значениями. В качестве расчета профиля по-
люсных наконечников лопаток ГТД предлагается схема, представленная на рис. 1. 
Исходя из вышеизложенного, предлагается расчет профиля полюсных наконечников 
и образование эквидистантного в их радиальном сечении [2], что обеспечивает реализа-
цию создания меньших по величине рабочих зазоров и рост интенсивности обработки 
деталей. 
Эквидистантный профиль полюсных наконечников определяется как огибающая ок-
ружности радиуса Rэ = Ru − Rp, центр которой (xд, yд) движется по профилю изготавли-
ваемой детали. 
 
 
Рисунок 1 – Cхема для расчета профиля полюсных наконечников МАО лопаток ГТД 
 
При задании обрабатываемого профиля в виде функции (F(x, y) = 0) огибающая ок-
ружностей, образующая профиль копира, находится из решения 
0
0.
( , , ) ,
( , , )c
F x y c
x y cF
= 
=′ 
 ,                                                 (1) 
 
где каждое значение c выделяет определенную окружность из их семейства. 
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Общее решение системы дают расчетные зависимости для определения координат 
(Хэ; Уэ) эквивалентного профиля, отстоящего от заданного (Хδ; Уδ) на расстоянии Rэ. 
2
2
;
1
;
1
.
)(
)(
э д
э д
э
э д
УК
х х
У д
Rу у
У д
дF
дxу
дFδ
⋅
= ±
+ ′
= ±
+
′ = −
                                              (2) 
 
При задании обрабатываемой поверхности в виде функции y = F(x) используются те 
же зависимости, что и в случае, где Y'δ = F'(Xδ), в случае задания обрабатываемого про-
филя в виде х = x(t), y = y(t), огибающая находится из решения системы уравнений 
( , ); ( , ) 0
дx дy
дc дcx x t c y t c
дx дy
дt дt
= = = ,                                     (3) 
где, как и в предыдущих случаях, каждое значение с выделяет определенную окруж-
ность из свойства окружностей, а t выделяет на окружности определенную точку. 
Решение системы дает расчетные зависимости 
2 2
;
) )( (
э дс
э д
yRx x
x yдс дс
⋅
=
+′ ′
                                      (4) 
2 2
.
) )( (
э дс
э д
xRy y
x yдс дс
⋅
=
+′ ′

                                     (5) 
При задании обрабатываемой поверхности в полярных координатах  
ρ= ρ(φ);                                                           (6) 
22
( sin cos )arccos arccos1 cos ,
)(
ээ д д
э д
э э
д д
p px Ry p
p p p p
φ φ
φ
 
′ + = = + 
+ ′ 
            (7) 
где ρд – радиус-вектор профиля обрабатываемой детали;  φ – соответствующий ρδ по-
лярный угол; ρэ – радиус-вектор эквидистантного профиля; γэ – соответствующий ρэ по-
лярный угол. 
Если обрабатываемый профиль задается таблицами значений 
 
x … xi-1 xi xi+1 … 
y … yi-1 yi yi+1 … 
или 
T … ti-1 ti ti+1 … 
x … xi-1 xi xi+1 … 
y … yi-1 yi yi+1 … 
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то координаты эквидистанты определяются с использованием зависимостей для выше-
указанных случаев или входящие в эти зависимости производные могут быть найдены 
известными методами дифференцирования табличных функций или дифференцирова-
нием интерполяционных кривых. При графическом задании профиль обрабатываемой 
детали, как правило, описывается дугами окружностей. Порядок графического построе-
ния эквидистанты к графически заданному профилю общеизвестен и состоит в увеличе-
нии или уменьшении на требующуюся величину радиуса кривизны детали. 
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УДК 330.4 
 
ИССЛЕДОВАНИЕ УСТОЙЧИВОСТИ ПОЛОЖЕНИЯ РАВНОВЕСИЯ СИСТЕМЫ  
ЭЛЕКТРИЧЕСКИХ ЗАРЯДОВ МЕТОДАМИ ДИФФЕРЕНЦИАЛЬНОГО ИСЧИСЛЕНИЯ 
 
Мацулевич Е.И. 
Брестский государственный университет им. А.С.Пушкина, г. Брест 
Научный руководитель: Климашевская И.Н., к. ф.-м. н., доцент 
 
Все в окружающем нас мире находится в непрестанном движении: меняется с тече-
нием времени взаимное расположение планет нашей солнечной системы, температура 
и давление воздуха, силы, действующие в машине, токи, протекающие в электрической 
цепи, состояние живой клетки. Таким образом, при изучении тех или иных процессов и 
явлений часто возникает задача определения скорости этих процессов. Её решение 
приводит к понятию производной, являющемуся основным понятием дифференциаль-
ного исчисления. Дифференциальное исчисление создано в XVII и XVIII вв. в трудах И. 
Ньютона и Г.В. Лейбница. 
В природе и физике часто встречаются ситуации, когда ничего не известно о функции, 
зато известна ее производная, которая часто имеет самостоятельный физический 
смысл. Например, мгновенная скорость – первая производная координаты по времени, 
мгновенное значение силы тока – первая производная заряда по времени. 
В физике производная находит широкое применение, в том числе и для вычисления 
наибольших или наименьших значений каких-либо величин. В качестве такого примера 
рассмотрим задачу о равновесии системы электрических зарядов. 
Пусть имеется система зарядов ke  и заряд e , находящийся в точке с координатами 
( , , )x y z  в положении равновесия. Возникает вопрос: будет ли такое равновесие устой-
чивым, т.е. вернется ли заряд в исходное положение, если его из него вывести. 
Рассмотрим систему, состоящую из заряда e  и заряда 1e , находящегося в точке с ко-
ординатами 1 1 1( , , )x y z . Потенциальная энергия заряда e , находящегося в поле заряда 
1e , определяется выражением 
 
1 1
1 2 2 2
1 1 1
.
( ) ( ) ( )
e e e eu
r x x y y z z
= =
− + − + −  
(1) 
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Зафиксируем координаты y  и z  и найдем 
2
2
u
x
∂
∂
 – вторую производную от u  по x : 
 
22
1 1 1
2 5 3
2 2 2 2 2 22 2
1 1 1 1 1 1
3 ( ) .
(( ) ( ) ( ) ) (( ) ( ) ( ) )
e e x x e eu
x
x x y y z z x x y y z z
−∂
= −
∂
− + − + − − + − + −
 
(2) 
Аналогично найдем 
2
2
u
y
∂
∂
 и 
2
2
u
z
∂
∂
: 
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(3) 
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−∂
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∂
− + − + − − + − + −
 (4) 
Складывая выражения (2), (3) и (4), легко убедиться в справедливости следующего 
равенства: 
 
2 2 2
2 2 2 0.
u u u
x y z
∂ ∂ ∂
+ + =
∂ ∂ ∂
 (5) 
Поскольку мы не накладывали на заряд 1e  никаких ограничений, то (5) будет спра-
ведливо для любого числа слагаемых вида ke e
r
, для любой конфигурации зарядов ke . 
Следовательно, (5) выполняется для каждой точки пространства между неподвижными 
зарядами, в том числе и для той точки, в которой заряд e  находится в равновесии. Вос-
пользуемся принципом суперпозиции сил: результат воздействия на частицу нескольких 
внешних сил есть векторная сумма воздействия этих сил. 
Так как в положении равновесия векторная сумма сил, действующих на заряд, равна 
нулю, то должна быть равна нулю и сумма проекций на каждую ось координат, т.е. 
 
0, 0, 0,x y z
u u uF F F
x y z
∂ ∂ ∂
= − = = − = = − =
∂ ∂ ∂  
(6) 
где , ,x y zF F F  – проекции силы соответственно на ось ,X Y  и Z . 
Известно, что в положении устойчивого равновесия заряд обладает минимальной по-
тенциальной энергией, таким образом, для устойчивости равновесия должны выпол-
няться условия: 
 
2 2 2
2 2 20, 0, 0.
u u u
x y z
∂ ∂ ∂
> > >
∂ ∂ ∂  
(7) 
Но условия (7) противоречат уравнению (5), поскольку сумма трех положительных 
величин не может равняться нулю. Следовательно, всякая равновесная конфигурация 
точечных зарядов неустойчива, если на них, кроме кулоновских сил притяжения и оттал-
кивания, ничто не действует. 
Доказанное утверждение носит название теоремы Ирншоу, которая сыграла важную 
роль в теории строения атома до создания квантовой теории, на её основании была от-
вергнута модель атома по Томпсону.  
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ГЕНЕРАЦИЯ СУДОКУ И ОЦЕНКА КОЛИЧЕСТВА РЕШАЕМЫХ СУДОКУ 
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и радиоэлектроники, г. Минск 
Научный руководитель: Борисенко О.Ф., к.ф.-м.н., доцент 
 
Судоку – математическая головоломка с числами. В нашей работе рассматривается 
классическая версия судоку. Игровое поле представляет собой квадрат размером 9х9 
клеток, разделённый на меньшие квадраты со стороной в 3 клетки. Цель игры – запол-
нить пустые ячейки так, чтобы каждый ряд, столбик и квадрат 3х3 содержали цифры от 
1 до 9 по одному разу. 
Постановка задачи: 
• Создать алгоритм (а также программу на его основе), генерирующий незаполнен-
ное поле судоку с заданным количеством изначально указанных чисел. Реализовать 
создание заполненного поля на основании венгерского алгоритма, создание маски для 
удаления при помощи «банковской последовательности». 
• Оценить количество всех незаполненных полей судоку, имеющих решение. 
Работа состоит из нескольких частей. Краткое описание каждой из них: 
1. Генерация заполненного поля судоку. 
Для создания судоку по нашему алгоритму необходимо иметь полностью заполнен-
ное (по правилам судоку) поле (рис.1, а). Генерация основывается на применении вен-
герского метода. Поле судоку заполняется построчно. Задача о заполнении строки рас-
сматривается как задача о назначениях, матрица стоимостей изменяется с учётом уже 
заполненных строк.  
2. Генерация масок. 
Маска представляет собой матрицу 9х9, состоящую из 0 и 1 (рис.1, б). Служит для 
удаления чисел из заполненного поля судоку. Алгоритм составления маски основыва-
ется на использовании «банковской последовательности» [1]. Каждая маска имеет свой 
номер, что позволяет последовательно перебрать все возможные маски.  
Составление масок случайным образом имеет недостаток – при генерации выборки 
мы не можем быть уверены, что не получим множество похожих друг на друга масок. 
«Банковская последовательность» дает нам возможность сделать выборку из n-го коли-
чества действительно различных масок, что необходимо при вычислении количества 
всех возможных незаполненных полей судоку (п. 4). 
3. Получение незаполненного судоку. 
Реализуется путём совмещения маски и сгенерированного заполненного поля. (рис.1, в) 
0 в маске означает, что соответствующая клетка в заполненном поле становится пус-
той, 1 – что число в соответствующей клетке не убирается. 
4. Вычисление количества всех возможных незаполненных полей судоку. 
Мы применяли 1000 масок с одинаковым количеством нулей к различным заполнен-
ным полям. Затем повторяли действие, постепенно увеличивая количество нулей в мас-
ках до 60. При этом было замечено, что доля судоку с одним решением убывает схожим 
образом для разных полей (рис. 2).  
Имея такой график для одного заполненного поля, а также зная общее количество 
масок, можем получить среднее количество всех возможных судоку, приводящих к дан-
ному заполненному полю. 
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А зная общее количество всех заполненных полей [2], можем получить количество 
всех возможных незаполненных судоку вообще. 
 
 
Рисунок 1 
 
 
Рисунок 2 – Сплошной график: уменьшение отношения решаемых судоку к нерешаемым с 
уменьшением начальных чисел с 60 до 25 чисел (60 – 35) для одного заполненного поля. Штри-
ховой график: функция 𝒚𝒚 =  𝒆𝒆−𝒙𝒙𝟐𝟐/𝟑𝟑𝟑𝟑𝟑𝟑. 
 
В результате работы получено: 
1. Алгоритм генерации любого заполненного поля судоку из множества всех возмож-
ных полей. 
2. Алгоритм генерации всех возможных масок (с нумерацией). 
3. Алгоритм генерации судоку с заданным количеством изначально указанных чисел. 
4. Среднее количество всех возможных незаполненных судоку. 
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При построении математической модели многих процессов математическая поста-
новка задачи может быть сведена к начально-краевой задаче для системы дифферен-
циальных уравнений в частных производных. Решения данных задач и методы их полу-
чения можно разделить на два основных класса: численные и аналитические. Во многих 
случаях принципиальный интерес представляет получение аналитического решения, т.к. 
данное решение является удобным инструментом для анализа математической модели 
изучаемого процесса. Одним из методов получения аналитического решения краевой 
задачи для системы дифференциальных уравнений в частных производных является 
введение автомодельной переменной, т.е. некоторого единого комплекса, включающего 
себя несколько переменных. Рассмотрим данный метод на примере задачи о фазовых 
переходах газогидрат-вода в пористой среде. 
Пусть полубесконечный пористый пласт в начальный момент времени насыщен газом 
и газогидратом, давление и температура которых в исходном состоянии соответствуют 
термодинамическим условиям стабильного существования гидрата. Положим, что через 
границу пласта производится отбор газа, в результате чего от границы в глубь пласта 
начинает распространяться фронтальная поверхность диссоциации гидрата, разделяю-
щая пласт на две области. В первой области, находящейся вблизи границы пласта, гид-
рат разложился на газ и воду, а во второй области поры заполнены газом и гидратом. 
Таким образом, согласно данной модели, полагается, что разложение газогидрата пол-
ностью происходит на фронтальной границе между этими двумя зонами. 
Система основных уравнений, представляющая собой законы сохранения масс, энер-
гии, закон Дарси и уравнение состояния газа, при допущениях о несжимаемости и не-
подвижности скелета пористой среды, гидрата и воды, в прямолинейно-параллельном 
случае имеет вид: 
( ) ( ) 0ρ ρ υ∂ ∂+ =
∂ ∂g g g g g
mS mS
t x
, 
( ) 0ρ∂ =
∂ l l
m S
t
, 
( )ρ λ∂ ∂ ∂ =  ∂ ∂ ∂ 
TcT
t x x
, 
υ
µ
∂
= −
∂g g g
k pmS
x
, 
ρ= g gp R T , 
где m – пористость; gυ
 ,k, cg и gµ  – соответственно скорость, проницаемость, удельная 
теплоемкость и динамическая вязкость газовой фазы; jρ  и Sj (j = sk, h, l, g) – истинные 
плотности и насыщенности пор j – й фазы; p – давление; T – температура; сρ  и λ  – 
удельная объемная теплоемкость и коэффициент теплопроводности системы; индексы 
sk, h, l и g относятся к параметрам скелета, гидрата, воды и газа соответственно.  
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Данные уравнения дополняются условиями баланса массы и тепла на границе фазо-
вого перехода ( = ( )sx x ): 
01νρ ρ
• •
− =( ) ( )( ) s sh l lm g x mS x  
0 0
2 2 1 1ρ υ νρ ρ υ
• • •
− − = −( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )( ) ( )s s sg g s g h g g s gmS x m g x mS x , 
2 1λ λ νρ
•∂ ∂
− =
∂ ∂
( ) ( )
( )h s
T T
m l x
x x
, 
где g – массовая концентрация газа в гидрате; l – удельная теплота гидратообразова-
ния; ν  – начальная гидратонасыщенность пласта; 
•
( )sx  – скорость движения границы 
фазовых переходов, параметры первой и второй областей снабжены нижними индекса-
ми в скобках i = 1, 2. 
На границе между областями для температуры и давления выполняется условие фа-
зового равновесия: 
0
0
∗
 
= +  
 
( )
( ) ln
s
s
s
p
T T T
p
, 
где T0 – исходная температура системы, ps0 – равновесное давление, соответствующее 
исходной температуре, T∗  – эмпирический параметр, зависящий от вида газогидрата. 
Будем полагать, что в начальный момент времени в пористой среде давление p0 и 
температура T0 во всех точках пласта одинаковы: 
2 0 2 0 0 0= = = ≥( ) ( ), ( , )p p T T t x . 
На границе фазовых переходов потребуем условие непрерывности давления и тем-
пературы: 
1 2 1 2= = = = =( ) ( ) ( ) ( ) ( ) ( ) ( ), ( )s s sp p p T T T x x . 
Условия на границе пласта запишем в виде: 
1
10 0 0
∂
= = > =
∂
( )
( ), ( , )e
T
p p t x
x
. 
Сформулированная таким образом задача является автомодельной. Введем автомо-
дельную переменную: 
=
ℵ( )T
xx
t
, 
где λ
ρ
ℵ =( )T
c
 – коэффициент температуропроводности. 
Тогда интегрированием можно получить следующие аналитические решения: 
( )
( )
2 2
12 2
1
1
2
2
ξ
η
ξ
η
 
 −
 
 = +
 
 
 
 
( )
( )s e
e
s
p p erf
p p
erf
, 0 ξ ξ< < s , 
1 =( ) sT T ,  0 ξ ξ< < s , 
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( )
( )
( )
( )
2 2
0 2
22 2
2 0
2
2
2
2
ξπη
η
ξπη
η
  
  − −
  
  = +
 
 −
 
 
( )
( )s
s
p p erf
p p
erf
,  ξ ξ< < ∞( )s , 
0
2 0
2
2
ξπ
ξ
π
  − −     = +
 
−  
 
( )
( )
( )s
s
T T erf
T T
erf
, ( )sξ ξ< < ∞ , 
где erf  – интеграл ошибок, η
ℵ
=
ℵ
( )
( )
( ) ( )
p
i
i T , 0µ
ℵ =( )( )
( )
p
i
g g i
k p
mS
. 
На основе данных решений и условий баланса массы и тепла на фронтальной грани-
це разложения газогидрата можно получить систему уравнений для определения авто-
модельной координаты ξs  данной границы и значения параметров ps и Ts на ней. 
( )
( )
( )
( )
( )
2 2
2 2 2 2
0
1 2
2
1 2
4 4
2 2
ξ ξ
η η
ξ
ξ ξπη
η η
   
− − − −      
   − =
   
   −
   
   
( ) ( )
exp exps ss e s
s
s s
p p p p
K
erf erf
, 
( )
2
0 4
2
ξ
ξ
ξπ
 
− − 
  = ∆
 −  
 
exp
.
s
s
s
s
T T
T
erf
 
где 
2
ρ ν
ρ
∆ = h
m lT
c
, 0
1 1ρ ρ νµ
ρ ρ
 −
= ℵ + −  
 
( )
( )
( )T h h
g
g s l
g gK m p
k
. 
Записанная система уравнений может быть решена следующим образом. Выражая из 
первого уравнения величину ps и подставляя ее (с учетом условия фазового равнове-
сия) во второе уравнение, получаем трансцендентное уравнение с одной неизвестной
ξs . Решая данное уравнение, определяем величинуξs . 
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Рассматриваются только конечные группы. Напомним [1], что подгруппа H группы G 
называется P-cубнормальной, если либо H = G, либо существует цепь подгрупп 
H = H0 ⊂ H1 ⊂ … ⊂ Hn = G такая, что |Hi :Hi–1| является простым числом для i = 1,…, n. 
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Как следует из известной теоремы Хупперта, группа сверхразрешима тогда и только то-
гда, когда каждая её подгруппа P-субнормальна. В развитие этой теоремы в работах 
[1,2] исследовались группы с различными системами P-субнормальных подгрупп. В [1] 
А.Ф. Васильев, Т.И. Васильева и В.Н. Тютянов показали, что класс wU всех групп, у ко-
торых каждая силовская подгруппа P-cубнормальна, является насыщенной наследст-
венной формацией, отличной от класса U всех сверхразрешимых групп. Такие группы 
называются w-сверхразрешимыми. В работе [2] В.С. Монаховым и В.Н. Княгиной изу-
чался класс X всех групп, у которых каждая циклическая примарная подгруппа P-
cубнормальна.  
Теорема 1 [2]. Справедливы следующие утверждения: 
(1) Класс X является насыщенной наследственной формацией. 
(2) Группа G принадлежит X тогда и только тогда, когда она обладает силовской 
башней сверхразрешимого типа (дисперсивна по Оре) и каждая бипримарная подгруп-
па G с циклической силовской подгруппой сверхразрешима. 
(3) Всякая минимальная не X-группа является минимальной несверхразрешимой би-
примарной группой, у которой все силовские подгруппы, не являющиеся нормальными, 
циклические. 
Отметим [1,2], что U ⊂ wU ⊂ X. 
Так как X является насыщенной наследственной формацией, то из теоремы Гашюца, 
Любезедер, Шмида следует, что она локальна. Напомним определение локальной фор-
мации [3]. Пусть P – множество всех простых чисел. Функция f: P→{формации} называ-
ется локальным экраном. Формация F называется локальной, если её можно задать 
следующим образом F = <f > = (G |, если H/K является главным фактором группы G, то 
G/CG(H/K) ∈ f (p) для любого простого p делящего |H/K|), где f – локальный экран. В этом 
случае говорят, что f является локальным экраном формации F. 
В [1] был найден локальный экран формации wU. Однако вопрос о нахождении ло-
кального экрана формации X оставался открытым. Ответ на этот вопрос даёт теорема 2. 
Теорема 2. Формация X имеет локальный экран f такой, что f(p) состоит из всех 
тех разрешимых групп, у которых все циклические примарные подгруппы имеют экс-
поненту делящую p – 1. 
Обобщенным коммутантом группы G называется наименьшая нормальная подгруппа 
N группы G такая, что G/N имеет абелевы силовские подгруппы. В [1] было показано, что 
всякая w-сверхразрешимая группа имеет нильпотентный обобщенный коммутант. 
Следствие 1. Группа G w-сверхразрешима тогда и только тогда, когда она имеет 
нильпотентный обобщенный коммутант и всякая её циклическая примарная подгруп-
па P-субнормальна. 
Следствие 2. Группа G сверхразрешима тогда и только тогда, когда она имеет 
нильпотентный коммутант и всякая её циклическая примарная подгруппа P-субнор-
мальна. 
Формация X не является радикальной, как показывает следующий пример. Пусть F – 
максимальный внутренний локальный экран формации X и p = 3. Рассмотрим 
G = 〈(1,2,3,4),(1,3)〉. Заметим, что G ∉ F(3), но содержит нормальные подгруппы 
A = 〈(1,3)(2,4),(1,3)〉 и B = 〈(1,3)(2,4),(1,2)(3,4)〉, которые принадлежат F(3) и G = AB. То 
есть формация F(3) нерадикальна. Тогда по предложению 4.10 [6, с. 43] формация X не 
радикальна. 
Теорема 3. Пусть группа G = AB есть произведение своих P-субнормальных  
X-подгрупп A и B. Если (|G:A|,|G:B|) = 1, то G ∈ X. 
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АБАГУЛЬНЕНАЕ ГІПЕРГЕАМЕТРЫЧНАЕ РАЎНАННЕ Ў АЛГЕБРЫ  
МАТРЫЧНЫХ ПАСЛЯДОЎНАСЦЕЙ 
 
Навічкова Д.А. 
Беларускі дзяржаўны ўніверсітэт, г. Мінск 
Навуковы кіраўнік: Васільеў І.Л., к.ф.-м.н., дацэнт 
 
Шмат работ прысвечана вывучэнню гіпергеаметрычнай функцыі Гаўса 2 1[ , ; ; ]F a b c z  і 
адпаведнага ёй гіпергеаметрычнага раўнання, напрыклад [1], а таксама іх абагульнен-
ням: абагульненай гіпергеаметрычнай функцыі 1 1, , ; , ;   p q p qF a a c c z  і абагульне-
наму гіпергеаметрычнаму раўнанню [2].  
Мэтай дадзенай работы з’яўляецца развязаць дыскрэтны матрычны аналаг 
абагульненага гіпергеаметрычнага раўнання.  
Няхай K  – алгебра гіперпаслядоўнасцей [3] над   выгляду  
{ }0 1,0, ,0, , , , ,
∞
−
=−
= =∑    kk r
k r
x x h x x x , 
дзе kx ∈ , r  – любы натуральны лік, { } месца,0, ,0, 1 ,0, ,0,k k eh −=     , з множаннем 
у выглядзе дыскрэтнай згорткі Фур’е. Ейнае падмноства 0K  элементаў выгляду 
0
∞
=
=∑ kk
k
x x h  утварае алгебру паслядоўнасцей з множаннем у выглядзе дыскрэтнай 
згорткі Ляпляса [3]. Пазначым праз s  адваротны да h  элемент. 
×m mK  – алгебра ( )×m m -матрыц з элементамі з K , 0 ×m mK  – алгебра ( )×m m -матрыц 
з элементамі з 0K . Матрыцы з 
×m mK  уяўляюцца ў выглядзе фармальнага ступеневага 
шэрагу 
∞
=−
= ∑ kk
k r
A A h , m mkA
×∈ . Заўважым, што тут маецца на ўвазе зручны спосаб 
запісу і пытанне збежнасці не паўстае. У дадзенай рабоце паўсюль будзе мецца на 
ўвазе, што матрыцы камутуюць паміж сабой. 
Паслядоўнасць { }∞=−∞n nx  назавем пашыранай гіперпаслядоўнасцю. 
Пазначым мноства пашыраных гіперпаслядоўнасцей праз K . У адрозненне ад гіперпас-
лядоўнасцей, пашыраныя гіперпаслядоўнасці могуць мець бясконцую колькасць ненуля-
вых элементаў на месцах з адмоўнымі нумарамі. Відавочна, мае месца ўлучэнне ⊂ K K .  
Праз { }{ }1 0 0, , , , , , ,0, ,0  , , ;  n m nK x x x x x n m m− −= ∈ ∀ = −∞ ∈Ν      пазначым 
мноства пашыраных гіперпаслядоўнасцей з канечнай колькасцю ненулявых элементаў 
на месцах з дадатнымі нумарамі, якое ўяўляе сабой “люстэркавы адбітак” алгебры K . 
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Назавем мноства −K  люстэркавымі гіперпаслядоўнасцямі. Па аналогіі з азначанымі 
вышэй алгебрамі ×m mK  і 0
×m mK  азначым іх люстэркавыя адбіткі ×−
m mK  і 0
×
−
m mK , якія 
складаюцца з матрыц, элементамі якіх з’яўляюцца люстэркавыя гіперпаслядоўнасці і 
люстэркавыя паслядоўнасці адпаведна. 
Разгледзім дыскрэтнае матрычнае раўнанне 
( ) ( )1
1 1
( 1) +
= =
+ − + + = Ο∏ ∏
p q
n t n t
t t
X nE A n X nE C , (1) 
дзе { } { }00 , , ,n nnX X X X
∞
=
= =    – невядомая матрычная паслядоўнасць з 0
×m mK ; 
, m mk jA C
×∈ , 1,=k p , 1,=j q . Паўсюль будзем разглядаць толькі выпадак 1= +p q . 
У ×m mK  увядзем алгебраічнае дыферэнцаванне падобна таму, як гэта зроблена для 
паслядоўнасцей у [1], { }
∞ ∞
∞
=
=− =−
= = = ∗∑ ∑n nn n n n r
n r n r
DX D X h nX h nX s , дзе r  свой для 
кожнай паслядоўнасці. Аналагічным чынам уводзіцца азначэнне алгебраічнай вытворнай 
і для ×−
m mK . Тады пераўтворым дыскрэтнае раўнанне (1) да раўнання ў алгебры ў 
аператарным выглядзе 
( ) ( )
1 1= =
+ − + − = Ο∏ ∏
p p
t t
t t
hD A s hD C E X , (2) 
дзе  – аператарныя дужкі, =pC E . 
Для лікавых матрыц увядзем сымболь Пахгамера па аналогіі з тым, як гэта робіцца 
для лікаў ( ) ( )( ) ( )
,                                                       0
2 ( 1) ,
=
=  + + + − ∈Ν 
n
E n
A
A A E A E A n E n
. 
Непасрэднай праверкай можна ўпэўніцца ў тым, што  
( ) ( ) ( ) ( )1 1( ) 1 1
0
∞ − −−
=
= − + − + − + − +∑  jE C noj j j p j j pn n n n
n
X h E C C E C C E C A E C A h
  
(3) 
з’яўляецца фармальным развязкам раўнання (2), калі 0 ,  , 1,∀ ∈Ν =n k j p  матрыцы 
( )− +j knE C C  абарачальныя. Засталося высветліць, пры якіх умовах (3) будзе 
менавіта развязкам з алгебры 0
×m mK . 
Неабходна адзначыць, што Ah , дзе m mA ×∈ , з’яўляецца элементам 0
×m mK  толькі ў 
выпадку { }1 1, ,−=  mA T diag a a T , дзе 1 0, , ∈Ν ma a  (не абавязкова розныя), 
m mT ×∈  абарачальная (відавочна, магчыма і больш простая сітуацыя, калі =T E ). 
Разгледзім выпадак, калі 1,∀ =k q  { }1 , ,λ λ= k k mkC diag . Каб 0
− ×∈jE C m mh K , 
неабходна і дастаткова, каб выконвалася ўмова 1,   1λ∀ = ≤iji m  – цэлыя. Каб 0∀ ∈Νn
матрыцы ( )− +j knE C C  былі абарачальнымі, неабходна, каб 1,   1 λ λ∀ = − +ij iki m  не 
былі цэлымі недадатнымі лікамі. Тады развязак, азначаны формулай (3), будзе адзіным, 
г.зн, што будзе існаваць толькі адзіны {1, , }∈ j q  такі, што ( ) 0
×∈ m mojX K , а для ≠k j  
( )okX  могуць належаць 0
×m mK  толькі ў выпадку роўнасці матрыц jC  і kC , але фактычна 
развязкі будуць супадаць.  
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Пяройдзем да развязання раўнання (1) у алгебры люстэркавых паслядоўнасцей 
0
×
−
m mK . Фармальны развязак эквівалентнага (1) раўнання (2) можна атрымаць па 
формуле 
( ) ( ) ( ) ( )1 1( ) 1 1
0
∞ − −
∞
=
= + − + − + − + −∑  jA nj j j p j j pn n n n
n
X s E A A E A A E A C E A C s (4) 
Няхай выконваюцца ўмовы: 
1. 1,∀ =k q  { }1 , ,µ µ= k k mkA diag , 
2. 1,   0µ∀ = ≥iji m  – цэлыя, 
3. 1 µ µ+ −ij ik  не з’яўляюцца цэлымі недадатнымі. 
Тады 1,∀ =k q , 0∈Νn  матрыцы ( )+ −j knE A A  абарачальныя, 0×−∈jA m ms K , а 
значыць, і развязак (4) належыць алгебры 0
×
−
m mK . Прычым ён будзе адзіным у тым жа 
сэнсе, які меўся на ўвазе для алгебры 0
×m mK .  
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Пусть в гильбертовом пространстве Н требуется решить уравнение 
yAx = ,                                                                  (1) 
где −A ограниченный, самосопряженный, положительный оператор HHA →: , для ко-
торого нуль не является собственным значением. Причем ASp∈0 , т.е. задача некор-
ректна. Предполагается существование единственного решения х при точной правой 
части у. Для его отыскания предлагается итерационный метод 
.0,2)( 0
22
1 =α−α+α−=+ xAyyxAEx nn                                 (2) 
Правую часть уравнения (1), как это обычно бывает на практике, считаем известной 
приближённо, т.е. вместо у известно δ  – приближение δδδ ≤− yyy , . Тогда итера-
ционный процесс (2) запишется в виде 
.0,2)( ,0
2
,
2
,1 =α−α+α−= δδδδδ+ xAyyxAEx nn                     (3) 
Ниже, под сходимостью метода (3) понимается утверждение о том, что приближения 
(3) сколь угодно близко подходят к точному решению х уравнения (1) при подходящем 
           Аналитические и численные методы исследований в математике и их приложения   147 
 
выборе n и достаточно малых δ . Иными словами, метод итераций (3) является сходя-
щимся, если  
( ) 0,
0
inflim =− δ
→δ
nn
xx .                                              (4) 
Покажем, что при условии (4) процесс (3) можно сделать сходящимся, если нужным 
образом выбрать число итераций n в зависимости от уровня погрешности δ . Имеет ме-
сто 
Теорема. При условии (4) итерационный процесс (3) сходится, если выбирать чис-
ло итераций n  в зависимости от δ  так, чтобы 0,,0 →δ∞→→δ nn . 
Доказательство 
Будем считать, 0 0,x ,δ =  и рассмотрим разность 
( ) ( )δδ −+−=− ,, nnnn xxxxxx . 
∞→→− nxx n ,0  
Воспользовавшись интегральным представлением самосопряженного оператора A , 
получим 
( )[ ]( ) ( )[ ] ( )∫ δλ−δ−δ −αλ−−λ=−α−−=−
M
nn
nn yydEyyAEEAxx
0
2121
, 11 . 
По индукции нетрудно показать, что 
( ) ( )[ ] α≤αλ−−λ=λ − ng nn 211 21 . 
Тогда αδ≤− δ nxx nn 2, . Поскольку 
≤−+−≤− δδ ,, nnnn xxxxxx αδ+− nxx n 2 , 
и ∞→→− nxx n ,0 , то для сходимости итерационного метода (3) достаточно, чтобы 
0,,0 →δ∞→→δ nn . Теорема доказана. 
Общая оценка погрешности метода (3) при приближённой правой части δ≤− δδ yyy : , 
запишется в виде 
( ) αδ+α≤−+−≤− −δδ nzensxxxxxx ssnnnn 22,, . 
Итак, доказана 
Теорема. Если точное решение x  уравнения (1) истокообразно представимо, то 
при условии 
M4
50 ≤α<  для метода (3) справедлива оценка погрешности 
( ) αδ+α≤− −δ nzensxx ssn 22, . 
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При расчете параметров установившихся режимов в электрических сетях большой 
энергетической системы наибольшие трудности вызывают сети с высокой степенью не-
однородности. Особенно это проявляется в высоковольтных питающих, системообра-
зующих и межсистемных линиях электропередачи [1-3]. 
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Предлагается новый метод расчета коэффициентов распределения для потерь в 
электрической сети энергосистемы от активных и реактивных мощностей в узлах и от 
результирующих продольных и поперечных трансформаций в контурах сети, а также ме-
тодика его реализации. 
Метод расчета потокораспределения в электрической сети основан здесь не на физи-
ческом моделировании структуры исследуемой цепи, а на математическом моделирова-
нии структуры уравнений, описывающих потокораспределение, благодаря чему снима-
ются ограничения, накладываемые неоднородностью сети и наличием трансформаций. 
Как известно, любая линейная система уравнений с симметричной матрицей коэф-
фициентов может быть промоделирована электрической цепью по методу электрических 
узлов. Сущность этого метода кратко можно охарактеризовать следующим образом. 
Рассмотрим задачу приближенного определения потокораспределения в электриче-
ской сети энергосистемы, исходя из допущения одинаковых напряжений в узлах. При 
этом для каждого i-го независимого контура схемы исследуемой цепи уравнение имеет вид: 
∑ ∏
= =ν
ν 





−=
i im
j
cp
n
iijij kZS
1
2.
1
...
U1 , 
где mi – общее число ветвей в контуре, ni – число трансформаторов в контуре, 
iij mjS ,...,2,1,
.
=  – комплексная полная мощность в j-й ветви i-го контура, 
iij mjZ ,...,2,1,
.
= – комплекс приведенного сопротивления соответствующей ветви; 
.
,...,2,1, ii nk =νν  – комплексный коэффициент трансформации ν-го трансформатора 
в i-м контуре, причем первичной считается обмотка, проходимая первой при обходе кон-
тура в принятом для него положительном направлении, 
.
U ср – средняя величина напря-
жения той ступени, к которой приведены сопротивления ветвей. 
Это комплексное уравнение распадается на два действительных: 
( )
2.
1
.
1
1 cp
n
i
m
j
ijijijij UkXQRP
ii














−=+ ∏∑
=ν
ν
=
Re , 
( )
2.
1
.
1
cp
n
i
m
j
ijijijij UkRQXP
ii






−=− ∏∑
=ν
ν
=
Im , 
где Pij, Qij – потоки соответственно активной и реактивной мощности в j-й ветви i-го кон-
тура; Pij, Xij –соответственно активное и реактивное сопротивления j-й ветви i-го контура. 
В матричной форме уравнения второго закона Кирхгофа можно представить в виде 
( )
( ) 





=











− Im
Re
K
K
Q
P
NRNX
NXNR , 
где N – матрица контуров схемы размера (m-k+1)×m (m – число ветвей, n- число узлов 
схемы), R, X – диагональные матрицы соответственно активных и реактивных сопротив-
лений ветвей, P, Q – вектор-столбцы потоков соответственно активных и реактивных 
мощностей в ветвях, K(Re), K(Im) – векторы правых частей последних уравнений соответ-
ственно, обусловленные наличием трансформаций в контурах и равные нулю, если 
трансформации отсутствуют. 
Аналогично уравнения первого закона Кирхгофа в матричной форме имеют вид 






=











y
y
Q
P
Q
P
MO
OM , 
где М – матрица соединений схемы размера (n-1)×m, О – нулевая матрица размера  
(n-1)×m, Py, Qy – векторы соответственно активных и реактивных мощностей в узлах.  
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Полное уравнение потокораспределения в сети с использованием коэффициентов 
распределения можно представить в виде: 






+





=





(Im)
(Re)
y
y
k
k
C
Q
P
C
Q
P
трнагр , 
где  





= −
MO
OM
DС *
*
1
нагр ;  





−
= −
RTXN
XNRN
DC 1тр  – 
матрицы коэффициентов распределения соответственно для нагрузочных и уравни-
тельных потоков в ветвях, а D – матрица коэффициентов напряжений.  
В матричной форме выражение для потока полной мощности в начале линии может 
быть записано следующим образом 
( ) ( )[ ]
( ) ( ) ,diagjdiagdiagjj
jdiagdiagj
δˆ
ˆˆ
∗′′+′−+
+′′+′−−=
MUkkUBG
UkkUUBGS
kн
kннн


 
где G, B – диагональные матрицы активных и реактивных проводимостей,  
( ) kkkUU kн  diagjdiagdiagdiag =′′+′,,  – диагональные матрицы модулей на-
пряжений в начале и конце звеньев и коэффициентов трансформации, 
kнн UUS  ,ˆ,  – столбцовые матрицы мощностей в начале звеньев и модули напряже-
ний в начале и конце, δ  – столбец фазовых напряжений узлов относительно баланси-
рующего, M – действительная часть комплексной матрицы инциденций схемы (не учи-
тывающая коэффициенты трансформации). 
Тогда получим выражения для потока мощности в начале каждой линии: 
 
( )
( )
( )
( ) .δˆˆ
ˆˆˆ
δˆˆ
ˆˆˆ
∗
∗
′′−′−
−′−+′′=
′−′′−
−′′−′−=
MUkUBkUG
UkUUBUkUGQ
MUkUBkUG
UkUBUkUUGP
kнн
kннkнн
kнн
kнkннн




diagdiagdiagdiag
diagdiagdiagdiag
;diagdiagdiagdiag
diagdiagdiagdiag
 
 
С учетом коэффициентов трансформации уравнение потока полной мощности для 
каждой ветви получит вид: 
( )( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) .ˆˆ
ˆˆ
ˆˆ
'
"2'
"2'
iikнiiiikiikнiikii
iikнiiiiikiiiikнiikii
iiiikнiiiiikiiiikнiikikik
UUjbgjUjkUUUjbg
UUjbgjkUjbgjkUUUjbg
jgbUUjgbkUjbgkUUUjQPS
δ−+−−−=
=δ−+−−−−=
=δ+++−−−=−=



 
 
Соответственно в матричной форме выражения для потоков полной, активной и реак-
тивной мощностей в конце каждой линии определяются следующим образом 
 
( ) ( )[ ] ( ) .MUBGUkkUUBGS kkнkk δUˆˆ н ∗−+′′+′−−=  diagdiagjjjdiagdiagj  
( )
( ) .δˆ
δˆˆ
∗
∗
−′−+′′=
+′′−′−=
MUUGUkUUBUkUGQ
MUUBUkUBUkUUGP
kнkнkkkk
kнkkkнkk


diagdiagdiagdiagdiagdiag
;diagdiagdiagdiagdiagdiag  
 
Как показали практические расчеты, распространенное убеждение в том, что прибли-
женный раздельный расчет потоков активных и реактивных мощностей в сети при при-
ложении к независимым узлам задающих мощностей соответствующего рода в качестве 
необходимого допущения требует однородности сети, неверно [2]. 
Полученные уравнения позволяют выполнить многовариантные расчеты потокорас-
пределения в сложно-замкнутой сети электроэнергетической системы любой сложности, 
неоднородной структуры и с учетом комплексных коэффициентов трансформации. 
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Рассмотрим одномерную задачу об образовании газогидрата в полубесконечном по-
ристом пласте. Пусть пористый пласт (занимающий полупространство x>0) в начальный 
момент времени насыщен газом и водой, давление и температура которых в исходном 
состоянии соответствуют термодинамическим условиям существования их в свободном 
состоянии. Положим, что через границу пласта (x=0) закачивается газ, причем его дав-
ление и температура соответствуют условиям образования газогидрата и поддержива-
ются на этой границе постоянными. При постановке данной задачи будем полагать, что 
в результате закачки газа образуется три характерные области: ближняя, где поры за-
полнены газом и гидратом, промежуточная, в которой газ, вода и гидрат находятся в 
равновесии, и дальняя, которая заполнена газом и водой. В промежуточной зоне проис-
ходит образование гидрата. Соответственно возникают две подвижные поверхности: 
между дальней и промежуточной областями, где начинается переход воды в гидрат, и 
между ближней и промежуточной областями, на которой заканчивается процесс гидра-
тообразования. 
Система основных уравнений, представляющая собой законы сохранения масс, энер-
гии, закон Дарси и уравнение состояния газа, при допущениях о несжимаемости и не-
подвижности скелета пористой среды, гидрата и воды, имеет вид: 
( ) ( )div 0g g h h g g gmS mS G mSt ρ ρ ρ υ
∂
+ + =
∂
 , 
( )(1 ) 0l l h hm S m G St ρ ρ
∂
+ − =
∂
, 
( ) ( ) ( )grad div gradg g g g h h hcT c mS T T m S Lt tρ ρ υ λ ρ
∂ ∂
+ = +
∂ ∂
 , 
gradgg g
g
k
mS pυ
µ
= −
 ,  g gp R Tρ= , 
где m – пористость; G – массовая концентрация газа в гидрате; jρ  и Sj (j = sk, h, l, g) – 
истинные плотности и насыщенности пор j – й фазы; gυ
 , kg, cg и gµ  – соответственно 
скорость, проницаемость, удельная теплоемкость и динамическая вязкость газовой фа-
зы; p – давление; T – температура; Lh – удельная теплота гидратообразования; сρ  и  
λ  – удельная объемная теплоемкость и коэффициент теплопроводности системы; ин-
дексы sk, h, l и g относятся к параметрам скелета, гидрата, воды и газа соответственно.  
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При образовании газогидрата в пористом пласте возникают зоны, в которых газ, вода 
и гидрат могут находиться в различных состояниях. На поверхностях разрыва между 
этими зонами, где терпят скачки насыщенности фаз, а также потоки массы и тепла, вы-
полняются соотношения, следующие из условий баланса массы и тепла: 
( ) ( )(1 ) 0h h l l sm S G S Dρ ρ − + = 
 , ( )( ) ( )( ) 0g g g s h h sm S D S GDρ υ ρ − − = 
 
 , 
[ ] ( )grad h h h sT m L S Dλ ρ =  
 . 
Здесь [ ]ψ  – скачок параметра ψ  на границе между зонами; ( )sD

 – скорость движения 
этой границы. Температура и давление на этих границах полагаются непрерывными. 
В трехфазной области, где одновременно присутствуют газ, вода и гидрат, и происхо-
дит процесс образования газогидрата, принимается условие равновесия фаз: 
0 *
0
ln
s
pT T T
p
 
= +  
 
, 
где T0 – исходная температура системы, ps0 – равновесное давление, соответствующее 
исходной температуре, T* – эмпирический параметр, зависящий от вида газогидрата. 
Рассмотренная постановка задачи относится к классу нелинейных задач математиче-
ской физики. Поскольку данные задачи определены в областях с неизвестными подвиж-
ными границами фазовых переходов, то для их решения используется метод ловли 
фронтов в узлы пространственной сетки. Введем равномерную пространственную сетку 
с шагом h. Алгоритм решения заключается в том, что неизвестный временной шаг выби-
рается таким образом, чтобы ближний фронт фазового перехода x = x(n) перемещался по 
координате х ровно на один шаг. При этом положение дальней подвижной поверхности  
x = x(d) также будем относить к некоторому узлу пространственной сетки, которое будет 
определяться уже в ходе решения задачи. Построенную систему нелинейных алгебраи-
ческих уравнений целесообразно на каждом временном слое решать методом простых 
итераций. 
В результате анализа решений установлено, что процесс перехода воды в состав гид-
рата происходит в три этапа. На первом этапе, когда влияние правой границы несу-
щественно, в общем случае образуется три области, а именно: ближняя, где в порах 
присутствуют газ и гидрат, промежуточная, насыщенная газом, гидратом и водой, а так-
же дальняя область, содержащая газ и воду. На втором этапе промежуточная область 
вырождается во фронтальную поверхность. Третий, самый протяженный по времени 
этап характеризуется образованием гидрата только лишь на фронтальной поверхности. 
При этом в зависимости от значения давления на границе пористой среды и температу-
ры нагнетаемого газа могут реализовываться решения с «висячим» на некотором сече-
нии или выносящимся за пределы пористой среды скачками гидратонасыщенности. 
 
 
УДК 519.24 
 
ИССЛЕДОВАНИЕ СОСТОЯТЕЛЬНОЙ ОЦЕНКИ ВЗАИМНОЙ СПЕКТРАЛЬНОЙ  
ПЛОТНОСТИ МНОГОМЕРНОГО ВРЕМЕННОГО РЯДА 
 
Савчук О.В. 
Брестский государственный университет им. А.С. Пушкина, г. Брест 
Научный руководитель: Мирская Е.И., к.ф.-м.н., доцент 
 
Исследование статистических оценок спектральных плотностей является одной из 
классических задач анализа временных рядов. Это связано с широким применением 
анализа временных рядов к анализу данных, которые возникают в физике, технике, тео-
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рии распознавания образов, экономике. Часто данные являются многомерными. Такая 
ситуация особенно характерна для экономических данных.  
В данной работе в качестве оценки неизвестной взаимной спектральной плотности 
многомерного временного ряда исследована статистика вида 
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Ll ,1= , rba ,1, = , Π∈λ , модифицированная периодограмма на l −м интервале разбие-
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Оценка взаимной спектральной плотности, заданная соотношением (1), построена по 
Т последовательным, полученным через равные промежутки времени, наблюдениям за 
составляющей )(tX a  процесса }{ ZtratXtX a ∈== ,,1),()(  с 0)( =tMX , с неизвестной 
матрицей спектральных плотностей }{ ];[,,1,),()( ππλλλ −=Π∈== rbaff ab , а также не-
известной ковариационной матрицей }{ ZrbaRR ab ∈== τττ ,,1,),()( .  
Статистика (2) исследована в работах [1], [2]. Вычислены математическое ожидание, 
дисперсия и ковариация предложенной статистики. Исследовано их асимптотическое 
поведение. 
В данной работе вычислены математическое ожидание, дисперсия и ковариация 
оценки, заданной соотношением (1).  
Исследовано асимптотическое поведение первых двух моментов оценки. Показано, 
что при некоторых ограничениях на окна просмотра данных, спектральные окна и вза-
имную спектральную плотность ,,1,),( rbaxfab =  для оценки ,),(
~
Π∈λλabf  заданной 
выражением (1), справедливы соотношения 
 ),()(~lim λλ ababT
ffM =
→∞
 (3) 
 ,0)(~lim =
∞→
λabT
fD  (4) 
.,1,, rba =Π∈λ  
Откуда следует, что 
( ) .0))()(~()(~lim 2 =−+
∞→
λλλ abababT
ffMfD  
Таким образом, показано, что статистика rbafab ,1,,),(
~
=Π∈λλ  является состоя-
тельной в среднеквадратическом смысле оценкой взаимной спектральной плотности. 
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С помощью математического пакета Matlab для конкретного временного ряда был 
проведен сравнительный анализ дисперсии оценки, заданной соотношением (1) для 
различной степени пересечения интервалов разбиения.  
Показано, что дисперсия оценки (1) уменьшается при увеличении числа интервалов 
разбиения исходной последовательности наблюдений. Наиболее эффективным являет-
ся использование окон просмотра данных Хэмминга и Рисса.  
Таким образом, в работе в качестве оценки неизвестной взаимной спектральной 
плотности многомерного временного ряда использована статистика, построенная путем 
осреднения модифицированных периодограмм по пересекающимся интервалам наблю-
дений.  
Показано, что предложенная оценка является асимптотически несмещенной и со-
стоятельной в среднеквадратическом смысле оценкой взаимной спектральной плотно-
сти процесса. 
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A4-СВОБОДНЫЕ ГРУППЫ С НЕБОЛЬШИМИ ИНДЕКСАМИ  
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Брестский государственный университет им. А.С. Пушкина, г. Брест 
Научный руководитель: Трофимук А.А., к.ф.-м.н. 
 
Рассматриваются только конечные группы. Все обозначения и используемые опреде-
ления соответствуют [1]. 
Одним из наиболее перспективных направлений теории конечных групп является на-
правление, связанное с исследованием инвариантов разрешимых групп, у которых на 
индексы максимальных подгрупп накладываются определенные ограничения. 
В 1954 году Б. Хупперт [2] доказал, что группа сверхразрешима тогда и только тогда, 
когда индексы её максимальных подгрупп являются простыми числами. Легко прове-
рить, что нильпотентная длина такой группы не превышает 2.  
Ф. Холл [3] в 1958 году установил разрешимость группы, у которой индексы макси-
мальных подгрупп есть простые числа или квадраты простых чисел.  
Исследование групп, у которых индексы максимальных подгрупп примарны и не де-
лятся на кубы простых чисел, проведено в работах В.С. Монахова и Е.Е. Грибовской [4]. 
В частности, установлено, что производная длина фактор-группы )(Ф/ GG  не превыша-
ет 5, нильпотентная длина таких групп не превышает 4.  
Строение разрешимых групп, индексы максимальных подгрупп которых равны прос-
тым числам, квадратам простых чисел или кубам простых чисел, получено в работах 
В.С. Монахова, М.В. Селькина и Е.Е. Грибовской [5]. В частности, доказано, что произ-
водная длина фактор-группы )(Ф/ GG  не превышает 6, нильпотентная длина таких 
групп не превышает 4.  
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Напомним, что группа называется 4A -свободной, если она не содержит секций 
изоморфных знакопеременной группе 4A . 
Из теоремы Гуральника следует, что если индекс любой максимальной подгруппы 
группы G  примарен, то группа G  либо разрешима, либо )(/ GSG изоморфна простой 
группе (2,7)PSL . Здесь )(GS  – разрешимый радикал группы G . Так как в (2,7)PSL  
есть подгруппа, изоморфная знакопеременной группе 4A , то любая 4A -свободная 
группа, у которой индексы максимальных подгрупп примарны, является разрешимой. 
В ряде работ авторов данного материала было показано, что в A4-свободной группе, 
индексы максимальных подгрупп которой являются простыми числами или квадратами 
простых чисел, нильпотентная длина группы G и производная длина )(Ф/ GG  не 
превышает 3. Кроме этого, в A4-свободной группе, индексы максимальных подгрупп 
которой равны простым числам, квадратам простых чисел или кубам простых чисел, 
производная длина фактор-группы )(Ф/ GG  не превышает 5, а нильпотентная длина 
группы G не превышает 4. 
В работе [6] исследовались 4A -свободные группы G  с индексами максимальных 
подгрупп, равными простым числам, квадратам простых чисел или 8. В частности, было 
установлено, что в таких группах производная длина фактор-группы )(Ф/ GG  и 
нильпотентная длина группы G  не превышает 3. 
В работе [7] было показано, что в 4A -свободной группе G  с индексами максималь-
ных подгрупп, равными простым числам, квадратам простых чисел или 27, производная 
длина фактор-группы )(Ф/ GG  и нильпотентная длина группы G  не превышает 3. 
Поэтому естественно продолжить изучение 4A -свободных групп G  с небольшими 
индексами максимальных подгрупп. Доказана следующая теорема. 
Теорема. Пусть G   4A -свободная группа, у которой индексы максимальных 
подгрупп равны простым числам, квадратам простых чисел либо 3p , где 
}{ .17,11,5=p  Тогда производная длина фактор-группы )(Ф/ GG  не превышает 4. 
 
Для простых чисел }{ 13,7=p  понижение оценки производной длины фактор-группы 
)(Ф/ GG  не происходит. 
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О ПРИМЕНЕНИИ HM-СЕТИ ПРИ РЕШЕНИИ НЕКОТОРЫХ  
ЗАДАЧ БАНКОВСКОЙ СФЕРЫ 
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Гродненский государственный университет им. Я. Купалы, г. Гродно 
Научный руководитель: Маталыцкий М.А., д.ф.-м.н., профессор 
 
Рассмотрим НМ (Howard - Matalytski)-сеть [1], состоящую из n систем обслуживания 
(СМО) 1 2, ,..., nS S S , в которых обслуживаются заявки двух типов. СМО iS  является сис-
темой с двумя очередями и icm  линиями обслуживания для заявок типа c, 1,2c = , в ко-
торых отдельно обслуживаются заявки 1-го и 2-го типов, т.е. функционирование СМО iS  
можно рассматривать как параллельное функционирование двух отдельных подсистем 
1iS  и 2iS , 1,i n= . Под состоянием сети будем понимать вектор 
11 12 21 22 1 2( ) ( , ) ( , ; , ;...; , , )n nk t k t k k k k k k t= = , 
где ick  – число заявок типа c в подсистеме icS  в момент времени t , 1,i n= , 1,2c = . 
Пусть icλ  – интенсивность поступления заявок типа c извне в подсистему icS , ( )ic ickµ  – 
интенсивность обслуживания заявок типа c  в каждой из icm  линий подсистемы icS , 
( )
0
c
ip  – 
вероятность ухода заявок типа c из сети после обслуживания в системе iS , 
( )c
ijp  – веро-
ятность перехода заявки типа c из системы iS  в систему jS
( )
0
1
n
c
ij
j
p
=
=∑ , 1,i n= , 1,2c = , 
ji ≠ . Система 0S при этом соответствует внешней среде. Заявка при переходе из одной 
СМО в другую приносит последней СМО некоторый случайный доход и соответственно 
доход первой СМО уменьшается на эту величину. Обозначим через ( )iV t  доход систе-
мы iS  в момент времени t , 0 0( )i iV t v= . 
Описанная НМ – сеть может служить моделью перевозки денежной наличности меж-
ду условным центральным банком (ЦБ) и периферийными банками (ПБ) города. Количе-
ство перевозок денежной наличности, а также количество перевозимой наличности яв-
ляются случайными величинами. За каждую перевозку ЦБ получает от ПБ опре-
деленную сумму, которая определяется в процентах от суммы перевозимой наличности. 
Система 𝑆𝑆𝑆𝑆 , 𝑆𝑆 = 1,𝑛𝑛����� соответствует i-му банку, подсистема 1iS  – это отдел банка, который 
занимается обработкой денег 1-го типа (например, бел. рублей), подсистема 2iS  – от-
дел, который занимается обработкой денег 2-го типа (например, валюты). 
Опишем также, что означают другие параметры сети: 
0iv  – резерв банка iS , 1,i n= ; 
c
ir0  – количество денег типа с, поступивших извне в банк iS  за одну перевозку, 
;2,1=c  
(1)
0iR , 
(2)
0iR  – соответственно количество денег 1-го и 2-го типов, перевозимых из банка 
iS  в другие банки, не входящие в нашу банковскую сеть, за одну перевозку 1,i n= ; 
(1)
jir , (2)jir  – соответственно количество денег 1-го и 2-го типов, перевозимых из банка 
jS  в банк iS  за одну перевозку; 
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(1)
iR , 
(2)
iR  – плата ПБ iS  ЦБ за перевозку денег 1-го и 2-го типов соответственно; 
(1)
ir , 
(2)
ir  – величины увеличения дохода банка iS  за счет процентов от суммы пере-
возимой наличности, 1,i n= . 
Как только банк установил сумму резервов, для обслуживания клиентов банка, эти 
деньги выпадают из оборота. Поэтому банк заинтересован в том, чтобы суммы резервов 
были минимальными. Но если в начале дня установить малые резервы, а затем увели-
чивать их при необходимости, то за каждое увеличение резерва надо платить. Поэтому 
важной задачей является нахождение оптимальных резервов банков. 
Было получено выражение для ожидаемого дохода системы iS : 
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где ( )icN s  – среднее число заявок типа c  в подсистеме icS  системы iS . Величины
( )icN s , могут быть найдены с помощью метода, рекуррентного по моментам времени. 
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i iM R b= , ( ) ( ){ }c cji jiM r a= , ( ) ( ){ }c cij ijM R b= , 
( ) ( ){ }c ci iM R b= , 
( ) ( ){ }c ci iM r c= , 2,1,,1 == сni , здесь M  – знак математического ожидания. 
Рассмотрим частный случай, когда 1icm =  и пусть подсистемы icS  функционируют в 
условиях высокой нагрузки, т.е. t∀  ( ) 0ick t > , 1,i n= , 1,2c = . В этом случае
1)1),(min( =sNic  и, как следует из (1), ожидаемый доход системы iS  равен: 
0( )i i iv t v g t= + , 
где  
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0iv  – ожидаемый доход системы iS  в начальный момент времени (резерв банка iS ), 1,i n= . 
Отсюда следует, что если 0ig ≥ , то для того, чтобы 
( ) 0,iv t ≥                                                             (2) 
нам достаточно взять *0 0 0i iv v= = ; если же 0ig < , то для того, чтобы выполнялось не-
равенство (2) на отрезке времени [0, ]T , мы должны положить *0 0 | |i i iv v g T= = . 
Ещё одной важной практической задачей является следующая. Разобьём интервал 
[0; Т] точками 𝑡𝑡𝑘𝑘 : 0 < 𝑡𝑡1 < 𝑡𝑡2 < ⋯ < 𝑡𝑡𝑚𝑚−1 < 𝑡𝑡𝑚𝑚 = 𝑇𝑇. Предположим, что если мы ме-
няем значение 𝑣𝑣𝑆𝑆0 в момент времени 𝑡𝑡𝑘𝑘 , то мы платим плату )( ki tg , т.е. доход системы 
𝑆𝑆𝑆𝑆  уменьшается на эту величину. Предположим также, что на интервалах времени [0; 𝑡𝑡1), [𝑡𝑡1; 𝑡𝑡2), … , [𝑡𝑡𝑘𝑘−1; 𝑡𝑡𝑘𝑘), … , [𝑡𝑡𝑚𝑚 ;𝑇𝑇) меняются параметры нашей сети 
𝜆𝜆𝑆𝑆𝑖𝑖 ,  𝜇𝜇𝑆𝑆𝑖𝑖  ,𝑝𝑝𝑆𝑆𝑖𝑖  ,(𝑖𝑖) и мы получаем последовательность )()2()1( ,...,, miii ggg . Задача тогда при-
нимает вид (𝑡𝑡0 = 0; 𝑡𝑡𝑚𝑚 = 𝑇𝑇): 
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где −)(kig величина дохода системы 𝑆𝑆𝑆𝑆  при изменении параметров сети )(,, cijicic pµλ на 
интервале времени [ ) nitt kk ,1,,1 =− . 
Если 121 ,...,, −mttt  – целые числа, то задача (3) является задачей целочисленной оп-
тимизации. Для решения данной задачи применялся метод полного перебора, разрабо-
тана программа для её решения. Она находит сумму произведений величины резерва 
на время отвлечения этого резерва, а затем эта сумма минимизируется. Результаты, 
полученные при помощи программы, могут быть использованы для анализа и принятия 
управленческих решений. 
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В работе рассмотрено понятие производящей функции и ее приложения. 
Определение. Производящей функцией последовательности { }na называется сумма 
степенного ряда ( )
0
n
a n
n
f t a t
∞
=
=∑ . 
Приложения производящей функции. 
• Комбинаторика.  
Постановка задачи о расстановке черных и белых шаров: Сколькими различными 
способами можно расположить в линию чёрные и белые шары, общее количество 
которых равно n? 
Решение: В этой задаче есть один параметр – число шаров n. Решением считается 
формула, позволяющая получить ответ для любого заданного n (в данном случае n≥0). 
Этот ответ будем обозначать символом na . 
Обозначим белый шар символом – ○, а чёрный – ●. Нулевое количество шаров бу-
дем обозначать – o. Получим решение для небольшого значения параметра. Например: 
n = 2 : ○○, ○●,●○,●● 2a⇒ = 4; n = 1 : ○, ● 1a⇒  = 2. Единственный способ не распола-
гать в линию ничего – это ничего не делать, причём ничего не делать можно одним 
способом. 
В случае n = 3 можно взять самый левый шар белым и закончить комбинацию ○… 
четырьмя способами, а можно взять его чёрным, закончив комбинацию ●… также 
четырьмя способами. Значит, 3 22a a= . Рассуждая аналогично, приходим к выводу, 
что 12n na a −=  (для n≥1), это означает, что 2
n
na = . 
Решим данную задачу с помощью производящей функции. Для этого «просуммируем» 
все возможные комбинации (включая пустую) следующим образом: 
 
A = ø+○+●+○○+●○+○●+●●+○○○+○○●+○●○+○●●+… 
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Проведя с «рядом» A ряд арифметических манипуляций, получим A = øø−○−●, т.е.  
( )
0 0 0 0 0
n k k n k k n
n n
n n k n k
A C C t
∞ ∞ ∞ ∞ ∞
−
= = = = =
= + • = • =∑ ∑∑ ∑∑  . 
Так как в нашей задаче неважно, какой шар на каком месте стоит, важно, что их об-
щее количество равно n, то можно заменить оба символа ○ и ● одной буквой t. Значит,  
0
2k nn n
k
a C
∞
=
= =∑ . 
• Теория вероятностей. 
1. Постановка задачи. Вероятность перегорания первой, второй, третьей и четвер-
той ламп равны соответственно 0,1; 0,2; 0,3 и 0,4. Вероятность выхода из строя прибора 
при перегорании одной лампы равна 0,2; двух ламп – 0,4; трех – 0,6; четырех – 0,8. Оп-
ределить вероятность выхода прибора из строя. 
Решение. Традиционно такого рода задачи решаются при помощи формулы полной 
вероятности. Применение понятия производящей функции существенно сокращает вы-
числения. Одна из простейших производящих функций в теории вероятностей связана с 
событиями с двумя исходами (бросание монеты, устройство работает или нет, и т.д.):  
𝑞𝑞 + 𝑝𝑝 = 1. Для n независимых испытаний с двумя исходами (схема Бернулли) произво-
дящей функцией будет ( )( ) nf t q pt= + . 
По условию задачи имеем: 1p = 0.1, 2p = 0.2, 3p = 0.3, 4p = 0.4, 1q = 0.9; 2q = 0.8;  
3q = 0.7; 4q = 0.6. Тогда производящая функция равна: 
𝑓𝑓(𝑡𝑡)=0.3024+0.4404𝑡𝑡+0.2144 2t +0.0404 3t +0.0024 4t , 
где коэффициенты при kt − вероятности отказа k-й лампы. Применяя формулу полной 
вероятности, находим вероятность выхода прибора из строя: 
𝑃𝑃 = 0.4404 ⋅0.2 + 0.2144 ⋅0.4 + 0.0404 0.6 + 0.0024 ⋅0.8 = 0.2. 
2. Числовые характеристики дискретной случайной величины. 
Нахождение числовых характеристик ДСВ с целыми неотрицательными значениями 
удобно производить с помощью производящих функций. 
Пусть задан ряд распределения ДСВ 𝑋𝑋. 
 
iX  0 1 2 … k … 
ip  0p  1p  2p  … kp  … 
 
Производящей функцией для ДСВ𝑋𝑋 называется функция вида:  
0
( ) kk
k
f t p t
∞
=
=∑ , 
где 𝑡𝑡 – произвольный параметр, 0<𝑡𝑡≤1, kp  – вероятности закона распределения ДСВ 𝑋𝑋. 
Дифференцируя по 𝑡𝑡 производящую функцию и положив в ней 𝑡𝑡 = 1, получим: 
0
(1) ( )k
k
f kp M X
∞
=
′ = =∑ , то есть математическое ожидание ( ) (1)M X f ′= . 
Рассуждая аналогично, получим, что дисперсия ДСВ Х вычисляется по формуле: 
( )2( ) (1) (1) (1)D X f f f′′ ′ ′= + − . 
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Постановка задачи. Найти математическое ожидание и дисперсию случайной вели-
чины X. Ряд распределения СВ X: 
 
iX  0 1 2 3 
ip  0.1 0.2 0.3 0.4 
 
Решение. Составим производящую функцию для нашей СВ X: 
2 3( ) 0.1 0.2 0.3 0.4f t t t t= + + + , тогда: 
𝑆𝑆(𝑋𝑋)=𝑓𝑓′(1)=2 и ( )2( ) (1) (1) (1)D X f f f′′ ′ ′= + − =1. 
• Применение производящей функции для нахождения суммы ряда. 
Постановка задачи. Найти сумму ряда: 2 2 2 2 2
1
1 2 3
n
i
n i
=
+ + + + =∑ . 
Решение. Введем в рассмотрение четыре числовых последовательности 1ka = , k kb ka= , 
k kc kb=  и 2
1
k
k
i
d i
=
=∑ , а так же их производящие функции ( )af t , ( )bf t , ( )cf t , ( )df t . 
Искомой суммой будет число kd  − общий член последовательности { }kd . Для его оп-
ределения надо найти ( )df t . 
( ) ( ) ( ) ( )1 1
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Аналогично получим ( ) ( ) ( )( ) ( ) ( )2 .c b a f af t t f t t t f t t f t t f t′′ ′ ′ ′′= ⋅ = ⋅ = ⋅ + ⋅  
Утверждение. Если 
0
, 0,1, 2,
n
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a b n
=
= =∑ , то ( ) ( )11a bf t f tt= − . 
Тогда ( ) ( )1
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f t f t
t
=
−
. Т.к. ( ) 1
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f t
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−
 разложим полученное выражение в ряд: 
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Следовательно, 
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Откуда 
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+ +
=∑ . 
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АЛГОРИТМ ПЕРЕВОДА НАТУРАЛЬНОГО ВЫВОДА ИЗ ДРЕВОВИДНОЙ ФОРМЫ 
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Филипповский В.А. 
Санкт-Петербургский государственный университет, г. Санкт-Петербург (Россия) 
 
Для представления натуральных выводов существуют различные системы записи: в 
древовидной форме (Генцен), в линейной форме с указанием областей действия допу-
щений (Фитч), в виде вложенных областей вывода (Яськовский). Наиболее известны 
первые два способа представления натуральных выводов. Каждый из них обладает 
своими плюсами и минусами. Древовидная форма натуральных выводов удобнее фит-
чевской для осуществления поиска вывода. Но после того как вывод построен, вывод 
экономнее записывать в фитчевской нотации. Экономия и удобство заключается, глав-
ным образом, в том, что любое доказательство в фитчевской нотации без особых слож-
ностей размещается на обычных листах, тогда как доказательство в древовидной фор-
ме сильно разрастается в ширину, и запись его быстро выходит за границы листа. Кро-
ме того, преимуществом фитчевской записи натуральных выводов перед древовидной 
формой является то, что посылки вывода записываются только один раз.  
Рассмотрим алгоритм перевода натурального вывода из древовидной формы пред-
ставления в фитчевскую форму. Натуральный вывод в генценовской форме представ-
ляет собой дерево. Пусть дан некоторый натуральный вывод в виде дерева. В качестве 
примера возьмём доказательство формулы логики предикатов (1): 
   
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     
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 
 
   
 
Для того чтобы получить фитчевскую форму, соответствующую этому дереву, нужно 
преобразовать это дерево в элементарный путь без циклов. Для этого необходимо 
трансформировать этот граф таким образом, чтобы каждый узел стал связным только с 
одним узлом.  
Для этого достаточно следовать нескольким правилам: 
1) взять в качестве первого элемента вывода крайний левый верхний элемент дере-
ва, а далее идти слева направо и сверху вниз; 
2) фигуры заключения с одной посылкой переписываем в две строки вывода: посылку 
в n -ую строку, заключение – в 1n -ую строку; 
3) фигуры заключения с несколькими (двумя или тремя) посылками переписываем 
сначала всю левую ветвь, затем – всю правую ветвь, а потом заключение. При этом 
преобразование вывода в самом простом случае происходит так, как показано на рис. 1; 
4) если достигнута формула, стоящая в заключении самой нижней фигуры заключе-
ния, то её записью в вывод завершается перевод натурального вывода из древовидной 
формы представления в фитчевскую форму. 
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Рисунок 1 
 
Если следовать этому алгоритму, получится следующий вывод (2) в фитчевской но-
тации, соответствующий доказательству (1): 
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Крайняя верхняя левая формула вывода (1) –    xP x xQ x  . По п. 1 алгоритма 
берём её в качестве первого допущения. Сколько посылок в фигуре заключения, кото-
рую мы рассматриваем? Если эта формула является единственной посылкой, то по п. 2 
алгоритма переходим к заключению данной фигуры, если больше, то по п. 3 переходим 
к другим посылкам. В нашем случае имеется 3 посылки. Но прежде, чем переходить не-
посредственно к самим посылкам, нам нужно преобразовать две ветви, корнями которых 
являются две оставшиеся посылки данной фигуры заключения. Переходим ко второй 
ветви и применяем к ней ту же последовательность действий. Находим её крайнюю 
верхнюю левую формулу:  xP x . Берём её в качестве второго допущения и рассмат-
риваем фигуру заключения, в которую входит эта формула, выясняем, является ли она 
однопосылочной фигурой (в этом случае применяем п. 2 алгоритма), либо имеет боль-
шее количество посылок (тогда применяем п. 3 алгоритма). Следуя этой схеме, мы 
строим первые 11 строк доказательства. После того, как доказательство построено до 
11-й строки включительно, мы трансформировали все ветви, укоренённые в посылках 
изначальной фигуры заключения, и теперь мы можем записать заключение этой фигу-
ры. После этого применяем п. 2 алгоритма, поскольку заключение входит в нижнюю фи-
гуру заключения в качестве единственной посылки, а после этого – п.4. На этом по-
строение фитчевскую формы натурального вывода по его древовидной форме пред-
ставления завершено. 
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При решении многих практических задач обычно используются интерполяционные 
формулы невысоких порядков. Это относится как к случаю интерполяции скалярных 
функций, так и к задаче операторного интерполирования и вызвано в значительной сте-
пени тем, что при увеличении порядка интерполяционных формул значительно услож-
няется их общий вид, что приводит соответственно к более сложной структуре получае-
мых на их основе алгоритмов. Многие вопросы теории интерполирования операторов 
изложены в монографиях [1, 2]. 
Данная статья посвящена задаче построения и исследования алгебраических интер-
поляционных многочленов невысокого порядка для операторов, заданных на множестве 
функциональных матриц. 
Случай двух узлов. Рассмотрим пространство ][TC m  квадратных матриц 
[ ],)()( tatA ij= для которых производная [ ])()( )()( tatA mijm = порядка m непрерывна 
на отрезке [a, b] и матричный многочлен первой степени вида 
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где nttt ...,,, 10  – фиксированные точки отрезка ⊆= ],[ baT R, ),(tBB =  )(tCC jj =  
( ),,0 nj =  ( )mkstPk ,0),( =  – заданные матрицы той же размерности, что и матрица 
).(tA  Пусть )(AF  – заданная на ][TC m  функция матричного аргумента A. Имеет ме-
сто следующая 
Теорема 1. Для формулы 
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где ),(00 tAA =  )(11 tAA =  – узлы интерполирования, 
 ),()()()( 0101 iii tAtAtAt −+=σ  (3) 
 ),()()()()( 00 iii tAtAtAtAtH +−−=  (4) 
выполняются условия ( ),1,0)()(1 == iAFAL ii  и она точна для матричных много-
членов вида (1). 
Случай данной формулы при 0=n  рассмотрен в [1]. 
Случай трех узлов. Построим аналогичную формулу второго порядка. Рассмотрим 
матричные многочлены первой и второй степени вида 
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где nttt ...,,, 10  – те же фиксированные точки отрезка ⊆= ],[ baT R, B = B(t), 
),(
2121
tÑÑ jjjj =  ),(2121 tDD jjjj =  ),5,4,3()(,, == itÑÑ jiji  ( =4321 ,,,, jjjjj  )n,0=  – 
заданные фиксированные матрицы, ),,,( 21 sstPk  ),,,( 21 sstQk  ),(, stP ik  ),5,4,3( =i  
( )mk ,0=  – также заданные матрицы той же размерности, что и ),(tA  а 
),,,,( 4321 sssss =  .4321 dsdsdsdsds =  Заметим, что формула (2) инвариантна также 
относительно многочленов вида (5).  
Пусть )(AF  – функция от матриц, где ].,[ baCA m∈  Введем следующие обозначения 
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),()(0 tHtH ii =  ),()()()()( 111 iii tAtAtAtAtH +−−=  а функции )(1 tiσ  и ),(tHi  как и 
раньше, задаются формулами (3), (4). Имеет место 
Теорема 2. Если существуют матрицы [ ] ,)()( 101 −− ii tAtA  [ ] ,)()( 102 −− ii tAtA  
[ ] 121 )()( −− ii tAtA  ( ),,0 ni =  то для формулы 
),()()()( 222112 AlAlALAL ++=  
где )(tAA ii =  ( )2,0=i  – узлы интерполирования, )(1 AL  – многочлен, определенный 
формулой (2), выполняются условия ( ),2,0)()(2 == iAFAL ii  и она инвариантна от-
носительно матричных многочленов вида (6).  
Пример. Рассмотрим интерполяционную формулу (2) в случае узлов 
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для функции ,)( )(tAeAF =  заданной на множестве матриц вида 
∈−+= θθθ ),()1()()( 10 tAtAtA R.  
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Здесь δγβα ,,,  – произвольные числа. 
Проводя необходимые преобразования и учитывая перестановочность соответст-
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Ряд других интерполяционных формул для функций от матриц получен также в [2–3]. 
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Пусть fa
α
+ℑ  и gDa
α
+  – дробные интегралы и производные Адамара порядка >0 на 
конечном отрезке [a,b] действительной оси: 
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a u
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 ( ) ( ) 1][,),()( +==ℑ= −++ αδδ αα ndx
dxxgxgD na
n
a , (2) 
[1, §18.3] 
Исследуем важные свойства, которые в дальнейшем можно применять для изучения 
проблемы существования и единственности решения задачи типа Коши для нелинейно-
го дифференциального уравнения порядка α >0: 
 ( ) )1()](,[)( nnxyxfxyDa ≤<−=+ αα  (4) 
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с начальными условиями 
 ( ) ]).[,...,2,1(,)( αα ==∈=+−+ nkRbbayD kkka  (5) 
Здесь ( ) )( +−+ ayD kaα  означает предел в правосторонней окрестности (a,a+ε ) (ε >0) 
точки а: 
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Для n∈N={1,2,…} обозначим через ],[ baAC nδ  пространство функций )(xg , имею-
щих )( dx
dDxD ==δ  производные до порядка n-1 на [a,b], причём )]([
1 xgn−δ  аб-
солютно непрерывны на [a,b]: 
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Справедлива теорема: 
Теорема 1. Пространство ],[ baAC
n
δ  состоит из тех и только тех функций g(x), ко-
торые могут быть представлены в виде: 
 ∫ ∑
−
=
−





+





−
=
x
a
n
k
k
k
n
a
xCdtt
t
x
n
xg
1
0
1
,ln)(ln
)!1(
1)( ϕ  (10) 
где 
).1,...,1,0(
!
)(
,)]([)(),()(),,()( | 1 −====∈ − nkk
ag
CxgxgtgtbaLt kk
k
kn δϕϕ
 
Рассмотрим класс ,1,),( ∞≤≤∈ pRcbaX pc  состоящий из комплекснозначных сум-
мируемых по Лебегу функций f на [a,b], для которых ,∞<pcXf  где 
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Справедлива следующая теорема: 
Теорема 2. Пусть .,0,1,0 Rcbap ∈∞<<<∞≤≤>α  Тогда оператор α+ℑa  ограничен-
но действует в ),( baX
p
c  и 
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Следующие три утверждения доказаны в [1]. 
Лемма 1. Пусть α >0, β >0, 1 p≤ ≤ ∞ , 0<a<b, c∈R. Тогда для ),( baXf pc∈  имеет 
место полугрупповое свойство: 
 
 .ff aaa βαβα ++++ ℑ=ℑℑ  (14) 
Лемма 2. Пусть α >0, β >0, 1 p≤ ≤ ∞ , 0<a<b, c∈R. Тогда для ),( baXf pc∈  спра-
ведливо  
 .ffD aaa βααβ −+++ ℑ=ℑ  (15) 
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Теорема 3. Пусть ].,[)(,1][,0 baACxgn nδαα ∈+=>  тогда дробная производная 
Адамара gDaα+  существует почти всюду на [a,b] и может быть представлена в виде 
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где )1,...,1,0()( −= nkagk  определяются из условия (10). 
Для α >0, β >0 справедлива формула [3,1.5 (1)]: 
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Справедлива так же следующая лемма. 
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С использованием формулы (17) получим: 
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Через n-k шагов получим:  
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Лемма доказана. 
 
Определение 1. Через 0),( 10 >ℑ + αα Xa  обозначим класс функций f(x), представимых 
левосторонним интегралом порядка α  от суммируемой функции )(ttϕ : 
).,(, 10 baXttf a ∈ℑ= + ϕϕ
α  
Справедлива следующая теорема. 
Теорема 4. Для того, чтобы 0),()( 10 >ℑ∈ + αα Xtf a  необходимо и достаточно, чтобы 
 1][],,[ +=∈ℑ= −+− αδαα nbaACff nna
def
n , (18) 
и ( ) .1,...,1,0,0)( −==− nkafnk αδ  (19) 
 
Доказательство. 
Необходимость. 
Пусть ].,[, 10 baXttf a ∈ℑ= + ϕϕα  Тогда, в силу полугруппового свойства (14), 
.ϕϕααα ttf naa
n
a
n
a ++
−
+
−
+ ℑ=ℑℑ=ℑ  Значит, 
∫
−
−
+ 





−
=ℑ
x
a
n
a dttt
x
n
f .)(ln
)!1(
1 1ϕ
α
α
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Поэтому, по теореме 1, 1][],,[ +=∈ℑ
−
+− αδ
α
α nbaACff
nn
an  и справедливо (19). 
Достаточность. 
При выполнении условий (18) и (19) ).,(10 baXttf nana ∈ℑ=ℑ +−+ ϕϕα  В силу полугруп-
пового свойства (14) .ϕϕ
ααα ttf a
n
a
n
a
n
a +
−
++
−
+ ℑℑ=ℑ=ℑ  Тогда .0)( =ℑ−ℑ +−+ ϕαα tf ana  По-
этому .ϕ
α tf a+ℑ=  
Теорема доказана. 
Определение 2. Пусть α >0. Будем говорить, что функция ),()( 10 baXxf ∈  имеет 
суммируемую дробную производную fDa
α
+ , если 1][],,[ +=∈ℑ −+ αδα nbaACf nna . 
Теорема 5. Пусть .0>α  Тогда равенство  
 ϕϕαα =ℑ ++ aaD  (20) 
выполняется для любой функции ),,()(
1
0 baXx ∈ϕ  а равенство 
 )(xffDaa =ℑ ++ αα  (21) 
для функции )()( 10Xxf aα+ℑ∈ . (22) 
Если вместо (22) предположить, что ),()(
1
0 baXxf ∈  и имеет суммируемую произ-
водную в смысле определения 2, то 
 
( )∑
−
=
−−
−
−−
=+ 





−
−=ℑ
1
0
11
,ln
)(
)(
)(
n
k
k
n
kn
aa a
x
kГ
afxffD
α
ααα
α
δ
 (23) 
где .)(,1][ fxfn nan ααα −+− ℑ=+=  
Доказательство. 
Равенство (20) доказано в [1]. 
Докажем равенство (21). 
Пусть ).,(),()(),()(
1
0
1
0 baXtttxfXxf aa ∈ℑ=ℑ∈ ++ ϕϕ
αα  Тогда, с использованием 
равенства (20), получим: 
),(xfttDfD aaaaaa =ℑ=ℑℑ=ℑ ++++++ ϕϕ
αααααα  
а значит, равенство (21) доказано. 
Пусть теперь ),()(
1
0 baXxf ∈  и имеет суммируемую производную в смысле опре-
деления 2, то есть, ].,[ baACf
nn
a δ
α ∈ℑ −+  По теореме 1: 
( )
=




+





−
=ℑ ∫ ∑
−
=
−
−
−
+
kx
a
n
k
n
kn
n
a a
x
k
afdtt
t
x
n
f ln
!
)(
)(ln
)!1(
1 1
0
1
αα δϕ
 
 ( )∑
−
=
−−
+ 




+ℑ
1
0
.ln
!
)(n
k
k
n
k
n
a a
x
k
aft αα δϕ  (24) 
С использованием формулы (17) получим: 
∫ =










−
=




ℑ
−−−−−−
−
+
x
a
knk
n
a u
du
a
u
u
x
nГa
x 111 lnln
)(
1ln
ααα
α
α  
,
)!1(
)(ln
)(
)()(ln
)(
1 11
−−
−





=
−
−−






−
=
−−−−
kn
kГ
a
x
knГ
kГnГ
a
x
nГ
knkn ααα
α  
и тогда 
( ) ( )∑ ∑
−
=
−
=
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−
+
−
−−−−
−
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−
+ =

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

ℑ
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
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
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)(
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a
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α
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=
( )∑
−
=
−−
−
−−
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




−−
−
−
1
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11
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)!1(
)(
)(
)(n
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δ α  
( ) ( )∑ ∑
−
=
−
=
−
−−
−
−−




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0
1
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)!1(
)(n
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kn
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a
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af αα δδ  
Теперь равенство (24) с учётом полугруппового свойства (14) запишется в виде: 
( )∑
−
=
−−
−
−−
−
+
−
+
−
+ 





−
ℑ+ℑ=ℑ
1
0
11
.ln
)(
)(n
k
k
n
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n
a
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a
n
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αααα
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δ
ϕ  
Значит, 
( )
.0ln
)(
)(1
0
11
=



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Поэтому 
( )∑
−
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−
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


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−
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1
0
11
.ln
)(
)(n
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k
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ϕ  (25) 
Тогда с использованием равенства (20), получим: 
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( )∑
−
=
−−
++
−
−−
= 

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ℑ
−
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1
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Согласно лемме 3, ].[1,...,2,1,0ln α
α
α +==





−
+ ka
xD
k
a  Поэтому ,ϕααα tfD aaa +=+ ℑ=ℑ  
и тогда из равенства (25) заключаем, что 
( )∑
−
=
−−
−
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++ 





−
−=ℑ
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11
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)(
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x
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α
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α
δ
. 
Теорема доказана. 
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УДК 330.4 
 
РЕШЕНИЕ ЭКОНОМИЧЕСКИХ ЗАДАЧ МЕТОДАМИ  
ДИФФЕРЕНЦИАЛЬНОГО ИСЧИСЛЕНИЯ 
 
Шахно М.И. 
Брестский государственный университет им. А.С. Пушкина, г.Брест 
Научный руководитель: Климашевская И.Н., к.ф.-м.н., доцент 
 
Дифференциальное исчисление – широко применяемый для экономического анализа 
математический аппарат. Базовой задачей экономического анализа является изучение 
экономических величин, записываемых в виде функций. Использование абстрактных 
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математических рассуждений при исследовании различного рода экономических систем 
позволяет осуществлять их глубокий анализ и делать далеко идущие выводы относи-
тельно поведения экономических переменных, а также давать обоснованные рекомен-
дации по оптимальному управлению экономикой. 
Для демонстрации эффективности применения методов дифференциального исчис-
ления в рамках экономической сферы рассмотрим типичную задачу об оптимальной 
партии товара. Пусть фирма потребляет некоторый товар с годовым объёмом потреб-
ления A . Фирма закупает товар n  раз в году через равные промежутки времени 
1/T n=  равными партиями объёмом I0 = A/n. На временном промежутке между двумя 
покупками товар расходуется полностью и равномерно с постоянной скоростью i . Если 
обозначить через ( )tI  запас товара в момент t , то соотношение примет вид: 
( ) ( ) 10; , 0, n 1,I t I t m T t m
n
 = ⋅ + ⋅ ∀ ∈ = − 
    (1) 
поскольку на любом временном промежутке между двумя покупками функция запаса 
( )tI  ведёт себя одинаково. 
На промежутке )0,T  функция имеет вид: 
( ) 0 ,t I i tI = − ⋅  где [ )0, .t T∈     (2) 
Скорость её изменения определяет производная ( )t iI = −′ . В начальный момент 
времени (момент закупки) запас товара равен объёму покупки ( ) 00 .II =  
Фирма несёт убытки, связанные с хранением товара и оформлением заказов. Заме-
тим, что запас товара ( )tI  предполагается изменяющимся непрерывно. Как следствие 
среднегодовое значение запаса товара равно 0 / 2ср II = . Исходя из этого, получим, что 
годовой расход за хранение составляет: 
0
2ср
c Ic I ⋅=⋅ ,      (3) 
где c  – стоимость хранения одной единицы товара в течение года. Обозначим через b  
расходы за оформление одной покупки, тогда годовые расходы за оформление покупок 
составят n b⋅ . Суммарные годовые расходы фирмы, связанные с данным товаром, равны: 
0
2
c IG n b⋅= + ⋅ .      (4) 
Функцию расходов с учётом 0 /A nI =  можно переписать в виде: 
0
02
c I A b
I
G ⋅ ⋅+= , где ( )0 . *0 AI ≤<       (5) 
Заметим, что 0I  – дискретная величина, поскольку все её возможные значения имеют 
вид /A n , где A  – константа, n  – натуральное число. Наряду с дискретной функцией 
расходов ( )*  рассмотрим функцию 
( )
2
c x A bx
x
g ⋅ ⋅= + , где 0 Ax ≤< ,     (6) 
задаваемую той же формулой, что и G , но с областью определения (0, A . Исследуем 
поведение ( )xg  на ( ]0, A , используя дифференциальные методы. Найдём интервалы 
монотонности, точки экстремума, наибольшее и наименьшее значение для ( )xg . Вы-
числим производную и её корни. 
( ) 2 ,2
c A bx
x
g ⋅= −′       (7) 
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2 02
c A b
x
⋅
− = .      (8) 
Производная имеет на (0, A  единственный корень 0
2 A b
c
x ⋅ ⋅= . Установив проме-
жутки монотонности, замечаем, что в точке 0x  функция имеет минимум. Очевидно, что 
значение ( )0xg  является наименьшим значением ( )xg  на (0, A . Вернёмся к функции 
расходов ( )0IG . График функции ( )xg  изображает непрерывная кривая, график дис-
кретной функции расходов ( )0IG  представляет собой набор точек на этой кривой. Если 
при некотором 0
A
n
n N x =∈ , то 0 0xI =  – оптимальный объём покупки, минимизирующий 
годовые расходы фирмы. Если же при любом 0
A
n
n N x ≠∈ , найдём m  такое, что 
01
A Ax
m m
< <
+
.       (9) 
Такое m  всегда найдётся, так как 0x A< , последовательность An
 
 
 
 убывает и 0A
n
→  
при n→∞ . Поскольку ( )xg  убывает на ( ]00, x  и ( ) ( )0 0I g IG =  для любого 0
A
n
I = , то
1
A A
k m
G G      +   
⋅ > ⋅ , когда 1k m> + . Из возрастания ( )xg  на[ ]0 ,x A  следует, что 
A AG
m k
G    < ⋅   
   
⋅ , когда k m< . Таким образом, 
( ]
( )
0
00,
min ,
1
min
I A
A AI G G
m m
G
∈
    = ⋅ ⋅    +        
(10) 
Для функции расходов минимальные расходы фирма имеет, когда 
0 , 33
A nI = = .      (11) 
 
 
УДК 519.6, 517.9 
 
РЕШЕНИЕ ДИФФЕРЕНЦИАЛЬНОЙ СИСТЕМЫ ЭКВИВАЛЕНТНОЙ НЕЛИНЕЙНОМУ 
УРАВНЕНИЮ С ШЕСТЬЮ ОСОБЫМИ ТОЧКАМИ 
 
Швычкина Е.Н. 
Брестский государственный технический университет, г. Брест 
 
В работе [1] рассматривается дифференциальное уравнение Шази с шестью особы-
ми точками вида 
36
1
 k k
k k
w' w'' A ( w') с w'w''' E w' ,
w a=
+ +
= +
−∑  (1) 
коэффициенты которого   ( 1 6ka , k , )=  являются постоянными величинами и симмет-
ричны относительно начала координат, представлено в виде эквивалентной системы 
двух дифференциальных уравнений третьего порядка. А именно: 
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


−=
++=
,'),(2'
),(),('),(''
1
32
2
1
vwwzfv
wfvwzfwwzfw  (2) 
где )3,1( =ifi  функции по z  и w .  
Там же рассмотрен метод нахождения функций, являющихся коэффициентами иско-
мой системы (2) [1]. В СКА Mathematica написан программный модуль  
],,,,,,[ 654321 aaaaaaemChazyconstrSyst  (3) 
который находит явный вид коэффициентов системы (2) для нелинейного дифферен-
циального уравнения третьего порядка (1). 
Выберем, например, в качестве значений )6,1(  , =kak  соответственно величины 
.1   ,
4
1   ,
2
1   ,
4
1  ,
2
1   ,1 654321 −=−=−==== aaaaaa  
В результате действия модуля (3) получим следующую систему дифференциальных 
уравнений вида: 
((
) ( )( )(
( ) ( )(
( )))) ( ) ( )( )( ) ,42451193893
152274143213248143119)12(
208384207313)131(16)1()48
88477(1621)12(10)1(
2
1
4
1
4
1
2
1)1('
)41()1(82
)85)(41)(1(121''
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32432
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2
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223
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−
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



 +




 +×
×



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 −




 −−+
++++
+++++
=
wwwwwwe
wwwewwwww
wwwwwcww
wwwwwcwww
wwwvw
wwww
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.'
)41()1(82
)85)(41)(1(1212' 223
2
vw
wwww
wwwwv
++++
+++++
−=   (4) 
где −ecc ,, 21  коэффициенты уравнения (1). Решим систему (4). Интегрируя второе ра-
венство системы (4), найдем, что 
.
164833121 432
1
wwww
Cv
++++
=  
Подставим найденную функцию )(zv  в первое уравнение системы (4), которое после 
замены вида 
)('
2
1)(''),())('( 2 wyzwwyzw ==
 
преобразуется в линейное дифференциальное уравнение первого порядка относитель-
но функции )(wy . После интегрирования полученного уравнения и возвращения к ис-
ходной функции )(zw  запишем уравнение вида 
,1648
8
83312
3219
52
19
6' 42
3
2
12
22
1
2
2 wСwССwСwСССw +




 +−++




 +−++=  (5) 
где С1, С2 – произвольные постоянные. Общий интеграл последнего уравнения примет вид
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( ) ( )(
( )( ) )
( )( ) ,
384
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



 +±−−=
=++−−+
++−++⋅
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(6) 
где ]|[ mF φ  неполный эллиптический интеграл первого рода [4], а именно: 
( )( ) ,sin1]|[
0
2/12
∫ −=
−φ
θθφ dmmF  где ,2/2/ πφπ <<−  
и 
( )
( ) ).4,3,2,1(],1#97281#29184764864
1#200641#7296191664608192[
4
2
3
21
2
2212
=++−+
+++−++=
iiCCC
CCCCRootri
 
В системе Mathematica [2, 3] выражение Root – объект является точным, однако неяв-
ным выражением для корней полиномиального уравнения вида 
192 + 608С1 + (1664 - 19С1 + 7296С2)z + 20064С2z2 + (484 - 76С1 + 29184С2)z3 + 9728С2z4 = 0 
Приведем здесь графическую визуализацию решения (6) при начальных условиях 
w(1) = 3, w'(1) = 3, w''(1) = 3. Найдем значения произвольных постоянных 321 ,, СCC , 
а именно: 
.102999,20413,0,
10773
10,
10773
674560 17
321 iСCC
−×−−≈==
 
 
     
Рисунок 1 Рисунок 2 
 
На рисунках 1 и 2 изображены графики двух ветвей общего интеграла (6). 
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УДК 517.98 
 
ТЕОРЕМА О КОМПОЗИЦИИ ПОЛИНОМИАЛЬНЫХ ЭВОЛЮЦИОННЫХ ОПЕРАТОРОВ 
С ОБОБЩЕННЫМИ СПЕКТРАЛЬНЫМИ ХАРАКТЕРИСТИКАМИ 
 
Шпак Д.С. 
Гродненский государственный университет им. Янки Купалы, г. Гродно 
Научный руководитель: Вувуникян Ю.М., д.ф.-м.н., профессор 
 
Пусть Ra∈ . Через aE ( nR ) обозначается совокупность всех бесконечно дифферен-
цируемых функций φ на пространстве nR , удовлетворяющих условию: 
ntan RCetZ +
−
+ ∈∀≤>∃∈∀ t   ,)( :0C 
)(αϕα , где ntttt +++= ...21  [1, с.180]. 
Отметим, что aE ( nR ) – векторное подпространство векторного пространства ( )nRC ∞  – 
пространства всех бесконечно дифференцируемых функций на пространстве nR . 
Рассмотрим тензорное произведение 1 2ϕ ϕ⊗  функций 1ϕ ∈ aE ( 1
nR ) и 2ϕ ∈
aE ( 2nR ) 
( )1 2 1 2( , ) ( ) ( ),t s t sϕ ϕ ϕ ϕ⊗ =  (1) 
где ( )
1
,...,, 21 ntttt =  1
nR∈ , ( )
2
,...,, 21 nssss =  2
nR∈ . 
Как показано в [1, с.183], тензорное произведение ( 1 2ϕ ϕ⊗ )∈ aE ( 21
nnR + ). 
Объединив пространства aE ( nR ) с условием a < c ( Rca ∈, ), получаем векторное 
пространство cE ( nR )= a c<
aE ( nR ).  
Пусть Rc∈ . Тогда обобщенной функцией экспоненциального роста на nR  степени с 
называется любой нелинейный непрерывный функционал на пространстве cE (
nR )  
[1, с.189].  
Совокупность всех обобщенных функций экспоненциального роста степени с образу-
ет сопряженное пространство c′E ( nR ) к пространству cE ( nR ). 
В пространстве c′E (
nR ) как в сопряженном пространстве определены операции сло-
жения и умножения на число, т.е. 
1) если 1 2,f f ∈ c′E , то сумма 1 2f f+  определяется с помощью равенства 
( )( ) ( ) ( )1 2 1 2f f t f t f t+ = + , ( t∈ cE ); 
2) если α  – число и f ∈ c′E , то произведение fα  определяется с помощью равен-
ства ( )( ) ( )f t f t=α α , ( t∈ cE ). 
Определим понятия носителя, тензорного произведения и свёртки для обобщенных 
функций экспоненциального роста степени с. 
Определение. Носителем обобщенной функции ∈f c′E ( nR ) экспоненциального рос-
та степени с называется наименьшее замкнутое подмножество, на котором функция f  
обращается в нуль. 
Определение. Тензорное произведение обобщенных функций ∈1f 1c′E (
1nR ) и ∈2f
2c
′E ( 2nR ) экспоненциального роста степеней с1 и с2 называется функция ( )1 2f f⊗ ∈
1 2c c+
′E ( 21 nnR + ), определяемая равенством 
( )( ) ),(),(),(),(),(),( 122121 stsftfstsftfff ϕϕϕ ==⊗ , (2) 
где ∈ϕ cE ( 21
nnR + ), ( ) 1
1
,...,, 21
n
n Rtttt ∈= , ( ) 22,...,, 21 nn Rssss ∈= . 
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Определение. Пусть функция ∈1f cE (
nR ) является финитной обобщенной функци-
ей, т.е. 1f  имеет компактный носитель, а функция ∈2f cE (
nR ) имеет произвольный но-
ситель. Тогда функция 21 ff ∗  называется свёрткой обобщенных функций и определя-
ется следующим равенством 
( )( ) )(),()( 2121 stsftfff +=∗ ϕϕ , (3) 
где ∈ϕ D ( nR ) [2]. 
Отметим, что носитель обобщенной функции называется компактным, если он пред-
ставляет собой ограниченное множество. 
Обозначим через c+′E (
nR )={ ∈f c′E (
nR )}. 
Заметим, что пространство c+′E ( nR ) является свёрточной алгеброй. 
Преобразованием Лапласа обобщенной функции f ∈ c+′E ( nR ) называется функция 
f , определяемая на множестве ( ) ( )}{ njcC jnnnc ,...,2,1,Re,...,, 21 =>∈==Π λλλλλ  
равенством 
,
 (4) 
где 1 1 2 2 ... .n nt t t tλ λ λ λ= + + + [1] 
Приведем примеры преобразований Лапласа от некоторых функций. 
Пример 1. Пусть θ=f  – функция Хевисайда. Тогда имеем: 
0
0
1 1( ) ( ), | .t t tt e e dt eλ λ λθ λ θ
λ λ
+∞
− − − +∞=< >= = − =∫  
Пример 2. Пусть δ=f  – дельта-функция. Тогда имеем: 
0( ) ( ), | 1.
t t
tt e e
λ λδ λ δ − − ==< >= =  
Пусть А – полиномиальный эволюционный оператор степени n вида 
( )
1
    ( )
n
m
m m
m=
Ax = S a x x X⊗∗ ∈∑ , (5) 
где ma  – импульсная характеристика порядка m, ( ma ∈ c+′E (
nR )). 
Применяя обобщенное преобразование Лапласа к импульсной характеристике ma  по-
рядка m, получаем спектральную характеристику ma  порядка m эволюционного опера-
тора А.  
Рассмотрим композицию полиномиальных эволюционных операторов А и В, где соот-
ветственно ( )
1
     ( )
l
p
p p
p=
Bx = S b x x X⊗∗ ∈∑ . 
Сформулируем основную теорему о спектральных характеристиках композиции поли-
номиальных эволюционных операторов. 
Теорема. Пусть А – полиномиальный эволюционный оператор степени n, заданный 
спектральными характеристиками ma , В – полиномиальный эволюционный оператор 
степени l, заданный спектральными характеристиками pb . Тогда спектральная ха-
рактеристика mf  оператора композиции F B A=   будет определяться по формуле: 
1 1 1 1 2
1 2 1 2 1 1 2 1 1 2
1 2 1 2
1 ... ... 1 ... 2 ...
... , ... ,...,
( )
...
p p p p
nl m m m m m
n p
p m m m m m m m m m m m m m
f b
λ λ λ λ λ λ
λ
λ λ λ
− −
+ + +
= + + + = + + + + + + + + + + +
+ + + + + + 
= ×  + + + 
∑ ∑ 
 
( )nctetff Π∈>=< − λλ λ      ),()(
~
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( ) ( )
( )
( )
1 1 2 1 1 1 2
1 2 1 1 2 1 1 2
1 2
1 2 1 2
... 1 ... 2 ...
1 2 ...
, ,..., , ,..., ...
, ,..., ,
, ,...,
p p p p
p
m m m m m m m
m m m m m m m m m m
m
m m m c
a a
a
λ λ λ λ λ λ
λ λ λ
λ λ λ λ
− −
+ + +
+ + + + + + + + + + +
+ + +
× × ×
×
= ∈Π
 
  
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УДК 517.925+ 
 
О ПОСТРОЕНИИ И ВИЗУАЛИЗАЦИИ РЕШЕНИЙ  
ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ ЧИНИ И РИККАТИ 
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Научный руководитель: Чичурин А.В., д.ф.-м.н., доцент 
 
Рассмотрим уравнение Чини (Chini) [1], которое является обобщением канонических 
форм дифференциальных уравнений Абеля и Риккати. Это уравнение имеет вид 
,ks bxay
dt
dx
−=  (1) 
где ksba ,,,  – постоянные. Различные значения параметров, при которых уравнение (1) 
интегрируется в квадратурах, приведены в [1]. Там же показано, что с помощью замены: 
ssk
x a
b
z
wywx
111
)(;)(;)( ==′= λλ  
уравнение (1) сводится к обобщенному уравнению Эмдена-Фаулера, которое может 
быть исследовано, например, с помощью метода дискретно-группового анализа [2]. 
Аналитическое решение уравнения Чини может быть найдено для некоторых наборов 
значений параметров с помощью системы Mathematica 9.0. Например, для уравнения  
4
4 35dx y bx ,
dt
−
= −  
вводя команду ]],[,5][[DSolve 3
4
4 xxybxyxy
−
−==′ , находим общее решение в неяв-
ной форме 
)/(
4
1 
b4
 51+#1Log[#14&, 15#1 
4
1)
b
1( 
4
53+15RootSum[ 15[Solve
3
4
3 xyx−−−−
]][,
4
3)
b
])/(Log[  
4
51(+C[1]#13)&] 60
4
1)
b
1
4
53/( 3
4
3 xyxxx==− , 
где  form]RootSum[f,  представляет собой сумму вида form[x]для всех x , удовлетво-
ряющих полиномиальному уравнению  0]f[ =x . На рис. 1 приведём графики частных 
решений, соответствующие значениям 4 2, 0, 2, 4, 6, 8,C[1] −−−−= . 
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Рассмотрим уравнение Риккати, которое всегда может быть преобразовано в линей-
ное однородное дифференциальное уравнение второго порядка. Если это линейное 
уравнение может быть решено с помощью элементарных или специальных функций, то 
решение уравнения Риккати может быть так же найдено.  
Приведём пример интегрирования уравнения Риккати с помощью специальной функции 
)()sin()(sin 23 xyxx
dx
dy
λλλλ += ,  (2) 
 
  
Рисунок 1 Рисунок 2 
 
где λ  – параметр. Очевидно, что частным решением уравнения (2) является функция 
)cos()( xxy λ−= . 
Тогда замена 
)cos()()( xxzxy λ−=  (3) 
приводит уравнение (2) к уравнению Бернулли  
)()sin()()()2sin( 2 xzxxzxzx λλλλ =′+ , 
общее решение которого может быть записано в виде 
1 1+  Cos[2 ]
2 2
2
2
2dez= 1(2e d Erfi[1]+d  Cos[ ]Erfi[ ] Sec [ ]   )
Sec [ ]
x
,
x x
x
λ
π π λ λ
λ
−
 (4) 
где Erfi– специальная функция, определяемая как мнимая часть функции ошибок, а па-
раметр d определяется из начального условия dz(0) = . Подставляя (4) в (3), находим 
общее решение уравнения (2). Приведём графики нескольких частных решений при 
5 3, 1,d =  (рис. 2). Для анимации решений уравнения (2) в зависимости от значений па-
раметра λ и начального значения d  воспользуемся командой 
 ,-10,10},{}],zdparametr,])/.sol/.{Cos[]uate[(z[[Plot[EvalManipulate 0 xxx >−>−− λλ
,0,1,5}]{z1,5},{parametr,Axis],Filling 10,10},{ PlotRange 0>−−>−  
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