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PLU¨CKER RELATIONS AND SPHERICAL VARIETIES: APPLICATION TO
MODEL VARIETIES
ROCCO CHIRIVI` AND ANDREA MAFFEI
Abstract. A general framework for the reduction of the equations defining classes of spherical varieties
to (maybe infinite dimensional) grassmannians is proposed. This is applied to model varieties of type
A, B and C; in particular a standard monomial theory for these varieties is presented.
1. Introduction
A standard monomial theory for an algebra A over a field k is given by a set of generators A, together
with a notion of standardness for monomials in A such that A is spanned by standard monomials as a
k–vector space; further the relations in A writing non standard monomials in terms of standard ones,
called straightening relations, are “upper triangular” (see Section 3 for details). One of the main purpose
of standard monomial theory is to replace the knoweldge of the equations defining a variety by the order
requirement in the straightening relations. Indeed, in many situations, this weaker property is enough
to prove geometric results like normality, Cohen-Maculay property, degeneration results and others.
Moreover, the order structure of the straightening relations allows to prove that they are generators for
the ideal defining the algebra A as a quotient of the symmetric algebra S(A). The first example of such
a theory dates back to Hodge study in [13] of the grassmannian of k–spaces in a n–dimensional vector
space.
A standard monomial theory for flag and Schubert varieties has been developed over the years by
Lakshmibai, Musili and Seshadri beginning with [15], this program culminated in the work of Littelmann
[16] (see also [6]) where such a theory is defined in the generality of symmetrizable Kac-Moody groups.
At the same time, in [9] a standard monomial theory for the coordinate ring of SLn was reduced to
that of the grassmannian of n–spaces in a 2n–dimensional space. Next this result was generalized in
various directions by many authors (see the introduction in [7] for further details). In the paper [7] the
authors and Peter Littelmann shown how a standard monomial theory for certain classes of symmetric
varieties may be described in terms of the Plu¨cker relations of suitable, maybe infinite dimensional,
grassmannians. Moreover all previous known cases of this type of reduction are particular instances of
our construction for symmetric varieties.
The first purpose of the present paper is the development of a general framework for this reduction
from the coordinate ring of a variety to the coordinate ring of a grassmannian. We propose how a suitable
grassmannian for such process may be defined if we start with a spherical variety. However, this proposal
does not work in general for all spherical varieties, indeed various technical hypotheses must be met.
Anyway, it is quite general and the hypotheses are fulfilled in many interesting cases. Let us explains
our approach in more details.
Let G be a semisimple and connected algebraic group and let H be an algebraic subgroup such that
X
.
=G/H is spherical. Let Λ be the weight lattice and Λ+ the monoid of dominant weights with respect
to a fixed maximal torus and Borel subgroup of G. Denote by Ω+ the monoid of spherical weights, i.e. of
dominant weights λ such that the H–invariant subspace V Hλ of the G–irreducible module Vλ of highest
weight λ is non-zero. Our first hypotheses is that Ω+ is a free monoid; let ε1, ε2, . . . , εℓ be generators
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for Ω+. Then the coordinate ring A of X is generated by V ∗ε1 , V
∗
ε2 , . . . , V
∗
εℓ
. Our aim is to construct a
standard monomial theory having as generators a basis of V ∗ε1 ⊕ V
∗
ε2 ⊕ · · · ⊕ V
∗
εℓ .
The main request is the existence of a Kac-Moody group K such that G is the semisimple part of a
Levi of K with the following properties. There exists a suitable grassmannian F for K, a G–invariant
Richardson variety R ⊂ F and a line bundle L on F such that X may be embedded in a completion of
F , moreover H0(R,L) ≃ V ∗ε1 ⊕ V
∗
ε2 ⊕ · · · ⊕ V
∗
εℓ and ⊕n>0H
0(R,Ln) is isomorphic to the coordinate ring
of X as G–modules. In a way, this group K is a bigger group of “hidden” symmetries for X .
Further we require the existence of an additive map gr : Ω+ −→ N such that the following compatibility
with tensor product of spherical modules holds: for all µ, λ, ν ∈ Ω+ such that V ∗ν ⊂ V
∗
λ ⊗ V
∗
µ we have
gr(ν) 6 gr(λ+ µ). We require also that the generators ε1, ε2, . . . , εℓ are linearly ordered by gr. Finally a
certain compatibility between the function gr and the multiplication of sections in Γ(F ,L) is required.
Once all such hypotheses are fulfilled we are able to prove that the relations among a basis of V ∗ε1 ⊕
V ∗ε2 ⊕ · · · ⊕ V
∗
εℓ may be described in terms of the Plu¨cker relations of F , and for this reason we call
the above general framework plu¨ckerization for X . Further a standard monomial theory for X may be
described in terms of the standard monomial theory of R, see Theorem 8. Using this we see that X
degenerates to R in a G–equivariant flat way, see Corollary 9.
The construction of K, F , R, gr,... follows an empirical recipe. The main ingredients for this
construction are suggested by the moltiplication rule of the modules V ∗ε1 , V
∗
ε2 , . . . , V
∗
εℓ
: see Sym1, Sym2,
Mod1, Mod2, Mod3 in Section 5 and Sph1, Sph2, Sph3 in Section 6. Once these objects are defined
the verifications of the above technical hypotheses are very uniform for the different varieties in the
applications. In particular this recipe hints how many nodes to add to the Dynkin diagram of G in
order to obtain K; for symmetric varieties just one node while for model varieties and another class of
spherical varieties (see below) two nodes are needed.
Our previous paper [7] with Peter Littelmann follows the above general framework applying it to
certain classes of symmetric varieties. Notice, however, that in that paper the proof of the existence of
a standard monomial theory derived by that of the bigger group K is wrong; there we tacitly assumed
that a certain map is G–equivariant while this is not the case in general (see Remark 3 below). However,
Theorem 8 of this paper amends that gap.
The second aim of the present paper is the application of the above described framework to model
varieties of type A, B and C. A homogeneous model variety for a semisimple group G is a homogeneous
quasi–affine variety whose regular function ring is the sum of all irreducible representations of G with
multiplicity one. These varieties were introduced by Bernstein, Gelfand and Gelfand in [1] (see also Luna’s
paper [17]) and studied by Gelfand and Zelevinsky in [11] and [12]. In particular for a homogeneous
model variety G/H we have Ω+ = Λ+.
In the cited papers the authors provided an embedding of the model varieties for classical groups as
an open subset of a grassmannian of a bigger finite dimensional group; hence there are some similarities
with our program. From the geometrical viewpoint, the construction of Gelfand and Zelevinsky is more
natural than our approach. However, their embedding is not suitable for the application to the standard
monomial theory having as generators a basis of V ∗ε1 ⊕ V
∗
ε2 ⊕ · · · ⊕ V
∗
εℓ . Indeed, it is for this purpose that
we need to use a more complicated infinite dimensional grassmannian for model varieties of type B and
C. The two approaches coincide for the model variety of type A for which we use a finite dimensional
lagrangian grassmannian.
Finally we present a further application of our framework to another class of spherical varieties. For
this example the recipe for the construction of K is a bit different of the above reported one; we have
included this class of varieties as an illustration of how our program may be applied in other cases.
The paper is organized as follows. In Section 2 we introduce some general notations and symbols
we use in the other sections. In Section 3 we review the standard monomial theory structure for flag,
Schubert and Richardson varieties. Moreover we introduce the class of ridge Richardson varieties which
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plays a fundamental role in our theory. In Section 4 we present a general framework for the reduction
of the equations of certain varieties to those of a suitable grassmannian. In the next Section 5 we apply
this construction to the case of model varieties of type A, B and C. Finally, as an example of possible
further applications, we see in Section 6 how our theory may be applied to another class of spherical
varieties.
Acknowledgements. We would like to thank Paolo Bravi for useful conversations.
2. General assumptions, conventions and notations
All groups, varieties and ind-varieties are over a fixed algebraically closed field k of characteristic zero.
We denote by K a Kac-Moody group constructed as in Kumar’s book [14] ch. VI, and we denote by
K its Lie algebra; we always assume that K is symmetrizable. Further we use the following notations
and make the following assumptions:
• TK ⊂ BK ⊂ K are a maximal torus and a Borel subgroup of K, respectively, and tK ⊂ bK ⊂ K
are their Lie algebras;
• ΛK is the character lattice of TK and ΦK ⊂ ΛK is the set of roots;
• ∆K ⊂ ΦK is the set of simple roots determined by BK and for each α ∈ ∆K we denote by
α∨ ∈ tK the corresponding coroot;
• we denote by < the dominant order on ΛK ;
• we assume that there exists a set of fundamental weights in ΛK : that is a set {ω˜α : α ∈ ∆K}
such that 〈α∨; ω˜β〉 = δαβ for all α, β ∈ ∆K (in Kumar’s construction in [14] such a set always
exists);
• for all λ, µ ∈ ΛK we write λ ≡ µ if 〈α
∨;λ〉 = 〈α∨;µ〉 for all α ∈ ∆K ;
• WK denotes the Weyl group of K w.r.t. TK , and, for a real root α ∈ ΦK , we denote by sα the
reflection defined by α;
• for a standard Levi L relative to TK , BK , we set TL
.
= TK , BL
.
= BK ∩ L, hence ∆L ⊂ ∆K ,
WL ⊂WK ; further W
L ⊂WK denotes the set of minimal representatives of WK/WL;
• for a parabolic P ⊃ BK , we define WP
.
=WL, W
P .=WL where L is the standard Levi of P ,
• for u ∈ WK , length(u) is the length of u with respect to ∆K .
3. Standard monomial theory
We recall the definition of a standard monomial theory.
Let A be a commutative k–algebra, A a finite subset of A and let ← be a transitive antisymmetric
binary relation (t.a.b.r. for short) on A. (Note, ← is not necessarily reflexive.) If a1 ← a2 ← · · · ← an,
then we say that the monomial a1a2 · · · an is a standard monomial. We denote by SM(A) the set of all
standard monomials. We say that (A,←) is a standard monomial theory (for short SMT) for A if SM(A)
is a k–basis of A.
The construction of a standard monomial theory often comes together with the description of the
straightening relations, i.e. a set of relations in the elements of A which provide an inductive procedure
to rewrite a non standard monomial as a linear combination of standard monomials. Let us explain this
in more details.
Let (A,←) be a SMT for the ring A. In particular, A generates A and we denote by RelA the kernel
of the natural morphism from the symmetric algebra S(A) to A. Let M(A) ⊂ S(A) be the set of all
monomials in the set of generators A and let <t be a monomial order which refines the t.a.b.r. on A.
(We recall that a monomial order is a total order on the set of monomials such that: (i) if m,m′,m′′ are
monomials and m′ <t m
′′ then mm′ <t mm
′′ and (ii) 1 <t m for all monomials m 6= 1 (see [10], section
15.2).) Let us assume, for any two a, a′ ∈ A which are not ← comparable, that there exists a relation
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Ra,a′ ∈ RelA such that
Ra,a′ = a a
′ − Pa,a′
and Pa,a′ is a sum of monomials which are strictly smaller than a a
′ with respect to the order <t. A set
of relations satisfying these properties is called a set of straightening relations. We have the following
simple lemma (see [7] Lemma 10).
Lemma 1. Let (A,←) be a SMT for the ring A and let R
.
={Ra,a′ : a, a
′ ∈ A are not ← comparable }
be a set of straightening relations. Then R generates RelA.
3.1. Standard monomial theory for flag and Schubert varieties. Let A be the coordinate ring
of the cone over a generalized flag variety F of a symmetrizable Kac-Moody group K. For this type of
algebras a standard monomial theory has been constructed in [16] and [6]. We recall the main properties
of this SMT.
We fix an ample line bundle L over F and consider the ring ΓF
.
=
⊕
n>0 Γ(F ,L
n). A basis F of ΓF
has been constructed in [16] together with a t.a.b.r. ← on this set such that (F,←) is a SMT for ΓF .
We denote by SM(n) the set of standard monomials of degree n, by SM the set of all standard
monomials and by M the set of all monomials in the set of generators F. For f, f ′ ∈ F which are
not ← comparable, the product f f ′ can be expressed as a sum Pf,f ′ of standard monomials of degree
two. In [6] a total order <t has been introduced on M with the properties required in the previous
discussion of a general SMT, so that the relations Rf,f ′ = f f
′ − Pf,f ′ form a set of straightening
relations. These relations are called Plu¨cker relations since they generalize the usual Plu¨cker relations
for the Grassmannian.
Furthermore, this theory is adapted to Schubert varieties. Indeed let S ⊂ F be a Schubert variety,
i.e. a closed BK–stable subvariety, and set ΓS
.
=
⊕
n>0 Γ(S,L
n). Denote by r : ΓF −→ ΓS the restriction
map, let IS be its kernel and define FS
.
= {a ∈ F : r(a) 6= 0}. Then the set {r(a) : a ∈ FS} with the
t.a.b.r. induced by the t.a.b.r.← of FS realizes a SMT for ΓS and the monomials m ∈ SM which contain
elements not in FS form a k–basis of IS . We define also a “restriction” map, which we also denote with
the symbol r : S(F) −→ S(FS) by sending to zero all the elements of F r FS and we notice that the
restrictions r(Rf,f ′ ) ∈ S
2(FS) of the relations Rf,f ′ to S, for f, f
′ ∈ FS which are not ← comparable,
form a set of straightening relations. Summarizing we have:
Theorem 2 ([16]).
i) (F,←) is a SMT for ΓF , and the relations Rf,f ′ for f, f
′ ∈ F which are not ← comparable form
a set of straightening relations.
ii) ({r(a) | a ∈ FS},←) is a SMT for ΓS , and the relations r(Rf,f ′ ) ∈ S
2(FS) for f, f
′ ∈ FS
which are not ← comparable form a set of straightening relations. Moreover, the kernel IS of
the restriction map has a k–basis consisting of the set of all standard monomials which contain
elements not in FS.
The elements of F are eigenvectors for the action of TK and we denote by weight(f) the weight of
f ∈ F w.r.t. the action of TK . The t.a.b.r. ← is compatible with the dominant order in the following
sense: if f ← f ′ and f 6= f ′ then weight(f) < weight(f ′) w.r.t. the dominant order. Moreover F has a
minimum f0 which is a lowest weight vector.
A Richardson variety is the closure of the intersection of a BK–orbit with an orbit of the Borel
subgroup opposite to BK . In this paper we are interested in a particular type of Richardson variety,
namely given a Schubert variety S we will consider the Richardson variety S0
.
={y ∈ S : f0(y) = 0}. The
above described SMT and Theorem 2 for S immediately generalize to S0 by choosing as set of generators
F0
.
=FS r {f0}. Further we denote by M0 the set of standard monomials not containing f0 and by SM0
the subset of those standard monomials not containing f0.
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3.2. Ridge Richardson varieties and compatibility with Levi factors. Let L be a finite type
standard Levi of K and let S be an L–stable Schubert variety. The inclusion FS ⊂ F gives a vector space
injection Γ(S,L) −→ Γ(F ,L); this map is not L–equivariant in general.
Remark 3. Although the example is very simple, we need to introduce some details.
Let K = SL(3,C), let L be the set of matrices stabilizing the decomposition C3 = C2 ⊕ C and let F
be the full flag variety. We choose as Borel B the set of upper triangular matrices in G.
We take the line bundle L realizing the embedding of the cone over F in the vector space V of
3 × 3 traceless complex matrices (i.e. in the Lie algebra of G). Let M
.
= (xi,j)16i,j63 be the matrix of
coordinates of the space of 3 × 3 matrices. Given a sequence R = i1i2 · · · ir, with r 6 3, let d(R) be
the function on V given by the determinant of the submatrix of M with rows i1, i2, . . . , ir and coloumns
1, 2, . . . , r. As computed in [5], for this embedding the Littelmann basis F of Γ(F ,L) is given by the
functions
p(R1R2 )
.
= d(R1)d(R2)
with R1R2 one the following tableaux
1 2
1 ,
1 2
2 ,
1 3
1 ,
1 2
3 ,
2 3
1 ,
1 3
3 ,
2 3
2 ,
2 3
3 .
The Schubert varieties Xτ in F are indexed by permutations τ ∈ S3; we consider the Schubert variety
S
.
= X(123). The restriction of the functions p(
R1
R2
) not vanishing on S are a basis r(FS) of Γ(S,L); in
our situation FS is p( 1 21 ), p(
1 2
2 ), p(
1 3
1 ), p(
2 3
1 ), p(
2 3
2 ).
An easy computation shows that the image of the inclusion of Γ(S,L) in Γ(F ,L) induced by FS ⊂ F
is not stable under the action of the Lie algebra of L; hence this inclusion is not L–equivariant.
Let ζ be the lowest weight of Γ(F ,L). A L–stable Richardson variety R ⊂ F is said extremal (w.r.t.
L) if the lowest weights of the irreducible L–submodules of Γ(R,L) are in the WK–orbit of ζ.
Now we define a class of L–stable extremal Richardson varieties for which we can describe the coordi-
nate ring. Let Q be the standard parabolic such that F = K/Q, let w0, w1, · · · , wℓ ∈W
Q be a sequence
of minimal representatives with the following properties:
• w0 = e, wh = sγhuhwh−1 with γh ∈ ∆K \∆L and uh ∈WL for h = 1, 2, . . . , ℓ;
• length(wh) = 1 + length(uh) + length(wh−1) for h = 1, 2, . . . , ℓ;
• setting ζh
.
= −wh(ζ), we have 〈γ
∨
h , ζh〉 = −1 and 〈γ
∨, ζh〉 = 0 for all γ ∈ ∆K \∆L and γ 6= γh,
• uk(ζh) = ζh for 0 6 k 6 h.
Define τ as the minimal representative of wLwℓ, where wL is the longest element of WL; let S
.
=
BKτQ/Q be the Schubert variety of F corresponding to τ . The following theorem is proved as Theorem
39 in [7].
Theorem 4. With the above introduced notations we have: the Schubert variety S is extremal, L–stable
and, moreover, for all n > 0 we have
Γ(S,Ln) =
⊕
06i16i26···6in6ℓ
V ∗ζi1+ζi2+···+ζin
as L–modules.
If L ⊂ Q then the lowest weight vector f0 of Γ(S,L) is an L–eigenvector (of weight ζ) and the
Richardson variety R
.
= S0 is L–stable. So we have the following corollary (see Corollary 40 in [7]).
Corollary 5. The Richardson variety R is L–stable and extremal and, for all n > 0,
Γ(R,Ln) =
⊕
16i16i26···6in6ℓ
V ∗ζi1+ζi2+···+ζin
as L–modules.
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We call R the ridge Richardson variety defined by w0, . . . , wℓ and we let s : Γ(R,L) −→ Γ(F ,L) be
the corresponding inclusion.
4. Plu¨ckerization
In this section we propose a general pattern for determining a SMT and the straightening relations of
the coordinate ring of a spherical homogeneous variety. This method does not always work, nevertheless
it works in some interesting cases we present in the next sections. We call this method plu¨ckerization
since it reduces the computation of the relations of a ring to the Plu¨cker relations for a generalized flag
variety. The main ingredient is the introduction of a bigger group of symmetries into the problem.
In what follows we denote by G a fixed semisimple, connected and simply connected algebraic group,
g its Lie algebra and G −→ G¯ an isogeny. We denote all the objects defined in Section 2 tG, bG, etc.
simply by t, b, etc. without the subscript G. The fundamental weights of g will be denoted by ωα, α ∈ ∆.
Let H be an algebraic subgroup of G, X
.
=G/H and A the ring of regular functions k[X ]. We assume
that X is spherical, so every irreducible representation appears in A with multiplicity at most one. Let
Ω+A
.
={λ ∈ Λ+ : V Hλ 6= 0} so that A ≃
⊕
λ∈Ω+
A
V ∗λ as a G–module. If M and N are vector subspaces of A
we denote by M ·N the vector space spanned by the products m · n with m ∈M and n ∈ N in the ring
A.
In order to develop our method we need to assume various hypotheses on A that we denote by Hp1,
Hp2,... In stating each hypothesis we assume the preceding ones.
First of all notice that Ω+A is a submonoid of Λ; we assume
Hp1: Ω+A is a free monoid.
We denote by ε1, ε2, ..., εℓ a basis of Ω
+
A and we define Aj as the sum of all submodules V
∗
λ of A with
λ =
∑
i aiεi and
∑
i ai = j; further A
′
j
.
=
⊕
i6j Ai. Notice that, X being irreducible, the product V
∗
λ · V
∗
µ
in the ring A contains V ∗λ+µ. Hence A
′
i · A
′
j = A
′
i+j , and A is generated by A1 as a k–algebra. Our aim
is to describe the ring A with respect to this natural choice of generators. We denote by RelA the kernel
of the natural map ψ : S(A1) −→ A.
The heart of our assumption is the existence of a Richardson variety whose coordinate ring is isomor-
phic to A as a G–module. Let K be a Kac-Moody group which contains G as the semisimple part of a
Levi factor L. Let BK be a Borel subgroup of K such that BK ∩G = B, TK ⊂ BK a maximal torus of
K containing T , ΛK the set of weights of TK , ∆K ⊃ ∆ the set of simple roots of K w.r.t. these choices
and ∆0
.
=∆K r ∆. Let Q be a parabolic of K containing G, F
.
=K/Q the associated generalized flag
variety, L an ample equivariant line bundle on F and R ⊂ F a G–stable ridge Richardson variety w.r.t.
L defined by w0, w1, . . . , wℓ as in the previous section. Our main hypotheses are the following:
Hp2: for all i we have Ai ≃ Γ(R,L
i) as G–modules, in particular A ≃ ΓR.
Hp3: there exists a G–equivariant morphism of k–algebras ϕ : ΓF −→ A. We define ϕi
.
=ϕ
∣∣
Γ(F ,Li)
.
Now let 1 6 h 6 ℓ and let Vh be the G–submodule of Γ(F ,L) generated by the line of vectors of
weight wh(ζ); moreover let V
.
=V1 ⊕ V2 ⊕ · · · ⊕ Vℓ. By Corollary 5 we have V ≃ Γ(R,L), hence by Hp2
in the case i = 1, setting ζh
.
=−wh(ζ) as in the previous section and up to renumbering ε1, ε2, . . . , εℓ, we
have ζh|T = εh for h = 1, 2, . . . , ℓ. In particular Vh ≃ V
∗
εh for h = 1, 2, . . . , ℓ.
In order to relate the ring ΓR and A we need also the following strenghtening of Hp3 in the case i = 1
Hp4: The map ϕ1 is an isomorphism of G–modules from V to A1.
We now introduce an order on G–modules and some compatibility conditions with a G–stable decom-
position of Γ(F ,L). The space Z∗
.
=Γ(F ,L) is an integrable lowest weight irreducible representation of
K of lowest weight ζ; let f0 ∈ F be a lowest weight vector in Z
∗. Let C be the identity component of
the subgroup of elements of TK which commute with G.
We can decompose Z∗ into isotypical components w.r.t. the action of C, these are described as follows:
if η ∈ N[∆0] we define Z
∗
η as the subspace generated by all TK–weight vectors whose weight is equal to
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ζ + η + γ with γ ∈ N[∆]. These subspaces are finite dimensional and G–stable. If η =
∑
α∈∆0
aαα we
define ht0(η) =
∑
aα and we set Z
∗
n
.
=
⊕
Z∗η where the sum is over all the elements η ∈ N[∆0] such that
ht0(η) = n. Notice that for h = 1, 2, . . . , ℓ, by the definition of ζh, Vh is a submodule of Z
∗
h. Further the
k–span of FR is a subvector space of Z
∗
1 ⊕ Z
∗
2 ⊕ · · · ⊕ Z
∗
ℓ by construction of R.
Let gr : Ω+A −→ N be the additive extension of gr(εh) = h for h = 1, 2, . . . , ℓ.
Hp5: For all λ, µ, ν ∈ Ω+A if V
∗
ν ⊂ V
∗
λ ⊗ V
∗
µ then gr(ν) 6 gr(λ) + gr(µ).
Hp6: For all n ∈ N if M is a G–irreducible submodule of Z∗n of highest weight λ ∈ Ω
+
A then gr(λ) 6 n.
Further, equality holds if and only if either 1 6 n 6 ℓ and M = Vn or n = 0 and M = k f0.
Notice that a combinatorial condition which implies Hp5 is the following: for all λ, µ, ν ∈ Ω+A if
ν 6 λ+ µ then gr(ν) 6 gr(λ) + gr(µ).
If M is a G–module and n ∈ N we define Mgr6n as the sum of all isotypical components of type V
∗
λ
with λ ∈ Ω+A and gr(λ) 6 n. Under Hp5 we have that Agr6n · Agr6m ⊂ Agr6n+m and if n,m > ℓ then
Agr6n ·Agr6m = Agr6n+m. Since R is irreducible, the same properties hold for (ΓR)gr6n too.
Let r : Γ(F ,L) −→ Γ(R,L) be the restriction map as in the previous sections. Since, as noted above,
the two G–modules Γ(R,L) and V are isomorphic, we have a partition F0 =
∐ℓ
i=1 F0(εi); where r(F0(εi))
is a basis of a G–submodule of Γ(R,L) isomorphic to V ∗εi .
We are now in a position to introduce the basis we will use to express our standard monomial theory
for the ring A. For m ∈ M let gm
.
= ϕ(m), then we have
Lemma 6. The set G0
.
= {gf : f ∈ F0} is a basis of A1 as a k–vector space.
Proof. Since A1 is isomorphic to V which, in turn, is isomorphic to Γ(R,L), we find that G0 has
cardinality dimA1; hence we have only to show that the elements gf , for f ∈ F0, are linearly independent.
So let v be an element of the kernel of ϕ restricted to the k–vector space spanned by F0.
For h = 1, 2, . . . , ℓ denote by Uh the sums of all G–submodules of Z
∗
h but Vh. Notice that the kernel
of the restriction map r : Γ(F ,L) −→ Γ(R,L) contains Z∗0 and Z
∗
h for all h > ℓ, while ker r|Z∗h = Uh for
h = 1, 2, . . . , ℓ.
We proceed by contradiction; let us write v =
∑n
h=1 vh + uh with vh ∈ Vh, uh ∈ Uh and n maximal
such that vn + un 6= 0. Notice that ϕ(vn) is an element of the G–submodule of A1 isomorphic to Vn by
Hp3. For any λ ∈ Ω+A such that V
∗
λ is a G–submodule of un or of Z
∗
h = Vh + uh with h < n, we have
gr(εn) = n > gr(λ) by Hp6. This shows that, in the above sum expressing v, vn is the unique vector
belonging to the dual of a module of weight εn. Hence the same is true for ϕ(vn), since ϕ is a map of
G–modules; so ϕ(vn) = 0. We conclude that vn = 0 since ϕ is an isomorphism from V to A1.
Now we have r(vn+un) = r(un) = 0. But the restriction map r is an injection of the k–span of F0(εn)
in Γ(R,L), hence we find vn + un = 0. This finishes the proof since we assumed that vn + un 6= 0. 
OnG0 we define the same t.a.b.r. of F; that is: gf ← gf ′ if and only if f ← f
′. In order to avoid possible
confusion between expressions in S(G0) and elements in A, we introduce the ring k[u]
.
= k[uf : f ∈ F0].
If m = f1 · · · fs ∈M0 let um
.
= uf1 · · ·ufs be the corresponding monomial in k[u]. Since by the previous
Lemma G0 is a basis of A1, k[u] ≃ S(A1) via the map ψ : k[u] −→ A given by ψ(uf )
.
= gf .
We introduce on k[u] a degree according to the map gr: for f ∈ F0(εi) set the degree of uf equal to
gr(εi) = i and denote by gr(r) ∈ N the degree of an element r in k[u]. If m,m
′ ∈ M0, then we define
um ≺t um′ if either gr(um) < gr(um′) or gr(um) = gr(um′) and m <t m
′. Notice that the order ≺t is
compatible with the relation ← on G0.
We are now ready to introduce the straightening relations. If f1, f2 ∈ F0 are not ← comparable let
Rf1,f2
.
=f1f2 − Pf1,f2 ∈ S
2(Z∗) be the straightening relation for ΓF . Applying ϕ to this relation we have
a relation on the ring A. However, the polynomial Pf1,f2 is not just a polynomial in the variables F0 but
also in other variables in F. Let F2 be the subset of F which span
⊕
n Z
∗
n with n 6 2ℓ. Let F3
.
= F2rF0.
Since the relations are TK–homogeneous (hence C–homogeneous) the polynomial Pf1,f2 can be written
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as P 0f1,f2 +P
1
f1,f2
where P 0 is the sum of all the monomials whose variables are in F0 and P
1 is a sum of
monomials whose variables are in F3 or mixed in F0 and F3. For some applications (mainly to describe
an equivariant deformation of A to ΓR ), it will be convenient to change the basis F3.
The span of F3 is G–stable but the basis is not compatible with the decomposition of Z
∗ in G–
submodules. Let F1 be a basis of TK–eigenvectors which span the same subspace as F3 but that is
compatible with the decomposition of Z∗ into G–submodules. So we can consider P 1 also as a combi-
nation of monomials in the variables F1 or mixed in F1 and F0. For each f ∈ F1 let λf ∈ Λ be such
that the G–module generated by f is isomorphic to V ∗λf . If λf /∈ Ω
+
A then ϕ(f) = 0 and, on the other
hand, if λf =
∑
i aiεi then the multiplication V
∗a1
ε1 · · ·V
∗aℓ
εℓ
contains the module V ∗λf , hence there exists
a polynomial Ff (u) ∈ k[u] with gr(Ff (u)) = gr(λf ) such that ψ(Ff ) = ϕ(f).
Remark 7. Notice that, once we know ϕ(f), the computation of the polynomial Ff does not depend on
the knowledge of the multiplication in the ring A but only on the projection Sa1(V ∗ε1 )⊗· · ·⊗S
aℓ(V ∗εℓ ) −→
V ∗λf which, up to a non-zero scalar, is uniquely determined by the requirement to be G–equivariant.
Indeed, V ∗λf appears with multiplicity one in the tensor product being λf its highest weight vector.
Now we define polynomials Pˆ 0f1,f2(u) and Pˆ
1
f1,f2
(u) in k[u]. The polynomial Pˆ 0 is obtained from P 0
just by replacing the variable f ∈ F0 with uf , and the polynomial Pˆ
1 is obtained from P 1 by replacing
the variable f ∈ F0 with uf and the variable f ∈ F1 with Ff (u). The straightening relation is then
defined as
Rˆf1,f2(u)
.
= uf1 uf2 − Pˆ
0
f1,f2(u)− Pˆ
1
f1,f2(u).
Theorem 8. If Hp1, Hp2,...,Hp6 hold then
i) for f1, f2 ∈ F0 not ← comparable the relations Rˆf1,f2(u) is a straightening relation w.r.t. ≺t.
ii) (G0,←) is a SMT for A.
Proof. Let f1 ∈ F0(εi) and f2 ∈ F0(εj). The relations Rf1,f2 are TK–homogeneous. By Hp6 this implies
that Pˆ 0 is homogeneous w.r.t. gr with degree equal to gr(εi + εj) and that gr(Pˆ
1) < gr(εi + εj). This
immediately implies that Rˆf1,f2 is a straightening relations w.r.t. ≺t.
Hence the monomials gm with m ∈ SM0 generate A as a k–vector space. We want to prove that they
are a basis. Notice that {gm : m ∈ M0 and gr(um) 6 n} spans Agr6n for every n ∈ N and, using that
the Rˆ’s are straightening relations, it follows that {gm : m ∈ SM0 and gr(um) 6 n} spans Agr6n for
every n ∈ N. Similarly, since R is irreducible, (ΓR)gr6n is spanned by {m ∈ SM0 and gr(um) 6 n} and,
moreover, these are linearly independent elements. Now the assertion follows since (ΓR)gr6n and Agr6n
are finite dimensional and, being isomorphic as G–modules, they have the same dimension. 
The above proof that the straightening relations hold is, even if stated in a slightly more general
setting, the same we gave in our previous paper [7] (with Peter Littelmann). As seen above, it implies
the existence of the SMT. We want to remark that in [7] the proof of the existence of a SMT is independent
from the existence of straightening relations, but it is wrong, in the sense that we tacitly assumed that
the map s : ΓR −→ ΓF is G–equivariant. This is not always the case, as pointed out in Remark 3 at the
beginning of Subsection 3.2.
Corollary 9. There exists a two steps k∗ ×G–equivariant flat degeneration of A to ΓR.
Proof. Recall that S=BKR is the smallest Schubert variety containing R and ΓS = ⊕n>0Γ(S,L) is its
ring of coordinates. Since R is a ridge Schubert variety we know that ΓR = ΓS/(f0). The function ϕ(f0)
is G–invariant (since G ⊂ Q) so it is a constant function; let it be equal to c ∈ k. Let B
.
= ΓS/(f0 − c).
It is clear that the ring B can be deformed to ΓR in a flat and k
∗ ×G–equivariant way. We exhibit now
a k∗ ×G–equivariant deformation of A to B. If f ∈ F1 let vf be a new variable and if f ∈ Z
∗
n set either
χf
.
= n − gr(λf ) if λf ∈ Ω
+
A and χf
.
= 0 otherwise (for the definition of λf see the paragraph before
Remark 7). By Hp6, χf > 0 for all f ∈ F1 r {f0}.
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Consider now the polynomial ring k[u, v, t] in the variables uf with f ∈ F0, vf with f ∈ F1 and t. For
f1, f2 ∈ F0 not ← comparable let R
′
f1,f2
(u, v) be obtained from Rf1,f2 by replacing f with either uf if
f ∈ F0 or with vf if otherwise f ∈ F1. Consider the quotient D of k[u, v, t] by the ideal generated by
the polynomials R′f1,f2(u, v) for f1, f2 ∈ F0 not ← comparable and by the polynomials vf − t
χfFf (u)
for f ∈ F1. Notice that on D there is an action of G, indeed the ideal generated by the polynomials R
′
is G–invariant since R is G–stable and the ideal generated by relations vf − t
χfFf (u) is invariant since
Ff is induced by the G–equivariant projection S
a1(V ∗ε1 ) ⊗ · · · ⊗ S
aℓ(V ∗εℓ) −→ V
∗
λf
. On D there is also
an action of k∗ defined by z · uf
.
= η(z)uf , z · vf
.
= zn vf if f ∈ Z
∗
n⊇ Z
∗
η and z · t
.
= z t. This action
commutes with that of G.
Finally for a ∈ k let Da
.
= D/(t− a) and notice that D0 ≃ B and D1 ≃ A by the previous Theorem.
The flatness of the deformation follows by Hp2. 
5. The case of model varieties
In this section we explain how to construct K and R for the model varieties of SL(n), SO(2n+1) and
Sp(2n). The construction we are going to see is a generalization of the one we gave in [7] for symmetric
varieties with restricted root system of types A, B, C or BC. This approach has some general pattern
that we want to make evident here and we hope that, with few variations, it could be applied also in
other cases.
Let us recall our construction for symmetric varieties whose restricted root systems is of type A, B,
BC or C, in the context of the general approach of this paper. In [7] we used the following two main
properties for the construction of K and R. If we properly order the weights ε1, . . . , εℓ then
Sym1: (Lemma 41 in [7]) For 1 6 i 6 ℓ−1 there exists ui ∈W such that uiεi = εi+1−ε1. In particular,
as in the proof of Lemma 41 in [7], Vεi+1 appears with multiplicity one in Vεi ⊗ Vε1 ;
Sym2: (Corollary 20 in [7]) V ∗εi+1 ⊂ V
∗
ε1 · V
∗
εi in the coordinate ring A of the symmetric variety, for
i = 1, . . . , ℓ− 1.
The first property allows to define a ridge Richardson variety with the required properties by setting
w0
.
= id, w1
.
= sα0 and wi+1
.
= sα0uiwi for i = 1, 2, . . . , ℓ− 1.
By Sym2 all “fundamental” spherical representations can be iteratively constructed by taking the
tensor product with the representation Vε1 . This is the key point which allows us to construct the
Dynkin diagram of the group K by adding a single node (associated to the root α0) to the diagram of
G. As we will see later, the analogous property for model varieties is more complicated (see property
Mod2 in Lemma 10) and this will force us to add two nodes in order to have the Dynkin diagram of the
right group K.
We want now to briefly see how the various hypotheses Hp1,...,Hp6 are proved in [7]. Hp1 follows by
the description of spherical weights in Section 1 in [7]. The hypotheses Hp2, Hp3 and Hp4 follow by
Corollary 40, Lemma 43 and Theorem 42 (see also the proof of Theorem 44) respectively in [7]. For
Hp5 one may look at the remark before Proposition 35 at page 322 in [7] since, with notation as in Hp5,
λ + µ − ν is a rational non negative linear combination of simple roots of the restricted root system.
Finally Hp6 follows by Corollary 37 in [7].
In the case of model varieties property Sym1 holds without any change while property Sym2 is not
true any more. Before giving the details of the construction of K and R for model varieties we recall
some properties of these varieties.
5.1. Model varieties. A homogeneous model variety for a semisimple group G¯ is an homogeneous quasi
affine variety whose coordinate ring is the sum of all irreducible representations of G¯ with multiplicity
one. These varieties were studied by Bernstein, Gelfand, Gelfand and Zelevinsky in [12, 11, 1]. In
particular for a homogeneous model variety G¯/H¯ we have Ω+A = Λ
+
G¯
.
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As proved in [17], for a simple group G¯ of rank r there exist 2r or 2r−1 (depending on the group G
see [17], page 293) homogeneous model varieties up to isomorphism and there exists exactly one model
variety such that all the other ones are degenerations of this variety. We want to describe a Plu¨ckerization
of the coordinate ring of this variety in the cases G¯ = SL(ℓ + 1), G¯ = SO(2ℓ + 1) and G¯ = Sp(2ℓ). We
denote by G the universal cover of G¯ and by H the inverse image of H¯ in G so that X = G/H = G¯/H¯ .
If we order the Dynkin diagram of G as in Bourbaki [2], we can choose a basis of Ω+A as follows: εi
.
= ωi
for all i but i = ℓ and G¯ = SO(2ℓ+ 1) where we set εℓ
.
= 2ωℓ. In particular Hp1 is satisfied.
We denote by hi an H–invariant non-zero element of Vεi . We now describe H¯ , and hi case by case.
5.1.1. SL(2n + 1). Here ℓ = 2n is even. Let W be an n–dimensional vector space and set V
.
= W ⊕
W ∗ ⊕ C v. Let aW be the standard symplectic form on W ⊕W
∗ and extend it trivially to V . In this
case G = SL(V ), H = {g ∈ G : g(v) = v and g · aW = aW }.
We have h1 = v, h2 = aW ∈
∧
2V , h2i = h
∧i
2 for i = 1, 2, . . . , n, and h2i+1 = h1 ∧ h2i for i =
1, 2, . . . , n− 1.
Notice also that in this case the model variety G/H is isomorphic to the symmetric variety SL(2n+
2)/Sp(2n+ 2).
5.1.2. SL(2n). Here ℓ = 2n− 1 is odd. Let V be a 2n–dimensional vector space and fix a non degenerate
symplectic form aV ∈
∧
2V and a non-zero vector v ∈ V . Then H = {g ∈ SL(2n) : gv = v and
g · aV = aV }.
We have h1 = v, h2 = aV ∈
∧
2V , h2i = h
∧i
2 for i = 1, 2, . . . , n − 1, and h2i+1 = h1 ∧ h2i for
i = 1, 2, . . . , n− 1.
5.1.3. SO(2ℓ + 1). Let W be an ℓ–dimensional vector space and set V
.
= W ⊕W ∗ ⊕ C v. On V define
a non degenerate bilinear symmetric form bV such that W and W
∗ are orthogonal to v and such that
on W ⊕W ∗ the symmetric form is induced by the pairing between W and W ∗. Let also aW be the
standard non degenerate symplectic form on W ⊕W ∗ and extend it trivially to V . In this case we have
G¯ = SO(V, bV ) and H¯ = GL(W ) acting naturally on W ⊕W
∗ and trivially on v.
Notice that we have Vεi =
∧
iV , for i = 1, 2, . . . , ℓ, and also h1 = v, h2 = aW ∈
∧
2V , h2i = h
∧i
2 , for
i = 1, 2, . . . , and h2i+1 = h1 ∧ h2i for i = 1, 2, . . .
5.1.4. Sp(2ℓ). If ℓ is even let W1 and W2 be two ℓ–dimensional vector spaces while, if ℓ is odd, let W1
and W2 be two vector spaces of dimension ℓ + 1 and ℓ − 1, respectively. Fix two symplectic forms aW1
and aW2 on W1 and W2; let V
.
= W1 ⊕W2, aV
.
= aW1 + aW2 and G
.
= Sp(V, aV ). Choose a non-zero
vector v in W1 and define H1
.
= {g ∈ Sp(aW1) : g(v) = v} and H2
.
= Sp(aW2). Then H = H1 ×H2.
Notice that
∧
iV ≃ aV ∧
∧
i−2V ⊕ Vεi , for i = 1, 2, . . . , ℓ − 1; we denote by πi :
∧
iV −→ Vεi the
projection onto the second factor.
We have h1 = v, h2 = π2(aW1 ), h2i = π2i(a
∧i
W1
), for i = 1, 2, . . ., and h2i+1 = π2i+1(h1 ∧ a
∧i
W1
) for
i = 1, 2, . . .
We have the following properties similar to Sym1 and Sym2.
Lemma 10. If G/H is one of the above described model varieties then
Mod1: Vεi ⊂ V
⊗i
ε1 with multiplicity one and Vεi 6⊂ V
⊗j
ε1 for j < i;
Mod2: V ∗εi+2 ⊂ V
∗
ε2 · V
∗
εi and V
∗
ε2i+1 ⊂ V
∗
ε1 · V
∗
ε2i in the coordinate ring A;
Mod3: for all i there exists an element ui in the Weyl group W such that uiεi = εi+1−ε1; more precisely
we may choose ui = s1s2 · · · si.
Proof. Properties Mod1 and Mod3 are a straightforward computation.
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In order to prove property Mod2 recall that if λ, µ, ν ∈ Ω+A and p : Vλ ⊗ Vµ −→ W is the projection
on the isotypical component of type Vν , then the condition V
∗
ν ⊂ V
∗
λ · V
∗
µ in the coordinate ring of G/H
is equivalent to p(V Hλ ⊗ V
H
µ ) 6= 0.
Notice also that for SL(ℓ + 1) and SO(2ℓ + 1) and λ = εi, µ = εj and ν = εi+j with i + j 6 ℓ, the
projection p is given by p(x ⊗ y) = x ∧ y; further for Sp(2ℓ) and λ = εi, µ = εj and ν = εi+j with
i+ j 6 ℓ the projection p is given by p(πi(x)⊗ πj(y)) = πi+j(x ∧ y). Hence property Mod2 follows from
the description of the elements hi given above. 
Property Mod2 should be seen as the analogue of the property Sym2 for symmetric varieties. Both
properties allow us to order the generators of the monoid of spherical weights in a suitable way. We
notice also that properties Sym2 and Mod2 are related to the projective normality of wonderful varieties.
Indeed in [7], the property Sym2 is proved using the results in [8] about the projective normality of
complete symmetric varieties. Projective normality for model varieties has been studied in [4]. In this
case, projective normality fails for the model varieties of SO(2r+1); however, here we need only a weaker
property.
5.2. Construction of K. Let ∆
.
={α1, . . . , αℓ} be the set of simple roots of g numbered as in Bourbaki
[2]. For the construction of K we consider the Dynkin diagram of G and we add two nodes so that
∆0 = {α0, β0}. This choice is suggested by the fact that, by property Mod2, h1 and h2 generate all the
H–invariants. We connect both nodes to the node corresponding to the simple root α1. (However, in
the next Section we see an example where we make a different choice.) Notice that K is symmetrizable.
Let L be the Levi whose simple roots are given by ∆ and let C be its center, as in Section 4. For
an element η ∈ Z[∆0] we can consider the associated eigenspace Kη in K for the action of C as we have
explained in Section 4 for the module Z∗. We define K− as the sum of the eigenspaces Kη for η ∈ −N[∆0].
The inclusion ∆ ⊂ ∆K determines an inclusion of Λ into ΛK . However, this inclusion does not send
fundamental weights to fundamental weights. We denote by ω1, . . . , ωℓ ∈ Λ the fundamental weights
of g w.r.t. ∆ and by ω˜α0 , ω˜β0 , ω˜1, . . . , ω˜ℓ ∈ ΛK a choice of fundamental weights for ∆K as explained in
Section 2. If λ =
∑
aiωi is an element of Λ we denote by λ˜ ∈ ΛK the element
∑
i aiω˜i.
Lemma 11.
i) K0 = g+ tK ;
ii) K− is generated by K−α0 and K−β0 ;
iii) K−η ≃ K
∗
η as a G–module.
iv) K−α0 ≃ K−β0 ≃ Vε1 as a G–module;
v) the G–module Vε2 appears in K−α0−β0 with multiplicity one.
Proof. i) and ii) are trivial. The TK–character of Kη is obtained from the character of K−η by composition
with the involution t 7→ t−1, so iii) follows.
We prove iv) in the case of K−α0 , the proof for K−β0 is analogous. Let fα0 , fβ0 , f1, . . . , fℓ be root vectors
of weight −α0,−β0,−α1, . . . ,−αℓ. We prove that fα0 generates K−α0 as a G–module. Indeed K−α0 is
generated by vectors y of the form [fi1 , . . . , [fia , [fα0 , [fj1 , . . . , [fjb−1 , fjb ] · · · ] where ih, jk ∈ {1, . . . ℓ}. In
particular if we set x
.
= −[fj1 , . . . , [fjb−1 , fjb ] · · · ] we have y = [fi1 , . . . , [fia , [x, fα0 ] · · · ] which is in the
G–module generated by fα0 . Finally notice that fα0 is a highest weight vector of weight ε1 for the action
of G.
We now prove v). The weight γ0
.
= α0 + β0 + α1 ≡ ω˜α0 + ω˜β0 − ε˜2 is a real root of K. Let y ∈ K be a
non-zero element of weight −γ0. In particular y ∈ K−α0−β0 is a highest weight vector of weight ε2 for the
action of G, hence Vε2 appears in K−α0−β0 with non-zero multiplicity. Moreover all roots γ ∈ ΦK which
appear with non-zero multiplicity in the space K−α0−β0 are of the form γ = −γ0 − η with η ∈ N[∆].
Hence all other possible G–highest weight vectors in K−α0−β0 have a weight which is strictly smaller
than ε2 w.r.t. dominant order in Λ. In particular Vε2 appears with multiplicity one in K−α0−β0 . 
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5.3. Construction of R. Let Z be the irreducible highest weight module of highest weight ω˜α0 . Let Q
be the maximal parabolic of K corresponding to the root α0. Let F
.
= K/Q and let L be the line bundle
on F such that Γ(F ,L) is isomorphic to the dual Z∗ of Z.
Define w0
.
= id, w1
.
= sα0 , w2i
.
= sβ0u2i−1w2i−1 and w2i+1
.
= sα0u2iw2i for i = 1, 2, . . . where
u1, u2, . . . are the elements which appear in the above property Mod3. Notice w2i−1(ω˜α0) ≡ ε˜2i−1 − ω˜α0
and w2i(ω˜α0) ≡ ε˜2i − ω˜β0 for i = 1, 2, . . .. Further the length requirements length(wi) = 1+ length(ui)+
length(wi−1), for i = 1, 2, . . . of Subsection 3.2 may be easily checked by induction. Indeed, by apply-
ing the simple symmetries in ui = s1s2 · · · si to wi−1(ω˜α0), we obtain a strictly ordered sequence of i
weights (with respect to the dominant order). In particular we can associate with w0, w1, . . . , wℓ a ridge
Richardson variety R such that Hp2 is satisfied.
Since gr(εi) = i we have gr(αi) = 0 for i = 1, . . . , ℓ− 1 and gr(αℓ) > 0. In particular Hp5 is satisfied.
Lemma 12.
i) Hp6 is satisfied;
ii) if Vλ ⊂ K−α0−β0 with λ ∈ Ω
+
A and gr(λ) > 2 then λ = ε2;
iii) if Vλ ⊂ K−aα0−bβ0 with λ ∈ Ω
+
A and gr(λ) > a+ b then (a, b) ∈ {(0, 1), (1, 0), (1, 1)}.
Proof. Notice first that by Lemma 11 ii), iii) and iv) we have a surjective G–equivariant homomorphism
from (V ∗ε1 )
⊗n to Z∗n. Hence if V
∗
λ appears in Z
∗
n as a G–submodule then gr(λ) 6 n.
Let nowM ≃ V ∗λ be a submodule of Z
∗
n with gr(λ) = n. Consider the Levi subgroup LK whose simple
roots are α0, β0, α1, . . . , αℓ−1 and let U be the LK–submodule of Z
∗ generated by the lowest weight
vector f0. This is an irreducible representation of LK of lowest weight −ω˜α0 . Consider also the Levi
subgroup LG of G with simple roots α1, . . . , αℓ−1.
As above, by Lemma 11 ii), iii) and iv), we know that V ∗λ appears with non-zero multiplicity in
(V ∗ε1 )
⊗n, hence λ = nε1 − γ with γ ∈ N[∆]. Furthermore since gr(λ) = gr(nε1) and gr(αℓ) > 0 we have
γ ∈ N[α1, . . . , αℓ−1]. So there exists a vector in Z
∗
n of weight −µ ∈ ΛK such that µ ≡ λ˜, moreover
ω˜α0 − µ = γ + aα0 + bβ0 with a + b = n. Since αℓ does not appear in ω˜α0 − µ, −µ is a weight of a
non-zero vector of the module U and it is non positive against α∨1 , α
∨
2 , . . . , α
∨
ℓ−1.
Finally notice that the semisimple part of LK is a group of type Dℓ+1 and U is a spin module. This
is a minuscule module, so µ must be in the orbit of ω˜α0 for the Weyl group of LK . Since µ is dominant
with respect to α∨1 , α
∨
2 , . . . , α
∨
ℓ−1, a simple computation shows that it must be equivalent to one of the
following weights w.r.t. the relation ≡
ω˜α0 , ω˜1 − ω˜α0 , ω˜2 − ω˜β0 , ω˜3 − ω˜α0 , ω˜4 − ω˜β0 , . . .
The condition a + b = n gives n 6 ℓ and either λ = 0 if n = 0, or λ = ωn if 0 < n 6 ℓ. Further notice
that µ = wnω˜α0 , so the module M is the G–module spanned by F(εn). This proves i).
We now prove ii) and iii). Let Vλ ⊂ K−aα0−bβ0 with gr(λ) = a+ b. Then there exists a root δ ∈ ΦK
of the form aα0 + bβ0 + γ with γ ∈ N[∆] and γ = −λ + (a + b)ε1. From gr(λ) = a + b we see that the
root αℓ does not appear in γ. In particular δ is a root of a root subsystem of type D (notice however
that this system is not numbered in the usual way). We immediately deduce that a 6 1 and b 6 1. The
case a = 0 or b = 0 is setted by Lemma 11 point iv). We now study the case a = b = 1. We notice that
the pairing of γ with α∨2 , . . . , α
∨
ℓ must be non positive. From the explicit description of a positive root
in a root system of type D we immediately deduce that γ = α1 and λ = ε2. 
5.4. Construction of ϕ. The strategy we use is a generalization of the one we adopted in [7]. Let
x0 ∈ F be the element fixed by BK . By Lemma 11 there exists z1 ∈ K−α0 and z2 ∈ Vε2 ⊂ K−α0−β0
invariant under H . We define z
.
=z1 + z2. The idea is to consider the element exp(z) · x0; since this
element is H–invariant the action of G determines an embedding of G/H in F and ϕ is defined as the
pull–back with respect to this map.
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In order to verify all the required hypotheses we need to check some properties. In particular in
Kumar’s construction of the group K in [14], the element exp(z) does not exist, and we have to go
through a technical detour which is completely analogous to the case of symmetric varieties. For this
reason we illustrate here the main steps and we refer to [7] Section 5.1 and 5.2 for the details.
As above let Z be the irreducible highest weight module of weight ω˜0. Recall that Z is the restricted
dual of Z∗ = Γ(F ,L), and set Z−n
.
= Z∗n. Let v0 be a highest weight vector of Z and let Jn
.
=
⊕
m6n Zm
and f0 a lowest weight vector in Z
∗ such that 〈v0, f0〉 = 1. Since the subspace Jm ⊂ Z has finite
codimension, the element xm
.
= ez v¯0 ∈ Z/Jm is well defined and is H–invariant. We can define a map
ım : G/H −→ P(Z/Jm) by ım(gH)
.
= g xm. Since e
z · v¯0 is H–invariant, ı
∗
m(OP(Z/Jm)(1)) is the trivial
bundle on G/H . Hence it defines a map ı∗m from the annhilator J
0
m of Jm in Z
∗ to k[G/H ]. We can
normalize this map by requiring that ı∗m(f0) is the constant function 1. We notice that if m < n 6 0
then ı∗m
∣∣
J0n
= ı∗n and this allows to define a map ı
∗ : Z∗ −→ k[G/H ]. Finally, as proved in Lemma 43 [7],
we see that the symmetric power of ı∗ from S(Z∗) to k[G/H ] factor through a map ϕ : ΓF −→ k[G/H ].
Hence Hp3 is satisfied.
5.5. Verification of Hp4. By the construction ofR and by Hp6, for i = 1, . . . , ℓ, there exists a unique G–
submodule of Z−i isomorphic to Vεi . We denote this module by M−i and we denote by qi : Z−i −→M−i
the projection onto this factor.
Lemma 13. Let a
.
=
∑
ai and b
.
=
∑
bi, then
i) qn(z
a1
1 z
b1
2 · · · z
am
1 z
bm
2 · v0) = qn(z
a
1z
b
2 · v0);
ii) q2i(z
a
1 z
b
2 · v0) = 0 for a 6= 0 or b 6= i;
iii) q2i(z
i
2 · v0) 6= 0;
iv) q2i+1(z
a
1 z
b
2 · v0) = 0 for a 6= 1 or b 6= i;
v) q2i+1(z1 z
i
2 · v0) 6= 0.
Proof. We decompose Z according to the action of C as we did for the Lie algebra K: so Z−aα0−bβ0
is the span of the TK–eigenvectors of weight of the form ω˜0 − aα0 − bβ0 − γ with γ ∈ N[∆]. We have
Z−n =
⊕
a+b=n Z−aα0−bβ0 . Further M−2i ⊂ Z−iα0−iβ0 and M−2i−i ⊂ Z−(i+1)α0−iβ0 In particular
q2i(z
a1
1 z
b1
2 · · · z
am
1 z
bm
2 · v0) = 0 if (a, b) 6= (0, i) and q2i+1(z
a1
1 z
b1
2 · · · z
am
1 z
bm
2 · v0) = 0 if (a, b) 6= (1, i). This
implies ii) and iv).
By the previous remark, i) is proved if we show that
qn(z
a1
1 z
b1
2 · · · [z1, z2] · · · z
am
1 z
bm
2 · v0) = 0
under the assumption
∑
ai + 2
∑
bi + 3 = n. If this is not the case we would have a non-zero, hence
surjective, G–equivariant map
K⊗a1−α0 ⊗ K
⊗b1
−α0−β0
⊗ · · ·K−2α0−β0 ⊗ · · ·K
⊗bm
−α0−β0
−→M−n
given by
x1 ⊗ x2 · · · ⊗ xr 7−→ qn(x1 · x2 · · · v0).
However by Lemma 12 iii) and Hp5, Vεn is not a submodule of K
⊗a1
−α0 ⊗ K
⊗b1
−α0−β0
⊗ · · ·K−2α0−β0 ⊗
· · ·K⊗bm−α0−β0 and we obtain a contradiction.
We now prove iii) and v). We order the weights in N[∆] with a complete order >Φ in such a way that
α0 + β0 >Φ α0 >Φ β0. For any decreasing sequence of weights η1 >Φ η2 >Φ · · · >Φ ηr we can consider
the G–equivariant map
K−η1 ⊗ K−η2 ⊗ · · ·K−ηr −→M−n
given by
x1 ⊗ x2 · · · ⊗ xr 7−→ qn(x1 · x2 · · ·xr · v0).
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By Hp5, and Lemma 12 iii) and by 〈β∨0 , ω˜α0〉 = 0, this map is zero unless ηi∈{α0, α0 + β0} for some i.
Hence, using that Z is generated by v0, the maps
K⊗i−α0−β0 ⊗ K−α0 −→M−2i−1 and K
⊗i
−α0−β0
−→M−2i
defined as above are surjective. This implies, in turn, that the map
K−α0−β0 ⊗ Z−n+2 −→M−n given by x⊗ v 7→ qn(x · v)
is surjective. Denote by N the unique G–submodule of K−α0−β0 isomorphic to Vε2 and let rn : N ⊗
M−n+2 −→ M−n be the restriction to N ⊗M−n+2 of the last map above. By Hp6, Lemma 12 iii) and
Hp5, M−n is in the image of rn. Further by property Mod1 we know that Vεn appears with multiplicity
at most one in Vε2 ⊗ Vεn−2 . Hence rn is the projection onto the isotypical component of type Vεn of
Vε2 ⊗ Vε−n+2 and it is uniquely determined up to a non-zero scalar factor.
We now proceed by induction on i. For i = 1 the statements are clear since 〈α∨0 , ω˜α0〉 6= 0 and
〈(α0 + α1 + β0)
∨, ω˜α0〉 6= 0. Let n be either 2i in case iii) or 2i + 1 in case v). If n > 3 we need to
prove that rn(h2 · h−n+2) 6= 0 where hi is a non-zero H–invariant vector in Vεi . Now as already noticed
rn(h2 · h−n+2) 6= 0 is equivalent to property Mod2. 
We can finally verify Hp4.
Lemma 14. Hp4 is satisfied.
Proof. Let Bn be the span of F0(εn). As seen in Section 3.2 s gives a G–equivariant isomorphism between
Γ(R,L) and
⊕ℓ
n=1Bn, moreover Bn ≃ V
∗
εn as a G–module. Hence to prove that ϕ1 is an isomorphism it
is enough to prove that ı∗(Bn) 6= 0. This is equivalent to qi(e
z · v¯0) 6= 0 and this follows by the previous
Lemma. 
6. Another class of spherical varieties
In this section we apply our method to another class of spherical varieties, listed as (15) in the paper
[3] page 656. Let 2 6 p 6 n − 2, V
.
= U ⊕ U∗ ⊕W ⊕ Cv with U a vector space of dimension p, W a
vector space of dimension 2n− 2p. Let B be a symmetric non degenerate bilinear form on V such that
(U ⊕ U∗) ⊕W ⊕ Cv is an orthogonal decomposition of V and B restricted to U ⊕ U∗ is the natural
symmetric bilinear form on this vector space.
For this example G¯ = SO(V,B) ≃ SO(2n+ 1), further H¯ is the subgroup of the elements g ∈ G¯ such
that g(U) = U and g(v) = v. For this spherical variety Ω+A is the free monoid generated by the weights
ε1 = ω1, ε2 = ωp and ε3 = ωp+1. The H¯–invariants hi ∈ Vεi , i = 1, 2, 3, are described as follows: h1 = v,
h2 is a non-zero vector of Λ
p(U) ⊂ Λp(V ) and h3 = h1∧h2. The following Lemma can be easily checked.
Lemma 15. For the spherical variety G¯/H¯ we have:
Sph1: Vε2 ⊂ Vε1 ⊗ Vωp−1 with multiplicity 1 and Vε3 ⊂ Vε2 ⊗ Vε1 with multiplicity 1;
Sph2: Vε3 ⊂ Vε1 · Vε2 in the coordinate ring of G¯/H¯;
Sph3: u1 = sp−1sp−2 · · · s2s1, u2 = s1s2 · · · sp−1sp are such that u1ε1 = ε2 − ωp−1, u2ε2 = ε3 − ε1.
We now describe K and R. K is the Kac–Moody group whose Dynkin diagram is obtained from the
Dynkin diagram of G by adding two nodes: a node α0 connected with α1 and a node β0 connected to
αp−1. Notice that also in this case K is symmetrizable. With the same notation of the previous Section
we have the following results analogue of Lemma 11:
i) K−α0 ≃ Vε1 as a g–module;
ii) K−β0 ≃ Vωp−1 as a g–module;
iii) K−α0−β0 as a g–module and it contains Vε2 with multiplicity one.
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Let Q be the standard maximal parabolic subgroup of K relative to the root α0, F
.
=K/Q. The ridge
Richardson variety R is defined by w0
.
=id, w1
.
=sα0 , w2
.
=sβ0u1w1, w3
.
=sα0u2w2.
The construction of ϕ and the verification of the hypotheses Hp1,Hp2,...,Hp6 are completely similar
to the case of model varieties.
We have included here this example since we believe that our theory may be applied to other classes
of spherical varieties in a similar way.
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