Variance of uncertainty classes

γ−contamination class
In the following, we use γ instead of ε in the main paper.
Using equation (28) in the paper, and knowing that each state's steady-state probability has a beta distribution, Beta(1, b − 1), we obtain Var(π 
(1)
p−point class
Using the defined mapping in equation (12) 
Since states which belong to the same partition contribute equally to the variance of the whole distribution, we can write
Var(π 
2. RML performance on γ−contamination and p−point uncertainty classes
In this section, we show the performance of the RML-classifier, ψ RML , assuming different structures for the underlying uncertainty class: γ−contamination and p−point class.
We consider two scenarios:
• Exact heuristic regularization parameters: In this case the variance of the data estimate of the conditional distributions, for y ∈ {0, 1}, is given by
The variance of the uncertainty classes are given in equations (1) and (3), for γ−contamination and p−point uncertainty classes, respectively.
• Estimated heuristic regularization parameters: In this case, we estimate the entities in equations (1), (3) , and (4) using the given sample and uncertainty classes as followŝ
Var(π
2.1. Results for γ−contamination uncertainty class Figure 1 shows that the expected true error for the case (0.4, 0.6) is significantly smaller than the others for small sample sizes. This is due to the reliable prior knowledge compared to other cases, for small samples. However, when the sample size increases, (0.1, 0.95) outperforms (0.4, 0.6). Owing to a small contamination degree γ 0 in (0.1, 0.95), the RML framework provides a pretty accurate estimate of π 0 ac for any sample size. Furthermore, by increasing the sample size, we achieve a better 2 
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estimate of π 1 ac , making the designed classifier perform close to the optimal classifier. Therefore, it outperforms (0.4, 0.6), which has less accurate estimates of the two conditional distributions for these sample sizes. Similarly, for the second-order moment, we considered two aforementioned scenarios where 
Results for p−point class
The expected true error of the p−point uncertainty classes are illustrated in Figures 5-6, respectively. As described previously, we use the algorithm proposed in [1] for generating the steady-state distribution corresponding to each partition shown in Table 1 . We have considered the two different partitioning cases shown in Table 1 . In Table 1 , we illustrate the corresponding variance which depends on the partition and the Zipf-model parameter.
Assuming the p−point uncertainty class for the underlying uncertainty classes, one can see that the RML classifier outperforms the histogram-classifier for all sample sizes shown in Figure 5 .
Moreover, similar to the γ−contamination class, our approximate performs very well for the first scenario (i.e., when we employ the exact regularization parameter obtained by our heuristic approach in subsection 4.3). However, estimating the regularization parameter happens to slightly degrade the performance of the approximation.
Similarly, for the second-order moment, we considered two aforementioned scenarios where results are shown in Figures 7-8.
Generating uncertainty classes from pathways
We provide a simple example of how a set of biological pathways can generate an uncertainty class of stochastic network models. Consider three pathways describing the dynamical behavior of Hist-Exact Approx.-P 0 1, Table 1 .
Steady-state distributions with b = 2 3 states are considered. The horizontal axis shows the sample size n. In (a)-(d) the regularization parameters, λy, y = 0, 1, are exact and computed using equations (3) and (4). Hist-Exact Approx.-P 0 1,
Figure 6: Expected true error of the RML and Histogram with the p−point uncertainty classes described in Table 1 .
Steady-state distributions with b = 2 3 states are considered. The horizontal axis shows the sample size n. In (a)-(d) the regularization parameters, λy, y = 0, 1, are estimated using equations (5) and (6). Approx. Hist-Exact Approx.-P 0 1,
Figure 7: Second-order moment of the true error of the RML classifier with p−point uncertainty class described in Table 1 . Steady-state distributions with b = 2 3 states are considered. The horizontal axis shows the sample size n.
In (a)-(d) the regularization parameters, λy, y = 0, 1, are exact and computed using equations (3) and (4). Approx. 
Figure 8: Second-order moment of the true error of the RML classifier with p−point uncertainty class described in Table 1 . Steady-state distributions with b = 2 3 states are considered. The horizontal axis shows the sample size n.
In (a)-(d) the regularization parameters, λy, y = 0, 1, are estimated using equations (5) and (6).
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two binary genes A and B:
This simple system is almost completely specified, but when gene A is in state 0, the dynamical behavior of gene B is unspecified. In [2] , Layek et al. show how to generate an uncertainty class of deterministic networks from a set of pathways by relaxing timing considerations. Knight et al. in [3] use a stochastic approach to generate a single Markov chain from a set of pathways and validate the approach using pathways for the NF-κB transcription factor system. In [4] it is shown that the earlier approach in [3] can be generalized to produce a parameterized uncertainty class of Markov chains from a given set of pathways.
Based on [4] we generate the parameterized state transition graph in Fig. 9 . By choosing θ ∈ [0, 1] we fix the stochastic evolution of gene B and this characterizes a single Markov chain.
We can therefore think of the graph in into 400 pairs of (γ 0 , γ 1 ) and computed the expected true error which can be found in Theorem 1 of the paper. Figure 11 shows the results for n = 20 : n 0 = n 1 = 10. Results for n = 40 : n 0 = n 1 = 20 are shown in Figure 12 .
One can see that in all plots, when we have (γ 0 , γ 1 ) = (0, 0), we reach the Bayes error. This is due to the fact that the uncertainty classes only contain the true label-conditional distributions and therefore, the regularization parameters, λ 0 and λ 1 , will be one. It means that, we do not use 
