Abstract. The partial least squares (PLS) method computes a sequence of approximate solutions
In the following we assume that A T b = 0, since otherwise the solution trivially equals x † = 0. Let B ∈ R n×n be a given matrix and y ∈ R n a given vector. Then . . . 
Comparing the expansions (2.5) and (2.3), it follows that
Hence, if carried out to completion, the PLS approximations terminate with the pseudoinverse solution of (1.1). This is true without any assumptions about b and the size or rank of A.
Householder bidiagonalization and PLS.
In a seminal paper, Golub and Kahan [12] gave a direct algorithm for the bidiagonal reduction of an arbitrary rectangular matrix A ∈ R m×n :
Here B is upper bidiagonal and U ∈ R m×m , V ∈ R n×n are chosen as products of Householder matrices 
and satisfy
Premultiplication by a Householder matrix is frequently used to zero out a sequence of entries in a given column vector. The matrix H does not need to be explicitly formed and only the Householder vector w needs to be stored.
In the bidiagonalization algorithm H 1 can be chosen arbitrarily, but as long as no zero element occurs in B, the remaining transformations are uniquely determined. In the PLS algorithm H 1 is taken to be the (essentially) unique Householder matrix for which
(Here e 1 denotes the first column of a unit matrix of appropriate dimension.) It follows that θ 1 (H 1 e 1 ) = A T b. In the algorithm A is multiplied alternately from left and right by Householder transformations. Multiplication of A from the right by H 1 zeros nothing. Next G 1 is chosen to zero the last m − 1 elements in the first column of AH 1 and H 2 is chosen to zero the last n − 2 elements in the first row of G 1 AH 1 . This process can be continued until all rows and columns have been reduced and a bidiagonal matrix remains. We remark that from (3.4) it follows that the process reduces the augmented matrix
to lower bidiagonal form. We now investigate how the PLS approximations can be obtained from the bidiagonal reduction. After applying G k , the first k columns of A are reduced to upper bidiagonal form:
is a leading principal submatrix of the final bidiagonal matrix B. After applying H k+1 , the first k rows in the decomposition of A are reduced to upper bidiagonal form:
where
. From (3.5) and the transpose of (3.7) we get the two fundamental relations
Equating the kth columns in (3.8)-(3.9) yields 
The proof proceeds by induction in k. Using (3.10) and the induction hypothesis it follows that
Similarly, using (3.11) and the induction hypothesis
which concludes the induction. The matrices U k and V k are orthonormal by construction. The bases can also be obtained by computing the QR decomposition of the corresponding Krylov matrices. The uniqueness of the bases is a consequence of the uniqueness (up to a diagonal scaling with elements ±1) of the QR factorization of the full-rank Krylov matrix. From (3.12) it follows that the PLS approximation x k can be expressed as
We now seek y k so that Ax k − b 2 is minimized. From the orthogonal invariance of the 2-norm (3.14)
where c k is obtained from
Note that G k only acts on the vector
Assuming that B k is nonsingular, y k can be computed by back substitution:
The maximum dimension p of the Krylov subspace
is determined by the bidiagonalization process.
Theorem 3.2. In the PLS algorithm the bidiagonalization process terminates with ρ p = 0 and θ p+1 = 0, where p is the smallest integer for which It follows that B p y p = c p is a minimally dimensioned core problem of Ax = b in the sense of Paige and Strakoš [18] . They obtained a core problem by considering a lower bidiagonal reduction of A, for which there are two possible final states. Hence, our approach of using an upper bidiagonal reduction of A is slightly simpler.
In the Householder PLS algorithm the matrices V k and U k are kept in product form and never explicitly formed. Since the Householder transformations are orthogonal by construction, there is no loss of orthogonality in floating point arithmetic to worry about. 
In 
for which P = P T , P 2 = P . The deflation in (4.3) can also be written as
where p k are loading vectors. The process is terminated when either
, then the rank of the matrix A k is exactly one less than that of A k−1 . Thus, (4.5) is a special case of a rank-reduction formula due to Wedderburn [25] , further discussed in Chu, Funderlic, and Golub [8] The Householder and NIPALS PLS algorithms generate orthonormal bases U k and V k for the same sequences of Krylov subspaces. The mathematical equivalence of these two PLS algorithms follows from the uniqueness of these bases. In particular, in exact arithmetic, the matrices U k and V k generated by NIPALS PLS satisfy relations (3.8) and (3.9). Summing (4.5) and (4.6) gives
These relations hold to working accuracy and do not rely on orthogonality. The matrix U k P T k is a rank-k approximation to the data matrix A.
From (4.7) we obtain for the residual
Assuming the orthogonality of U k and using (3.8), we get
) and the orthogonality of V k , we obtain
Thus, in exact arithmetic the matrix P T k V k in (4.9) is upper bidiagonal with elements (4.10)
The solution y k to (4.9) can be computed by back substitution; see (3.16) .
Although the Householder and MGS algorithms compute the same approximate solutions x k they differ slightly in the way the residual of the data matrix is approximated. In NIPALS PLS the data residuals A k are given by (4.11) [20] that these two expressions for the data residuals are not the same. Bro and Eldén [6] argue that although both expressions are valid, the residual A k given by (4.11) is better suited to detect model outliers and should therefore be preferred. However, the residual A k can be computed also by the Householder algorithm as follows. From (3.9), we have (4.13)
For the Householder version the residual is obtained from the rank-k approximations
where B k = B k θ k+1 e k . Comparing (4.13) and (4.11) it follows that (4.14)
If the bidiagonalization is continued so that θ k+1 e k and v k+1 are available, then P k can be computed from (4.14). The NIPALS PLS algorithm uses three matrix-vector products and one rank-one deflation, which together require 8mn flops per PLS factor. The flop counts for the additional scalar products and final back substitution are negligible in comparison. This is the same number of flops per step as required by the Householder algorithm as long as the number of factors k min(m, n). The computation of U k and P k in the Householder PLS algorithm costs an extra 2(m + n)k 2 flops.
Deflation in NIPALS PLS.
In exact arithmetic the orthogonality of the vectors (u 1 , . . . , u k ) implies that
Hence, in exact arithmetic the deflation of b can be omitted. However, in floating-point computation the equality in (5.1) does not hold because of a loss of orthogonality. In this section we make an empirical study of the consequences of omitting the deflation of b in NIPALS PLS. This is further discussed in section 6. In the appendix a MATLAB implementation of NIPALS PLS is given, which incorporates deflation of b and treats the matrix P T k V k as a bidiagonal matrix. To study the loss of orthogonality in V k and U k , this was applied to a problem where A ∈ R 50×8 is a matrix with singular values σ i = 10 −i+1 , i = 1 : 8. The right-hand side was chosen as b = Ae, where e = (1, . . . , 1) T . Table 5 .1 shows the condition number κ k = κ(P T k V k ) = κ(P k ) and the loss of orthogonality in U k and V k measured by
Clearly the loss of orthogonality is proportional to κ k in both U and V . The norm of the error in the computed solution for k = 8 is 1.149 · 10 −10 . This is of the same magnitude as the loss of orthogonality in V k and U k . The corresponding error norm for the Householder algorithm is 2.181 · 10 −10 . This strongly suggests that the correctly implemented NIPALS PLS algorithm is forward stable. The columns to the right in Table 5 .1 show the effect of omitting the deflation of b. Although the loss of orthogonality in U k is nearly unchanged, the loss of orthogonality in V k now is proportional to κ 2 k . The norm of the error in the computed solution, 0.724 · 10 −1 , is of the same magnitude. We conclude that omitting the deflation of b will destroy the very good numerical stability of the NIPALS PLS algorithm with only a minor reduction in work. It should be noted, however, that if double precision arithmetic is used, this gives a large safety margin and in practice a lack of stability may not be noticed unless the problem is ill-conditioned.
In view of these results, it is unfortunate that in current practice omitting the deflation of b seems to be the norm rather than an exception. It was recommended by Downloaded 05/06/14 to 130.236.83.168. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 1 Condition number of P k and loss of orthogonality γ( [9] proposed faster PLS algorithms which that omit the deflation of b, as do the implementations tested by Andersson [1] . Eldén [10, p. 17] correctly writes that the deflation "is superfluous, at least in exact arithmetic." This practice has spread to several commercial statistical software packages, such as the pls package in R.
Although the matrix P Without deflation, treating the matrix as full or upper triangular gives almost a factor of 10 better accuracy, compared to using only the bidiagonal part. With deflation of b, the best accuracy is also achieved by using the full matrix, but the differences are much smaller.
Stability analysis.
It is well known that algorithms based on a sequence of orthogonal transformations with Householder matrices (3.3) have very good stability properties; see Higham [13, section 19.3] . Wilkinson [26] showed that the computation of a Householder vector and the application of a Householder matrix to a given matrix are both normwise backward stable.
Byers and Xu [7] use the Golub-Kahan Householder bidiagonalization algorithm for computing the pseudoinverse A † . They compute A = U BV H and then solve BY = U H by back substitution, giving A † = V Y . Their proof that this algorithm is mixed forward-backward stable applies also to the Householder PLS algorithm. Similar results are shown in Smoktunowicz and Wróbel [23] .
Theorem 6.1 (Byers and Xu [7, Theorem A2] 
Here d i (m, n) are modestly sized functions and u the unit roundoff.
is the exact result corresponding to a slightly perturbed right-hand side b + δb, where
Here and later, for a vector x = (x i ), |x| denotes the vector with elements |x i |. For the bidiagonal back substitution the following componentwise error bound holds. 
where the elementwise inequalities |δc| ≤ 3nu|c| and |δy| ≤ 3nu|y| hold.
The solution x k is computed from (3.13). Hence, the computed resultx k is the exact result of
plus an error whose norm is bounded by d 5 u x k 2 . Together these results prove mixed forward-backward stability for Householder PLS. The loss of orthogonality makes the error analysis of the MGS PLS algorithm considerably more difficult than that for the Householder PLS algorithm, where the vectors u k and v k are orthogonal by construction. Omitting the deflation of the righthand side b when using the MGS QR factorization to solve a linear least squares problem causes a loss of stability similar to that in NIPALS PLS; see [4] . Both algorithms use a sequence of elementary orthogonal projections (4.4). MGS is initialized by setting A = (a 1 , . . . , a n ) = A (0) ∈ R m×n , and q 1 = a 1 / a 1 2 . At the start of the kth step, we have computed
where (q 1 , . . . , q k ) are orthonormal vectors. The remaining n − k columns, which are already orthogonal to q j , j = 1:k − 1, are now orthogonalized to q k ,
The right-hand side is deflated similarly setting b = b 0 , and
There will be a loss of orthogonality in the computed matrixQ k = (q 1 , . . . ,q k ) in MGS due to cancellation occurring when subtracting the orthogonal projections in (6.1).
Since cancellation is related to the ill-conditioning of A, the loss of orthogonality can be bounded by
where c 1 = c 1 (m, n) is of modest size; see Björck [3] . This result was used in [3] , then computing (6.2) is numerically equivalent to
Björck and Paige [5] used Sheffield's observation to prove backward stability of the MGS QR factorization. Further implications of Sheffield's observation are made in Paige [16] . Using this equivalence, if we let W k = H 1 · · · H k , then it follows that the NIPALS PLS algorithm implicitly does the factorization
This would be a natural starting point for a proof of the stability of the NIPALS PLS algorithm. The elementary reflections or orthogonal projections used in the Householder and NIPALS algorithms will destroy any sparsity structure in the matrix A. Therefore, the use of the Paige and Saunders LSQR algorithm can be an attractive alternative for large-scale sparse problems. Each step in LSQR requires two matrix-vector multiplications Ax and A T y plus some vector operations. If A is sparse or otherwise structured the matrix-vector multiplications may be computed in much less than 2mn flops. It is well known (see the seminal paper by Paige [15] ) that Lanczos-type algorithms like LSQR may suffer from a severe loss of orthogonality in the computed vectors. This may cause LSQR to require significantly more iterations, unless the computed vectors u k or v k are reorthogonalized. In full reorthogonalization, u k and v k are reorthogonalized against all previous vectors u 1 , . . . , u k−1 and v 1 , . . . , v k−1 as soon as they have been computed. This adds an arithmetic cost of about 4(m + n)k 2 flops for k factors, which is affordable if k min{m, n}. Barlow [2] has shown that one-sided reorthogonalization suffices to prove backward stability. Selective reorthogonalization is less costly but is more complicated to implement. An interesting scheme, which ensures semiorthogonality in u k and v k , is developed by Simon and Zha [22] .
Conclusions.
We have drawn attention to a widespread but unfortunate and unnecessary "simplification" of the original NIPALS PLS algorithm. This consists of omitting the deflation of the right-hand side b, which destroys its otherwise excellent numerical stability. In an extensive experimental test Andersson [1] compares the accuracy and efficiency of no fewer than nine different PLS algorithms. In this the NIPALS PLS algorithm was implemented without deflation of b. Despite this, it was found together with three other algorithms to be the most stable. We conclude that none of the algorithms tested in that paper is numerically stable in our sense.
To ensure computational accuracy and make results reproducible, we recommend that either the Householder or the original NIPALS PLS algorithm be used as the standard algorithm for PLS regression. For the Householder PLS algorithm mixed forward-backward stability can be proved. Our conjecture is that, correctly implemented, the NIPALS PLS algorithm is also mixed forward-backward stable. A strict proof of this conjecture seems difficult and remains an open problem. In our numerical tests these two algorithms always gave results of similar accuracy. For computing a small number of factors, the arithmetic and storage costs are roughly similar for both. If A is large and sparse or otherwise structured, the LSQR algorithm with reorthogonalization is an attractive alternative. The implementation of such an algorithm is left as a future project.
