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A Systematic Approach to Programming
Maurice Chandoo∗
Abstract. We show how to systematically implement an algorithm in any imperative or
functional programming language. The method is based on the premise that it is easy to
write down how an algorithm proceeds on a concrete input. This information—which we
call execution trace—is used as a starting point to derive the desired program. In contrast
to test-driven development the program is directly constructed from the test cases instead
of written separately. The program’s operations, control flow and predicates guiding
the control flow are worked out separately, which saves the programmer from having to
think about them simultaneously. We demonstrate the method for two examples and
discuss its utility. Additionally, we provide a formal framework to compare it with other
approaches.
Keywords: programming method, execution trace, representation of algorithms, model
of computation, inductive programming, program synthesis
1 Introduction
We consider programming to be the thought process in which an algorithm is implemented as a
program in some programming language. In practice, it is often conducted in an ad hoc fashion
which can be summarized as trial and error: write some code, execute it to verify whether it behaves
correctly, if a bug is detected modify the code and repeat this process until the code is believed to
work as intended. Is there a more systematic alternative to ad hoc programming?
At first sight, step-wise refinement seems to be a contender [Wir71]. However, at closer inspection
it becomes apparent that step-wise refinement does not say anything about programming at all.
Instead, it deals with the separate issue of algorithm design which comes before programming.
Suppose you want to find an algorithm which solves a problem X. Assume that there is a simple
algorithm for X which uses subroutines for solving two other problems Y and Z. In complexity
theory one would say that X reduces to Y and Z. This allows us to split the task of finding an
algorithm for X into three parts: finding algorithms for Y, Z and finding an algorithm for X which
uses the other two as subroutine. Step-wise refinement is a recursive procedure which describes how
to construct a program for an algorithmic problem X. If X is sufficiently simple (base case of the
recursion) then write a program for it. Otherwise, reduce X to some simpler problems such as Y,Z
in our example. Write a program for X using placeholders for programs which compute Y and Z.
Recursively apply this procedure to Y and Z. How to implement the algorithms that are found
during this recursion is not covered by step-wise refinement.
The issue with ad hoc programming is its high potential of producing incorrect programs.
Consequently, it is important to verify a program’s correctness, which can be done by testing or
finding a correctness proof. However, the inherent problem with verifying a program’s correctness
after its construction is that it does nothing to facilitate the actual act of programming. This has
been also noticed by Dijkstra who said [Dij70]:
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“When correctness concerns come as an afterthought and correctness proofs have to be
given once the program is already completed, the programmer can indeed expect severe
troubles. If, however, he adheres to the discipline to produce the correctness proofs as he
programs along, he will produce program and proof with less effort than programming
alone would have taken.”
Invariant-based programming [Bac09] and matrix code [vE14, vE18] are methods where a program
and its correctness proof are constructed hand in hand and thus constitute systematic alternatives
to ad hoc programming. Both methods share the same understanding of what it means for a
program to be correct. But what does it mean for a program to be correct? Suppose you want
to sort an array of integers. It is plausible to call any program which accomplishes this correct.
There might be an additional efficiency constraint such as using only o(n2) comparisons. In that
case, a program which implements bubble sort would not be correct. Suppose you want to use
quick sort. Then only programs which implement quick sort would be correct. These are three
distinct notions of correctness. In the first one, a program’s correctness is specified in terms of
its input/output-behavior. In the second one, constraints on a program’s execution behavior are
imposed. In the third one, the execution traces produced by a program must match a specific
pattern that is recognized as execution of a certain algorithm. Both methods assume the first notion
of correctness, which has a severe disadvantage: its generality.
Consider the program which gets a planar graph as input and always returns true. Prove that
this program correctly solves the problem of deciding whether a planar graph is 4-colorable. Proving
the program’s correctness is equivalent to proving the four color theorem. More generally, proving
an arbitrary mathematical statement can be reduced to verifying a program’s correctness. Thus,
any programming method which claims to produce correctness proofs w.r.t. input/output-behavior
must explain how to prove theorems in general. If it does not explain how to do this then how much
does it really help in proving a program’s correctness other than imposing some formalism? The
underlying issue is the conflation of algorithm design and programming.
Let X be an algorithmic problem and let C be a set of constraints such as time and space
complexity requirements. We call the task of devising an algorithm A which solves X while
satisfying C and a proof thereof algorithm design. Implementing A as a program P in a given
programming language is what we call programming, as stated in the beginning. We distinguish
between the correctness of A and P . We call P correct if it faithfully implements A (the third
notion of correctness). In this sense, proving the four color theorem is not part of programming
but part of algorithm design. Any programming method which includes a correctness proof of the
program’s underlying algorithm mixes these two activities.
For our method the third notion of correctness is assumed: a program is correct if it implements
a given algorithm. But how is an algorithm given if not as program? We assume the programmer to
possess a mental representation of it. More specifically, we say somebody has a mental representation
of an algorithm if they can execute it step by step for any concrete input. A recording of such an
execution is called an execution trace. For example, to check whether a child possesses a mental
representation of long multiplication, it can be asked to multiply various pairs of numbers on squared
paper.
We assume that the algorithm to be implemented is correct. This is not an assumption of our
method in particular but of any programming method which considers algorithm design to be a
distinct activity from programming. Proving an algorithm’s correctness is part of algorithm design
and therefore should be conducted before programming. As illustrated by the four-color theorem
example, this can be a challenging mathematical task. However, many problems faced in practice
are algorithmically trivial, i.e. an algorithm which solves them is immediately obvious. For example,
deciding whether a string contains another one as substring is algorithmically trivial. Formally
proving the correctness of such an obvious algorithm is like cracking a nut with a sledgehammer.
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We suppose that often programmers do not struggle to find a correct algorithm for the problem at
hand but to write a program which correctly implements this algorithm. Our method is aimed at
overcoming this difficulty.
Outline of the method. The execution trace of an algorithm can be seen as a table where
each column corresponds to a variable. The i-th row contains the values of the variables after
i execution steps of the algorithm for a certain input. The first step is to determine the set of
variables used by the algorithm. Then an input is chosen and an execution trace for this input is
written down. The next step is to generalize the literals in this table. More specifically, one has
to determine how each value in row i+ 1 can be expressed in terms of the values in row i. After
removing the literals from the table, the sequence of expressions that is left in each row corresponds
to an operation executed by the algorithm. Certain rows correspond to the same operation. This
information can be used to derive the control flow graph of the desired program. Assume the i-th
row corresponds to the operation α(i). Then the graph has a vertex for each operation and for each
i there is an edge from α(i) to α(i+ 1). Stated differently, the sequence of operations in the table
describes a path through the control flow graph. By repeating the previous steps for various inputs
one will eventually arrive at the complete control flow graph of the program. Finally, it remains
to determine the edge predicates, i.e. under what circumstances does the program move from one
program state to the next.
The method works in such a way that the constructed program is consistent with all execution
traces that were used to build it. A one-to-one correspondence between program states and
operations is assumed. Intuitively, this means each line of code in a program must be unique. While
this is not necessarily the case, this can always be achieved by adding a state variable.
Related work. Biermann and his colleagues explored the idea of deriving a program from
execution traces in the 70’s [Bie72, BBP75, BK76]. The goal was to simplify programming by
delegating part of the intellectual burden to the computer: the programmer enters some execution
traces and the computer finds the desired program. This requires an efficient algorithm for
synthesizing a program from a set of traces. The algorithm that they devised to solve this is too
complex to be executed manually. In contrast, the synthesis procedure for our method, described
above, is very simple and fast: add an edge for each two consecutive operations in an trace. Why is
there such a discrepancy in complexity? This is due to our assumption that there is a one-to-one
correspondence between program states and operations. If this assumption is violated then our
synthesis procedure can yield an incorrect program. Therefore the programmer needs to ensure that
it is satisfied. Intuitively speaking, in our method the core complexity of the synthesis problem is
encoded in this assumption instead of the synthesis algorithm. They made no such assumption and
consequently the complexity of the problem is reflected in the algorithm.
Biermann and his colleagues emphasized the role of the computer in the programming process
and wanted to minimize the thinking required on the human side by outsourcing it to the computer.
Our method’s purpose is to support the programmer’s thought process by providing some structure
and it does not require a computer to be effective.
In van Emden’s programming method ‘matrix code’ a program is constructed deductively. Suppose
you want to write a program which computes a function f : N×N→ N and it uses integer variables
a, b (input), r (result) and x, y. A (machine) state is a description of the values contained by the
variables, e.g.
(
a b r x y
2 3 4 0 −2
)
. The program is constructed by building a directed graph G. Each vertex
of G is associated with a predicate which specifies a set of states. One starts out with the two
vertices S (start) and H (halt). In this case the predicate of S could be a > 0 ∧ b > 0 because f
is only defined for integers larger than 0. The predicate of H is r = f(a, b); this ensures that r
contains the correct result when H is reached, provided a and b are not changed. The programmer
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adds additional vertices to the graph which correspond to intermediate computation goals. For
example, there could be an additional vertex Q with the predicate a > 0 ∧ b > 0 ∧ x = gcd(a, b)
which asserts that x contains the greatest common denominator of a and b because it might be
helpful in computing f(a, b). An edge between two vertices X,Y is labeled with a predicate f and
a piece of code g which transforms machine states. The semantics is as follows. Suppose your are at
X in machine state s. If s satisfies f then the machine state g(s) is in the set of states associated
with Y . The matrix in the name refers to the matrix of edge labels of G. His and our method share
in common that a program is represented as control flow graph.
Paper overview. In Section 2, we describe a general formal framework for programming in
terms of traces. We consider the synthesis problem (constructing a program from a set of traces)
and prove that the main obstacle is to determine what rows of the traces can be mapped to the
same program state; this can be encoded as a coloring problem. We also explain how this framework
can be related to imperative and functional programming languages.
In Section 3, we demonstrate the method for two examples and discuss potential error sources.
The first example is a string matching problem where the algorithm is quite simple. It is intended
as a gentle introduction and we give a detailed description of how our method can be applied to
implement this algorithm. The second example is to decide whether two rooted trees are isomorphic
using only a logarithmic amount of space. In the first part we describe Lindell’s algorithm [Lin92]
which accomplishes this. Implementing this algorithm can be challenging, even for a seasoned
programmer. Therefore it is a good example to showcase the strengths of our method. The method
demonstration for the two examples can be understood without having read Section 2 before.
In Section 4, we recapitulate the advantages of our method compared to the ad hoc approach and
mention what further steps are required to make it viable in software development.
2 Trace-Based Programming
This section is intended to provide a formal framework for programming methods where a program
is built from traces. To present our method it would suffice to use the definition of a trace from
the introduction: a description of how the values of the variables change after every execution step
of a program for some input. However, a complete formalization would still require a definition
of program. Instead, we define a notion of program first from which a more general definition of
traces naturally follows. The advantage of this more general definition is that the considerations
within this section are applicable beyond the scope of our method. In particular, we consider
how to compute a small program from a set of traces and show that this problem is equivalent to
finding a restricted coloring of a certain graph defined in terms of the traces. Consequently, any
trace-based programming method must address how to obtain such a coloring. Additionally, we use
this framework to relate our method to other ideas and areas such as automata theory.
A program is a directed graph which represents the control flow. Each vertex is associated with
an operation and each edge is associated with a predicate (see Figure 1). When the program reaches
a certain vertex the associated operation is executed and then the outgoing edge whose predicate is
true dictates what vertex to visit next; we require that there can only be one such edge, i.e. programs
are deterministic. Execution ends when a vertex is reached such that no outgoing edge exists whose
predicate is true. The possible operations and predicates are determined by what we call a model of
computation. For example, the Turing machine is a model of computation and its operations are
moving the tape head to the left or right and overwriting the current cell with a symbol from a
given alphabet. Instruction set architectures such as x86 or MIPS are also models of computation.
In the first subsection we describe the three elementary notions of our framework—models
of computation, programs and traces—and give some examples. In the second subsection we
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characterize under what circumstances a set of traces admits a small program. Moreover, we
show that any program can be represented as a finite set of traces. This implies that trace-based
programming is a universal form of programming. In the last subsection we define the class of
models of computation used by our method and show how programs in our sense can be translated
into an imperative or functional programming language.
2.1 A Meta-Model of Computation
Abstractly, a machine can be seen as a device which has a set of buttons and a set of indicator
lamps. It resides in a particular state and reveals (partial) information about its current state
through the indicator lamps, which are either on or off. An operator can affect the machine state
by pushing a button. Its behavior is deterministic, i.e. pushing a particular button in a particular
state always has the same effect. The machine only changes its state when a button is pushed. The
following definition formalizes this.
Definition 2.1. A model of computation M is a triple (S,O, P ) where S is a countable set, O is a
finite set of functions from S to S and P is a finite set of functions from S to {0, 1}. The set S is
called state space of M and an element s of S is a state of M; if M is clear from the context we
call s a machine state. A function from O is called an operation of M and a function from P is
called a predicate of M.
We require the state space to be countable in order to guarantee that every machine state has a
finite representation as string. Operations and predicates need not be computable and thus certain
models of computations might not be effective in the sense that there is no Turing machine which
simulates them.
Example 2.2 (k-counter machine). Let k ∈ N. The model of computation CM(k) is defined as
follows. It has Nk0 as state space and for every i ∈ [k] it has the operations:
‘Ri+ 1’ := (x1, . . . , xk) 7→ (x1, . . . , xi−1, xi + 1, xi+1, . . . , xk)
‘Ri− 1’ := (x1, . . . , xk) 7→ (x1, . . . , xi−1, xi − 1, xi+1, . . . , xk)
where xi − 1 is defined as 0 if xi = 0. For every i ∈ [k] it has the predicate:
‘Ri = 0’ := (x1, . . . , xk) 7→ 1⇔ xi = 0
Definition 2.3. Let M be a model of computation. The state space graph G(M) of M is a
directed graph defined as follows. It has the state space of M as vertex set and there is an edge
from s to s′ if there exists an operation g of M such that g(s) = s′. A path (s1, . . . , sn) in G(M)
with n ≥ 1 is called a trace of M. Let ~s = (s0, s1, . . . , sn) be a sequence of machine states and let
~g = (g1, . . . , gn) be a sequence of operations ofM. We say (~s,~g) is an extended trace if gi(si−1) = si
holds for all i ∈ [n]. The length |(~s,~g)| of an extended trace (~s,~g) is |~g|.
Example 2.4. The sequence ~s = ((1, 2), (2, 2), (3, 2), (3, 1)) is a trace of CM(2) whereas neither
((0, 1), (2, 1)) nor ((3, 4), (3, 4)) are since there is no operation which increments by two and there
is no operation which leaves (3, 4) unchanged. The tuple (~s,~g) is an extended trace where ~g =
(R1 + 1,R1 + 1,R2− 1). The tuple (((7, 6)), ()) is also an extended trace.
Definition 2.5. LetM be a model of computation. AnM-program P is a tuple (G, v0, α, β) where
G is a directed graph, v0 is a vertex of G with in-degree 0, α is a function which maps every vertex
of G except v0 to an operation of M and β is a function which maps every edge of G to a k-ary
boolean function where k is the number of predicates of M. The graph G is called control flow
graph of P and the vertices of G are called states of P or program states. The vertex v0 is called
start state. For an edge (u, v) of G the boolean function β(u, v) is called edge predicate.
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R2− 1
R1− 1 R2 + 1 R2 + 1
R2 >
0
R2 = 0 ∧ R1 > 0
R2 = 0 ∧ R1 > 0
> >
R2 > 0
R1 > 0
Figure 1: 2-counter machine program which doubles the value of register 1
Definition 2.6. Let M be a model of computation. For an M-program P , a program state v and
a machine state s we write P (s, v) to denote the trace produced when executing P starting from
program state v with machine state s. We write P [s, v] to denote the sequence of operations that
occurs during this execution. We write P (s) and P [s] to denote P (s, v0) and P [s, v0] where v0 is
the start state of P . If the execution is ambiguous, i.e. at some point during execution it is not
clear which state to visit next because more than one of the edge predicates is true, then these
expressions are undefined. We say P terminates on s if P (s) is finite.
Example 2.7. Figure 1 shows a CM(2)-program which clears register 2 and then doubles register
1 and writes the result to register 2. The node labeled ‘Start’ corresponds to v0; its ingoing edge is
just decorative, i.e. it does not appear in the CFG. The symbol > represents the boolean function
which is always true. For example, on input (2, 1) the program behaves as follows:
P ((2, 1)) = ((2, 1), (2, 0), (1, 0), (1, 1), (1, 2), (0, 2), (0, 3), (0, 4))
P [(2, 1)] = (R2− 1,R1− 1,R2 + 1,R2 + 1,R1− 1,R2 + 1,R2 + 1)
Let v be the program state with operation R2− 1. The sequences P ((2, 0), v) and P [(2, 0), v] are
the same as P ((2, 1)) and P [(2, 1)] minus the first element.
Definition 2.8. Let M be a model of computation and let P, P ′ be M-programs. We say P and
P ′ are equivalent if P (s) = P ′(s) holds for all machine states s.
To illustrate this notion of program equivalence, reconsider the example of a machine M with
buttons and indicator lamps. Suppose you can observe the inner workings ofM and thus also know
in what (machine) state it resides in at any moment. Your task is to discern two operators P, P ′.
To accomplish this, you are allowed to set M to an initial state and ask each operator to execute
their routine. During execution you can record how the machine state changes after every action by
the operator. This sequence is a trace. You can only distinguish the two operators if their traces
for some initial machine state differs. Notice that the operators might push different buttons at a
certain point, but if both buttons result in the same subsequent machine state you will not notice
this. Replacing P (s) = P (s′) with P [s] = P ′[s] yields a finer equivalence relation.
Example 2.9. Consider the program P shown in Figure 1. Let P ′ be the program which results
from P by adding an additional program state x with operation R1-1 and reroute the outgoing edge
from the rightmost program state to x. Additionally, add an edge from x to the “left R2+1” with
edge predicate >. The programs P and P ′ produce the same traces and thus are equivalent.
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Relation to automata theory and logic. In automata theory the models of computation
that underlie finite state automata (FSA), pushdown automata (PDA) and Turing machines (TM)
are defined implicitly. To illustrate what we mean by that let us consider Turing machines as an
example. Informally, a TM can be described as a device that has 1) a two-way infinite tape which
consists of cells and each cell can contain a symbol from the tape alphabet Γ, 2) a tape head used to
read and modify the content of the cells, and 3) a finite state machine which guides its behaviour. In
our terminology 1) and 2) describe the model of computation and 3) is a program. The separation
of models of computation and programs is also suggested in [Sco67]. The standard formalization of
a TM as a tuple combines all three parts. A state in the sense of automata theory is a program
state and a configuration is the combination of a machine and program state.
The model of computation for a Turing machine with tape alphabet Γ could be defined as follows.
Its state space is Γ∗ × Γ× Γ∗ where the first (third) component describes the tape content to the
left (right) of the head and the second component is the content of the current cell. The operations
are moving the head to the left or right and setting the content of the current cell to a for all
a ∈ Γ. For all a ∈ Γ there is a predicate which holds iff the current cell contains a. Observe that
instead of Γ∗ × Γ × Γ∗ we could choose Γ∗ × Γ∗ × Γ as state space and modify operations and
predicates accordingly to reflect this permutation. Even though the two models of computation are
not identical, they are equivalent in the sense that both describe the same model of computation
up to some immaterial difference in encoding of the state space. This notion of equivalence can
be formally captured by regarding a model of computation as relational structure where the state
space is the universe. Two models of computation are equivalent if they are isomorphic as relational
structures. A formula ϕ(s, t) over such a structure can be interpreted as a program. It describes
how to move from one machine state to the next and terminates when for a given s there exists no
t such that ϕ(s, t) holds. For example, the following propositional formula over CM(2) adds the
double of the first register to the second and sets the first register to zero in the process:(
¬‘R1=0’(s)→ t = ‘R2+1’(‘R2+1’(‘R1-1’(s)))
)
∧ ‘R1=0’(s)→ ⊥
A similar way of using formulas to represent programs is used in [Lam18]. An algorithm can be
represented as a model of computation and a program in this model. A related way of representing
algorithms are abstract state machines [Gur00, Gur04].
2.2 Consistency
A set of traces T is consistent if there exists a program P which produces all traces in T . We also
say P witnesses that T is consistent. We call T k-consistent if P has at most k states. We show
how to find a small program which produces a given set of traces and that every program can be
specified by a finite subset of its traces.
A fixed model of computation M is assumed in the following statements.
Definition 2.10. Let k ∈ N. A set of traces T is (k-)consistent if there exists a program P (with
at most k states) such that P (s0) = ~s holds for all traces ~s = (s0, . . . ) in T .
Definition 2.11. Let {f1, . . . , fk} be the set of predicates of M. The predicate sequence ps(s) of
a machine state s is the binary string f1(s) . . . fk(s). For two machine states s, s
′ we say they are
indistinguishable, in symbols s ∼ s′, if ps(s) = ps(s′). Let ~s = (s0, . . . ),~t = (t0, . . . ) be traces. We
say ~s ∼0 ~t if s0 ∼ t0. For ~s = (s0, s1, . . . , sn) let (~s)′ = (s1, . . . , sn).
Stated differently, two machine states s, s′ are indistinguishable iff there exists no predicate f
such that f(s) 6= f(s′). The next action of a program solely depends on its current program state
and the predicate sequence of its current machine state.
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Proposition 2.12. A set of traces T is consistent iff for all T ′ in the quotient set T/ ∼0 it holds
that either every trace in T ′ has one element or there exists an operation g such that for all traces
~s = (s0, s1, . . . ) in T
′ it holds that g(s0) = s1 and |~s| > 1 and {(~s)′ | ~s ∈ T ′} is consistent.
Proof. “⇒”: Let T be consistent via a program P = (G, v0, α, β). Assume for the sake of contradic-
tion that the RHS of the ‘iff’ does not hold. Let T ′ be a set of traces in the quotient set T/ ∼0
which witnesses this. Assume there exist traces ~s,~t in T ′ such that |~s| = 1 and |~t| > 1. Let s0 and
t0 denote the first elements of ~s and ~t respectively. This contradicts that T is consistent via P
because s0 ∼ t0. This implies |~s| > 1 holds for all traces ~s in T ′. For a trace ~s in T ′ let g~s be the
first operation executed by P on input s0 where s0 is the first element of ~s. Since T
′ is consistent
via P it follows that g~s = g~t holds for all ~s,~t in T
′. Therefore there exists an operation g (any g~s)
such that for all traces ~s = (s0, s1, . . . , sn) in T
′ it holds that g(s0) = s1. It remains to argue that
{(~s)′ | ~s ∈ T ′} is consistent. Let v be the program state which is reached after executing P on input
s0 for one step for any trace ~s in T
′ and s0 is the first element of ~s; since T ′ is a ∼0-equivalence
class v must be the same program state irregardless of the choice of ~s. Let P ′ be the program that
is obtained by modifying P as follows. Remove all edges from the start state v0 of P . For every
edge (v, w) in G add an edge (v0, w) and let β(v0, w) = β(v, w). It follows that {(~s)′ | ~s ∈ T ′} is
consistent via P ′ since P ′(s1) = P (s1, v) = (~s)′ holds for all traces ~s = (s0, s1, . . . , sn) in T ′.
“⇐”: Let the RHS of the ‘iff’ hold. We construct a program P = (G, v0, α, β) which shows that T
is consistent. For every T ′ in the quotient set T/ ∼0 such that every trace in T ′ has more than one
element we modify P as follows. Let g be an operation such that for all traces ~s = (s0, s1, . . . , sn) in
T ′ it holds that g(s0) = s1 and let P ′ = (G′, v′0, α′, β′) be a program which shows that {(~s)′ | ~s ∈ T ′}
is consistent. We assume w.l.o.g. that the vertex set of G′ and G are disjoint. Add a new vertex
vT ′ to G and an edge from the start state v0 to vT ′ . Let α(vT ′) = g and the edge predicate
[β(v0, vT ′)](x) = 1⇔ x = ps(s0) for any ~s = (s0, s1, . . . , sn) in T ′. Additionally, add P ′ to P such
that the start state of P ′ is vT ′ , i.e. P calls P ′.
Implicit in the “⇐”-direction of the previous proof is a recursive algorithm that, given a consistent
set of traces T , outputs a program PT which witnesses this and whose control flow graph is a
tree. There is a certain degree of freedom in the construction of PT , i.e. there might be multiple
operations g such that g(s0) = s1 holds for all traces ~s = (s0, s1, . . . , sn) in T
′.
Definition 2.13. Let k ∈ N. A set of extended traces T is (k-)consistent iff there exists a program
P (with at most k states) such that P (s0) = ~s and P [s0] = ~g holds for all (~s,~g) ∈ T where s0 is the
first element of ~s.
Proposition 2.14. Let k ∈ N. A set of traces T is k-consistent iff there exists a function σ which
maps every trace of T to a sequence of operations such that (~s, σ(~s)) is an extended trace and
{(~s, σ(~s)) | ~s ∈ T} is k-consistent.
Proof. “⇒”: Let T be k-consistent via a program P . For every trace ~s = (s0, s1, . . . , sn) in T let
σ(~s) := P [s0]. It holds that {(~s, σ(~s)) | ~s ∈ T} is k-consistent via P by definition.
“⇐”: Follows from the fact that k-consistency of a set of extended traces {(~s1, ~g1), . . . , ( ~sn, ~gn)}
implies k-consistency of {~s1, . . . , ~sn}.
Stated differently, the problem of determining whether a set of traces T is k-consistent reduces
to determining whether T can be transformed into a set of extended traces T ′ such that T ′ is
k-consistent.
Definition 2.15. A line is a triple (i, s, g) where i ∈ N0, s is a machine state and g is either an
operation or the special symbol ∅. Let (~s,~g) be an extended trace with ~s = (s0, s1, . . . , sn), ~g =
(g1, . . . , gn). The 0-th line of (~s,~g) is defined as (0, s0, ∅). For i ∈ [n] the i-th line of (~s,~g) is defined
as (i, si, gi). We define |(~s,~g)| as n.
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Definition 2.16. Let X and Y be extended traces and n = |X|,m = |Y |. We define a binary
matrix Ui,j with i ∈ {0, . . . , n+ 1} and j ∈ {0, . . . ,m+ 1} as follows. The matrix has the following
fixed entries:
For (i, j) ∈ ([n] × [m]) ∪ {(0, 0)} the entry Ui,j is defined as follows. Let (i, s, g) be the i-th line
of X and let (j, t, h) be the j-th line of Y . Let Ui,j = 1 iff g 6= h or s ∼ t and Ui+1,j+1 = 1. For
i ∈ {0, . . . , n} and j ∈ {0, . . . ,m} we say the i-th line of X and the j-th line of Y are unmergeable
if Ui,j = 1.
The unmergeability relation intuitively means the following. Suppose you have two extended
traces X,Y with initial machines states s, t respectively and a program P which produces both. If
the i-th line of X and the j-th line of Y are unmergeable then P cannot reach the same program
state when executing input s for i steps and t for j steps.
Definition 2.17. Let T = {X1, . . . , Xn} be a set of extended traces. The undirected graph G(T )
is defined as follows. It has a vertex vi,j for every i ∈ [n] and j ∈ {0, . . . , |Xi|} and two vertices vi,j
and vi′,j′ are adjacent if the j-th line of Xi and the j
′-th line of Xi′ are unmergeable.
Let k ∈ N. We say a function c : V (G(T ))→ [k] is a restricted k-coloring of G(T ) if no two adjacent
vertices in G(T ) receive the same color and, additionally, for all i, i′ ∈ [n] and j ∈ {0, . . . , |Xi|},
j′ ∈ {0, . . . , |Xi′ |} it holds that if
c(vi,j) = c(vi′,j′) ∧ s(vi,j) ∼ s(vi′,j′)
then either
j < |Xi| ∧ j′ < |Xi′ | ∧ c(vi,j+1) = c(vi′,j′+1)
or
j = |Xi| ∧ j′ = |Xi′ |
where s(·) denotes the machine state that is associated with a vertex via its corresponding line.
The additional restriction for the coloring can be intuitively interpreted as follows. A color
corresponds to a program state. If two lines receive the same color this means they occur at the
same program state. If two lines receive the same color and their corresponding machine states are
indistinguishable then either both lines are the last or their successor lines must receive the same
color (program state) as well because the program must be deterministic. The restricted coloring
encodes a program with k program states which witnesses the consistency of T .
Theorem 2.18. Let k ∈ N. A set of extended traces T is k-consistent iff T is consistent and G(T )
has a restricted k-coloring.
Proof. “⇒”: Assume T = {X1, . . . , Xn} is k-consistent via a program P whose set of program
states is [k]. Let c(vi,j) be the program state which is reached when executing P on s0 for j steps
where s0 is the first machine state of Xi, for i ∈ [n] and j ∈ {0, . . . , |Xi|}. We claim that c is a
restricted k-coloring of G(T ).
First, we argue that c is a coloring of G(T ), i.e. no two adjacent vertices receive the same color.
To show this let X,Y be extended traces in T . Let n = |X|,m = |Y | and let (i, s, g) be the i-th
line of X and (j, t, h) be the j-th line of Y . Assume that both these lines are associated with
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the program state v. Assume for the sake of contradiction that these lines are unmergeable. We
distinguish between the following cases depending on (i, j). If i = 0 and j 6= 0 then (i, s, g) and
(j, t, h) are unmergeable. However, this cannot be the case as it contradicts that (i, s, g) and (j, t, h)
are both associated with the same program state v. The 0-th line of X must be associated with the
start state of P whereas the j-th line of Y must be associated with a program state which is not the
start state since j 6= 0. For the same reason the case i 6= 0, j = 0 cannot occur. Therefore we can
assume that (i, j) ∈ ([n]× [m]) ∪ {(0, 0)}. Since (i, s, g) and (j, t, h) are unmergeable it must hold
that Ui,j = 1. This is the case if g 6= h or s ∼ t and Ui+1,j+1 = 1. Since (i, s, g) and (j, t, h) are both
associated with the same program state it must hold that g = h. Therefore it must be the case that
s ∼ t and Ui+1,j+1 = 1. Since Un+1,m+1 = 0 by definition it cannot be the case that i = n, j = m.
Assume that i+ 1 = n+ 1 and j + 1 ≤ m. Since i+ 1 = n+ 1 this means (i, s, g) is the last line of
X whereas (j, t, h) is not the last line of Y since j + 1 ≤ m. Since s ∼ t and both lines lead to the
same program state this means P has to behave identically in both cases. However, in order to be
consistent with X the program P would have to terminate whereas in the case of Y the program P
would have to execute at least one more operation. Therefore these values for (i, j) are not possible.
For the same reason it cannot hold that i+ 1 ≤ n and j + 1 = m+ 1. It remains to consider the
case i+ 1 ≤ n, j + 1 ≤ m. In this case the i-th line of X and the j-th line of Y are unmergeable iff
the (i+ 1)-th line of X and the (j + 1)-th line of Y are unmergeable. Moreover, the (i+ 1)-th line
of X and the (j + 1)-th line of Y must be associated with the same program state since s ∼ t. This
means we can apply the same argument for the (i+ 1)-th line of X and the (j + 1)-th line of Y .
Following this recursive chain of equivalences eventually leads to one of the three contradictory cases
discussed before (i+ 1 = n+ 1, j + 1 ≤ m; i+ 1 ≤ n, j + 1 = m+ 1; i+ 1 = n+ 1, j + 1 = m+ 1).
It remains to argue that c has the restricted property. Consider two vertices vi,j , vi′,j′ with the
same color and their associated machine states are indistinguishable. In both cases P behaves
identically because they are associated with the same program state and they are indistinguishable.
This means P either terminates (both lines are the last) or it continues with the same program
state (the successor lines have the same color).
“⇐”: Assume T = {X1, . . . , Xn} is consistent and c : V (G(T )) → [k] is a restricted k-coloring
of G(T ). We claim that V0 := {vi,0 | i ∈ [n]} is an independent set in G(T ) and for all u ∈ V0 and
v /∈ V0 it holds that {u, v} is an edge in G(T ). For the first part suppose there exist i, j ∈ [n]
such that vi,0 and vj,0 are adjacent. This means the 0-th line of Xi and the 0-th line of Xj are
unmergeable. However, this contradicts that T is consistent. The second part holds because the
0-th line and j-th line of some extended traces with j > 0 are unmergeable by definition. Therefore
we can assume that the 0-th lines all receive the same color which is distinct from all other lines,
i.e. c(u) = c(v) for all u, v ∈ V0 and c(u) 6= c(v) for all u ∈ V0 and v /∈ V0. Moreover, we assume
w.l.o.g. that every color is used at least once, i.e. the image of c is [k].
Construction. We construct a program P = (G, v0, α, β) with k states which shows that T is
k-consistent. The control flow graph G has [k] as vertex set and the start state is c(v1,0).
Before we define the other components of P we introduce some auxiliary sets L(·) and L(·, ·).
For a vertex u of G let L(u) be the set of tuples (i, j, s, g) such that (j, s, g) is the j-th line
of Xi and c(vi,j) = u, i.e. the set of lines associated with the color u. For u, v ∈ V (G) and
(i, j, s, g) ∈ L(u), (i′, j′, s′, g′) ∈ L(v) we say (i, j, s, g) and (i′, j′, s′, g′) are consecutive if i = i′ (the
lines are from the same trace) and j+ 1 = j′. For u, v ∈ V (G) let L(u, v) be the set of tuples (`u, `v)
with `u ∈ L(u), `v ∈ L(v) and `u and `v are consecutive.
The function α is defined as follows. For a non-start state u ∈ V (G) choose some (i, j, s, g) ∈ L(u);
since every color is assumed to be used at least once such a tuple must exist. Let α(u) =
g. This is well-defined because the choice of (i, j, s, g) is irrelevant. Stated differently, for all
(i, j, s, g), (i′, j′, s′, g′) ∈ L(u) it holds that g = g′. Suppose this would not be the case, i.e. g 6= g′.
This would imply that the j-th line of Xi and the j
′-th line of Xi′ are unmergeable and therefore
vi,j and vi′,j′ are adjacent in G(T ). This contradicts that these two vertices have the same color.
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There is an edge (u, v) in G if L(u, v) is non-empty. Let (u, v) be an edge in G. The edge predicate
of (u, v) is defined as follows. Let [β(u, v)](x) = 1 if there exists (`u, `v) ∈ L(u, v) with `u = (·, ·, s, ·)
such that x = ps(s). The restricted property of c guarantees that P is deterministic.
Correctness. It remains to argue that P is correct, i.e. for every extended trace (~s,~g) in T
it holds that P (s0) = ~s and P [s0] = ~g where s0 is the first element of ~s. First, we argue that if
|~s| = 1 this is true. Suppose this is not the case, i.e. |P (s0)| > 1. This means that P does not
immediately terminate on input s0 but goes from v0 to some state w. This implies that the edge
predicate of (v0, w) is true in the machine state s0, i.e. [β(v0, w)](ps(s0)) = 1. Therefore there exists
(`v0 , `w) ∈ L(v0, w) with `v0 = (i, 0, s, ∅) such that s0 ∼ s. This implies that the machine state
sequence of the extended trace Xi has more than one element and its first element is indistinguishable
from s0. This contradicts that T is consistent.
Next, we deal with the case |~s| > 1. Let ~s = (s0, s1, . . . , sn), ~g = (g1, . . . , gn) and let P (s0) =
(t0, t1, . . . , tm), P [s0] = (h1, . . . , hm). We show that for all i ∈ [n] it holds that m ≥ i and si = ti and
gi = hi. Consider the base case i = 1. Assume that m ≥ i does not hold, i.e. m = 0. This means P
on input s0 terminates immediately. However, by construction of P there exists a program state w
such that (v0, w) is an edge in G and the edge predicate of (v0, w) is true in state s0, contradiction.
It remains to argue that g1 = h1 (from that it follows that s1 = t1 because s0 = t0). It holds that
h1 = α(w) and (·, 1, s1, g1) ∈ L(w). From a previous argument (after the definition of α) it follows
that h1 = g1.
For the inductive step i→ i+ 1 consider the following argument. Due to the induction hypothesis
it holds that sj = tj and gj = hj for all j ≤ i. Assume that P reaches the program state w after
i execution steps on input s0. It holds that the machine state is si at that point. Assume the
(i+ 1)-th line of (~s,~g) has received the color x. It follows that (w, x) is an edge in G and the edge
predicate of (w, x) is true in si. It follows that m ≥ i+ 1 and gi+1 = hi+1.
Finally, we have to argue that m = n, i.e. the program P terminates after n steps. Assume that
P reaches the program state w after n steps and then goes to a program state x, thus m > n. It
holds that on input s0 the program P is in machine state sn after n steps. Since P goes from w to
x in the (n+ 1)-th step it follows that there exists (`w, `x) ∈ L(w, x) with `w = (i, j, t, gn) such that
s ∼ t. Since the j-th line of Xi and the n-th line of (~s,~g) reach the same program state this implies
that they are not unmergeable. However, this cannot be the case since the n-th line of (~s,~g) is the
last line and the j-th line of Xi is not (this corresponds to one of the entries in either the bottom or
right row of the matrix U).
Implicit in the previous proof is an algorithm that, given a set of extended traces T and k ∈ N,
either outputs a program which witnesses that T is k-consistent or determines that T is not k-
consistent. First, check whether T is consistent. If this is the case, try to compute a restricted
k-coloring c of G(T ). If such a coloring does not exist then T is not k-consistent. Otherwise,
construct the desired program using c (see the “⇐”-direction of the previous proof).
In summary, finding a small program which produces a given set of traces T is equivalent to
finding an extended version T ′ of T and a small restricted coloring c of G(T ′). A small program P
can be constructed from T ′ and c. Conversely, a program P with k states which produces T can be
used to convert T into an extended version T ′ and a k-coloring c of G(T ′). Stated differently, any
algorithm which computes a small program from a given set of traces T , must do so by implicitly
computing an extended version T ′ of T and a restricted coloring c of G(T ′).
Proposition 2.19. Any program can be represented as a finite set of traces up to equivalence. More
formally, for every program P there exists a finite set of traces T such that P is equivalent to P ′
where P ′ is a minimal (w.r.t. program states) program which witnesses that T is consistent.
Proof. We assume w.l.o.g. that P is minimal and has k states; otherwise replace P by an equivalent
program which is minimal. Let Pk be the the set of programs with k states up to equivalence. Let Ik
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be the set of machine states such that for every P 6= P ′ ∈ Pk there exists s ∈ Ik with P (s) 6= P ′(s).
Stated differently, two programs P, P ′ with k program states are equivalent iff P (s) = P ′(s) holds
for all s ∈ Ik. Let T be the set of traces P (s) for every s ∈ Ik. Let P ′ be a program which witnesses
that T is consistent and P ′ is minimal. It holds that P ′ has k states. Assume that P ′ and P are
not equivalent. This implies that there exists an s ∈ Ik such that P ′(s) 6= P (s). This contradicts
that P (s) is in T .
The size required to express a program solely in terms of its traces can be quite large. A simple
way to decrease this size is to use extended traces. But even then the number of traces required
to express a simple program might quickly become impractical. For example, consider a model
of computation with p predicates. Suppose you want to specify a program which goes from start
state v0 to v1 if a certain predicate holds and to v2 if that predicate does not hold. Specifying this
behavior already requires 2p (extended) traces if for every string q ∈ {0, 1}p there is a machine state
whose predicate sequence equals q. Traces can be extended as follows to resolve this. Let (~s,~g)
be an extended trace with ~s = (s0, s1, . . . , sn). Add ~F = (F1, . . . , Fn) to the extended trace where
Fi is a subset of predicates with the following meaning. One goes from si to si+1 solely based on
the truth values of the predicates in Fi+1, i.e. the predicates outside of Fi+1 are irrelevant. With
this kind of information it only requires two traces to express the previously described behavior.
This might yield acceptable specification sizes in practice and has been used in [BK76] as basis for
specifying programs.
Our method diverges from the concept of specifying a program completely in terms of its traces.
Instead, we only use extended traces to obtain the control flow graph of the program. The edge
predicates are added separately.
2.3 Relation to Programming Languages
A basic unit of abstraction in imperative and functional languages are functions. We explain how a
function can be regarded as a program in an implicit model of computation. This makes it clear
how trace-based programming can be used in conjunction with such languages.
A function f consists of a declaration and a body. The declaration defines f’s return type and
parameters, the body defines its behavior. In an imperative language f can modify the value of
variables that are within its scope using assignments. An assignment consists of the variable to be
modified and an expression. An expression is a composition of built-in and self-defined functions.
The body of f consists of variable declarations, assignments, control structures and other statements
with side-effects (print, open a socket, . . . ). Let us assume f is pure. This means its body does not
contain statements of the last category. The model of computation M(f) implicitly described by f
looks as follows. A machine state describes the value of each variable that is within the scope of f.
Each assignment in f is an operation and each boolean expression is a predicate. The body of f
minus the variable declarations can be expressed as M(f)-program. The purpose of our method is
to systematically construct the body of f.
In a purely functional language there are no assignments, and control structures are modeled
as functions instead of statements. For example, if(x, y, z) is a function which evaluates to y if
the boolean expression x holds and z otherwise. The body of a function is just an expression. Let
us consider how an M-program P can be implemented in such a language. First, M has to be
implemented. This can be done by implementing each of its operations and predicates as function.
To implement P , define a function fv : S → S for each program state v where S is the state space.
The function fv ‘executes’ the operation associated with v and then calls the function of the next
program state. For example, consider the program in Figure 1. Let v be the state with operation
R2− 1. Then fv(s) is defined by the following expression:
12
if
if
s′fw
s′
∧
R1 > 0
s′
R2 = 0
s′
fv
s′
R2 > 0
s′
where s′ = ‘R2− 1’(s) and w is the program state with operation R1− 1. In an imperative language
a program can be implemented as a series of code fragments Sv for each program state v:
Sv : s← ‘R2− 1’(s)
if ‘R2 > 0’(s) then goto Sv
if ‘R2 = 0’(s) ∧ ‘R1 > 0’(s) then goto Sw
goto END
Both representations of P carry exactly the same information as P itself. Consequently, no
meaningful distinction between ‘imperative’ and ‘functional’ programs can be made in the context
of pure functions. More specifically, it is impossible to distinguish between the functional and
imperative translation of P without referencing representational artifacts. Thus, programming in a
functional language is not significantly different from doing it in an imperative one.
Virtual Machines. Our programming method uses the following class of models of computation.
Consider the following variable and function declarations:
int x, int y,float z,bool p,bool q ; DIV: int× int→ float, XOR: bool× bool→ bool
The assignments ‘z ← DIV(x, y)’ and ‘p← XOR(p, q)’ are valid because the types of the variables
match the function signatures. There are 12 valid assignments induced by the above set of variables
and functions. A parallel assignment is a subset of valid assignments such that every variable occurs
at most once on the left-hand side. The empty set corresponds to the operation which leaves the
state unchanged.
Definition 2.20. (Virtual Machine) A type is a countable set. A variable consists of a unique name
and a type. Let V be a finite set of variables and let F be a finite set of functions. The model of
computation VM(V, F ) is defined as follows. Its state space is the Cartesian product of the multiset
of types that occur in V . It has the set of parallel assignments induced by V and F as operations.
Every k-ary function from F with codomain {0, 1} and matching sequence of k variables from V
correspond to a predicate of VM(V, F ).
Example 2.21. Consider the set of variables V = {(x, int), (y, int), . . . } and functions F =
{DIV,XOR} from before. The types are defined as: int = Z, float = Q and bool = {0, 1}. The
state space of VM(V, F ) is Z2 ×Q× {0, 1}2. It has 53 parallel assignments as operations and the
two predicates XOR(p, q) and XOR(q, p).
In the next section we show how an algorithm A can be implemented as VM(V, F )-program where
V is the set of variables used by A, and F is the set of functions assumed to be available such as
the built-in functions of the target programming language and compositions thereof.
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3 Method Demonstration
The following is a rough outline of the method. Suppose you want to implement an algorithm A.
The first step is to write traces of A for some inputs. Then the operations of A are determined and
added to the traces. The extended traces are used to determine the control flow graph. It might be
the case that the traces do not exhibit all operations or edges in the control flow graph. In this case
additional traces which contribute the missing information should be added and the previous steps
are repeated for the new traces. It might take a few iterations until the programmer is convinced
that all operations have been found and the control flow graph is complete. Then the last step is to
find the edge predicates. This requires defining the ‘atomic’ predicates used by A and labeling each
edge of the control flow graph with a Boolean combination of these atomic predicates.
The method admits a certain degree of flexibility in order to maximize its utility. For example,
it is not required to write only complete traces; certain parts can be omitted if the programmer
deems them to be redundant. Also, instead of writing edge predicates for every single edge one
can also write a binary decision tree for each program state which describes what program state to
visit next; the inner nodes correspond to the atomic predicates and the leaves correspond to the
successor program states. This approach ensures that the resulting program is deterministic and it
can be simpler than determining each edge predicate separately. Both aspects will be demonstrated
in the second example.
We recommend that the reader tries to implement the algorithm in each example with their
preferred method before reading how to apply our method. This enables the reader to determine
the utility of our method relative to their default method.
3.1 Confidential String Matching
Problem description. You are given two arrays of strings A and B as input where A has n
elements and B has m elements. Decide whether A[1] . . . A[n] = B[1] . . . B[m]. For example, if
A = [ab, ab, a] and B = [aba, ba] the output should be ‘true’ since the concatenation of the strings
in A and B both equal ababa. The trivial solution would be to concatenate the strings in A and
B and check for equality. However, there is a twist. The strings in the input arrays A and B are
confidential. In order to protect their confidentiality you are only granted indirect access. Namely,
your program can only access the following information:
• the number of elements in A and B
• the length of the strings in A and B
• whether substr(A[i], x, z) = substr(B[j], y, z) (you supply the integers i, j, x, y, z and get the
boolean result)
where substr(s, o, l) denotes the substring of s which starts at offset o and has length l. Since the
third operation is quite costly you shall not use more than n+m of those queries for any input.
We show how to implement the obvious algorithm for this problem which is exemplified in Figure 2.
This figure can be seen as a graphical representation of a trace. Observe that along with the problem
description this single trace already provides sufficient information to communicate the algorithm,
i.e. given another input it should be clear how to create an analogous graphical trace.
Step 1: Determine the variables used by the algorithm. For this algorithm we need to
remember the current strings under consideration in array A and B (ca, cb), how much of them has
been read (offsets oa, ob), the length for the next substring call (l) and a boolean variable for the
result (r). This is also exactly the information encoded in Figure 2. For example, in the second
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step of Figure 2 the algorithm is at the first string of A (ca = 1) with an offset of 2 (oa = 2), at
the second string of B (cb = 2) with no offset (ob = 0) and the length for the next substring call is
l = 2. The input arrays A and B are also variables that the algorithm needs to access. However,
since the algorithm does not modify them we will not explicitly mention them in the following.
Step 2: Select inputs and produce traces. A trace is a description of the contents of the
variables after each execution step. It can be represented as a table which has a column for each
variable and the i-th row describes the contents of the variables after having executed i steps of the
algorithm. The traces serve as basis for building the desired program.
Let us consider the trace for the input in Figure 2. The first step of the algorithm is to initialize the
variables ca, cb, oa and ob. After the first step it holds that (ca, cb, oa, ob, l, r) = (1, 1, 0, 0, ·, ·) since
the algorithm starts with the first string in A and B and no offset (‘·’ indicates the corresponding
variable has not been assigned a value by the algorithm in the current step; l and r are undefined
so far). The next step is to determine the length for the next substring call, i.e. the number of
characters until the end of one of the two current strings is reached. In this case this is two and
thus after the second step it holds that (ca, cb, oa, ob, l, r) = (·, ·, ·, ·, 2, ·). Since the two substrings
match, i.e. substr(A[1], 0, 2) = substr(B[1], 0, 2), the algorithm increases the offset of the current
string in A and moves on to the next string in B and resets the offset. This means after the third
step it holds that (ca, cb, oa, ob, l, r) = (·, 2, 2, 0, ·, ·). In the fourth step the algorithm determines
the length for the next substring call which is two again and therefore after this step it holds that
(ca, cb, oa, ob, l, r) = (·, ·, ·, ·, 2, ·). After the fifth step it holds that (ca, cb, oa, ob, l, r) = (2, ·, 0, 2, ·, ·)
since the algorithm has moved on to the next string in A and adjusted the offset for the current
string in B. The full trace is shown in Table 1 (‘·’ is represented by an empty cell).
The set of inputs for which traces are produced should be chosen in such a way that most of the
behavior of the algorithm is exhibited (high code coverage). In this case one should choose positive
and negative inputs. An input is negative because either the length of the concatenated strings differ
or they have identical length but are different. We produce additional traces for: ([a, a, a], [aaa]),
([ba, a], [b, ab]) and ([a], [aa]). Their traces can be found in Table 3, 4, 5 respectively; they have an
additional column ‘Name’ which should be ignored at this point. Note, for the input ([a], [aa]) the
a b a b a b a b a b
a b a b a b a b a b
→ substr(A[1], 0, 2) = substr(B[1], 0, 2)
a b a b a b a b a b
a b a b a b a b a b
→ substr(A[1], 2, 2) = substr(B[2], 0, 2)
a b a b a b a b a b
a b a b a b a b a b
→ substr(A[2], 0, 1) = substr(B[2], 2, 1)
a b a b a b a b a b
a b a b a b a b a b
→ substr(A[2], 1, 1) = substr(B[3], 0, 1)
a b a b a b a b a b
a b a b a b a b a b
→ substr(A[3], 0, 2) = substr(B[3], 1, 2)
a b a b a b a b a b
a b a b a b a b a b
→ substr(A[4], 0, 2) = substr(B[4], 0, 2)
a b a b a b a b a b
a b a b a b a b a b
→ yes
Input: A = [abab, ab, ab, ab], B = [ab, aba, bab, ab]
Figure 2: Algorithm for the confidential string matching problem
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algorithm recognizes that the length of the concatenation of the strings in A differs from the one in
B and therefore immediately sets the result flag to false ‘⊥’.
Step 3: Generalize the literals in the traces. In the following we refer to the trace in
Table 1. Let us write x(i) to denote the value of variable x after the i-th execution step of the
algorithm and let (x, i) denote the corresponding cell in the table. The goal of this step is to express
the values in the i-th row of the table in terms of the values in row i− 1. The literals in the trace
are instantiations of abstract quantities. For example, for i = 2 the value l(i) = 2 represents the
abstract quantity |B[1]|. This can be further generalized to |B[cb]| since cb(i− 1) = 1. We add this
information to the table by writing ‘2 := |B[cb]|’ in cell (l, 2).
To see how the values in the third row emerge consider the first step in Figure 2. After two
characters have been read the algorithm is still at the first string in A and has moved on to the next
string in B, therefore we write ‘2 := cb+ 1’ in cell (cb, 3). Since two characters have been read the
offset oa has to be increased by this value, we write ‘2 := oa+ l’ in cell (oa, 3). The offset for the
current string in B needs to be reset since nothing of it has been read yet, we write ‘0 := 0’ in cell
(ob, 3). The value l(4) represents the length of the remainder of the current string in A, i.e. A[1]
starting from offset 2; write ‘2 := |A[ca]| − oa’ in cell (l, 4). In row 5 the situation is symmetric to
row 3; instead of moving to the next string in B one moves to the next string in A. In analogy to
(l, 4) write ‘2 := |B[cb]|−ob’ in cell (l, 6). At this point one might notice that the contents of cell l(2)
can be further generalized from ‘2 := |B[cb]|’ to ‘2 := |B[cb]| − ob’, which is the same expression as
in cell (l, 6). After completing this step we arrive at Table 2. By checking whether each expression
indeed evaluates to the literal on the LHS we can immediately spot a wrong generalization. This
step is conducted for every trace.
Step 4: Identify and gather operations. Remove the literals and ‘:=’ from the generalized
traces. We call a row of expressions an operation. Observe that certain rows have the same
operation. For example, this is the case for the rows 2, 6 and 3, 7 in Table 2. Collect the different
operations from all traces in a table and name them. We call the operation (·, ·, ·, ·, |A[ca]| − oa, ·)
ALEN because it determines the length of the remaining current string in A. Analogously, we name
(·, ·, ·, ·, |B[cb]| − ob, ·) BLEN. The operation (ca+ 1, ·, 0, ob+ l, ·, ·) is called ANBS (A Next, B Stay).
The operations in row 3 and 11 are named ASBN and ANBN, respectively. See Table 6 for the list
of operations. For the other three traces the additional column ‘Name’ refers to the operation. This
is a more compact representation of a generalized trace. In general, the previous step of generalizing
traces can be interleaved with this one. For example, one can generalize the first trace, identify its
operations and then generalize the other traces by simply attaching the operation’s name to each
row. One should, however, not forget to check whether the operations match the literals.
During this step one might notice that certain operations are missing because they do not appear
in the considered traces. In that case one should find inputs which lead to traces with the missing
operations and go back to step 2. For example, in this case one might wonder whether an operation
ASBS is missing. After trying to come up with an input whose trace contains this operation one
should eventually realize that it can never occur. We recommend to prove the existence of every
operation by an actual input rather than justifying it by analogy since the latter might lead to
phantom operations, i.e. those which are never executed by the program.
Step 5: Synthesize the control flow graph. Instead of writing lines of code we build the
desired program by constructing its control flow graph G from the traces. At each node of G an
operation is executed and an edge from u to v indicates that the program might proceed with v after
u. A generalized trace corresponds to a path through G. The information that we have collected so
far can be used to partially synthesize G. More specifically, let the vertex set of G be the set of
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Figure 3: Partial control flow graph
operations and a special vertex ‘Start’ and add an edge for every two consecutive operations in the
traces. For instance, in Table 2 the operation of row 1 is INIT and the operation of row 2 is BLEN,
thus we add an edge from INIT to BLEN in G. Additionally, add an edge from ‘Start’ to every
operation that occurs in row 1 of a trace. At the vertex ‘Start’ no operation is executed; it can
be thought of as the program state where the input is passed to the program. This leads to the
graph shown in Figure 3. The states YES and NO are marked to indicate that they are terminating
states, i.e whenever the program reaches one of these states it has properly terminated. The edges
(INIT,ALEN), (BLEN,NO), (Start,NO) are from Tables 3, 4, 5, respectively.
Step 6: Complete the control flow graph. The objective of this step is to identify missing
edges in the control flow graph and find inputs whose traces witness these missing edges. Let us start
by considering the node Start. Should there be an edge from Start to YES? If we allow the input
which consists of two empty arrays then there should be such an edge because we could immediately
check whether the input arrays are empty, and if so, conclude that they match. However, we shall
disallow empty arrays as input and therefore there is no such edge. If the program does not continue
with NO after Start this implies that the concatenation of the strings in both arrays have the same
length. Consequently, at least one substring check has to be performed and before that we have to
initialize the variables. Therefore Start only goes to NO and INIT.
There is no edge from INIT to YES or NO because at least one substring check has to be
performed after this program state. There is no edge from INIT to ANBS, ANBN or ASBN because
these operations are performed after a substring check which requires determining l first. Since YES
and NO are terminating states they have no outgoing edges.
Next, let us consider ALEN and BLEN. There is an edge missing from ALEN to NO, which is
witnessed by the input ([a], [b]) (we make the arbitrary choice that ALEN is executed whenever
the remaining current strings in A and B are of equal length). There is no edge from ALEN to
ASBN because after ALEN the rest of the current string in A is read which implies that one has
to move to the next string in A. There is no edge from BLEN to YES because the substring call
after BLEN cannot be the last one. This holds because if BLEN is visited than the length of the
remaining current string in B is strictly shorter than the length of the one in A. This means there
is still a part of the current string in A to be checked. There is no edge from BLEN to ANBS for
the same reason that there is no edge from ALEN to ASBN. Additionally, there is also no edge
from BLEN to ANBN due to the arbitrary choice that we made above.
Lastly, we consider ANBS, ANBN and ASBN. The program should only terminate right after
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ALEN or BLEN and INIT is never visited a second time. Thus there can only be edges from
these three nodes to ALEN or BLEN. All these six edges should be present which means the
edges (ANBN,BLEN) and (ASBN,BLEN) are missing. These two edges are witnessed by the input
([a, aaa], [a, a, a, a]).
Step 7: Add edge predicates to the control flow graph. In this step the edges of the
control flow graph are labeled with boolean expressions which specify what path the program takes
through the control flow graph during execution.
As previously stated the program goes from Start to NO if the concatenated strings of A and B
have different lengths. Let EQLEN denote the predicate which is true iff the concatenated strings
are of equal length, i.e.
∑|A|
i=1 |A[i]| =
∑|B|
i=1 |B[i]|. This means we label the edge (Start, NO) with
‘¬EQLEN’. After labeling an edge with a predicate we have to verify that it is consistent with
the traces. In this case it has to hold that one goes from Start to NO in a trace iff the predicate
‘¬EQLEN’ is satisfied, which is the case. Remember that we omitted columns for the input variables
A,B in the traces to save space since they are not changed by the program. However, in general all
variables should appear in the traces. The program state Start can be thought of as a 0-th row in
the traces where the input variables are set. The predicate EQLEN is interpreted w.r.t. this 0-th
row. Also, we label (Start, INIT) with ‘EQLEN’.
The program goes from INIT to ALEN if the length of the remaining current string in A is not
larger than the one in B, i.e. |A[ca]| − oa ≤ |B[cb]| − ob. Let ALEQ denote this predicate. We label
(INIT,ALEN) with ‘ALEQ’ and (INIT,BLEN) with ‘¬ALEQ’. Again, we have to verify that the
newly added edge predicates are consistent with the traces. In Table 2 one goes from INIT (row
1) to BLEN (row 2). It holds that ALEQ is false (|A[ca(1)]| − oa(1) = 4 6≤ 2 = |B[cb(1)]| − ob(1)).
In Table 3 one goes from INIT to ALEN. In that case ALEQ is true because |A[ca(1)]| − oa(1) =
1 ≤ 3 = |B[cb(1)]| − ob(1). Similarly, in Table 4 one goes from INIT to BLEN and ALEQ is false.
Therefore the newly added predicates are consistent with all traces.
For X ∈ {ANBS, ANBN, ASBN} label (X,ALEN) with ‘ALEQ’ and (X,BLEN) with ‘¬ALEQ’.
It holds that INIT, ANBS, ANBN and ASBN go to ALEN if ALEQ holds and to BLEN otherwise.
Since these four program states behave identically in the sense that they have the same set of outgoing
edges with the same edge predicates, the control flow can be simplified as follows. We restructure
the control flow graph by adding a new node called NOOP (no operation) which has incoming edges
from INIT, ANBS, ANBN and ASBN and outgoing edges to ALEN and BLEN. The program does
not modify any variable at this program state and thus we can assume that it does not add a row to
the traces. We label (X,NOOP) with ‘>’ (constant true) for X ∈ {INIT, ANBS, ANBN, ASBN},
(NOOP,ALEN) with ‘ALEQ’ and (NOOP,BLEN) with ‘¬ALEQ’. Consistency is maintained after
these modifications.
It remains to specify the edge predicates for the outgoing edges of ALEN and BLEN. Let us start
with BLEN which either goes to NO or ASBN. The only reason the program should go to NO if
the concatenated strings have equal length is if one of the substring checks fails. Let SS be true if
the substring check succeeds, i.e. substr(A[ca], oa, l) = substr(B[cb], ob, l). Label (BLEN,NO) with
‘¬SS’ and (BLEN,ASBN) with ‘SS’. Let us consider ALEN. For the same reason as before we can
label (ALEN,NO) with ‘¬SS’. The program should go to YES if every substring check succeeded. In
particular, the program should go from ALEN to YES if the next substring check succeeds and it is
the final one. Let FC (final call) be the predicate which denotes that the next substring check is the
last one. Label (ALEN,YES) with ‘SS ∧ FC’. Whether one goes from ALEN to ANBS or ANBN
depends on whether the end of the current string in B has been reached. Label (ALEN,ANBS) with
‘¬EOB ∧ SS ∧ ¬FC’ and (ALEN,ANBN) with ‘EOB ∧ SS ∧ ¬FC’ where EOB is the predicate
which expresses that the end of the current string in B has been reached. Notice, that the part
‘∧¬FC’ for the edge predicate of (ALEN,ANBS) can be omitted since ¬EOB implies that the next
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Figure 4: Complete control flow graph with edge predicates
substring call cannot be the final one (¬FC). The definition of all predicates is given in Table 7.
The final control flow graph with edge predicates is shown in Figure 4. Together with the
definitions of the operations and predicates this is a complete program specification.
Further remarks. Notice that the variable l is functionally dependent on the remaining
variables. More specifically, l = min(|A[ca]| − oa, |B[cb]| − ob) holds whenever it is used. This can
be used to merge the operations ALEN and BLEN since the previous expression generalizes both
operations. Alternatively, one can also completely omit the variable l and the operations where
it is computed. In that case its computation is delegated to the edge predicates and the number
of program states can be reduced. Demanding that there is no functional dependency among the
variables might be a useful convention as it leads to more canonical programs, which facilitates
comprehending someone else’s code (this is reminiscent of normal forms in database theory).
For a given program state, the disjunction of the predicates of its ingoing edges can be seen as
precondition. Similarly, the conjunction of the predicates of its outgoing edges are a postcondition.
Observe that when going from ALEN to ANBS it is logically implied that FC does not hold because
FC requires EOB to hold. Therefore adding ‘∧ ¬FC’ to this predicate does not affect the program
semantics. However, it increases readability in the sense that it is immediately clear that the
program continues with either ANBS or ANBN after ALEN solely depending on EOB iff SS ∧ ¬FC
holds without having to know the underlying logical dependencies of the atomic predicates. The
additional conjunct ¬FC can be seen as assertion.
3.2 Lindell’s Tree Isomorphism Algorithm
In [Lin92] it is shown how to decide whether two rooted trees are isomorphic using O(log n) space
where n is the number of nodes of both trees. The algorithm has read-only access to the two input
trees S, T . It can query the root nodes and, furthermore, the parent, the lexicographically first child
and the lex. next sibling of a given node. It uses four types of variables. The first type stores a
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pointer to a node. The second type can hold a constant number of different values, i.e. an enum.
The third type holds a non-negative integer. The fourth type is a stack whose elements are one
of the previous three types. Variables of the first and second type only require O(log n) space
by definition. For variables of the other two types we argue later on why they do not exceed the
logarithmic space bound. Since the algorithm always pushes and pops from all stacks at the same
time, we see them as a single stack whose elements are sequences of values.
In addition to the description of the algorithm in the following subsection, we recommend reading
the first two parts of the implementation (step 1 to 4) and the associated traces. This makes it
easier to comprehend how the algorithm works.
In the following we omit the qualifier rooted. Let T be a tree and let v be a node of T . We write
|T | to denote the number of nodes of T , Tv to denote the subtree of T induced by v (Tv has root
node v) and #v to denote the number of children of v.
3.2.1 Algorithm
The rough idea behind the algorithm is as follows. A binary relation ≺ on trees is defined such
that two trees S, T are isomorphic (S ∼= T ) iff neither S ≺ T nor T ≺ S holds. The relation ≺
is a strict order on the isomorphism classes of trees and it is defined recursively in terms of the
subtrees induced by the children of the root node. Assume two trees S, T are given as input. Let
cmp(s, t) be a recursive procedure where s, t are nodes of S, T (respectively) and cmp(s, t) outputs
whether Ss ≺ Tt or Tt ≺ Ss or Ss ∼= Tt. Thus, calling cmp(s, t) with s, t being the root nodes of
S, T yields the desired result. However, a naive implementation of cmp(s, t) would require too much
space since the recursion depth d is determined by the depth of the trees S and T and thus can be
linear w.r.t. the input size n (each recursive call requires to store the caller environment on a stack
and thus the stack contains at least d bits at some point). The algorithm computes cmp(s, t) in
such a way that under certain circumstances the caller environment can be restored without any
information at all and otherwise only very little information needs to be pushed on the call stack.
Before we define ≺, let us first show how a strict order on a given domain can be extended
to a strict order on multisets over the same domain. This simplifies the definition of ≺. The
multisets that we want to order have the same cardinality. For example, consider N as domain
along with its natural order <. Suppose you want to order the multisets A = {{6, 1, 3, 1, 1, 2, 3}} and
B = {{8, 1, 4, 1, 1, 2, 2}}. You can do this by converting them into sorted tuples (in ascending order)
and then comparing the tuples lexicographically. The sorted tuple of A is ~a = (1, 1, 1, 2, 3, 3, 6) and
for B it is ~b = (1, 1, 1, 2, 2, 4, 8). Then B < A because the fifth element of ~b is smaller than that of ~a.
Definition 3.1. Let S, T be two trees with root nodes s, t. Let S1, . . . , S#s and T1, . . . , T#t be the
subtrees induced by the children of s and t. The binary relations ≺1 and ≺ are defined as follows.
The relation S ≺1 T holds if:
1. |S| < |T |, or
2. |S| = |T | and #s < #t, or
3. |S| = |T |, #s = #t = r and {{|S1|, . . . , |Sr|}} < {{|T1|, . . . , |Tr|}}
The relation S ≺ T holds if:
1. S ≺1 T , or
2. S 6≺1 T , T 6≺1 S and {{S1, . . . , Sr}} ≺ {{T1, . . . , Tr}}
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The definition of ≺ given here slightly differs from the original one given by Lindell (if the third
condition is removed from ≺1 then they are equivalent) to simplify the algorithm.
Now, we can explain how the algorithm computes cmp(s, t) when given two trees S, T as input.
All variables used by the algorithm are global, i.e. they can be accessed from anywhere during
execution. The procedure cmp is implemented without any parameters using two global variables
s, t instead. Calling cmp(u, v) corresponds to setting s to u and t to v and then calling cmp; since
no local variables are used this can be realized with gotos and a pointer to remember where the call
came from.
Recursion termination (non-recursive checks). Suppose s, t are set and cmp is called for
the last time, i.e. the tree of recursive calls has reached a leaf and thus the recursion starts to return.
We have to determine whether Ss ≺ Tt (‘≺’) or Tt ≺ Ss (‘’) or Ss ∼= Tt (‘∼=’), store the result
in a variable res and return. Let cmp1 be a procedure which outputs whether Ss ≺1 Tt (‘≺1’) or
Tt ≺1 Ss (‘1’) or neither (‘∼=1’) . Execute cmp1. Suppose cmp1 returns ‘≺1’. This implies Ss ≺ Tt.
Therefore we can set res to ‘≺’ and return to the caller or terminate if there exists no caller. If s, t
are the root nodes of S, T then the computation of the recursive procedure cmp is finished and S
and T are non-isomorphic. Assume s, t are not the root nodes of S, T . Let s0, t0 be the parent nodes
of s, t. The call to the current cmp came from the parent nodes since only parents are interested
in comparing their children. Therefore we set s to s0 and t to t0 and return. The case ‘1’ can
be handled analogously. Assume cmp1 returns ‘∼=1’. From the definition of ≺ it follows that the
children of s, t have to be compared w.r.t. ≺. This implies that further recursive calls have to be
made. Since we are at a leaf in the tree of recursive calls this cannot be the case.
In order to compute cmp1 we have to compute ≺1. This reduces to solving the following three
problems in logspace. Let T be a tree and let v be a node of T . Problem 1 is to compute the
size of the induced subtree |Tv|. Problem 2 is to count the number of children of v. Problem 3
is to compare two multisets A,B over N with the same cardinality. The latter two problems are
straightforward to solve. The first problem can be solved via a depth-first traversal through the tree
starting from v and counting the nodes during this process (see [Lin92]). For the sake of brevity we
assume that programs which solve these three problems and a program which computes cmp1 have
been already implemented and can be used by our implementation.
Equicardinality blocks. Let T be a tree and let v be a node of T . We call a non-empty,
inclusion-maximal subset B = {v1, . . . , vl} of children of v a block if the size of the induced subtree
of every element in B has the same size k, i.e. |Tv1 | = · · · = |Tvl | = k. We say B has block size k
and cardinality l. As k uniquely determines B we also write B(k) to refer to B. For example, let T
be a tree with a node v which has children v1, . . . , v6 with
(|T1|, . . . , |T6|) = (2, 5, 2, 4, 4, 2)
where T1, . . . , T6 denote the subtrees induced by the children of v. Then v has blocks B(2), B(4), B(5)
with respective cardinalities 3, 2, 1. We call
(
2 4 5
3 2 1
)
the block signature of s; this is just a different
representation of the multiset {{|T1|, . . . , |T6|}}. Notice that the third condition in the definition of
≺1 requires us to compare the block signatures of the root nodes. Therefore if we reach the recursive
part of the algorithm, we know that the two nodes s, t under consideration have the same block
signature. Suppose that both have the block signature
( k1 ... kj
l1 ... lj
)
for some j ≥ 1. In the recursive
part of the algorithm we iterate from i = 1 to j and compare the children in block B(ki) of s with
the children in block B(ki) of t. We add a subscript to denote from what tree a block is. We say
two blocks BS , BT match if there exists a bijection pi : BS → BT such that Sv ∼= Tpi(v) holds for all
v ∈ BS . The subtrees induced by s and t are isomorphic iff all of their blocks match.
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Figure 5: Example trees (l = 1)
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Figure 6: Example trees (l > 1); A ≺ B ≺ C and |A| = |B| = |C| = x
Memoryless recursion (l = 1). Consider the two isomorphic trees S, T shown in Figure 5.
When cmp(1′, 1′′) is called the algorithm first computes cmp1(1′, 1′′) to check whether S1′ ≺1 T1′′ or
T1′′ ≺1 S1′ holds. Neither holds because both trees have the same size and the root nodes have the
same block signature
(
2 3 4
1 1 1
)
. Therefore the algorithm proceeds with the recursive part where each
pair of blocks is compared. First, it checks whether the blocks BS(2), BT (2) match. They match iff
S2′ ∼= T4′′ . Therefore a recursive call cmp(2′, 4′′) is made. In our example this call returns ‘∼=’ and
the algorithm can proceed with the comparison of the blocks BS(3), BT (3). The environment before
the recursive call consists of (s, t, k) = (1′, 1′′, 2) where k is the current block size under consideration.
Observe that this information can be restored after returning from the call cmp(2′, 4′′) without
remembering anything. It is clear that the call was issued from the parent nodes of 2′, 4′′ and the
block size must have been |S2′ |. After comparing the blocks with size 3 and the the ones with size
4, the algorithm concludes that the trees are isomorphic since no mismatch was found.
Suppose that the blocks BS(2), BT (2) do not match, e.g. S2′ ≺ T4′′ . Then after returning from
the call cmp(2′, 4′′) with the result ‘≺’, the algorithm immediately concludes that S1′ ≺ T1′′ holds
without comparing the remaining blocks. This is correct due to the lexicographic nature of ≺.
Recursion with order profiles / cross comparison (l > 1). It remains to explain how the
algorithm deals with blocks that have cardinality greater than 1. Consider the trees S, T shown in
Figure 6. Assume that the subtrees A,B,C have the same size x = |A| = |B| = |C| and A ≺ B ≺ C.
Thus, both root nodes have only one block B(x) with cardinality l = 5. We call A the isomorphism
type of 1′, 4′, 4′′, 5′′, B the isomorphism type of 2′, 2′′ and so on. The blocks BS(x), BT (x) match iff
their multisets of isomorphism types coincides, which is the case in this example.
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Let v be a node in BS(x). The order profile of v is (gtv, eqv) where gtv (eqv) is the number of
nodes w in BT (x) such that Tw ≺ Sv (Tw ∼= Sv). For example, the nodes 1′, 4′, 4′′, 5′′ have order
profile (0, 2), the nodes 2′, 2′′ have order profile (2, 1) and the remaining nodes have order profile
(3, 2). The order profile of a node only depends on its isomorphism type. In order to compute the
order profile of a node from S we only have to compare it to nodes from T and vice versa.
To check whether the two blocks match, we proceed as follows. First, we compute the order
profile of each node in BS(x) until a node v is found such that gtv = 0. The node v = 1
′ is the first
such node. Then we try to find a node w in BT (x) such that gtw = 0. The node w = 4
′′ is the first
such node. Since gtv = 0 it follows that there is no isomorphism type in BT (x) that is smaller than
that of v. An analogous statement holds for w. Therefore we can conclude that v and w have the
same isomorphism type. Since eqv = 2 = eqw it follows that the isomorphism type A occurs twice
in both blocks. If either such a node v or w would not exist or eqv 6= eqw then we could conclude
that the two blocks do not match. For example, if eqw < eqv or no node v with gtv = 0 exists then
Tt ≺ Ss.
Since both blocks have two nodes with the smallest isomorphism type, we can now check whether
both blocks also have the same number of the next smallest isomorphism type B. To do this,
compute the order profile of each node in BS(x) until a node v is found such that gtv = 2. The
node v = 2′ is the first such node. Next, compute the order profile of every node in BT (x) until a
node w is found such that gtw = 2. The node w = 2
′′ is the first such node. Since eqv = 1 = eqw it
follows that the isomorphism type B occurs once in both blocks. Next, we have to look for nodes v
and w such that gtv, gtw = x where x = 2 + 1; this is the sum of the previous order profile. We
continue with this comparison until the sum of the previous order profile equals l. In this example,
this holds after the last isomorphism type C for which the order profile is (3, 2) since 3 + 2 = l.
It remains to explain how to restore the caller environment after a recursive call. The environment
consists of (s, t, k) = (0′, 0′′, x), the node under consideration in each block (s′,t′), whether we are
looking for a node in the block of S or T (f like flag), the two (incomplete) order profiles computed
so far (sgt, seq, tgt, teq) and an offset for the sum of the previous order profile (h). Suppose we
return from a recursive call cmp(u, v). Then the values of s, t, k can be restored just as in the
memoryless case, i.e. s, t are the parents of u, v and k = |Su|. The values of s′, t′ are u, v. Notice
that the values of the remaining six variables range between 0 and l. Before the recursive call
cmp(u, v) is made, we push their values onto a stack. After returning, we restore their values by
popping them from the stack (just as one would implement a normal recursion).
Let us briefly sketch why the size of the stack does not exceed the logarithmic space bound.
Suppose you have two trees S, T with n nodes and you currently consider the block B(k1) which
has cardinality l1. Clearly, it holds that k1l1 ≤ n and therefore l1 ≤ n/k1. Next, you consider the
block B(k2) with cardinality l2 within B(k1). It holds that k2l2 ≤ k1 and thus l2 ≤ k1/k2. After
further recursive calls, you consider the block B(kr) within B(kr−1) with cardinality lr. It holds
that lr ≤ kr−1/kr. It follows that l1l2 . . . lr ≤ n. At this point, the contents of the stack can be
represented using cΣri=1 log li bits for some constant c ∈ N. It holds that this is in O(log n) because
Σri=1 log li = log(l1l2 . . . lr) and l1l2 . . . lr ≤ n.
3.2.2 Implementation
Step 1: Determine the variables used by the algorithm. The algorithm has two input
variables S, T which contain the trees that we want to compare. Since these variables are never
modified by the algorithm, they can be omitted in the traces. Moreover, the algorithm uses the
variables s, t to remember the current nodes whose induced subtrees are being compared, k for the
current block size under consideration and res to pass the result of a comparison to the caller. At
certain points the algorithm also needs to know the cardinality l of the current block B(k). Since
the value of l is functionally dependent on k and s, i.e. l is the number of children v of s such that
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|Sv| = k, we do not use a variable for l. If both trees have no block with cardinality l > 1 then
these are the only variables used by the algorithm. Otherwise, the variables s′, t′ are used to store
the current nodes that are being compared in the cross comparison, sgt, seq, tgt, teq contain the
(partial) order profiles, h contains the sum of the previous order profile, f is a flag that indicates
whether we look for a node in S or T and stk is a stack that stores the values of the previous six
variables during recursion.
Step 2, 3 & 4: Select inputs, produce traces and identify operations. Consider the
trace for S1, T1 in Table 8. We refer to S1 and T1 as S and T in this paragraph,. Since the isomorphic
trees S, T have no block with cardinality l > 1 it suffices to consider the variables s, t, k, res. In row
1 we initialize s and t with the root nodes of S and T and set k to 0. We use the operation NB (next
block) to iterate over the block sizes. It computes the smallest block size of s in S larger than k. By
setting k to 0 and calling NB we obtain the first (smallest) block size. Since the block signatures of
the root nodes match, we have to compare their blocks and thus continue with the operation NB in
row 2. Since B(2) has cardinality 1, it follows that we can compare the unique children in B(2) by
setting s and t appropriately. The operation GC (get child) sets s, t to the lexicographically first
child in B(k) and sets k to 0 to restart the block iteration. In row 5 we compare the nodes 3 and
14. Since the nodes 3 and 14 have no children (and therefore no block size larger than 0) it follows
that all blocks match and we can set res to ∼= in row 6. The operation RET is used to return from
a memoryless recursion, which is the case whenever the cardinality of the block which contains
s is 1. It sets s and t to the parent nodes of the current nodes and k to |Ss| (the previous block
size). In row 7 we return from the recursive call where 3 and 14 were compared. In row 8 we would
continue with the next block size. But since 2 has no block size larger than 1 it follows that we
have compared all blocks and found no mismatch. Therefore we can conclude that S2 and T13 are
isomorphic in row 8. In row 9 we return and in row 10 we continue with the next block size 4. In
row 29 we conclude that the subtrees S8 and T6 are isomorphic and in row 30 we return to their
parents. Since there is no more block left to compare we conclude in row 31 that S1 and T1 are
isomorphic. The program terminates after row 31 since s and t are the root nodes.
Consider the trace for S2, T2 in Table 9. We refer to S2 and T2 as S and T . In row 3 we start
comparing the subtrees S2 and T2. Since T2 has less children than S2 (this means their block
signatures differ) we can conclude that S2  T2 in row 4. After returning to their parents in row 5,
we can immediately conclude that S1  T1 in row 6 because the blocks B(3) did not match.
Consider the trace for S3, T3 in Table 10. We refer to S3 and T3 as S and T . The labeled triangles
represent the isomorphism types of the induced subtrees. For example, S2 has isomorphism type
A and T2 has isomorphism type C and |S2| = |T2| = x. The isomorphism type of S4 and T4 is B.
In row 1 s, t, k are initialized as in the previous two traces. Additionally, stk is initialized with
the empty stack. In row 2 we get the the smallest block size of node 0 in S which is x+ 1. Since
B(x+ 1) has cardinality 5 we have to execute the cross comparison part of the algorithm. During
the cross comparison the value of h is increased until either h = l (meaning all blocks match) or a
mismatch is found. In the following, we describe the operations used for the cross comparison.
The operation SETH sets h to 0. It is called whenever a cross comparison begins. It occurs in
row 3 (c.c. of the nodes 0 and 0) and 72 (c.c. of the nodes 4 and 4). The operation INCH increases
h by seq. It is called whenever two nodes with prescribed order profile h = sgt = tgt and seq = teq
have been found. For example, in row 129 the nodes 1 of S and 11 of T with order profile (0, 2)
have been found and h is increased by 2. Other than that, it occurs in the rows 101, 146 and 163.
The operation FINDS sets s′ and t′ to the lexicographically minimal children of the current
block, it initializes the order profile variables with 0 and sets f to S to indicate that a node in S is
being searched. It is called whenever we start looking for a node in S with a certain order profile
(this means right after the value of h is updated). The operation FINDT also sets s′ and t′ to the
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lexicographically minimal children of the current block and f to T . It is called after a node in S
with the prescribed order profile has been found. The operation FINDS occurs in rows 4, 73, 130
and 147. The operation FINDT occurs in rows 37, 91, 138 and 159.
The operation NXTS sets t′ to the lexicographically next larger node in the current block. It is
used during the computation of the order profile of s′. For example, in row 22 t is set to 9 because
this is the next larger node after 3 in B(x+ 1) of T . The operation NXTT is defined analogously.
The operation NCS (next candidate S) sets s′ to the lexicographically next larger node in the
current block and resets t′ to the lexicographically minimal child. It also resets seq and sgt to 0. It
is called whenever the order profile of the previous node in s′ did not match the prescribed order
profile. It occurs in rows 134, 151 and 155. The operation NCT is defined analogously. It occurs in
rows 62, 121, 125 and 142.
The operation PUSH sets s to s′, t to t′, k to 0 and pushes the values of h, sgt, seq, tgt, teq, f
onto stk. It can be seen as a recursive call to cmp during a cross comparison. The operation RET2
occurs when such a recursive call returns. It restores the caller environment and updates the order
profile of s′ or t′ (depending on the restored value of f) accordingly. It sets s, t to the parents of
s, t (the old values), s′, t′ to s, t, k to |Ss| and restores the values of h, sgt, . . . , f by popping the
from stk. If the restored value of f is S and res equals ∼= then seq is incremented by one. If res
equals  then sgt is incremented by one. If the restored value of f is T then teq or tgt (or neither)
is incremented depending on res. For example, in row 12 the node 1 of S has been compared with
1 of T . Since S1 ≺ T1 neither seq nor sgt is incremented. In row 31 seq is incremented because
S1 ∼= T11.
The following is a high-level overview of what happens in the trace in Table 10. In row 4 the
computation of the order profile of node 1 of S begins. In rows 5, 14, 23, 28 and 33 it is compared
with the nodes 1, 3, 9, 11 and 13 of T . In row 36 its order profile is complete. Since sgt = h the
program continues with searching a node in T in row 37. It tries node 1 of T as first candidate. In
row 61 its order profile (3, 2) is complete. Since tgt = 3 6= 0 = h, the program tries node 3 of T
as next candidate in row 62. In rows 63, 68, 107, 112 and 117 it is compared with the nodes of S.
In row 120 its order profile (2, 1) is complete. Since tgt = 2 6= 0 = h the program tries node 9 as
next candidate for T . In row 124 its order profile (3, 2) is complete. The program tries node 11 as
next candidate for T in row 125. In row 128 its order profile is complete and since tgt = 0 = h and
seq = teq the offset h is increased by 2 in row 129. In row 130 the program starts searching for
nodes in S and T with sgt = tgt = 2. In row 137 and 145 it finds the nodes 3 and 3 with matching
order profile (2, 1). In row 147 it starts searching for nodes with sgt = tgt = 3. In row 158 and
162 it finds the nodes 9 and 1 with matching order profile (3, 2). Since h equals the cardinality
of B(x + 1) after row 163 it follows that the blocks B(x + 1) of S and T match. Therefore the
program concludes that S1 ∼= T1 in row 164. During the cross comparison of the nodes 1 and 1 a
cross comparison of the nodes 4 and 4 begins in row 72 and ends in row 102 where the program
concludes that S4 ∼= T4.
Step 5 & 6: Synthesize and complete the control flow graph. The edges induced by
the three traces are described in Table 11. An entry t:r in a cell means that the r-th row in Table t
witnesses the respective edge. A star ‘?’ indicates an edge which is not backed up by any of the
traces.
There is an edge from GC and RET to ≺ for the same reason that there are such edges to . The
trace for the input S = T2, T = S2 witnesses these edges. There is an edge from INIT to ∼=, ≺ and
. The edge to ∼= is witnessed by the input where S, T are both the single node tree. In this case
the non-recursive check after initialization succeeds and there is no next block to check. Therefore
the program can conclude that the trees are isomorphic. The edge to ≺ is witnessed by the input
where S is the single node tree and T is the tree with two nodes. In this case the non-recursive
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check returns ≺1. The edge to  is witnessed by swapping S and T . An edge from PUSH to ∼= is
witnessed by the input where S and T are the 3-node tree where the root node has two children.
The following tree witnesses the edges from PUSH to ≺ and : ( ((())) (()()) ).
Notice that INIT, GC and PUSH share the same set of outgoing edges. From a high-level
perspective, after the execution of INIT, GC or PUSH a recursive call to cmp is made since all of
them assign new values to s and t and set k to 0. For a clearer version of the control flow graph
we introduce an additional program state CMP which is a noop and has INIT, GC and PUSH as
in-neighbors. This leads to the control flow shown in Figure 8. The nodes for ∼=,≺, and RET,
RET2 occur multiple times for better readability.
Step 7: Add edge predicates. All program states with a single outgoing edge have the edge
predicate >. Namely, these are START, INIT, RET, GC, PUSH and SETH, FINDS, FINDT, NXTS,
NXTT, NCS, NCT.
The edge from CMP to ≺ () is taken iff cmp1(s, t) = ‘≺1’ (‘1’). The edge from CMP to NB is
taken iff cmp1(s, t) = ‘∼=1’ and s has a block larger than k. Otherwise, the edge from CMP to ∼= is
taken.
The edge from RET to ≺ () is taken iff res = ‘≺’ (‘’). The edge from RET to NB is taken iff
res = ‘∼=’ and s has a block larger than k. Otherwise, the edge to ∼= is taken.
After the execution of NB the next block size k for comparison has been computed. If the
cardinality l of B(k) is 1 then continue with GC. Otherwise, continue with SETH.
Whether to go from ∼=,≺, to RET, RET2 or terminate depends on the cardinality of the block
that is currently being compared and whether s, t are the root nodes. If s, t are the root nodes then
terminate. Suppose this is not the case. Then, continue with RET iff the cardinality of B(|Ss|)
w.r.t. the parent node of s is 1. Otherwise, continue with RET2.
The edge from INCH to FINDS is taken iff h is smaller than the cardinality l of the current block.
Otherwise, it holds that h = l and one continues with ∼=.
When trying to write down the edge predicates for the outgoing edges of RET2 by thinking about
each one separately, it becomes apparent that this is a rather tedious and possibly redundant task.
A natural alternative is to write a binary decision tree which determines what program state to
visit next. Such a diagram implicitly describes the edge predicates of all outgoing edges of a given
program state. A diagram for RET2 is shown in Figure 7. A dashed edge (left subtree) indicates
that the predicate of the parent node does not hold. At the root node, the predicate f = S describes
whether the program is currently trying to find a node in S (right subtree) or one in T (left subtree).
Let us consider the right subtree of the root node first. The predicate ‘t′ is last’ means that t′ is the
lexicographically last node in its block. If this does not hold then the order profile of s′ is still being
computed and we have to continue with the next node for t′ (NXTS). Otherwise, the order profile
of s′ is complete and we can check whether h = sgt. If this is the case then s′ is the node that we
were looking for and we can continue with searching for its pendant in T (FINDT). If h 6= sgt then
we should consider the lexicographically next sibling of s′ as candidate (NCS). However, this is only
possible if such a next sibling exists, i.e. the predicate ‘s′ is last’ must be false. Otherwise, it holds
that there is no node v in the current block of S with gtv = h. It follows that Tt ≺ Ss (). Now,
suppose f 6= S, i.e. we are looking for a node in T . If s′ is not the lexicographically last node in
its block then the computation of the order profile of t′ must continue (NXTT). Otherwise, the
order profile of t′ is complete. If h 6= tgt then t′ is not the desired node and we have to consider
the next candidate (NCT). Analogously, this is only possible if t′ is not the last node in its block.
Otherwise, it follows that Ss ≺ Tt (≺). If h = tgt then we have to compare whether seq = teq to
check whether the isomorphism type of s′ and t′ occurs equally often in both subtrees. If this is the
case we can set h to the sum of the current order profile of either s′ or t′ since they are identical
(INCH). Otherwise, seq < teq implies Ss ≺ Tt.
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f = S
t′ is last
h = sgt
FINDTs′ is last
NCS
NXTS
s′ is last
h = tgt
seq = teq
INCHseq < teq
≺
t′ is last
≺NCT
NXTT
Figure 7: Decision tree for RET2; dashed edges indicate that the predicate does not hold
CMPINIT
START
∼=
≺

RET RET2
≺∼= 
RET
NB
GC SETH
FINDS PUSH
NXTTNXTSFINDT NCS NCT
RET2INCH
∼= ≺ 
Figure 8: Control flow graph for Lindell’s tree isomorphism algorithm
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3.3 Relation to Formal Foundation & Error Sources
A generalized trace corresponds to an extended trace in our formalism. The virtual machines
that were used as model of computations in the two examples have not been made explicit simply
because there is no need. Making a model of computation explicit beforehand is only relevant when
operations and edge predicates should be automatically inferred from the traces; in our case this
information is supplied manually. However, for the sake of completeness let us outline the virtual
machines’ parameters. The set of variables is determined by the algorithm. For example, in the
case of the confidential string matching algorithm the variables V of the virtual machine are A,B
(arrays of strings), ca, cb, oa, ob, l (integers) and r (boolean). The set of functions F can be defined
as the set of functions that can be written as composition of c functions from a predefined set of
available functions, where c is a sufficiently large constant. In practice, the set of available functions
consists of built-in functions provided by the programming language and functions to which we
want to reduce the problem at hand. For example, the function cmp1 from the tree isomorphism
example is of the latter kind. Notice that the space of operations and predicates of the virtual
machines can be very large thus making automatic synthesis difficult.
Recall that finding a program with k program states for a set of extended traces T is equivalent
to finding a restricted k-coloring for the graph G(T ); see Definition 2.17 and Theorem 2.18. A
vertex of G(T ) corresponds to a row of an extended trace. A simple observation is that two vertices
of G(T ) must receive different colors if they are associated with different operations. The synthesis
procedure of our method is based on the heuristic that the converse is also true: two vertices receive
the same color iff they are associated with the same operation. This heuristic yields a correct
coloring if every operation occurs at most once in the program, i.e. there are no two program states
with the same operation. It is not difficult to come up with instances where this assumption is
violated. For example, it is impossible to synthesize the CM(2)-program in Figure 1 (or an equivalent
program) with this procedure. However, our method is only intended to work with virtual machines
as underlying model of computation.
Nonetheless, it is possible that one wants to implement an algorithm where this heuristic fails.
For example, suppose you want to implement an algorithm which increases a counter i← i+ 1 in
two different situations A and B. This means in a program which implements this algorithm there
should be two distinct program states which both are associated with the operation i← i+ 1. An
additional variable s can be introduced and for every row in a trace with the operation i← i+ 1
one has to add either the assignment s← A or s← B. The variable s is essentially used to name
program states in certain cases where the operation itself is not sufficient to distinguish between
program states. In a sense, our synthesis procedure can be seen as a default coloring of G(T ) which
can be refined using s. An advantage of this approach is that G(T ) never has to be explicitly
constructed; on the other hand, this implies that the programmer must be able to intuitively sense
when the heuristic fails. Due to the parallel assignments the space of operations is rather rich and if
one additionally refrains from reusing a variable for different purposes then the fraction of cases
where this heuristic fails seems negligible.
An alternative is to explicitly construct G(T ) and specify a restricted coloring. A serious problem
is that G(T ) can be quite large; it has a vertex for each row in every trace. In the tree isomorphism
example this would be roughly 200 vertices. Another issue is that it is not clear how to interpret the
indistinguishability relation ∼ because the predicates are not known beforehand. To resolve this, the
set of predicates used by the algorithm can be determined before the control flow is known. Thus, a
variant of the method presented here would be to find the set of predicates after the traces have
been generalized and label each row in every trace with the subset of predicates that are inspected
at this point. This is the information used in [BK76] to automatically synthesize a program.
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Error sources. Suppose you have written a program P which is incorrect, i.e. for a certain
input x it yields a wrong output. The first step is to determine whether the underlying algorithm is
correct. This can be done by writing a trace for the critical input x. If the trace yields a wrong
output then this implies that the algorithm is incorrect and must be revisited. Otherwise, it must
be the case that P does not correctly implement the algorithm. Execute P on x and see where
the trace produced by P diverges from the manually written one. Suppose that the two traces
first differ after i execution steps where i ≥ 1; let u and v be the program states after i− 1 and i
execution steps of P . This discrepancy must be due to one of the following reasons:
1. wrong operation: the operation associated with v is wrong, i.e. despite being consistent with
the traces used to build the program it is an incorrect generalization and the trace for x shows
where it fails
2. wrong successor program state: P should not have visited v but a different program state;
this means the edge predicate from u to v holds when it should not. This can be caused by
two wrongly merged program states (same operation but distinct program states) or an edge
predicate which holds when it should not
3. premature termination: P has already terminated after i− 1 steps. This implies that either
the control flow graph is lacking an edge (and possibly a program state) or an edge predicate
did not hold when it should
While syntax errors are only a minor nuisance nowadays due to on-the-fly syntax checking,
semantic errors (a piece of code does not what the programmer intends it to do) still cause bugs
which are tiresome to identify. The most systematic way of finding such bugs is to execute a program
step by step and identify at what line of code (program state) the computed values diverge from
the expected ones. Our method requires the programmer to write this set of expected values (the
traces) beforehand and uses this information during the construction of the program to decrease
the likelihood of semantic errors by immediately evaluating operations and edge predicates and
verifying them against the traces.
4 Conclusion
The programming method presented here has multiple advantages over ad hoc programming. Most
importantly, it provides increased confidence in the correctness of the constructed program at the
cost of writing traces.
The traces can not only serve as a form of correctness proof but also as means of documentation.
For example, in the case of the confidential string matching problem one could write a program
which converts the contents of the variables into a graphic similar to Figure 2. To comprehend the
program one could just watch an animated version of the traces. One can also query for justification
of certain program parts. For example, why is there a certain edge in the control flow graph? The
answer would be two consecutive rows in a trace which cause this edge (or multiple such results).
Similarly, for an operation the set of examples which it generalizes can be provided. Conversely,
parts of the program which are not backed up by traces can be marked and the programmer can
provide a comment as justification.
Producing correct programs is more likely due to the fact that the programmer is not overwhelmed
with a myriad of details at once—as is common in the unstructured ad hoc approach—but can
separately deal with each component of the program one step at a time. Additionally, the mean
time between introducing and spotting an error is reduced since every newly introduced part of
the program is immediately verified against the traces. This facilitates debugging and spares the
programmer tracking down error sources, which can be very time-consuming.
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Another benefit of this method is that it is language-agnostic. This means it is compatible
with any high-level functional or imperative programming language. Taking this a step further,
assuming a standardized set of functions is available across different programming languages, it
is possible to construct a program using this method and automatically translate it into any of
these languages with minimal effort. Virtual machines can serve as theoretical basis for teaching
programming. In contrast to a programming language, they abstract away unnecessary features
which potentially obscure the crucial aspects of programming. Ideally, this should make it feasible to
learn programming using only pen and paper. For example, standard algorithms such as breadth-first
search could be taught by example and then the task would be to program them, thereby separating
algorithm design from programming.
Unlike more formal programming methods, our method requires no strong mathematical back-
ground. This makes it more accessible to the average programmer. We suspect that the ability to
select a set of inputs which exhibits a program’s complete behavior is related to the ability to prove
its correctness. Proving that a program P is correct w.r.t. its input/output-behavior can be reduced
to (1) finding an equivalence relation ∼ with finite index on the set of inputs with the property
“if P yields the correct output on input x then P does so for every input y with x ∼ y” and (2)
showing that P yields the correct output for a representative input of every equivalence class of
∼. The set of representative inputs should be the ones for which the traces are produced. Stated
differently, thinking about why a program is correct and for what inputs to produce traces appear
to be related tasks. Consequently, learning to select inputs in the context of our method could be
regarded as an intermediate step in learning to prove a program’s correctness.
In order to be useful for software development in practice, there needs to be software support
which takes care of the menial tasks such as verifying operations and edge predicates against the
traces and synthesizing the control flow. We recommend to visualize programs as graphs because
this seems to be the clearest and most natural form of representation. After all, a program has
no inherent linear structure. An important aspect that we have not considered here is that many
programs interact with their environment in more complex ways than just getting the input and then
returning the output at the end of the computation. Therefore a way of integrating such interaction
in this programming method without compromising its advantages needs to be developed.
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Appendix
Table 1: CSM: Trace for input from Figure 2
ca cb oa ob l r
1 1 1 0 0
2 2
3 2 2 0
4 2
5 2 0 2
6 1
7 3 1 0
8 1
9 3 0 1
10 2
11 4 4 0 0
12 2
13 >
Table 2: CSM: Generalized trace for input from Figure 2
ca cb oa ob l r
1 1 := 1 1 := 1 0 := 0 0 := 0
2 2 := |B[cb]| − ob
3 2 := cb+ 1 2 := oa+ l 0 := 0
4 2 := |A[ca]| − oa
5 2 := ca+ 1 0 := 0 2 := ob+ l
6 1 := |B[cb]| − ob
7 3 := cb+ 1 1 := oa+ l 0 := 0
8 1 := |A[ca]| − oa
9 3 := ca+ 1 0 := 0 1 := ob+ l
10 2 := |A[ca]| − oa
11 4 := ca+ 1 4 := cb+ 1 0 := 0 0 := 0
12 2 := |A[ca]| − oa
13 > := >
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Table 3: CSM: Trace for A = [a, a, a], B = [aaa]
Name ca cb oa ob l r
1 INIT 1 1 0 0
2 ALEN 1
3 ANBS 2 0 1
4 ALEN 1
5 ANBS 3 0 2
6 ALEN 1
7 YES >
Table 4: CSM: Trace for A = [ba, a], B = [b, ab]
Name ca cb oa ob l r
1 INIT 1 1 0 0
2 BLEN 1
3 ASBN 2 1 0
4 ALEN 1
5 ANBS 2 0 1
6 BLEN 1
7 NO ⊥
Table 5: CSM: Trace for A = [a], B = [aa]
Name ca cb oa ob l r
1 NO ⊥
Table 6: CSM: Operations
Name ca cb oa ob l r
INIT 1 1 0 0
ALEN |A[ca]| − oa
BLEN |B[cb]| − ob
ASBN cb+ 1 oa+ l 0
ANBS ca+ 1 0 ob+ l
ANBN ca+ 1 cb+ 1 0 0
YES >
NO ⊥
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Table 7: CSM: Predicates
Name Expression
EQLEN
∑|A|
i=1 |A[i]| =
∑|B|
i=1 |B[i]|
SS substr(A[ca], oa, l) = substr(B[cb], ob, l)
ALEQ |A[ca]| − oa ≤ |B[cb]| − ob
EOA |A[ca]| − oa = l
EOB |B[cb]| − ob = l
LASTA ca = |A|
LASTB cb = |B|
FC EOA ∧ EOB ∧ LASTA ∧ LASTB
S1
1
8
12
13
14
10
11
9
4
6
7
5
2
3
T1
1
13
14
6
129
10
11
7
8
2
53
4
S2
1
5
86
7
2
43
T2
1
5
86
7
2
3
4
S3/T3
0
1 3 9 11 13
2 4 10 12 14
A/C C/C A/A C/A5 7
6 8
D D B
A ≺ B ≺ C
|A|, |B|, |C| = x
|D| = y
Figure 9: Tree Isomorphism: Input trees for the traces
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Table 8: Tree Isomorphism: Trace for S1, T1
from Figure 9
Name s t k res
1 INIT 1 1 0
2 NB 2
3 GC 2 13 0
4 NB 1
5 GC 3 14 0
6 ∼= ∼=
7 RET 2 13 1
8 ∼= ∼=
9 RET 1 1 2
10 NB 4
11 GC 4 2 0
12 NB 1
13 GC 5 5 0
14 ∼= ∼=
15 RET 4 2 1
16 NB 2
17 GC 6 3 0
18 NB 1
19 GC 7 4 0
20 ∼= ∼=
21 RET 6 3 1
22 ∼= ∼=
23 RET 4 2 2
24 ∼= ∼=
25 RET 1 1 4
26 NB 7
27 GC 8 6 0
. . .
29 ∼= ∼=
30 RET 1 1 7
31 ∼= ∼=
Table 9: Tree Isomorphism: Trace for S2, T2
from Figure 9
Name s t k res
1 INIT 1 1 0
2 NB 3
3 GC 2 2 0
4  
5 RET 1 1 3
6  
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Table 10: Tree Isomorphism: Trace for S3, T3 from Figure 9
Name s t k res s′ t′ h sgt seq tgt teq f stk
1 INIT 0 0 0 []
2 NB x+ 1
3 SETH 0
4 FINDS 1 1 0 0 0 0 S
5 PUSH 1 1 0 [(0,0,0,0,0,S)]
6 NB x
7 GC 2 2 0
. . .
9 ≺ ≺
10 RET 1 1 x
11 ≺ ≺
12 RET2 0 0 x+ 1 1 1 0 0 0 0 0 S []
13 NXTS 1 3
14 PUSH 1 3 0 [(0,0,0,0,0,S)]
15 NB x
16 GC 2 4 0
. . .
18 ≺ ≺
19 RET 1 3 x
20 ≺ ≺
21 RET2 0 0 x+ 1 1 3 0 0 0 0 0 S []
22 NXTS 1 9
23 PUSH 1 9 0 [(0,0,0,0,0,S)]
. . .
25 ≺ ≺
26 RET2 0 0 x+ 1 1 9 0 0 0 0 0 S []
27 NXTS 1 11
28 PUSH 1 11 0 [(0,0,0,0,0,S)]
. . .
30 ∼= ∼=
31 RET2 0 0 x+ 1 1 11 0 0 1 0 0 S
32 NXTS 1 13
33 PUSH 1 13 0 [(0,0,1,0,0,S)]
. . .
35 ∼= ∼=
36 RET2 0 0 x+ 1 1 13 0 0 2 0 0 S
37 FINDT 1 1 T
38 PUSH 1 1 0 [(0,0,2,0,0,T)]
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Table 10: Tree Isomorphism: Trace for S3, T3 from Figure 9
Name s t k res s′ t′ h sgt seq tgt teq f stk
. . .
40 ≺ ≺
41 RET2 0 0 x+ 1 1 1 0 0 2 1 0 T []
42 NXTT 3 1
43 PUSH 3 1 0 [(0,0,2,1,0,T)]
. . .
45 ≺ ≺
46 RET2 0 0 x+ 1 3 1 0 0 2 2 0 T []
47 NXTT 9 1
48 PUSH 9 1 0 [(0,0,2,2,0,T)]
. . .
50 ∼= ∼=
51 RET2 0 0 x+ 1 9 1 0 0 2 2 1 T
52 NXTT 11 1
53 PUSH 11 1 0 [(0,0,2,2,1,T)]
. . .
55 ≺ ≺
56 RET2 0 0 x+ 1 11 1 0 0 2 3 1 T []
57 NXTT 13 1
58 PUSH 13 1 0 [(0,0,2,3,1,T)]
. . .
60 ∼= ∼=
61 RET2 0 0 x+ 1 13 1 0 0 2 3 2 T []
62 NCT 1 3 0 0
63 PUSH 1 3 0 [(0,0,2,0,0,T)]
. . .
65 ≺ ≺
66 RET2 0 0 x+ 1 1 3 0 0 2 1 0 T []
67 NXTT 3 3
68 PUSH 3 3 0 [(0,0,2,1,0,T)]
69 NB x
70 GC 4 4 0
71 NB y + 1
72 SETH 0
73 FINDS 5 5 0 0 0 0 S
74 PUSH 5 5 0 [. . . ,(0,0,0,0,0,S)]
75 NB y
76 GC 6 6 0
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. . .
78 ∼= ∼=
79 RET 5 5 y
80 ∼= ∼=
81 RET2 4 4 y + 1 5 5 0 0 1 0 0 S [(0,0,2,1,0,T)]
82 NXTS 5 7 [. . . ,(0,0,1,0,0,S)]
83 PUSH 5 7 0
84 NB y
85 GC 6 8 0
. . .
87 ∼= ∼=
88 RET 5 7 y
89 ∼= ∼=
90 RET2 4 4 y + 1 5 7 0 0 2 0 0 S [(0,0,2,1,0,T)]
91 FINDT 5 5 T
92 PUSH 5 5 0 [. . . ,(0,0,2,0,0,T)]
. . .
94 ∼= ∼=
95 RET2 4 4 y + 1 5 5 0 0 2 0 1 T [(0,0,2,1,0,T)]
96 NXTT 7 5
97 PUSH 7 5 0 [. . . ,(0,0,2,0,1,T)]
. . .
99 ∼= ∼=
100 RET2 4 4 y + 1 7 5 0 0 2 0 2 T [(0,0,2,1,0,T)]
101 INCH 2
102 ∼= ∼=
103 RET 3 3 x
104 ∼= ∼=
105 RET2 0 0 x+ 1 3 3 0 0 2 1 1 T []
106 NXTT 9 3
107 PUSH 9 3 0 [(0,0,2,1,1,T)]
. . .
109  
110 RET2 0 0 x+ 1 9 3 0 0 2 1 1 T []
111 NXTT 11 3
112 PUSH 11 3 0 [(0,0,2,1,1,T)]
. . .
114 ≺ ≺
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115 RET2 0 0 x+ 1 11 3 0 0 2 2 1 T []
116 NXTT 13 3
117 PUSH 13 3 0 [(0,0,2,2,1,T)]
. . .
119  
120 RET2 0 0 x+ 1 13 3 0 0 2 2 1 T []
121 NCT 1 9 0 0
122 PUSH 1 9 0 [(0,0,2,0,0,T)]
. . .
124 RET2 0 0 x+ 1 13 9 0 0 2 3 2 T []
125 NCT 1 11 0 0
126 PUSH 1 11 0 [(0,0,2,0,0,T)]
. . .
128 RET2 0 0 x+ 1 13 11 0 0 2 0 2 T []
129 INCH 2
130 FINDS 1 1 0 0 0 0 S
131 PUSH 1 1 0 [(2,0,0,0,0,S)]
. . .
133 RET2 0 0 x+ 1 1 13 2 0 2 0 0 S []
134 NCS 3 1 0 0
135 PUSH 3 1 0 [(2,0,0,0,0,S)]
. . .
137 RET2 0 0 x+ 1 3 13 2 2 1 0 0 S []
138 FINDT 1 1 T
139 PUSH 1 1 0 [(2,2,1,0,0,T)]
. . .
141 RET2 0 0 x+ 1 13 1 2 2 1 3 2 T []
142 NCT 1 3 0 0
143 PUSH 1 3 0 [(2,2,1,0,0,T)]
. . .
145 RET2 0 0 x+ 1 13 3 2 2 1 2 1 T []
146 INCH 3
147 FINDS 1 1 0 0 0 0 S
148 PUSH 1 1 0 [(3,0,0,0,0,S)]
. . .
150 RET2 0 0 x+ 1 1 13 3 0 2 0 0 S []
151 NCS 3 1 0 0
152 PUSH 3 1 0 [(3,0,0,0,0,S)]
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. . .
154 RET2 0 0 x+ 1 3 13 3 2 1 0 0 S []
155 NCS 9 1 0 0
156 PUSH 9 1 0 [(3,0,0,0,0,S)]
. . .
158 RET2 0 0 x+ 1 9 13 3 3 2 0 0 S []
159 FINDT 1 1 T
160 PUSH 1 1 0 [(3,3,2,0,0,T)]
. . .
162 RET2 0 0 x+ 1 13 1 3 3 2 3 2 T
163 INCH 5
164 ∼= ∼=
40
Table 11: Tree Isomorphism: Adjacency matrix of CFG
INIT
NB
GC
RET
∼
=
≺

PUSH
RET2
SETH
INCH
FINDS
FINDT
NXTS
NXTT
NCS
NCT
IN
IT
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?
?
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N
B
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2
10
:2
G
C
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3
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5
?
9:
3
R
E
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9
8:
7
?
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≺
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:1
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?
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