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ABSTRACT
We propose a doubly robust (DR) estimator for off-policy evaluation (OPE) from data obtained via
multi-armed bandit (MAB) algorithms. The goal of OPE is to evaluate a new policy using historical
data. Because the MAB algorithms sequentially updates the policy based on past observations, the
generated samples are not independent and identically distributed (i.i.d.). To conduct OPE from
dependent samples, we propose an OPE estimator with asymptotic normality even under the depen-
dency. In particular, we focus on a DR estimator, which consists of an inverse probability weighting
(IPW) component and an estimator of the conditionally expected outcome. The proposed adaptive
DR estimator only requires the convergence rate conditions of the nuisance estimators and the other
mild regularity conditions; that is, we do not impose a specific time-series structure and Donsker’s
condition. We investigate the effectiveness by using benchmark datasets compared to a past proposed
DR estimator with double/debiased machine learning and an adaptive version of an augmented IPW
estimator.
1 Introduction
In various applications of the multi-armed bandit (MAB) algorithms, such as ad-design selection, personalized
medicine, search engines, and recommendation systems, there is a significant interest in evaluating a new policy using
historical data obtained from past trials (Beygelzimer & Langford, 2009; Li et al., 2010; Athey & Wager, 2017). This
framework is called off-policy evaluation (OPE) (Dudík et al., 2011; Wang et al., 2017; Narita et al., 2019; Bibaut et al.,
2019; Kallus & Uehara, 2019a; Oberst & Sontag, 2019). Although existing studies often presume that the samples are
independent and identically distributed (i.i.d.), the policy is usually updated based on past observations by the MAB
problem algorithms, and the samples are not i.i.d. owing to the policy update process. In this case, the consistency
and asymptotic normality of the existing methods are not guaranteed. In particular, the asymptotic normality is critical
because it guarantees the
√
n-consistency for the sample size n and is needed for the confidence interval in hypothesis
testing to determine whether the new policy is better than the existing policy. Thus, the motivation for establishing a
novel method for performing OPE from dependent samples is strong.
Several existing studies consider OPE from dependent samples (van der Laan, 2008; Kallus & Uehara, 2019b; Hadad
et al., 2019; Kato et al., 2020a). The strategies for deriving asymptotic normality can be categorized into three ap-
proaches (Kato, 2020). In the first approach, under the assumption that the policy used in past trials uniformly con-
verges to the time-invariant policy in probability, the asymptotic normality is derived using the theories related to
martingales (van der Laan, 2008; Hadad et al., 2019; Kato et al., 2020a). In the second approach, the policy is as-
sumed to be batch updated, where although the policy is updated using past observations, the sample size under a fixed
policy is sufficient (Hahn et al., 2011). In the third approach, both the stationarity and the conditions of mixingales
(Kosorok, 2008), which requires the independence of time-separated samples, are assumed (Kallus & Uehara, 2019b).
In this paper, we focus on the first approach. As van der Laan (2008) and Kato et al. (2020a) showed, adaptive-type
IPW (AdaIPW) and augmented IPW (A2IPW) estimators has the asymptotic normality if the behavior policy uniformly
converges in probability to a time-invariant policy and an estimator of the conditional outcome also converges in
probability. However, the estimator presumes access to the true behavior policy; that is, we need the log of the
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probability of choosing an action for all periods. To overcome this drawback, we propose a doubly robust (DR) type
estimator in which we replace the true behavior policy with its estimator. Our proposed Adaptive DR (ADR) has the
asymptotic normality if the convergence rates of the nuisance estimators satisfy a standard achievable convergence
rate of nonparametric estimators.
Contributions: The main contribution of this paper is the proposition of the ADR estimator. The proposed ADR
estimator is a generalization of the AdaIPW and A2IPW estimators and enables us to conduct statistical inference in
a situation where we do not know the true behavior policy. For showing the asymptotic normality, we use a step-
wise technique proposed in Hadad et al. (2019) and Kato et al. (2020a). We also point out the technique produces
results similar to with the double/debiased technique of Chernozhukov et al. (2018), which enables us to construct a
semiparametric estimator from nuisance estimators constructed without Donsker’s condition. Thus, in addition to the
OPE studies, this paper gives a new insight into the semiparametric inference studies.
2 Problem Setting
In this section, we describe our problem setting.
2.1 Data-Generating Process
LetAt be an action inA = {1, 2, . . . ,K},Xt be a covariate observed by the decision maker when choosing an action,
andX be the space of covariate. Let us denote a random variable of a reward at period t as Yt =
∑K
a=1 1[At = a]Yt(a),
where Yt(a) : A → R is a potential outcome1. This setting is also called bandit feedback. Suppose that we have access
to a dataset DT =
{
(Xt, At, Yt)
}T
t=1
with the following data-generating process (DGP):{
(Xt, At, Yt)
}T
t=1
∼ p(x)pt(a | x)p(y | a, x), (1)
where p(x) denotes the density of the covariate Xt, pt(a | x) denotes the probability of choosing an action a condi-
tioned on a covariate x at period t, and p(y | a, x) denotes the density of a reward Yt conditioned on an action a and
covariate x. We assume that p(x) and p(y | a, x) are invariant across periods; that is, {(Xt, Yt(1), Yt(0))} is i.i.d., but
pt(a | x) can take different values across periods. Further, we allow the decision maker to change pt(a | x) based on
past observations. In this case, the samples
{
(Xt, At, Yt)
}T
t=1
are correlated over time (i.e., the samples are not i.i.d.).
Let Ωt−1 = {Xt−1, At−1, Yt−1, . . . , X1, A1, Y1} be the history with the spaceMt−1. The probability pt(a | x) is
determined by a behavior policy pit : A × X ×Mt−1 → (0, 1), which is a function of a covariate Xt, an action At,
and a history Ωt−1.
Remark 1 (Stable unit treatment value assumption). The DGP (1) also implies the stable unit treatment value as-
sumption, that is, p(y | a, x) is invariant no matter what mechanism is used to assign an action (Rubin, 1986).
Remark 2 (Unconfoundedness). Existing methods often make an assumption called unconfoundedness: the outcomes
(Yt(1), Yt(0)) and the action At are conditionally independent on Xt. In the DGP (1), this assumption is satisfied
because we choose an action based on the observed outcome.
2.2 Off-Policy Evaluation
We consider estimating the value of an evaluation policy using samples obtained under the behavior policy. Let a
function pie : A × X → R be an evaluation policy. We do not limit the evaluation policy as to a probability of
choosing an action, but also include other forms, such as average treatment effect; that is, for an action a ∈ A
and all a′ 6= a, pie(a | x) = 1 and pie(a′ | x) = 0. The goal of OPE for an evaluation policy generating an
evaluation probability pie(a | x) is to estimate the expected reward from the evaluation probability pie(a | x) defined
as R(pie) := E
[∑K
a=1 pi
e(a | x)Yt(a)
]
. To identify the policy value R(pie), we assume overlaps of the distributions
of policies and the boundedness of reward.
Assumption 1. For all a ∈ A, x ∈ X , and Ωt−1 ∈Mt−1, there exists a constant C1 such that 0 ≤ pi
e(a|x)
pit(a|x,Ωt−1) ≤ C1.
Assumption 2. There exists a constant C2 such that |Yt| ≤ C2.
For a technical reason, we also assume that an evaluation probability pie is not correlated with the behavior policy pit
(Kallus & Uehara, 2019a; Kato et al., 2020b).
1We can express the reward without using the potential reward variable. See Kato et al. (2020b).
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Notations: Let us denote E[Yt(a) | x] and Var(Yt(a) | x) as f∗(a, x) and v∗(a, x), respectively. Let fˆt(a, x) be
an estimators of f∗(a, x) constructed from Ωt. Let N (µ, var) be the normal distribution with the mean µ and the
variance var. For a random variable Z and function µ, let ‖µ(Z)‖2 =
∫ |µ(z)|2p(z)dz be the L2-norm.
3 Preliminaries
For preliminaries of OPE, we review existing OPE estimators and the theoretical benchmarks.
3.1 Existing Estimators
For estimating the policy value R(pie), existing studies proposed various estimators. One of the standard estimators
is inverse probability weighting (IPW) estimator, which are also called importance sampling (Horvitz & Thompson,
1952). The adaptive version of an IPW (AdaIPW) estimator is defined asRAdaIPW(pie) = 1T
∑T
t=1
pie(At|Xt)1[At=a]Yt
pit−1(At|Xt,Ωt−1)
(van der Laan, 2008). Using the martingale property, van der Laan (2008) showed the asymptotic normality when
pit(a | x,Ωt−1) p−→ α(a | x) for all a ∈ A and x ∈ X , where α : A × X× → R is a time-invariant probability of
choosing an action. If the model specification is correct, the direct method (DM) estimator defined as
∑K
a=1 pi
e(a |
x)fˆT (a | Xt) is known to be consistent to the policy value R(pie). However, the asymptotic normality of the DM
estimator is unknown when dependency among samples exists. Recently, Kato et al. (2020a) proposed the following
Adaptive Augmented IPW estimator (A2IPW):
R̂A2IPWT (pi
e) =
1
T
T∑
t=1
K∑
a=1
pi
e(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
pit−1(a | Xt,Ωt−1) + pi
e(a | Xt)fˆt−1(a,Xt)
 .
The A2IPW estimator has the asymptotic normality under some regularity conditions when pit(a | x,Ωt−1) p−→ α(a |
x) and fˆt−1(a, x)
p−→ f∗(a, x) for all a ∈ A and x ∈ X (Kato et al., 2020a). In the standard OPE problem, a Doubly
Robust (DR) estimator is also a standard choice. However, to best our knowledge, an adaptive version of the DR
estimator has not been proposed.
3.2 Asymptotic Efficiency
In many cases, we have interest in the asymptotic efficiency of the OPE estimators. The lower bound of the asymptotic
variance can be defined for an estimator under some posited models of the DGP (1). If this posited model is a
parametric model, then the lower bound is equal to the Cramér-Rao lower bound. When this posited model is a non-
or semiparametric model, the corresponding lower bound can still be defined (Bickel et al., 1998). Narita et al. (2019)
shows that the semiparametric lower bound of the DGP (1) under p1(a | x) = p2(a | x) = · · · = pT (a | x) = p(a | x)
is E
[∑K
a=1
{(
pie(a|Xt)
)2
v∗(a,Xt)
p(a|Xt) +
(
pie(a | Xt)f∗(a,Xt)− θ0
)2}]
. The asymptotic variance of the asymptotic
distribution is also known as asymptotic mean squared error (MSE). By constructing an OPE estimator achieving the
semiparametric lower bound, we can also minimize the MSE between the estimator and the true value R(pie), not only
obtain a tight confidence interval.
3.3 Related Work
There are various OPE studies under the assumption that samples are i.i.d. (Dudík et al., 2011; Wang et al., 2017;
Narita et al., 2019; Bibaut et al., 2019; Kallus & Uehara, 2019a; Oberst & Sontag, 2019), but there are fewer studies
focus on the case in which samples are not i.i.d. When the policy converges, van der Laan (2008), Hadad et al.
(2019), and Kato et al. (2020a) proposed the IPW and AIPW type estimators. Kallus & Uehara (2019b) discussed a
similar topic in reinforcement learning and proposed an estimator constructed from dependent samples based on time
cross-fitting, which is a variant of cross-fitting of double/debiased machine learning (DDM) (Chernozhukov et al.,
2018).
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4 Adaptive Doubly Robust Estimator
The main contribution of this paper is the proposition of the following ADR estimator:
R̂ADRT (pi
e) =
1
T
T∑
t=1
K∑
a=1
pi
e(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) + pi
e(a | Xt)fˆt−1(a,Xt)
 ,
where gˆt−1 is an estimator constructed only from Ωt−1 and approximates the behavior policy pit−1. We show the
following main theorem on the asymptotic normality of the ADR estimator.
Theorem 1 (Asymptotic distribution of ADR estimator). Suppose that
(i) Point-wise convergence in probability of pit; that is, for all x ∈ X and a ∈ A, pit(a | x,Ωt−1) − p˜i(a | x) p−→ 0,
where p˜i : A×X → (0, 1);
(ii) For p, q > 0 such that p + q = 1/2, ‖gˆt−1(a | Xt) − pit−1(a | Xt,Ωt−1)‖2 = op(t−p), and ‖fˆt−1(a,Xt) −
f∗(a,Xt)‖2 = op(t−q), where the expectation of the norm is over Xt;
(iii) There exit constants C3 and C4 such that |fˆt−1(a, x)| ≤ C3 and 0 <
∣∣∣ pie(a|x)gˆt−1(a|x) ∣∣∣ ≤ C4 for all a ∈ A and x ∈ X .
Then, under Assumptions 1 and 2, for the ADR estimator, we have
√
T
(
R̂ADRT (pi
e)−R(pie)
)
d−→ N (0, σ2), where
σ2 = E
[∑K
a=1
pie(a|Xt)ν∗
(
a,Xt
)
p˜i(a|Xt) +
(∑K
a=1 f
∗(a,Xt)−R(pie)
)2]
.
The poof is shown in Appendix B, which uses the following proposition from Kato et al. (2020a).
Proposition 1 (Asymptotic Distribution of A2IPW estimator). Suppose that
(i) Point-wise convergence in probability of fˆt−1 and pit, i.e., for all x ∈ X and a ∈ A, fˆt−1(a, x) − f∗(a, x) p−→ 0
and pit(a | x,Ωt−1)− p˜i(a | x) p−→ 0, where p˜i : A×X → (0, 1);
(ii) There exits a constant C3 such that |fˆt−1| ≤ C3.
Then, under Assumptions 1 and 2, we have
√
T
(
R̂A2IPWT (pi
e)−R(pie)
)
d−→ N (0, σ2), where σ2 =
E
[∑K
a=1
pie(a|Xt)ν∗
(
a,Xt
)
p˜i(a|Xt) +
(∑K
a=1 f
∗(a,Xt)−R(pie)
)2]
.
Remark 3 (Consistency and double robustness). The ADR estimator has the double robustness as well as the standard
DR estimator; that is, if either fˆ or gˆ is consistent, the ADR estimator is also consistent. We describe this property in
the following theorem.
Theorem 2. Suppose that there exit constants C3 and C4 such that |fˆt−1(a, x)| ≤ C3 and 0 <
∣∣∣ pie(a|x)gˆt−1(a|x) ∣∣∣ ≤ C4 for
all a ∈ A and x ∈ X . Then, under Assumptions 1 and 2, if either fˆ or gˆ is consistent, R̂ADRT
p−→ R(pie).
We can prove this theorem by using the law of large numbers for martingales (Proposition 3 in Appendix A) and the
boundedness of the random variables.
The main reason for using step-wise estimators
{
fˆt−1
}T
t=1
and
{
gˆt−1
}T
t=1
is to regard them as constants in the
expectation conditioned on the past information Ωt−1. The motivation shares with DDM proposed by Chernozhukov
et al. (2018). The detailed discussions are shown in Section 5.1.
Convergence rate of the behavior policy: In the main theorem, we do not explicitly describe the convergence rate
of the behavior policy. However, from the condition (ii), for guaranteeing ‖gˆt−1(a | Xt) − pit−1(a | Xt,Ωt−1)‖2 =
op(t
−p), the convergence rate ‖p˜i(a | x) − pit−1(a | Xt,Ωt−1)‖2 = op(t−p) is also required because ‖gˆt−1(a |
Xt)− pit−1(a | Xt,Ωt−1)‖2 is decomposed into ‖gˆt−1(a | Xt)− p˜i(a | x)‖2 and ‖p˜i(a | x)− pit−1(a | Xt,Ωt−1)‖2.
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Donsker’s condition: As well as DDM, for the asymptotic normality, we do not impose Donsker’s condition on the
nuisance estimators, fˆt−1, and gˆt−1, but only require the convergence rate conditions. On the other hand, unlike the
standard case, Donsker’s condition for nuisance estimators constructed from dependent samples is not straightforward,
and even the consistency of the nonparametric estimators for the bandit process is recently shown. Yang & Zhu (2002)
showed the consistency of nearest-neighbor estimators. Qian & Yang (2016) proposed a classical Nadaraya-Watson
type kernel regression. Féraud et al. (2016), Chowdhury & Gopalan (2017), and Dongruo Zhou (2020) revealed the
properties of random forest, linear models related to reproducing kernel Hilbert space, and neural networks, respec-
tively. When applying the nonparametric estimators to the bandit process, we need to modify the existing studies to
adapt to the DGPs.
Theoretical comparison between the A2IPW and ADR estimators: In addition to the prior knowledge of the true
behavior policy, the main difference between the A2IPW and ADR estimators is the convergence rates of nuisance
estimators gˆt and fˆt−1. In the A2IPW estimator, only the uniform convergences in probability is required, but in the
ADR estimator, gˆt and fˆt−1 require specific convergence rates. This difference comes from the unbiasedness. The
A2IPW estimator is unbiased; therefore, we have interest in the convergence of the asymptotic variance. However, the
asymptotic variance converges with op(1) if fˆ and pit is op(1). Therefore, A2IPW estimator does not require specific
convergence rates. On the other hand, in the ADR estimator, we need to show that the bias term vanishes at a specific
order by using the convergence rate conditions of the nuisance estimators. From another perspective, a standard DDM
and Theorem 1 requires ‖gˆt−1(a | Xt)− pit−1(a | Xt,Ωt−1)‖2 = op(t−p), ‖fˆt−1(a,Xt)− f∗(a,Xt)‖2 = op(t−q),
and p + q = 1/2. However, in the A2IPW estimator, the behavior policy is true value; therefore, the condition holds
for any consistent estimators fˆt−1.
5 Discussion
In this section, we discuss remaining problems on the proposed ADR estimator.
5.1 Relationship with DDM
DDM (Chernozhukov et al., 2018) applies the cross-fitting for deriving the asymptotic normality of a semiparametric
estimator, which includes nuisance estimators without Donsker’s condition. In the cross-fitting, we first separate the
dataset into several subgroups. We construct a semiparametric estimator for each subgroup, but the nuisance estimators
used in the semiparametric estimator are constructed from the other subgroups. Thus, we can deal with the nuisance
estimators for each score function as if they were constant in the expectation conditioned on the other subgroups. On
the other hand, in our approach, we construct step-wise nuisance estimators based on past observations Ωt−1. As well
as DDM, we can deal the nuisance estimators as constant in the expectation of φ(Xt, At, Yt; gˆt−1, fˆt−1) conditioned
on the past observations Ωt−1. Thus, we can regard the proposed estimator is another approach for double/debiased
semiparametric estimation.
5.2 Unstable Nuisance Estimators
As Hadad et al. (2019) pointed out, the nuisance estimators can be unstable for the following two reasons. First,
because we construct step-wise estimators for each period, the sample sizes are not sufficient in the early periods.
Second, in the MAB algorithms, because we allow the behavior policy pit−1 to be time-variant, the policy pit−1
can be an extreme value near to 0 or 1 and increases the variance. To prevent such instability, Hadad et al. (2019)
heuristically proposed using additional importance weighting, which converges some value almost surely. However, in
our estimator, because we replace the true policy pit−1 with its estimator, we can control the instability by constructing
fˆt−1 and gˆt−1 well. For example, if we know that the range of p˜i is (ε, 1 − ε) for 0 < ε < 1 − ε < 1, we can add
classical clipping technique when estimating gˆt−1 by using α. Besides, for instance, in early periods, we can set fˆt−1
and gˆt−1 as 0 and 0.5, respectively. Such heuristics would help us greatly, as we show in the following experimental
parts. Note that if the range of p˜i is truly (ε, 1 − ε), the clipping of gˆt−1 does not cause clipping bias; that is, the
estimators correctly converges to the asymptotic distribution shown in Theorem 1. Moreover, we can consider that the
ADR estimator is a generalization of the AIPW estimator with stabilization weights of Hadad et al. (2019) because the
weighting function is naturally included in the estimator gˆt−1.
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5.3 Empirical Performances of the A2IPW and AD Estimators
For the above reason, compared with the A2IPW estimator (Kato, 2020), the ADR estimator may empirically perform
well because the nuisance estimator gˆt−1 makes the estimator more stable than the true behavior policy pit−1 by
absorbing the instability of pit−1. For instance, even though pit−1 takes an extreme value at a period, the ADR estimator
more insensitive than the A2IPW estimator because the ADR estimator replaces the true behavior policy with its
estimator.
6 Experiments
This section consists of three experimental subsections. In the first subsection, we conduct simple numerical experi-
ments. In the second and third experimental subsections, using benchmark datasets, we demonstrate the effectiveness
of the proposed ADR estimator. Following Dudík et al. (2011) and Farajtabar et al. (2018), we evaluate the pro-
posed estimators using classification datasets by transforming them into contextual bandit data. From the LIBSVM
repository, we use the mnist, satimage, sensorless, and connect-4 datasets 2. The description of the dataset is
shown in Table 4 of Appendix C. In the second and third subsections, we investigate the performances of the ADR
estimator for dependent and independent samples, respectively. In three subsections, we construct a behavior policy
as pit = αpimt + (1 − α)piut , where α ∈ (0, 1) is a constant, pimt (a | x) is a policy such that pimt (a | x) = 1 for an
action a ∈ A and pimt (a | x) = 0 for the actions, and piut is a uniform random policy. This setting follows (Dudík
et al., 2011; Farajtabar et al., 2018; Kallus & Uehara, 2019a). The policy pimt (a | x) is determined by the logistic
regression and MAB algorithms. For the MAB algorithm, we use upper confidence bound and Thompson sampling
with a linear model, which are denoted as LinUCB (Chu et al., 2011) and LinTS Agrawal & Goyal (2013). The eval-
uation policy is fixed at pie = 0.9pid + 0.1piu, where pid is a prediction of the logistic regression. We compared the
proposed ADR estimator with an IPW estimator with the true behavior policy (IPW), IPW estimator with estimated
behavior policy (EIPW), AIPW estimator without cross fitting (AIPW), AIPW estimator with cross fitting (AIPWCF),
DM estimator (DM), DR estimator without cross fitting (DR), DR estimator with cross fitting (DRCF), and A2IPW
estimator (A2IPW).
6.1 Numerical Experiments for OPE from Dependent Samples
We investigate what causes by estimating policy value from dependent samples with several IPW, DM, and DR type
estimators. We generate an artificial pair of covariate and reward (Xt, Yt(1), Yt(2), Yt(3)). The covariate Xt is a 10
dimensional vector generated from the standard normal distribution. For a ∈ {1, 2, 3}, the potential outcome Yt(a) is 1
if a is chosen by following a probability defined as p(a | x) = exp(g(a,x))∑3
a′ exp(g(a
′,x)) , where g(1, x) =
∑10
d=1Xt,d, g(2, x) =∑10
d=1WdX
2
t,d, and g(3, x) =
∑10
d=1Wd|Xt,d|, where Wd is uniform randomly chosen from {−1, 1}. Let us generate
three datasets, S(1)T(1) , S
(2)
T(2)
, and S(3)T(3) , where S
(m)
T(m)
= {(X(m)t , Y (m)t (1), Y (m)t (2), Y (m)t (3))}T
(m)
t=1 . Firstly, we train
an evaluation probability pie by solving a prediction problem between X(1)t and Y
(1)
t (1), Y
(1)
t (2), Y
(1)
t (3) using the
dataset S(1)T(1) . Then, we apply the evaluation policy pie on the independent dataset S
(2)
T(2)
, and artificially construct
bandit data {(X ′t, A′t, Y ′t )}T(2)t=1 , where A′t is a chosen action from the evaluation policy and Y (m)t =
∑3
a=1 1[A
(m)
t =
a]Y
(m)
t (a). Then, we set the true policy value R(pi
e) as 1
T (2)
∑T (2)
t=1 Y
(m)
t . Next, using the datasets S(3)T(3) and a MAB
algorithm, we generate a bandit dataset as S = {(Xt, At, Yt)}T(3)t=1 . For the dataset S, we apply the IPW estimator
with the true behavior policy, IPW estimator with estimated behavior policy, AIPW estimator with cross fitting, DM
estimator, DR estimator with cross fitting, A2IPW estimator, and ADR estimator. For estimating fˆ and gˆ, we use the
kernelized Ridge regression and kernelized Ridge logistic regression, respectively. We use the Gaussian kernel for the
kernel, and the hyper-parameters of the regularization and the kernel are chosen from {0.01, 0.1, 1}. Let us define an
estimation error as R(pipi
e
)− R̂(pipie). We conduct six cases of experiments by changing the sample size and the MAB
algorithm. For the sample size T(3), we use 100, 250, and 500. For each sample size, we apply the LinUCB and TS
algorithms. For the sample size T(1) and T(2), we use 1, 000 and 100, 000, respectively. For 100 trials, we show the
average root MSEs (RMSEs), the standard deviations of MSEs (SDs), and the coverage ratios of the 95% confidence
interval; that is percentage that the confidence interval covers the true value. The results with the sample size 250 are
shown in Table 1 and Figure 1. The other results are shown in Appendix C. These results imply that the ADR estimator
performs well by solving the dependency problem. On the other hand, the EIPW estimator suffers from the dependency
problem because the estimator does not have even consistency. Although the A2IPW estimator has both consistency
2https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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Table 1: Experimental results of numerical experiments for OPE from dependent samples with the sample size 250.
The upper table shows the RMSEs and SD and the lower table shows the coverage ratio of the confidence interval. We
highlight in bold the best two estimator in each case. The coverage ratio is the best if the percentage is 95%.
IPW DM AIPW AIPWCF A2IPW EIPW DR DRCF ADR
RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
LinUCB 0.134 0.018 0.081 0.007 0.080 0.010 0.091 0.025 0.100 0.020 0.082 0.009 0.053 0.004 0.053 0.004 0.055 0.005
LinTS 0.108 0.012 0.071 0.005 0.080 0.010 0.094 0.014 0.095 0.014 0.079 0.012 0.050 0.003 0.059 0.005 0.056 0.004
IPW DM AIPW AIPWCF A2IPW EIPW DR DRCF ADR
LinUCB 0.89 0.07 0.91 0.96 0.94 0.89 0.89 0.92 0.95
LinTS 0.87 0.12 0.89 0.90 0.91 0.88 0.93 0.93 0.93
Table 2: Experimental results using benchmark datasets and the UCB policy. We highlight in bold the best two
estimator in each case.
mnist IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.165 0.066 0.269 0.015 0.092 0.006 0.087 0.008 0.099 0.010 0.114 0.014 0.050 0.003
0.4 0.159 0.043 0.296 0.014 0.104 0.021 0.094 0.009 0.053 0.003 0.075 0.007 0.053 0.003
0.1 0.159 0.037 0.288 0.018 0.128 0.028 0.106 0.016 0.073 0.006 0.058 0.004 0.081 0.005
satimage IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.142 0.023 0.040 0.001 0.048 0.002 0.062 0.006 0.062 0.003 0.019 0.000 0.017 0.000
0.4 0.086 0.006 0.038 0.001 0.029 0.001 0.045 0.004 0.103 0.020 0.035 0.001 0.017 0.000
0.1 0.040 0.002 0.052 0.002 0.035 0.002 0.037 0.002 0.085 0.009 0.033 0.001 0.029 0.001
and asymptotic normality, the performance is not high as well as the AIPW and AIPWCF estimators, which only have
consistency. We consider that this is owing to the unstable behavior pit. The DR and DRCF estimators also performs
well because they have consistency even though they do not have the asymptotic normality. From confidence interval
perspective, the ADR estimator returns the most accurate results in this setting.
Figure 1: This figure illustrates the errors of OPE estimators from dependent samples with the sample size 250.
We smoothed the error distributions using kernel density estimation. The left graph is the results with the LinUCB
algorithm. The right graph is the results with the LinTS algorithm.
6.2 Benchmark Experiments with Dependent Samples
In this section, we compare the proposed ADR estimator with the IPW EIPW, DM, AIPWCF, DRCF, and A2IPW
estimators using the benchmark datasets generated from the LinUCB and LinTS algorithms; that is, samples are not
i.i.d. For the sample size 800, we calculate the RMSEs and the standard deviations over 10 trials. Here, we only
show the result of the mnist and satimage datasets with the LinUCB policy for α ∈ {0.7, 0.4, 0.1} in Table 2.
The full results are shown in Appendix C. As theoretically expected, the ADR estimator performs well. Although
the asymptotic distributions of the A2IPW and ADR estimators are the same, the A2IPW shows lower performance
against the ADR estimator. As well as the previous numerical experiments, we consider this is because the estimator
of the behavior policy absorbs the instability of the true behavior policy.
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Table 3: Experimental results using benchmark datasets and the logistic regression policy. We highlight in bold the
best two estimator in each case.
mnist IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.018 0.000 0.010 0.000 0.009 0.000 0.012 0.000 4.695 2.574 0.456 0.062 0.375 0.043
0.4 0.040 0.001 0.042 0.001 0.011 0.000 0.017 0.000 2.643 0.724 0.510 0.043 0.387 0.026
0.1 0.049 0.002 0.179 0.009 0.035 0.001 0.042 0.002 0.701 0.152 0.328 0.058 0.153 0.011
satimage IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.016 0.001 0.013 0.000 0.006 0.0 0.009 0.000 0.158 0.013 0.022 0.001 0.050 0.002
0.4 0.026 0.001 0.022 0.000 0.010 0.0 0.008 0.000 0.161 0.013 0.033 0.001 0.027 0.000
0.1 0.044 0.003 0.054 0.001 0.016 0.0 0.022 0.001 0.124 0.033 0.040 0.002 0.017 0.000
6.3 Benchmark Experiments with Independent Samples
In this section, we compare the proposed ADR estimator with the IPW EIPW, DM, AIPWCF, DRCF, and A2IPW
estimators using the benchmark datasets generated from the logistic regression as well as the evaluation policy; that is,
samples are i.i.d. For the sample size 800, we calculate the RMSEs and the standard deviations over 10 trials. Here,
we only show the result of the mnist and satimage datasets for α ∈ {0.7, 0.4, 0.1} in Table 2. The full results are
shown in Appendix C. In these experiments, the AIPWCF and A2IPW estimators show better performances than the
DR and ADR estimators. As an interesting fact, the AIPWCF and A2IPW estimators show similar performances, and
the DRCF and ADR also show similar performances. This result implies the step-wise nuisance estimators work as
well as cross-fitting of Chernozhukov et al. (2018).
7 Conclusion
This study presented solutions for OPE from dependent samples obtained via MAB bandit algorithms. By extending
the previous result of Kato et al. (2020a), we developed a new DR type estimator. The proposed ADR estimator has
the asymptotic normality under dependency and does not presume the prior information of the behavior policy pit,
unlike van der Laan (2008), Hadad et al. (2019), and Kato et al. (2020a). By replacing the unstable behavior policy pit
with its estimator, the empirical performance surprisingly better than the existing OPE estimators requiring the prior
information of the behavior policy pit. This study will contribute to a wide range of fields, such as machine learning,
economics, and medicine.
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A Mathematical Preliminaries
Proposition 2 (Lr Convergence Theorem, Loeve (1977)). Let 0 < r <∞, suppose that E[|an|r] <∞ for all n and
that an
p−→ a as n→∞. The following are equivalent:
(i) an → a in Lr as n→∞;
(ii) E
[|an|r]→ E[|a|r] <∞ as n→∞;
(iii)
{|an|r, n ≥ 1} is uniformly integrable.
Proposition 3. [Weak Law of Large Numbers for Martingale, Hall et al. (2014)] Let {Sn =
∑n
i=1Xi,Ht, t ≥ 1} be a
martingale and {bn} a sequence of positive constants with bn →∞ as n→∞. Then, writingXni = Xi1[|Xi| ≤ bn],
1 ≤ i ≤ n, we have that b−1n Sn p−→ 0 as n→∞ if
(i)
∑n
i=1 P (|Xi| > bn)→ 0;
(ii) b−1n
∑n
i=1 E[Xni | Ht−1]
p−→ 0, and;
(iii) b−2n
∑n
i=1
{
E[X2ni]− E
[
E
[
Xni | Ht−1
]]2}→ 0.
Remark 4. The weak law of large numbers for martingale holds when the random variable is bounded by a constant.
B Proof of Theorem 1
Proof of Theorem 1. We show the asymptotic normality of
R̂ADRT (pi
e) =
1
T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1) + φ2(Xt; fˆt−1)
}
,
where
φ1(Xt, At, Yt; g, f) =
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f(a,Xt))
g(a | Xt)
φ2(Xt; f) =
K∑
a=1
pie(a | Xt)f(a,Xt).
Let us define an A2IPW estimator with fˆ = f∗ as
R̂∗(pie) =
1
T
T∑
t=1
{φ1(Xt, At, Yt;pit−1, f∗) + φ2(Xt; f∗)} .
We decompose
√
T
(
RADRE(pie)−R(pie)).
√
T
(
RADRE(pie)−R(pie))
=
√
T
(
R̂ADRT (pi
e)− R̂∗(pie) + R̂∗(pie)−R(pie)
)
.
From Proposition 1 of Kato et al. (2020a), condition (i) and (ii), and Assumption 1 and 2, because√
T
(
R̂∗(pie)−R(pie)
)
follows the asymptotic normal distribution, we want to show
R̂ADRT (pi
e)− R̂∗(pie) = op(1/
√
T ).
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Then,
R̂ADRT (pi
e)− R̂∗(pie)
=
1
T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]}
+
1
T
T∑
t=1
E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1) | Ωt−1
]
+
1
T
T∑
t=1
E
[
φ2(Xt; fˆt−1) | Ωt−1
]
− 1
T
T∑
t=1
E [φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1]− 1
T
T∑
t=1
E [φ2(Xt; f∗) | Ωt−1] .
In the following parts, we separately show that
√
T
1
T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) (2)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]}
= op(1);
and
1
T
T∑
t=1
E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1) | Ωt−1
]
+
1
T
T∑
t=1
E
[
φ2(Xt; fˆt−1) | Ωt−1
]
(3)
− 1
T
T∑
t=1
E [φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1]− 1
T
T∑
t=1
E [φ2(Xt; f∗) | Ωt−1] = op(1/
√
T ).
B.1 Proof of (2)
For any ε > 0, to show that
P
(∣∣∣∣∣√T 1T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xtt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]}∣∣∣∣∣ > ε
)
→ 0,
we show that the mean is 0 and the variance of the component converges to 0. Then, from the Chebyshev’s inequality,
this result yields the statement.
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The mean is calculated as
√
T
1
T
T∑
t=1
E
[{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]}]
=
√
T
1
T
T∑
t=1
E
[
E
[{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]}
| Ωt−1
]]
= 0
Because the mean is 0, the variance is
Var
(√
T
1
T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]})
= E
[(√
T
1
T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]})2]
=
1
T
E
[(
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]})2]
.
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Therefore, we have
=
1
T
T∑
t=1
E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
])2]
+
2
T
T−1∑
t=1
T∑
s=t+1
E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
])
×
(
φ1(Xs, As, Ys; gˆs−1, fˆs−1)− φ1(Xs, As, Ys;pis−1, f∗)
− E
[
φ1(Xs, As, Ys; gˆs−1, fˆs−1)− φ1(Xs, As, Ys;pis−1, f∗) | Ωs−1
]
+ φ2(Xs; fˆs−1)− φ2(Xs; f∗)− E
[
φ2(Xs; fˆs−1)− φ2(Xs; f∗) | Ωs−1
])]
.
For s > t, we can vanish the covariance terms as
E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
])
×
(
φ1(Xs, As, Ys; gˆs−1, fˆs−1)− φ1(Xs, As, Ys;pis−1, f∗)
− E
[
φ1(Xs, As, Ys; gˆs−1, fˆs−1)− φ1(Xs, As, Ys;pis−1, f∗) | Ωs−1
]
+ φ2(Xs; fˆs−1)− φ2(Xs; f∗)− E
[
φ2(Xs; fˆs−1)− φ2(Xs; f∗) | Ωs−1
])]
= E
[
UE
[(
φ1(Xs, As, Ys; gˆs−1, fˆs−1)− φ1(Xs, As, Ys;pis−1, f∗)
− E
[
φ1(Xs, As, Ys; gˆs−1, fˆs−1)− φ1(Xs, As, Ys;pis−1, f∗) | Ωs−1
]
+ φ2(Xs; fˆs−1)− φ2(Xs; f∗)− E
[
φ2(Xs; fˆs−1)− φ2(Xs; f∗) | Ωs−1
])
| Ωs−1
]]
= 0,
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whereU =
(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)−φ1(Xt, At, Yt;pit−1, f∗)−E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+
φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
])
. Therefore, the variance is calculated as
Var
(√
T
1
T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)
− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]})
=
1
T
T∑
t=1
E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)
− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
])2]
=
1
T
T∑
t=1
E
[
E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)
− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
])2
| Ωt−1
]]
=
1
T
T∑
t=1
E
[
E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)
)2
| Ωt−1
]
−
(
E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
])2]
≤ 1
T
T∑
t=1
E
[∣∣∣∣∣E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)
)2
| Ωt−1
]∣∣∣∣∣
]
.
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Then, we want to show
E
[∣∣∣∣∣E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) + φ2(Xt; fˆt−1)− φ2(Xt; f∗)
)2
| Ωt−1
]∣∣∣∣∣
]
→ 0.
Here, we can use
E


K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) −
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
pit−1(a | Xt,Ωt−1)

2
| Ωt−1

= op(1), (4)
and
E
{ K∑
a=1
pie(a | Xt)fˆt−1(a,Xt)−
K∑
a=1
pie(a | Xt)f∗(a,Xt)
}2
| Ωt−1

= op(1). (5)
The first equation (4) is proved by
E


K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) −
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
pit−1(a | Xt,Ωt−1)

2
| Ωt−1

= E
[{
K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) −
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
gˆt−1(a | Xt)
+
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
gˆt−1(a | Xt) −
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
pit−1(a | Xt,Ωt−1)
}2
| Ωt−1
]
≤ 2E
[{
K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) −
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
gˆt−1(a | Xt) | Ωt−1
]
+ 2E
[{
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
gˆt−1(a | Xt) −
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
pit−1(a | Xt,Ωt−1)
}2
| Ωt−1
]
≤ 2C‖f∗ − fˆt−1‖22 + 2× 4C‖gˆt−1 − pit−1‖22 = op(1),
where C > 0 is a constant. Here, we have used a parallelogram law from the second line to the third line. We have
use |fˆt−1| < C3, and 0 < piegˆt < C4 and convergence rate conditions, from the third line to the fourth line. The second
equation (5) is proved by Jensen’s inequality.
Besides, we can also use
E
[
K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) −
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
pit−1(a | Xt,Ωt−1)
{
K∑
a=1
pie(a | Xt)fˆt−1(a,Xt)−
K∑
a=1
pie(a | Xt)f∗(a,Xt)
}
| Ωt−1
]
= op(1) (6)
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This is proved by
E
[
K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) −
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
pit−1(a | Xt,Ωt−1)
{
K∑
a=1
pie(a | Xt)fˆt−1(a,Xt)−
K∑
a=1
pie(a | Xt)f∗(a,Xt)
}
| Ωt−1
]
≤ C
∣∣∣∣∣E
[{ K∑
a=1
(gˆt−1(a | Xt)− pit−1(a | Xt,Ωt−1))
}
×
{ K∑
a=1
(
pie(a | Xt)fˆt−1(a,Xt)− pie(a | Xt)f∗(a,Xt)
)}
| Ωt−1
]∣∣∣∣∣
= op(1),
where C > 0 is a constant. Here, we used Hölder’s inequality ‖fg‖1 ≤ ‖f‖2‖g‖2 and
≤ C
∥∥∥∥∥
K∑
a=1
(
pit−1(a | Xt,Ωt−1)− gˆt−1(a | Xt)
)∥∥∥∥∥
2
∥∥∥∥∥
K∑
a=1
(
f∗(a,Xt)− fˆt−1(a,Xt)
)∥∥∥∥∥
2
= op(1)
Therefore, from the Lr convergence theorem (Proposition 2) and the boundedness of the random variables, we can
show that as t→∞,
E
[∣∣∣∣∣E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
+ φ2(Xt, At, Yt; fˆt−1)− φ2(Xt, At, Yt; f∗)
)2
| Ωt−1
]∣∣∣∣∣
]
→ 0.
Therefore, for any  > 0, there exists a constant C˜ > 0 such that
1
T
T∑
t=1
E
[
E
[(
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) + φ2(Xt; fˆt−1)− φ2(Xt; f∗)
)2
| Ωt−1
]]
≤ C˜/T + .
Thus, the variance also converges to 0. Then, from Chebyshev’s inequality,
P
(∣∣∣∣∣√T 1T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]}∣∣∣∣∣ > ε
)
≤ Var
(√
T
1
T
T∑
t=1
{
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗)
− E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1)− φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1
]
+ φ2(Xt; fˆt−1)− φ2(Xt; f∗)− E
[
φ2(Xt; fˆt−1)− φ2(Xt; f∗) | Ωt−1
]})
/ε2
→ 0.
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B.2 Proof of (3)
1
T
T∑
t=1
E
[
φ1(Xt, At, Yt; gˆt−1, fˆt−1) | Ωt−1
]
+
1
T
T∑
t=1
E
[
φ2(Xt; fˆt−1) | Ωt−1
]
− 1
T
T∑
t=1
E [φ1(Xt, At, Yt;pit−1, f∗) | Ωt−1]− 1
T
T∑
t=1
E [φ2(Xt; f∗) | Ωt−1]
=
1
T
T∑
t=1
E
 K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) | Ωt−1

+
1
T
T∑
t=1
E
[
K∑
a=1
pie(a,Xt)fˆt−1(a,Xt) | Ωt−1
]
− 1
T
T∑
t=1
E
[
K∑
a=1
pie(a | Xt)1[At = a] (Yt − f∗(a,Xt))
pit−1(a | Xt,Ωt−1) | Ωt−1
]
(7)
− 1
T
T∑
t=1
E
[
K∑
a=1
pie(a,Xt)f
∗(a,Xt) | Ωt−1
]
.
Because (7) is 0,
=
1
T
T∑
t=1
E
 K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) | Ωt−1

+
1
T
T∑
t=1
E
[
K∑
a=1
pie(a,Xt)fˆt−1(a,Xt) | Ωt−1
]
− 1
T
T∑
t=1
E
[
K∑
a=1
pie(a,Xt)f
∗(a,Xt) | Ωt−1
]
=
1
T
T∑
t=1
E
 K∑
a=1
pie(a | Xt)1[At = a]
(
Yt − fˆt−1(a,Xt)
)
gˆt−1(a | Xt) | Ωt−1

− 1
T
T∑
t=1
E
[
K∑
a=1
pie(a,Xt)
(
f∗(a,Xt)− fˆt−1(a,Xt))
)
| Ωt−1
]
=
1
T
T∑
t=1
K∑
a=1
E
[
E
[
pie(a | Xt)pit−1(a | Xt,Ωt−1)
(
f∗(a,Xt)− fˆt−1(a,Xt)
)
gˆt−1(a | Xt)
− pie(a,Xt)
(
f∗(a,Xt)− fˆt−1(a,Xt))
)
| Xt,Ωt−1
]
| Ωt−1
]
≤ 1
T
T∑
t=1
K∑
a=1
∣∣∣∣∣E
[
pie(a | Xt)
(
pit−1(a | Xt)− gˆt−1(a | Xt)
)(
f∗(a,Xt)− fˆt−1(a,Xt)
)
gˆt−1(a | Xt) | Ωt−1
]∣∣∣∣∣.
By using Hölder’s inequality ‖fg‖1 ≤ ‖f‖2‖g‖2, for a constant C > 0, we have
≤ C
T
T∑
t=1
∥∥∥∥∥pit−1(a | Xt,Ωt−1)− gˆt−1(a | Xt)
∥∥∥∥∥
2
∥∥∥∥∥f∗(a,Xt)− fˆt−1(a,Xt)
∥∥∥∥∥
2
=
C
T
T∑
t=1
op(t
−p)op(t−q)
=
C
T
T∑
t=1
op(t
−1/2).
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C Details of Experiments
The description of the dataset is shown in Table 4. The additional results of are shown as follows.
For the numerical experiments in Section 6.1, in Table 5 and Figure 2, we show the result with the sample size 100; in
Table 5 and Figure 2, we show the result with the sample size 500.
For the experiments using benchmark datasets with dependent samples in Section 6.2, in Table 8, we show the results
using the the mnist, satimage, sensorless, and connect-4 datasets sampled from the LinUCB algorithm. In
Table 8, we show the results using the the mnist, satimage, sensorless, and connect-4 datasets sampled from
the LinTS algorithm.
For the experiments using benchmark datasets with i.i.d. samples in Section 6.3, in Table 9, we show the results using
the the sensorless and connect-4 datasets sampled from a time-invariant policy constructed from the logistic
regression.
Table 4: Specification of datasets
Dataset the number of samples Dimension the number of classes
mnist 60,000 780 10
satimage 4,435 35 6
sensorless 58,509 48 11
connect-4 67,557 126 3
Table 5: Experimental results of numerical experiments for OPE from dependent samples with the sample size 100.
The upper table shows the RMSEs and SD and the lower table shows the coverage ratio of the confidence interval. We
highlight in bold the best two estimator in each case. The coverage ratio is the best if the percentage is 95%.
IPW DM AIPW AIPWCF A2IPW EIPW DR DRCF ADR
RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
LinUCB 0.267 0.071 0.093 0.010 0.147 0.087 0.180 0.110 0.180 0.099 0.126 0.018 0.069 0.007 0.095 0.013 0.088 0.009
LinTS 0.195 0.038 0.112 0.013 0.136 0.028 0.164 0.035 0.181 0.051 0.136 0.022 0.087 0.010 0.109 0.023 0.105 0.016
IPW DM AIPW AIPWCF A2IPW EIPW DR DRCF ADR
LinUCB 0.87 0.24 0.91 0.92 0.89 0.80 0.89 0.89 0.94
LinTS 0.87 0.20 0.85 0.89 0.89 0.68 0.80 0.82 0.84
Figure 2: This figure illustrates the errors of OPE estimators from dependent samples with the sample size 100.
We smoothed the error distributions using kernel density estimation. The left graph is the results with the LinUCB
algorithm. The right graph is the results with the LinTS algorithm.
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Table 6: Experimental results of numerical experiments for OPE from dependent samples with the sample size 500.
The upper table shows the RMSEs and SD and the lower table shows the coverage ratio of the confidence interval. We
highlight in bold the best two estimator in each case. The coverage ratio is the best if the percentage is 95%.
IPW DM AIPW AIPWCF A2IPW EIPW DR DRCF ADR
RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
LinUCB 0.080 0.006 0.054 0.003 0.060 0.005 0.064 0.006 0.069 0.007 0.103 0.009 0.038 0.002 0.037 0.002 0.042 0.002
LinTS 0.125 0.016 0.053 0.002 0.084 0.040 0.094 0.050 0.088 0.043 0.084 0.008 0.035 0.002 0.035 0.002 0.039 0.002
IPW DM AIPW AIPWCF A2IPW EIPW DR DRCF ADR
LinUCB 0.87 0.08 0.93 0.96 0.93 0.48 0.90 0.99 0.95
LinTS 0.95 0.14 0.93 0.94 0.92 0.68 0.92 0.99 0.96
Figure 3: This figure illustrates the errors of OPE estimators from dependent samples with the sample size 500.
We smoothed the error distributions using kernel density estimation. The left graph is the results with the LinUCB
algorithm. The right graph is the results with the LinTS algorithm.
Table 7: Additional experimental results using benchmark datasets and the LinUCB policy. We highlight in bold the
best two estimator in each case.
sensorless IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.201 0.052 0.105 0.006 0.124 0.018 0.134 0.025 0.091 0.011 0.064 0.005 0.054 0.002
0.4 0.138 0.036 0.122 0.012 0.086 0.012 0.098 0.011 0.156 0.027 0.066 0.004 0.069 0.006
0.1 0.074 0.007 0.107 0.008 0.072 0.007 0.191 0.095 0.083 0.007 0.082 0.008 0.052 0.004
connect-4 IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.070 0.008 0.037 0.002 0.018 0.000 0.023 0.000 0.159 0.010 0.043 0.002 0.031 0.001
0.4 0.047 0.003 0.044 0.001 0.022 0.001 0.022 0.001 0.087 0.004 0.027 0.000 0.019 0.000
0.1 0.047 0.002 0.055 0.002 0.027 0.001 0.031 0.001 0.045 0.003 0.024 0.001 0.020 0.000
Table 8: Additional experimental results using benchmark datasets and the LinTS policy. We highlight in bold the best
two estimator in each case.
mnist IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.183 0.035 0.278 0.013 0.116 0.019 0.128 0.018 0.118 0.015 0.094 0.009 0.082 0.008
0.4 0.120 0.021 0.276 0.016 0.081 0.008 0.078 0.010 0.132 0.036 0.074 0.005 0.084 0.010
0.1 0.139 0.024 0.293 0.017 0.091 0.013 0.111 0.019 0.084 0.006 0.064 0.005 0.097 0.007
satimage IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.083 0.008 0.041 0.001 0.027 0.001 0.040 0.002 0.057 0.002 0.022 0.001 0.014 0.000
0.4 0.058 0.005 0.058 0.002 0.036 0.001 0.050 0.003 0.096 0.015 0.024 0.001 0.032 0.001
0.1 0.073 0.006 0.063 0.003 0.023 0.001 0.027 0.001 0.054 0.003 0.034 0.001 0.037 0.002
sensorless IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.150 0.044 0.109 0.006 0.123 0.033 0.109 0.020 0.029 0.001 0.039 0.002 0.064 0.003
0.4 0.233 0.112 0.110 0.010 0.166 0.061 0.135 0.028 0.057 0.007 0.068 0.006 0.039 0.002
0.1 0.126 0.024 0.131 0.008 0.072 0.010 0.098 0.021 0.053 0.003 0.130 0.031 0.091 0.006
connect-4 IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.064 0.006 0.051 0.003 0.048 0.005 0.039 0.003 0.091 0.005 0.030 0.001 0.026 0.001
0.4 0.049 0.003 0.041 0.001 0.022 0.000 0.025 0.001 0.063 0.004 0.028 0.001 0.023 0.001
0.1 0.095 0.021 0.043 0.001 0.051 0.006 0.060 0.008 0.024 0.001 0.018 0.000 0.021 0.000
19
Adaptive Doubly Robust Estimator A PREPRINT
Table 9: Additional experimental results using benchmark datasets and the logistic regression policy. We highlight in
bold the best two estimator in each case.
sensorless IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.026 0.001 0.007 0.000 0.011 0.000 0.011 0.000 0.554 0.064 0.195 0.043 0.104 0.006
0.4 0.029 0.001 0.029 0.001 0.020 0.000 0.019 0.000 0.440 0.053 0.193 0.018 0.106 0.010
0.1 0.054 0.002 0.114 0.009 0.033 0.001 0.038 0.001 0.275 0.077 0.123 0.014 0.048 0.002
connect-4 IPW DM AIPWCF A2IPW EIPW DRCF ADR
α RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD RMSE SD
0.7 0.014 0.000 0.009 0.000 0.007 0.000 0.009 0.000 0.406 0.022 0.074 0.002 0.075 0.002
0.4 0.019 0.000 0.021 0.000 0.010 0.000 0.015 0.000 0.231 0.010 0.043 0.001 0.052 0.002
0.1 0.039 0.002 0.054 0.002 0.024 0.001 0.026 0.001 0.058 0.002 0.027 0.001 0.022 0.001
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