Abstract. We present a new algorithm for computing integral bases in algebraic function fields, or equivalently for constructing the normalization of a plane curve. Our basic strategy makes use of localization and, then, completion at each singularity of the curve. In this way, we are reduced to finding integral bases at the branches of the singularities. To solve the latter task, we work with suitably truncated Puiseux expansions. In contrast to van Hoeij's algorithm [20] , which also relies on Puiseux expansions (but pursues a different strategy), we use Hensel's lemma as a key ingredient. This allows us to compute factors corresponding to groups of conjugate Puiseux expansions, without actually computing the individual expansions. In this way, we make substantially less use of the Newton-Puiseux algorithm. In addition, our algorithm is inherently parallel. As a result, it outperforms in most cases any other algorithm known to us by far. Typical applications are the computation of adjoint ideals [2] and, based on this, the computation of Riemann-Roch spaces and the parametrization of rational curves.
Introduction
Let A be a reduced Noetherian ring, and let Q(A) be its total ring of fractions. The normalization of A is the integral closure of A in Q(A). We denote the normalization by A and call A normal if A = A. Recall that if A is a reduced affine (that is, finitely generated) algebra over a field, then A is a finite A-module by Emmy Noether's finiteness theorem (see [19] ).
In this paper, we are interested in the case where A is the coordinate ring of an algebraic curve defined over a field K of characteristic zero. More precisely, let f ∈ K[X, Y ] be an irreducible polynomial in two variables, let C ⊂ A 2 (K) be the affine plane curve defined by f , and let
be the coordinate ring of C. We write x and y for the residue classes of X and Y modulo f , respectively. Throughout the paper, we suppose that f is monic in Y (due to Noether normalization, this can always be achieved by a linear change of coordinates). Then the function field of C is of type
x is a separating transcendence basis of K(C) over K, and y is integral over K [x] , with integrality equation f (x, y) = 0. In particular, A is integral over K [x] , which implies that A coincides with the integral closure K[x] of K[x] in K(C). We may, hence, represent A either by generators over A or by generators over K [x] . j=0 c ij y n−1−j , with coefficients c ij ∈ K(x). Then take d to be the least common denominator of the c ij , transform the matrix (d · c ij ) into row echolon form (p ij ), and set p n−i = n−1 j=0 p ij y n−1−j , for i = 1, . . . , n − 1. Remark 1.3. The algorithms in [15] , [3] are designed to find A-module generators for A. More precisely, they return an ideal U ⊂ A together with an element d ∈ A such that A = , we get
Since y 3 = x 2 and K[x] · y 2 ⊂ K[x] · y 2 /x, we have
Hence, 1, y, y 2 /x is an integral basis as in Remark 1.2.
The algorithms discussed in Remark 1.3 work for any reduced affine algebra A over a perfect field. They rely on the Grauert and Remmert normalization criterion which can be applied in a global or local setting (see [14] , [16, Prop. 3.6.5] , [3, Prop. 3.3] ): Whereas the algorithm in [15] is of global nature, the idea in [3] is to consider a finite stratification of the singular locus Sing(A), apply a local version of the normalization algorithm at each stratum, and find A by putting the resulting local contributions together. If Sing(A) is finite, we may stratify it by considering each P ∈ Sing(A) separately. This applies, in particular, to the case where A = K[C] is the coordinate ring of a curve C as above.
In this paper, we present a new method for computing the local contributions which is custommade for that case. To fix our ideas, in Sections 2 and 3 we briefly recall the Grauert and Remmert type algorithms, including the construction of global normalization from local contributions. Furthermore, we discuss an efficient criterion for detecting whether a given point is the only singularity of the curve under consideration. In Section 4, taking an analytic point of view, we show how to obtain the normalization of the local ring at a given singularity from integral bases for the branches of the singularity. In Section 5 we give an outline of Puiseux series techniques, and use these to develop a construction of the local contribution from the normalization of the localization. How to handle the branches is a topic of Section 6. Working with approximations by suitably truncated Puiseux series, we describe a way of writing down an integral basis for a single branch without performing too many computations. This approach is inspired by van Hoeij's paper [20] , but pursues a different strategy, with Hensel lifting as a crucial new ingredient. Moreover, we modify the theoretical results of Section 4 in order to achieve a better performance in the implementation.
We have implemented our algorithm in the open source computer algebra system Singular [10] . In Section 7, we compare the performance of the algorithm with that of the local to global approach from [3] . We also give timings for the implementation of van Hoeij's algorithm in Maple and for the variant of the Round 2 algorithm implemented in Magma.
The Global Normalization Algorithm
In this section, we review the global version of the normalization algorithm. To begin with, we fix our notation and give some general facts on normalization. For this, A may be any reduced Noetherian ring. We write Spec(A) = {P ⊂ A | P prime ideal} for the spectrum of A. The vanishing locus of an ideal J of A in Spec(A) is the set V (J) = {P ∈ Spec(A) | P ⊃ J}. We denote by N (A) = {P ∈ Spec(A) | A P is not normal} the non-normal locus of A, and by Sing(A) = {P ∈ Spec(A) | A P is not regular} the singular locus of A. Then N (A) ⊂ Sing(A), with equality holding if A is the coordinate ring of a curve (see [8, Theorem 4.4.9] ). Note that C A is the largest ideal of A which is also an ideal of A. To emphasize the role of the conductor, we note: with A 0 = A and J i = √ JA i , until the normality criterion of Grauert and Remmert allows us to stop. As already pointed out in Remark 1.3, the algorithm of Greuel et al. is designed so that it returns an ideal U ⊂ A together with an element d ∈ A such that A = 1 d U ⊂ Q(A). Remark 2.4. If M is non-zero and contained in C A , then any non-zero element of M is valid as a denominator: If 0 = c ∈ M , and A =
Normalization of Curves via Localization
In this section, we discuss the local to global variant of the normalization algorithm proposed by Böhm et al. [3] . To simplify our presentation, we focus on the case of a reduced Noetherian ring with a finite singular locus (which includes our case of interest here). Our starting point is Proposition 3.1 below which is also fundamental to our new algorithm. In formulating the proposition, if P ∈ Spec(A) and A ⊂ A ⊂ A is an intermediate ring, we write A P for the localization of A at A \ P ⊂ A . Proposition 3.1. Let A be a reduced Noetherian ring with a finite singular locus Sing(A) = {P 1 , . . . , P s }.
Proof. A more general result is proved in [3, Proposition 3.2].
Definition 3.2. We call any ring A (i) as in the proposition a local contribution to A at P i . If in addition A (i) P j = A P j for j = i, we speak of a minimal local contribution to A at P i .
Remark 3.3. Note that such a contribution is uniquely determined since, by definition, its localization at each P ∈ Spec(A) is determined.
Given a reduced affine algebra A over a perfect field K with a finite singular locus, Proposition 3.1 allows us to split the computation of A into local tasks at the primes P i ∈ Sing(A). One way of finding the minimal local contributions A (i) is to apply the local version of the normalization algorithm from [3] which relies on a local variant of the Grauert and Remmert criterion. For each i, the basic idea is to use P i together with a suitable element g i of the Jacobian ideal instead of a test pair as in Definition 2.3. By [16, Prop. 3.1.2] , A (i) is a finitely generated A-module. Moreover, A (i) is a ring by construction, since 
Note that C has a double point of type A 4 at (0, 0) and a triple point of type E 8 at (0, 1). If we apply the strategy above, taking P 1 = x, y A , P 2 = y − 1, x A and g 1 = g 2 = x, we get local contributions
Summing up the local contributions, we get A =
Note that U coincides with the ideal U 3 computed in Example 2.5.
Remark 3.5. In Example 3.4, the normalization of the local ring A P 2 is
. Indeed, since y 2 is a unit in A P 2 , this follows by localizing U 2 at P 2 . Note, however, that (y−1)/x and (y−1) 2 /x 3 are not integral over A. Hence,
is not a local contribution to A at P 2 .
Relying on the Jacobian criterion, we may find the primes in Sing(A) by means of primary decomposition. If there is precisely one such prime, this requires (possibly expensive) computations which are only needed to detect this fact. In the case of a plane curve C considered here, supposing that one singularity P of C is already known to us, we may check whether P is the only singularity of C by comparing the local Tjurina number of C at P with the total Tjurina number of C. Computing the total Tjurina number via Gröbner bases over the rationals, however, can be expensive due to coefficient swell. To overcome this problem, we provide an efficient modular criterion. Note that though singularities at infinity do not matter for obtaining integral bases, the criterion takes these singularities into account. That is, it is formulated in the projective setting.
Let K be any field, let F ∈ K[X, Y, Z] be a square-free homogeneous polynomial of positive degree, and let Γ = Proj(K[X, Y, Z]/ F ) be the projective curve defined by F . Moreover, write
where F X , F Y , F Z are the partial derivatives of F . Then, taking Euler's rule into account, Γ sing = Proj(S) ⊂ Γ is the singular locus of Γ. For any Q ∈ Γ sing , let S (Q) be the homogeneous localization of S at Q. Then τ Q (Γ) = dim K S (Q) is the Tjurina number of Γ at Q. For example, if P = X, Y , then
and similarly for the other coordinate charts. Finally,
is the total Tjurina number of Γ. Proposition 3.6. Let F ∈ Q[X, Y, Z] be a square-free homogeneous polynomial of positive degree with integer coefficients. Let q be a prime number such that the reduction F q of F modulo q is non-zero. Consider the curves Γ = Proj(Q[X, Y, Z]/ F ) and Γ q = Proj(F q [X, Y, Z]/ F q ), and let P = X, Y . Suppose that
Proof. By [1, Theorem 5.3] , considering the Hilbert functions of
we have HF S (t) ≤ HF Sq (t), for all t.
Since the Tjurina numbers are the leading coefficients of the respective Hilbert polynomials, this implies that
On the other hand, if
Combining both inequalities yields
and, thus, Γ sing = {P }.
Remark 3.7. The invariants in the criterion can be obtained efficiently by a standard basis computation over Q with respect to a local ordering and by standard basis computations over F p with respect to a global and a local ordering, respectively.
Normalization of Plane Curves via Localization and Completion: Decomposing into Branches
In this section, we show that the minimal local contribution at a given singularity of a plane curve can be obtained by combining the integral bases for the branches of the singularity. How to deal algorithmically the branches will be discussed in Section 6. Since we will later reduce to that case anyway, we suppose that the given singularity is the origin. With regard to notation,
stands for the coordinate ring of an irreducible plane curve C with assumptions as in the introduction, and we suppose that P = x, y ∈ Sing(A). The completion of the local ring A P at its maximal ideal is
Applying the Weierstrass preparation theorem, we get a factorization
where 
for all i, and refer to f 1 , . . . , f r as the branches of f at P . Note that by the Weierstrass division theorem,
Remark 4.1. The normalization of A P is isomorphic to the integral closure of
Applying [18, Theorem 3.3.4 ] to the PID
We study properties of integral bases. 
, and e is the maximal integer such that
we call e the integrality exponent of q with respect to g, written e(q) = e.
Furthermore, the maximal integrality exponent with respect to g in degree i is the maximum of all e(q) where
Note that, in the notation of Lemma 4.2, the maximal integrality exponent with respect to g in degree i is equal to e i . In Section 6, we will present a practical method for finding integral bases as in Lemma 4.2. The starting point for this is: 
]-module basis of B if and only if e(p i ) is the maximal integrality exponent with respect to g in degree i for all 1 ≤ i ≤ m − 1.
]-module generated by 1,
x e ∈ B for some integer e ≥ 0, we show that
, where B i = 1,
. First note: After cancelling, we may assume that q(X, Y ) is not divisible by X.
We do induction on i, the case i = 0 being trivial. If i ≥ 1, then q can be written as a product q = u · q, where
is a Weierstrass polynomial in Y , say of degree j, with j ≤ i. By assumption we have e ≤ e(q) = e(q) ≤ e(p j ) ≤ . . . ≤ e(p i ).
Fix an integer k such that 0 ≤ k ≤ i − j. Since q(x,y)
x e ∈ B, we have y k · q(x,y) x e ∈ B. Moreover, also
x e ∈ B j+k−1 ⊂ B j+k . Together with
x e ∈ B j+k . Since u has degree i − j in Y , we conclude that
The converse follows from the second statement of Lemma 4.2.
We now return to the polynomial f denoting by x and y the classes of X and Y modulo f . 
The normalization of A P splits as
and the splitting is given by
Proof. This follows from the Chinese remainder theorem. See [8, Theorem 1.5.20] and its proof.
Remark 4.6. We will see in Section 6.5 that in practice we do not need to actually compute the extended GCD between the polynomials, we can replace the coefficients a i and b i , 1 ≤ i ≤ r, by easier to construct polynomials.
Given an integral basis at each branch, we can make the splitting of normalization explicit:
Corollary 4.7. With notation as in Proposition 4.5, for each i = 1, . . . , r, let
be an integral basis as in Lemma 4.2 for the normalization of
Proof. This is clear by Proposition 4.5 since the Chinese remainder isomorphism is a
The following corollary allows us to pass from the completion to the localization: 
and let
Moreover, note that A P = A P since normalization commutes with completion for every reduced (semi-)local excellent ring (see [4, Section 1] ). Hence, S is a K[x] x -module generating system of A P by faithful flatness of completion.
Note that, by Lemma 4.2, integral bases for the branches, as assumed by Corollary 4.8, exist. In Section 6, we will see how to turn the results of this section into algorithms and how to compute integral bases for the branches.
We will see that in fact we only need the developments up to degree 2 in X.) Following Lemma 4.5, applying the extended GCD algorithm to f 1 and h 1 = f 2 we get the coefficients a 1 and b 1 whose developments up to degree 3 in X are
The rings
x } and {1, y x }. Applying the construction from Corollary 4.8, we get
and
andf 2 = y 2 the truncations of the corresponding polynomials to degree 2 in x.
The normalization of A P is generated as (2) and, by unimodular row operations, we obtain the integral basis
Computing the normalization of the localization is an interesting question on its own. Moreover, it is straight forward to obtain the local contribution to the integral basis from the local integral basis, as we will see in next section, Proposition 5.14.
Puiseux Series and applications to integral bases
We first fix the notation and recall a few results in the context of Puiseux series.
5.1.
Basic results on Puiseux Series.
This field arises naturally in the context of Emmy Noether's finiteness theorem. In fact, L{{X}} is the algebraic closure of L((X)), and the integral closure of
(see [12, Corollary 13.15] ).
We have a canonical valuation map
where v(γ) is the smallest exponent appearing in a term of γ. By convention, v(0) = ∞. The corresponding valuation ring L{{X}} v≥0 consists of all Puiseux series with non-negative exponents only. Henceforth it will be denoted by
Conjugate Puiseux Series. Two Puiseux series in L{{X}} are called conjugate if they are conjugate as field elements over K((X)).
. Then we call a 1 X t 1 + · · · + a k X t k the rational part of γ, and a k+1 X t k+1 its first non-rational term.
Characteristic Exponents. Then e 1 < e 2 < . . . ; in fact, there are only finitely e ν , and these are coprime.
Example 5.1. If γ = 2X 1/2 + X 3/4 + 6X 5/4 − 5X 17/8 , the common denominator is m = 8. Writing γ = 2X 4/8 +X 6/8 +6X 10/8 −5X 17/8 , we see that the characteristic exponents are e 1 = 4, e 2 = 6, and e 3 = 17.
Puiseux Expansions. Since L{{X}} is algebraically closed, a polynomial f ∈ P X [Y ] has n = deg Y (f ) roots γ 1 , . . . , γ n in L{{X}}. These roots are called the Puiseux expansions of f (at X = 0). Since f is supposed to be monic in Y , we have a factorization of type
That is, the terms of γ i have non-negative exponents only.
Regularity Index and Singular Part. If γ = a 1 X t 1 +a 2 X t 2 +. . . is a Puiseux expansion of f , with 0 ≤ t 1 < t 2 < . . . and no a i zero, we define the regularity index of γ to be the least exponent t k such that no other Puiseux expansion of f has the same initial part a 1 X t 1 + · · · + a k X t k . This initial part is, then, called the singular part of γ.
Maximal Integrality Exponents. Let Γ = {γ 1 , . . . , γ n } be the set of Puiseux expansions of f at x = 0, and let p ∈ P X [Y ]. The valuation of p at f is defined to be v f (p) = min 1≤i≤n v γ i (p). Note that if p is monic of degree d, where 1 ≤ d ≤ n − 1, and 
Choose a subset A ⊂ {1, . . . , n} of cardinality d such that Int( A) is maximal among all Int(A) as above, and set
, and this number is the maximal 
The Puiseux expansions of f are
where a 1 , a 2 are the roots of X 2 = −2. Then Int 1 = 3/2 + 0 = 3/2, Int 2 = 3/2 + 0 = 3/2, and Int 3 = 0 + 0 = 0, so that both i = 1 and i = 2 maximize the valuation. Taking i = 1, we get p = (Y − γ 2 )(Y − γ 3 ) and o(Γ, 2) = 3/2 = 1.
be the polynomial from Example 4.9. The Puiseux expansions of f at X = 0 are 
The reason for considering the valuations v f (p) is that they are directly related to integrality.
be the coordinate ring of an irreducible plane curve with assumptions as in the introduction, and P = x, y a singular point.
is monic in Y of degree i, and e ∈ N is the maximal integer such that p(x, y)/x e is integral over B, we call e(p) = e the integrality exponent of p with respect to B.
The maximum of all e(q) where q ∈ R[Y ] is monic in Y of degree i is denoted as the maximal integrality exponent in degree i with respect to B.
Proof. Note that p(x, y)/x e is integral over A iff v γ i (p/X e ) ≥ 0 for each 1 ≤ i ≤ n (see [18, 
Proof. We have to show that p(x, y)/x e is integral over A P , iff v γ (p/X e ) ≥ 0 for every Puiseux expansion γ of f with γ(0) = 0. If p(x, y)/x e ∈ A P then there is a polynomial u(X) ∈ K[X] (the lcm of the denominators of the coefficient in an integrality equation) such that u(x) ∈ K[x] x is a unit and u(x)
For the converse, suppose that v γ (p) ≥ e > 0 for every Puiseux expansion γ of f with γ(0) = 0. Let u ∈ K[X, Y ] be a polynomial with
Then v γ (u) ≥ e for all Puiseux expansions γ of f with γ(0) = 0. So v γ (up) ≥ e for every Puiseux expansion of f . Hence, by Lemma 5.9, u(x, y)p(x, y)/x e ∈ A, so there are c i ∈ A with
Hence, since u(0, 0) = 0,
the maximal integrality exponent of f .
5.2.
Local contribution to the integral basis. We now describe how to construct a local contribution to the integral basis from a local integral basis. We need the following version of 
-module basis of the local contribution to the normalization at P if and only if for all 1 ≤ i ≤ m − 1, e(p i ) is the maximal integrality exponent with respect to f in degree i.
Proof. Suppose that e(p i ) is the maximal integrality exponent with respect to f in degree i. By
-module generated by 1,
. Since the p j are monic in Y and by assumption, we have A ⊂ A ⊂ A. We prove that A is the minimal local contribution.
Given
x e ∈ A for some integer e ≥ 0, we show that
, where A j = 1,
x e(p 1 ) , . . . ,
. We may assume that q(X, Y ) is not divisible by X. We do induction on j, the claim being trivial for j = 0. For j ≥ 1, by dividing q by the lead coefficient with respect to Y write q(X, Y ) = c(X)q (X, Y ) with c(X) ∈ K[X] and q (X, Y ) ∈ L{{X}}[Y ], monic. By the above remark and the definition of p j we have v f (q ) ≤ e(p j ), hence e ≤ e(q) ≤ e(c) + v f (q ) ≤ e(c) + e(p j ) = e(cp j ).
(Here the last equality holds, since c(X) has integer valuation and only depends on X). This implies that
∈ A, by the induction hypothesis, we get
q(x,y)
x e ∈ A j as claimed. We now pass to the localization. For
x is a unit and h(x) q(x,y)
x e ∈ A. By the above argument, h(x)
x e ∈ A ⊂ D , so
To localize A at primes of A, we first prove that A is a commutative ring with 1. This amounts to show that A is closed under multiplication. Any product of elements can be written as q(x, y) x e · q (x, y) x e = q (x, y) x e+e with q ∈ K[X, Y ] and deg Y (q ) < m. Since the product is in A, by the above argument, the product is in A . Since A is a ring it is also an A-module.
We have
The converse is clear. 
As a corollary to the proposition we obtain the key result relating the normalization of the localization to local contributions: 
For any Puiseux expansion γ (i) of f we have
This implies that
For the last inequality, we use that, by Remark 5.13,
which proves our claim.
Normalization of Plane Curves via Localization and Completion:
Algorithmic point of view 6.1. Summary of the Algorithm. Let A be the ring
as before. For such a ring, in this section we show how to compute a local contribution to A at each prime ideal P ∈ Sing(A) via Puiseux expansions, Hensel's lemma and Proposition 5.14.
Once the local contribution at each component of the singular locus has been obtained, the global integral basis is computed along the lines of Proposition 3.1. We start with a sketch of the algorithm. From the theoretical point of view it involves the following steps:
(1) If the prime component corresponds to a singular point, apply a coordinate change so that the singularity is translated to the origin. If the prime component corresponds to a group of conjugated singular points, apply first a linear transformation so that no point has the same X-coordinate and then apply a translation so that one of the singularity is moved to the origin (an algebraic field extension is needed in this case). For the singularity at the origin:
(2) Determine the maximum integrality exponent E(f ) as described in Section 5.1. From a practical point of view, we face the problem, that we have to determine c i a priori. Moreover, the computation of a i , b i with the extended Euclidean algorithm is very time consuming. Hence following Proposition 6.12, in Steps 3 and 4 we replace b i by an easier to compute β i and c i by the appropriate vanishing order. From this data we obtain generating sets A (i) as in Proposition 6.12.
In the following subsections we explain these steps in more detail.
Puiseux expansions.
We discuss the computation of Puiseux expansions, and some numerical information on the normalization derived from the expansions.
The Newton-Puiseux Algorithm. The Puiseux expansions of f can be computed recursively up to any given order using the Newton-Puiseux algorithm (see, for example, [21] ). Essentially, to get a solution a 1 X t 1 + a 2 X t 2 + . . . of f (X, γ(X)) = 0, with t 1 < t 2 < . . . , the algorithm proceeds as follows: Starting from f (0) = f and K (0) = K((X)), we commence the ith step of the algorithm by looking at a polynomial
. We then choose one face ∆ of the Newton polygon of f (i−1) such that all the other points of the polygon lie on or above the line containing the face. Let f 
Then the ith term of the expansion to be constructed is a i X t i = q 1 · · · q i . It is clear from this construction that different conjugacy classes of expansions arise from different choices for the faces and irreducible factors of f 
are conjugate over Q((X)); their singular parts are of type
where the q i satisfy 
]. In the next step, f (1) has only one face ∆ 1 , yielding
]. Finally, also f (2) has only one face ∆ 2 , which corresponds to
Puiseux Blocks. To simplify the presentation of our algorithms, we introduce some special terminology. We partition the set of all Puiseux expansions of f into Puiseux blocks. A Puiseux block represented by an expansion γ with γ (0) = 0 is obtained by collecting all expansions whose rational part agrees with that of γ and whose first non-rational term is conjugate to that of γ over K((X)). A Puiseux segment is defined as the union of all blocks having the same initial exponent. That is, we have one Puiseux segment for each face of the Newton polygon of f . In addition, all Puiseux expansions γ of f with γ (0) = 0 are grouped together to a single Puiseux block of an extra Puiseux segment. In this way, the Puiseux expansions of f are divided into Puiseux segments, each segment consists of Puiseux blocks, and each block is the union of classes of conjugate expansions. 
where {γ 3 , γ 4 }, {γ 6 , γ 7 } and {γ 8 , γ 9 } are pairs of conjugate Puiseux series. Then {γ 1 , γ 2 } is the segment of expansions γ with γ (0) = 0. Another segment is {γ 3 , γ 4 } (which consists of one block containing a single class of conjugate expansions). All the other expansions form a single segment, consisting of the blocks {γ 5 } and {γ 6 , γ 7 , γ 8 , γ 9 }. The last block contains two classes of conjugate expansions, namely {γ 6 , γ 7 } and {γ 8 , γ 9 }.
6.3.
Hensel's Lemma. In this subsection and the following, we explain how to use Hensel's lemma to compute the products (Y − γ 1 ) · · · (Y − γ s ) up to any X-degree, with γ 1 , . . . , γ s conjugate expansions belonging to a Puiseux segment or block, without computing each individual expansion. Computing all the expansions separately and then computing the product is usually much slower. We recall Hensel's Lemma:
[Y ] be a monic polynomial over the power series ring, and assume that
Moreover, for each m ∈ N, there exist unique
These last conditions imply that the polynomials g m and h m can be computed inductively along the X-degree, solving for each m a determined system of linear equations of n equations and n unknowns, where n is the Y -degree of f . (For each i, 0 ≤ i ≤ n − 1, we get an equation by comparing the coefficients of X m Y i in f and in g m h m .) For further reference in the paper, we present this well-known procedure as Algorithm 1, omitting the actual computation steps. (This algorithm has been made available in Singular since version 3.1.3 via the command factmodd.)
We will usually use Hensel's lifting to separate the component that vanishes at the origin from the component that vanishes outside. Alternatively, we could perform this decomposition by means of the Weierstrass Division Theorem. (See for example, [8, Theorem 3.2.3] .) However, the use of Hensel's Lemma allows for more generality, since we do not need to move the singularity to the origin. This is particularly useful when the singularity has no rational coordinates, as we avoid to use algebraic extensions.
In the following example, we show how to use the lemma to decompose a polynomial. We explain how to transform the polynomials so that Hensel's lemma can still be applied. Let f have the following Puiseux expansions at 0:
. We would like to replace Y by X t Y , so that we can factor out X t in all factors. But this will introduce fractional exponents in f 0 , so we first write t = u/v and replace X by X v and Y by X u Y . We definef
So we can first use Hensel's lemma to compute the factor f 0 up to the required degree, and then compute F as defined above. Now F has factors that do not vanish at the origin. So we can use again Hensel's lemma to separate the factors that vanish at the origin from the factors that do not. We get F = GH. We obtain the factors g and h by reversing the transformations, g(X, Y ) = G(X 1/v , Y /X u/v ), and likewise for h.
We thus arrive to Algorithm 2. 
See also [8, Theorem W] for an alternative approach extending the Weierstrass Division Theorem.
. We first use Hensel's lemma to lift the factors Y 4 and Y 2 + 1. We obtain
(the development is computed up to degree 8 in X). The Puiseux expansions of f 0 at the origin are
with a 1 , a 2 the roots of X 2 + 2 and b 1 , b 2 the roots of X 2 + 1. The smallest initial exponent t of the expansions is t = u/v = 3/2. We computẽ 
Note that g = (Y 2 + 2X 3 ) − 8X 5 Y − 4X 6 and h = (Y + 2X 2 ) 2 + X 5 , hence are equal in the low degree terms to the factors appearing in f .
To separate all the Puiseux segments, we can use this method iteratively. In each step we separate the segment with smallest initial exponent from the rest. Now consider blocks inside a segment which have the same initial exponents but whose initial terms are not conjugate. In this case, after applying the above transformation, and substitute X by 0, F (0, Y ) will have different factors that do not vanish at the origin, corresponding to each of these blocks. Hence we can still proceed in the same way, using Hensel's lemma to split the blocks after applying the transformation.
To be able to separate all blocks, it remains to consider the separation of blocks that have the same initial rational term (and therefore the same initial exponent). Suppose that f 1 is a factor of f containing some Puiseux blocks of f such that they all have the same initial terms
(There can be fewer terms than in the rational part of the expansions.) In this case, we first apply the transformation Y = Y 1 + η, and compute
Then f 2 will contain the same expansions as f 1 but without the initial terms η. We can now proceed as before to separate the blocks. After computing the factors corresponding to each block, we replace Y 1 by Y − η, to get the factor we were looking for.
Algorithm 3 summarizes this strategy.
Algorithm 3 Block splitting
. . , f r such that the expansions of each f i are the same as the i-th Puiseux block of f up to order d in X. η i := the common rational part of all expansions in g i 6:
The ideas from [8, Theorem 5.1.20] can in some cases also be used for our purpose. However, the cited theorem is not as general as we require, and the details on how to initiate the algorithm are not given.
Our final goal is to separate all factors corresponding to different conjugacy classes of expansions. In this case, we do not know of any algorithm to do it without working in algebraic extensions. We compute the conjugate Puiseux expansionsγ 1 , . . . ,γ s up to the desired degree and then compute the product (Y −γ 1 ) · · · (Y −γ s ). This last step is only needed when a Puiseux block contains more than one conjugacy class of expansions.
In Algorithm 4 we combine all the contents of this subsection in a general splitting algorithm.
Algorithm 4 Splitting
Input: f ∈ K[X, Y ] irreducible polynomial, monic of Y -degree n; e ∈ N 0 . Output: L = {f 0 , f 1 , . . . , f r } such that the expansions of each f i are the same as the i-th conjugacy class of Puiseux expansions of f up to order e in X. 1: Compute {g 0 , g 1 , . . . , g s } = BlockSplitting(f, e) 2: L = {g 0 } 3: for i = 1, . . . , s do
4:
Compute Γ = {γ 1 , . . . , γ l }, the singular part of the expansions of g i
5:
k = number of conjugacy classes in Γ 6: if k > 1 then 7: for j = 1, . . . , k do
8:
Compute Γ j = {γ j,1 , . . . , γ j,s j }, the expansions of the j-th conjugacy class of Γ , up to order e in X 9:
else 12:
be an irreducible Weierstrass polynomial of degree m. We show how to compute the integral basis for
. That is, we compute polynomials p 1 , . . . , p m−1 as described in Proposition 4.4 and their corresponding integrality exponents.
Let Γ be the set of Puiseux expansions of g. Since we are assuming g is irreducible, all the expansions of g are conjugate.
For
Recall that for a given N ⊂ Γ , we have the formula
To compute o(Γ, d), 1 ≤ d < m, we do not apply the above formulas but we compute a polynomial
We assume first that there exists t ∈ Q such that the conjugated expansions γ 1 , . . . , γ m of g agree in the terms of degree lower than t and have conjugate terms c i X t ∈ P X , that is
where a j ∈ K and d j ∈ N, 1 ≤ j ≤ k, and the initial part
To compute the numerator p d of the element of degree d in the integral basis, we truncate γ i tō γ i for 1 ≤ i ≤ d to degree d k and we set
Lemma 6.6. The polynomial p d defined above has maximal integrality exponents among all monic polynomials of degree d in Y .
We know that we can always takep d in this way. Let i be an index not appearing in {i 1 , . . . , i d }. We have by construction
Since γ 1 , . . . , γ s are conjugate and
In the general case, when the coefficients a
k are not all different, the truncation has to be done iteratively. We describe a recursive process to obtain p d , the numerator of the integral basis of degree d in Y .
Letp d ∈ P X [Y ] be as in Lemma 6.6. Let t k ∈ Q be the smallest exponent such that the truncations γ
of the expansions γ j , 1 ≤ j ≤ m, are pairwise different. If we truncate the expansions γ j , 1 ≤ j ≤ m, to degree t k−1 :
we have
for any i ∈ {i 1 , . . . , i d }. That is, the valuation ofp d at γ i does not decrease when truncating the expansions after order t k−1 . For simplicity, we explain first how to compute recursively the element of degree m − 1,
For the recursion, we define
j ). Since t k was the smallest integer for which all the truncated expansions were different, the expansions γ (1) j , 1 ≤ j ≤ m, can now be grouped into sets of identical expansions, each set having the same number of elements. Denote by η 1 , . . . , η r the mutually distinct expansions, and set
We start the i-th step by applying the whole procedure inductively to g i−1 , computing g i−1 , g i and u i such that g i−1 = g u i i and g i−1 comes from truncating the expansions of g i−1 . In each step the degree r i of g i is smaller or equal to the degree r i−1 of g i−1 , and it will be equal to 1 after a finite number w of steps (bounded by the degree t k of the expansions in g 0 ). For that value w, r w = 1 and all the expansions in g w are equal. The desired polynomial is
We thus obtain Algorithm 5. return q = p u−1 p . 7: else 8: return q = p u−1 .
Algorithm 5 Truncated Factor
Example 6.8. Returning to Example 6.1, the singular parts of the Puiseux expansions are to degree 7/4 we obtain
hence u 1 = 2 and
Applying the whole procedure inductively to g 1 we obtain g 2 = Y 2 + X 3 , u 2 = 2 and g 3 = Y , u 3 = 2. Combining the factors, we get
For computing the elements of any degree d, 1 ≤ d ≤ m − 1, we can easily extend the above construction, leading to Algorithm 6. 
Algorithm 6 Truncated Factor General
, a conjugacy class of Puiseux series of finite length; c ∈ N, c < s.
of degree c with maximal valuation at f ∆ . 1: Set η 1 , . . . , η r the different expansions in the set {γ 1
return p = g u g 1 . 7: else 8:
m be the truncations of the Puiseux expansions of g up to order t k and g 0 , g 0 , . . . , g w−1 , g w−1 , g w as defined before.
We have noted in Section 5.1 that a polynomial p d satisfying the requirements of the lemma can be chosen so that all the Puiseux expansions of p d at the origin are truncations of the expansions in Γ . This implies that we can take p d to be a product p d = g Example 6.10. We carry on Example 6.8, computing all the numerators of the elements of the integral basis. We have obtained that the element of the integral basis of degree m − 1 = 7 is the product p 7 = g 1 g 2 g 3 , where g 1 , g 2 and g 3 have degrees 4, 2 and 1 respectively. To obtain the numerators of the elements of the integral basis of smaller degree d, 1 ≤ d ≤ 6, following Algorithm 6, we have to first take the largest possible power of g 1 so that the total degree is smaller than or equal to d, then choose the power of g 2 in the same way and finally the power of g 3 . We get the following elements
The denominators are powers of x. To obtain the exponents, we compute o(Γ, d) for 1 ≤ d ≤ 7 by looking at the expansions corresponding to each g i , i = 1, 2, 3, given in Example 6.8. Setting N g i the expansions appearing in g i , i = 1, 2, 3, we have η∈Ng 1 v(γ − η) = 27/4, 
, . . . ,
]-module basis of B.
We have e = e 1 + c i with e 1 = ord(ν) and c i = ord(β i h i ), which are both integers by the hypothesis on β i . Hence ν/X e 1 and β i h i /X c i are integral elements over 
The next corollary follows from Proposition 6.12 by following the proof of Corollary 4.8. 
where d is the Y -degree of f . Then
is a K[x] x -module generating system of A P .
We explain how to compute the coefficients β i with the property that the order of
If ord(h i ) is integer, we take β i = 1. In the general case, to find β i we could use a power of h i , since ord(h m i ) = m ord(h i ), and we can choose m so that m ord(h i ) is integer. (In fact, we would replace h i byh i = γ∈∆ (Y −γ) where ∆ are the Puiseux expansions of h i and for γ ∈ ∆, γ is the singular part of γ, so that we get a polynomial in K[X, Y ] with the same order as
Usually, however, it is more efficient to choose β i as a product of the factors given by Algorithm 6. We proceed algorithmically as follows.
(1) Let ∆ 1 , . . . , ∆ s be the conjugacy classes of expansion corresponding to the polynomials f 1 , . . . , f s . 
, since those simple elements also belong to the local normalization and speed up the Groebner bases computations.
as in the Examples 4.9 and 5.6. There are two conjugacy classes of expansions at the origin, Γ 1 = {γ 1 , γ 2 , γ 3 } and Γ 2 = {γ 4 , γ 5 }. We apply the above strategy to compute A (1) . We have
x }. Evaluating the expansions from Γ 1 in h 1 , we see that the order of h 1 at f 1 is 4/3. Applying Algorithm 6 to h 1 we get TruncatedFactorGeneral(h 1 , 1) = Y . The order of y at f 1 is 2/3. Hence yh 1 has order 2 at f 1 , which is integer. So we can useβ 1 = y. We get
This is more simple than usingb 1 = −2x 2 y 2 − 2x 2 y + xy 2 − y 2 − y as in Example 4.9.
We next consider a more complicated example where the coefficient β i has larger degree.
with r 1 , r 2 the roots of λ 2 −2 = 0, r 3 , r 4 the roots of λ 2 +λ+1 = 0 and r 5 , r 6 the roots of λ 2 +1 = 0. They correspond to three conjugacy classes ∆ 1 = {γ 1 , γ 2 γ 3 , γ 4 , γ 5 , γ 6 }, ∆ 2 = {γ 7 , γ 8 } and ∆ 3 = {γ 9 , γ 10 }. We show how to compute β 1 . Let f 1 , f 2 and f 3 be the Weierstrass polynomials corresponding to each conjugacy class and h 1 = f 2 f 3 .
The order of h 1 at f 1 is 41/6 (recall that the order of h 1 at f 1 is the order in X of (γ − γ 7 ) . . . (γ − γ 10 ) for any expansion γ of h 1 ). Applying Algorithm 6 to ∆ 2 and ∆ 3 for c = 1, 2 we get the polynomials {y, y 2 − 2yx 3 − 2x 3 } and {y, y 2 + x 7 }. We have ord f 1 (y) = 3/2, ord f 1 (y 2 − 2yx 3 − 2x 3 ) = 23/6, ord f 1 (y 2 + x 7 ) = 3.
We can take β 1 = y e 1 (y 2 − 2yx 3 − 2x 3 ) e 2 for appropriate e 1 , e 2 ∈ N 0 . The exponents must satisfy e 1 3 2 + e 2 23 6 + 41 6 ∈ Z. We take e 1 = 1 and e 2 so that β 1 has minimal degree. We get β 1 = y(y 2 − 2yx 3 − 2x 3 ) 2 .
6.6. Ad-hoc algorithm for the case of one characteristic exponent. We describe an algorithm, which allows us to write down an integral basis directly in the case of a singularity with only one conjugacy class of Puiseux expansions. 
(y − y(ε i x)) (2) For j = 1, . . . , g denote by N j the set of all i ∈ {1, . . . , n} such that k 0 gcd(k 0 , . . . , k j−1 ) | i and k 0 gcd(k 0 , . . . , k j ) i.
Then ord x (y(x) − y(ε i x)) = k j n for all i ∈ N j . In particular, if g = 1 then ord x (y(x) − y(ε i x)) = k 1 n if i is not a multiple of n. We now prove Proposition 6.18.
Proof.
Choose Ω ⊆ {1, . . . , n} with |Ω| = d and Int Ω maximal. Then
is a polynomial of degree d with respect to y and ord xp (x, y(x)) is maximal. Let e = ord xp (x, y(x)) .
By Lemma 6.9, for some approximation p ofp, we can choose p(x,y) x e as the degree d element in the integral basis.
We obtain (1) for d = n − 1 and (2) for d = 1, and Int Ω is independent of Ω. The same holds true for (3) in case g = 1. Proof. We compute ord x ∂ 2 f ∂y 2 (x, y(x)) = 4. However, p = (y − y(−x)) (y − y(ix))
gives ord xp (x, y(x)) = 6.
6.7. Computation of the local contribution to the integral basis. Finally, to compute the local contribution to the integral basis from the local integral basis, we use Proposition 5.14.
We describe the complete procedure in Algorithm 8. p deg(h)+i = h · p i , e deg(h)+i = e (i) 11: return B = {p 0 /x e 0 , . . . , p n−1 /x e n−1 }.
Algorithm 8 Local contribution to the integral basis
To compute a (global) integral basis of A over K [x] we can now use Proposition 3.1.
Remark 6.20. In the presence of conjugated singularities, to get a better perfomance, our local algorithm can handle groups of conjugate singularities simultaneously, in a similar way as in [20, Section 4] . If I ⊂ K[X, Y ] is an associated prime of the singular locus, corresponding to a group of conjugate singularities, we apply a linear coordinate change if necessary, so that no two of these singularities have the same X-coordinate. Then we can find polynomials q 1 , q 2 ∈ K[X] such that I = q 1 (X), Y − q 2 (X) . We take α a root of q 1 (X) and translate the singularity (α, q 2 (α)) to the origin. We compute the local contribution to integral basis at the origin and apply the inverse translation to the output. The common denominator of the resulting generators will be a power of x − α. We replace (x − α) by q 1 (x) in the denominators and we eliminate α from the numerators by considering α as a new variable and reducing each numerator by the numerators of smaller degree (written all with the same common denominator), using an elimination ordering α y x. Since an integral basis over the original ring always exists, the elimination process is guaranteed to eliminiate α from the numerators. . We take α = √ 2 and compute the local contribution at (α, 0) translating that point to the origin. After the inverse translation, we get the integral basis of the local contribution 1, y, y 2 x − α . kis slower than Maple. In this example, the algorithm runs into an algebraic field extension of high degree. At current state, the handling of such extensions in Singular is not optimal.
