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a b s t r a c t
It is known that a class of graphs defined by a single forbidden induced subgraph G
is well-quasi-ordered by the induced subgraph relation if and only if G is an induced
subgraph of P4. However, very little is known about well-quasi-ordered classes of graphs
defined by more than one forbidden induced subgraph. We conjecture that for any natural
number k, there are finitelymanyminimal classes of graphs defined by k forbidden induced
subgraphs which are not well-quasi-ordered by the induced subgraph relation and prove
the conjecture for k = 2. We explicitly reveal many of the minimal classes defined by two
forbidden induced subgraphs which are not well-quasi-ordered and many of those which
are well-quasi-ordered by the induced subgraph relation.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A partial order on graphs is a well-quasi-order (WQO for short) if it contains no infinite antichains, i.e. no infinite sets of
graphs pairwise incomparable with respect to the order. The outstanding result by Robertson and Seymour states that the
set of all graphs is well-quasi-ordered (wqo) by the minor relation [12]. However, this is not the case with respect to other
types of partial orders on graphs, such as subgraph relation, induced subgraph relation, and induced minor relation. Each
of them contains an infinite antichain. For instance, it is not difficult to see that chordless cycles form an infinite antichain
with respect to subgraph and induced subgraph relations, while their complements form an infinite antichain with respect
to the inducedminor relation. Therefore, none of these relations is a well-quasi-order. On the other hand, when restricted to
graphs in some special classes, each of themmay become aWQO. For instance, chordal graphs of bounded clique number are
well-quasi-ordered by the induced minor relation, Pk-free graphs (i.e. graphs containing no induced subgraphs isomorphic
to a path on k vertices) are well-quasi-ordered by the subgraph relation for each value of k, and P4-free graphs are well-
quasi-ordered by the induced subgraph relation. Moreover, P4 is the only maximal graph G such that the class of G-free
graphs is wqo by induced subgraphs. Very little is known about well-quasi-ordered classes of graphs defined by more than
one forbidden induced subgraph.
In this paper, we study the induced subgraph relation on graph classes defined by two forbidden induced subgraphs
and characterize most of them (except finitely many cases) as being or not being wqo with respect to this relation. One
outcome of this analysis is that in this family there are finitely many minimal classes which are not well-quasi-ordered by
the induced subgraph relation. We conjecture that the same is true for the family of graph classes defined by k forbidden
induced subgraphs for any value of k and state this conjecture as an open problem in the concluding section of the paper.
The rest of the paper is organized as follows. In the next section, we present all preliminary information related to the topic,
including definitions and notations. Section 3 is devoted to positive results, (i.e. wqo classes of graphs), while Section 4
to negative results (non-wqo classes). In Section 5, we reveal all classes of graphs which are not covered by the results of
Sections 3 and 4.
✩ This research was supported by DIMAP—the Centre for Discrete Mathematics and its Applications at the University of Warwick.∗ Corresponding author.
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2. Preliminaries
All graphs in this paper are finite, undirected, without loops and multiple edges. For a graph G, we denote the vertex set
and edge set of G by V (G) and E(G) respectively. The complement of G is denoted G and is referred to as co-G. Also, if G is a
bipartite graph with a given bipartition of its vertices, we denote byG the bipartite complement of G, i.e. the bipartite graph
obtained from G by complementing the edges between the partite sets of G. An independent set in a graph G is a subset of
vertices no two of which are adjacent and a clique is a subset of pairwise adjacent vertices.
A graphH is an induced subgraph ofG ifH can be obtained fromG by deletion of some vertices. The subgraph ofG induced
by a set U ⊆ V (G) will be denoted G[U]. As usual, we denote by Cn, Pn, and Kn, a chordless cycle, a chordless path and a
complete graph on n vertices respectively. Also, by Kn,m we denote a complete bipartite graph with parts of size n and m,
and by G+ H the disjoint union of two graphs G and H . In particular, nG is the disjoint union of n copies of G. Some specific
graphs have special names in the literature. In particular, K2 + 2K1 is a diamond, P3 + K1 is a paw, and P4 + K1 is a gem. A
bipartite chain graph is defined as a bipartite graph whose vertices in each part form a chain with respect to the relation of
neighbourhood inclusion.
A class of graphs is called hereditary if it is closed under taking induced subgraphs. It is known that a class of graphs is
hereditary if and only if it can be characterized in terms of forbidden induced subgraphs. More formally, for set of graphsM
let us denote by Free(M) the class of graphs containing no induced subgraphs from the set M . Then X is a hereditary class
if and only if X = Free(M) for some set M . If |M| = 1, we call Free(M) a monogenic class and if |M| = 2, we call Free(M) a
bigenic class.
In a partial order, a chain is a set of pairwise comparable elements and an antichain a set of pairwise incomparable
elements with respect to the order. A partial order is a well-partial-order, or more generally well-quasi-order, if it contains
neither infinite strictly decreasing chains nor infinite antichains. Since we consider finite graphs, there cannot exist infinite
strictly decreasing chains. Therefore, a partial order on graphs is a WQO if it contains no infinite antichains.
In this paper, unless stated otherwise, we consider graphs partially ordered by the induced subgraph relation. As we
mentioned in the introduction, this partial order is not a WQO. However, it may become a WQO if restricted to graphs in
some special classes, such as so-called k-letter graphs [11], ℓ-dense graphs [13], graphs of matroidal number at most 3 [5],
some classes of bipartite graphs [4,7]. Also, Damaschke proved in [3] the following results.
Theorem 1. (A) A monogenic class Free(G) is wqo if and only if G is a (not necessarily proper) induced subgraph of P4.
(B) The classes Free(K3, P5) and Free(K3, K2 + 2K1) are wqo.
Part (A) of this theorem provides complete characterization of monogenic classes of graphs in terms of their well-quasi-
orderability. In this paper, we study bigenic classes and extend part (B) of Theorem 1 in various ways. To this end, let us first
recall a few helpful results.
For an arbitrary set M , denote by M∗ the set of all finite sequences of elements of M . If ≤ is a partial order on M , the
elements of M∗ can be partially ordered by the following relation: (a1, . . . , am) ≤ (b1, . . . , bn) if and only if there is an
order-preserving injection f : {a1, . . . , am} → {b1, . . . , bn}with ai ≤ f (ai) for each i = 1, . . . ,m. The celebrated Higman’s
lemma states [6]:
Lemma 1. If (M,≤) is a WQO, then (M∗,≤) is a WQO.
Kruskal [8] extended this result to the set of finite trees partially ordered under homeomorphic embedding. In other
words, Kruskal’s tree theorem restricted to paths becomes Higman’s lemma. Moreover, Kruskal proved his theorem under
the additional assumption that the vertices of trees are equipped with labels from a well-quasi-ordered set.
From Higman’s lemma it is not difficult to derive the following conclusion (see [3] for a more general result).
Claim 1. A set of graphs X is well-quasi-ordered (by the induced subgraph relation) if and only if connected graphs in X are
well-quasi-ordered.
Since two graphs G and H are isomorphic if and only if their complements are isomorphic, we conclude that
Claim 2. A set of graphs is a WQO if and only if the set of their complements is a WQO.
From the Ramsey theorywe know that for all values of n andm the class Free(Kn,mK1) is finite. As an immediate corollary
from this observation we obtain the following conclusion.
Claim 3. The class Free(Kn,mK1) is wqo for all n and m.
The following result will also be useful in our study of bigenic classes of graphs.
Claim 4. The class Free(paw,H) is wqo if and only if the class Free(K3,H) is WQO.
Proof. The claim follows by combining Theorem 1(A), Claim 1 and the following fact proved in [10]: every connected paw-
free graph is either K3-free or P3-free. 
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In our analysis of bigenic classes two antichains will play a key role. These are:
• F = {K1,3, K3, C4, C5, C6, . . .}.
• F = {K1,3, K3, C4, C5, C6, . . .}.
Note that Free(F ) is the class of linear forests, i.e. graphs every connected component of which is a path. Similarly, Free(F ) is
the class of complements of linear forests. The importance of the classes Free(F ) and Free(F ) is due to the following result.
Claim 5. Let X = Free(G,H) be a bigenic class of graphs.
• If neither of G and H belong to Free(F ), then X is not wqo.
• If neither of G and H belong to Free(F ), then X is not wqo.
• If one of G and H belongs to both Free(F ) and Free(F ), then X is wqo.
Proof. If neither of G and H belong to Free(F ), then it is easy to see that X contains infinitely many cycles, i.e. an infinite
antichain. The second statement follows by symmetry.
To prove the third statement, suppose G belongs to both Free(F ) and Free(F ). It is not difficult to verify that G is an
induced subgraph of P4. But then X is a subclass of Free(P4), which is wqo by Theorem 1(A). 
According to Claim5, inwhat followswe consider bigenic classes of graphs Free(G,H)withG ∈ Free(F ) andH ∈ Free(F ).
3. Bigenic classes of graphs which are well-quasi-ordered
In this section, we reveal a number of bigenic classes which are well-quasi-ordered by induced subgraphs. In fact, we
prove stronger results that deal with a binary relation which we call labelled-induced subgraphs. Assume (W ,≤) is an
arbitrary WQO. We call G a labelled graph if each vertex v ∈ V (G) is equipped with an element l(v) ∈ W (the label of
v), and we say that a graph G is a labelled-induced subgraph of H if G is isomorphic to an induced subgraph of H and the
isomorphismmaps each vertex v ∈ G to a vertexw ∈ H with l(v) ≤ l(w). We split the results of this section into two parts
depending on the technique we use to prove well-quasi-orderability.
3.1. Well-quasi-order and k-uniform graphs
Let k be a natural number, K a symmetric 0–1 square matrix of order k, and Fk a simple graph on the vertex set
{1, 2, . . . , k}. Let H be the disjoint union of infinitely many copies of Fk, and for i = 1, . . . , k, let Vi be the subset of
V (H) containing vertex i from each copy of Fk. Now we construct from H an infinite graph H(K) on the same vertex set
by connecting two vertices u ∈ Vi and v ∈ Vj if and only if uv ∈ E(H) and K(i, j) = 0 or uv ∉ E(H) and K(i, j) = 1. Finally,
let P (K , Fk) be the hereditary class consisting of all the finite induced subgraphs of H(K).
Definition 1. A graph Gwill be called k-uniform if there is a number k such that G ∈ P (K , Fk) for some K and Fk.
Theorem 2. For any fixed k, the set of k-uniform graphs is well-quasi-ordered by the labelled-induced subgraph relation.
Proof. For a fixed k, there are only finitely many matrices K of order k and finitely many graphs on the set {1, . . . , k}.
Therefore, it suffices to prove the theorem for a fixed matrix K and a fixed graph Fk, i.e. for a fixed property P (K , Fk).
Moreover, without loss of generality we will identify each graph G ∈ P (K , Fk)with an arbitrary embedding of G into H(K).
Since G is a finite graph, there is a finite number m of copies of the graph Fk (i.e. of the graph which is used in the
construction of H(K)) that contain at least one vertex of G. We represent G by a binary k × m matrix M = MG whose (i, j)
entry contains 1 if the ith vertex of the jth copy of Fk belongs to G, and 0 otherwise.
Now assume the vertices of G are labelled by the elements of a WQO set (W ,≤). We replace each non-zero entry of M
by the label of the respective vertex of G, which transforms M into a matrix M∗ = M∗G in the alphabet W0 = W ∪ {0}. We
extend (W ,≤) to a WQO (W0,≤) by defining 0 ≤ x for each element x ∈ W .
Let us denote the set {M∗G | G ∈ P (K , Fk)} byMk and define a binary relation≤∗ on this set in two steps as follows:
• for two words x = (x1 . . . xk) ∈ W k0 and y = (y1 . . . yk) ∈ W k0 , we define x≤k y if and only if xi ≤ yi for each i = 1, . . . , k.• for two matricesM∗1 ∈ Mk andM∗2 ∈ Mk, we defineM∗1 ≤∗M∗2 if and only if there is an injection mapping each column
x ofM∗1 to a column y ofM
∗
2 with x≤k y.
From the definition of k-uniform graphs and the matrices of the form M∗G it follows that in order to show that P (K , Fk)
is well-quasi-ordered by the labelled-induced subgraph relation it is enough to show that the set (Mk,≤∗) is a WQO. This
easily follows by a double application of Higman’s lemma [6]. The first application implies that (W k0 ,≤k) is a WQO (since
(W0,≤) is a WQO), and the second application implies that (Mk,≤∗) is WQO (since (W k0 ,≤k) is a WQO). 
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Lemma 2. Let G be a graph and v a vertex of G. If G− v is a k-uniform graph, then G is 2k+ 1-uniform.
Proof. Let G − v be a k-uniform graph given together with an embedding into H(K). We call the sets V1, . . . , Vk of H(K)
colour classes of the graph. First, we split each of the k colour classes of G − v into two subsets (of vertices adjacent and
non-adjacent to v), whichmakes G−v a 2k-uniform graph. Then we add an extra colour class, containing vertex v only, and
connect it to the rest of the graph accordingly. More formally, assume G−v ∈ P (K , Fk). Viewing K as a graph with loops on
the vertex set {w1, . . . , wk}, split every looped vertex wi into two adjacent looped vertices w′i and w′′i , split every loopless
vertex wi into two non-adjacent loopless vertices w′i and w
′′
i , and add an extra vertex (no matter with or without a loop)
which is adjacent to exactly one vertex in each pairw′i, w
′′
i . Also, split every vertex of Fk into two non-adjacent vertices, and
then add to Fk an isolated vertex. Denoting the resulting graphs by K ′, F ′2k+1, we conclude that G ∈ P (K ′, F ′2k+1). 
Corollary 1. Let X be a class of graphs and c, k constants. If every graph G in X has a subset W of at most c vertices such that
G−W is k-uniform, then every graph of G is (2c(k+ 1)− 1)-uniform.
Now we apply Theorem 2 and Corollary 1 to derive well-quasi-orderability for some particular bigenic classes. In the
proof of the next three theorems, S1,2,3 denotes a tree with three leaves being of distance 1–3 from the only vertex of degree
3.
Theorem 3. The class Free(K3, P3 + 2K1) is wqo.
Proof. Note that P3 + 2K1 is an induced subgraph of the following graphs: P7, S1,2,3 and Ci for i ≥ 8. Since (P7, S1,2,3)-free
bipartite graphs are wqo [7], we may restrict ourselves to graphs in Free(K3, P3 + 2K1) containing a C5 or a C7. Let G be such
a graph. By Claim 1 we may assume that G is connected.
Assume first that G contains a copy of C7, say C = (v1, v2, . . . , , v7). Suppose G has a vertex u that does not belong to C .
Due to the K3-freeness, u cannot have more than 3 neighbours in C . If v has exactly three neighbours, then the only (up to
symmetry) possibility to avoid a K3 is when u is adjacent to v1, v3, v6, in which case vertices v2, v4, v6, v7, u induce P3+2K1.
If u has fewer than 3 neighbours in C , finding one of the two forbidden graphs is a trivial task. Therefore, if G contains a copy
of C7, then G = C7.
Nowwe assume that G contains an induced copy of C5, say C = (v1, v2, v3, v4, v5). Let u be a vertex of G outside the cycle.
Since G is K3-free, u can be adjacent to at most two vertices of C , and if u has two neighbours in C , they are non-consecutive
vertices of the cycle.We denote the set of vertices in V (G)\V (C) that have exactly i neighbours on C byNi, i ∈ {0, 1, 2}. Also,
for i = 1, . . . , 5, we denote by Vi the set of vertices in N2 adjacent to vi−1, vi+1 ∈ V (C) (throughout the proof subscripts i
are taken modulo 5). We call two different sets Vi and Vj consecutive if vi and vj are consecutive vertices of C , and opposite
otherwise. The proof will be given through a series of claims.
(1) Each Vi is an independent set, and vertices in opposite sets Vi and Vj are non-adjacent, which follows directly from the
K3-freeness of G.
(2) Each vertex in Vi is adjacent to all but at most one vertex in Vi+1, since otherwise a vertex x ∈ Vi together with any of its
two non-neighbours y1, y2 ∈ Vi+1 and vertices vi−1, vi+1 would induce a P3 + 2K1.
(3) |N1| ≤ 5. Indeed, if |N1| > 5, then it contains two vertices x, y adjacent to the same vertex vi of C . Then either
G[vi, x, y] = K3 (if x is adjacent to y) or G[vi+1, vi+2, vi+3, x, y] = P3 + 2K1 (if x is not adjacent to y).
(4) |N0| ≤ 1. Indeed, assumeN0 contains two vertices x, y. If x is not adjacent to y, thenG[v1, v2, v3, x, y] = P3+2K1. Suppose
now that x is adjacent to y. Since the graph is connected, theremust exist a path connecting x, y to the cycle.Without loss
of generality wemay assume that x is adjacent to a vertex z that has a neighbour on C . Then z is not adjacent to y (since G
is K3-free) and z has at least two non-adjacent non-neighbours on C , say v1 and v3. But now G[z, x, y, v1, v3] = P3+2K2.
(5) If Vi and Vj are opposite, then at least one of them is empty. Indeed, assume without loss of generality that V1 contains a
vertex x and V3 contains a vertex y, then G[v3, v4, y, x, v1] = P3 + 2K1.
By Claim (5), G contains at most two non-empty sets Vi and Vj and these sets are consecutive. By Claims (1) and (2) these
two sets induce a 2-uniform graph. Therefore, by Claims (3) and (4) and Corollary 1 G is a k-uniform graph for a constant
k. 
Theorem 4. The class Free(K3, co-gem) is wqo.
Proof. Note that a co-gem P4 + K1 is an induced subgraph of P6 and therefore of any cycle Ci with i ≥ 7. Since P6-free
bipartite graphs are WQO [7], we may restrict our attention to graphs in Free(K3, P4 + K1) that contain a C5.
Let G be a graph in Free(K3, P4 + K1) containing an induced copy of C5, say C := (v1, v2, . . . , v5). Every vertex outside C
must have at least two neighbours on the cycle (since otherwise an induced co − gem arises) and at most two neighbours
on the cycle (since otherwise a K3 arises). Therefore, every vertex outside C has exactly two neighbours on C and due to
K3-freeness of G these neighbours are non-consecutive vertices of the cycle. We denote the vertices outside C that are
adjacent to vi−1 and vi+1 by Vi. Then each Vi is an independent set and vertices in opposite sets Vi and Vj are non-adjacent,
sinceG is K3-free. In addition, every vertex in Vi is adjacent to every vertex in Vi+1, since otherwise two non-adjacent vertices
x ∈ Vi and y ∈ Vi+1 together with vi−2, vi−1, vi+1 would induce a copy of P4 + K1. Therefore, G is a 5-uniform graph, and
hence, by Theorem 2, Free(K3, P4 + K1) is a well-quasi-ordered class. 
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Theorem 5. The class Free(K3, P3 + P2) is wqo.
Proof. Note that a P3 + P2 is an induced subgraph of P6 and therefore of any cycle Ci with i ≥ 7. Since P6-free bipartite
graphs are WQO [7], we may restrict ourselves to those graphs in the class Free(K3, P3 + P2) that contain a C5.
Let G be a connected (K3, P3 + P2)-free graph and let C = (v1, v2, v3, v4, v5) be an induced cycle of length five in G.
Let v be a vertex of G outside the cycle. Since G is K3-free, v can be adjacent to at most two vertices of C , and if v has two
neighbours on C , they are non-consecutive vertices of the cycle. We denote the set of vertices in V (G) \ V (C) that have
exactly i neighbours on C by Ni, i ∈ {0, 1, 2}. Also, for i = 1, . . . , 5, we denote by Vi the set of vertices in N2 adjacent to
vi−1, vi+1 ∈ V (C) (throughout the proof subscripts i are taken modulo 5). We call two different sets Vi and Vj consecutive if
vi and vj are consecutive vertices of C , and opposite otherwise. Finally, we call Vi large if |Vi| ≥ 2, and small otherwise. The
proof of the theorem will be given through a series of claims.
(1) N0 is an independent set, since otherwise any edge connecting two vertices x, y ∈ N0 together with v1, v2, v3 would
induce a P3 + P2.
(2) No vertex x ∈ N1 has a neighbour in N0. Indeed, if x ∈ N1 is adjacent to vi and z ∈ N0, then G[x, z, vi+1, vi+2, vi+3] is
isomorphic to P3 + P2.
(3) Any vertex x ∈ N2 has at most one neighbour in N0. Indeed, if x ∈ Vi is adjacent to z, z ′ ∈ N0, then G[x, z, z ′, vi+2, vi+3] is
isomorphic to P3 + P2.
(4) |N1| ≤ 5. Indeed, if there are two vertices x, x′ ∈ N1 which are adjacent to the same vertex vi ∈ V (C), then
G[x, x′, vi, vi+2, vi+3] is isomorphic to P3 + P2.
(5) If Vi and Vj are opposite sets, then no vertex of Vi is adjacent to a vertex of Vj, since G is K3-free.
(6) If Vi and Vj are consecutive, then every vertex x of Vi has at most one non-neighbour in Vj. Indeed, if x ∈ Vi has two non-
neighbours y, y′ ∈ Vi+1, then G[x, y, y′, vi−1, vi−3] is isomorphic to P3 + P2.
(7) Each Vi is an independent set, since G is K3-free.
(8) If Vi and Vj are two opposite large sets, then no vertex in N0 has a neighbour in Vi ∪ Vj. Assume without loss of generality
that i = 1 and j = 4, and suppose for contradiction that a vertex x ∈ N0 has a neighbour y ∈ V1. Obviously x has either
at least one non-neighbour or at least two neighbours in V4. If x is non-adjacent to a vertex z ∈ V4, then G[x, y, z, v3, v4]
is isomorphic to P3 + P2, and if x is adjacent to vertices z, z ′ ∈ V4, then G[x, z, z ′, v1, v2] is isomorphic to P3 + P2.
Since G is connected and N0 is an independent set, every vertex of N0 has a neighbour in N2 (see Claim (2)). Let us denote
by V0 those vertices of N0 at least one neighbour of which belongs to a large set Vi and by G0 the subgraph of G induced by
V0 and the large sets. From Claims (3) and (4), it follows that at most 20 vertices of G do not belong to G0. We will show that
G0 is a k-uniform graph for some constant k, which will imply by Corollary 1 that G is c-uniform for a constant c . We may
assume that G has at least one large set, since otherwise G0 is empty. We will show that G0 is k-uniform by examining all
possible combinations of large sets.
Case 1: Assume that for every large set Vi there is an opposite large set Vj. Then it follows from Claim (8) that V0 = ∅.
Suppose there are two consecutive large sets Vi and Vi+1 such that Vi contains a vertex x non-adjacent to a vertex y ∈ Vi+1.
Then Vi−1 is small. Indeed, if Vi−1 is large then, by Claim (6), it must contain a vertex z adjacent to x. But then vertices
x, y, z, vi−1, vi+2 induce in G a P3 + P2. Therefore, G0 does not contain vertices of Vi−1. Symmetrically, G0 does not contain
vertices of Vi+2. Therefore, if G contains a couple of non-adjacent vertices in two consecutive large sets, then G0 consists of
at most three sets: Vi, Vi+1 and Vi+3. By Claim (6), Vi and Vi+1 induce a 2-uniform graph, and therefore, G0 is 3-uniform. If
every two vertices of G0 in consecutive large sets are adjacent, then G0 is 5-uniform.
Case 1 allows us to assume that G contains a large set such that the opposite sets are small. Without loss of generality we
let V1 be large, and V3 and V4 be small. The rest of the proof is based on the analysis of the size of the sets V2 and V5.
Case 2: V2 and V5 are large. Then, by Claim (8), there are no edges between V0 and V2∪V5. As a result, if V0 has at least two
vertices, then each vertex of V0 has exactly one neighbour in V1. Indeed, assume vertex a ∈ V0 has at least two neighbours
b, c ∈ V1. Let d be any other vertex of V0 and e its neighbour in V1. By Claim (3), emust be different from b and c. But then
a, b, c, d, e induce a P3 + P2. Therefore, if V0 has at least two vertices, G0 is a 4-uniform graph. If V0 has at most 1 vertex, we
can neglect it by Corollary 1, which makes G0 a 3-uniform graph.
Case 3: V2 and V5 are small. Then G0 is a bipartite graph with bipartition (V1, V0), and as in Case 2 if V0 has at least two
vertices, then each vertex of V0 has exactly one neighbour in V1, i.e. G0 is a 2-uniform graph.
Case 4: V2 is large and V5 is small, i.e.G0 is induced by V0∪V1∪V2. Denote by V01 the vertices of V0 that have no neighbours
in V2, by V02 the vertices of V0 that have no neighbours in V1, and by V012 the vertices of V0 that have neighbours both in V1
and V2. Without loss of generality, we assume that each of V01 and V02 has at least 2 vertices, since otherwise these sets can
be neglected by Corollary 1. Therefore, as in Case 2, each vertex of V01 has exactly one neighbour in V1, and each vertex of
V02 has exactly one neighbour in V2. This means that if V012 is empty, then G0 is 4-uniform.
Suppose now that V012 contains a vertex x and let y be a neighbour of x in V1 and z be a neighbour of x in V2. Then y and z
are non-adjacent (since G is K3-free) and therefore, by Claim (6), y is adjacent to every vertex of V2 \ {z} and z is adjacent to
every of V1 \ {y}. From the K3-freeness of G it follows that x has no neighbours in (V1 ∪ V2) \ {y, z}. Thus, each vertex V012
has exactly one neighbour in V1 and exactly one neighbour in V2. We denote the vertices of V1 that have neighbours in V012
by V ′1, and the vertices of V2 that have neighbours in V012 by V
′
2. Also, for i = 1, 2 let V ′′i = Vi − V ′i .
Finally, let V ′′01 be the vertices of V
′′
0 that have neighbour either in V
′′
1 (and not in V
′′
2 ) and V
′′
02 be the vertices of V
′′
0 that
have neighbour either in V ′′2 (and not in V
′′
1 ).
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It follows from the above discussion and Claims (3) and (6) that
• vertices of V012 have no neighbours in V ′′1 ∪ V ′′2 ,• there are all possible edges between V ′1 and V ′′2 , and between V ′2 and V ′′1 .• there are no edges between V01 ∪ V02 and V ′1 ∪ V ′2.
Therefore, G0 is a 7-uniform graph. 
3.2. Well-quasi-order, k-letter graphs and modular decomposition
To reveal more classes of graphs well-quasi-ordered by the induced subgraph relation, we need to introduce more
notions. First, we define the notion of a k-letter graph introduced by Petkovšek [11] in 2002:
Definition 2. A k-letter graph G is a graph defined by a finite word x1x2 . . . xn on alphabet X of size k together with a subset
S ⊆ X2 such that:
• V (G) = {x1, x2, . . . , xn}.• E(G) = {xixj : i ≤ j and (xi, xj) ∈ S}.
For any fixed sets X and S ⊆ X2, the subsequence relation on words corresponds precisely to the induced subgraph
relation on k-letter graphs. Since there are only finitely many different choices for S, the following is an immediate corollary
of Higman’s lemma:
Corollary 2 (Petkovšek, 2002). For any fixed k, the class of k-letter graphs is wqo by induced subgraphs.
Using Higman’s lemma in all its generality (which is just a special case of Kruskal’s tree theorem), the above corollary
can be extended in the following way.
Corollary 3. For any fixed k, the class of k-letter graphs is wqo by the labelled-induced subgraph relation.
Together, the two notions, k-uniform graphs and k-letter graphs, give a wide range of hereditary classes well-quasi-
ordered by the induced subgraph relation. To further extend this family let us introduce more definitions.
Given a graph G = (V , E), a subset of vertices U ⊆ V and a vertex x ∈ V outside U , we say that x distinguishes U if x has
both a neighbour and a non-neighbour in U . A subset U ⊆ V is called amodule of G if no vertex in V \ U distinguishes U . A
module U is non-trivial if 1 < |U| < |V |, otherwise it is trivial. A graph is called prime if it has only trivial modules.
An important property of maximal modules is that if G and the complement of G are both connected, then the maximal
modules of G are pairwise disjoint. Moreover, from the above definition it follows that if U and W are maximal modules,
then either there are all possible edges between them or no edges at all. Therefore, by contracting eachmaximalmodule of G
into a single vertex we obtain an induced subgraph G0 of Gwhich is prime. Sometimes this graph is called the characteristic
graph of G (alternatively, you can think of G as being obtained from G0 by substituting its vertices bymaximal modules of G).
This property allows to recursively decompose the graph into connected components, co-components or maximal modules.
This decomposition can be described by a rooted tree and is known in the literature under various names such as modular
decomposition [9] or substitution decomposition.
The importance of the notion of modular decomposition for our study is due to the following theorem.
Theorem 6. If the set of prime graphs in a hereditary class X is well-quasi-ordered by the labelled-induced subgraph relation,
then the class X is well-quasi-ordered by the induced subgraph relation.
Proof. Assume to the contrary that X is not a WQO and let G = {G1,G2, . . .} be an infinite antichain. Without loss of
generality, we will assume that every graph in G is connected and co-connected. We also assume that this antichain is
minimal in the sense that there is no infinite antichain G′1,G
′
2, . . . with |V (G1)| = |V (G′1)|, . . . , |V (Gi−1)| = |V (G′i−1)| and|V (Gi)| > |V (G′i)| for some i ≥ 1. Obviously, if X has an infinite antichain, then it has a minimal infinite antichain.
Since for each i ≥ 1, the graph Gi is both connected and co-connected, the maximal modules of Gi are pairwise disjoint.
We contract each maximal module of Gi into a single vertex, obtaining in this way the characteristic graph G0i , and assign
to each vertex of G0i the subgraph of Gi induced by the respective module. In this way, the antichain G transforms into an
antichain G0 of prime graphs whose vertices are labelled by some graphs from X . Due to minimality of G we may assume
that the set of labels is wqo by induced subgraphs. But then G0 must be wqo by labelled-induced subgraphs, according to
our assumption about prime graphs in X . This contradiction shows that X is WQO by induced subgraphs. 
We now use Theorem 6 to prove the following result.
Theorem 7. The classes Free(diamond, P5) and Free(diamond, co− diamond) are wqo.
Proof. To prove the theorem, we define several special types of graphs:
• A thin spider is a graph partitionable into a clique C and an independent set S, with |C | = |S| or |C | = |S| + 1, such that
the edges between C and S are a matching and at most one vertex of C is unmatched.
• A matched co-bipartite graph is a graph partitionable into two cliques C1 and C2, with |C1| = |C2| or |C1| = |C2| + 1, such
that the edges between C1 and C2 are a matching and at most one vertex of C1 is unmatched.
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• An enhanced co-bipartite chain graph is a graph partitionable into two cliques C1 and C2, inducing the complement of a
bipartite chain graph together with at most three additional vertices a, b, c for which N(a) = C1 ∪ C2, N(b) = C1 and
N(c) = C2.
• An enhanced (bipartite) chain graph is the complement of an enhanced co-bipartite chain graph.
It is not difficult to see that any thin spider or matched co-bipartite graph is 2-uniform graph. and a chain bipartite graph
is 2-letter graph.
It was proved in [1] that every connected and co-connected prime graph in the class Free(diamond, P5) is either a thin
spider or a matched co-bipartite graph or an enhanced chain graph or a graph with at most 9 vertices. In [2], it is shown
that for a connected and co-connected prime graph G in the class Free(diamond, co− diamond), either G or G is a matched
co-bipartite graph or G has at most 9 vertices. Together with Theorems 2 and 6 and Corollary 3 this proves the theorem. 
4. Bigenic classes of graphs which are not well-quasi-ordered
Let us start by recalling a few known or easy results about infinite antichains and classes which are not wqo. First we
repeat that the set of cycles
C = {C3, C4, . . .} is an infinite antichain.
This example leads to several more infinite antichains. Denote byC2k the bipartite complement of an even cycle C2k. Then
obviouslyC = {C2k : k = 3, 4, . . .} is an infinite antichain.
Also, denote by C∗2k the graph obtained from an even cycle C2k by creating a clique on the set of even-indexed vertices. It is
easy to see that
C∗ = {C∗2k : k = 2, 3, . . .} is an infinite antichain.
Finally, denote by C∆3k the graph obtained from a cycle C3k by connecting every two vertices at distance 0 mod 3 from each
other. In this way, we form three big cliques of size k each. For k > 1, any triangle in C∆3k must belong to one of the three
created cliques, and therefore it is not difficult to see that
C∆ = {C∆3k : k = 2, 3, . . .} is an infinite antichain.
To reveal more infinite antichains, let us note that the class of 3K2-free bipartite graphs is not WQO [4] (see also [7] for
a stronger result). This class contains an infinite antichainB consisting of graphs partitionable into three independent sets
A, B, C so that each of A∪ B and B∪ C induces a 2K2-free bipartite graph, with no other edges present. By creating a biclique
between the sets A and B (i.e. by creating all possible edges between these sets), we transform B into a new sequence of
graphs which will be denotedB∗. Also, by replacing A and C with cliques (i.e. creating all possible edges inside the sets) we
transform B into a new sequence which will be denoted B∗∗. With the same proof that shows that B is an antichain, one
can showB∗ andB∗∗ are infinite antichains.
We now use the infinite antichains described above to prove the following results.
Theorem 8. The classes Free(C4, 2K2), Free(K3, 2P3), Free(K3, K2 + 3K1), Free(diamond, 4K1) and Free(K4, 2K2) are minimal
bigenic classes which are not well-quasi-ordered by the induced subgraph relation.
Proof. The class Free(C4, 2K2) contains Free(C5, C4, 2K2, ), i.e. the class of split graphs, which in turn contains the antichain
C∗. If we delete any vertex from C4 or 2K2, then we obtain an induced subgraph of P4. Since P4-free graphs are WQO,
Free(C4, 2K2) is a minimal not WQO class.
The class Free(K3, 2P3) contains 2P3-free bipartite graphs, which are not well-quasi-ordered [7]. To show theminimality,
let us call a bigenic class trivial if one of its forbidden graphs has fewer than 3 vertices. Obviously, any trivial class is WQO.
The class Free(K3, 2P3) contains two maximal non-trivial bigenic subclasses: Free(K3, P3 + 2K1) and Free(K3, P3 + P2). Both
of them are WQO by Theorems 3 and 5, respectively. Thus, Free(K3, 2P3) is a minimal bigenic class which is not WQO.
It is not difficult to see that the bipartite complement of K2+3K1 contains either K1,3 or C4 for any bipartition of this graph.
Therefore, ifB is a bipartite complement ofK2+3K1, then the class ofB-free bipartite graphs contains the antichainC6, C8, . . . .
As a result, the class of K2+ 3K1-free bipartite graphs contains the antichainC, which implies that Free(K3, K2+ 3K1) is not
WQO. To see the minimality, observe that this class contains two maximal non-trivial bigenic subclasses: Free(K3, 4K1) and
Free(K3, K2+ 2K1). The first of them contains finitely many graphs by Ramsey’s Theorem, the second is WQO by Theorem 5.
To see that Free(diamond, 4K1) is not WQO, observe first that every graph in C∆ is partitionable into three cliques and
therefore is 4K1-free. Also, any triangle in a C∆3k must belong to one of the three cliques created in the construction of this
graph, and therefore, every graph in C∆ is diamond-free. Thus, Free(diamond, 4K1) contains the antichain C∆ and therefore
is notWQO. This class contains threemaximal bigenic classes: Free(K3, 4K1), Free(P3, 4K1) and Free(diamond, 3K1). The first
of them contains finitely many graphs (Ramsey’s Theorem), the second is a subclass of P4-free graphs and the last one is a
subclass of Free(gem, 3K1)which is WQO by Theorem 4.
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Table 1
Some bigenic classes of graphs.
WQO classes Thm. Not WQO Thm. Not WQO Clm.
Free(K3, P3 + 2K1) 3 Free(C4, 2K2) 8 Free(2K2, C5) 5
Free(K3, P4 + K1) 4 Free(K3, 2P3) 8 Free(C4, C5) 5
Free(K3, P3 + P2) 5 Free(K3, K2 + 3K1) 8 Free(C3, C4) 5
Free(P5, diamond) 7 Free(diamond, 4K1) 8 Free(C3, C5) 5
Free(diamond, co− diamond) 7 Free(K4, 2K2) 8 Free(C3, C6) 5
Free(P4) 1(A) Free(K3, 3K2) 9 Free(C3, C7) 5
Free(Kn,mK1) Claim 3 Free(gem, P4 + K2) 9 Free(C3, K1,3) 5
Free(gem, P6) 9 Free(C4, K1,3) 5
Finally, it is not difficult to see that every graph in B∗ is (K4, 2K2)-free and therefore Free(K4, 2K2) is not WQO. The set
of maximal bigenic subclasses of Free(K4, 2K2) consists of Free(K3, 2K2) and Free(K4, K2+ K1). The first of them is a subclass
of (P5, diamond)-free graphs which are WQO by Theorem 7, while the second is a subclass of P4-free graphs and therefore
is WQO as well. 
Theorem 9. The classes Free(K3, 3K2), Free(gem, P4 + K2) and Free(gem, P6) are not WQO.
Proof. The class Free(K3, 3K2) contains the antichainB, which is easy to see. Now let us show that Free(gem, P4 + K2) and
Free(gem, P6) contain the antichain B∗∗. From the definition of graphs in the set B∗∗ it follows that both A ∪ B and B ∪ C
induce P4-free graphs. Now it is not difficult to see that each graph inB∗∗ is P6-free and P4 + K2-free. To see gem-freeness,
note that any P4 must contain at least one vertex in each of A, B and C , in which case there obviously cannot exist a vertex
dominating such a P4. 
5. Summary and a conjecture
In the two previous sections we discovered a number of bigenic classes which are well-quasi-ordered by the induced
subgraph relation and a number of those which are not. In this section, we summarize the results obtained in Sections 3
and 4, and reveal all bigenic classes for which the question of well-quasi-orderability is open. The first two columns of
Table 1 contain summary of the obtained results. For convenience, we also include in the first column classes Free(P4) and
Free(Kn,mK1).
Proposition 1. Let X = Free(G,H) be a bigenic class containing neither Free(F ) nor Free(F ). If
(1) X contains none of the non-WQO classes listed in Table 1 and none of their complements, and
(2) X is not contained in any of the WQO classes listed in Table 1 or their complements,
then Free(G,H) is one the following 14 classes or one of their complements:
Free(K3, 2K2 + K1), Free(K3, P4 + K2), Free(K3, P5 + K1),
Free(K3, P6), Free(diamond, co− gem), Free(diamond, 2K2 + K1),
Free(diamond, P3 + K2), Free(diamond, P4 + K2), Free(diamond, P6),
Free(gem, 2K2), Free(gem, co− gem), Free(gem, 2K2 + K1),
Free(gem, P3 + K2), Free(gem, P5).
Proof. If X = Free(G,H) contains neither Free(F ) nor Free(F ), then Free(F ) contains G orH and Free(F ) contains G orH . If
one of G and H belongs to both Free(F ) and Free(F ), then by Claim 5, X is a subclass of Free(P4). Therefore, we may assume
without loss of generality that
• G ∈ Free(F ) and H ∈ Free(F ).
Since C3, C5, 2K2 ∉ Free(F ), we know that G is (C3, C5, 2K2)-free. If additionally G is (K3, C4)-free, then G is an induced
subgraph of P4. Therefore, we may assume that
• G contains either K3 or C4.
By symmetry, we assume that
• H contains either 3K1 or 2K2.
If G contains C4 and H contains 2K2, then X contains Free(C4, 2K2), in which case assumption (2) fails. Since C4 is the
complement of 2K2, we may assume without loss of generality that
• G is a C4-free graph containing K3.
Now if H contains a graph from the set {K2 + 3K1, 3K2, 2P3}, then X contains one of the non-WQO classes from Table 1.
Therefore, we assume that
• H is (K2 + 3K1, 3K2, 2P3)-free.
Let H be a linear forest in Free(K2 + 3K1, 3K2, 2P3) that is not an induced subgraph of P4.
– Since 2P3 is an induced subgraph of P7, we know that every connected component of H is a path on at most 6 vertices.
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– If H contains a P6, then H = P6, since otherwise K2 + 3K1 is an induced subgraph of H .
– If H is a P6-free graph containing a P5, then H is either P5 or P5 + K1, since otherwise 3K2 or K2 + 3K1 is an induced
subgraph of H .
– IfH is a P5-free graph containing a P4, thenH is either P4+K1 or P4+K2, since otherwise K2+3K1 is an induced subgraph
of H .
– If H is a P4-free graph containing a P3, then H is one of P3 + K1, P3 + 2K1 or P3 + K2, since otherwise at least one of
K2 + 3K1, 3K2 or 2P3 is an induced subgraph of H .
– If P2 is the longest path belonging to H , then H is one of K2+ 2K1, 2K2 or 2K2+ K1, since otherwise K2+ 3K1 or 3K2 is an
induced subgraph of H .
– Otherwise H = nK1 for some n ≥ 3.
Since Free(Kn,mK1) is in Table 1, we may assume that either G is different from a complete graph or H is different from
an edgeless graph. Without loss of generality, we will assume that H ≠ nK1. Moreover, by Claim 4, a class Free(G, P3 + K1)
is wqo if and only if the class Free(G, 3K1) is wqo. Therefore, we may assume that H ≠ P3 + K1. This reduces the analysis to
the case when
• H ∈ R = {co− diamond, co− gem, 2K2, 2K2 + K1, P3 + 2K1, P3 + K2, P4 + K2, P5, P5 + K1, P6}.
Every graph in the set R contains either co-diamond or 2K2. Therefore,H contains co-diamond or 2K2. If additionallyG contains
a K4, then X contains one of the non-WQO classes from Table 1 or one of their complements. Therefore, wemay assume that
• G is K4-free.
Let G be a (C4, K4)-free graph containing a triangle in the class Free(F ), or alternatively, G is a linear forest in Free(2K2, 4K1)
containing K 3.
– Since 2K2 is an induced subgraph of P5, we know that every connected component of G is a path on at most 4 vertices.
– If G contains P4 and K 3, then G = P4 + P1, since otherwise 4K1 or 2K2 is an induced subgraph of G.
– If G is a P4-free graph containing P3 and K 3, then G = P3 + K1, since otherwise 4K1 or 2K2 is an induced subgraph of G.
– If G is a P3-free graph containing P2 and K 3, then G = K2 + 2K1, since otherwise 4K1 or 2K2 is an induced subgraph of G.
– G is a P2-free graph containing K 3, then G = K 3, since otherwise 4K1 is an induced subgraph of G.
Again, we may assume that G ≠ P3 + K1, i.e. G ≠ paw, since this case reduces to the case G = K3 by Claim 4. Therefore,
• G ∈ Q = {K3, diamond, gem}.
It is not difficult to verify that if Free(G,H) is a bigenic class with G ∈ Q and H ∈ R satisfying (1) and (2), then Free(G,H) is
one of the following 14 classes:
Free(K3, 2K2 + K1), Free(K3, P4 + K2), Free(K3, P5 + K1),
Free(K3, P6), Free(diamond, co− gem), Free(diamond, 2K2 + K1),
Free(diamond, P3 + K2), Free(diamond, P4 + K2), Free(diamond, P6),
Free(gem, 2K2), Free(gem, co− gem), Free(gem, 2K2 + K1),
Free(gem, P3 + K2), Free(gem, P5). 
From Proposition 1 it follows, in particular, that there are finitely many minimal bigenic non-WQO classes containing
neither Free(F ) nor Free(F ). We conjecture that
Conjecture. For each fixed k, there are finitely many minimal non-WQO classes of graphs defined by at most k forbidden induced
subgraphs.
To verify this conjecture for k = 2 we have to show that there are finitely many minimal bigenic non-WQO classes
containing either Free(F ) or Free(F ).
Proposition 2. If a class X = Free(G,H) contains either Free(F ) or Free(F ), then X contains one of the non-wqo classes listed
in Table 1 or one of their complements.
Proof. Assume, without loss of generality, that X contains Free(F ). This means that neither of G and H belong to Free(F ),
or alternatively, both G and H contain a graph from F as an induced subgraph.
(1) If G contains a cycle Ci of length i ≥ 6 and
H contains C3, then X contains one of Free(K3, 2P3), Free(C3, C6), Free(C3, C7).
H contains C4, then X contains Free(C4, 2K2).
H contains C5, then X contains Free(2K2, C5).
H contains C3, then X contains the complement of Free(C3, C4).
(2) If G contains a C5 and
H contains C3, C3 or C5, then X contains Free(C3, C5) or its complement.
H contains C4, then X contains Free(C4, C5).
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(3) If G contains a C4 and
H contains C3 or C4, then X contains Free(C3, C4).
H contains K1,3, then X contains Free(C4, K1,3).
(4) If G contains a C3 and H contains K1,3 or C3, then X contains Free(C3, K1,3).
(5) If both G and H contain K1,3, the X contains Free(C3, K1,3).
Since every graph in F contains one of C3, C4, C5 or C3, items (1) and (2) in the above analysis prove the theorem in the
casewhen one of the forbidden graphs contains a cycle of length at least 5. Items (3)–(5) prove the theorem in the casewhen
one of the forbidden graphs contains C4, C3 or K1,3. 
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