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Abstract
It is proved that every subspace of James Tree space (JT) with non-separable dual contains an isomorph
of James Tree complemented in JT . This yields that every complemented subspace of JT with non-separable
dual is isomorphic to JT . A new JT like space denoted as TF is defined. It is shown that every subspace of
James Function space (JF) with non-separable dual contains an isomorph of TF. The later yields that every
subspace of JF with non-separable dual contains isomorphs of c0 and p for 2 p < ∞. The analogues of
the above results for bounded linear operators are also proved.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of the present work is to study the structure of the subspaces with non-separable
dual, as well as conservation properties of operators for the two fundamental examples of sep-
arable Banach spaces not containing 1 with non-separable dual. Both examples appeared in
the 70s and actually established the aforementioned class. The first one is the well known and
extensively studied James Tree space (JT) invented by R.C. James [8]. The second, due to J. Lin-
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JF as the completion of L1[0,1] endowed with an appropriate norm. He also pointed out that
the Voltera operator defines an isometric embedding of JF into the space V2 of the functions
with square (quadratic) bounded variation. At the beginning of 80s S.V. Kisliakov [9] observed
that the Voltera image of JF coincides with the subspace V 02 of the square absolutely contin-
uous functions. He also used this intrinsic representation to provide easier proofs of the basic
properties of JF.
Throughout the paper we shall consider the representation of JF as V 02 . Notice that the sub-
spaces of JT and V 02 have quite divergent structure. Indeed as is well known JT is 2 saturated.
On the other hand, V 02 , rather unexpectedly, contains c0. Furthermore unpublished results of
H.P. Rosenthal, G. Schechtman and also G.D. Berg, E. Odell yield that V 02 contains all p for
2 p < ∞. These results show that V 02 is not isomorphic to a subspace of JT . On the other side,
S. Buechler and E. Odell [5] have shown that JT is not isomorphic to a subspace of V 02 . Related
to the subspaces of JT and V 02 we prove the following. We start with the results concerning the
subspaces of JT .
Theorem 1. Every subspace X of JT with non-separable dual contains an isomorph of JT com-
plemented in JT.
The above yields the following.
Corollary 2. Every complemented subspace of JT with non-separable dual is isomorphic to JT.
In particular JT is primary.
The primary property of JT has been proved by A.D. Andrew [1]. He derived that from a
result concerning operators in B(JT). More precisely he has proved that for every T ∈ B(JT)
either T or I − T preserves a copy of JT with its image complemented in JT . We extend this in
the following manner.
Theorem 3. Let T ∈ B(JT) with T ∗[JT∗] non-separable. Then there exists a subspace X of JT
isomorphic to JT such that T |X is an isomorphism and T [X] is complemented in JT.
The reader would compare the above to the classical H.P. Rosenthal’s theorem concerning
operators with domain C([0,1]) [13].
In order to describe the structure of the subspaces with non-separable dual of V 02 we introduce
a new Tree-like space denoted as TF. The space TF is the completion of c00(D) under the norm
‖x‖TF = sup(∑ki=1(∑α∈Ii x(α))2)1/2 where the supremum is taken over all “non-separated”(ns) families of disjoint finite segments of D. This space has non-separable dual and does not
contain 1. Also the bases (eα)α∈D of TF and JT share similar properties. Namely for every
pairwise incomparable sequence (αn)n of D, the sequence (eαn)n is equivalent to 2 basis and
for every chain (αn)n the sequence (eαn)n generates James quasi-reflexive space. On the other
hand, TF contains isomorphic copies of the “stopping time” space S2 and hence it contains c0
and p for 2  p < ∞. The embedding of S2 into TF follows from deep and intricate argu-
ments included in the aforementioned work of Buechler and Odell and the embedding of p ,
2 p < ∞ into S2 is due to Rosenthal and Schechtman. Let us point out that the corresponding
of Theorem 1, Corollary 2 and Theorem 3, remain valid for the space TF. In particular TF is
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fundamental prototype for the subspaces of V 02 with non-separable dual. Namely the following
holds.
Theorem 4. Let X be a subspace of V 02 with non-separable dual. Then TF is isomorphic to a
subspace of X. In particular X contains isomorphs of c0 and p for 2 p < ∞.
As consequence we obtain Buechler and Odell’s unpublished result namely that JT is not
isomorphic to a subspace of V 02 . Moreover every reflexive saturated subspace of V
0
2 has separable
dual. As is shown in [4] every non-reflexive subspace of V 02 contains either c0 or l2. It is not
known if every reflexive subspace of V 02 contains some lp for 2 p < ∞. A positive answer to
this problem would led to the conclusion that every subspace X of V 02 with non-separable dual
is comparable with the arbitrary infinite dimensional subspace Y of V 02 .
We also prove a similar to Theorem 3 for the space V 02 stated as follows.
Theorem 5. Let T ∈ B(V 02 ) with T ∗[(V 02 )∗] non-separable. Then there exists a subspace X of
V 02 isomorphic to TF such that T |X is an isomorphism.
Our approach in proving Theorem 1 for JT and Theorem 4 for V 02 is based on the understand-
ing of the structure of X∗∗ for X as in their statements. It is worth mentioning that the main
advantage of the consideration of JF as V 02 is the complete understanding of JF
∗∗ which nat-
urally coincides with the space V2 and moreover the w∗-topology on bounded subsets of V2 is
the pointwise one. The proof of the above results relies on the following theorem concerning the
structure of V2.
Theorem 6. The space V2 is the direct topological sum of the subspaces V rc2 and V d2 .
In the above statement V rc2 denotes the subspace of V2 consisting of all right continuous
functions and V d2 the subspace generated by the set {χt : t ∈ (0,1)}, where χt is the characteristic
function of {t}. The later is isomorphic to 2(0,1) under the natural correspondence. Let us recall
that JT∗∗ ≈ JT ⊕2({0,1}N). Among the differences of JF and JT is that JF is not complemented
in its second dual. The same property also holds for the space TF. Concerning the subspaces of
V 02 with non-separable dual we prove the following.
Proposition 7. Let X be a subspace of V 02 with non-separable dual. Then X∗∗∩V d2 is isomorphic
to 2(c).
The above proposition is based on Theorem 6 and on the following recent structural result
([3], see also [2]) which is a key ingredient for our proof.
Theorem 8. Let X be a separable Banach space not containing 1 with non-separable dual.
Then there exists an 1-unconditional family (x∗∗τ )τ∈T in B∗∗X of size of the continuum which is
w∗-discrete and accumulating to zero.
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orem 8. The proof of Theorem 4 lifts data from the space X∗∗ ∩ V d2 into X itself by defining a
family (fα)α∈D equivalent to the standard Schauder basis of TF. Note also that in this process
the topology of [0,1] plays a key role.
The paper is organized into eight sections. Section 2 is devoted to the proof of Theorem 6
and Proposition 7. In Section 3 we study the key concept of tree families of functions. Their
definition goes as follows.
Definition 9. For every α ∈D, let fα be a function in V 02 , (Iα, Jα) be a pair of closed intervals in[0,1]. The family F = (fα, (Iα, Jα))α∈D will be called a tree family of functions if the following
are satisfied.
(1) supα∈D ‖fα‖V 02 < +∞.
(2) For every α ∈D, Jα ⊆ ˚Iα , Iα0 ∪ Iα1 ⊆ ˚Jα .
(3) For every α ∈D, fα|Jα = 1 and suppfα ⊆ ˚Iα .
Here by D we denote the dyadic tree, for α ∈ D and ε ∈ {0,1} by αε we denote the im-
mediate successors of α in D, and ˚Iα , ˚Jα denote the interiors of the corresponding intervals.
In Section 3 we shall present an extension of the above definition, concerning tree families of
functions with coefficients.
Definition 10. A tree family F = (fα, (Iα, Jα))α∈D will be called increasing if for every α ∈D,
Iα0 < Iα1 (i.e. max Iα0 < min Iα1), decreasing if for every α ∈ D, Iα0 > Iα1 and
monotone if it is either increasing or decreasing.
Increasing tree families of functions have been used by S. Buechler and E. Odell [5].
The following theorem, proved in Section 3, connects monotone tree families with the stan-
dard basis of the space TF.
Theorem 11. Every monotone tree family of functions (fα, (Iα, Jα))α∈D in V 02 is equivalent,
under the natural correspondence, to the standard basis (eα)α∈D of TF.
Beyond this result tree families have a decisive presence in the proof of Theorems 4 and 5. In
Section 4 we state and prove some auxiliary results concerning condensation points of uncount-
able subsets of RN and an approximation lemma for elements of V d2 . The simplest form of this
result is the following.
Lemma 12 (Approximation lemma). Let ε > 0, I0 be an open interval of (0,1), t0 ∈ I0 and (gn)n
be a sequence in V 02 w∗-converging to χt0 . Then there exists a triplet (f, I, J ) where f ∈ V 02
and I, J are intervals in (0,1) and such that t0 ∈ ˚J ⊆ J ⊆ ˚I ⊆ I ⊆ I0, 0 f  1, suppf ⊆ ˚I ,
J = {t ∈ [0,1]: f (t) = 1}, f is piecewise linear and ‖f ‖V 02 =
√
2. Moreover there exists a finite
convex combination h of (gn)n such that ‖f − h‖V 0 < ε.2
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mation lemma and the following.
Lemma 13. Let T :V 02 → V 02 be a bounded linear operator such that the dual operator
T ∗ : (V 02 )∗ → (V 02 )∗ has non-separable range. Then the set A = {t ∈ (0,1): T ∗∗(χt ) ∈ V d2 \ {0}}
is uncountable.
Sections 6 and 7 are devoted to the proof of Theorem 4. Its proof, compared to the one of
Theorem 5 is more involved. To handle this case we introduce the concept of a forest of tree
families which is a countable collection of tree families with a precise relation between them.
In Section 4 we prove that the diagonal family of functions, corresponding to a forest of tree
families, is equivalent to TF basis. In Section 5, for a given X with non-separable dual, we
establish the existence of a forest of tree families such that the diagonal family of functions is
almost contained in X, yielding the proof of Theorem 4.
The final section is devoted to the proofs of Theorem 1, Corollary 2 and Theorem 3. We follow
the same scheme (i.e. tree families, forests of tree families) as in the proofs of Theorems 4 and 5.
We also discuss the analogous results for the space TF.
We close this section by recalling some notation and definitions mainly concerning the dyadic
tree D, that is the set of all finite sequences α in {0,1} included the empty sequence denoted
by ∅. The length |α| of α ∈D, is defined to be 0 if α = ∅ while if α ∈ {0,1}n, n ∈ N, |α| = n.
The initial segment partial ordering on D will be denoted by  and we will write α  β if α  β
and α 	= β . By α ⊥ β we mean that α,β are -incomparable (that is neither α  β nor β  α).
If A,B are subsets of D then we write A ⊥ B if for all α ∈ A and for all β ∈ B , α ⊥ β .
A subset I of D is called a segment if (I,) is linearly ordered by  and moreover for every
α  γ  β , γ is contained in I provided that α, β belong to I . For a segment I of D, by minI
we denote the -least element of I . If I is finite then maxI denotes the -greatest element of I .
Notice that for two segments I1,I2 of D, I1 ⊥ I2 if and only if minI1 ⊥ minI2.
A segment I is called initial if the empty sequence ∅ belongs to I . For any α ∈ D, let
I(α) = {γ ∈D: γ  α}. Then clearly I(α) is an initial segment of D. For α,β ∈D, the infimum
of {α,β} is defined by α ∧ β = max(I(α)∩ I(β)).
The lexicographical ordering ofD, denoted bylex is defined as follows. For every α,β ∈D,
α lex β if either α  β or α ⊥ β , δ
0  α and δ
1  β where δ = α ∧ β . Also we write
α <lex β if α lex β and α 	= β . The lexicographical ordering is a total ordering of D.
The set D takes the form of a sequence (αn)n∈N where n < m if either |αn| < |αm| or |αn| =
|αm| and αn <lex αm. This ordering of D (which identifies D with N) will be called the natural
ordering of D.
Let us point out that the lexicographical ordering lex restricted on the incomparable pairs
(α,β) of D is actually induced by the corresponding one of {0,1}N when the later is naturally
identified with the Cantor set in [0,1]. Thus lex is a linear but not a well ordering of D. Let us
also note that other authors use the term “lexicographical ordering” to denote what we call the
natural ordering.
For a set I ⊆ R the interior of I will be denoted by ˚I and the boundary of I by ∂I . For two
closed and disjoint intervals I , J of [0,1] we will write I < J if max I < minJ .
Finally the symbol | · | is also used to denote the cardinality |A| of a set A and the length |I |
of an interval I in R.
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In this section we provide a decomposition of the space V2 and we use it for studying the
structure of the uncountable w∗-discrete and accumulating to zero subsets of V2. We start by
recalling the definitions of V2, V 02 and JF from [9] and [10].
2.1. Definition and basic properties
Let f : [0,1] → R and for everyP = {t0 < · · · < tp} ⊆ [0,1] let α2(f,P) = (∑p−1i=0 (f (ti+1)−
f (ti))
2)1/2. Then V2 = {f : [0,1] → R: f (0) = 0 and ‖f ‖V2 < ∞} where ‖f ‖V2 = supα2(f,P)
and the supremum is taken over all finite subsets P of [0,1]. The space V 02 is the sub-
space of V2 consisting of all f ∈ V2 satisfying that limε→0 sup{α2(f,P): δ(P)  ε} = 0
where δ(P) = max0ip−1 |ti+1 − ti |. The completion of L1[0,1] under the norm ‖f ‖JF =
sup(
∑m
j=1(
∫
Ij
f dμ)2)1/2, where the supremum is taken over all finite families {Ij }mj=1 of dis-
joint intervals in [0,1], is the space JF. Notice that V 02 is isometric to JF via the Voltera
operator V (f )(t) = ∫ t0 f (x)dμ. It is also well known (see [9]) that (V 02 )∗∗ = V2 and in addi-
tion the weak∗ and the pointwise topology coincide on bounded subsets of V2. Moreover (see
[4]) every f ∈ C[0,1] ∩ V2 is a difference of bounded semicontinuous functions defined on
K = (B(V 02 )∗ ,w
∗). This actually yields that for every f ∈ C[0,1] ∩ V2 and every bounded se-
quence (fn)n in V 02 weak
∗
-converging to f there exists a convex block sequence (gn)n of (fn)n
equivalent to the summing basis of c0 (see [7]).
We pass now to present some properties related to the points of discontinuity of the functions
of V2. We shall need the following notation.
Notation 1. For every f ∈ V2, by D(f ) we denote the set of all points of discontinuity of f . For
all t ∈ [0,1] let f (t+) = lims→t+ f (s) and f (t−) = lims→t− f (s), where by convention we set
f (0−) = f (0) and f (1+) = f (1).
Fact 14. For every f ∈ V2 the following hold.
(i) For every t ∈ (0,1], f (t−) = lims→t− f (s) and f (t+) = lims→t+ f (s) exist. Hence D(f ) is
at most countable.
(ii) ∑t∈D(f ) |f (t)− f (t−)|2  ‖f ‖2V2 and ∑t∈D(f ) |f (t)− f (t+)|2  ‖f ‖2V2 .
2.2. The decomposition of the space V2
Let us define
V c2 = C[0,1] ∩ V2, V rc2 = V c2 +
〈{χ[t,1]: 0 < t  1}〉 and V d2 = 〈{χt : 0 < t < 1}〉,
where χt is the characteristic function of {t} and χ[t,1] is the characteristic function of [t,1]. The
following properties of the above spaces are easily shown.
(1) V c2 is a closed subspace of V2.
(2) Every g ∈ V rc is right continuous.2
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t∈A λtχt where A is a countable subset of (0,1) and
∑
t∈A |λt |2  ‖H‖2V2  4
∑
t∈A |λt |2.
(4) The space 〈{χ[t,1]: 0 < t  1}〉 is isometric to J (0,1], where J (0,1] is the James space on
the interval (0,1].
The main result of this subsection is the following.
Theorem 15. The space V2 is the topological direct sum of V rc2 and V d2 , namely V2 = V rc2 ⊕V d2 .
The proof of Theorem 15 is based on a series of lemmas stated below.
Lemma 16. For every f ∈ V2 there exist r ∈ V2 and H ∈ V d2 such that f = r + H , r is right
continuous and ‖H‖V2  2‖f ‖V2 .
Proof. Let f ∈ V2 and let D(f ) be the set of all points of discontinuity of f . We set H =∑
t∈D(f )(f (t)− f (t+))χt and r = f −H . By Fact 14(ii) and (3) above we have that ‖H‖2V2 
4‖f ‖2V2 . Also Fact 14(i) easily yields that r is right continuous. 
Lemma 17. For every right continuous r ∈ V2 and every finite subset F of D(r) there exist a
right continuous g ∈ V2 and h ∈ 〈{χ[t,1]: 0 < t  1}〉 such that r = g+h, D(g) = D(r)F and∑
t∈D(g) |g(t)− g(t−)|2 =
∑
t∈D(r)F |r(t)− r(t−)|2.
Proof. Let r ∈ V2 be right continuous. We set h =∑t∈F (r(t)− r(t−))χ[t,1] and g = r−h. Then
h and so g are right continuous functions on [0,1]. It is easily checked that D(g) = D(r)  F
and that for all t ∈ [0,1] \ F , g(t)− g(t−) = r(t)− r(t−). 
Lemma 18. For every g ∈ V2, every t ∈ (0,1] and every ε > 0 there exists 0 < δ < t such that
sup{α2(g,P): P finite subset of [t − δ, t)} ε.
Proof. Suppose that for some g ∈ V2, t ∈ (0,1] and ε > 0 the conclusion fails. This yields
that there exist a strictly decreasing sequence (δk)∞k=1 of positive real numbers and a sequence
(Pk)∞k=1 of finite subsets of [0,1] such that for all k  1, α2(g,Pk) > ε and Pk ⊆ [t − δk, t −
δk+1). But then for every n  1, ‖g‖2V2 
∑n
k=1 α22(g,Pk) > nε2, which is impossible since
f ∈ V2. 
Lemma 19. Let g ∈ V2 be right continuous such that the set D(g) of the points of discontinuity of
g is infinite. Then for every ε > 0 there exists φ ∈ V c2 such that ‖φ − g‖2V2  64
∑
t∈D(g) |g(t)−
g(t−)|2 + ε.
Proof. Let D(g) = {tn}∞n=1 be an enumeration of D(g). We set g0 = φ and I0 = ∅. By induction
on n  1 we will construct a sequence (gn)∞n=1 of functions in V2 and a sequence (In)∞n=1 of
closed intervals in [0,1] such that for all n 1 the following are satisfied.
(P1) tn ∈⋃nk=1 Ik .
(P2) Either In = In−1 and gn = gn−1, or In ∩ (⋃n−1k=0 Ik) = ∅ and ∅ 	= {t ∈ [0,1]: gn(t) 	=
gn−1(t)} ⊆ ˚In.
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(P4) ‖gn − gn−1‖2V2  16|g(tn)− g(t−n )|2 + ε/2n+2.
Assume that the above construction has been carried out. By induction on m 1 and using (P2),
we have that ‖gk+m − gk‖2V2  4
∑k+m
n=k+1 ‖(gn − gn−1)‖2V2 , for all k  0, and so by (P4) we get
that
‖gk+m − gk‖2V2  64
k+m∑
n=k+1
∣∣g(tn)− g(t−n−1)∣∣2 +
k+m∑
n=k+1
ε/2n (1)
for all k  0 and all m 1. By Fact 14 and (1) we get that (gn)n is a Cauchy sequence in V2. Let
φ = limn gn. Since ‖gn − φ‖∞  ‖gn − φ‖V2 we have that gn ‖·‖∞−−−→ φ and so by (P3), we see
that φ is continuous. Moreover setting k = 0 in (1) and taking limits the conclusion of the lemma
follows.
Let us pass now to the construction. Assume that for some n  1, g0, . . . , gn−1 and
I0, . . . , In−1 have been defined so that g0 = g, I0 = ∅ and (P1)–(P4) are satisfied. If tn ∈⋃n−1k=0 Ik
then we set In = In−1 and gn = gn−1 and so (P1)–(P4) trivially hold. Otherwise by Lemma 18
and Fact 14, we may select δn > 0 such that the following hold.
(a) [tn − δn, tn] ∩ (⋃n−1k=0 Ik) = ∅.
(b) For every finite subset P of [tn − δn, tn), α2(g,P)
√
ε/2n+3.
(c) g is continuous at tn − δn and |g(t)− g(tn)| 2|g(tn)− g(t−n )|, for all t ∈ [tn − δn, tn).
We set In = [tn − δn, tn]. We define gn : [0,1] → R to be linear on In and equal to gn−1 on I \ ˚In.
It is easy to see that In and gn satisfy (P1)–(P3). To verify (P4) choose a subset P = {s0 <
· · · < sp} of [0,1]. Since gn(t) − gn−1(t) = 0 for every t /∈ (tn − δn, tn), in order to estimate
α2(gn − gn−1,P) we may assume that s0 = tn − δn, and sp = tn. Since gn|In is a linear function,
by (c) above we obtain that
p−1∑
i=0
∣∣gn(si+1)− gn(si)∣∣2  4∣∣g(tn)− g(t−n )∣∣2. (2)
Moreover by (b) and (c) we get that
p−1∑
i=0
∣∣g(si+1)− g(si)∣∣2  ε2n+3 +
∣∣g(tn−1)− g(tn)∣∣2  ε2n+3 + 4
∣∣g(tn)− g(t−n )∣∣2. (3)
Since gn−1|In = g|In , α2(gn − gn−1,P) = α2(gn − g,P) and so by (2) and (3) we have that
α2(gn − gn−1,P) 2
p−1∑
i=0
∣∣gn(si+1)− gn(si)∣∣2 + 2p−1∑
i=0
∣∣g(si+1)− g(si)∣∣2
 16
∣∣g(tn)− g(t−n )∣∣2 + ε/22n+2,
and so (P4) is satisfied. The proof of the lemma is complete. 
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lemma states that the converse is also true.
Lemma 20. Let r ∈ V2 be right continuous. Then r ∈ V rc2 .
Proof. We distinguish two cases.
Case 1. The set D(r) is finite. Then by Lemma 17 for F = D(r) there exist h ∈< {χ[t,1]: t ∈
(0,1]} > and g ∈ V c2 such that r = g + h. Hence r ∈ V rc2 .
Case 2. The set D(r) is infinite. Then by Fact 14,
∑
t∈D(r) |r(t) − r(t−)|2 < ∞. Therefore for
every ε > 0 there exists a finite F ⊆ D(r), such that ∑t∈D(r)F |r(t) − r(t−)|2 < ε/128. By
Lemma 17 there exists h ∈ 〈{χ[t,1]: t ∈ (0,1]}〉 such that g = r −h is a right continuous function
in V2 and
∑
t∈D(g) |g(t) − g(t−)|2 =
∑
t∈D(r)F |r(t) − r(t−)|2. Finally by Lemma 19 there
exists φ ∈ V c2 such that ‖g−φ‖V2  64
∑
t∈D(g) |g(t)−g(t−)|2 +ε/2. Hence ‖r − (φ+h)‖V2 =
‖g − φ‖V2 < ε and so r ∈ V c2 + 〈{χ[t,1]: t ∈ (0,1]}〉 = V rc2 . 
Proof of Theorem 15. First notice that V rc2 ∩V d2 = {0}. Moreover by Lemma 16 and Lemma 20
for every f ∈ V2 there exist H ∈ V d2 with ‖H‖V2  2‖f ‖V2 and r ∈ V rc2 such that f = r + H .
Hence V2 = V rc2 ⊕ V d2 .
We close by showing that V rc2 is not isomorphic to the direct sum of V
c
2 and
〈{χ[t,1]: 0 < t  1}〉. 
Proposition 21. The sum V c2 + 〈{χ[t,1]: 0 < t  1}〉 is not closed in V2.
Proof. It is clear that V c2 ∩ 〈{χ[t,1]: 0 < t  1}〉 = {0}. So it suffices to show that the distance of
the unit spheres of V c2 and 〈{χ[t,1]: 0 < t  1}〉 is zero. Let ε > 0 and n 1 be such that 2√n < ε.
Choose 0 < t1 < · · · < tn < 1 and set f =∑ni=1 1nχ[ti ,1]. Let δ > 0 be such that t1 − δ > 0 and
for every 1 i  n− 1, [ti − δ, ti] ∩ [ti+1 − δ, ti+1] = ∅. Now define g : [0,1] → R as follows.
(1) g(t) = f (t) if t /∈⋃ni=1(ti − δ, ti).
(2) For every 1  i  n − 1 and every t ∈ [ti − δ, ti] g(t) = f (ti) + λi(t − ti ), where λi =
(f (ti)− f (ti − δ))/δ.
Clearly g is continuous. It is easy to check that ‖f ‖V2 = ‖g‖V2 = 1 and that ‖g − f ‖V2 
2(
∑n
i=1 1n2 )
1/2 = 2√
n
< ε. 
Remark 1. (a) Notice that the function g above belongs to V 02 . Therefore by the same proof we
obtain that the sum V 02 + 〈{χ[t,1]: 0 < t  1}〉 is also not closed in V2.
(b) Let us also note that the natural embedding of V 02 into V2 is not complemented. This fol-
lows from the fact that c0 is isomorphic to a subspace of V 02 and the observation that the canonical
embedding of any separable Banach space X containing c0 into X∗∗ is not complemented.
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In this subsection we show that for every subspace X of V 02 with non-separable dual, the space
X∗∗ ∩ V d2 is isomorphic to 2(0,1).
Lemma 22. Let G be a bounded and uncountable subset of V2 such that the constant zero function
is the unique w∗-accumulation point of G. Then the set G \ V d2 is at most countable.
Proof. Let G = {Gτ : τ ∈ T } be an enumeration of G where T is an uncountable set. By The-
orem 15, for every τ ∈ T there exist gτ ∈ V rc2 and Hτ ∈ V d2 such that Gτ = gτ + Hτ . Hence
G \ V d2 = {Gτ : τ ∈ T0}, where T0 = {τ ∈ T : gτ 	= 0}.
Suppose that T0 is uncountable and for every τ ∈ T0 choose tτ ∈ (0,1] such that Gτ(tτ ) 	= 0.
Our assumption for the family G yields that for every t ∈ [0,1] and every ε > 0 the set
{τ ∈ T : |Gτ (t)|  ε} is finite and so the set {τ ∈ T : Gτ(t) 	= 0} is at most countable. Hence
we may suppose that for all τ ∈ T0, Gτ(1) = 0. As 1 /∈ suppH for all H ∈ V d2 , we have that for
every τ ∈ T0, 0 = Gτ (1) = gτ (1) and so tτ ∈ (0,1).
Using the right continuity of gτ and standard cardinality arguments, we conclude that there
exist a closed interval [a, b] with 0 < a < b < 1, a positive real number ε > 0 and an uncountable
subset Γ1 of T0, such that for every t ∈ [a, b] and every τ ∈ T1, |gτ (t)| > ε. Now let A be
an infinite countable subset of T1. Since the support of each Hτ is at most countable we can
choose t0 ∈ [a, b] ⋃τ∈A suppHτ . But then |Gτ(t0)| = |gτ (t0)| > ε for all τ ∈ A which is a
contradiction. Therefore the set T0 is countable and the proof is complete. 
Proposition 23. Let X be a subspace of V 02 with non-separable dual. Then there exists a nor-
malized family H⊆ V d2 ∩ X∗∗ equivalent to the standard basis of 2(0,1). Therefore X∗∗ ∩ V d2
is isomorphic to 2(c).
Proof. We have that X is a separable Banach space with non-separable dual and 1 does not
embed in X. Hence by Theorem 8 the unit ball of X∗∗ contains an 1-unconditional family G
of size of the continuum such that 0 ∈ V2 is the unique w∗-accumulation point of G. We set
H = {G/‖G‖V2 : G ∈ G ∩ V d2 }. Then H is a normalized unconditional family in V d2 ∩ X∗∗ and
by Lemma 22 we get that |H| = c. Since V d2 is isomorphic to 2(0,1), H is equivalent to the
standard basis of 2(0,1) and so X∗∗ ∩ V d2 is isomorphic to 2(c). 
3. Tree families and the space TF
In this section we define tree families of functions with coefficients and we introduce the space
TF. The relation of the later space with tree families is also investigated.
3.1. Tree families of functions with coefficients
In this subsection we introduce the concept of the tree family of functions with coefficients in
V 02 extending Definition 9 in the introduction.
Definition 24. For every α ∈D, let fα be a function in V 02 , (Iα, Jα) be a pair of closed intervals
in [0,1] and λα be a real number.
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cients if the following are satisfied.
(TF1) supα∈D ‖fα‖V 02 < +∞.
(TF2) For every α ∈D, Jα ⊆ ˚Iα , Iα0 ∪ Iα1 ⊆ ˚Jα and Iα0 ∩ Iα1 = ∅.
(TF3) For every α ∈D, fα|Jα = 1 and suppfα ⊆ ˚Iα .
(TF4) λ∅ 	= 0 and |λαε − λα| < |λα|/22|α|+2, for all α ∈D and every ε ∈ {0,1}.
By (TF4) it can be easily shown that for every α  β ,
|λ∅|
2
< |λα| < 2|λ∅| and |λβ − λα| < |λα|22|α|+1 <
|λ∅|
22|α|
. (4)
Also by (TF2) we have that for every α,β ∈D,
α  β ⇔ Iβ ⊆ ˚Jα ⊆ Iα and α ⊥ β ⇔ Iα ∩ Iβ = ∅. (5)
A tree family F = (fα, (Iα, Jα), λα)α∈D will be called (a) increasing if for every α ∈ D,
max Iα
0 < min Iα
1, (b) decreasing if for every α ∈D, max Iα
1 < min Iα
0 and (c) monotone
if it is either increasing or decreasing. It is clear that every tree family can be reordered so as to
become a monotone tree family. Moreover note that if F is increasing (respectively decreasing)
then for every α ⊥ β , α <lex β if and only if max Iα < min Iβ (respectively max Iβ < min Iα) in
[0,1]. It is also convenient to use the following notation for monotone tree families. We will say
that a tree family is 0-monotone if it is increasing and 1-monotone if it is decreasing. Similarly
for a pair (x, y) of real numbers we will write x <0 y if x < y and x <1 y if y < x.
In the case λα = 1, for all α ∈ D the tree family of functions will be denoted simply by
F = (fα, (Iα, Jα))α∈D and the above definition coincides with Definition 9. In the sequel tree
families of functions with coefficients will be also called tree families letting the triplet F =
(fα, (Iα, Jα), λα)α∈D to give the precise meaning.
3.2. The space TF
In this subsection we will define the space TF as the completion of c00(D) under a certain
norm. First let us make the following definition.
Definition 25. Let I , I1,I2 be non-empty finite segments of D. Let α = minI , β = maxI ,
α1 = minI1 and α2 = minI2. We say that I separates I1 and I2 if the following are satisfied.
(i) β ⊥ α1, β ⊥ α2 and either α1 <lex β <lex α2 or α2 <lex β <lex α1.
(ii) α  α1 ∧ α2.
A family S of finite segments of D will be called a (ns)-family if for every I,I1,I2 in S , I
does not separate I1 and I2.
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by I∗(x) =∑α∈I μα , for every x =∑α∈D μaeα ∈ c00(D). Then
‖x‖TF = sup
(
k∑
i=1
(I∗i (x))2
)1/2
where the supremum is taken over all finite (ns)-families {Ii}ki=1 consisting of finite and pairwise
disjoint segments of D.
Observe that for every finite subset S of D, the family S = {{α}: α ∈ S} is a (ns)-family of
pairwise disjoint segments of D. Hence for every (μα)α∈D ∈ c00(D),
(∑
α∈D
μ2α
)1/2

∥∥∥∥∑
α∈D
μαeα
∥∥∥∥
TF
. (6)
Let S be a (ns)-family of finite segments of D and S ′ be a family of segments such that for every
I ′ ∈ S ′ there is I ∈ S with I ′ ⊆ I . Then it is easily shown that S ′ is also a (ns)-family. So we
have the following.
(1) The set {eα}α∈D , under the natural ordering of D, is a bimonotone Schauder basis for TF.
(2) For every (ns)-family {Ii}ki=1 of pairwise disjoint finite segments of D and every x =∑
α∈D μαeα ∈ c00(D),
k∑
i=1
∥∥∥∥∑
α∈Ii
μαeα
∥∥∥∥
2
TF

∥∥∥∥∑
α∈D
μαeα
∥∥∥∥
2
TF
. (7)
Moreover let s : D → D be the mirror map defined as follows. For any α ∈ D, if α = ∅ then
s(∅) = ∅ and if α ∈ {0,1}n for some n  1, then s(α) is the unique element of D such that
s(α) ∈ {0,1}n and s(α)(i) = 1 if and only if α(i) = 0, for all 1  i  n. Notice that for every
(ns)-family S , the family s(S) = {s(I): I ∈ S} is also a (ns)-family. This easily yields that
∥∥∥∥∑
α∈D
μs(α)eα
∥∥∥∥
TF
=
∥∥∥∥∑
α∈D
μαeα
∥∥∥∥
TF
(8)
for every (μα)α∈D ∈ c00(D).
Remark 2. Let φ :D→ D be an one to one and onto map which preserves , that is α  β if
and only if φ(α)  φ(β). It is obvious that φ preserves disjoint families of segments and thus
any such φ induces an isometry of the space JT onto itself. In the case of TF this is not in general
true, since the arbitrary such a φ does not preserve the (ns)-property of disjoint families. As we
have already mentioned for φ the identity or the mirror map, the later property remains valid and
thus both induce isometries of TF. This observation will be used in the sequel.
The following theorem shows that the space TF shares with the classical James Tree space
similar properties.
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(1) For any infinite antichain (αn)∞n=1 of D the sequence (eαn)n is equivalent to the usual basis
of 2.
(2) For any infinite chain (αn)∞n=1 of D the sequence (eαn)n is equivalent to the basis of the
James quasi-reflexive space.
(3) The space TF does not contain an isomorphic copy of 1 and the dual of TF is non-separable.
Parts (1) and (2) of the above theorem are easily obtained by the definition of the norm of TF.
The last part can be shown as the corresponding statement in JT (the fact that TF does not contain
a copy of 1 is also a consequence of Theorem 30 below).
The structure of TF is richer than that of JT . This is described in Corollary 29. We start
by recalling that the stopping time space S2 is the completion of c00(D) under the norm
‖x‖S2 = sup(
∑
α∈A x(α)2)1/2 where the supremum is taken over all antichains A of D. Re-
lated to the space S2 we have the following unpublished result which is due to H. Rosenthal and
G. Schechtman.
Theorem 27. The space S2 contains isomorphs of c0 and p for 2 p < ∞.
A proof of the corresponding result for S1, i.e. S1 contains c0 and p for 1  p < ∞, is
included in N. Dew’s PhD thesis [6]. Also S. Buechler and E. Odell in [5] have shown that every
subspace of V 02 generated by an increasing tree family (fα, (Iα, Jα))α∈D , contains c0. A slight
modification of their delicate method yields the following.
Theorem 28. The space S2 embeds into TF.
By Theorems 27 and 28 we obtain the following.
Corollary 29. The space TF contains isomorphs of c0 and p for 2 p < ∞.
3.3. The embedding of TF in V 02
Theorem 30. Let F = (fα, (Iα, Jα))α∈D be a monotone tree family. Set M = supα∈D ‖fα‖V 02
and C = (25M2 +48M +32)1/2. Then for every n 0 and every sequence of scalars (μα)|α|n,
we have that ∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF

∥∥∥∥∑
|α|n
μαfα
∥∥∥∥
V 02
 C
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
. (9)
The following is an immediate consequence of the above theorem.
Corollary 31. The space V 02 contains a copy of TF.
Notice that it suffices to prove Theorem 30 only in the case of an increasing tree family. Indeed
let F ′ = (f ′α, (I ′α, J ′α))α∈D be a decreasing tree family. Set fα = f ′s(α), Iα = I ′s(α) and Jα = J ′s(α)
where s is the mirror map onD defined in the preceding subsection. Then F = (fα, (Iα, Jα))α∈D
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we have that ∥∥∥∥∑
|α|n
μαf
′
α
∥∥∥∥
V 02
=
∥∥∥∥∑
|α|n
μs(α)f
′
s(α)
∥∥∥∥
V 02
=
∥∥∥∥∑
|α|n
μs(α)fα
∥∥∥∥
V 02
. (10)
Suppose now that Theorem 30 holds for every increasing tree family. Then by (9) and (10) we
have that ∥∥∥∥∑
|α|n
μs(α)eα
∥∥∥∥
TF

∥∥∥∥∑
|α|n
μαf
′
α
∥∥∥∥
V 02
 C
∥∥∥∥∑
|α|n
μs(α)eα
∥∥∥∥
TF
and using (8) the result follows.
Fix for the sequel an increasing tree family F = (fα, (Iα, Jα))α∈D , an integer n  0 and a
sequence of scalars (μα)|α|n. Theorem 30 will follow by Lemmas 32 and 33 stated below.
Lemma 32. ‖∑|α|n μαeα‖TF  ‖∑|α|n μαfα‖V 02 .
Proof. Let Iα = [lα0 , lα1 ] and Jα = [mα0 ,mα1 ]. By the definition of the tree family, for every
α,β ∈D and for every ε ∈ {0,1} we have that
(a) fα(lβε ) ∈ {0,1} and fα(lβε ) = 1 ⇔ α  β .
(b) fα(mβε ) ∈ {0,1} and fα(mβε ) = 1 ⇔ α  β .
Let f =∑|α|n μαfα and f˜ =∑|α|n μαeα .
Let S = {I1, . . . ,Ik} be a (ns)-family of pairwise disjoint finite segments of D such that
‖f˜ ‖2TF =
∑k
i=1(I∗i (f˜ ))2. Setting αi = minIi and βi = maxIi , by (a) and (b) above we get that
for any ε ∈ {0,1} and any 1 i  k,
I∗i (f˜ ) =
∑
αiαβi
μα = f
(
mβiε
)− f (lαiε ). (11)
For each 1 i  k we will associate an εi ∈ {0,1} as follows. Let
[k]1i =
{
j ∈ {1, . . . , k}: βi ⊥ αj , βi <lex αj and αi  αj}
and
[k]0i =
{
j ∈ {1, . . . , k}: βi ⊥ αj , αj <lex βi and αi  αj}.
Since the family S is a (ns)-family, we have that for any 1 i  k and any ε ∈ {0,1}, if [k]εi 	= ∅
then [k]1−εi = ∅. Now we set εi = 1 − ε if [k]εi 	= ∅ and εi = 0 if [k]0i = [k]1i = ∅. Let also I i
be the interval of [0,1] with endpoints lαiεi and mβiεi . Since αi  βi , by (5) we have that lαi0 <mβi0
and mβi1 < l
αi
1 and so if εi = 0 then I i = [lαi0 ,mβi0 ] while if εi = 1 then I i = [mβi1 , lαi1 ]. Notice
that in both cases I i ⊆ Iαi .
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Given the above claim and by reordering we may assume that for any 1  i < j  k,
max I i < min I j . So setting P = {t0 < · · · < t2k−1} =⋃ki=1{min I i,max I i}, we have that for
every 0 i  k − 1, I i+1 = [t2i , t2i+1].
Therefore by (11) we have that
‖f˜ ‖TF =
{
k−1∑
i=0
(
f (t2i+1)− f (t2i )
)2}1/2  α2(f,P) ‖f ‖V 02 . (12)
So it remains to prove the claim. To this end let i 	= j in {1, . . . , k}. We distinguish the following
cases.
Case 1. αi ⊥ αj . Then as I i ⊆ Iαi and I j ⊆ Iαj the result follows by (5).
Case 2. αi,αj are comparable. Then without loss of generality we may suppose that αi  αj .
We have the following subcases.
Subcase 2.1. βi,αj are also comparable. Then as the segments Ii are pairwise disjoint and
αi  αj , we must have βi  αj .
Hence either β
i 0  αj or β
i 1  αj . If β
i 0  αj then by (5) we have that lαi0 < mβi0 <
l
β
i 0
0 < l
β
i 0
1 <m
βi
1 < l
βi
1 and I
j ⊆ Iβ
i 0 = [l
β
i 0
0 , l
β
i 0
1 ]. If εi = 0 then I i = [lαi0 ,mβi0 ] and so I i ∩
I j ⊆ [lαi0 ,mβi0 ]∩ [l
β
i 0
0 , l
β
i 0
1 ] = ∅. If εi = 1 then I i = [mβi1 , lαi1 ] and again I i ∩ I j ⊆ [mβi1 , lαi1 ]∩
[lβ
i 00 , l
β
i 0
1 ] = ∅. The case β
i 1  αj is similarly treated.
Subcase 2.2. βi ⊥ αj . Then either βi <lex αj or αj <lex βi . Suppose that βi <lex αj and let δ =
βi ∧αj . Then δ
0  βi , δ
1  αj and j ∈ [k]1i . Hence εi = 0 and I i = [lαi0 ,mβi0 ]. Since the tree
family is increasing we have that lδ
01 < l
δ
1
0 and so by (5), lαi0 <mβi0 < lδ

0
1 < l
δ
1
0 < l
δ
1
1 and
I j ⊆ Iδ
1 = [lδ
10 , lδ

1
1 ]. Therefore I i ∩ I j ⊆ [lαi0 ,mβi0 ] ∩ [lδ

1
0 , l
δ
1
1 ] = ∅. The case αj <lex βi
is similar.
By the above the proof of the claim as well as of Lemma 32 is complete. 
Lemma 33. ‖∑|α|n μαfα‖V 02  (25M2 + 48M + 32)1/2‖∑|α|n μαeα‖TF.
Proof. Fix for the following a finite subset P = {t0 < · · · < tp} of I∅. For every 0 i  p, set
Ii = {α ∈D: |α| n and ti ∈ Iα}. It is clear that Ii is a non-empty initial segment of D and let
βi = maxIi . Notice that for every α ∈D, if α  βi then fα(ti) = 1 and if α /∈ Ii , fα(ti) = 0.
Let f = ∑|α|n μαfα and f˜ = ∑|α|n μαeα . Then by the above we have that f (ti) =∑
|α|n μαfα(ti) =
∑
α∈Ii μαfα(ti) = (I∗i + (fβi (ti) − 1)e∗βi )(f˜ ), for every 0  i  p, and so
setting ri = fβi (ti)− 1 we get that
f (ti+1)− f (ti) =
(I∗i+1 − I∗i )(f˜ )+ (ri+1e∗β (f˜ )− rie∗β (f˜ )). (13)i+1 i
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p−1∑
i=0
∣∣f (ti+1)− f (ti)∣∣2 = ∑
i∈Q0
∣∣f (ti+1)− f (ti)∣∣2 + ∑
i∈Q1
∣∣f (ti+1)− f (ti)∣∣2. (14)
Claim 2.
∑
i∈Q0 |f (ti+1)− f (ti)|2 M2 · ‖f˜ ‖2TF.
Proof. Indeed if βi = βi+1 = α then Ii = Ii+1 and so by (13) we have that |f (ti+1) − f (ti)| =
|fα(ti+1)− fα(ti)|e∗α(f˜ ). Therefore
∑
i∈Q0
∣∣f (ti+1)− f (ti)∣∣2 = ∑
|a|n
∑
{i∈Q0: βi=α}
∣∣f (ti+1)− f (ti)∣∣2

∑
|a|n
p−1∑
i=0
∣∣fa(ti+1)− fa(ti)∣∣2(e∗a(f˜ ))2

∑
|a|n
‖fa‖2V 02
(
e∗α(f˜ )
)2 M2‖f˜ ‖2TF
and the proof of the claim is complete. 
We continue by giving an upper estimation for
∑
i∈Q1 |f (ti+1) − f (ti)|2. By (13) we have
that ∑
i∈Q1
∣∣f (ti+1)− f (ti)∣∣2  2 ∑
i∈Q1
(∣∣(I∗i+1 − I∗i )(f˜ )∣∣2 + ∣∣ri+1e∗βi+1(f˜ )− rie∗βi (f˜ )∣∣2). (15)
Claim 3.
∑
i∈Q1 |(I∗i+1 − I∗i )(f˜ )|2  4‖f˜ ‖2TF.
Proof. For every i ∈Q1 set Ii,i+1 = Ii \ Ii+1 and Ii+1,i = Ii+1 \ Ii . It is easy to see that for
every i ∈Q1, Ii,i+1 and Ii+1,i are segments of D and that I∗i+1 − I∗i = I∗i+1,i − I∗i,i+1. Hence
∑
i∈Q1
∣∣(I∗i+1 − I∗i )(f˜ )∣∣2  2 ∑
i∈Q1
(I∗i,i+1(f˜ ))2 + 2 ∑
i∈Q1
(I∗i+1,i (f˜ ))2. (16)
Notice that the family S1 = {Ii,i+1: i ∈ Q1} consists of pairwise disjoint segments. Indeed
assume that there exist i, j ∈ Q1 with i < j and α ∈ D such that α ∈ Ii,i+1 ∩ Ij,j+1. Then
α ∈ Ii ∩ Ij which means that ti , tj ∈ Iα . As ti < ti+1  tj we obtain that ti+1 ∈ Iα and so
α ∈ Ii+1. But then α /∈ Ii \ Ii+1 = Ii,i+1, which is a contradiction.
We proceed by showing that S1 is a (ns)-family. So let i, j, k ∈ Q1, αi = minIi,i+1,
αj = minIj,j+1 and αk = minIk,k+1. Since Ii,i+1 = Ii \ Ii+1 we have that maxIi,i+1 =
maxIi = βi . Suppose that Ii,i+1 separates Ij,j+1 and Ik,k+1. Then without loss of generality
we may assume that αj <lex βi <lex αk . Since the tree family F = (fα, (Iα, Jα))α∈D is increas-
ing we have that max Iαj < min Iβi < max Iβi < min Iαk . Hence tj < ti < ti+1  tk in [0,1] and
since tj , tk ∈ Iαj∧αk , we conclude that ti , ti+1 ∈ Iαj∧αk . This means that αj ∧ αk ∈ Ii ∩ Ii+1 and
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that αj ∧ αk  αi a contradiction.
By similar arguments it is shown that the family S2 = {Ii+1,i : i ∈Q1} is also a (ns)-family of
pairwise disjoint finite segments of D. So
∑
i∈Q1
(I∗i,i+1(f˜ ))2  ‖f˜ ‖2TF and ∑
i∈Q1
(I∗i+1,i (f˜ ))2  ‖f˜ ‖2TF. (17)
By (16) and (17) the proof of Claim 3 is complete. 
Claim 4.
∑
i∈Q1 |ri+1e∗βi+1(f˜ )− rie∗βi (f˜ )|2  12(1 +M)2‖f˜ ‖2TF.
Proof. Notice that
∑
i∈Q1
∣∣ri+1e∗βi+1(f˜ )− rie∗βi (f˜ )∣∣2  2 ∑
i∈Q1
∣∣rie∗βi (f˜ )∣∣2 + 2 ∑
i∈Q1
∣∣ri+1e∗βi+1(f˜ )∣∣2. (18)
For every α ∈D set Qα1 = {i ∈Q1: βi = α}. It is clear that
∑
i∈Q1
∣∣rie∗βi (f˜ )∣∣2  ∑
|α|n
∑
i∈Qα1
∣∣rie∗βi (f˜ )∣∣2  (1 +M)2 ∑
|α|n
∑
i∈Qα1
∣∣e∗βi (f˜ )∣∣2.
Observe that for every α ∈ D, i ∈ Qα1 if and only if ti ∈ Iα \ (Iα0 ∪ Iα1) and moreover
Iα \ (Iα0 ∪ Iα1) = I 1α ∪ I 2α ∪ I 3α , where I 1α , I 2α , I 3α are pairwise disjoint intervals. So if i, j ∈Qα1
and i < j we have that there exist ε1, ε2 ∈ {1,2,3} such that ti ∈ I ε1α and tj ∈ I ε2α . Notice that
ε1 	= ε2. Indeed otherwise ti+1 ∈ I ε1α and so βi+1 = α = βi , which is a contradiction since i ∈Q1.
Hence for every α ∈D with |α| n, |Qα1 | 3 and so
∑
i∈Q1
∣∣rie∗βi (f˜ )∣∣2  3(1 +M)2 ∑
|α|n
∣∣e∗α(f˜ )∣∣2  3(1 +M)2‖f˜ ‖2TF.
By similar arguments we get that
∑
i∈Q1 |ri+1e∗βi+1(f˜ )|2  3(1 + M)2‖f˜ ‖2TF . Substituting in(18) the proof of Claim 4 is complete. 
By (14), (15) and the above claims we obtain that
p−1∑
i=0
∣∣f (ti+1)− f (ti)∣∣2  (25M2 + 48M + 32)‖f˜ ‖2TF.
Since the above holds for every finite subset P = {t0 < · · · < tp} of I∅ and f (t) = 0 for all
t ∈ [0,1] \ ˚I∅, we conclude that ‖f ‖V 0  C‖f˜ ‖TF and the proof of the lemma is complete. 2
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In this subsection we will present some upper TF estimates for monotone tree families with a
non-constant sequence (λα)α∈D which will be used in the next section.
Lemma 34. Let (λα)α∈D be a family of scalars satisfying (TF4) of Definition 24. Then for every
sequence of scalars (μα)α∈D and every finite segment I of D we have that |
∑
α∈I μαλα| 
4|λ∅| · ‖∑α∈I μαeα‖TF.
Proof. Let β = maxI . Then∣∣∣∣∑
α∈I
μαλα
∣∣∣∣=
∣∣∣∣∑
α∈I
μα(λα − λβ)+
∑
α∈I
μαλβ
∣∣∣∣

(∑
α∈I
|μα|2
)1/2
·
(∑
α∈I
|λα − λβ |2
)1/2
+ |λβ |
∣∣∣∣∑
α∈I
μα
∣∣∣∣.
Let x =∑α∈I μαeα and notice that {∑α∈I |μα|2}1/2 = {∑α∈I(e∗α(x))2}1/2 and |∑α∈I μα| =|I∗(x)|. Since the families {{α}: α ∈ I} and {I} are obviously (ns)-families of pairwise disjoint
segments of D we have that ‖x‖TF is an upper bound for |∑α∈I μα| and {∑α∈I |μα|2}1/2.
Moreover by (4), (∑α∈I |λα − λβ |2)1/2 √2|λ∅| and the conclusion follows. 
Lemma 35. Let (fα, (Iα, Jα), λα)α∈D be a monotone tree family. Then for every n ∈ N and every
sequence of scalars (μα)αn we have that∥∥∥∥∑
|α|n
μαλαfα
∥∥∥∥
V 02
 4C|λ∅|
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
.
Proof. By Theorem 30, ‖∑|α|n μαλαfα‖V 02  C‖∑|α|n μαλαeα‖TF . Let F be a (ns)-family
of pairwise disjoint segments of D such that ‖∑|α|n μαλαeα‖TF = {∑I∈F |∑α∈I μαλα|2}1/2
and so by Lemma 34 and (7),
∥∥∥∥∑
|α|n
μαλαfα
∥∥∥∥
V 02
 4C|λ∅|
{∑
I∈F
∥∥∥∥∑
α∈I
μαeα
∥∥∥∥
2
TF
}1/2
 4C|λ∅|
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
. 
For the next lemma we need some notation already used in the proof of Theorem 30. For
convenience we reproduce it here.
Let (fα, (Iα, Jα), λα)α∈D be a monotone tree family, P = {t0 < · · · < tp} be a finite subset
of [0,1] and n  0. For 0  i  p, let Ii = {α: |α|  n and ti ∈ Iα} and for 0 i  p − 1, let
Ii,i+1 = Ii \ Ii+1 and Ii+1,i = Ii+1 \ Ii . Finally M = supα∈D ‖fα‖V 02 .
Lemma 36. Under the above notation the following hold.
(1) For all 0 i  p, |∑α∈Ii μαλαfα(ti)| 2|λ∅|(M + 3)‖∑α∈Ii μαeα‖TF.
(2) ∑p−1 |∑α∈I μαλαfα(ti)|2  16|λ∅|2(M2 + 3)‖∑|α|n μαeα‖2TF.i=0 i,i+1
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Proof. (1) Let 0 i  p−1 and let βi = maxIi . Then |∑α∈Ii μαλαfα(ti)| |∑α∈Ii μαλα|+|λβi ||μβi ||fβi (ti)−1|. It is clear that |fβi (ti)−1|M+1, |μβi | ‖∑α∈Ii μαeα‖TF and by (4),|λβi | 2|λ∅|.
Hence |λβi ||μβi ||fβi (ti) − 1|  2|λ∅|(M + 1) · ‖
∑
α∈Ii μαeα‖TF . Finally by Lemma 34,|∑α∈Ii μαλα| 4|λ∅| · ‖∑α∈Ii μαeα‖TF and the result follows.(2) For 0 i  p − 1 let βi = maxIi , Q1 = {i ∈ {0, . . . , p − 1}: βi 	= βi+1}. It is easy to see
that Q1 = {i ∈ {0, . . . , p − 1}: Ii,i+1 	= ∅} and βi = maxIi,i+1. Hence
p−1∑
i=0
∣∣∣∣ ∑
α∈Ii,i+1
μαλαfα(ti)
∣∣∣∣
2
=
∑
i∈Q1
∣∣∣∣ ∑
α∈Ii,i+1
μαλαfα(ti)
∣∣∣∣
2
 2
( ∑
i∈Q1
∣∣∣∣ ∑
α∈Ii,i+1
μαλα
∣∣∣∣
2
+
∑
i∈Q1
|μβiλβi |2
(
fβi (ti)− 1
)2)
. (19)
By Lemma 34,
∑
i∈Q1
∣∣∣∣ ∑
α∈Ii,i+1
μαλα
∣∣∣∣
2
 16|λ∅|2
( ∑
i∈Q1
∥∥∥∥ ∑
α∈Ii,i+1
μαeα
∥∥∥∥
2
TF
)
. (20)
As we have already shown (see the proof of Theorem 30) the family {Ii,i+1: i ∈Q1} is a (ns)-
family of pairwise disjoint segments of D. Hence using (7),
∑
i∈Q1
∥∥∥∥ ∑
α∈Ii,i+1
μαeα
∥∥∥∥
2
TF

∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
. (21)
Moreover it is easy to see that
∑
i∈Q1
|μβiλβi |2
(
fβi (ti)− 1
)2  8|λ∅|2(M2 + 1)
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
. (22)
Substituting (20)–(22) in (19) the conclusion follows.
(3) The proof is identical to the above. 
4. Approximation lemmas
In the first subsection we present some auxiliary results concerning condensation points of
uncountable subsets of RN. To illustrate the reason of introducing the concept and proving the
results let us point out the following. Assume that S is an uncountable subset of R2 such that for
each (t, s) 	= (t ′, s′) in S we have that t 	= t ′, s 	= s′. Then it is easy to see that there exist two tree
families (Iα)α∈D , (Jα)α∈D of intervals such that for every α ∈D, (Iα × Jα)∩ S is uncountable.
However it does not seem obvious that the two families can be chosen in a monotone manner.
The aim of this subsection is to provide tools for selecting monotone tree families.
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V d2 into subspaces of V
0
2 . This also a key ingredient for constructing tree families.
4.1. On condensation points of uncountable subsets of RN
Notation 2. Let V be an open subset of R and let x0 ∈ V . We set V (x0,0) = {x ∈ V : x  x0} and
V (x0,1) = {x ∈ V : x  x0}. Let now x = (xj )∞j=1 ∈ (0,1)N and let V =
∏∞
j=1 Vj be a basic open
nbd of x. Given k  1 and θ = (θj )kj=1 ∈ {0,1}k , we define the θ -part of V with respect to x to
be the set V(x,θ,k) =∏kj=1 V (xj ,θj )j ×∏∞j=k+1 Vj . By convention for the empty sequence ∅, we
set V(x,∅,0) = V.
Definition 37. Let S ⊆ RN, k  0 and θ ∈ {0,1}k . A point x ∈ RN will be called (θ, k)-
condensation point of S if for every basic open nbd V of x in RN, V(x,θ,k) ∩ S is uncountable.
An uncountable subset S of RN will be called (θ, k)-almost condensed if all but countably
many points of S are (θ, k)-condensation points of S. In particular S will be called hereditarily
(θ, k)-almost condensed if every uncountable subset S′ of S is (θ, k)-almost condensed.
Notice that for k = 0 and θ = ∅ a point x ∈ RN is (∅,0)-condensation point of S ⊆ RN
if and only if x is a condensation point of S. Hence every uncountable S ⊆ RN is hereditarily
(∅,0)-almost condensed.
Lemma 38. Let S0 be an uncountable subset of RN, k0  0, θ0 ∈ {0,1}k0 and suppose that S0
is hereditarily (θ0, k0)-almost condensed. Then for all k > k0 there exist S ⊆ S0 uncountable
and θ ∈ {0,1}k with θ0  θ such that S is hereditarily (θ, k)-almost condensed. In particular for
every k > 0 there exist S ⊆ S0 and θ ∈ {0,1}k such that S is hereditarily (θ, k)-almost condensed.
Proof. Assume on the contrary that there exists k > k0 such that for every uncountable S ⊆ S0
and every θ ∈ {0,1}k with θ0  θ , S is not hereditarily (θ, k)-almost condensed. Let θ1, . . . , θd be
an enumeration of the set {θ ∈ {0,1}k: θ0  θ}. By our assumption S0 is not hereditarily (θ1, k)-
almost condensed. Hence there exists an uncountable subset S′0 ⊆ S0 which is not (θ1, k)-almost
condensed, namely the set S1 = {x ∈ S′0: x is not (θ1, k)-condensation point of S′0} is uncount-
able. Observe that every x of S1 is not (θ1, k)-condensation point of S1. Continuing in the same
way we construct a decreasing sequence S0 ⊇ S1 ⊇ · · · ⊇ Sd of uncountable subsets of S0 such
that for every x ∈ Si and every 1 i  d , x is not (θi, k)-condensation point of Si .
Let S = Sd . Since S ⊆ Si , every point of S is not (θi, k)-condensation point of S for all
1  i  d . Therefore for every x ∈ S and for every 1  i  d there exists an open nbd Vi of
x ∈ RN such that V(x,θi ,k)i ∩S is countable. Let V =
⋂d
i=1 Vi . Then V is an open nbd of x. Notice
that V(x,θ0,k0) =⋃di=1 V(x,θi ,k) ⊆⋃di=1 V(x,θi ,k)i and so V(x,θ0,k0) ∩ S is countable. Thus every
x ∈ S is not (θ0, k0)-condensation point of S, a contradiction since S is an uncountable subset of
S0 and S0 is hereditarily (θ0, k0)-almost condensed. 
4.2. Approximations of the elements of V d2
Lemma 39. Let (gn)n be a sequence in V 02 w∗-converging to a function H =
∑∞
j=1 λjχtj in V d2 .
Let n0 ∈ N and let {Δj : 1 j  n0} be a family of disjoint open intervals of [0,1] with tj ∈ Δj ,
for all 1 j  n0.
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functions of V 02 and a family {(Ij , Jj )}n0j=1 of pairs of closed intervals of [0,1] such that thefollowing are satisfied.
(i) For every 1  j  n0, tj ∈ ˚Jj ⊆ Jj ⊆ ˚Ij ⊆ Ij ⊆ Δj , 0  fj  1, suppfj ⊂ ˚Ij , Jj = {t ∈
[0,1]: fj (t) = 1}, fj is piecewise linear and ‖fj‖V 02 =
√
2.
(ii) ‖∑n0j=1 λjfj − h‖V 02 < ε + 2(∑j>n0 |λj |2)1/2.
Proof. Let ε > 0. Since V 02 contains no copy of 1, by [12] there exist a sequence (g′n)n in V 02
such that g′n
w∗−−→∑j>n0 λjχtj and ‖g′n‖V 02  ‖∑j>n0 λjχtj ‖V 02  2 · (∑j>n0 |λj |2)1/2.
Let δ > 0 be such that {(tj − δ, tj + δ)}n0j=1 is a family of pairwise disjoint open intervals in
(0,1) with (tj − δ, tj + δ) ⊆ Δj .
For each 1 j  n0 we define a sequence of trapezoid functions (f(n,j))n∈N as follows
f(n,j)(x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 if x /∈ [tj − δ2n , tj + δ2n ],
1 if x ∈ [tj − δ2n+1 , tj + δ2n+1 ],
2n+1
δ
(x − tj )+ 2 if x ∈ [tj − δ2n , tj − δ2n+1 ],
2n+1
δ
(tj − x)+ 2 if x ∈ [tj + δ2n+1 , tj + δ2n ].
Since on bounded subsets of V2 the pointwise and the weak∗-topology coincide, it is clear that∑
jn0 λjf(n,j)
w∗−−→∑jn0 λjχtj . Hence∑
jn0
λjf(n,j) − gn + g′n w−→ 0
and therefore there exist a convex combination
∑m
n=1 rn(
∑
jn0 λjf(n,j) − gn + g′n) =∑
jn0 λj (
∑m
n=1 rnf(n,j))−
∑m
n=1 rngn +
∑m
n=1 rng′n such that∥∥∥∥∥
∑
jn0
λj
(
m∑
n=1
rnf(n,j)
)
−
m∑
n=1
rngn +
m∑
n=1
rng
′
n
∥∥∥∥∥
V 02
< ε. (23)
We set h =∑mn=1 rngn and for 1 j  n0, let Jj = [tj − δ2m+1 , tj + δ2m+1 ], Ij = [tj − δ2m , tj + δ2m ]
and fj =∑mn=1 rnf(n,j). It is easily checked that h, {fj }n0j=1 and {(Ij , Jj )}n0j=1 satisfy the con-
clusion of the lemma. 
5. Operators on V 02 preserving a copy of TF
The aim of this section is to prove the following theorem.
Theorem 40. Let T :V 02 → V 02 be a bounded linear operator such that the dual operator
T ∗ : (V 02 )∗ → (V 02 )∗ has non-separable range. Then there exists a subspace Y of V 02 isomor-
phic to TF such that the restriction of T on Y is an isomorphism.
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Lemma 41. The set A = {t ∈ (0,1): T ∗∗(χt ) ∈ V d2 \ {0}} is uncountable.
Proof. By Theorem 3.2 of [4] there exists a bounded onto linear map Q : (V 02 )∗ → l2([0,1])
with KerQ separable. So, since T ∗ has non-separable range we obtain that the same holds for
Q ◦ T ∗ : (V 02 )∗ → l2([0,1]). Therefore denoting by (e∗t )t∈[0,1] the bi-orthogonal functionals of
the usual basis of l2([0,1]), we have that the set
B = {t ∈ [0,1]: there exists x∗ ∈ (V 02 )∗ such that e∗t (QT ∗(x∗)) 	= 0}
is uncountable.
The above yields that for every t ∈ B , T ∗∗Q∗(e∗t ) 	= 0. Since {e∗t }t∈B is weakly discrete set
accumulating to zero we conclude that there exists uncountable B ′ ⊆ B such that the sets
{
Q∗
(
e∗t
)
: t ∈ B ′}, {T ∗∗Q∗(e∗t ): t ∈ B ′}
are uncountable weakly discrete and contained in V d2 (Lemma 22). In particular T ∗∗[V d2 ] ∩ V d2
is non-separable. Since {χt : t ∈ (0,1)} generates V d2 the result follows. 
Remark 3. It is easy to see that by passing if necessary to a further uncountable subset of A
we may assume that the supports of T ∗∗(χt ), t ∈ A, are pairwise disjoint. This is due to the fact
that the constant function zero is the unique weak∗ (and so pointwise) accumulation point of the
family {T ∗∗(χt )}t∈A.
Lemma 42. Let (εα)α∈D be a sequence of positive real numbers. Then there exist two monotone
tree families F = (fα, (Iα, Jα), λα)α∈D , F ′ = (f ′α, (I ′α, J ′α))α∈D and a family of functions
(rα)α∈D in V 02 with the following properties.
(P1) For every α ∈D, ‖T (λαfα)− (f ′α + rα)‖ εα .
(P2) For every α,β ∈ D, if I ′α = [lα0 , lα1 ] and J ′α = [mα0 ,mα1 ] then rβ(lα0 ) = rβ(lα1 ) = rβ(mα0 ) =
rβ(m
α
0 ) = 0.
Granting Lemma 42, we proceed to the proof of Theorem 40 as follows.
Proof of Theorem 40. Let gα = λαfα , α ∈D. We claim that (gα)α∈D and (T (gα))α∈D are both
equivalent to the basis (eα)α∈D of the space TF. Indeed by Lemma 35 there exists C > 0 such
that for every n ∈ N and every sequence of scalars (μα)|α|n,∥∥∥∥∑
|α|n
μαgα
∥∥∥∥
V 02
 4C|λ∅|
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
. (24)
On the other hand,
1
‖T ‖
∥∥∥∥∑ μαT (gα)
∥∥∥∥
V 0

∥∥∥∥∑ μαgα
∥∥∥∥
V 0
. (25)
|α|n 2 |α|n 2
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∑
α∈D εα sufficiently small, we have that
1
2
∥∥∥∥∑
|α|n
μα
(
f ′α + rα
)∥∥∥∥
V 02

∥∥∥∥∑
|α|n
μαT (gα)
∥∥∥∥
V 02
. (26)
By the proof of Lemma 32, there exists a finite subset P of ⋃α∈D{lα0 , lα1 ,mα0 ,mα1 } such that∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
 α2
( ∑
|α|n
μαf
′
α,P
)
. (27)
Then by (P2) of Lemma 42, we obtain that
∥∥∥∥∑
|α|n
μα
(
f ′α + rα
)∥∥∥∥
V 02
 α2
( ∑
|α|n
μα
(
f ′α + rα
)
,P
)
= α2
( ∑
|α|n
μαf
′
α,P
)
. (28)
By all the above the result follows. 
It remains to prove Lemma 42. We recall that a tree family is 0-monotone if it is increasing and
1-monotone if it is decreasing. Similarly for a pair (x, y) of real numbers we will write x <0 y if
x < y and x <1 y if y < x.
Proof of Lemma 42. By Lemma 41 and Remark 3, there exists an uncountable set A ⊆ (0,1)
such that the following are satisfied.
(a) For every t ∈ A, there exists a (finite or infinite) initial segment Ft of N such that T ∗∗(χt ) =∑
j∈Ft μ
t
jχstj
∈ V d2 \ {0}.
(b) The supports of T ∗∗(χt ), St = {stj : j ∈ Ft }, t ∈ A, are pairwise disjoint.
(c) There exists δ > 0 such that |μt1| > δ, for all t ∈ A.
We set λt = 1/μt1, t ∈ A and we observe that T ∗∗(λtχt ) = χst +
∑
j∈Ft ,j2 λ
t
jχstj
where st = s1t
and λtj = μtj /μt1, for all j  2, j ∈ Ft . For every t ∈ A we set xt = (t, st , λt ,0,0, . . .) and let
S = {xt : t ∈ A}. By Lemma 38 and by passing, if necessary, to a further uncountable subset of A,
we may suppose that there exists θ = (θ(1), θ(2)) ∈ {0,1}2 such that S is hereditarily (θ,2)-
almost condensed. By recursion we construct a θ(1)-monotone tree family (fα, (Iα, Jα), λα)α∈D ,
a θ(2)-monotone tree family (f ′α, (I ′α, J ′α))α∈D and a family (rα)α∈D of functions of V 02 such that
for every α ∈D the following are satisfied.
(i) If
Vλα =
((
1 − sgn(λα)
22|α|+2
)
λα,
(
1 + sgn(λα)
22|α|+2
)
λα
)
then the set S ∩ ( ˚Jα × ˚Jα′ × Vλα ) is uncountable.
(ii) For every β ∈D with |β| < |α|, {l0β, l1β,m0β,m1β} ∩ supp rα = ∅.
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(iv) ‖T (λαfα)− (f ′α + rα)‖V2 < εα .
Let us point out that conditions (ii) and (iii) yield property (P2) of the lemma. Suppose that
for some n  0, the construction has been carried out up to all α ∈ D with |α|  n. The initial
inductive step, namely n = 0, is similar, and in fact simpler, to the general one and so we omit
it. By condition (i) we have that for all α with |α| = n and ε ∈ {0,1}, we can choose tαε such
that xt
αε ∈ ˚Jα × ˚Jα′ ×Vλα and xtαε be a (θ,2)-condensation point of S. Moreover xtα0 , xtα1
are selected such that tα0 <θ(1) tα1 and stα0 <θ(2) stα1 . We also choose n0 ∈ N such that
‖∑j>n0,j∈Ft λtβj χstβj ‖V2  2(
∑
j>n0,j∈Ft |λ
tβ
j |2)1/2 < εβ/2, for every β with |β| = n + 1. By
condition (b) above, we have that Stβ ∩ Stβ′ = ∅ for β 	= β ′ and so we can select pairwise disjoint
open intervals Δ(j,β), j = 1, . . . , n0, |β| = n+1 with stβj ∈ Δ(j,β), Δ(j,β) ∩{l0α, l1α,m0α,m1α} = ∅
and for every α with |α| n and every ε ∈ {0,1}, Δ(1,αε) ⊆ ˚Jα′ . For every α with |α| n and
ε ∈ {0,1}, we choose pairwise disjoint open intervals Δαε ⊆ ˚Jα with tαε ∈ Δαε .
For every β with |β| = n + 1 we consider a sequence (f βn )n of trapezoid functions (see the
proof of Lemma 39), converging pointwise to χtβ and suppf βn ⊆ Δβ . We set gβn = T (λtβ f βn )
and we observe that (gβn )n converges pointwise to T ∗∗(λtβ χtβ ). By Lemma 39, for ε = εβ/2
there exist a finite convex combination fβ of (f βn )n, f ′β , (I ′β, J ′β), with suppf ′β ⊆ ˚I ′β , J ′β =
{t ∈ [0,1]: f ′β(t) = 1}, and f tβj , j ∈ {1, . . . , n0} ∩ Ftβ such that∥∥∥∥∥T (λtβ fβ)−
(
f ′β +
n0∑
j=2,j∈Ft
λ
tβ
j f
tβ
j
)∥∥∥∥∥
V2
< εβ.
Setting λβ = λtβ and rβ =
∑n0
j=2,j∈Ft λ
tβ
j f
tβ
j it is easily checked that the proof of the inductive
step is complete. 
Remark 4. It is worth pointing out that the proof of Theorem 40 is considerably simpler than
the proof of Theorem 4 which we shall present in the next two sections. This is due to the
presence of the operator T . Indeed it is proved that there exists a tree family with coefficients
F = (fα, (Iα, Jα), λα)α∈D such that (λαfα)α∈D , (T (λαfα))α∈D are both equivalent to the basis
(eα)α∈D of TF. Note that for (λαfα)α∈D we are able to establish only that is dominated by the
basis of TF (see Lemma 35). On the other hand, for the family (T (λαfα))α∈D it is proved that
dominates the basis (eα)α∈D of TF. The remaining inequalities are derived from the previous
ones with the use of the operator T .
6. Forests of tree families
In this section we will introduce the notion of the forest of tree families. Roughly speaking a
forest is an infinite sequence of tree families connected in a precise manner.
6.1. The definition of the forest of tree families
Let (En)∞n=0 be a sequence of non-empty finite intervals of N, with minE0 = 1 and
minEn+1 = maxEn + 1 and let Z = {(β, j) ∈D× N: j ∈ E|β|} =⋃∞k=0({0,1}k ×Ek).
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T =
⋃
(β,j)∈Z
T(β,j) =
{
(α, j) ∈D× N: j ∈
|α|⋃
n=0
En
}
.
Definition 43. Let (En)∞n=0, Z and T be as above.
For every (β, j) ∈Z let
F(β,j) =
(
f(α,j), (I(α,j), J(α,j)), λ(α,j)
)
(α,j)∈T(β,j)
be a tree family (where we naturally identify T(β,j) withD through the map: T(β,j)  (β
α, j) →
α ∈D).
The family F = (F(β,j))(β,j)∈Z = (f(α,j), (I(α,j), J(α,j)), λ(α,j))(α,j)∈T will be called a forest
of tree families (determined by the sequence (En)n), if the following conditions are satisfied.
(F1) sup{‖f(α,j)‖V 02 : (α, j) ∈ T } < +∞.(F2) For every n 0 and (α1, j1) 	= (α2, j2) in T with |α1| = |α2| = n, I(α1,j1) ∩ I(α2,j2) = ∅.
(F3) For every n  1, every (β, k) ∈ Z with |β| = n and every (α, j) ∈ T with |α|  n − 1,
either I(β,k) ∩ I(α,j) = ∅ or I(β,k) ⊆ ˚I(α,j) \ ∂J(α,j).
(F4) For every n 1, every (γ, k) ∈ T with |γ | = n and every P = {t0 < · · · < tp} ⊆ I(γ,k),
∑
(α,j)∈T , |α|<n
(
p−1∑
i=0
∣∣f(α,j)(ti)− f(α,j)(ti+1)∣∣2
)
 1
22n · |⋃nm=0 Em| .
(F5) For every α ∈D, λ(α,1) = 1.
(F6) For every n 1 and every β ∈D with |β| = n, ∑j∈En |λ(β,j)|2  1/22n.(F7) For every n 3,
min
{|λ(β,j)|: |β| = n− 2, j ∈ En−2} 2 max{|λ(β ′,j ′)|: |β ′| = n, j ∈ En}.
6.2. The tree (T ,)
On the set T we define the following strict partial ordering
(α1, j1) ≺ (α2, j2) if I(α2,j2) ⊆ ˚I(α1,j1)
and we write (α1, j1) (α2, j2) if either (α1, j1) = (α2, j2) or (α1, j1) ≺ (α2, j2).
Using (F2) and (F3) of Definition 43 it is easy to show the following properties of (T ,).
(T1) For every (β, j) ∈ Z , the partially ordered set (T(β,j),) is naturally ordered isomorphic
to (Dβ,) where Dβ = {α ∈ D: β  α}. That is (β, j)  (α1, j)  (α2, j) if and only if
β  α1  α2.
(T2) (α1, j1), (α2, j2) ∈ T are incomparable if and only if I(α1,j1) ∩ I(α2,j2) = ∅.
(T3) Let (β1, j1), (β2, j2) ∈Z , (α1, j1) ∈ T(β1,j1), (α2, j2) ∈ T(β2,j2) and suppose that (α1, j1) ≺
(α2, j2). Then the following hold.
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(ii) |α1| < |α2|.
(iii) (α1, j1) ≺ (β2, j2) (α2, j2).
The above properties yield that for every (α, j) ∈ T the set of all its predecessors is finite
and linearly ordered by . Therefore (T ,) is a tree. It is also easy to see that T has at most
countably many roots and every element of T has at least two and at most countably many
immediate successors.
An interesting feature of the tree T is the structure of its finite segments which is described
by the following fact.
Fact 44. Let I be a finite non-empty segment of T and let {(β1, j1) ≺ · · · ≺ (βl, jl)} be the
≺-increasing enumeration of the set {(β, j) ∈ Z: I ∩ T(β,j) 	= ∅}. For each 1  k  l, we set
I(k) = I ∩ T(βk,jk). Then the following are satisfied.
(1) I =⋃lk=1 I(k).
(2) If l  2 then for all 2 k  l, I(k) is an initial segment of T(βk,jk), that is (βk, jk) = minI(k).
(3) For 1  k  l let prD(I(k)) = {α ∈ D: (α, jk) ∈ I(k)} be the projection of I(k) on D. Then
the family {prD(I(k)): 1 k  l} consists of pairwise disjoint segments of D. In particular
|max prD(I(k))| < |min prD(I(k+1))|, for all 1 k < l.
By the above fact we have that every finite segment I of T admits a decomposition into a
finite number of segments I(1), . . . ,I(l) of the trees T(β,j) for (β, j) ∈Z . The ordered sequence
(I(1), . . . ,I(l)) will be called the analysis of I . Moreover we will call I vertical if I ⊆ T(β,j)
for some unique (β, j) ∈Z and diagonal otherwise.
6.3. Forests of monotone tree families and the space TF
Given a forest F = (F(β,j))(β,j)∈Z = (f(α,j), (I(α,j), J(α,j)), λ(α,j))(α,j)∈T of tree families,
for every α ∈D, let Gα =∑j∈⋃|α|n=0 En λ(α,j)f(α,j). The family (Gα)α∈D will be called the diag-
onal family of functions corresponding to the forest F . We are now ready to state the main result
of this section.
Theorem 45. Let F = (F(β,j))(β,j)∈Z = (f(α,j), (I(α,j), J(α,j)), λ(α,j))(α,j)∈T be a forest of tree
families and let (Gα)α∈D be the diagonal family of functions corresponding to F . Suppose also
that for every (β, j) ∈ Z the tree family F(β,j) is monotone. Then for every n 0 and for every
sequence of scalars (μα)|α|n we have that∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF

∥∥∥∥∑
|α|n
μαGα
∥∥∥∥
V 02
C
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
where C = 32(Λ0 + 1)1/2(M2 + 9)1/2, M = sup{‖f(α,j)‖V 02 : (α, j) ∈ T } and Λ0 =∑
j∈E0 |λ(∅,j)|2.
The proof of Theorem 45 follows by Lemma 46 and Proposition 47 stated below which verify
the lower and the upper TF estimates for the family (Gα)α∈D .
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(μα)|α|n we have that
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF

∥∥∥∥∑
|α|n
μαGα
∥∥∥∥
V 02
.
Proof. Let n  0 and (μα)|α|n be a sequence of scalars. By (F5) of Definition 43, F(∅,1)
is a monotone tree family of the form F(∅,1) = (f(α,1), (I(α,1), J(α,1)))α∈D . By the proof of
Lemma 32, we have that there exists P ⊆⋃α∈D(∂I(α,j) ∪ ∂J(α,j)) such that∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
 α2
( ∑
|α|n
μαf(α,1),P
)
. (29)
By conditions (F2) and (F3) of the definition of the forest of tree families, we conclude that
for every t ∈ P and every (α, j) ∈ T with j > 1, f (α, j)(t) = 0. Hence for all α ∈ D and
all t ∈ P , Gα(t) =∑j∈⋃|α|n=0 En λ(α,j)f(α,j)(t) = f(α,1)(t). So for all t ∈ P , ∑|α|n μαGα(t) =∑
|α|n μαf(α,1)(t) which gives that
α2
( ∑
|α|n
μαf(α,1),P
)
= α2
( ∑
|α|n
μαGα,P
)
. (30)
By (29) and (30), we immediately have
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
 α2
( ∑
|α|n
μαGα,P
)

∥∥∥∥∑
|α|n
μαGα
∥∥∥∥
V 02
.  (31)
We pass now to the upper TF estimate.
Proposition 47. For every n 0 and every sequence of scalars (μα)|α|n,
∥∥∥∥∑
|α|n
μαGα
∥∥∥∥
V 02
 32(Λ0 + 1)1/2
(
M2 + 9)1/2∥∥∥∥∑
αn
μαeα
∥∥∥∥
TF
.
For the proof of Proposition 47 we fix for the following a non-negative integer n  0, a se-
quence of scalars (μα)|α|n and a finite subset P = {t0 < · · · < tp} of [0,1].
For every 0  i  p − 1 let Ii = {(α, j) ∈ T : |α|  n and ti ∈ I(α,j)}. It is clear that Ii
is an initial segment of T = (T ,). Since f(α,j)(ti) = 0 for all (α, j) /∈ Ii , we have that∑
|α|n μαGα(ti) =
∑
(α,j)∈Ii μαλ(α,j)f(α,j)(ti) and so by simple calculations we get that
α22
( ∑
|α|n
μαGα,P
)
=
p−1∑
i=0
∣∣∣∣ ∑
|α|n
μαGα(ti+1)−
∑
|α|n
μαGα(ti)
∣∣∣∣
2
 3(S(−) + S0 + S(+)) (32)
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S(−) =
p−1∑
i=0
∣∣∣∣ ∑
(α,j)∈Ii+1\Ii
μαλ(α,j)f(α,j)(ti+1)
∣∣∣∣
2
,
S0 =
p−1∑
i=0
∣∣∣∣ ∑
(α,j)∈Ii∩Ii+1
μαλ(α,j)
(
f(α,j)(ti+1)− f(α,j)(ti)
)∣∣∣∣
2
,
S(+) =
p−1∑
i=0
∣∣∣∣ ∑
(α,j)∈Ii\Ii+1
μαλ(α,j)f(α,j)(ti)
∣∣∣∣
2
.
Lemma 48. Under the above notations
S0  8(Λ0 + 1)
(
M2 + 1)∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
.
Proof. For every (γ, k) ∈ T with |γ | n, let us set
Q(γ,k) =
{
i ∈ {0, . . . , p − 1}: max(Ii ∩ Ii+1) = (γ, k)
}
and S(γ,k) =
∑
i∈Q(γ,k)
∣∣∣∣ ∑
(α,j)(γ,k)
μαλ(α,j)
(
f(α,j)(ti+1)− f(α,j)(ti)
)∣∣∣∣
2
.
Notice that
S0 =
n∑
l=0
∑
|γ |=l
∑
k∈⋃lm=0 Em
S(γ,k). (33)
Let (γ, k) ∈ T , with |γ | n. If γ = ∅ then for every k ∈ E0 we have that
S(∅,k) = |μ∅|2|λ(∅,k)|2
∑
i∈Q(∅,k)
∣∣f(∅,k)(ti+1)− f(∅,k)(ti )∣∣2  |μ∅|2|λ(∅,k)|2M2
and so ∑
k∈E0
S(∅,k)  |μ∅|2Λ0M2. (34)
If |γ | = l with 1 l  n and k ∈⋃lm=0 Em, then by the definition of Q(γ,k) for every i ∈Q(γ,k),{ti , ti+1} ⊆ I(γ,k). Hence by property (F4) of Definition 43,
∑
(α,j)≺(γ,k)
∑
i∈Q
∣∣f(α,j)(ti+1)− f(α,j)(ti)∣∣2  1
22l |⋃lm=0 Em| . (35)(γ,k)
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S(γ,k)  2
∑
i∈Q(γ,k)
∣∣∣∣ ∑
(α,j)≺(γ,k)
μαλ(α,j)
(
f(α,j)(ti+1)− f(α,j)(ti)
)∣∣∣∣
2
+ 2|μγ |2|λ(γ,k)|2
∑
i∈Q(γ,k)
∣∣f(γ,k)(ti+1)− f(γ,k)(ti)∣∣2
 2
∑
i∈Q(γ,k)
( ∑
(α,j)≺(γ,k)
|μα|2|λ(α,j)|2
)( ∑
(α,j)≺(γ,k)
∣∣f(α,j)(ti+1)− f(α,j)(ti)∣∣2
)
+ 2|μγ |2|λ(γ,k)|2‖f(γ,k)‖2V 02
 2
( ∑
(α,j)≺(γ,k)
|μα|2|λ(α,j)|2
)( ∑
(α,j)≺(γ,k)
∑
i∈Q(γ,k)
∣∣f(α,j)(ti+1)− f(α,j)(ti)∣∣2
)
+ 2|μγ |2|λ(γ,k)|2M2
 2
( ∑
(α,j)≺(γ,k)
|μα|2|λ(α,j)|2
)
1
22l |⋃lm=0 Em| + 2|μγ |
2|λ(γ,k)|2M2
 2Λ2(γ,k)
( ∑
|α|n
|μα|2
)
1
22l |⋃lm=0 Em| + 2|μγ |
2|λ(γ,k)|2M2
where Λ(γ,k) = max{|λ(α,j)|: (α, j) ≺ (γ, k)}.
Hence for every γ ∈D with |γ | = l and 1 l  n,
∑
k∈⋃lm=0 Em
S(γ,k)  2Λ2(γ,k)
1
22l
∑
|α|n
|μα|2 + 2M2|μγ |2
∑
k∈⋃lm=0 Em
|λ(γ,k)|2. (36)
By (4) we have that |λ(α,j)| < 2|λ(β,j)|, for every (β, j) ∈Z and every (α, j) ∈ T(β,j). There-
fore by Fact 44 and property (F6) of Definition 43, we easily obtain that Λ2(γ,k)  4(Λ0 + 1) and∑
k∈⋃lm=0 Em |λ(γ,k)|2  4(Λ0 + 1). So for every 1 l  n,
∑
|γ |=l
∑
k∈⋃lm=0 Em
S(γ,k)  8(Λ0 + 1)
(
1
2l
∑
|α|n
|μα|2 +M2
∑
|γ |=l
|μγ |2
)
. (37)
By (34) and (37), we conclude that
n∑
l=0
∑
|γ |=l
∑
k∈⋃lm=0 Em
S(γ,k)  8(Λ0 + 1)
( ∑
|α|n
|μα|2 +M2
∑
|γ |n
|μγ |2
)
 8(Λ0 + 1)
(
M2 + 1)∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
and the proof of the lemma is complete. 
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Lemma 49. max{S(−), S(+)} 160(Λ0 + 1)(M2 + 9)‖∑|α|n μαeα‖2TF.
Proof. By symmetry it suffices to show the above for S(+). We set Ii,i+1 = Ii \ Ii+1 and let
Q(1) = {i ∈ {0, . . . , p − 1}: Ii,i+1 	= ∅}. By Fact 44, for every i ∈Q(1) there exists li  1 such
that Ii,i+1 =⋃lik=1 I(k)i,i+1, where {I(k)(i,i+1: 1 k  li} is the analysis of Ii,i+1 into vertical seg-
ments of (T ,). We also set Q(2) = {i ∈Q(1): li > 1}. Then
S(+)  2
(
S1(+) + S2(+)
)
. (38)
where
S1(+) =
∑
i∈Q(1)
∣∣∣∣ ∑
(α,j)∈I(1)i,i+1
μαλ(α,j)f(α,j)(ti)
∣∣∣∣
2
and
S2(+) =
∑
i∈Q(2)
∣∣∣∣ ∑
(α,j)∈⋃lik=2 I(k)i,i+1
μαλ(α,j)f(α,j)(ti)
∣∣∣∣
2
.
Claim 5. S1(+)  16(Λ0 + 1)(M2 + 3)‖
∑
|α|n μαeα‖2TF.
Proof. For every (β, j) ∈Z we set Q(1)
(β,j)
= {i ∈Q(1): I(1)i,i+1 ⊆ T(β,j)}. Then
S1(+) =
∑
(β,j)∈Zn
∑
i∈Q(1)
(β,j)
∣∣∣∣ ∑
(α,j)∈I(1)i,i+1
μαλ(α,j)f(α,j)(ti)
∣∣∣∣
2
(39)
where Zn = {(β, j) ∈Z: |β| n and j ∈ E|β|}.
Fix a (β, j) ∈ Zn and for 0  i  p, set I(β,j)i = Ii ∩ T(β,j) and for 0  i  p − 1, let
I(β,j)i,i+1 = I(β,j)i \ I(β,j)i+1 .
It is easy to see that for every i ∈Q(1)(β,j), I(β,j)i,i+1 = I(1)i,i+1 and therefore
∑
i∈Q(1)
(β,j)
∣∣∣∣ ∑
(α,j)∈I(1)i,i+1
μαλ(α,j)f(α,j)(ti)
∣∣∣∣
2
=
∑
i∈Q(1)
(β,j)
∣∣∣∣ ∑
(α,j)∈I(β,j)i,i+1
μαλ(α,j)f(α,j)(ti)
∣∣∣∣
2
. (40)
Since for every 0  i  p, it is clear that I(β,j)i = {(α, j) ∈ T(β,j): ti ∈ I(α,j)} and F(β,j) =
(f(α,j), (I(α,j), J(α,j)), λ(α,j))(α,j)∈T(β,j) is a monotone tree family, we can apply Lemma 36(ii)
and so
∑
i∈Q(1)
∣∣∣∣ ∑
(α,j)∈I(β,j)
μαλ(α,j)f(α,j)(ti)
∣∣∣∣
2
 16|λ(β,j)|2
(
M2 + 3)∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
. (41)(β,j) i,i+1
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S1(+)  16
( ∑
(β,j)∈Zn
|λ(β,j)|2
)(
M2 + 3)∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
. (42)
Finally by (F6), ∑(β,j)∈Zn |λ(β,j)|2 Λ0 + 1 and the result follows. 
Claim 6. Let i ∈Q(2) and let S(2,i)(+) = |
∑
(α,j)∈⋃lik=2 I(k)i,i+1 μαλ(α,j)f(α,j)(ti)|2. Then
S
(2,i)
(+)  32
(
li∑
k=2
|λ(βk,jk)|2
)
(M + 3)2
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
where (β2, j2) ≺ · · · ≺ (βli , jli ) is the ≺-increasing sequence in Z with I(k)i,i+1 ⊆ T(βk,jk) for all
2 k  li .
Proof. It is clear that
S
(2,i)
(+) 
(
li∑
k=2
∣∣∣∣ ∑
(α,j)∈I(k)i,i+1
μαλ(α,j)f(α,j)(ti)
∣∣∣∣
)2
. (43)
For every 2 k  li set I(βk,jk)i = Ii ∩ T(βk,jk) and notice that I(βk,jk)i = I(k)i,i+1. Hence for every
2 k  li , ∣∣∣∣ ∑
(α,j)∈I(k)i,i+1
μαλ(α,j)f(α,j)(ti)
∣∣∣∣=
∣∣∣∣ ∑
(α,j)∈I(βk ,jk )i
μαλ(α,j)f(α,j)(ti)
∣∣∣∣. (44)
Since I(βk,jk)i = {(α, jk) ∈ T(βk,jk): ti ∈ I(α,jk)} and F(βk,jk) is a monotone tree family,
Lemma 36(i) yields that
∣∣∣∣ ∑
(α,j)∈I(βk ,jk )i
μαλ(α,j)f(α,j)(ti)
∣∣∣∣ 2|λ(βk,jk)|(M + 3)
∥∥∥∥ ∑
prD(I(βk ,jk )i )
μαeα
∥∥∥∥
TF
 2|λ(βk,jk)|(M + 3)
∥∥∥∥∑
α∈D
μαeα
∥∥∥∥
TF
(45)
where prD(I(βk,jk)i ) = {α ∈D: (α, jk) ∈ I(k)}. Hence by (43)–(45) we obtain that
S
(2,i)
(+)  4
(
li∑
|λ(βk,jk)|
)2
(M + 3)2
∥∥∥∥∑ μαeα
∥∥∥∥
2
TF
. (46)k=2 |α|n
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of the tree (T ,), we have that (nk)lik=2 is a strictly increasing sequence. We set F0 = {k ∈{2, . . . , li}: nk is even} and F1 = {k ∈ {2, . . . , li}: nk is odd}. For ε ∈ {0,1}, if Fε 	= ∅ let kε =
minFε . If F0 	= ∅ then by condition (F7),∑k∈F0 |λ(βk,jk)|∑k∈F0 |λ(βk0 ,jk0 )|/2mk , where mk =
(nk − nk0)/2. Hence
∑
k∈F0 |λ(βk,jk)|  2|λ(βk0 ,jk0 )|. Similarly if F1 	= ∅,
∑
k∈F1 |λ(βk,jk)| 
2|λ(βk1 ,jk1 )|. Therefore in the general case
(
li∑
k=2
|λ(βk,jk)|
)2
 2
(∑
k∈F0
|λ(βk,jk)|
)2
+ 2
(∑
k∈F1
|λ(βk,jk)|
)2
 8
(|λ(βk0 ,jk0 )|2 + |λ(βk1 ,jk1 )|2) 8
li∑
k=2
|λ(βk,jk)|2. (47)
Substituting (47) in (46) the proof of the claim is complete. 
Claim 7. S2(+)  64(M2 + 9)‖
∑
|α|n μαeα‖2TF.
Proof. For each i ∈Q(2), let Fi = {(β, j) ∈Z: Ii,i+1 ∩ T(β,j) 	= ∅}. By Claim 6 we have that
S2(+) =
∑
i∈Q(2)
S
(2,i)
(+)  32(M + 3)2
( ∑
i∈Q(2)
∑
(β,j)∈∗Fi
|λ(β,j)|2
)∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
(48)
where ∗Fi = Fi \ {minFi}. It is easy to see (using similar arguments as those in the proof of
Theorem 30), that Ii,i+1 ∩ Ij,j+1 = ∅, for all i, j ∈Q(2) with i 	= j . Since ∗Fi ⊆ Ii,i+1 for all
i ∈Q(2), we have that ∗Fi ∩∗ Fj = ∅ for every i, j ∈Q(2) with i 	= j . Moreover ⋃i∈Q(2) ∗Fi ⊆{(β, j) ∈Z: 1 |β| n}. Therefore by (F6),
∑
i∈Q(2)
∑
(β,j)∈∗Fi
|λ(β,j)|2 
n∑
k=1
∑
|β|=k
∑
j∈Ek
|λ(β,j)|2 
n∑
k=1
1
2k
 1
and so by (48) we get that
S2(+)  32(M + 3)2
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
 64
(
M2 + 9)∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
2
TF
(49)
and the proof of Claim 7 is complete. 
By (38), Claim 5 and Claim 7 the proof of Lemma 49 is also complete. 
Proof of Proposition 47. It follows easily by (32), Lemma 48 and Lemma 49. 
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This section is devoted to the proof of the following.
Theorem 50. Every subspace of V 02 with non-separable dual contains an isomorph of TF.
The above theorem extends Corollary 31 and moreover yields that every subspace of TF with
non-separable dual contains a copy of TF.
In order to prove Theorem 50 we will show that for every δ > 0 and every subspace X of V 02
with non-separable dual there exists a forest F of monotone tree families such that the diagonal
family of functions corresponding to F is δ-almost contained in X. If this has been achieved then
the result will follow by Theorem 45.
Lemma 51. Let X be a subspace of V 02 with non-separable dual. Then there exists a con-
stant M0 > 0 such that for every δ > 0 there exist a sequence (En)∞n=0 of successive intervals
of N, a forest F = (f(α,j), (I(α,j), J(α,j)), λ(α,j))(α,j)∈T of monotone tree families determined by
(En)
∞
n=0 and a family (hα)α∈D of elements of X, satisfying the following properties.
(1) ∑j∈E0 |λ(∅,j)|2 M20 and for every (α, j) ∈ T , ‖f(α,j)‖V 02 = √2.(2) ∑α∈D ‖Gα −hα‖V 02  δ, where (Gα)α∈D is the diagonal family of functions corresponding
to F .
Proof. By Proposition 23 and arguing as in the proof of Theorem 40 (see also Remark 3) we
obtain an uncountable bounded family H0 = {Hτ : τ ∈ T0} ⊆ X∗∗ ∩ V d2 weakly accumulating to
zero such that
(a) for every τ 	= τ ′ in T0, suppHτ ∩ suppHτ ′ = ∅.
(b) For every τ ∈ T0, there exists t ∈ (0,1) in the support of Hτ with Hτ (t) = 1.
Moreover by taking sums of the form
∑∞
n=1 12n Hn with Hn ∈H0 for all n ∈ N, if it is necessary,
we may also assume that
(c) For every τ ∈ T0, suppHτ is infinite.
Let M0 > 0 be such that ‖Hτ‖V2 M0 and for every τ ∈ T0, let tτ = (tτj )∞j=1 ⊆ (0,1) be an enu-
meration of the support of Hτ such that Hτ (tτ1 ) = 1. Hence for each τ ∈ T0, Hτ =
∑∞
j=1 λτjχtτj
where λτ1 = 1. For every τ ∈ T0 define xτ = (λτ1, tτ1 , λτ2, tτ2 , . . .) ∈ RN and set S0 = {xτ : τ ∈ T0}.
Notice that for every τ ∈ T0, (xτ (2j))∞j=1 is the enumeration of the support of Hτ .
Let 0 < δ < 1. By recursion on n  0 and for α ∈ D with |α| = n we will construct the
following.
(C1) A sequence of uncountable subsets (Tα)α∈D with T∅ ⊆ T0 and such that for all α ∈ D,
Tα
0 ∪ Tα
1 ⊆ Tα and Tα
0 ∩ Tα
1 = ∅.
(C2) A strictly increasing sequence (kn)∞n=0 of positive integers.
(C3) A family (θα)α∈D in D with θα ∈ {0,1}2k|α| and such that θα  θβ , for every α  β in D.
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where E0 = {1, . . . , k0} and En = {kn−1 + 1, . . . , kn} for n 1.
(C5) A family (hα)α∈D of functions in X,
such that the following are satisfied.
(P1) For every α ∈D, the set Sα = {xτ : τ ∈ Tα} is hereditarily (θα,2k|α|)-almost condensed.
(P2) For every α ∈D and every j = 1, . . . , k|α|, let
Vλ(α,j) =
((
1 − sgn(λ(α,j))
22|α|+2
)
λ(α,j),
(
1 + sgn(λ(α,j))
22|α|+2
)
λ(α,j)
)
and let
Vα =
k|α|∏
j=1
(Vλ(α,j) × ˚J(α,j))×
∞∏
j=k|α|+1
R.
Then Sα ⊆ Vα .
(P3) The tree family F(β,j) = (f(α,j), (I(α,j), J(α,j)), λ(α,j))βα , is θβ(2j)-monotone, for all
β ∈D and all j ∈ E|β|.
(P4) For every (α, j) ∈ T , ‖f(α,j)‖V 02 =
√
2 and there exists τα ∈ Tα , such that λ(α,j) = λταj for
all j = 1, . . . , k|α|.
(P5) For every α ∈D, if Gα =∑k|α|j=1 λ(α,j)f(α,j) then ‖Gα − hα‖V 02 < δ/22|α|+1.
Notice that by (P5) and (P4),
∑
α∈D
‖Gα − hα‖V 02 < δ
and ∑
j∈E0
|λ(∅,j)|2 =
∑
j∈E0
∣∣λτ∅j ∣∣2  ‖Hτ∅‖2V2 M20 .
The initial step (i.e. n = 0) of the construction goes as follows. Since for all τ ∈ T0,∑∞
j=1 |λτj |2  ‖Hτ‖2V2  M20 there exist an integer k0  1 and an uncountable T ′0 ⊆ T0 such
that for all τ ∈ T ′0,
∑
j>k0 |λτj |2 < δ2/26. Set S′0 = {xτ : τ ∈ T ′0}. Let τ∅ ∈ T ′0 be such that xτ∅ is a
condensation point of S′0. Then Hτ∅ =
∑∞
j=1 λ
τ∅
j χt
τ∅
j
and suppHτ∅ = {tτ∅j : j ∈ N} ⊆ (0,1). For
every 1 j  k0 we pick pairwise disjoint open interval Δ(∅,j) in (0,1) such that tτ∅j ∈ Δ(∅,j).
Let (gn)n be a sequence in X weak∗-converging to Hτ∅ . Applying Lemma 39 for n0 = k0,
H = Hτ∅ , Δj = Δ(∅,j), 1  j  k0, and ε = δ/22 we obtain a convex combination h = h∅
of (gn)n, and for 1  j  k0, functions fj = f(∅,j) in V 02 , and pairs of intervals (Ij , Jj ) =
(I(∅,j), J(∅,j)) satisfying (i) and (ii) of the lemma. We set λ(∅,j) = λτ∅j for all j = 1, . . . , k0.
Notice that λ(∅,1) = 1, ‖f(∅,j)‖ 0 =
√
2, for all 1 j  k0 and ‖G∅ − h∅‖ 0 < δ/2.V2 V2
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countable and so by Lemma 38 there exists an uncountable subset T∅ of T ′′0 and θ∅ ∈ {0,1}2k0
such that S∅ = {xτ : τ ∈ T∅} is hereditarily (θ∅,2k0)-almost condensed. The initial step of the
construction is complete.
Suppose that the construction has been carried out up to some n  0. Consider the sets Tα ,
|α| = n. It is easy to see that there exist an integer kn+1 > kn and uncountable subsets T ′α ⊆ Tα
such that for all α with |α| = n the following are satisfied.
(i) ∑j>kn+1 |λτj |2 < δ2/24n+10.
(ii) If n+ 1 3,
min
{|λ(β,j)|: |β| = n− 1, j ∈ En−1} 2 max{∣∣λτj ∣∣: τ ∈ T ′α, j > kn+1}.
Let S′α = {xτ : τ ∈ T ′α}, |α| = n. Since by our inductive assumption Sα is hereditarily (θα,2kn)-
almost condensed and S′α ⊆ Sα ⊆ Vα we may choose τα0 and τα1 in T ′α such that for all α with
|α| = n the following hold.
(iii) xτ
α0 , xτα1 are (θα,2kn)-condensation points of S
′
α .
(iv) For all j = 1, . . . , kn, tτα0j <θα(2j) t
τ
α1
j .
Moreover using the fact that the family {Hτ : τ ∈ T ′α} weakly accumulates to zero we may also
assume that for every β with |β| = n+ 1,
(v) {tτβk : kn < k  kn+1} ∩ (∂I(α,j) ∪ ∂J(α,j)) = ∅, for all |α| n and all 1 j  k|α|.
Since xτ
αε ∈ Vα , using (v) above we can choose pairwise disjoint open intervals Δ(β,j), for
all |β| = n+ 1 and all 1 j  kn+1 such that the following are satisfied.
(vi) For every |α| = n, ε ∈ {0,1}, 1 j  kn+1, tταεj ∈ Δ(αε,j) ⊆ ˚J(α,j).
(vii) For every |β| = n + 1, kn < k  kn+1, 1 j  kn and |α|  n, either Δ(β,k) ∩ I(α,j) = ∅
or Δ(β,k) ⊆ ˚I(α,j) \ ∂J(α,j).
We may also assume that the length of each Δ(β,k), |β| = n + 1, 1 k  kn+1, is small enough
to ensure that
(viii) For every P = {t0 < · · · < tp} ⊆ Δ(β,k),
∑
{(α,j): |α|n,1jk|α|}
(
p−1∑
i=0
∣∣f(α,j)(ti)− f(α,j)(ti+1)∣∣2
)
 1
22n+2kn+1
.
Now for each β with |β| = n + 1, we choose a sequence (gβn )n in X weak∗-converging to Hτβ .
Applying Lemma 39 for n0 = kn+1, H = Hτβ , Δj = Δ(β,j), 1 j  kn+1, and ε = δ/22(n+2) we
obtain a convex combination h = hβ of (gβn )n, functions fj = f(β,j) in V 02 , and pairs of intervals
(Ij , Jj ) = (I(β,j), J(β,j)) satisfying the following.
D. Apatsidis et al. / Journal of Functional Analysis 254 (2008) 632–674 667(ix) For every β with |β| = n+1 and 1 j  kn+1, tτβj ∈ ˚J(β,j) ⊆ I(β,j) ⊆ Δ(β,j), suppf(β,j) ⊆
˚J(β,j), J(β,j) = {t ∈ [0,1]: f(β,j)(t) = 1}, f(β,j) is piecewise linear and ‖f(β,j)‖V 02 =
√
2.
(x) For every β with |β| = n + 1 and 1  j  kn+1, setting λ(β,j) = λτβj and Gβ =∑kn+1
j=1 λ(β,j)f(α,j), we have that λ(β,1) = λ
τβ
1 = 1 and ‖Gβ − hβ‖V 02 < δ/2
2n+3
.
For all |α| = n and ε ∈ {0,1}, we set
T ′
αε =
{
τ ∈ T ′α: xτ ∈ Vαε
}
and S′
αε =
{
xτ : τ ∈ T ′αε
}
.
Since ταε ∈ T ′αε , by condition (iii) above, the sets T ′αε and S′αε are uncountable. By
Lemma 38 there exist an uncountable subset Tαε ⊆ T ′αε and θαε ∈ {0,1}2kn+1 with θα  θαε
such that the set Sαε = {xτ : τ ∈ Tαε} is a hereditarily (θαε,2kn+1)-almost condensed subset
of Vαε .
It is easily verified that conditions (i) and (ii) above yield properties (F6) and (F7) of the
definition of the forest of tree families (Definition 43). Since I(β,j) ⊆ Δ(β,j) and the intervals
Δ(β,j) are pairwise disjoint we have that for every (β1, j1) 	= (β2, j2) with |β1| = |β2| = n + 1
and 1  j1, j2  kn+1, I(β1,j1) ∩ I(β2,j2) = ∅, which gives (F2). Also conditions (vii) and (viii)
remain true for I(β,j) in place of Δ(β,j) and so we obtain (F3) and (F4). Moreover (F1) and (F5)
follow immediately by (ix) and (x). Finally notice that condition (iv) and the fact that θα  θβ
for all α  β , yield that the tree family F(β,j) is θβ(2j)-monotone, for all β ∈D and j ∈ E|β|.
The proof of the inductive step as well as of the lemma is complete. 
Proof of Theorem 50. Let X be a subspace of V 02 with non-separable dual. By Lemma 51 and
Theorem 45, we obtain that there exists M0 > 0 such that for every δ > 0 there exist a forest F
of monotone tree families and a family (hα)α∈D ⊆ X such that the diagonal family of functions
(Gα)α∈D corresponding to F satisfies the following.
(i) ∑α∈D ‖Gα − hα‖V 02  δ.(ii) For all n 0 and all sequences of scalars (μα)|α|n,∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF

∥∥∥∥∑
|α|n
μαGα
∥∥∥∥
V 02
 C
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
TF
,
where C = 32√11(M20 + 1)1/2.
By (i) and (ii) above we obtain that the family (hα)α∈D is equivalent to the Schauder basis of TF
provided that δ is sufficiently small. 
8. Subspaces of JT
This section is devoted to the proofs of Theorem 1, Corollary 2 and Theorem 3 stated in
the introduction. Recall that the James Tree space is the completion of c00(D) under the norm
‖x‖JT = sup(∑mi=1(I∗i (x))2)1/2 where the supremum is taken over all finite families {Ii}mi=1 of
pairwise disjoint segments of D. (As usual for x =∑α∈D μαeα ∈ c00(D) and for a segment I
of D, we set I∗(x) =∑α∈D μα .) We will first introduce the analogues of the notions of the tree
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much simpler than the corresponding ones in the space V 02 .
8.1. Tree families in JT
Definition 52. For every α ∈ D, let xα ∈ JT , Iα be a segment of D and λα ∈ R with λ∅ 	= 0.
The family F = (xα,Iα,λα)α∈D is called a tree family in JT provided that for all α ∈ D the
following are satisfied.
(1) xα ∈ conv{eβ : β ∈ Iα}, that is xα =∑β∈Iα rβeβ where ∑β∈Iα rβ = 1 and for all β ∈ Iα ,
0 rβ  1.
(2) Iα
0 ⊥ Iα
1 and maxIα  minIα
0 ∧ minIα
1.
(3) For every ε ∈ {0,1}, |λαε − λα| < |λα|/22|α|+2.
Notation 3. Let F = (xα,Iα,λα)α∈D be a tree family in JT .
(1) For α ∈ D let βα = minIα
0 ∧ minIα
1. Let J∅ = {β ∈ D: minI∅  β  β∅} and
for every α ∈ D with |α|  1, let Jα = {β ∈ D: βα−  β  βα} where α− denotes the unique
immediate predecessor of α, that is α− = max{β ∈D: β  α}. Notice that Iα ⊆ Jα for all α ∈D.
(2) Given the family of segments (Jα)α∈D defined above, we set TF =
⋃
α∈D Jα ⊆ D. It
is clear that TF with the induced by D partial ordering  is a subtree of D with root minI∅.
Moreover TF is a complete subtree of D, that is every segment of TF is a segment of D.
(3) For a segment I of D we set IF = {α ∈ D: Iα ∩ I 	= ∅}. It is easy to see that IF is
a segment of D. We also set ˚IF = IF \ {minIF ,maxIF }. Notice that for all α ∈ ˚IF , Iα ⊆
Jα ⊆ I . Also if I1 ∩ I2 = ∅ then ˚IF1 ∩ ˚IF2 = ∅. Generally if I1 ∩ I2 = ∅ then either IF1 ∩
IF2 = ∅, or minIF1 = maxIF2 , or maxIF1 = minIF2 .
The next lemma is straightforward.
Lemma 53. Let F = (xα,Iα,λα)α∈D be a tree family in JT, I be a finite segment of D. Then for
every (μα)α∈D ∈ c00(D) the following hold.
(i) I∗(∑α∈D μαxα) = I∗(∑α∈IF μαxα).
(ii) If IF 	= ∅, α0 = minIF and β0 = maxIF then∣∣∣∣I∗
(∑
α∈D
μαxα
)∣∣∣∣ |μα0 |
∣∣∣∣ ∑
α∈I∩Iα0
rα
∣∣∣∣+
∣∣∣∣ ∑
α∈ ˚IF
μα
∣∣∣∣+ |μβ0 |
∣∣∣∣ ∑
α∈I∩Iβ0
rα
∣∣∣∣. (50)
Proposition 54. Let F = (xα,Iα,λα)α∈D be a tree family in JT and let XF = 〈{xα}α∈D〉 be the
closed subspace of JT generated by {xα}α∈D . Then the following hold.
(1) The sequence (xα)α∈D is equivalent under the natural ordering of D to the usual basis
(eα)α∈D of JT. In particular for every n 0 and every sequence of scalars (μα)|α|n,∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
JT

∥∥∥∥∑
|α|n
μαxα
∥∥∥∥
JT
 3
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
JT
. (51)
(2) There exists a projection P : JT → XF such that ‖P ‖ 3.
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α∈I Jα ⊆ TF . By the properties of Jα we get that for every family {Ii}ki=1 of disjoint segments
of D, {φF (Ii )}ki=1 is again a family of disjoint segments of D. Moreover for every sequence of
scalars (μα)α∈D ∈ c00(D) and every segment I of D, we have I∗(
∑
α∈D μαeα) =
∑
α∈I μα =
φF (I)∗(
∑
α∈D μαxα) and so ‖
∑
α∈D μαeα‖JT  ‖
∑
α∈D μαxα‖JT .
We pass now to the upper estimate. Let x =∑α∈D μαxα , where (μα)α∈D ∈ c00(D) and let
I1, . . . ,Ik be disjoint segments of D such that ∑ki=1(I∗i (x))2 = ‖x‖2JT . Let IFi = {α ∈D: Ii ∩
Iα 	= ∅}. We may suppose that IFi 	= ∅ for all 1 i  k. Let αi = minIFi , ˚IFi = {α ∈D: αi 
α  βi} and βi = maxIFi . Then by (50),
k∑
i=1
(I∗i (x))2  3 ∑
α∈D
|μα|2
∑
i∈Fα1
( ∑
β∈Ii∩Iα
rβ
)2
+ 3
k∑
i=1
( ∑
α∈ ˚IFi
μα
)2
+ 3
∑
α∈D
|μα|2
∑
i∈Fα2
( ∑
β∈Ii∩Iα
rβ
)2
(52)
where Fα1 = {i ∈ {1, . . . , k}: αi = α} and Fα2 = {i ∈ {1, . . . , k}: βi = α}.
It is easy to see that every summand on the right-hand side of (52) is bounded above by
‖∑α∈D μαeα‖2JT (for the second summand notice that the family { ˚IFi : 1  i  k} consists of
pairwise disjoint segments) and the result follows.
(2) Define P : JT → XF by P(x) =
∑
α∈D J ∗α (x)xα, x ∈ JT . Obviously for every α ∈ D,
P(xα) = xα . Let x =∑α∈D μαeα ∈ c00(D). Then by part (1) of the proposition, ‖P(x)‖JT =‖∑α∈D J ∗α (x)xα‖JT  3‖∑α∈D J ∗α (x)eα‖JT . Using similar arguments as those of the proof
of the lower JT-estimate in part (1) above, it is easy to see that ‖∑α∈D J ∗α (x)eα‖JT =‖∑α∈D(∑β∈Jα μβ)eα‖JT  ‖∑α∈D μαeα‖JT = ‖x‖JT and therefore ‖P ‖ 3. 
Lemma 55. Let F = (xα,Iα,λα)α∈D be a tree family in JT and I be a finite segment of D. Then
for every (μα)α∈D ∈ c00(D), |I∗(
∑
α∈D μαλαxα)| 8|λ∅|‖
∑
α∈IF μαeα‖JT .
Proof. Let α0 = minIF and β0 = maxIF . As in Lemma 34 it is shown that
∣∣∣∣ ∑
α0αβ0
μαλα
∣∣∣∣ 4|λ∅|
∥∥∥∥ ∑
α0αβ0
μαeα
∥∥∥∥
JT
. (53)
Also, since |λα|  2|λ∅| for all α ∈ D, by (53) and (50), |I∗(∑α∈D μαλαxα)|  |μα0 ||λα0 | +
4|λ∅|‖∑α0αβ0 μαeα‖JT + |μβ0 ||λβ0 | 8|λ∅|‖∑α∈IF μαeα‖JT . 
8.2. Forests of tree families in JT
Definition 56. Let (En)∞n=0, Z , T(β,j), T be as in Definition 43 and for every (β, j) ∈ Z let
F(β,j) = (x(α,j),I(α,j), λ(α,j))(α,j)∈T(β,j) be a tree family in JT (by identifying (β
α, j) with α,
for all α ∈D).
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families in JT (determined by the sequence (En)n), if the following conditions are satisfied.
(1) For every (α1, j1) 	= (α2, j2) in T with |α1| = |α2|, I(α1,j1) ⊥ I(α2,j2).
(2) For every n 1, every (β, k) ∈Z with |β| = n and every (α, j) ∈ T with |α| n− 1, either
I(α,j) ⊥ I(β,k) or maxI(α,j) minI(β,k).
(3) For every α ∈D, λ(α,1) = 1.
(4) For every n 1 and every β ∈D with |β| = n, ∑j∈En |λ(β,j)|2  1/22n.
Notation 4. Let F = (F(β,j))(β,j)∈Z = (x(α,j),I(α,j), λ(α,j))(α,j)∈T be a forest of tree families
in JT .
(1) On the set T we define the following partial ordering induced by the forest F : (α1, j1) ≺
(α2, j2) if maxI(α1,j1)  minI(α2,j2) and (α1, j1)  (α2, j2) if either (α1, j1) = (α2, j2) or
(α1, j1) ≺ (α2, j2). It is easily shown that properties (T1)–(T3) of Subsection 6.2 hold also here
(where in place of (T2) we now have that (α1, j1), (α2, j2) ∈ T are incomparable if and only if
I(α1,j1) ⊥ I(α2,j2)), and so (T ,) is a tree.
(2) For a segment I of D let IF = {(α, j) ∈ T : I ∩ I(α,j) 	= ∅}. Also for every (β, j) ∈ Z ,
let IF(β,j) = {(α, j) ∈ T(β,j): I ∩ I(α,j) 	= ∅}. Notice that IF , IF(β,j) , (β, j) ∈Z , are segments
of T . Moreover setting IZ = {(β, j) ∈Z: IF(β,j) 	= ∅} then IF =⋃(β,j)∈IZ IF(β,j) .
(3) If I is a finite segment and IF 	= ∅ then IZ takes the form of an ≺-increasing sequence
IZ = {(β1, j1) ≺ · · · ≺ (βl, jl)}, and so we may write IF =⋃lk=1 IFk , where IFk = IF(βk ,jk ) for
all 1  k  l. We will call {IFk : 1  k  l} the analysis of IF in T . It is easy to see that an
analogue of Fact 44 holds for IF as well.
(4) For every (β, j) ∈ Z we also set TF(β,j) =
⋃
(α,j)∈T(β,j) J(α,j), where the segments
J(α,j) ⊇ I(α,j) are defined for the tree family F(β,j) as in Notation 3. Notice that for (β1, j1) 	=
(β2, j2), TF(β1,j1) ∩ TF(β2,j2) = ∅.(5) The diagonal family of vectors corresponding to F is the family (yα)α∈D defined by
yα =∑j∈⋃|α|n=0 En λ(α,j)x(α,j) for all α ∈D.
Lemma 57. LetF be a forest of tree families in JT and (yα)α∈D be the diagonal family of vectors
corresponding to F . Let I be a finite segment of D with IZ = {(β1, j1) ≺ · · · ≺ (βl, jl)}, and let
{IFk : 1 k  l} be the analysis of IF in T . Let (μα)α∈D ∈ c00(D) and y =
∑
α∈D μαyα . Then
the following are satisfied.
(1) I∗(y) =∑lk=1 I∗(y(βk,jk)) where y(βk,jk) =∑{α∈D: βkα} μαλ(α,jk)x(α,jk), for all 1 k  l.
(2) (I∗(y))2  2(I∗(y(β1,j1)))2 + 128
∑l
k=2 |λ(βk,jk)|2‖
∑
α∈D μαeα‖2JT .
Proof. The proof of (1) is easy. We will only show (2). By (1) we have
(I∗(y))2  2(I∗(y(β1,j1)))2 + 2
(
l∑
k=2
I∗(y(βk,jk))
)2
. (54)
Notice that |I∗(y(βk,jk))| = |I∗(
∑
α∈prD(IFk ) μαxα)| and so by Lemma 55 we get that|I∗(y(βk,jk))| 8|λ(βk,jk)|‖
∑
F μαeα‖JT , for all 2 k  l. Thereforeα∈prD(Ik )
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l∑
k=2
I∗(y(βk,jk))
)2
 64
l∑
k=2
|λ(βk,jk)|2
l∑
k=2
∥∥∥∥ ∑
α∈prD(IFk )
μαeα
∥∥∥∥
2
JT
 64
l∑
k=2
|λ(βk,jk)|2
∥∥∥∥∑
α∈D
μαeα
∥∥∥∥
2
JT
(55)
where in the last inequality we used the fact that the segments prD(IFk ), 2 k  l, are pairwise
disjoint. Substituting in (54) the result follows. 
Proposition 58. Let F be a forest of tree families in JT determined by a sequence (En)∞n=0 of
successive intervals of N, (yα)α∈D be the diagonal family of vectors corresponding to F and
Λ0 =∑j∈E0 |λ(∅,j)|2.
(1) For every n 0 and every sequence of scalars (μα)|α|n, we have that
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
JT

∥∥∥∥∑
|α|n
μαyα
∥∥∥∥
JT
 32(Λ0 + 1)1/2
∥∥∥∥∑
|α|n
μαeα
∥∥∥∥
JT
. (56)
(2) There exists a bounded projection Q : JT → 〈yα: α ∈D〉‖·‖ with ‖Q‖ 96(Λ0 + 1)1/2.
Proof. (1) By Proposition 54 we have ‖∑α∈D μαeα‖JT  ‖∑α∈D μαx(α,1)‖JT . Since for
all α ∈ D and all (β, j) 	= (∅,1), suppx(α,1) ⊆ I(α,1) ⊆ TF(∅,1) , TF(∅,1) ∩ TF(β,j) = ∅ and|λ(α,1)| = 1, we get that ‖∑α∈D μαx(α,1)‖JT  ‖∑α∈D μαyα‖JT and the lower estimate fol-
lows.
To show the upper estimate let Ii , 1 i m, be disjoint segments of D. Without loss of gen-
erality we may suppose that IFi 	= ∅, for every 1 i m. Let IZi = {(βi1, j i1) ≺ · · · ≺ (βili , j ili )}
and {IFi,k: 1 k  li} be the analysis of IFi .
For every (β, j) ∈ Z , set [m]1(β,j) = {i ∈ {1, . . . ,m}: (βi1, j i1) = (β, j)} and y(β,j) =∑
{α∈D: βα} μαλ(α,j)x(α,j). By Lemma 57 we have that
m∑
i=1
(I∗i (y))2  2 ∑
(β,j)∈Z
∑
i∈[m]1
(β,j)
(I∗i (y(β,j)))2
+ 128
m∑
i=1
li∑
k=2
|λ(βik,j ik)|
2
∥∥∥∥∑
α∈D
μαeα
∥∥∥∥
2
JT
. (57)
Let ∗IZi = IZi \ {(βi1, j i1)}. Since Ii , 1 i m are pairwise disjoint, it is easy to see that ∗IZi ∩∗
IZj = ∅ for i 	= j and so by (4) of Definition 56,
m∑ li∑
|λ(βik,j ik)|
2  1. (58)
i=1 k=2
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∑
(β,j)∈Z
∑
i∈[m]1
(β,j)
(I∗i (y(β,j)))2  ∑
(β,j)∈Z
‖y(β,j)‖2JT .
By Proposition 54, we have
‖y(β,j)‖JT =
∥∥∥∥∑
βα
μαλ(α,j)x(α,j)
∥∥∥∥
JT
 3
∥∥∥∥∑
βα
μαλ(α,j)eα
∥∥∥∥
JT
and using (53),
∥∥∥∥∑
βα
μαλ(α,j)eα
∥∥∥∥
JT
 4|λ(β,j)|
∥∥∥∥∑
βα
μαeα
∥∥∥∥
JT
.
Hence
‖y(β,j)‖JT  12|λ(β,j)|
∥∥∥∥∑
βα
μαeα
∥∥∥∥
JT
 12|λ(β,j)|
∥∥∥∥∑
α∈D
μαeα
∥∥∥∥
JT
.
By the above we conclude that
∑
(β,j)∈Z
∑
i∈[m]1
(β,j)
(I∗i (y(β,j)))2  144 ∑
(β,j)∈Z
|λ(β,j)|2
∥∥∥∥∑
α∈D
μαeα
∥∥∥∥
2
JT
. (59)
Substituting (58) and (59) in (57) the result follows.
(2) Let us observe that by (56) and (51) the correspondence x(α,1) → yα extends to an
isomorphism T : 〈x(α,1): α ∈D〉‖·‖ → 〈yα: α ∈D〉‖·‖. Moreover by part (2) of Proposition 54
there exists a projection P : JT → 〈x(α,1): α ∈D〉‖·‖. It follows readily that for each α ∈ D,
P(yα) = x(α,1). Setting Q = T ◦ P we easily check that Q is the desired projection. 
As is well known the space JT∗∗ is isomorphic to JT ⊕ 2({0,1}N). More precisely for every
σ ∈ {0,1}N the sequence (eσ |n)n∈N is non-trivial weak Cauchy, eσ |n w∗−−→ e∗∗σ and 2({0,1}N) is
isomorphic to 〈e∗∗σ : σ ∈ {0,1}N〉‖·‖. The next proposition is the counterpart of Proposition 23 for
subspaces of JT .
Proposition 59. Let X be a subspace of JT with non-separable dual. Then X∗∗ ∩ 2({0,1}N) is
isomorphic to 2(c).
The proof goes along the lines of the proof of Proposition 23 and it is left to the reader.
Let X be a subspace of JT with non-separable dual. As in the case of subspaces of V 02 we
may assume that there exists an uncountable H0 ⊆ X∗∗ ∩ 2({0,1}N) consisting of elements
with infinite and pairwise disjoint support and for every H ∈H0 there exists σ ∈ {0,1}N with
H(σ) = 1. Also the analogue of Lemma 39 for subspaces of JT remains valid.
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exist a forest F = (x(α,j),I(α,j), λ(α,j))(α,j)∈T of tree families in JT and a family {hα}α∈D of
elements of X such that∑α∈D ‖yα −hα‖JT  δ, where (yα)α∈D is the diagonal family of vectors
corresponding to F .
The proof of Proposition 60 follows the lines of Lemma 51. Notice that the construction of yα
and hα does not require monotone tree families which in turn permits us to handle the inductive
construction by using the standard concept of condensation points of subsets of {0,1}N.
Theorem 61. Let X be a subspace of JT with non-separable dual. Then X contains a subspace
Y complemented in JT and isomorphic to JT.
Proof. By Proposition 60 for every δ > 0 there exist a forest F and a family (hα)α∈D in X such
that
∑
α∈D ‖yα − hα‖JT  δ where (yα)α∈D is the diagonal family of vectors corresponding
to F . By Proposition 58 the subspace 〈yα: α ∈D〉‖·‖ is complemented in JT and isomorphic
to JT . Hence for a small enough δ > 0, the same holds also for the subspace 〈hα: α ∈D〉‖·‖
of X. 
To state some consequences of the above theorem we will need the following.
Lemma 62. Let X be a subspace of JT. Suppose that JT contains a complemented copy of X
and that X contains a complemented copy of JT. Then X is isomorphic to JT.
Proof. Notice that JT ≈ J ⊕ (JT ⊕ JT ⊕ · · ·)2 ≈ J ⊕ (JT ⊕ JT ⊕ · · ·)2 ⊕ (JT ⊕ JT ⊕ · · ·)2 ≈
JT ⊕ (JT ⊕ JT ⊕ · · ·)2 ≈ (JT ⊕ JT ⊕ · · ·)2, where J is the James space. The result now follows
by applying the Pelczynski decomposition method [11]. 
Corollary 63. Let X be a complemented subspace of JT with non-separable dual. Then X is
isomorphic to JT.
Proof. Since X is a subspace of JT with non-separable dual, by Theorem 61 we have that X
contains a complemented copy of JT . Since X is complemented in JT , by Lemma 62 we have
that X is isomorphic to JT . 
Corollary 64. The space JT is primary.
Proof. Let JT = X ⊕ Y . Then either X or Y has non-separable dual and so, by Corollary 63,
either X or Y is isomorphic to JT . 
The above result has been proved by A.D. Andrew [1] with a different method. The analogue
of Theorem 40 for the space JT remains also valid. In particular the following holds.
Theorem 65. Let T : JT → JT be a bounded linear operator such that the dual operator
T ∗ : JT∗ → JT∗ has non-separable range. Then there exists a subspace X of JT isomorphic
to JT such that the restriction of T on X is an isomorphism and T [X] is complemented in JT.
674 D. Apatsidis et al. / Journal of Functional Analysis 254 (2008) 632–674The main steps of the proof of Theorem 65 go as follows. First, arguing as in the proof of The-
orem 40 we find a subspace Y of JT isomorphic to JT and such that T |Y is an isomorphism. Since
T [Y ] has non-separable dual, by Theorem 61 there exists a subspace X′ of T [Y ] complemented
in JT and isomorphic to JT . Setting X = T −1(X′)∩ Y the result follows.
Remark 5. As we have already mentioned, Theorem 50 yields that every subspace of TF
with non-separable dual contains a subspace isomorphic to TF. Actually it can be shown that
the space TF satisfies the stronger properties of JT stated in the above results. Namely every
subspace X of TF with non-separable dual contains a subspace Y complemented in TF and iso-
morphic to TF. In particular every complemented subspace of TF with non-separable dual is
isomorphic to TF and thus TF is primary. Moreover the analogue of Theorem 65 remains valid
for the space TF.
It is open if TF is a complemented subspace of JF or more generally if every subspace of JF
with non-separable dual contains a subspace Y which is isomorphic to TF and complemented
in JF. Also it is unknown if JF is primary.
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