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Abstract—As per the increase in satellite number and variety, satellite ground station should be required to offer user services in a
flexible and efficient manner. Network function virtualization (NFV) can provide a new paradigm to allocate network resources on
demand for user services over the underlying network. In this paper, we investigate the virtualized network function (VNF) placement
and routing traffic problem in satellite ground station networks. We formulate the problem of resource allocation as an integer linear
programming (ILP) model and the objective is to minimize the link resource utilization and the number of servers used. Considering the
information about satellite orbit fixation and mission planning, we propose location-aware resource allocation (LARA) algorithms based
on Greedy and IBM CPLEX 12.10, respectively. The proposed LARA algorithm can assist in deploying VNFs and routing traffic flows by
predicting the running conditions of user services. We evaluate the performance of our proposed LARA algorithm in three networks of
Fat-Tree, BCube and VL2. Simulation results show that our proposed LARA algorithm performs better than that without prediction, and
can effectively decrease the average resource utilization of satellite ground station networks.
Index Terms—Network function virtualization (NFV), satellite ground station, resource allocation, resource utilization, greedy
algorithm, IBM CPLEX.
✦
1 INTRODUCTION
SOFTWARE Defined Network (SDN) [1] and NetworkFunction Virtualization (NFV) [2] play an important
role in data center networks [3]. They can implement the
separation of module functions and dedicated hardware
equipments, where the module functions are referred to
as Virtualized Network Functions (VNFs) and run on com-
modity servers [4], [5]. In general, a user service is consid-
ered as a service function chaining (SFC) which consists of
several VNFs and is represented as a directed acyclic graph
(DAG), where traffic flows in networks need to pass through
the VNFs in a specific order [6]. Within physical network
resource constraints, network service provider can flexibly
place VNFs on network nodes and decide routing paths for
traffic flows to optimize the operating efficiency in terms
of energy consumption, resource utilization, operation cost
etc. [4], [6], [7], [8]. As a new paradigm, the two technologies
have a profound influence on the next generation networks
[9].
The conventional satellite ground station (SGS), which
consists of expensive dedicated hardwares, is more compli-
cated and difficult to be compatible with different user ser-
vices, as the number and variety of services increases. SGS
networks can effectively improve the performance of re-
source allocation by introducing SDN and NFV approaches
[10], [11], [12]. However, most of previous work about VNF
placement and routing traffic focuses on improving system
models and optimizing resource allocation algorithms in
data centers, enterprise networks, cloud computing etc. [7],
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Fig. 1. Procedure of running user services.
[13], [14], [15]. There are a few related work about studying
the problem of resource allocation in SGS networks [16],
[17], [18], [19].
For satellite communication systems, as the results of
satellite physical resource constraints, the number of pay-
loads carried by a satellite is limited and each satellite has
a fixed orbit [20]. To effectively provide satellite services
for users, satellite control center operates the satellite mis-
sion planning and orchestrate user services in the light of
service requirements and satellite resources conditions [21],
[22], [23]. According to the results of the satellite mission
planning in satellite control center, satellite ground station
can prior obtain the information concerning running user
services, which includes service type, resource requirements
and service start and end time, and effectively deploy VNFs
and route traffics. Fig. 1 describes the procedure of running
2three user services in satellite communication networks. The
traffic flows are Sat3→ Sat6→ Sat5→ Sat4→ SGS for SFC1,
Sat9→ Sat8→ Sat4→ SGS for SFC2 and Sat2→ Sat1→ Sat4
→ SGS for SFC3, respectively. SGS can be more efficient to
assign the network resources to the three user services by
acquiring the information of the satellite mission planning
in advance.
In this paper, we study the problem of VNF placement
and routing traffic in SGS networks. An Integer Linear Pro-
gramming (ILP) model is formulated to minimize the link
resource utilization and the number of servers used. To ad-
dress the optimization problem, we propose location-aware
resource allocation (LARA) algorithms based on Greedy
[24] and IBM CPLEX 12.10 [25], respectively, according to
predicting the running conditions of user services by the
satellite mission planning. Note that the satellite mission
planning for user services is out the scope of this paper and
we assume all the information about the satellite mission
planning of user services can be known in advance, which
includes service type, resource requirements and the start
and end time of services. We make the experiments for three
networks of Fat-Tree [26], Bcube [27] and LV2 [28] with
different number of servers to evaluate the performance
of our proposed LARA algorithm. This paper provides the
following contributions.
• We build the problem of VNF placement and routing
traffic by prior sensing the running conditions of
satellite user services in SGS networks, where the in-
formation about resource requirements, service type
and the life cycle time for all user services could
be predicted via the satellite mission planning in
satellite control center.
• We formulate the problem of VNF placement and
routing traffic as an ILP model and prove it to be NP-
hard. Our aim is to minimize the resource utilization
of networks.
• Two location-aware resource allocation algorithms
based on Greedy and CPLEX are implemented to
address the problem of VNF placement and routing
traffic.
• We evaluate the performance of our proposed
Greedy- and CPLEX-based LARA algorithms in
BCube networks with 4 and 8 servers, respectively,
and can observe that the proposed LARA algorithm
based on CPLEX is suitable for solving the problem
of resource allocation in small scale networks due to
the computational complexity.
• Furthermore, we simulate and evaluate the perfor-
mance of our proposed Greedy-based LARA algo-
rithm for different number of predictable time slots
in three networks of Fat-Tree, BCube and LV2 with
16 servers.
The remainder of this paper is organized as follows:
Section 2 briefly reviews related work about VNF placement
and routing traffic problem. Section 3 introduces the system
model of resource allocation in terms of physical network
and user services. In Section 4, we formulate the problem
of resource allocation as an ILP model and analyze the
computational complexity. Location-aware resource alloca-
tion algorithms are proposed based on Greedy and IBM
CPLEX in Section 5. Section 6 discusses the performance of
our proposed LARA algorithm in three different networks.
Finally, we provide the conclusion of this paper in Section 7.
2 LITERATURE REVIEW
The problem of VNF placement and routing traffic in cloud
environment is demonstrated as NP-hard [8], [24]. Most of
existing literature [29], [30], [31], [32] focuses on managing
network resources and improving resource allocation algo-
rithms to optimize their objective functions, e.g., minimizing
energy cost, maximizing resource utilization and improving
quality of service (QoS). Due to the computational com-
plexity of the ILP problem, heuristic algorithms are used
to find an approximated solution in practical applications
[7], [24], [33]. Some of existing work discuss that resource
and workload prediction assists in improving the operation
efficiency of network [34], [35], [36].
A fast elitist non-dominated sorting genetic algorithm
(NSGA-II) is studied to allocate service resources in cloud,
where the authors just considered the resource allocation for
virtual machines and routing traffic problem was not dis-
cussed in [33]. The authors in [29] presented VNF placement
for SFCs to minimize energy consumption and addressed
them with CPLEX. In [8], a VNF orchestration problem
is discussed to minimize the operational expenditure of
network and resource fragment. The authors assumed that
some VNFs can only run on a particular set of servers and
several SFCs can share a VNF instance. VNF placement with
replications is presented in [37] to assist in load balance,
where VNFs for a SFC can be replicated according to actual
resource requirements of SFCs in networks. In this paper,
we formulate the ILP problem to optimize the resource
utilization in terms of servers, bandwidths and links, where
our work considers that VNFs can be deployed on any
servers and a VNF instance can only be used by a SFC.
In [24], the authors proposed two heuristic algorithms
based on greedy and simulated annealing to minimize the
end-to-end delay and the bandwidth consumption. The
authors in [7] formulated an ILP problem to optimize re-
source utilization of servers, links and bandwidths, and
used genetic algorithm to address the resource allocation
issue. However, the prediction of SFCs was not considered.
In our work, the running conditions of user services can be
predicted by the satellite mission planning in satellite con-
trol center and we implement the location-aware resource
allocation algorithms based on Greedy and IBM CPLEX to
address this problem of resource allocation.
A forecast-assisted SFCs placement by affiliation-aware
VNF placement is presented in [34], where the future
VNF requirements can be forecasted based on fourier-series
prediction method. In [35], the authors proposed a traffic
forecasting method by analyzing the traffic characteristics in
data center networks and implemented two VNF placement
algorithms to scale the VNF instances dynamically, where
the optimization problem is formulated to minimize the
number of virtual machines for deploying VNFs. Deep-
learning-assisted VNF orchestration in data center elastic
optical network is discussed in [36]. The authors built a
deep-learning model by memory-based neural network to
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Fig. 2. life cycle time for user services.
predict the future SFCs in pre-deployment phase and im-
plemented an effective training scheme. In our work, we
assume that the information about service type, resource
demands and life cycle time for all user services can be
prior known depending on the satellite mission planning
in satellite control center, and propose the LARA algorithm
to address the problem of resource allocation.
In some of previous work [38], [39], [40], SDN and NFV
are introduced into satellite communication to facilitate the
flexibility and scalability. In [39], [40], an innovative archi-
tecture of satellite ground systems is discussed by using
SDN and NFV to provide satellite communication services.
An optimal resource allocation for satellite ground segment
system is discussed to effectively orchestrate satellite net-
work services in [41]. A shared satellite ground station is
proposed by using user-oriented virtualization to address
complex satellite telemetry, tracking and command (TT&C)
in [42]. References [17] and [16] propose neighbor-area and
tabu search algorithms to solve task scheduling of satellite
ground stations, respectively.
To the best of our knowledge, the issue of orchestrating
satellite user services for satellite ground stations by pre-
dicting the running condition of user services has not been
studied. The problem of VNF placement and routing traffic
by prior sensing the running conditions of user services
would be useful to be investigated in SGS networks.
3 SYSTEM MODEL
In this section, we describe the system model for user
services and satellite ground station networks in detail,
and discuss the problem of network resource allocation for
user services, where SGS network and user services are
considered as directed acyclic graphs (DAGs).
3.1 User Service
We denote the set of user services as Q, which includes
K user services. Each user service qk ∈ Q is seen as a
service function chaining and can be expressed as a directed
acyclic graph G(Fk, Hk). Fk = fk,1, fk,2, · · · , sk, dk denotes
the VNFs in qk, where sk and dk indicate the ingress and
egress, respectively, and fk,i indicates the i-th VNF of qk.
Hk denotes the set of edges and each edge h
i1,i2
k ∈ Hk
indicates that there is a bandwidth demand bi1,i2k between
fk,i1 and fk,i2 . Note that we assume that there can be
various bandwidth demands for different edges. The r-th
resource requirements of fk,i are denoted as c
r
k,i. We assume
that sk and dk just route traffic flows over networks, and
are not required for any computing and storage resources of
servers.
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Fig. 3. Data center network.
In addition, satellite networks can provide service for
each user during a specific running period, where the start
and end time for a user service is fixed. In Fig. 2, an example
of the running periods for three user services is shown. It
can be observed that each user service has a specific running
period and can be carried out by satellites over time slots
variation. We denote the running period for user service qk
as tk,p. Depending on the satellite mission planning in satel-
lite control center, we assume that the service type, resource
requirements, and life cycle time for all user services can be
prior obtained.
3.2 Physical Network
Let us denote the underlying physical network as a directed
graph G(V,E), where V represents the set of network
nodes, including servers, core switches, aggregation and
edge switches, and E represents the set of all links where
Le is the total number of links. We denote the set of servers,
where the total number of servers is Nsvr as Vsvr , the set
of core switches as Vcs and the set of servers and core
switches as Vs. The variable R indicates the set of resources
supported by servers, e.g., central processing unit (CPU),
memory and graphics processing unit (GPU). The variable
Crn is the capacity of the r-th resource for the n-th server.
We assume that there are two links (vi, vj) and (vj , vi)
between any two adjacent nodes vi ∈ V and vj ∈ V . Let us
denote the bandwidth capacity of the l-th link as Bl. Fig. 3
shows the architecture of a data center network. There are
four servers, two core switches and five aggregation and
edge switches. Different network nodes are connected with
bidirectional links. A user service is running on the network.
The traffic flows are described as: Core switch0 → Switch0
→ Switch3→ Server0→ Switch3→ Switch4→ Server3→
Switch4→ Switch2→ Core switch1.
3.3 Location-Aware Resource Allocation Problem
In this paper, based on the satellite mission planning in
satellite control center, we assume that service type, resource
requirements and running period time for all user services
4TABLE 1
List of Symbols
Physical Network
V Set of servers and all switches in network.
Vsvr Set of servers with the number of Nsvr in network.
Vcs Set of core switches in network.
Vs Set of core switches and servers in network.
E Set of Le links in network.
Bl Bandwidth capacity of the l-th link.
R Set of resources supported by servers.
Crn Capacity of the r-th resource for the n-th server node.
Pn1,n2 Set of the shortest d paths between vn1 and vn2 .
P Set of all paths from each pair of source and destination.
Requested Services
Q Set of user services with the number of K .
qk The k-th user service.
Fk Set of virtual network functions (VNFs) offered by qk.
Hk Set of edges from qk.
h
i1,i2
k
Edge between fk,i1 and fk,i1 .
fk,i The i-th vnf of k-th user service.
sk, dk Source and destination of the k-th user service.
cr
k,i
The r-th resource requirements for fk,i.
b
i1,i2
k
Bandwidth resources used by hi1,i2
k
.
Binary Decision Variables
zn
k,i
zn
k,i
= 1 if fk,i is placed on node vn ∈ Vs or z
n
k,i
= 0.
w
k,p
i1,i2
w
k,p
i1,i2
= 1 if the path p is used by hi1,i2
k
or wk,pi1,i2 = 0.
Variables
xn xn = 1 if server or core switch vn is used or xn = 0.
yl yl = 1 if link l is used or yl = 0.
e
p
l
e
p
l
= 1 if link l is used by path p or ep
l
= 0.
Usvr Utilization of servers in network.
UL Utilization of links in network.
UB Utilization of bandwidths in network.
U Objective function.
∂ Weight value.
can be prior known. In order to improve the operating ef-
ficiency of satellite ground station networks, we investigate
the problem of VNF placement and routing traffic by prior
sensing resource requirements and running periods for user
services.
For satellite communication systems, user service qk is
executed by satellites and the produced data should be
sent back to the satellite ground station according to the
satellite mission planning. Satellite ground station needs to
provide the required resources for user service qk in time
and deploy the VNFs on available servers to further handle
this data. The ingress sk and egress dk for user service
qk should be deployed on two different core switches. We
place the adjacent VNFs from a user service on the same
server as soon as possible to save the bandwidth resources.
In addition, we should further improve the resource uti-
lization of active servers to reduce the number of servers
used by user services. Our objective is to minimize the
number of used servers and the link resource utilization for
satellite ground station networks. We assume that network
resource allocation for all user services are handled in a
batch processing mode. We collect the user services that are
appearing in the next time slot and assign available network
resources to them at a specific time interval. The resource
allocation algorithm is implemented based on predicting
resource requirements and running periods of user services
according to the satellite mission planning.
4 PROBLEM FORMULATION
4.1 Problem Description
In this section, we provide the problem description for VNF
placement and routing traffic with mathematical methods.
For satellite ground station networks, our goal is to max-
imize the resource utilization of active servers to save the
energy cost. That is, the number of servers used by user
services is as small as possible. Simultaneously, we expect to
minimize the resource utilization of bandwidths and links.
To address the problem of resource allocation, we formulate
an ILP model. The main symbols used in our problem
description are summarized in Table 1.
In order to better describe the problem of VNF placement
and routing traffic, we denote a path between two servers or
a server and a core switch as p. The variable Pn1,n2 indicates
the set of the shortest d paths between vn1 ∈ Vs and vn2 ∈
Vs. The variable P is denoted as the set of all paths for
each source and destination pair, which can be obtained in
advance.
We denote a variable xn = {0, 1} to represent the active
state of server or core switch vn.
xn =
{
1 if server or core switch vn is used,
0 otherwise.
(1)
A variable yl = {0, 1} indicates whether the l-th link is used
or not.
yl =
{
1 if link l is used,
0 otherwise.
(2)
When two adjacent VNFs from a user service are deployed
on two different servers, a path p between the two servers
will be selected to route traffic flows. A variable epl is used
to represent whether link l is used by path p or not.
epl =
{
1 if link l is used by path p,
0 otherwise.
(3)
We define a binary decision variable znk,i = {0, 1} to express
whether VNF fk,i is placed on server or core switch vn.
znk,i =
{
1 if VNF fk,i is placed on vn,
0 otherwise.
(4)
We also define a binary decision variable wk,pi1,i2 to indicate
which path p is used by the edge hi1,i2k . If path p offers the
traffic flows for hi1,i2k , then w
k,p
i1,i2
= 1, otherwise the value
is 0.
For each VNF fk,i ∈ qk, it can be deployed on one and
only one server or core switch vn ∈ Vs. This constraint is
represented as follows:∑
vn∈Vs
znk,i = 1, ∀fk,i ∈ qk. (5)
5In our problem formulation, we assume that the ingress and
egress of each service should be processed on two different
core switches, respectively. So that we need to ensure that
sk and dk for service qk are placed on core switches. We
express this constraint as follows:
znk,i · (1 − xn) = 0, fk,i = sk, dk, ∀vn ∈ Vcs. (6)
If two adjacent VNFs from a user service are allocated on
two servers or a server and a core switch, then we need to
ensure that a path p between the two network nodes can
be provisioned. The constraint is described in equation (7)
below.
zn1k,i1 ·z
n2
k,i2
=
∑
p∈Pn1,n2
wk,pi1,i2 , ∀vn1 , vn2 ∈ Vs, h
i1,i2
k ∈ Hk. (7)
For a physical network, resource capacities of nodes and
links are limited. The physical resource constraints should
be guaranteed when we place VNFs to network nodes and
route traffic flows. In this paper, we consider the resource
requirements of CPU and Memory for servers.
We need to ensure that the total resource requirements for
user services on a physical server can not exceed its resource
capacity. The resource constraint for each network node is
indicated as follows:∑
qk∈Q
∑
fk,i∈qk
znk,i · c
r
k,i ≤ xn · C
r
n, ∀vn ∈ Vs, r ∈ R. (8)
We also need to ensure that the resource constraint for each
physical link can be satisfied. The used bandwidths for a
physical link should be less than its resource capacity. The
related constraint is depicted as follows:∑
qk∈Q
∑
h
i1,i2
k
∈Hk
∑
p∈P
wk,pi1,i2 · e
p
l · b
i1,i2
k ≤ yl · Bl, ∀l ∈ E. (9)
In this paper, our objective is to minimize the resource
utilization of the physical network, including servers, band-
widths and links.
The total number of active servers in the physical network
is described as
∑
vn∈Vsvr
xn, then the utilization Usvr of servers
can be represented as follows:
Usvr =
1
Nsvr
·
∑
vn∈Vsvr
xn. (10)
The total number of active links is expressed as
∑
l∈E
yl, and
the link utilization UL is indicated as follows:
UL =
1
Le
·
∑
l∈E
yl. (11)
For service qk, we denote the used bandwidth resources of
link l as U lB,k which can be expressed as:
U lB,k =
∑
h
i1,i2
k
∈Hk
∑
p∈P
wk,pi1,i2 · e
p
l · b
i1,i2
k , ∀l ∈ E, qk ∈ Q, (12)
then the total bandwidth utilization U lB,Q for link l can be
described as follows:
U lB,Q =
1
Bl
·
∑
qk∈Q
U lB,k, ∀l ∈ E. (13)
Based on the above discussion, the total bandwidth utiliza-
tion UB in the physical network is represented as follows:
UB =
1
Le
·
∑
l∈E
U lB,Q. (14)
Our objective function U can be expressed as a weighted
sum of Usvr , UL and UB [7].
U = ∂svr · Usvr + ∂L · UL + ∂B · UB, (15)
where ∂svr , ∂L and ∂B are the weight factors, which can
be used to adjust the preferences of different resources. We
consider that ∂svr+∂L+∂B = 1. The problem of VNF place-
ment and routing traffic is formulated as ILP problem and
the objective is to minimize the resource utilization of the
underlying network with the physical resource constraints.
It can be described as follows:
min U
s.t. (1)− (9).
(16)
In the next subsection we discuss the complexity analysis of
the resource allocation problem.
4.2 Complexity Analysis
The problem of resource allocation in equation (16) can
be seen as NP-hard due to the fact that a single source
capacitated facility location problem (SSCFLP) [43] can be
reduced to our formulated problem.
For SSCFLP, there are pre-specified sites J and customers
I , respectively. The operating cost is denoted as fi and the
transportation cost for customer j is denoted as ci,j when a
facility is located at a site i. The capacity of a facility at a site
i is defined by si, and the demand of customer j is defined
by wj . A binary variable yi indicates whether a facility is
located at site i. A binary variable xi,j represents whether
the demand of customer j is offered by a facility at site i.
The problem of SSCFLP can be described as follows [43]:
min
∑
i∈I
∑
j∈J
cij · xij +
∑
i∈I
fi · yi
s.t.
∑
i∈I
xij = 1, ∀j ∈ J
∑
j∈J
wj · xij ≤ si · yi, ∀i ∈ I
xij ∈ {0, 1}, yi ∈ {0, 1}, ∀i ∈ I, j ∈ J.
(17)
In order to reduce SSCFLP to the problem of VNF
placement and routing traffic in this paper, we need to
redescribe our optimization problem of resource allocation.
Similar to reference [8], a user service is represented as
facility → customer, where all VNFs of qk except dk are
regarded as a commodity to run in a facility and dk is a
customer. We set a server to be a facility and the resource
capacity of a server is equal to the capacity of a facility.
The resource demand of a user server on a server can be
described as the demand of a customer in a facility. In
addition, the resource utilization of a server represents the
running cost for a facility. The used links and bandwidths
for a user service can be indicated as the transportation cost
from a facility to a customer. Further, we make a customer
for service qk locate on a core switch that is used by dk , and
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Fig. 4. Procedure for running LARA algorithm.
path p is used to route traffic flows. We ensure that the used
bandwidth resources for each link are not limited. Then we
can transform SSCFLP to the problem of VNF placement
and routing traffic. SSCFLP is well-known as NP-hard, so
the problem of resource allocation in this paper is also NP-
hard.
5 PROPOSED ALGORITHMS
As the problem of resource allocation is NP-hard, to op-
timize the resource utilization, we propose two location-
aware resource allocation algorithms based on Greedy and
CPLEX, respectively. Firstly, we implement the location-
aware resource allocation algorithm by IBM CPLEX solver
with version 12.10. However, with the increase in the num-
ber of user services and scale of network, the computational
complexity of solving the NP-hard problem by CPLEX in-
creases rapidly and we must take a long computational time
for addressing the problem of resource allocation. So the
proposed LARA algorithm based on CPLEX is not suitable
to be used in large scale problem of resource allocation.
In order to solve the VNF placement and routing traffic in
the large scale problem, we also achieve the location-aware
resource allocation algorithm based on Greedy to obtain an
approximate solution.
5.1 Location-Aware Resource Allocation Algorithm
For satellite ground station networks, we can know the
information prior about service type, resource requirements
and life cycle time for all user services depending upon
the satellite mission planning in satellite control center. In
view of predictable user services, we propose the location-
aware resource allocation algorithm to effectively reduce the
network resource utilization in terms of servers, bandwidths
and links.
The procedure of resource allocation in a time slot is
divided into two parts as: (1) finding an optimization so-
lution and (2) VNF placement and routing traffic. At the
beginning of a time slot, the proposed LARA algorithm is
used to seek an optimization solution of resource allocation.
As the results of the optimization solution, we can deploy
the VNFs and select routing traffics for current requested
user services. The total time of the two procedures should
be less than a time slot interval. For our proposed LARA
algorithm, when we look for the optimization solution of
resource allocation, we can predict the resource requirement
Algorithm 1 Location-Aware Resource Allocation Algo-
rithm.
Input: Time slot t, number of predictable time slots M ;
Output: Feasible solution;
1: Initialize: m = M ,Qtm,remain = null;
2: while m > 0 do
3: tm ← t+m;
4: Obtain new user services Qtm,new to be allocated
resources in time slot tm;
5: Find all active services Qtm,active at the beginning of
time slot tm;
6: Get active services Qtm−1,used that are offered re-
sources before time slot tm;
7: Acquire services Qtm−1,end that are finished before
time slot tm;
8: Qtm−1,remain ← Qtm,active −Qtm−1,used;
9: Qtm,allocate←{Qtm−1,remain, Qtm,new} −Qtm,remain;
10: Free server and bandwidth resources used by
Qtm−1,end;
11: Allocate the resources of servers and links for
Qtm,remain;
12: Search an optimization solution of resource allocation
for Qtm,allocate by Greedy or CPLEX ;
13: m← m− 1;
14: Qtm,remain←{Qtm−1,remain, Qtm,remain} −Qtm,new ;
15: end while
16: return Optimization solution for Qt,new ;
and running state information about user services in the
future multiple time slots according to the satellite mission
planning. Our purpose of resource allocation is to minimize
the resource utilization in the predictable time slots as soon
as possible.
Fig. 4 shows the procedure for running our proposed
LARA algorithm in predictable time slot tm. We denote
current time slot as t and the predictable time slot as tm. All
active user services are classified into five types according
to their running states in different time slots and described
as follows:
• Service-type1: For predictable time slot tm, if user
services in active states are over before time slot
tm, we can indicate them by Qtm−1,end and the user
services from Qtm−1,end are considered as service-
type1.
• Service-type2: At the beginning of time slot tm, the
user services that are still active are considered as
service-type2 and denoted by Qtm,active.
• Service-type3: The user services that are assigned net-
work resources before time slot tm are considered as
service-type3 and represented by Qtm−1,used.
• Service-type4: Qtm,new indicates the user services that
are occuring in time slot tm. Let us denote user
services in Qtm,new as service-type4.
• Service-type5: Qtm,remain expresses the user services
that are allocated network resources during [t, tm]
time slots and also active in time slot tm+1. Let
Qtm,remain be service-type5.
Based on the above discussion, Qtm−1,remain can be ob-
7Algorithm 2 Greedy Algorithm.
Input: User services Qtm,allocate;
Output: Feasible solution;
1: Collect active servers Vsvr,active and idle servers
Vsvr,idle;
2: for each qk ∈ Qtm,allocate do
3: flag, server← Search(qk, Vsvr,active);
4: if flag = false then
5: flag, server← Search(qk, Vsvr,idle);
6: Add server to Vsvr,active;
7: Remove server from Vsvr,idle;
8: end if
9: end for
10: return Feasible solution for Qtm,allocate;
tained by:
Qtm−1,remain = Qtm,active −Qtm,used, (18)
then we can obtain the user services Qtm,allocate that need
to be assigned in time slot tm as follows:
Qtm,allocate = {Qtm−1,remain, Qtm,new}−Qtm,remain. (19)
To effectively improve the resource utilization, we free the
network resources used by user services in Qtm,end and
deploy the available network resources to the user services
in Qtm,remain by the results of resource allocation that were
computed in time slot tm+1. Then the Greedy and CPLEX
approaches are carried out to find an optimization solution
of resource allocation for the user services in Qtm,allocate.
After that, Qtm,remain can be updated by:
Qtm,remain={Qtm−1,remain, Qtm,remain}−Qtm,new. (20)
The procedure of our proposed LARA algorithm is de-
scribed in Algorithm 1. Current time slot is t and the number
of predicted time slots is M . At the beginning, we set
m = M and Qtm,remain = null. For time slot tm, firstly
we can predict Qtm−1,end, Qtm,remain and Qtm,allocate, re-
spectively. Then we free the network resources used by user
services in Qtm−1,end, and allocate resources to user servers
in Qtm,remain. Greedy and CPLEX algorithms are executed
to find an optimization solution of resource allocation for
user services in Qtm,allocate. The procedure of our proposed
LARA algorithm can be executed M times and then we can
obtain an optimization solution of resource allocation for
Qt,new .
For the proposed LARA algorithm based on CPLEX,
we address the ILP problem of resource allocation by IBM
CPLEX solver tool with version 12.10, which is configured
by default algorithm parameters and can obtain a global
optimization solution of resource allocation.
In the following subsection we discuss the Greedy algo-
rithm used by our proposed LARA algorithm.
5.2 Greedy Algorithm
In this paper, our proposed LARA algorithm is im-
plemented by Greedy to address the problem of resource
allocation. The processing of Greedy algorithm is shown
in Algorithm 2. The input parameters are user services
Algorithm 3 Search.
Input: User service qk, collection of servers V˜svr ;
Output: success, server;
1: success = false, server = null;
2: for each vn ∈ V˜svr do
3: Obtain the VNF sequence Γk of qk using topological
sort method;
4: for each fk,i ∈ Γk do
5: if fk,i /∈ [sk, dk] then
6: Attempt to place function fk,i to sever vn;
7: if vn is not provide enough resources to fk,i then
8: Break;
9: end if
10: else
11: vn is updated as a core switch used by sk or dk ;
12: end if
13: Get all predecessors of fk,i and their edges H
pre
k,i ;
14: for each hi˜,ik ∈ H
pre
k,i do
15: Find server vn˜ used by fk,˜i;
16: Sort pn˜,n between vn˜ and vn by the path distance;
17: for each p ∈ pn˜,n do
18: Calculate available bandwidths for hi˜,ik ;
19: if there are enough bandwidths for hi˜,ik then
20: Break;
21: end if
22: end for
23: end for
24: end for
25: if qk can allocate to vn then
26: Perform objective function U ;
27: if Objective value is better than others then
28: server = vn;
29: end if
30: success = true;
31: end if
32: end for
33: return success, server;
Qtm,allocate. At the beginning, we divide all available
servers in the physical network into two portions. One
is that the servers used by user services are indicated as
Vsvr,active. the other is that the servers in idle states are
indicated as Vsvr,idle. For user service qk ∈ Qtm,allocate,
firstly we call function Search to seek a feasible solution
from servers in Vsvr,active to minimize the resource uti-
lization. If any server in Vsvr,active can not be used by
qk, then flag = false, or otherwise flag = true. When
flag = false we will find a feasible solution from servers
in Vsvr,idle by function Search. If a server in Vsvr,idle is
selected to deploy user service qk, the server should be
moved from Vsvr,idle to Vsvr,active and it will be in active
state. When all user services in Qtm,allocate are assigned to
the physical network, the Greedy algorithm will return a
feasible solution. Note that we assume that satellite ground
station network can provide enough resources for all user
services.
Function Search is designed to deploy the VNFs on
8TABLE 2
Parameter Settings for Performance Evaluation
Network architectures
Topology Fat-Tree BCube VL2
Number of Servers 16 4, 8, 16 16
Resource capacities for servers
Name vCPUs Memory
Capacity 112 192 GB
Resource capacities for links
Name link between a server and a switch link between switches
Capacity 1 Gbps 10 Gbps
Configurations for user services
Boundary VNFs Out-degree vCPUs Memory Bandwidth
Lower 6 1 4 8 GB 100 Mbps
Upper 10 2 8 12 GB 200 Mbps
servers, and select routing traffic for the edge between two
adjacent VNFs on different nodes. The aim is to minimize
the resource utilization of servers, links and bandwidths.
The input parameters include user service qk and a set
V˜svr of servers. The output parameters are an identification
“success” of success and a server “server” used by qk.
Initially, we set success = false and server = null.
For each server vn ∈ V˜svr , we attempt to deploy qk to
server vn. Firstly, the sequence Γk of VNFs for qk is ob-
tained by a topology sort method to ensure that source
fk,i1 comes before sink fk,i2 for edge (fk,i1 , fk,i2). For each
VNF fk,i ∈ Γk, we place VNF fk,i to server vn. If server
vn can not provide the resource demands of fk,i, then we
will break the loop and turn to the next server to deploy
qk, otherwise we will obtain all predecessors of fk,i and the
edgesHprek,i between fk,i and its predecessors. For each edge
hi˜,ik ∈ H
pre
k,i , we search the host server vn˜ for fk,˜i, and sort
all paths in pn˜,n by the path distance. Then we calculate
available bandwidths of each path p ∈ pn˜,n for edge h
i˜,i
k .
If the bandwidth demands of edge hi˜,ik are not offered by
any path p ∈ pn˜,n, the loop is also broken. When service
qk can be deployed to server vn, the objective function will
be performed. If the value for server vn is smaller than that
of others, then server = vn and success = true. Function
Search is described in Algorithm 3.
6 PERFORMANCE EVALUATION
In this section, we make the experiments to evaluate the
performance of the proposed LARA algorithms based on
Greedy and IBM CPLEX 12.10, respectively. In small scale
networks, we discuss the solution quality and computa-
tional complexity of our proposed Greedy- and CPLEX-
based LARA algorithms in addressing the problem of VNF
placement and routing traffic. Furthermore, we evaluate
the performance of the proposed Greedy-based LARA al-
gorithm for different predictable time slots in large scale
networks. The experimental platform is a commodity server,
which includes i7-4790K CPU, 16 GB of RAM and windows
10. PYTHON is used as programming language.
6.1 Simulation Setup
In our performance evaluation, the weight values in equa-
tion (15) are set as ∂svr = ∂L = ∂B =
1
3
. The time slot
interval is 10minutes. Similar to reference [7], three network
structures of Fat-Tree, BCube and VL2 are considered to run
our experiments.
• Fat-Tree: Fat-Tree [26] is a layered-structure network
with core layer, aggregation layer and top-of-rack
layer, and can be widely used in data center net-
works. A k fat-tree network indicates that there are k
ports for each switch. It consists of (k
2
)2 core switches
and k pods, where each pod include k switches [7].
• BCube: BCube is a server-centric network structure
for shipping-container based modular data centers.
Each server has several switch ports and can con-
nect to multiple switches of different levels. For
BCube0, n servers connect to a switch with n ports.
A BCubek(k ≥ 1) is constructed by n BCubek−1s
and nk switches with n ports. There are nk+1 servers
and k + 1 levels of switches for BCubek [27].
• VL2: VL2 is a scalable and flexible network to sup-
port large data centers that are uniform high capacity
between servers and can achieve performance isola-
tion between services. It is composed of server layer
and switch layer. Servers are connected to the switch
layer by top-of-rack switches. A complete bipartite
graph is formed by the links between aggregation
and intermediate switches [28]. For k-port aggrega-
tion switches and n-port top-of-rack switches, VL2
consists of n · k
2
4
servers.
Due to the computational complexity of solving an ILP
problem by CPLEX, the effectiveness of our proposed LARA
algorithms based on Greedy and CPLEX is demonstrated
in small data center network BCube with 4 and 8 servers.
Then we evaluate the performance of the proposed Greedy-
based LARA algorithm for various predictable time slots
in three networks of Fat-Tree, BCube and VL2, where the
number of servers is 16. We assume that all servers have
the same resource configurations. The resource capacities
for each server are 112 vCPUs and 192 GB Memory. We set
the bandwidth capacity for each link between a server and
a switch as 1 Gbps and for each link between switches as 10
Gbps [28]. The shortest d = 8 paths between a core switch
and a server or two servers can be computed in advance.
To simplify our simulation experiments, we assume that
all user services are provided by Low Earth Orbit (LEO)
satellites and each user service can observe a fixed objective
on the ground periodically. The life cycle time for all user
services can be obtained by the Satellite Tool Kit (STK)
and prior known for satellite ground station networks. We
randomly generate the VNFs and their resource demands.
The number of VNFs for a user service is ranged from 6
to 10. The maximum number of outgoing edges for each
VNF can be 2. The resource requirements of a VNF are [4, 8]
units for vCPUs and [8, 12] GB for Memory. The bandwidth
demands between two adjacent VNFs is randomly gained
from [100, 200]Mbps.
The main parameter settings used in the performance
evaluation are listed in Table 2.
6.2 Performance Comparison of Greedy and CPLEX
In this section, we simulate and evaluate the performance
of our proposed LARA algorithms based on Greedy and
9(a) LARA algorithm by CPLEX (b) LARA algorithm by Greedy (c) Results of LARA algorithms
Fig. 5. Results of LARA algorithms in BCube network with 4 servers.
(a) LARA algorithm by CPLEX (b) LARA algorithm by Greedy (c) Results of LARA algorithms
Fig. 6. Results of LARA algorithms in BCube network with 8 servers.
(a) BCube with 4 servers (b) BCube with 8 servers (c) Time cost
Fig. 7. Performance comparison between Greedy and CPLEX in BCube network.
CPLEX in small BCube networks, where the number of
servers is 4 and 8, respectively. Two situations of predictable
and un-predictable user services are taken into considera-
tion in our experiments. Then we discuss the effectiveness
of the two proposed LARA algorithms in terms of solution
quality and computational cost.
Fig. 5 shows the results of our proposed LARA algorithm
in BCube with 4 servers. The number of user services is set
as 30. M indicates the number of predictable time slots,
M = 0 means that the proposed LARA algorithm can
not predict the life cycle time of user services. Fig. 5(a)
and Fig. 5(b) describe the total resource utilizations of
BCube obtained by the proposed LARA algorithms based
on Greedy and CPLEX, respectively. From Fig. 5(a) and
Fig. 5(b), it is obvious that the proposed LARA algorithms
with the predictable functionality performs better than the
conventional resource allocation algorithms. In Fig. 5(c), we
show the resource utilization results of the proposed LARA
algorithms with one predictable time slot. We can observe
that the proposed LARA algorithms achieved by Greedy
and CPLEX have very similar performance.
Similar results are shown for BCube network with 8
servers in Fig. 6. Fig. 6(a) and Fig. 6(b) describe the results
of our proposed LARA algorithms based on Greedy and
CPLEX, respectively. The performance comparison of our
proposed LARA algorithms based on Greedy and CPLEX
is illustrated in Fig. 6(c). Compared with the results as
shown in Fig. 5, the performance gap between the proposed
LARA algorithm and the conventional resource allocation
algorithm could be more obvious in BCube network with
8 servers. However, we can observe that our proposed
LARA algorithm is an effective approach to improve the
performance of solving the problem of VNF placement
and routing traffic according to prior sensing the running
conditions of satellite user services.
In addition, our experiments for different number of
user services are carried out to evaluate the performance
of the proposed LARA algorithm. The average resource
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(a) Fat-Tree network (b) BCube network (c) LV2 network
Fig. 8. Resource utilizations for Fat-Tree, BCube and LV2.
(a) Resource utilization for servers (b) Resource utilization for links (c) Resource utilization
Fig. 9. Resource utilizations for Fat-Tree with 16 servers.
utilizations per time slot for various number of user services
are shown in Fig. 7. The number of user services is denoted
as [5, 10, 15, 20, 25, 30] and the running time for each user
service is 24 hours. The results of average resource utiliza-
tions in BCube networks with 4 and 8 servers are depicted
in Fig. 7(a) and Fig. 7(b), respectively. In all cases of resource
allocation, we can find from Fig. 7(a) and Fig. 7(b) that
the performance of our proposed LARA algorithm is better
than that of the conventional resource allocation algorithm.
Furthermore, the two proposed LARA algorithms based
on Greedy and CPLEX show close results in seeking the
solution of resource allocation. For example, the resource
utilizations obtained by the proposed LARA algorithms
based on Greedy and CPLEX are 0.2332 and 0.2391 for
Nsvr = 4,K = 30,M = 1, and 0.1132 and 0.1151 for
Nsvr = 8,K = 30,M = 1, respectively.
The computational time costs for the proposed LARA
algorithms based on CPLEX and greedy are described in
Fig. 7(c). Here we consider that the number of active user
services per time slot is [1, . . . , 8] due to the computational
complexity of CPLEX. BCube networks consist of 4 and 8
servers, respectively. We can find that the proposed LARA
algorithm based on CPLEX has a long running time for ad-
dressing the problem of VNF placement and routing traffic,
especially, with the increase in scale of network and number
of active user services. However, our proposed Greedy-
based LARA algorithm can quickly obtain an approximated
solution for solving the problem of resource allocation. In
BCube with 4 servers, when there are 4 active user services,
the average time cost is 6.8507 seconds for CPLEX and
0.0053 seconds for Greedy. When the number of active user
services is 9, the average time cost can be 29.9021 seconds
for CPLEX and 0.0156 seconds for Greedy. In BCube with
8 servers, when there are 2 active user services, the average
time cost can be 13.0439 minutes for CPLEX and 0.0067
seconds for Greedy. When the number of active user services
is 5, the average time cost can be 89.3250 minutes for
CPLEX and 0.0143 seconds for Greedy. We can find that the
proposed LARA algorithm based on CPLEX can address the
problem of VNF placement and routing traffic in small scale
networks, however, it is not suitable to be used in large scale
networks. The proposed LARA algorithm based on Greedy
in this paper is an effective approach of resource allocation
to address the problem of VNF placement and routing traffic
in large scale networks.
6.3 Performance Analysis of Greedy-based LARA Al-
gorithm
In this section, we evaluate the performance of the proposed
Greedy-based LARA algorithm for multiple predictable
time slots in three network structures of Fat-Tree, BCube
and LV2 with 16 servers, respectively. The number of user
services is from 10 to 100 and the durations for all user
services are 7× 24 hours. The predictable time slots are 0, 1
and 2, respectively. Each experiment is carried out 30 times
and we obtain the average results of resource utilizations in
terms of servers, bandwidths and links.
Fig. 8 shows the results of resource utilizations obtained
by the proposed Greedy-based LARA algorithm for 90 user
services in Fat-Tree, BCube and LV2 networks, respectively.
In Fig. 8(a), the results of resource utilizations for M = 0, 1
and 2 in Fat-Tree are illustrated. We can observe that the
performance of the proposed Greedy-based LARA algo-
rithm becomes better as the number of predictable time
slots increases for our simulation parameters setup. The
proposed Greedy-based LARA algorithm performs better
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TABLE 3
Resource utilizations for Fat-Tree, BCube and LV2
K
Fat-Tree BCube LV2
M=0 M=1 M=2 M=0 M=1 M=2 M=0 M=1 M=2
10 0.0210 0.0204 0.0197 0.0244 0.0238 0.0238 0.0249 0.0243 0.0235
20 0.0416 0.0398 0.0381 0.0497 0.0478 0.0479 0.0486 0.0466 0.0447
30 0.0606 0.0559 0.0508 0.0717 0.0675 0.0669 0.0688 0.0638 0.0583
40 0.0780 0.0694 0.0613 0.0913 0.0848 0.0830 0.0851 0.0768 0.0682
50 0.0936 0.0812 0.0694 0.1086 0.0996 0.0964 0.0999 0.0884 0.0760
60 0.1092 0.0925 0.0770 0.1269 0.1137 0.1084 0.1146 0.0990 0.0833
70 0.1246 0.1046 0.0859 0.1429 0.1259 0.1192 0.1269 0.1080 0.0903
80 0.1402 0.1169 0.0957 0.1610 0.1389 0.1285 0.1412 0.1194 0.0991
90 0.1562 0.1289 0.1045 0.1762 0.1514 0.1384 0.1535 0.1286 0.1060
100 0.1726 0.1413 0.1123 0.1940 0.1653 0.1479 0.1704 0.1407 0.1142
than the conventional Greedy-based resource allocation al-
gorithm. The proposed Greedy-based LARA algorithm for
M = 2 outperforms that ofM = 1. Similar results for BCube
and LV2 networks can be found in Fig. 8(b) and Fig. 8(c),
respectively. It is obvious that our proposed Greedy-based
LARA algorithm can effectively decrease the resource uti-
lization of the three networks by introducing the predictable
functionality.
To further investigate the influence of different number
of user services on the performance, we run the experiments
for K = [10, 20, · · · , 100] by the proposed Greedy-based
LARA algorithm in Fat-Tree network with 16 servers and
the average results of resource utilizations are shown in
Fig. 9. The proposed Greedy-based LARA algorithm with
M = 0 is considered as our baseline algorithm. Fig. 9(a)
illustrates the resource utilization of servers for different
number of user services. We can observe that the proposed
Greedy-based LARA algorithms for M = 0, 1 and 2 have
relatively close results in the case of small number of user
services, and our proposed Greedy-based LARA algorithm
performs better with the increase in the number of user ser-
vices and predictable time slots, respectively. For instance,
in the case of K = 50, the performance improvement of our
proposed Greedy-based LARA algorithm in the resource
utilization of servers is 18.13% for M = 1 and 36.66%
for M = 2. On average, the resource utilization of servers
obtained by the proposed Greedy-based LARA algorithm is
18.64% for M = 1 and 36.72% for M = 2 less than that
of M = 0. The resource utilizations of links for different
number of user services are shown in Fig. 9(b). We can
observe that our proposed Greedy-based LARA algorithm
effectively decreases the number of used links in assigning
network resources for user services. For K = 50, the re-
source utilization of links obtained by our proposed Greedy-
based LARA algorithm reduces by 9.78% for M = 1 and
17.87% for M = 2. On average, the link resource utilization
of our proposed Greedy-based LARA algorithm saves by
12.26% for M = 1 and 22.85% for M = 2. The total
resource utilizations for different user services are described
in Fig. 9(c). As shown in Fig. 9(c), the average resource
utilization gained by our proposed Greedy-based LARA
algorithm decreases by 14.71% for M = 1 and 28.35% for
M = 2, respectively.
In order to evaluate the performance of our proposed
Greedy-based LARA algorithm in three network structures
of Fat-Tree, BCube and LV2, we make the experiments for
different user services in Fat-Tree, BCube and LV2. Each
experiment is carried out 30 times and the average results of
resource utilizations are shown in Table. 3. We can observe
that our proposed Greedy-based LARA algorithm performs
better than the Greedy-based resource allocation algorithm
in these three networks. For M = 1, the average re-
source utilizations obtained by our proposed Greedy-based
LARA algorithm for Fat-Tree, BCube and LV2 decrease by
14.71%, 11.15% and 13.38%, respectively. In the case of
M = 2, our proposed Greedy-based LARA algorithm for
Fat-Tree, BCube and LV2 has 28.5%, 16.23% and 26.14%
performance improvement on average, respectively. Hence
it can be stated that our proposed Greedy-based LARA algo-
rithm can effectively improve the performance of resource
utilizations for three networks of Fat-Tree, BCube and LV2.
7 CONCLUSION
In this paper, considering that the information about service
type, resource requirements and life cycle time for user ser-
vices can be known beforehand depending on the satellite
mission planning in satellite control center, we investigate
the optimization problem of location-aware resource alloca-
tion for satellite ground station networks. We formulate the
problem of VNF placement and routing traffic as an integer
linear programming model and prove it as NP-hard. Our
goal is to minimize the resource utilization of the underlying
network within the physical resource constraints.
To address this problem, The LARA algorithms based on
Greedy and CPLEX are implemented. We simulate and eval-
uate the performance of the two proposed LARA algorithms
in small scale networks of BCube with 4 and 8 servers,
respectively. The results show that the proposed LARA
algorithms based on CPLEX and Greedy have close per-
formance, where the CPELX-based LARA algorithm can be
used in small scale networks due to the computational com-
plexity. To further discuss the performance of our proposed
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LARA algorithm, we use the proposed Greedy-based LARA
algorithm to address the problem of resource allocation in
three networks of Fat-Tree, BCube and LV2 with 16 servers,
respectively. We can find that our proposed Greedy-based
LARA algorithm outperforms the Greedy-based resource
allocation algorithm for the three networks in the resource
utilizations of servers, links and total network resources.
In addition, the number of predictable time slots has an
effect on the performance of our proposed LARA algorithm.
The resource utilizations of Fat-Tree, BCube and LV2 ob-
tained by our proposed Greedy-based LARA algorithm can
decrease by 14.71%, 11.15% and 13.38% for M = 1, and
28.5%, 16.23% and 26.14% for M = 2 on average.
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