Abstract. An improved method for the optimal addition of abscissas to quadrature formulas of Gauss and Lobatto type is given.
1. Introduction. We consider the quadrature formula (1) f f(x) rf^t akf(xk) + £ &/(&),
where the xk's are the abscissas of the Appoint Gaussian quadrature formula. We want to determine the additional abscissas £t and the weights ak and ßk so that the degree of exactness of (1) is maximal. This problem has already been discussed by Kronrod [1] and Patterson [2] and it is well known that the abscissas £* must be the zeros of the polynomial 4>n+i(x) which satisfies where PN(x) is the Legendre polynomial of degree A'. Thus, <p¿v+1(x) must be an orthogonal polynomial with respect to the weight function Piv(x). Then, the weights ak and ßk can be determined so that the degree of exactness of (1) is 3N + 1 if N is even and 3^ + 2 if TV is odd.
Szegö [3] proved that the zeros of <p,v+i(x) and PN(x) are distinct and alternate on the interval [-1, +1]. Kronrod [1] gave a simple method for the computation of the coefficients of <pN+1(x). This method requires the solution of a triangular system of linear equations, which is, unfortunately, very ill-conditioned. Patterson [2] expanded <Pn+i(x) in terms of Legendre polynomials. The coefficients of this expansion satisfy a linear system of equations which is well-conditioned, although its construction requires a certain amount of computing time.
The present note proposes the expansion of <pN+1(x) in a series of Chebyshev polynomials. We also give explicit formulas for the weights ak and ßk. Finally, we consider the optimal addition of abscissas to Lobatto rules. As compared with Patterson's method, our method has three advantages:
(i) It leads to a considerable saving in computing time since the formulas are much simpler.
(ii) The loss of significant figures through cancellation and round-off is slightly reduced, as we verified experimentally. This is in agreement with some theoretical results given by Gautschi [4] .
(iii) It is applicable for every value of N, while Patterson's method fails in the Lobatto case for N = 1,9, 17, 22, 27, 35, 36, 37, 40, • • • , since some of the denominators in his recurrence formulae become zero.
2. Optimal Addition of Abscissas to Gaussian Quadrature Formulas. It is evident that <pN+1(x) is an odd or even function depending on whether N is even or odd. Thus, <pN+,(x) can be expressed as 171 (3) <Pjv+i ( It is clear that the polynomial rpN+1(x) is only defined to within an arbitrary multiplicative constant. For the sake of convenience, we assume bm = 1.
From (2), we derive the condition
In order to calculate the coefficients bk, k = 0, 1, • • • , m -1, (3) or (4) is substituted in (5) . This leads to the system of equations
bm-k = 2_, bm-k+iTj + Tk, k = 2, 3, ■ • ■ , m, j-i where
In order to derive a recurrence formula for rk, we consider the integral
Using a well-known property of the Chebyshev polynomials, we obtain where t, = (TV + 1)/(1N + 3) can be easily derived from (10) and (12).
System (6) is easier to construct than the corresponding system of Patterson [2], inasmuch as his method requires a set of recursions of variable lengths, while in our method only one recursion is needed. Moreover, further economy is achieved in solving the equation <pw+1(x) = 0, since, using a modification of Clenshaw's algorithm of summation, an odd or even Chebyshev series can be evaluated more efficiently than an odd or even Legendre series [5, p. 10] . Indeed, the computing time can be halved. . It is our purpose to determine the free abscissas £k and the weights ak and ßk so that the degree of exactness of (16) is maximal. Then, £* must be a zero of the polynomial <t>N+¡(x) which satisfies
Again, we express <f>N+i(x) in terms of Chebyshev polynomials as in (3) or (4), according to the parity of TV. The coefficients bk can be found by solving the system (6) where In KRONRO the coefficients of the polynomial <pN+1(x) are calculated. In ABWE1 the abscissas xk and weights ak are calculated. In ABWE2 the abscissas £k and weights ßk are calculated. The abscissas are calculated using Newton-Raphson's method. Starting values for this iterative process are provided by [6] •COEF/(PC2»(P2-P0))+W2
