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Key Points
By assuming independence between query terms,
Robertson and Sparck-Jones proposed for the probabil-





pðt jRelÞ  pðt jRelÞ
pðt jRelÞ  pðt jRelÞ ð1Þ
where Rel indicates the event of non-relevance; t and t
indicate the events that the term t occurs in document
d or does not, respectively. For each query term t, the
probability p(Reljd,t) is given by the sum of two log-
odds, log
pðt jRelÞ
pðt jRelÞ and log
pðt jRelÞ
pðt jRelÞ .
If N is the number of documents in the whole
collection, R is the number of relevant documents, r
is the number of relevant documents containing t, Nt
is the document frequency, i.e., the number of docu-
ments containing t, [3] instantiated the RSJ model as
follows:
wð1Þ ¼ log ðr þ 0:5ÞðN  Nt  R þ r þ 0:5ÞðR  r þ 0:5ÞðNt  r þ 0:5Þ ð2Þ
where w(1) is the raw weight of a term t in a document
d. The number 0.5 is used to avoid assigning negative
weights. The formula is called the ‘‘point-5’’ formula.
If relevance information is not available, i.e.,
R = r = 0, the point-5 formula can be written as:
wð1Þ ¼ logN  Nt þ 0:5
Nt þ 0:5 ð3Þ
As one of the most well-established IR systems, Okapi
uses a weighting model that is based on the RSJ model
introduced above, and takes also term frequency (tf )
and query term frequency (qtf ) into consideration.
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Definition
Probability smoothing is a language modeling tech-
nique that assigns some non-zero probability to events
that were unseen in the training data. This has the
effect that the probability mass is divided over more
events, hence the probability distribution becomes
more smooth.
Key Points
Smoothing overcomes the so-called sparse data prob-
lem, that is, many events that are plausible in reality are
not found in the data used to estimate probabilities.
When using maximum likelihood estimates, unseen
events are assigned zero probability. In case of infor-
mation retrieval, most events are unseen in the data,
even if simple unigram language models are used
documents are relatively short (say on average several
hundreds of words), whereas the vocabulary is typical-
ly big (maybe millions of words), so the vast majority
of words does not occur in the document. A
small document about ‘‘information retrieval’’ might
not mention the word ‘‘search,’’ but that does not
mean it is not relevant to the query ‘‘text search.’’ The
sparse data problem is the reason that it is hard for
information retrieval systems to obtain high recall
values without degrading values for precision, and
smoothing is a means to increase recall (possibly
degrading precision in the process). Many approaches
to smoothing are proposed in the field of automatic
speech recognition [1]. A smoothing method may be
as simple so-called Laplace smoothing, which adds
an extra count to every possible word. The follow-
ing equations show respectively (1) the unsmoothed,
or maximum likelihood estimate, (2) Laplace smooth-
ing, (3) Linear interpolation smoothing, and (4)
Dirichlet smoothing [3]:
PMLðT ¼ t jD ¼ dÞ ¼ tf ðt ; dÞ=
X
t 0
tf ðt 0; dÞ ð1Þ
PLPðT ¼ t jD ¼ dÞ ¼ ðtf ðt ; dÞ þ 1Þ=
X
t 0
ðtf ðt 0; dÞ þ 1Þ
ð2Þ
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PLI ðT ¼ t jD ¼ dÞ ¼ lPMLðT ¼ t jD ¼ dÞ
þ ð1 lÞPMLðT ¼ t jCÞ ð3Þ




tf ðt 0; dÞÞ þ mÞ ð4Þ
Here, tf(t,d) is the frequency of occurrence of the term
t in the document d, and PML(T jC) is the probability
of a term occurring in the entire collection C. Both
linear interpolation smoothing and Dirichlet
smoothing assign a probability proportional to the
term occurrence in the collection to unseen terms.
Here, l (0<l<1) and m (m>0) are unknown para-
meters that should be tuned to optimize retrieval
effectiveness. Linear interpolation smoothing has
the same effect on all documents, whereas Dirichlet
smoothing has a relatively big effect on small docu-
ments, but a relatively small effect on bigger docu-
ments. Many smoothed estimators used for language
models in information retrieval (including Laplace
and Dirichlet smoothing) are approximations to the
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Synonyms
Workflow lifecycle; Thread lifecycle; Process state
model
Definition
The stages of life from the start to the end of a process
instance within the context of workflow management.
Key Points
The Process Life Cycle represents the stages of a process
instance as it evolves from instantiation to termina-
tion. This life cycle is most closely related to the life
cycle of a thread, and is distinct from the life cycle
approach to Business Process Management initiatives,
involving an iterative or recursive evolution through
the five stages of design, modeling, execution, moni-
toring, and optimization.
The latter notion of Business Process Management
Life cycle is associated with the discipline of contin-
uous process improvement, whereby processes are
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