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BEYOND THE CLASSICAL WEYL AND COLIN DE VERDIE`RE’S FORMULAS
FOR SCHRO¨DINGER OPERATORS WITH POLYNOMIAL
MAGNETIC AND ELECTRIC FIELDS
MITYA BOYARCHENKO AND SERGEI LEVENDORSKII
Abstract. We present a pair of conjectural formulas that compute the leading term of the spectral asymp-
totics of a Schro¨dinger operator on L2(Rn) with quasi-homogeneous polynomial magnetic and electric fields.
The construction is based on the orbit method due to Kirillov. It makes sense for any nilpotent Lie algebra
and is related to the geometry of coadjoint orbits, as well as to the growth properties of certain “algebraic
integrals,” studied by Nilsson. By using the direct variational method, we prove that the formulas give the
correct answer not only in the “regular” cases where the classical formulas of Weyl or Colin de Verdie`re are
applicable but in many “irregular” cases, with different types of degeneration of potentials.
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1. Introduction
1.1. Let
H = H(a) + V = −
n∑
j=1
(
∂
∂xj
+
√−1 · aj(x)
)2
+ V (x) (1.1)
be a Schro¨dinger operator in Rn with a real semi-bounded electric potential V and magnetic potential
a(x) = (a1(x), . . . , an(x)) ∈ C2(Rn,Rn). If the electric potential V regularly grows at infinity, it is well-
known that H(0) + V is a self-adjoint operator with discrete spectrum, and the counting function of the
spectrum obeys the classical Weyl formula
N(λ,H(0) + V ) ∼ (2π)−n
∫
a(x,ξ)<λ
dxdξ. (1.2)
Here a(x, ξ) = ||ξ||2 + V (x) is the symbol of H(0) + V , and f(λ) ∼ g(λ) means that f(λ)/g(λ) → 1 as
λ→ +∞. One easily rewrites (1.2) in the form
N(λ,H(0) + V ) ∼ (2π)−n|vn|
∫
Rn
(λ− V (x))n/2+ dx, (1.3)
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where |vn| is the volume of the unit ball of Rn and a+ = max{0, a} (see e.g. [Roz, RSS]).
In [Sim, Ro, Sol, L1, Gu], it is shown that the spectrum of H(0) + V can be discrete even if V does not
grow in some directions, and for wide classes of degenerate potentials, the leading term of the asymptotics
of N(λ,H(a) + V ) is computed. The results of these papers agree with the general ”uncertainty principle”
stated in [Fe]; it seems that this principle provides upper and lower bounds but it is difficult to use it to
study spectral asymptotics. Note that in many cases, asymptotic formulas are non-classical in the sense that
they do not agree with the ”classical” formula (1.2). Three cases are possible: the classical Weyl formula
holds (the so-called weak degeneration case); an analog of the classical Weyl formula with the operator-valued
symbol parameterized by points of a set with a measure inherited from T ∗Rn is valid (strong degeneration
case); the classical Weyl formula fails but the leading term of the asymptotics is expressed in terms of an
auxiliary scalar function, and no operator-valued symbol is involved (intermediate degeneration case). In
simple strong degeneration cases, an operator valued symbol is parameterized by the cotangent bundle over
a manifold of degeneration of V , call it M , and the operator-valued analog of (1.2) is of the form
N(λ,H(0) + V ) ∼ (2π)−n+r
∫
T∗M
N(λ, a(x′, ξ′))dx′dξ′, (1.4)
where r = codimM , and for each (x′, ξ′) ∈ T ∗M , a(x′, ξ′) is an operator in L2(Rr). Similar types of
asymptotic formulas holds for many other classes of differential operators, pseudodifferential operators and
boundary value problems (see [L1, L2, L3, L4] and the bibliography therein).
1.2. If V = 0 and the magnetic tensor B = [bjk], bjk(x) = ∂kaj(x) − ∂jak(x), grows regularly at infinity,
the leading term of the asymptotics was obtained in [CdV] (see also [Tam, Iv]):
N(λ,H(a)) ∼
∫
Rn
vB(x)(λ)dx, (1.5)
where vB(λ) is defined as follows. Let rankB = 2r, and let b1 ≥ b2 ≥ · · · ≥ br > 0 be the positive eigenvalues
of iB. Then
vB(λ) = (2π)
−n+r|vn−2r|b1 · · · br
∑
n1,...,nr≥0
(λ−
r∑
j=1
(2nj + 1) · bj)n/2−r+ .
Note that B, r and the bj ’s depend on x. However, in the case of a Schro¨dinger operator with polynomial
potentials, there is a dense open subset of Rn of full measure on which B(x) has maximal rank, so one can
replace the integral in (1.5) by the integral over this subset. Then r will remain constant throughout the
integration.
1.3. In the general case, only upper and lower bounds for N(λ,H(a)+V ) are known [MN]. They are given
in terms of a function Ψ∗ = Ψ∗a,V constructed in [HM]; for polynomial V (≥ 0) and bjk,
Ψ∗(x) =
∑
α
|∂αV (x)|1/(|α|+2) +
∑
α,j,k
|∂αbjk(x)|1/(|α|+2). (1.6)
It was shown that under certain conditions - in particular, for polynomial V and bjk - the following statements
hold:
([HM]) the spectrum of H(a) + V is discrete if and only if
Ψ∗(x)→ +∞ as |x| → +∞, (1.7)
and ([MN]) if (1.7) holds then there exists C > 0 such that
C−1G(C−1λ,Ψ∗,Rn) ≤ N(λ,H(a) + V ) ≤ CG(Cλ,Ψ∗,Rn), (1.8)
where
G(λ,Ψ∗, U) =
∫
U
(λ −Ψ∗(x)2)n/2+ dx. (1.9)
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Thus in the case B 6= 0 not growing in some directions, the leading term of the asymptotics is unknown apart
from a special case of Schro¨dinger operator (and Dirac operator) in 2D with homogeneous potentials [L4].
1.4. Notice the difference between the formulas (1.2), (1.4) and (1.5): the first two are written in an
invariant form, whereas the last one is similar to (1.3), which is a realization of the invariant formula (1.2).
This observation suggests that there should be an invariant formula of which (1.5) is a realization. Moreover,
one should expect that there is a general formula, with (1.2), (1.4) and (1.5) as special cases. The following
observations indicate the direction where one should look for such a formula.
Let H be a Schro¨dinger operator (1.1) with polynomial potentials. We consider the real Lie algebra g of
polynomial differential operators on Rn generated by the operators Lj = ∂/∂xj+
√−1·aj(x) and the operator
L0 of multiplication by
√−1 · V (x). It is easy to see that g is a finite dimensional nilpotent Lie algebra.
We prove in Theorem 2.1 that, after possibly replacing H with a gauge equivalent operator (a process which
changes neither the spectrum ofH nor the Lie algebra g, up to isomorphism), the “tautological” representation
of g on L2(Rn) lifts to a unitary representation ρ of the corresponding connected and simply connected
nilpotent Lie group G = exp g. Moreover, H has discrete spectrum if and only if ρ is irreducible. Note that
H can be naturally viewed as the image of the element H◦ := −∑nj=1 L2j −√−1 · L0 of U(g)C = U(g)⊗R C,
the complexification of the universal enveloping algebra of g, under the representation of g induced by ρ.
Assume that σ(H) = σd(H), so ρ is irreducible. The orbit method, due to Kirillov [Ki], provides a natural
one-to-one correspondence between (unitary equivalence classes of) unitary irreducible representations of G
and orbits of the coadjoint action of G on g∗. In particular, we let Ωρ ⊂ g∗ denote the coadjoint orbit
corresponding to ρ. Suppose now that the magnetic potential a = 0, and that V (x) grows regularly at
infinity. The values of the symbol a(x, ξ) appearing in the classical Weyl formula (1.2) can be interpreted
as the images of H◦ in a family of representations of G on the one-dimensional space L2(R0). The family is
parameterized by points of the orbit Ωρ, and the measure (2π)
−ndxdξ coincides with the canonical (Kostant)
measure on Ωρ.
On the other hand, assume that V = 0 and the magnetic tensor B(x) grows regularly at infinity. It can
(and will) be shown that the formula of Colin de Verdie`re (1.5) can be written in the form
N(λ,H) ∼
∫
Q
N(λ,HΘ) dν(Θ) as λ→ +∞, (1.10)
where HΘ is the image of H
◦ in a certain unitary irreducible representation of G on L2(Rr), Q is a manifold
parameterizing a family of such representations, and the measure dν(Θ) can be obtained in the following way.
Let Q˜ ⊂ g∗ be the union of the orbits corresponding to the representations parameterized by the points of
Q. There is a natural “projection map” p : Ωρ → Q˜, such that the pushforward ν˜ of the canonical measure
on Ωρ is a G-invariant measure on Q˜. One can decompose ν˜ as an integral of the canonical measures on the
orbits contained in Q˜, with respect to a certain “quotient” measure on Q = Q˜/G. Then we take ν to be this
quotient measure.
The classical Weyl formula also can be written in the form (1.10), with Q parameterizing a family of
one-dimensional representations (in this case, Q = Q˜, so one does not need to decompose the pushforward
measure). It is tempting to conjecture that for any magnetic Schro¨dinger operator with discrete spectrum
one can find a family of irreducible representations of G and the pushforward measure dν(Θ) on Q such that
(1.10) holds. As it turns out, this construction can be realized in many cases albeit not all, and the first goal
of the paper is to suggest a general way of construction of the family Q and the pushforward measure dν(Θ).
Naturally enough (cf. generalizations of the classical Weyl formula in [L1, L2, L3]), we have two similar
(but a bit different) algorithms: one for the strong degeneration case, and one for the weak and intermediate
degeneration case; and in the intermediate degeneration case, one has to introduce additional logarithmic
factors into (1.10). To verify our conjecture for several classes of magnetic Schro¨dinger operators, we use a
modification of the variational technique from [L1, L2, L3, L4].
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1.5. Let us keep the same notation as above, and write µΩρ for the canonical (Kostant) measure on the
orbit Ωρ. In trying to turn the vague ideas of the previous paragraph into a precise formula that applies to
Schro¨dinger operators with degenerate potentials, one meets two considerable difficulties. The first one lies
in the fact that there seems to be no natural general way of defining a projection map p : Ωρ → Q˜ ⊂ g∗ such
that the pushforward p∗(µΩρ) will always be a G-invariant measure. The second difficulty, which is more
serious, is that in certain cases (such as the intermediate degeneration example studied in §5.2) there exists
an asymptotic formula of the form (1.10) (with additional logarithmic factors), but the measure ν cannot be
obtained from a pushforward measure arising from a process described above.
Thus, one has to look for a different construction of the subset Q˜ ⊂ g∗ and the G-invariant measure ν˜
on Q˜. In our paper we suggest a construction which has the advantage of being canonical (i.e., independent
of any choices). Moreover, the measure ν˜ it provides is automatically G-invariant. Thus, both problems
mentioned in the last paragraph are solved at once. To the best of our knowledge, no similar construction
has been used in this or any related context before.
Let us give a brief description of our idea. For each λ > 0, we let µλ = µλ,Ωρ denote the positive Borel
measure on g∗ defined by µλ(A) = µΩρ(Ωρ ∩ λ ·A) for every Borel subset A ⊂ g∗. Note that µλ is supported
on λ−1 · Ωρ, which is another coadjoint orbit in g∗. Now Ωρ is closed in g∗, and there is a coordinate
system on Ωρ which identifies Ωρ with R
2n, such that µΩρ corresponds to the usual Lebesgue measure under
this identification (both of these statements hold for arbitrary nilpotent Lie algebras). In particular, we see
that each µλ can be identified with a positive linear functional on the space Cc(g
∗) of compactly supported
continuous functions on g∗. Note also that, if A is a neighborhood of 0 in g∗, then, as λ → +∞, the sets
Ωρ ∩ λ · A exhaust all of Ωρ; thus, µλ(A)→ +∞. Let us now suppose that there exists a function f(λ) such
that the functionals f(λ)·µλ ∈ Cc(g∗)∗ have a nonzero weak-* limit f0 ∈ Cc(g∗)∗. By the Riesz representation
theorem, f0 corresponds to a positive Borel measure µ0 on g
∗. We define Q˜ = supp(µ0), and ν˜ = µ0
∣∣
Q˜
. Then
Q˜ is a conical G-invariant subset of g∗, and the G-invariance of ν˜ is automatic, since each of the measures
µλ is G-invariant.
1.6. For simplicity, we will refer to the construction described in the previous paragraph as the scaling
construction. Due to its “homogeneous” nature, it is not surprising that in applying the construction to
the computation of spectral asymptotics of Schro¨dinger operators, one has to require a certain homogeneity
condition on the potentials. We will say, somewhat imprecisely, that (1.1) is a Schro¨dinger operator with
quasi-homogeneous potentials if V (x) and B(x) are quasi-homogeneous polynomials of the same weight; this
means that there exists an n-tuple of positive rational numbers γ = (γ1, . . . , γn) such that for all t ∈ R, t > 0,
and all x ∈ Rn, we have
V
(
tγ1x1, . . . , t
γnxn
)
= t · V (x) and B(tγ1x1, . . . , tγnxn) = t ·B(x).
Similarly, if V (x) and all the components bjk(x) of the magnetic tensor are homogeneous polynomials of the
same degree, we will refer to H = H(a) + V as a Schro¨dinger operator with homogeneous potentials.
We will prove that in the quasi-homogeneous situation where the classical formulas of Weyl and Colin de
Verdie`re are applicable, our construction gives the same result as the “pushforward” construction described
in §1.4. On the other hand, in the intermediate degeneration examples that we have studied, it also produces
the “correct” measure space (Q, ν), even though the pushforward construction no longer applies.
1.7. We remark that our scaling construction makes sense for any nilpotent Lie algebra. Indeed, let g be a
finite dimensional nilpotent Lie algebra over R and Ω ⊂ g∗ a coadjoint orbit. It is known (cf., e.g., [BCD],
Ch. I) that Ω is a closed (in fact, Zariski closed) submanifold of g∗. Moreover, it follows from the explicit
parameterization obtained in [Bo] that there exists a polynomial map ϕ : R2n → g∗ which is a diffeomorphism
onto Ω, and such that under this diffeomorphism µΩ corresponds to the standard Lebesgue measure on R
2n.
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As before, for every λ > 0, we define a positive Borel measure µλ on g
∗ by
µλ(A) = µΩ(Ω ∩ λ ·A) = meas
(
ϕ−1(λ ·A)),
where meas is the Lebesgue measure. Since ϕ is proper, we see that Cc(g
∗) ⊂ L1(dµλ) for each λ > 0.
In particular, once again, we can identify µλ with a positive linear functional on Cc(g
∗), and the rest of
our construction goes through without any changes. It will be apparent from the computations of explicit
examples in Sections 3 and 4 below that the scaling construction is closely related to the geometry of the
embedding Ω →֒ g∗.
Furthermore, let us choose an arbitrary Euclidean structure on g∗ and a corresponding orthonormal basis,
and let
(
P1(x), . . . , Pt(x)
)
be the coordinates of ϕ(x) with respect to this basis. Fix A ⊂ g∗ to be the unit
ball around the origin. We have seen in §1.5 that the growth of µλ as λ→ +∞ is related to the behavior of
the function
G(λ) = µλ(A) = meas
{
x ∈ R2n ∣∣ t∑
j=1
Pj(x)
2 ≤ λ2}.
Now P (x) :=
∑
Pj(x)
2 is a polynomial function on R2n with P (x)→ +∞ as ||x|| → ∞, and it follows from
the results of Nilsson on the growth of “algebraic integrals” [Ni1, Ni2] that there exist positive reals c, C, α
and a nonnegative integer β such that
C−1 · λα · (log λ)β ≤ G(λ) ≤ C · λα · (logλ)β for all λ > c.
This result is important for the formulation of our conjectures. (The work of Nilsson was used, in a similar
situation, by Manchon [Ma1].)
1.8. The idea of applying representation-theoretic methods to the study of partial differential operators is
not new (see, for example, [HN] and the references therein). Several authors have studied extensions of the
known results about Schro¨dinger operators to the differential operators arising from unitary representations of
general nilpotent Lie groups. In [LMN], an analogue of (1.8) for the image under an irreducible representation
of the “sublaplacian” on a stratified nilpotent Lie algebra was obtained. Manchon in [Ma1] has generalized
the approximate spectral projection method of Tulovskiˇi and Shubin [TS] to prove a Weyl-type asymptotic
formula for elliptic operators associated to representations of arbitrary nilpotent Lie groups. In [Ma2, Ma3],
this result was generalized to arbitrary Lie groups, more precisely, to the representations corresponding
to closed tempered coadjoint orbits for which Kirillov’s character formula is valid. Notice, however, that
[Ma1, Ma2, Ma3] uses the initial form of the approximate spectral projection method, which requires high
regularity of the symbol. In particular, if a degeneration of any kind is present, this form of the approximate
spectral projection method does not work at all. For a general version of the approximate spectral projection
method, and applications to various classes of degenerate and hypoelliptic operators, see [L1, L2, L3].
1.9. The plan of the paper is as follows. In Section 2, we recall the main necessary definitions, and formulate
our conjectures. We also state several useful theorems and propositions which are needed to explain our
construction and apply it to computing the leading term of the asymptotics of Schro¨dinger operators (cf.
Sections 3 and 4). The proofs of these results are given in Appendix A. We do not claim any originality
here: some of these theorems and propositions can be deduced from either the general results on nilpotent
Lie groups [Bo, BCD] or the previous work on applications of representation theory to differential operators
[HN, LMN], while others are straightforward extensions of known facts. However, there are several reasons
for including a complete account of these results.
First, we explicitly isolate the class of Lie algebras that are “responsible” for Schro¨dinger operators with
polynomial magnetic and electric fields: these are precisely the nilpotent Lie algebras g such that the com-
mutator [g, g] is abelian. Indeed, if H is a Schro¨dinger operator (1.1) with polynomial potentials a, V , and
g is the associated Lie algebra as defined in §1.4, then it is clear that g enjoys this property. A “converse”
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to this statement is given in §2.1. It seems that this observation has not explicitly appeared in the literature
before.
Moreover, most of the works relating differential operators to representation theory of nilpotent Lie groups
deal only with stratified Lie algebras (cf. [HN, LMN]), i.e., Lie algebras g admitting a decomposition g =
g1 ⊕ g2 ⊕ · · · ⊕ gs as a direct sum of vector subspaces, such that [gj , gk] ⊆ gj+k (gj = (0) for j > s), and
g is generated by g1 as a Lie algebra. However, there are situations where the Lie algebra arising from a
Schro¨dinger operator with polynomial potentials admits no natural grading, as the simple example studied
in Section 3 already shows. On the other hand, the theory we develop in Section 2 makes no use of a grading
on g.
Lastly, we state the results of Section 2 in exactly the form one needs to be able to use our conjectural
formula for practical computations. The fact that we are only dealing with a special class of nilpotent Lie
algebras allows us to give rather simple proofs and make our text essentially self-contained. In some sense,
this is easier than trying to deduce all the results in the form we need from the works of other authors.
In Section 3, we use an example of the Schro¨dinger operator in 2D with zero electric potential and magnetic
tensor b(x) = x21 − x2 (this is an example of strong degeneration), both to illustrate in detail the use of our
conjectural formula, and to explain the direct variational method of the calculation of the asymptotics of the
spectrum, which can be applied to many other classes of Schro¨dinger operators with degenerate potentials. In
Section 4, we study the weak degeneration case for operators without either magnetic or electrical potential,
and deduce from our conjecture the classical Weyl formula and Colin de Verdie`re’s formula, respectively.
At the end of the section, using the direct variational method, we prove a general theorem for Schro¨dinger
operators with polynomial electric and magnetic fields, which gives the leading term of the asymptotics
under fairly weak conditions on the function Ψ∗. These conditions are satisfied in many cases of weak and
intermediate degeneration but not in the strong degeneration case. In particular, we prove that in the case
of a quasi-homogeneous electric potential, the classical Weyl formula holds if and only the integral in this
formula converges; and our general conjectural formula also gives the classical Weyl formula if and only if
this condition is satisfied. In Section 5, we consider the Schro¨dinger operator in 2D with magnetic tensor
b(x) = xk1x
l
2 and zero electric potential. In the case k 6= l we have the strong degeneration, and in the case
k = l - the intermediate one. Finally, we briefly mention the example of the Schro¨dinger operator in 3D,
H = −∆+ x2k1 x2l2 x2p3 , with p < k ≤ l. The most technical parts of the proofs are delegated to Appendix B.
1.10. Notation and terminology. Our interest lies mainly in the degenerate cases where the classical
formulas of Weyl or Colin de Verdie`re are not applicable. However, as we show in §4.1 and §4.2, our formula
works just as well in the regular situations. In terms of the distinction between “strong degeneration” and
“weak/intermediate degeneration”, the cases with no degeneration at all belong to the latter type.
We use the following notation: N = {1, 2, 3, . . .} (the set of natural numbers), Z+ = {n ∈ Z
∣∣n ≥ 0},
R+ = {x ∈ R
∣∣x ≥ 0}, R× = R \ {0}. If S is any finite set, we write #S for the number of elements of S. If
d ∈ Z+, we denote by |vd| the volume of the unit ball in Rd (our convention is that |v0| = 1). Given a ∈ R,
we define (a)+ by (a)+ = a if a > 0, (a)+ = 0 if a ≤ 0.
2. Main results and conjectures
2.1. Schro¨dinger operators and unitary representations. As explained in the introduction, our goal is
to write down a conjectural formula for the leading term of the spectral asymptotics of a Schro¨dinger operator
with quasi-homogeneous polynomial potentials. However, in this subsection the quasi-homogeneity condition
plays no role. Thus, we fix a Schro¨dinger operator H = H(a)+V with polynomial potentials a, V . We define
gH , as in the introduction, to be the real Lie algebra generated by the polynomial differential operators
Lj = ∂/∂xj +
√−1 · aj(x) (1 ≤ j ≤ n) and L0 =
√−1 · V (x). It is clear that gH is a finite dimensional
nilpotent Lie algebra. Moreover, the commutator [gH , gH ] consists only of multiplication operators, and thus
[gH , gH ] is an abelian ideal of gH .
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Recall that two Schro¨dinger operators, H = H(a)+V and H ′ = H(a′)+V ′, are said to be gauge equivalent
if V = V ′ and the corresponding magnetic tensors are the same: B = B′. By Poincare´’s lemma, the last
condition is equivalent to the existence of a differentiable function φ : Rn → R such that a′j(x) = aj(x)+∂jφ(x)
for all 1 ≤ j ≤ n. If such a φ exists, it is easy to check that the unitary operator exp(iφ) conjugates H
into H ′; in particular, H and H ′ have the same spectrum. On the other hand, if H , H ′ are Schro¨dinger
operators with polynomial potentials that are gauge equivalent, then the corresponding Lie algebras gH , gH′
are isomorphic, because the commutation relations in gH depend only on V (x), bjk(x) and their derivatives.
By the “tautological representation” of gH we will mean the representation of gH on L
2(Rn) by (un-
bounded) skew-adjoint operators that takes every element of gH to the polynomial differential operator it
represents. We note that, unlike the case of finite dimensional representations, the problem of lifting the
tautological representation to a unitary representation of the connected and simply connected nilpotent Lie
group G = exp gH is not trivial. We will address this issue in the theorem below.
From a more abstract point of view, let g be an arbitrary finite dimensional nilpotent Lie algebra over
R such that [g, g] is abelian. A sublaplacian for g is an element S ∈ U(g)C which has the form S =
−(L21 + · · · + L2N ) −
√−1 · L0, where L0, L1, . . . , LN ∈ g are linearly independent elements that generate
g as a Lie algebra, and L0 commutes with [g, g]. Note that we have extended the standard definition of a
sublaplacian (which does not contain the L0 term) to include the case of a Schro¨dinger operator with nonzero
electric potential. Then we have the following result.
Theorem 2.1. (a) Every unitary irreducible representation of G = exp g has a natural realization in a space
L2(Rn), n ≤ N , such that each element of g maps to a polynomial differential operator of order ≤ 1;
L0 and all elements of [g, g] map to multiplication operators; and S maps to a Schro¨dinger operator
with polynomial potentials which has discrete spectrum if the image of −√−1 ·L0 is a polynomial that is
bounded below.
(b) Conversely, if H is a Schro¨dinger operator (1.1) with polynomial potentials, there exists a Schro¨dinger
operator H0 with polynomial potentials which is gauge equivalent to H, such that if g = gH0 and S ∈ U(g)C
is the element corresponding to H0, then the tautological representation of g on L
2(Rn) can be lifted to
a unitary irreducible representation of G = exp g, which is irreducible if and only if H has discrete
spectrum.
It is important to have a concrete realization of each of the representations of g that arises from a unitary
irreducible representation of G. These will be discussed in detail in §2.4.
Remark 2.2. We would like to explain the reason for our change of notation: we use S to denote a sub-
laplacian in g, whereas we use H◦ everywhere else to denote the sublaplacian that naturally corresponds to
a Schro¨dinger operator H . The reason is that in our proof of Theorem 2.1, as well as some other proofs
presented in Appendix A, we often use the letter H to denote a closed subgroup of the group G = exp g.
This notation is used throughout the literature on representation theory, so it does not make sense to change
it. On the other hand, we do not wish to confuse a subgroup H with a Schro¨dinger operator H .
2.2. Preliminary version of the conjecture. Let us now formulate a preliminary version of our conjecture.
Let H be a Schro¨dinger operator (1.1) with discrete spectrum and quasi-homogeneous polynomial potentials,
and let g = gH be the associated Lie algebra. Since we are interested in σ(H), we may assume, by Theorem
2.1, that the tautological representation of g lifts to a unitary representation of G on L2(Rn); moreover, this
representation is then irreducible, whence corresponds to a coadjoint orbit Ω ⊂ g∗. Let µΩ be the Kostant
measure on Ω; for the precise normalization, see Definition 2.5. Then we have the “dilates” µλ of the measure
µΩ, as defined in the introduction: µλ(A) = µΩ(Ω ∩ λ · A), for every Borel subset A ⊆ g∗. Furthermore,
H naturally defines an element H◦ ∈ U(g)C, and the definition of g implies that H◦ is a sublaplacian for g.
For any coadjoint orbit Θ ⊂ g∗, we denote by HΘ the image of H◦ in the unitary irreducible representation
of G that corresponds to Θ via Kirillov’s theory. By Theorem 2.1, each HΘ can be naturally realized as a
Schro¨dinger operator with polynomial potentials.
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Conjecture 1. There exist a positive real number α and a nonnegative integer β such that the weak
limit µ0 = limλ→+∞ λ
−α · (logλ)−β · µλ exists and is nonzero. Then µ0 is automatically G-invariant; let
Q =
(
suppµ0
)
/G, and let ρ : suppµ0 → Q be the natural projection. Let ν be the measure on Q such that
for every function F ∈ Cc(g∗), we have∫
g∗
F dµ0 =
∫
Q
dν(q) ·
∫
ρ−1(q)
F (x) dµq(x),
where dµq denotes the Kostant measure corresponding to the orbit ρ
−1(q) (the existence of ν is proved in
Proposition 2.12). Then there exists a constant κ ≥ 1 such that
N(λ,H) ∼ κ · (logλ)β ·
∫
Q
N(λ,HΘ) dν(Θ) as λ→ +∞. (2.1)
2.3. Precise version of the conjecture. We now formulate a more precise form of our conjecture—one
that essentially provides a formula for the constant κ that appears in (2.1). To that end, we introduce the
function
Φ∗(x) =
∑
α
|∂αV (x)|1/2 +
∑
α,j,k
|∂αbjk(x)|1/2; (2.2)
this is to be compared with the function Ψ∗ used in [HM, MN] (see (1.6)). If, for example, V ≡ 0 and B(x)
grows regularly at infinity, then the terms corresponding to α = 0 dominate both Ψ∗ and Φ∗, so we see that
these two functions have the same asymptotic behavior as ||x|| → ∞. However, in general, it may happen
that the function Ψ∗(x) grows slower than the function Φ∗(x).
We keep the same notation and assumptions as in Conjecture 1. In particular, since H has discrete
spectrum, both Φ∗ and Ψ∗ tend to +∞ as ||x|| → ∞, so it makes sense to define the functions
G1(λ) = meas
{
x ∈ Rn ∣∣Φ∗(x) ≤ λ}
and
G2(λ) = meas
{
x ∈ Rn ∣∣Ψ∗(x) ≤ λ},
where meas stands for the usual Lebesgue measure.
Conjecture 2. Assume that H is a Schro¨dinger operator on L2(Rn) with discrete spectrum and quasi-
homogeneous potentials. Let (Q, ν) be defined as in Conjecture 1. Then one of the following situations
occurs.
(a) We have G2(λ)/G1(λ) → ∞ as λ → +∞. This is the strong degeneration case. Then Conjecture 1 is
valid with the normalization constant κ = 1.
(b) We have G2(λ) = O(G1(λ)) as λ → +∞. This is the weak/intermediate degeneration case. Then there
exists a limit lim
λ→+∞
G2(λ)/G1(λ), and Conjecture 1 is valid with κ equal to the value of this limit.
2.4. Concrete realization of representations. Until the end of the section, the quasi-homogeneity as-
sumption will play no role. Let g be a real finite dimensional nilpotent Lie algebra such that [g, g] is abelian,
and let S = −(L21+ · · ·+L2N)−
√−1 ·L0 ∈ U(g)C be a sublaplacian. We wish to obtain concrete realizations
of the representations of g induced by unitary irreducible representations of G = exp g. Let h ⊆ g be a Lie
subalgebra, and H = exp h the corresponding connected and simply connected subgroup of G. (Schro¨dinger
operators do not appear until the end of the section, so the notation should not cause any confusion.) Fix
f ∈ g∗. We say that h is subordinate to f if f ∣∣
[h,h]
≡ 0. Under this condition, f defines a unitary character
χf of H via χf (exph) = exp(i · f(h)). Thus we may form the induced representation ρf,h = IndGH(χf ). This
construction is reviewed in §A.1. Kirillov’s classification [Ki] of unitary irreducible representations of G can
be summarized as follows.
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Let us say that h is a polarization of g at f if h is of maximal dimension among the subalgebras of g
that are subordinate to f . Then ρf,h is irreducible if and only if h is a polarization at f . Moreover, in this
case, ρf,h does not depend on the choice of h, up to unitary equivalence. Also, at every f ∈ g∗ there exists
at least one polarization. Thus, we write ρf = ρf,h for any choice of a polarization h at f . Finally, every
unitary irreducible representation of G is unitarily equivalent to ρf for some f ∈ g∗, and ρf1 , ρf2 are unitarily
equivalent if and only if f1, f2 lie in the same coadjoint orbit of G.
Let us define the alternating bilinear form
Bf : g× g→ R, Bf (X,Y ) = 〈f, [X,Y ]〉. (2.3)
Thus, a subalgebra h ⊆ g is subordinate to f if and only if h is isotropic with respect to Bf . One can prove
that h is a polarization at f if and only if h is maximally isotropic with respect to Bf as a linear subspace.
In particular, all polarizations at f have the same dimension,
dim h =
1
2
· (dim g+ dim g(f)),
where
g(f) = KerBf =
{
X ∈ g ∣∣ f([X,Y ]) = 0 ∀Y ∈ g}.
In our situation, we can give an elementary proof of the existence of polarizations of a special form:
Lemma 2.3. Let g, S be as above, and f ∈ g∗. Then there exists a polarization h of g at f such that
h ⊇ g(f) + RL0 + [g, g], and hence h is an ideal of g. Moreover, [h, h] ⊆ g(f), so g(f) is an ideal of h.
Let us now fix a subalgebra h ⊂ g subordinate to f , but not necessarily a polarization at f , which satisfies
the requirement of the lemma: g(f) +RL0 + [g, g] ⊆ h. Since L0, L1, . . . , LN generate g as a Lie algebra, we
have g = [g, g] + spanR{L0, L1, . . . , LN}, and hence, a fortiori, g = h+ spanR{L1, . . . , LN}. After reindexing,
we may assume that for some 0 ≤ n ≤ N , the elements L1, . . . , Ln form a complementary basis to h in g.
(We allow n = 0, which means that h = g.) For every element h ∈ h, let us define a real polynomial ph(x) in
n variables x = (x1, . . . , xn) by
ph(x) =
∑
α1,...,αn≥0
1
α1! · · ·αn! · f
(
(adL1)
α1 · · · (adLn)αn(h)
) · xα11 · · ·xαnn . (2.4)
Proposition 2.4. There exists a realization of the representation ρf,h = Ind
G
H(χf ) of the Lie group G in
the space L2(Rn, dm) (where dm is the Lebesgue measure) such that the induced representation of g takes
every h ∈ h to the operator of multiplication by √−1 · ph(x), and takes Lj, for 1 ≤ j ≤ n, to the operator
∂/∂xj +
√−1 · aj(x), where aj(x) ∈ R[x1, . . . , xn] is a certain polynomial.
The practical applications of this proposition are based on the obvious analogy between (2.4) and the
usual Taylor’s formula.
2.5. Coadjoint orbits and Kostant measures. Let G be any connected Lie group, and g its Lie algebra.
If f ∈ g∗, we denote by G(f) the stabilizer of f in G (with respect to the coadjoint action), and by g(f)
the Lie algebra of G(f). If Ω ⊂ g∗ is a coadjoint orbit, then for any point f ∈ Ω, the orbit map G → Ω,
g 7→ (Ad∗ g)(f), identifies Ω with the homogeneous space G/G(f), and hence identifies the tangent space
TfΩ with the quotient g/g(f). The notation is consistent with the one used in §2.4: if Bf is the alternating
bilinear form on g given by Bf (X,Y ) = 〈f, [X,Y ]〉, then it is easy to see that g(f) is precisely the kernel of
Bf . Moreover, Bf induces an alternating bilinear nondegenerate form ωf on g/g(f) ∼= TfΩ. One then proves
the following facts (see, e.g., [BCD], Ch. II):
1) the forms ωf vary smoothly with f , thus defining a nondegenerate differential 2-form ωΩ on Ω;
2) the form ωΩ is closed, and thus a symplectic form on Ω;
3) the form ωΩ is G-invariant.
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Definition 2.5. The form ωΩ is called the canonical symplectic form on the orbit Ω. The Kostant measure
(or the canonical measure) on the orbit Ω is the positive Borel measure µΩ associated with the volume form
(2π)−n · 1
n!
· ωnΩ
(
n =
1
2
dimΩ
)
.
(Note that dimΩ is even because Ω admits a symplectic form.)
It is clear that the Kostant measure is G-invariant. In the remainder of this subsection we obtain an
explicit parameterization of the coadjoint orbits for the Lie algebras of the type considered in §2.1, and
we derive formulas for the corresponding canonical symplectic forms and Kostant measures. We note that
explicit parameterizations of the dual space of a (not necessarily nilpotent) Lie algebra have been studied
by various authors: see, e.g., [Pu1]. More recently, a very fine stratification of g∗ for nilpotent g has been
obtained in [Bo]. We will use a result from loc. cit. in the next subsection.
In our subsequent computations (especially the ones that appear in the concrete examples of Sections 3,
4 and 5) we will implicitly use the following result. The proof is completely straightforward and is therefore
omitted. Let g be a Lie algebra and a ⊂ g an ideal. Write a⊥ for the annihilator of a in g∗. The quotient
map g→ g/a induces an isomorphism of vector spaces (g/a)∗ ∼=−→ a⊥ →֒ g∗. Let G be a connected Lie group
with Lie algebra g, and A ⊂ G the closed connected normal subgroup corresponding to a. The adjoint action
of G on g leaves a stable, whence G also acts on g/a and on (g/a)∗. Then we have the following
Proposition 2.6. (a) The isomorphism (g/a)∗ → a⊥ above is G-equivariant, and the action of G on (g/a)∗
factors through the quotient group G/A; thus the G-orbits in (g/a)∗ are the same as the coadjoint orbits
of G/A in (g/a)∗.
(b) If Ω ⊂ g∗ is any coadjoint orbit, then either Ω∩ a⊥ = ∅, or Ω ⊂ a⊥. In the latter case, Ω is the image of
a coadjoint orbit in (g/a)∗. Moreover, the canonical symplectic form and the Kostant measure on Ω are
the same whether we regard Ω as a coadjoint orbit for G or as a coadjoint orbit for G/A.
(c) If G is simply connected and nilpotent, then the bijection between the coadjoint orbits in g∗ that meet a⊥
and the coadjoint orbits in (g/a)∗, defined above, corresponds, via Kirillov’s theory, to the natural bijection
between the unitary irreducible representations of G that are trivial on A, and all unitary irreducible
representations of G/A.
We return to the situation considered in §2.4. Thus G is a connected and simply connected nilpotent Lie
group with Lie algebra g such that [g, g] is abelian. Fix a point f0 ∈ g∗. We wish to parameterize the G-orbit
G · f0 ⊂ g∗. As before, we assume we are given a sublaplacian S = −(L21 + · · ·+ L2N )−
√−1 · L0 for g, and
we let h be a real polarization of g at f0 provided by Lemma 2.3: g(f0) +RL0 + [g, g] ⊂ h. Furthermore, we
suppose that for some 1 ≤ n ≤ N , L1, . . . , Ln is a complementary basis for h in g.
From now on, we also assume that h is an abelian ideal of g. To justify this assumption, we note that
since h is an ideal of g, so is a := [h, h]; on the other hand, by the definition of a polarization, f0 annihilates
a. Thus, f0 induces a linear functional f¯0 on g/a. By Proposition 2.6, the canonical inclusion (g/a)
∗ →֒ g∗
gives an isomorphism of the coadjoint orbit of f¯0 in (g/a)
∗ onto the coadjoint orbit of f0 in g
∗; moreover,
this isomorphism preserves the canonical symplectic form and the Kostant measure. Lastly, note that since
a ⊂ g(f) by Lemma 2.3, it is clear that h/a is a maximal isotropic subspace of g/a with respect to the
form Bf¯0 . Thus, from the point of view of either the coadjoint orbit of f0, or of the corresponding unitary
irreducible representation, nothing is lost by passing from g to g/a.
Proposition 2.7. With the notation above, assume that h is abelian. The map
ϕ : Rn × Rn −→ g∗
defined by
〈ϕ(ξ, x), Lj〉 = ξj for 1 ≤ j ≤ n,
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〈ϕ(ξ, x), Y 〉 =
∑
α1,...,αn≥0
1
α1! · · ·αn! · f0
(
(adL1)
α1 · · · (adLn)αn(Y )
) · xα11 · · ·xαnn for all Y ∈ h,
is a diffeomorphism of R2n onto the coadjoint orbit of f0 in g
∗.
By a slight abuse of notation, we identify Ω with R2n using the diffeomorphism ϕ, and in particular, we
view (ξ, x) as coordinates on the orbit Ω. Let us define polynomials bjk(x) by
bjk(x) = 〈ϕ(0, x), [Lj , Lk]〉;
note that if g arises from a Schro¨dinger operator with polynomial potentials, and if f0 restricts to the linear
functional
√−1 · P (x) 7→ P (0) on the subspace of g consisting of multiplication operators, then the bjk(x)
are precisely the components of the magnetic tensor of the operator. We will prove the following
Proposition 2.8. The canonical symplectic form and the Kostant measure on the orbit Ω are given by
ωΩ =
n∑
j=1
dξj ∧ dxj +
∑
1≤j<k≤n
bkj(x) dxj ∧ dxk (2.5)
and
µΩ = (2π)
−n · dξ1 · · · dξndx1 · · · dxn.
In other words, if we identify µΩ with its extension by zero to g
∗, then we can write
µΩ = (2π)
−n · ϕ∗(dξ1 · · · dξndx1 · · · dxn), (2.6)
where ϕ∗ denotes the pushforward by the map ϕ : R
2n → g∗.
2.6. Polynomial measures. In this subsection we collect a few results that will be used in the computations
of Sections 3, 4 and 5, and a few others that help motivate our conjectures in §2.2 and §2.3.
Let RN and Rn be two Euclidean spaces. A polynomial measure on RN is a Borel measure of the form
µ = c0 · φ∗(dm), where c0 is a positive constant, φ : Rn → RN is a polynomial map, and dm is the Lebesgue
measure on Rn. Recall that the pushforward measure φ∗(dm) is defined by the formula(
φ∗(dm)
)
(A) := m(µ−1(A)),
for every Borel subset A ⊆ RN . We say that µ is a regular polynomial measure if it is finite on compact
sets, or, equivalently, if φ−1(K) has finite Lebesgue measure for every compact subset K ⊂ RN (a sufficient
condition for this is that φ is a proper map, but this condition is not necessary). In practice, we will often
think of regular polynomial measures as positive linear functionals on the space Cc(R
N ) of all compactly
supported continuous functions on RN . Explicitly, µ corresponds to the linear functional Λ defined by
Λ(F ) =
∫
RN
F dµ = c0
∫
Rn
F (φ(x)) dx,
where the second integral is the usual Lebesgue integral. Positivity here refers to the statement that if
F ∈ Cc(RN ) is nonnegative, then Λ(F ) ≥ 0. It follows from Propositions 2.7 and 2.8 that if g is a nilpotent
Lie algebra such that [g, g] is abelian, then the Kostant measure µΩ corresponding to each coadjoint orbit
Ω ⊂ g∗ is a regular polynomial measure on g∗.
Suppose that {µj}∞j=1 is a sequence of regular polynomial measures on RN . We will say that this sequence
has a weak limit if the limit
Λ(F ) := lim
j→∞
∫
RN
F dµj
exists for every F ∈ Cc(RN ). Note that, if this is the case, then the limit automatically defines a positive
linear functional on the space Cc(R
N ). It then follows from the Riesz Representation Theorem that Λ itself
corresponds to a regular Borel measure µ on RN . We then say that the sequence {µj} converges weakly to
µ. The following two results on weak limits will be used in Sections 3, 4 and 5.
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Proposition 2.9. Suppose that N = N1 + N2, that we are given a polynomial map φ : R
n → RN1 , and a
sequence of polynomial maps ψj : R
n → RN2 . Assume moreover that φ−1(K) has finite Lebesgue measure
for every compact subset K ⊂ RN1 , and that the sequence ψj converges pointwise to a polynomial map
ψ : Rn → RN2 . Form the polynomial maps φ˜j : Rn → RN and φ˜ : Rn → RN by defining
φ˜j(x) =
(
φ(x), ψj(x)
)
and φ˜(x) =
(
φ(x), ψ(x)
) ∀x ∈ Rn.
Further, set µj = (φ˜j)∗(dm) and µ = φ˜∗(dm), where dm is the Lebesgue measure on R
n. Then µj, µ are
regular polynomial measures on RN , and µj → µ weakly.
As we will see, Proposition 2.9 is useful for carrying out the computation of the limiting measure µ0
that appears in our conjectured formula in the cases of strong or weak degeneration. In the intermediate
degeneration case, the computation turns out to be slightly more complicated, and the following result
(Proposition 2.10) is needed. We keep the same notation as in §2.6. We say that a positive Borel measure
on RN is c-finite if it is finite on compact sets; such a measure is then automatically regular. We define
weak limits for the c-finite measures in the same way as for polynomial measures. Further, we introduce the
following notation. Given a, b ∈ RN , we write
[a, b) =
{
x ∈ RN ∣∣ aj ≤ xj < bj for 1 ≤ j ≤ n}.
Also, for x ∈ RN , we set ||x||∞ = max
1≤j≤n
|xj |. Finally, put 1 = (1, 1, . . . , 1) ∈ ZN .
Proposition 2.10. Consider a family of c-finite positive Borel measures {µλ}λ>0 on RN . Assume that there
exists a countable set E ⊂ R such that for each a, b ∈ RN with aj 6∈ E, bj 6∈ E for all 1 ≤ j ≤ N , there exists
a limit
ν
(
[a, b)
)
= lim
λ→+∞
µλ
(
[a, b)
)
.
Then there exists a unique c-finite positive Borel measure µ0 on R
N such that∫
RN
F (x) dµ0(x) = lim
λ→+∞
∫
RN
F (x) dµλ(x) ∀F ∈ Cc(RN ). (2.7)
Moreover, if ν0 is any c-finite positive Borel measure on R
N such that ν0
(
[a, b)
)
= ν
(
[a, b)
)
for all [a, b) as
above, then (2.7) is satisfied with ν0 in place of µ0; in particular, ν0 = µ0.
Let us now recall a result of Nilsson [Ni1] and explain its relation to our conjectural formula. With the
same notation as above, let µ = φ∗(dm) be a regular polynomial measure on R
N , where φ : Rn → RN
is a polynomial map given by φ(x) =
(
p1(x), . . . , pN (x)
)
, and dm is the Lebesgue measure on Rn. Given
λ ∈ R, λ > 0, we define a polynomial measure µλ on RN by µλ(A) = µ(λ−1 · A), for each Borel subset
A ⊆ RN . In particular, let P (x) =∑Nj=1 pj(x)2. If A = B1(0) is the unit ball around the origin in RN , then
µλ(B1(0)) = meas{x ∈ Rn
∣∣P (x) ≤ λ2}. We now state a result which is a special case of Theorem 1 in [Ni1];
the latter, in turn, is based on the results of [Ni2].
Theorem 2.11 (Nilsson). Let P (x) be a real polynomial on Rn such that P (x)→ +∞ as ||x|| → ∞, and set
G(λ) = meas
{
x ∈ Rn ∣∣P (x) ≤ λ}.
Then there exist positive reals c, C, α and a nonnegative integer β such that
C−1 · λα · (logλ)β ≤ G(λ) ≤ C · λα · (log λ)β for all λ > c.
It is clear that α and β are uniquely determined by the polynomial P (x). If P =
∑
j p
2
j is as above, and
α, β are as in the theorem, then we see that µλ(B1(0)) = O
(
λ2α · (logλ)β) as λ → +∞. But then, since
the Lebesgue measure is a doubling measure, we obtain that for every fixed R > 0, we have µλ(BR(0)) =
O
(
λ2α · (logλ)β) as λ→ +∞. So, the existence of a nonzero weak limit of λ−2α · (logλ)−β · µλ as λ→ +∞
is plausible, which explains part of the statements of our Conjectures 1 and 2.
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The final topic of the section is the decomposition of the invariant measure on the dual space of a Lie
algebra into an integral of the Kostant measures. Let g be an arbitrary finite dimensional nilpotent Lie
algebra over R, and g∗ its dual space, with the coadjoint action of the Lie group G = exp g. Let g∗/G denote
the space of coadjoint orbits, and ρ : g∗ → g∗/G the quotient map. Write M for the σ-algebra on g∗/G
defined by A ∈ M ⇐⇒ ρ−1(A) ⊆ g∗ is a Borel subset.
Proposition 2.12. Let µ be a positive Borel measure on g∗ which is invariant under the coadjoint action of
G. Then there exists a unique positive measure ν on M such that for every F ∈ Cc(g∗), we have∫
g∗
F (x) dµ(x) =
∫
g∗/G
dν(y) ·
∫
ρ−1(y)
F (x) dµy(x),
where µy is the Kostant measure corresponding to the coadjoint orbit ρ
−1(y) ⊂ g∗.
3. An inhomogeneous example
3.1. Application of the conjectural formula. In this section we consider in detail the two-dimensional
Schro¨dinger operator
H = − ∂
2
∂x21
−
(
∂
∂x2
+
√−1 · (x31/3− x1x2)
)2
with zero electric potential and magnetic tensor b(x) = x21 − x2. Note that b(x) is quasi-homogeneous, but
not homogeneous. Furthermore, b(x) vanishes along the parabola x2 = x
2
1 and, in particular, does not grow
at infinity in all directions (so the formula of Colin de Verdie`re is not applicable). However, the condition of
the criterion of [HM] is verified, so H has discrete spectrum. We wish to apply our conjecture to compute
the leading term of the asymptotics of N(λ,H) as λ→ +∞.
First we must decide if we are in the strong degeneration case or the intermediate degeneration case. To
that end, we consider the functions Φ∗, Ψ∗ given by (2.2), (1.6). In our situation they become
Φ∗(x) = |x21 − x2|1/2 + |2x1|1/2 + c1
and
Ψ∗(x) = |x21 − x2|1/2 + |2x1|1/3 + c2,
where c1, c2 are constants. We then have
G1(λ) = meas
{
x ∈ R2 ∣∣Φ∗(x) ≤ λ}
= meas
{
x ∈ R2 ∣∣ |x21 − x2|1/2 + |2x1|1/2 ≤ λ− c1}
=
1
3
· (λ− c1)4 ∼ λ4/3 as λ→ +∞
(the straightforward computation using Fubini’s theorem is omitted). Similarly,
G2(λ) = meas
{
x ∈ R2 ∣∣Ψ∗(x) ≤ λ}
= meas
{
x ∈ R2 ∣∣ |x21 − x2|1/2 + |2x1|1/3 ≤ λ− c2}
=
1
5
· (λ− c2)5 ∼ λ5/5 as λ→ +∞.
Thus, we are in the strong degeneration case.
Remark 3.1. In general, it will be difficult or impossible to obtain precise formulas for the functions G1(λ)
and G2(λ), such as above. However, it is usually not very hard to either prove an estimate showing that
G2(λ)/G1(λ)→∞ as λ→ +∞, or find limλ→+∞G2(λ)/G1(λ) in case the limit exists and is finite.
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Next we let g = gH be the Lie algebra associated to H , as in Section 2. Let us fix, once and for all, the
following basis of g:
L1 =
∂
∂x1
, L2 =
∂
∂x2
+
√−1 · (x31/3− x1x2), X = √−1 · (x21 − x2), Y = √−1 · x1, Z = √−1.
We use this basis to identify g∗ with R5; explicitly, the identification is given by
f 7→ (f(L1), f(L2), f(X), f(Y ), f(Z)).
Write h = spanR{X,Y, Z}, and define a linear functional f0 : g → R by f0(Lj) = 0 for j = 1, 2, and
f0(
√−1 ·P (x)) = P (0) for all √−1 ·P (x) ∈ h. It follows from Proposition 2.4 that the induced representation
ρf0,h coincides with the tautological representation of g (at least up to changing the action of L1 and L2, so
that H is replaced by a gauge-equivalent operator). In particular, ρf0,h is irreducible (by Theorem 2.1), so h
is a polarization of g at f0. Let Ω = G · f0 be the coadjoint orbit of f0 in g∗, and let µΩ be the corresponding
Kostant measure. From now on, to simplify notation, we will implicitly identify µΩ with its extension by
zero to all of g∗.
By Proposition 2.8, the orbit Ω is parameterized by the map ϕ : R4 → R5 ∼= g∗ given by ϕ(ξ, x) =
(ξ1, ξ2, x
2
1 − x2, x1, 1), and, moreover, we have
µΩ = (2π)
−2 · ϕ∗(dξdx).
(As usual, we write ξ = (ξ1, ξ2), dξ = dξ1dξ2, etc.) To apply our scaling construction, we fix F ∈ Cc(g∗) and
study the integrals ∫
R4
F
(
λ−1ξ1, λ
−1ξ2, λ
−1(x21 − x2), λ−1x1, λ−1
)
dξdx
for λ ≫ 0. Making the change of variables ξj = λξ′j , λ−1(x21 − x2) = x′1, λ−1x1 = x′2, the integral above
becomes
λ4 ·
∫
R4
F
(
ξ′1, ξ
′
2, x
′
1, x
′
2, λ
−1
)
dξ′dx′.
Now λ−1 → 0 as λ→ +∞, and, using Proposition 2.9, we find that there exists a weak limit
µ0 = lim
λ→+∞
λ−4 · µλ = (2π)−2 · ψ∗(dηdy),
where ψ : R4 → R5 ∼= g∗ is given by (η, y) 7→ (η1, η2, y1, y2, 0).
In particular, µ0 is supported on the annihilator a
⊥ ⊂ g∗, where a = R·Z is an ideal of g. Using Proposition
2.6, we pass from g to the quotient algebra g = g/a. Naturally, we use the following basis of g: L1, L2, X,
Y , where the bar denote the image of an element of g under the quotient map. The commutation relations
in g are determined by [L1, L2] = X, [L1, X] = Y , and all the other brackets are zero. Furthermore, we see
that µ0 is, up to the multiple (2π)
−2, just the Lebesgue measure on g∗. In particular, the set of elements
f ∈ g∗ that vanish on Y has measure zero with respect to µ0, and is also invariant under the coadjoint action
because Y is central in g. Therefore this set can be ignored in the subsequent computations.
Fix an element f ∈ g∗ such that f(Y ) 6= 0. It is clear that spanR{L2, X, Y } is a polarization of g at f .
Using Proposition 2.7, we see that the coadjoint orbit of f in g∗ is parameterized by the map
ϕf : R
2 → R4 ∼= g∗, (ζ, z) 7→ (ζ, f(L2) + zf(X) + z2f(Y ), f(X) + 2zf(Y ), f(Y )).
Moreover, by Proposition 2.8, the corresponding Kostant measure µf = µΩf is given by µf = (2π)
−1 ·(
ϕf
)
∗
(dζdz). Now we must find a convenient parameterization of the space Q that appears in our conjectures,
which, in this case, is g∗/G.
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Given a “generic” coadjoint orbit Θ ⊂ g∗ (i.e., one that does not meet Y ⊥), it follows from the previous
paragraph that there is a unique f ∈ Θ with f(X) = 0. Moreover, Θ is then determined uniquely by the
value f(L2). In other words, if we define a map
g∗ \ Y ⊥ → R× × R
by
f 7→
(
f(Y ), f(L2)− 3
4
· f(X)
2
f(Y )
)
,
then the fibers of this map are precisely the generic coadjoint orbits in g∗. In coordinate form, the map
is given by (z1, z2, z3, z4) 7→
(
z4, z2 − (3z23)/(4z4)
)
. This map clearly admits a smooth section given by
(a, b) 7→ (0, b, 0, a). Thus, we have identified Q with R× × R (up to a set of measure zero, which we have
ignored in the beginning).
Now the Kostant measure for the coadjoint orbit corresponding to the point (a, b) ∈ R× × R is given by
µ(a,b) = (2π)
−1 · (ϕ(a,b))∗(dζdz),
where ϕ(a,b) : (ζ, z) 7→ (ζ, az2 + b, 2az, a). To complete our construction, we must decompose the measure
µ0 as an integral of the measures µ(a,b) with respect to a certain measure ν on R
× ×R. More explicitly, this
means that we must find a measure ν such that, for every F ∈ Cc(R3 × R×), we have
(2π)−1
∫
R3×R×
F
(
ζ, az2 + b, 2az, a
)
dζ dz dν(a, b) = (2π)−2
∫
R3×R×
F (η1, η2, y1, y2) dη dy.
Using the change of variables ξ1 = ζ, ξ2 = az
2 + b, x1 = 2az, x2 = a, we see that the measure ν making the
above equation work is given by dν(a, b) = π−1 · |a| da db.
Finally, we plug the result into (2.1). Using Proposition 2.4 to find the image of −L21 − L
2
2 in the unitary
irreducible representations of G = exp g, we obtain the following result:
N(λ,H) ∼ 1
π
∫
R××R
|a| da db ·N
(
λ,− ∂
2
∂z2
+
(
az2 + b
)2)
, (3.1)
or equivalently, in the form which will appear naturally in the result of the direct variational argument at
the end of the section,
N(λ,H) ∼ 1
π
∫ ∞
0
da
∫ +∞
−∞
db ·N
(
λ,− d
2
dz2
+
(√
az2 + b
)2)
. (3.2)
Change the variables z 7→ λ−1/2z, ξ2 7→ λ1/2ξ2, a 7→ λ3/2a:
N(λ,H) ∼ κ(H)λ7/2, (3.3)
where
κ(H) =
1
π
∫ ∞
0
da
∫ +∞
−∞
db ·N
(
1,− d
2
dz2
+
(√
az2 + b
)2)
. (3.4)
The convergence of the integral (3.4) will be proved in Appendix B.
3.2. Verification of (3.3): the general outline. We modify the variational method of calculation of the
leading term of the spectral asymptotics applied to Scro¨dinger operators without magnetic fields in [L1] and
[L3], and Scro¨dinger operator in 2D, with homogeneous magnetic potentials, in [L4]. The proofs are based
on several standard variational lemmas; see, e.g., Appendix in [L2] for the list. We will construct open sets
Uj ⊂ U1j and non-negative functions ψj ∈ C1, j = 0,±1,±2, . . ., such that
∪jUj = Rn; (3.5)
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Uj ∩ Uk = ∅; (3.6)
∀ x ∈ Rn, card{j | x ∈ U1j} ≤ C; (3.7)
supp ψj ⊂ U1j; (3.8)
|∇ψj(x)|2 ≤ ǫΨ∗(x)2, (3.9)
where C, ǫ are independent of j, and ǫ is small, and∑
j
ψ2j (x) = 1, x ∈ Rn. (3.10)
Let ND(λ,A, U) stand for the counting function of the Dirichlet problem for an operator A on an open set
U . Since the open sets Uj do not intersect (pairwise), the standard variational argument gives an estimate
from below
N(λ;H(a) + V ) ≥
∑
j
ND(λ,H(a) + V, Uj). (3.11)
To derive a similar upper bound, we use the IMS-localization formula (see e.g. [CFKS])
H(a) + V =
∑
j
ψj(H(a) + V )ψj −
∑
j≥0
|∇ψj |2. (3.12)
Applying (3.9) and (3.7) to last term on the RHS, we obtain
H(a) + V ≥
∑
j
ψj(H(a) + V − Cǫ(Ψ∗)2)ψj . (3.13)
Employing the standard variational considerations, we derive from (3.13) and (3.8) an estimate from above
N(λ;H(a) + V ) ≤
∑
j
ND(λ,H(a) + V − Cǫ(Ψ∗)2, U1j). (3.14)
We will construct the partition of unity, depending on λ, so that ǫ = ǫ(λ) → +0 as λ → +∞. Then on the
strength of the lower bound obtained in [HM], [MN]:
H(a) + V ≥ c(Ψ∗)2, (3.15)
one should expect that the leading term of the asymptotics of the RHS in (3.14) will not change if the
error term Cǫ(Ψ∗)2 is omitted. Hence, the lower bound (3.11) and upper bound (3.14) may have the same
leading term of the asymptotics (which is necessary if we want to derive the leading term of the asymptotics of
N(λ,H(a)+V ) from (3.11) and (3.14)) provided the difference U1j \Uj is relatively small w.r.t. Uj . However,
(3.9) implies that this difference cannot be arbitrary small. Moreover, (3.9) prevents the sets Uj themselves
from being too small, which is desirable on the next step: the “freezing” of the electric and magnetic tensor
at a point xj ∈ Uj . Indeed, the larger the size of U1j , the larger is the error due to the freezing.
These general arguments explain that one should construct the partition of unity carefully, by taking into
account the competing requirements described above. The next general observation explains the difference
between non-degenerate cases (as in [CdV]), and degenerate ones, from the point of view of this scheme. If
Uj is close to the degeneration set, where Ψ0 := V
1/2+
∑
jk |bjk|1/2 is zero (call this set Σ), then one cannot
freeze V and B completely, and still have a small error; but one can freeze V and B in the directions tangent
to Σ. When convenient, one may freeze V and B in directions close to tangent ones. In the special case
which we consider in this section, Σ = {(x1, x2) | x21 = x2}, and in a vicinity of xj ∈ Σ, it is convenient to
freeze the dependence on x2. Notice also that in order to justify the freezing procedure, one has to work with
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the magnetic potential a, and not with the magnetic tensor only. This requires a careful choice of a gauge
transformation.
The final general remark is: if it is known (or anticipated) that one or the other term in (3.11) and/or
(3.14) does not contribute to the leading term of the asymptotics, then one may omit the corresponding term
in (3.11), and obtain a crude upper bound for the term in (3.14). In particular, from the classical results
for the Laplacian in a bounded domain, it follows that a ball U0 = B(0,M0) does not contribute to the
leading term of the asymptotics, if M0 =M0(λ) grows slower than any power of λ. (Here, B(y, r) denotes an
open ball of radius r centered at y.) We will use this observation when we construct the partition of unity.
Further, in all examples, which we considered, in the weak and intermediate degeneration cases, only the
Uj which are separated from Σ contribute to the leading term of the asymptotics; on the contrary, in the
strong degeneration case, only the Uj adjacent to Σ do. The same holds for many other classes of degenerate
operators (see [L1]-[L4]). Hence, in the former case, it suffices to obtain a crude estimate from above for
terms with Uj adjacent to Σ, and in the latter, for terms with Uj separated from Σ. In the special case which
we consider in this section, the degeneration is strong.
3.3. Construction of a partition of unity. We adopt the standard policy on constants: unless otherwise
stated, C, c, C1, c1, etc., denote positive constants (different at different stages of the proof), which can be
chosen the same for all λ and j, and the other parameters they can depend on. The dependence on n is
possible but n is fixed. (In fact, in our special case, n = 2, but we will use n since the scheme below works
in the general case as well.)
We will construct open sets Uj ⊂ U1j and functions χj , which enjoy the properties (3.5)-(3.9). In addition,
0 ≤ χj(x) ≤ 1, (3.16)
and
χj(x) = 1, x ∈ Uj . (3.17)
Then the functions
ψj =
χj
(
∑
k χ
2
k)
1/2
(3.18)
satisfy (3.8)-(3.10).
For large M and M0, denote by ΣM the intersection of the union of balls B(y,MΨ
∗(y)−1), over all y ∈ Σ,
with the set {x | ||x|| > M0}, and set Σ−M = Rn \ΣM ∪ U0. For the general scheme to work, it is convenient
that M tends to infinity with λ but slower than any power of λ or |x| provided the latter in not in U0; and
M0 should grow slower than any power of λ. For instance, M0 = M0(λ) = logλ and M = M(λ) = log logλ
will do. Notice that we will use the notation Σ±M not with the subscript ±M only but with ±CM or ±cM
as well. We will also need a function which grows slower than any power of M ; so we introduce M1 = logM .
The function χ0 is a “smoothed” indicator function of U0: we take µ ∈ C∞(R) such that µ(x) = 1, x ≤ 1,
µ(x) = 0, x ≥ 1, and set χ0(x) = µ(M−1/21 (|x|−M0)), U1,0 = B(0,M0+2M1/21 ). Next, we construct the sets
and functions such that Uj ⊂ Σ−M (we use negative subscripts for these functions), and finally, the sets and
functions such that Uj ⊂ ΣM (we use positive subscripts for these functions).
Set Ψ = Ψ∗ −Ψ0. The first useful observation is
Lemma 3.2. For any c > 0, there exist C, p > 0 such that for all x ∈ Σ−cM ,
Ψ(x) ≤ CM−pΨ0(x). (3.19)
Proof. In the case V (x) = 0, B(x) = x21 − x2, we have
Ψ∗(x) = |x21 − x2|1/2 + |2x1|1/3 + 1,
Ψ0(x) = |x21 − x2|1/2,
Ψ(x) = |2x1|1/3 + 1,
18 M. BOYARCHENKO AND S.Z. LEVENDORSKII
and for x ∈ Σ,
Ψ∗(x) = |2x1|1/3 + 1 = |22x2|1/6 + 1. (3.20)
Let x ∈ Σ−M . If |x1| ≤ 2x1/22 , then√
|x21 − x2| ≥
√
|x1| − x1/22
√
|x1|+ x1/22 ≥M1/2x−1/4+1/122 =M1/2x1/2 ≥M1/2(|x1|1/3 + 1)/2,
and if |x1| ≥ 2x1/22 , then |x21 − x2|1/2 ≥ |x1| ≥M2/30 (|x1|1/3 + 1)/2. 
Notice that if the degeneration is complicated, the verification of (3.19) may be more involved.
The estimate (3.19) being established, the proof of the next crucial lemma is the same in any dimension,
and for any (polynomial) V and B.
Lemma 3.3. For any c, C > 0, there exist C1, c1 > 0 such that if x ∈ Σ−cM , and |x − y| ≤ CM1Ψ0(x)−1,
then y ∈ Σ−c1M ,
Ψ0(x)(1 − C1M−p) ≤ Ψ0(y) ≤ Ψ0(x)(1 + C1M−p), (3.21)
and each of the functions bjk, V satisfies the estimate
|W (x)−W (y)| ≤ C1M−pΨ0(x)2. (3.22)
Proof. The Taylor formula gives
|W (x)−W (y)| ≤ C3
∑
|α|>0
|W (α)(x)|(M1Ψ0(x)−1)|α|,
and by definition of Ψ, for |α| > 0,
|W (α)(x)| ≤ Ψ(x)|α|+2.
Applying (3.19), and taking into account that M1 = logM , we obtain (3.22). The estimate (3.21) and
inclusion y ∈ Σ−c1M follow from (3.22). 
The estimate (3.21) implies that gx(z) =M
−2
1 Ψ0(x)
2|z|2 is a slowly varying metric on Σ−cM in the sense of
Section 18.4 of [H], uniformly in λ ≥ λ0: if |x− y| ≤M1Ψ0(x)−1, then gx(·)/C1 ≤ gy(·) ≤ C1gx(·). The proof
of Lemma 18.4.4 in [H] provides constants 0 < c1 < c2 ≤ 1, and for each λ, points xj ∈ Σ−M , j = −1,−2, . . .,
such that the balls Bj,c2 := B(x
j , c2M1Ψ0(x
j)−1) cover Σ−M , and the balls Bj,c1 do not intersect (pairwise).
Set U−1 = B−1,c2 , and for j ≤ −2, set Uj = Bj,c2 \ ∪j<k<0B¯k,c2‘. Then intersect with {x | |x| > M0} (which
is the interior of the complement to U0), and keep the same notation for the intersections. By construction,
for non-positive j 6= k, j, k ≤ 0, (3.6) holds.
For j ≤ −1, and a subset V of Uj, denote by Vc the 1−neighborhood of V in the metric c2Ψ0(xj)−2| · |2,
and introduce U1j = (Uj)M1/21
. From the properties of Bj,ck , k = 1, 2, and (3.21), we derive that there exist
C, c > 0 such that for all λ ≥ λ0 and j ≤ −1,
Σ−M ⊂ ∪j≤−1Uj ⊂ ∪j≤−1U1j ⊂ Σ−cM ; (3.23)
meas(U1j \ Uj)M1/21 ≤ CM
n−1/2
1 Ψ0(x
j)−n; (3.24)
∀ x ∈ Rn, card{j | x ∈ U1j} ≤ C; (3.25)
B(xj , cM1Ψ0(x
j)−1) ⊂ Uj ⊂ U1j ⊂ B(xj , CM1Ψ0(xj)−1). (3.26)
Fix χ ∈ C∞0 (B(0, 2)) such that 0 ≤ χ ≤ 1, χ(x) = 1 for |x| ≤ 1, and for α ∈ Zn and j ≤ −1, define
χ0j,α(x) = χ(2M
−1/2
1 Ψ0(x
j)x + α),
χj,α =
χ0j,α∑
β∈Zn χ0j,β
,
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and
χj =
∑
α:suppχj,α∩Uj 6=∅
χj,α. (3.27)
It is immediate from (3.23)–(3.26) that Uj, U1j and χj satisfy (3.6)–(3.8), (3.16), and (3.17). In addition,
|∂αχj | ≤ Cα(M1/21 Ψ0(xj))−|α|, ∀ α ∈ Zn+, (3.28)
where the constants C,Cα are independent of λ and j.
Now we construct χj , j ≥ 1. In the case under consideration, ΣM is a disjoint union of two sets; we denote
the one contained in the half-plane x1 > 0 by Σ
+
M , and the other one by Σ
−
M . The functions related to the
former will have odd subscripts, and the ones related to the latter—even subscripts. Clearly, the construction
is the same for both parts; we consider Σ+M . Change the variable z = x1−
√
x2; then Σ
+ becomes a coordinate
half-axis. Construct points xj ∈ Σ+ \ U0 and open intervals U0j ⊂ Σ+ \ U0, j = 1, 3, . . . , such that
U0j ∩ U0k = ∅, ∀ j 6= k; (3.29)
∪jU0j ⊃ Σ+ \ U0; (3.30)
B(xj , cM1Ψ
∗(xj)−1) ⊂ U0j ⊂ B(xj , CM1Ψ∗(xj)−1). (3.31)
Here B(a, r) denotes a ball in the manifold of degeneration Σ+ ⊂ {z = 0, x2 > 0}. For j ≥ 1, and a subset
V of Σ+ \ U0, denote by Vc the 1−neighborhood of V in the metric c2Ψ∗(xj)−2| · |2. Evidently,
∀ x2 ∈ Σ+ \ U0, card{j | x2 ∈ (U0j)M1/21 } ≤ C. (3.32)
Further, construct functions χ0j , j = 1, 3, . . . , which satisfy (3.16) and the following conditions
χ0j(x2) = 1, x2 ∈ U0j ; (3.33)
supp χ0j ⊂ (U0j)M1/21 ; (3.34)
∀ x2, card {j |x2 ∈ (U0j)M1/21 } ≤ C; (3.35)
|χ(s)0j | ≤ Cα(M1/21 Ψ∗(xj))−s, ∀ s ∈ Z+, (3.36)
where the constants C,Cα are independent of λ and j. In our 2D-example, dimΣ = 1, and the construction
of open sets U0j and functions χ0j is straightforward; if dimΣ > 1, one checks that the metricM
−2
1 Ψ
∗(x)2| · |2
is slowly varying on Σ \ U0, uniformly in λ ≥ λ0, and argues as in the construction of xj , Uj , j ≤ −1, above.
Set Uj = {(z, x2) | x2 ∈ U0j, |z| ≤ M/Ψ∗(xj)}, U1j = {(z, x2) | x2 ∈ (U0j)M1/21 , |z| ≤ 2M/Ψ
∗(xj)}.
Further, take µ ∈ C∞(R), µ(z) = 1, z ≤ 1, µ(z) = 0, z ≥ 1, and for j = 1, 3, . . . , set χj(z, z2) =
χ0j(x2)µ(M
−1/2
1 Ψ
∗(xj)(|z| −M)). Finally, repeat these constructions with Σ− and j = 2, 4, . . .. Clearly,
for j ≥ 1, (3.6)– (3.8), (3.16) and (3.17) hold, and an analog of (3.28) is
|∂αχj | ≤ Cα(M−1/21 Ψ∗(xj))|α|, ∀ α ∈ Zn+. (3.37)
Now it is clear that properties (3.5)– (3.8), (3.16) and (3.17) hold for all j ∈ Z, and that uniformly in j ∈ Z
and λ, (3.9) holds with ǫ = C1M
−1/2
1 . Applying (3.18), we finish the construction of open sets Uj ⊂ U1j and
functions ψj with properties (3.5)–(3.10); hence, we have bounds (3.11) and (3.14). In it easy to show that
there exist c, C1 > 0 such that
〈(H(a) + V − Cǫ(Ψ∗)u, u〉 ≥ c〈(−∆− C1Mp0 )u, u〉, u ∈ C∞0 (U0), (3.38)
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therefore from the classical estimate for the counting function of the Dirichlet Laplacian, we obtain a bound
ND(λ;H(a) + V − Cǫ(Ψ∗)2;U1j) ≤ C2M qλ2, (3.39)
where C2, q are independent of λ. Since M = logλ, (3.39) and (3.3) imply that the j = 0 terms in (3.11) and
(3.14) do not contribute to the leading term of the asymptotics.
3.4. Estimates for individual terms in (3.11) and (3.14), for j ≤ −1: the case of general V and
B. The proof is valid for the general case provided Lemma 3.2 and Lemma 3.3 have been proved already.
First, we make a gauge transformation used in [HM], [MN]. Set
axj (x) =
∑
α
(x − xj)α
α!(|α| + 2)(∂
αB)(xj) · (x − xj), (3.40)
and write V in the form
V (x) =
∑
α
(x− xj)α
α!
(∂αV )(xj). (3.41)
One easily checks that daxj = B, therefore there exists a gauge transformation u 7→ exp(−iφj)u such that
〈H(a)u, u〉 = 〈H(axj ) exp(−iφj)u, exp(−iφj)u〉, (3.42)
and so we may study the j ≤ −1-terms in (3.11) and (3.14) with axj instead of a. On U1j(⊃ Uj), the absolute
value of each term in (3.40) with |α| ≥ 1 admits an upper bound via
C(M
1/2
1 Ψ0(x
j)−1)|α|+1Ψ(xj)|α|+2;
using (3.19), we find an upper bound via M−11 Ψ
∗(xj). Similarly, on the same set, for each of the terms in
(3.41) with |α| ≥ 1, we obtain an upper bound via M−21 Ψ∗(xj)2.
Introduce a0xj (x) =
1
2B(x
j) · (x − xj), V 0xj (x) = V (xj), Hxj = H(a0xj ) + V 0xj , and label by ǫ, ǫ1, . . . , any
function of λ, which tends to 0 as λ→ +∞. Using the estimates for |α| ≥ 1 terms, which we just obtained,
and (3.15) and (3.21), we conclude that on C∞0 (U1j),
(1− ǫ1)Hxj ≤ H(a) + V − CǫΨ∗(x)2 ≤ H(a) + V ≤ Hxj(1 + ǫ1).
It follows that
ND(λ(1 − ǫ2);Hxj , Uj) ≤ ND(λ;H(a) + V, Uj), (3.43)
and
ND(λ;H(a) + V − CǫΨ∗(x)2, U1j) ≤ ND(λ(1 + ǫ2);Hxj , U1j). (3.44)
For j ≤ −1, Hxj is a Schro¨dinger operator with uniform magnetic potential and constant electric potential.
By using coverings of Uj and U1j by cubes of size M
1/2Ψ0(x
j)−1, repeating the proof of Theorem 3.1 in
[CdV], and using (3.24) and (3.26), we obtain the estimates
(1− ǫ3)measUj · νB(xj)(λ(1− ǫ3)− V (xj)) ≤ ND(λ(1 − ǫ2), Hxj , Uj), (3.45)
and
ND(λ(1 + ǫ2);Hxj , U1j) ≤ (1 + ǫ3)measUj νB(xj)(λ(1 + ǫ3)− V (xj)). (3.46)
It follows from (3.15) and (3.21) that there exists ǫ4 such that for all x ∈ U1j ,
νB(x)(λ(1 − ǫ4)− V (x)) ≤ νB(xj)(λ(1 ± ǫ2)− V (xj)) ≤ νB(x)(λ(1 + ǫ4)− V (x)),
therefore by gathering (3.43)-(3.46), we obtain the estimates
(1− ǫ3)
∫
Σ−M
νB(x)(λ(1− ǫ4)− V (x))dx ≤
∑
j≤−1
ND(λ,H(a) + V, Uj), (3.47)
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and ∑
j≤−1
ND(λ,H(a) + V, U1j) ≤ (1 + ǫ3)
∫
Σ−M
νB(x)(λ(1 + ǫ4)− V (x))dx. (3.48)
3.5. Estimate for the contribution of j ≤ −1-terms: the case V = 0, B(x) = x21 − x2. Since the
degeneration is strong (this can be guessed or deduced from the general conjectural formula as in §3.1), the
j ≤ −1 terms should not contribute to the leading term of the asymptotics, and therefore it suffices to obtain
a crude upper bound. In view of (3.3), it suffices to show that the RHS in (3.48) is o(λ7/2). We have
νB(x)(λ) = (2π)
−1|x21 − x2| · card{k | (2k + 1)|x21 − x2| < λ},
therefore ∑
j≤−1
ND(λ,H(a), U1j) ≤ CλmeasU(λ), (3.49)
where U(λ) = {x ∈ Σ−M , |x21 − x2| ≤ λ}. Thus, we need to show that measU(λ) = o(λ5/2). Clearly, the
measure of the part of U(λ) below the line x2 = 1 admits a bound via meas{x | x21 + |x2| < λ} ≤ Cλ3/2,
therefore it suffices to obtain an upper bound for the measure of the set V (λ) defined by the following
inequalities: x1 > 0, x2 > 1, |x1 − √x2| ≥ Mx−1/62 , |x2 − x21| ≤ λ. The last two inequalities taken together
imply that on V (λ), x1 +
√
x2 ≤ λM−1x1/62 , and therefore, x2 ≤ (λ/M)3.
V (λ) is the union of V1(λ) defined by x2 > 1, 0 < x1 <
√
x2 −Mx−1/62 , x2 − x21 ≤ λ, and V2(λ) defined by
x2 > 1, x1 >
√
x2 +Mx
−1/6
2 , x
2
1 − x2 ≤ λ. On V2(λ),
√
x2 +Mx
−1/6
2 ≤ x1 ≤
√
λ+ x2, therefore
measV2(λ) ≤
∫ (λ/M)3
1
dx2 · (
√
λ+ x2 −√x2) ≤ λ3/2 + λ
∫ (λ/M)3
λ
dx2 · x−1/22 ≤ CM−3/2λ5/2,
which is o(λ5/2). On V1(λ),
√
x2 − λ < x1 < √x2 − Mx−1/62 , and essentially the same calculations give
measV1(λ) = o(λ
5/2) as well.
3.6. Estimates for individual terms in (3.11) and (3.14), for j ≥ 1. Now Lemma 3.20 is no longer
available, and we cannot freeze V and B at x = xj . However, we can freeze the coordinate along Σ. In the
case under consideration, V = 0, and we may assume that a1(x) = 0, a2(x) = x
3
1/3− x1x2. By applying the
Taylor formula at xj = (y1, y2) ∈ Σ+M , we obtain
x31/3− x1x2 = a21(x) + a22(x) + axj(x),
where a21(x) := y
3
1/3− y1y2 − y1(x2 − y2) can be gauged away, a22(x) := −(x1 − y1)(x2 − y2)/2 is small on
U1j:
|a22(x)| ≤ CM(1 + y1/62 )−1M1(1 + y1/62 )−1 = O(M−∞1 ),
and axj (x) := y1(x1 − y1)2 = y1/22 (x1 − y1/22 )2. Denote Dj = −i∂/∂xj, and introduce
Hxj = H(axj ) = D
2
1 + (D2 + y
1/2
2 (x1 − y1/22 )2)2 = D2z + (Dx2 + y1/22 z2)2.
We have (3.43) and (3.44) with V = 0. In (z, x2) coordinates, Uj = (−MΨ∗(xj)−1,MΨ∗(xj)−1)× U0j, and
U1j = (−2MΨ∗(xj)−1, 2MΨ∗(xj)−1)× (U0j)M1/21 , therefore,
ND(λ(1 + ǫ2);Hxj , U1j) ≤ ND(λ(1 + ǫ2);Hxj ,R× (U0j)M1/21 ). (3.50)
The operator on the RHS can be realized as the operator on (U0j)M1/21
, with the constant operator-valued
symbol, and the same arguments as in the case of Schro¨dinger operators without magnetic potential used in
22 M. BOYARCHENKO AND S.Z. LEVENDORSKII
[L1], [L3], and for 2D-Schro¨dinger operators with homogeneous potentials in [L4], show that the RHS admits
an upper bound
ND(λ(1+ǫ2);Hxj ,R×(U0j)M1/21 ) ≤ (2π)
−1(1+ǫ)
∫
(U0j)
M
1/2
1
dx2
∫
R
dξ2N(λ(1+ǫ), D
2
z+(η2+y
1/2
2 z
2)2). (3.51)
Since meas((U0j)M1/21
\U0j) = o(measU0j), we may replace the integration over (U0j)M1/21 with the one over
U0j (and change the ǫ in front of the integral). Further, on U0j , |x2 − y2| ≤ MΨ∗(xj)−1 is small, therefore
we may replace y2 with x2 (and change the ǫ in the integrand). After that we sum up all the terms j ≥ 1,
and taking into account the symmetry of B(x) and Σ, derive from (3.44), (3.50), and (3.51)
∑
j≥1
ND(λ;H(a) + V − CǫΨ∗(x)2, U1j) ≤ 1 + ǫ
π
∫ ∞
M0
dx2
∫
R
dξ2N(λ(1 + ǫ), D
2
z + (η2 + x
1/2
2 z
2)2). (3.52)
We replaceM0 with 0 (the inequality remains valid, of course), and change the variables z 7→ (λ(1+ǫ))−1/2z,
ξ2 7→ (λ(1 + ǫ))1/2ξ2, x2 7→ (λ(1 + ǫ))3x2; the RHS becomes κ(H)λ7/2(1 + ǫ))9/2, where κ(H) is given by
(3.4). Since the sum of the terms with the labels j ≤ 0 grows slower than λ7/2, we conclude that
N(λ,H) ≤ (1 + ǫ)κ(H)λ7/2 (3.53)
(with a new ǫ.) To finish the proof of (3.3), we need to obtain a lower bound of the form
N(λ,H) ≥ (1− ǫ)κ(H)λ7/2. (3.54)
Construct a partition of unity φ21+φ
2
2 = 1 on R with properties 0 ≤ φj ≤ 1, φ1(z) = 1 for |z| ≤M/(2Ψ∗(xj)),
φ2(z) = 1 for |z| ≥ M/(Ψ∗(xj)), and |φ′j(z)| ≤ CM−1/Ψ∗(xj). If ǫ2 decays slower than ǫ1 and any negative
power of M1, then we can use this partition of unity to obtain an upper bound
ND(λ(1−ǫ3);Hxj ,R×U0j) ≤ ND(λ(1−ǫ2);Hxj , Uj)+ND(λ(1−ǫ2);Hxj , {|z| ≥M/(2Ψ∗(xj))}×U0j). (3.55)
Similarly to (3.52), we derive
∑
j≥1
ND(λ(1 − ǫ3);Hxj ,R× U0j) ≥
1− ǫ4
π
∫ ∞
M0
dx2
∫
R
dξ2 ·N(λ(1− ǫ4), D2z + (ξ2 + x1/2z2)2). (3.56)
At the end of the section, we show that∑
j≥1
ND(λ(1 − ǫ3);Hxj , {|z| ≥M/(2Ψ∗(xj))} × U0j) = o(λ7/2), (3.57)
and the argument used to derive (3.3) from (3.2) and prove the convergence of the integral (3.4), give∫ M0
0
dx2
∫
R
dξ2 ·N(λ;D2z + (ξ2 + x1/22 z2)2) = o(λ7/2). (3.58)
Estimates (3.55)–(3.58) taken together give an estimate from below
∑
j≥1
ND(λ(1 − ǫ2);Hxj , Uj) ≥ 1− ǫ4
π
∫ ∞
0
dx2
∫
R
dξ2 ·N(λ(1 − ǫ4), D2z + (ξ2 + x1/22 z2)2) + o(λ7/2). (3.59)
Changing the variables z 7→ (λ(1 − ǫ4))−1/2z, ξ2 7→ (λ(1− ǫ4))1/2ξ2, x2 7→ (λ(1− ǫ4))3x2, we obtain (3.54).
The proof of (3.3) is complete.
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3.7. Proof of (3.57). Hxj is a Schro¨dinger operator with magnetic tensor 2y
1/2
2 z (and V = 0), where y2
is a constant (the second coordinate of the fixed point xj). For this operator, Ψ0(z, x2) = |2y1/22 z|1/2, and
Ψ(z, x2) = |2y1/22 |1/3 + 1. On the set {|z| ≥M/(2Ψ∗(xj))} × U0j , we have |z| ≥ cMy−1/62 ; therefore
Ψ0(z, x2)/Ψ(z, x2) ≥ c2y1/12|z|1/2 ≥ c3M1/2,
whence we can repeat the argument used in §3.3 and §3.4 for the localization of H(a)+V on Σ−M and derive
an upper bound of the form
ND(λ(1 − ǫ3);Hxj , {|z| ≥M/(2Ψ∗(xj))} × U0j) ≤ Cmeas U1j
∫ ∫
|z|≥cMy
−1/6
2
ν
2y
1/2
2 z
(λ)dzdy2.
Clearly, ν
2y
1/2
2 z
(λ) = 2y
1/2
2 |z| · #{k | (2k + 1)2y1/22 |z| < λ} is bounded, and vanishes unless c2My−1/62 /2 ≤
|z| ≤ λy−1/22 . Summing w.r.t. j ≥ 1, we obtain that the LHS in (3.57) admits an upper bound via the
measure of the set {(z, y2) | y2 > 1, c2My−1/62 ≤ |z| ≤ λy−1/22 }. It is easy to see that this measure is
O((λ/M)3) = o(λ7/2).
4. Classical formulas
4.1. The classical Weyl formula. In this subsection we consider a Schro¨dinger operator H = H(0) + V
with zero magnetic potential and quasi-homogeneous weakly degenerate electric potential V (x). We aim at
the following result.
Proposition 4.1. Assume that V (x) ≥ 0 is a quasi-homogeneous polynomial, and that the integral on the
RHS of the classical Weyl formula (1.2) converges. Then the formula for the leading term of the asymptotics
of N(λ,H) provided by our conjecture coincides with the classical Weyl formula.
We begin the proof of Proposition 4.1 with some general estimates that will also be useful for us later.
Observe that Fubini’s theorem easily implies that
meas
{
(ξ, x) ∈ R2n ∣∣ ||ξ||2 + V (x) ≤ λ} <∞ for all λ > 0
if and only if
meas
{
x ∈ Rn ∣∣V (x) ≤ λ} <∞ for all λ > 0.
Now suppose V (x) is quasi-homogeneous of weight γ = (γ1, . . . , γn), γj ∈ Q, γj > 0. Introduce the “quasi-
dilation” δλ : R
n → Rn,
δλ : x = (x1, . . . , xn) 7−→
(
λγ1x1, . . . , λ
γnxn
)
.
Thus V (δλx) = λ · V (x) for all λ > 0, x ∈ Rn.
Lemma 4.2. If α = (α1, . . . , αn), αj ∈ Z, αj ≥ 0, then
(∂αV )(δλx) =
{
λ1−〈α,γ〉 · ∂αV (x) if 〈α, γ〉 ≤ 1,
0 if 〈α, γ〉 > 1,
where 〈α, γ〉 = α1γ1 + · · ·αnγn.
Proof. This follows by induction on |α| = α1 + . . . + αn, observing that if P (x) is a polynomial such that
P (δλx) = λ
β · P (x) for some β > 0, then
∂P
∂xj
(δλx) = λ
−γj · ∂
∂xj
(
P (δλx)
)
= λβ−γj · ∂P
∂xj
(x).

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Lemma 4.3. Let P (x), Q(x) ≥ 0 be measurable functions on Rn, finite almost everywhere, such that
meas{P (x) ≤ λ} and meas{Q(x) ≤ λ} are finite for each λ > 0. Fix γ = (γ1, . . . , γn), γj ∈ R, γj > 0,
and define the quasi-dilation δλ as before. Assume that there exist constants 0 < ǫ < 1 and C > 0 such that
P (δλx) = λ · P (x) and Q(δλx) ≤ Cλǫ ·Q(x) for all x ∈ Rn. Then
meas{P (x) +Q(x) ≤ λ} ∼ meas{P (x) ≤ λ} = λ|γ| ·meas{P (x) ≤ 1} as λ→ +∞,
where |γ| = γ1 + · · ·+ γn.
The proof is given in Appendix B.
Corollary 4.4. Let V ≥ 0 satisfy the assumptions of Proposition 4.1. Introduce the functions Φ∗(x), Ψ∗(x)
as in Section 2:
Φ∗(x) =
∑
α≥0
|∂αV (x)|1/2, Ψ∗(x) =
∑
α≥0
|∂αV (x)|1/(2+|α|).
Then
lim
λ→+∞
meas{Φ∗(x) ≤ λ}
meas{V (x)1/2 ≤ λ} = 1 = limλ→+∞
meas{Ψ∗(x) ≤ λ}
meas{V (x)1/2 ≤ λ} .
Proof. Define
Φ(x) =
∑
α>0
|∂αV (x)|1/2, Ψ(x) =
∑
α>0
|∂αV (x)|1/(2+|α|).
If ǫ = max1≤j≤n{1− γj} < 1, then by Lemma 4.2, we have
Φ
(
δλ2x
) ≤ λǫ · Φ(x) and Ψ(δλ2x) ≤ λǫ ·Ψ(x)
for all λ > 1, and since V
(
δλ2x
)1/2
= λ · V (x)1/2, Lemma 4.3 applies. 
We see that we are in case (b) of Conjecture 2. Moreover, the normalizing factor G2(λ)/G1(λ) is asymp-
totically equal to 1. It remains to compute the quotient measure µ0. The first step here is very similar to
the first step in the computation presented in §3.1.
Let g be the Lie algebra associated to the operator H = −∆ + V . Choose a basis P1(x), . . . , PK(x)
of the vector space spanned by all mixed partial derivatives (of all orders) of V (x), not including V (x)
itself. Then we obtain a basis
{
L1, . . . , Ln, v, p1, . . . , pK
}
of g such that the tautological representation of g
maps Lj 7→ ∂/∂xj, v 7→
√−1 · V (x), pk 7→
√−1 · Pk(x). As in §3.1, we use this basis to identify g∗ with
Rn+K+1. Write h = spanR
{
v, p1, . . . , pK
} ⊂ g, and define a linear functional f0 : g → R by f0(Lj) = 0
(1 ≤ j ≤ n), f0(v) = V (0) = 0, f0(pk) = Pk(0) (1 ≤ k ≤ K). It follows from Proposition 2.4 that the induced
representation ρf0,h coincides with the tautological representation of g (at least up to changing the action
of L1 and L2, so that H is replaced by a gauge-equivalent operator). In particular, ρf0,h is irreducible (by
Theorem 2.1), so h is a polarization of g at f0. Let Ω = G · f0 be the coadjoint orbit of f0 in g∗, and let µΩ
be the corresponding Kostant measure. Again, to simplify notation, we will implicitly identify µΩ with its
extension by zero to all of g∗.
By Proposition 2.8, the orbit Ω is parameterized by the map ϕ : R2n → Rn+K+1 ∼= g∗, (ξ, x) 7→(
ξ1, . . . , ξn, V (x), P1(x), . . . , PK(x)
)
, and, moreover, we have µΩ = (2π)
−n · ϕ∗(dξdx). To find µ0, we fix
F ∈ Cc(g∗) and consider the integral∫
R2n
F
(
λ−1ξ1, . . . , λ
−1ξn, λ
−1V (x), λ−1P1(x), . . . , λ
−1PK(x)
)
dξdx.
The change of variables ξ = λξ′, x = δλx
′ transforms the integral into
λn+|γ| ·
∫
R2n
F
(
ξ′1, . . . , ξ
′
n, V (x
′), λ−1P1(δλx
′), . . . , λ−1PK(δλx
′)
)
dξ′dx′.
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By assumption, meas{x′ ∈ Rn∣∣V (x′) ≤ λ} is finite for every λ > 0. Now Fubini’s theorem implies that for
every compact subset K ⊂ Rn+1, we have
meas
{
(ξ′, x′) ∈ R2n ∣∣ (ξ′, V (x′)) ∈ K} <∞.
On the other hand, for a fixed x′ ∈ Rn, we have λ−1Pk(δλx′) → 0 as λ → +∞ by Lemma 4.2. Thus
Proposition 2.9 applies, and we see that there exists a weak limit
µ0 = lim
λ→+∞
λ−(n+|γ|) · µλ,
given by ∫
g∗
F dµ0 = (2π)
−n ·
∫
R2n
F
(
ξ′1, . . . , ξ
′
n, V (x
′), 0, . . . , 0
)
dξdx (4.1)
for every F ∈ Cc(g∗). In particular, µ0 is supported on the annihilator a⊥ ⊂ g∗ of the ideal
a = spanR{p1, . . . , pK} ⊂ g.
But g/a is clearly abelian, so all unitary irreducible representations of the corresponding Lie group exp(g/a)
are 1-dimensional and are obtained by exponentiating linear functionals on g/a. Given f ∈ a⊥ ∼= (g/a)∗, the
image of H◦ = −(L21+ · · ·+L2n)−
√−1 · v ∈ U(g)C under the representation corresponding to f is the scalar
f(L1)
2 + . . .+ f(Ln)
2 + f(v). Thus we see that our conjecture produces the following formula:
N(λ,H) ∼ (2π)−n ·meas{(ξ′, x′) ∈ R2n ∣∣ ||ξ′||2 + V (x′) ≤ λ} as λ→ +∞,
which coincides with the classical Weyl formula (1.2).
Remark 4.5. We can now justify the remark of §1.4 of the Introduction. Indeed, note that the measure µ0
given by (4.1) can also be obtained simply by taking the pushforward of the canonical measure µΩ with
respect to the projection g∗ → g∗ induced by the map g → g taking Lj 7→ Lj , v 7→ v and pk 7→ 0 for
1 ≤ k ≤ K. Furthermore, if we simply apply Conjecture 1 (i.e., formula (2.1)) with the normalization factor
κ equal to 1, then we immediately recover Weyl’s formula. Also, this “derivation” of Weyl’s formula does not
rely on the assumption that V is quasi-homogeneous. On the other hand, the computation presented above
(via the scaling construction) uses the quasi-homogeneity assumption in an essential way.
4.2. Colin de Verdie`re’s formula. In this subsection we consider a Schro¨dinger operator H = H(a) with
zero electric potential and polynomial magnetic tensor B(x) =
[
bjk(x)
]n
j,k=1
such that ||B(x)|| → ∞ as
||x|| → ∞. We suppose that B is quasi-homogeneous of weight γ = (γ1, . . . , γn) and use the notation δλ in
the same way as was done in §4.1. Our goal is to show that the formula provided by our conjecture coincides
with the formula (1.5) of Colin de Verdie`re (see also [CdV], The´ore`me 4.1).
We begin by observing that since ||B(x)|| → ∞ as ||x|| → ∞, we have, a fortiori, meas{∑j,k |bjk(x)|1/2 ≤
λ
}
< ∞ for all λ > 0, and therefore the same type of argument as in §4.1 above applies. Thus we are
in case (b) of Conjecture 2 (in fact, there is no degeneration at all), and, moreover, the normalizing factor
G2(λ)/G1(λ) is asymptotically equal to 1.
Next, let g be the Lie algebra corresponding to H . We have the elements Lj = ∂/∂xj +
√−1 · aj(x) ∈ g.
We will denote by Bjk the elements of g that map to
√−1 · bjk(x) under the tautological representation of g.
We also choose a basis P1(x), . . . , PK(x) of the space of polynomials spanned by all mixed partial derivatives
of all nonzero orders of all the bjk(x), and we let pk ∈ g denote the element mapping to
√−1 · Pk(x) under
the tautological representation of g. As before, up to replacing H with a gauge equivalent Schro¨dinger
operator, the tautological representation of g lifts to a unitary irreducible representation of G = exp g, which
corresponds to the coadjoint orbit Ω ⊂ g∗ parameterized by the map ϕ : R2n → g∗ defined by
ϕ(ξ, x)(Lj) = ξj , ϕ(ξ, x)(Bjk) = bjk(x), ϕ(ξ, x)(pk) = Pk(x).
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Note that the polynomials bjk(x) are not linearly independent, so that {L1, . . . , Ln, Bjk, pk} spans g but is
not a basis of g. Still, the formula above is meaningful and correct. Moreover, the canonical measure µΩ is
given by
µΩ = (2π)
−n · ϕ∗(dξdx).
Now, using quasi-homogeneity as in §4.1, we see that there exists a weak limit
µ0 = lim
λ→+∞
λ−n−|γ| · µλ = (2π)−n · ψ∗(dξdx),
where ψ : R2n → g∗ is defined by
ψ(ξ, x)(Lj) = ξj , ψ(ξ, x)(Bjk) = bjk(x), ψ(ξ, x)(pk) = 0.
In particular, µ0 is supported on the annihilator a
⊥ of the ideal a ⊂ g spanned by p1, . . . , pK . Let g = g/a,
and let Lj , Bjk denote the images of the elements Lj, Bjk in g. Thus [Lj , Lk] = Bjk in g, and the elements
Bjk are central in g.
Remark 4.6. As in Remark 4.5, we note that the measure µ0 could have been obtained from the canonical
measure µΩ as the pushforward with respect to a suitable projection map g
∗ → a⊥. The computation of the
“quotient measure” ν presented below does not make use of the quasi-homogeneity assumption. In fact, if
we take Q = suppµ0/G, then (1.10) becomes precisely the formula of Colin de Verdie`re (1.5).
The rest of the computation is based on the following two lemmas. The proof of Lemma 4.7 is a simple
exercise in linear algebra, and the proof of Lemma 4.8 is a straightforward application of Fubini’s theorem.
Therefore both proofs are omitted.
Lemma 4.7. Let O(n,R) denote the Lie group of orthogonal n × n matrices over R, and let o(n,R) be its
Lie algebra, i.e., the space of all skew-symmetric n×n matrices over R. Then there exists a measurable map
C : o(n,R) −→ O(n,R)
such that for every B ∈ o(n,R), the matrix C(B) ·B ·C(B)T is block-diagonal, with r blocks along the diagonal
of the form
(
0 bj
−bj 0
)
, where b1 ≥ b2 ≥ · · · ≥ br > 0, and which has all the other elements equal to 0.
Lemma 4.8. Let r, d ≥ 1 be integers, and let b1, . . . , br > 0 be fixed real numbers. Then we have∫
Rd
#
{
m1, . . . ,mr ∈ Z+
∣∣ r∑
j=1
(2mj + 1)bj ≤ λ− ||ξ||2
}
dξ = |vd| ·
∑
mj≥0
(
λ−
r∑
j=1
(2mj + 1)bj
)d/2
+
.
Let 2r be the maximal possible rank of B(x), as x runs through all of Rn. The set of points x ∈ Rn
where B(x) has rank less than 2r is defined by a collection of polynomial equations, and hence has Lebesgue
measure 0. Thus it can be ignored both in our conjectural asymptotic formula, and in the formula of Colin
de Verdiere. Put U = {x ∈ Rn ∣∣ rankB(x) = 2r}. For each x ∈ U , we let b1(x) ≥ · · · ≥ br(x) > 0
denote the positive eigenvalues of
√−1 · B(x). Also, let C be the measurable map provided by Lemma 4.7,
and set L = spanR{L1, . . . , Ln} ⊂ g. For every point x ∈ U , we have a basis {L′k(x)}nk=1 of L defined by
L′k(x) =
∑n
j=1 pkj(x)Lj , where pkj(x) are the entries of the matrix C(B(x)). Thus we can define a new map
ψ′ : R2n → g∗ by
ψ′(ξ, x)(L′j(x)) = ξj , ψ
′(ξ, x)(Bjk) = bjk(x), ψ
′(ξ, x)(pk) = 0.
Note that ψ′ is no longer a polynomial map, but it is still measurable. Since the matrix C(B(x)) is orthogonal,
it is easy to check that µ0 = (2π)
−n · ψ′∗(dξdx), and also L′1(x)2 + · · ·+ L′n(x)2 = L21 + · · ·+ L2n in U(g) for
all x ∈ U .
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By abuse of notation, we view ψ′ as a map R2n → g∗, where g = g/a is defined as above. Given ξ ∈ Rn,
let us write ξ′ = (ξ1, . . . , ξ2r) and ξ
′′ = (ξ2r+1, . . . , ξn). It is easy to check, using the definition of ψ
′
and Propositions 2.7 and 2.8 that, for fixed ξ′′ ∈ Rn−2r and x ∈ U , the map ψξ′′,x : R2r → g∗ defined by
ψξ′′,x(ξ
′) = ψ′(ξ′, ξ′′, x) parameterizes a single coadjoint orbit Θξ′′,x ⊂ g∗ whose associated canonical measure
µξ′′,x is given by
µξ′′,x = (2π)
−r · b1(x)−1 · · · br(x)−1 ·
(
ψξ′′,x
)
∗
(dξ1 · · · dξ2r).
Now it is clear that as the quotient measure space (Q, ν) we can take Q = Rn−2r × U and
ν(ξ′′, x) = b1(x) · · · br(x) · dξ2r+1 · · · dξndx1 · · · dxn.
Moreover, the representation of g corresponding to the orbit Θξ′′,x can be realized in L
2(Rr) in such a way
that Lj 7→ ∂∂yj for 1 ≤ j ≤ r, Lj 7→
√−1 · bj(x) · yj for r+1 ≤ j ≤ 2r, and Lj 7→
√−1 · ξj for 2r+1 ≤ j ≤ n.
The rest follows immediately from Lemma 4.8 and the formula
σ

−∆y + r∑
j=1
b2jy
2
j + ||ξ′′||2

 =


r∑
j=1
(2mj + 1)bj + ||ξ′′||2
∣∣∣m1, . . . ,mr ∈ Z+


which is straightforward from the well-known formula for the spectrum of the 1D Schro¨dinger operator
corresponding to the harmonic oscillator.
4.3. Weak and Intermediate Degeneration Cases: A General Theorem. For U ⊂ Rn, define
G(λ,Ψ∗, U) by (1.9), and set
F (λ, a, V, U) =
∫
U
νB(x)(λ− V (x))dx. (4.2)
For d >> 1, define W−d =
{
x | Ψ(x) ≤ d−1Ψ∗(x)}, Wd = Rn \W−d. The next theorem states that if for
large d, the sets Wd are relatively small in a certain sense, then the classical Weyl formula (when there is
no magnetic field) or Colin de Verdie`re’s formula hold but with the integration over W−d, where d is a fixed
positive number.
Theorem 4.9. Let (1.7) hold, and let there exist a function M → +∞ as λ→ +∞, such that for any C > 0,
G(Cλ,Ψ∗,WM ) = o(G(λ,Ψ
∗,Rn)) as λ→ +∞. (4.3)
Then
(a) there exists a function ǫ = ǫ(λ)→ 0 as λ→ +∞ such that for any d > 0,
(1− ǫ)F (λ(1 − ǫ), a, V,W−d) ≤ N(λ,H(a) + V ) ≤ (1 + ǫ)F (λ(1 + ǫ), a, V,W−d); (4.4)
(b) if, in addition, for any ǫ = ǫ(λ)→ 0 as λ→ +∞,
F (λ(1 + ǫ), a, V,W−d) ∼ F (λ, a, V,W−d), as λ→ +∞, (4.5)
then
N(λ,H(a) + V ) ∼ F (λ, a, V,W−d) as λ→ +∞. (4.6)
Proof. As M → +∞, the set W−M satisfies the crucial condition (3.19) for Σ−M , which was needed to
construct sets Uj , U1j and functions χj , j ≤ −1 (see (3.27)) satisfying properties (3.6)-(3.9), and (3.16)-
(3.17). Set χ0 = 1 −
∑
j≤−1 χj , and define ψj = χj/
∑
j≤0 χ
2
j , U0 = {x | χ0(x) > 0}, U1,0 = WCM , where
C > 0 sufficiently large so that suppχ0 ⊂ WCM (if WM = ∅ for large M , this step is not needed, and only
j ≤ −1 are involved). Then all the conditions (3.5)-(3.10) are satisfied, and we have the estimates (3.11) and
(3.14) for N(λ;H(a) +V ). The j ≤ −1 terms are treated exactly as §3.4, and we derive estimates (3.47) and
(3.48). In view of (4.3), to finish the proof, it suffices to shaw that there exist constants C,C1, C2 such that
ND(λ;H(a) + V,WM ) ≤ C ·G(C1λ,Ψ∗,WC2M ). (4.7)
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With Rn in place of WM and WC2M , this is the estimate obtained in [MN]. Since the proof in [MN] is
obtained by using an appropriate partition of unity, it can be used to derive (4.7), and we are done. 
If the potentials are quasi-homogeneous, and Ψ0 has no zero outside the origin, then for large d, Ud = ∅
(hence, (4.3) holds). Due to the quasi-homogeneity, F (λ, a, V,Rn) is of the form const · λp, hence (4.5) is
satisfied, and (4.6) gives
N(λ,H(a) + V ) ∼ F (λ, a, V,Rn) as λ→ +∞. (4.8)
In particular, we recover the classical Weyl formula or Colin de Verdie`re’s formula (for no degeneration case).
If Ψ0 has zeroes outside the origin, we apply the following result, whose proof is given in Appendix B.
Lemma 4.10. Let V (x) and B(x) be quasi-homogeneous of the same weight γ = (γ1, . . . , γn). Assume also
that
meas
{
(ξ, x) ∈ R2n ∣∣Ψ0(x)2 + ||ξ||2 ≤ λ} <∞ ∀λ > 0. (4.9)
Then
meas
{
Ψ0(x)
2 + ||ξ||2 ≤ λ} ∼ meas{Ψ∗(x)2 + ||ξ||2 ≤ λ} as λ→ +∞, (4.10)
and (4.3) holds.
Theorem 4.11. Let V be quasi-homogeneous, a = 0, and (4.9) hold.
Then the classical Weyl formula holds.
Proof. Under assumptions of the theorem, the conclusion of Lemma 4.10 holds, and from Theorem 4.9, we
know that the estimate (4.4) holds as well. If V is non-degenerate, then W−d = R
n, and since there exist
κ(V ) and p > 0 such that F (λ; 0, V,Rn) ∼ κ(V )λp, the estimate (4.4) gives the classical Weyl formula. If
V is degenerate, we notice that if δ → 0 sufficiently slowly, and C is sufficiently large, then outside a ball
B(0, C/ǫ), the δλ-invariant ǫ-neighborhood of the degeneration set Σ, call it CWǫ, will contain Wd. Hence,
F (λ; 0, V,Wd) ≤ F (λ; 0, V, CWǫ) + O(ǫ−1λn) as ǫ → 0, uniformly in λ > 1 . But F (λ; 0, V, CWǫ) = o(λp).
Hence, on the LHS and RHS of (4.4), we may replace W−d with R
n, and add o(λp). After that, the classical
Weyl formula is immediate. 
5. Examples of Schro¨dinger operators with degenerate homogeneous potentials
5.1. An example with strong degeneration. We consider a 2-dimensional Schro¨dinger operator with zero
electric potential and magnetic tensor b(x) = b12(x) = x
k
1x
l
2, where k > l ≥ 1 (the case k = l is considered in
§5.2, and leads to substantially different computations). The corresponding Lie algebra g has a natural basis
of the form
{L1, L2} ∪ {L(ij)}0≤i≤k, 0≤j≤l,
where, in the tautological representation of g, we have:
L1 7→ ∂
∂x1
+
√−1 · a1(x), L2 7→ ∂
∂x2
+
√−1 · a2(x),
∂a2
∂x1
− ∂a1
∂x2
= xk1x
l
2, L
(ij) 7→ √−1 · xi1xj2.
(Since this is a faithful representation, these formulas determine the commutation relations between the basis
elements L1, L2, L
(ij) of g.) Our Schro¨dinger operator is the image of the element H◦ = −L21 − L22 ∈ U(g)C
under this representation. As usual, we assume that the tautological representation of g lifts to a unitary
irreducible representation of G = exp g, and we write Ω ⊂ g∗ for the corresponding coadjoint orbit, and µΩ
for its canonical measure, extended by zero to a measure on g∗. Our goal is the following
Proposition 5.1. We have an asymptotic formula
N(λ,H) ∼ 1
π
· λ(l+k+2)/2l ·
∫ +∞
0
dx2
∫ +∞
−∞
dξ2N
(
1,− d
2
dy2
+
(
xl2 ·
yk+1
k + 1
+ ξ2
)2)
as λ→ +∞. (5.1)
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The direct variational proof of (5.1) is an evident modification of the proof in Section 3. The goal of this
subsection is to derive Proposition 5.1 from Conjecture 2. We leave it to the reader to check that H exhibits
strong degeneration, so that we are in case (a) of Conjecture 2. The computations are rather straightforward,
and are easier, for example, than the ones involved in Lemma 5.3 below whose detailed proof is given in
Appendix B.
In what follows, the notation will become quite messy. To simplify it a little bit, we choose an ordering of
our basis of g as follows:
L1, L2, L
(k,l), L(k−1,l), . . . , L(1,l), L(0,l),
L(k,l−1), . . . , L(0,l−1), . . . , L(k,0), . . . , L(0,0).
Using this ordering, we identify g∗ with R2+(k+1)(l+1). This particular identification will be used throughout
our computation.
It follows from Propositions 2.7 and 2.8 that the orbit Ω is parameterized by the map ϕ : R4 →
R2+(k+1)(l+1) ∼= g∗ defined by
ϕ(ξ1, ξ2, x1, x2) = (ξ1, ξ2, x
k
1x
l
2, x
k−1
1 x
l
2, . . . , x1x
l
2, x
l
2,
xk1x
l−1
2 , . . . , x
l−1
2 , . . . , x
k
1 , . . . , x1, 1),
and we have
µΩ = (2π)
−2 · ϕ∗(dξ1dξ2dx1dx2).
Now we fix a continuous function F with compact support on g∗ ∼= R2+(k+1)(l+1), and for λ > 0, we
consider the integral
λ−2−1/l ·
∫
g∗
F dµλ = (2π)
−2 · λ−2−1/l ·
∫
R4
F (λ−1ξ1, λ
−1ξ2, λ
−1xk1x
l
2, . . . , λ
−1)dξ1dξ2dx1dx2.
We make the following change of variables: ξ′1 = λξ1, ξ
′
2 = λ
−1ξ2, x
′
1 = x1, x
′
2 = λ
−1/l · x2. This kills the
factor λ−2−1/l, and the integral becomes
(2π)−2
∫
R4
F
(
ξ′1, ξ
′
2, (x
′
1)
k(x′2)
l, . . . , (x′2)
l, λ−1/l · (x′1)k(x′2)l−1, . . . , λ−1
)
dξ′1dξ
′
2dx
′
1dx
′
2.
It is straightforward to prove that, for a fixed R > 0, the set of points (ξ′1, ξ
′
2, x
′
1, x
′
2) ∈ R4 such that ||ξ′|| ≤ R
and |x′1kx′2l| ≤ R, . . . , |x′2l| ≤ R has finite Lebesgue measure (this is where the assumption that k > l is used
in a crucial way). Now Proposition 2.9 implies that the limit as λ→ +∞ of the above integral is equal to
(2π)−2
∫
R4
F
(
ξ′1, ξ
′
2, (x
′
1)
k(x′2)
l, . . . , (x′2)
l, 0, 0, . . . , 0
)
dξ′1dξ
′
2dx
′
1dx
′
2,
which implies that there exists a weak limit
µ0 = lim
λ→+∞
λ−2−1/l · µλ = (2π)−2 · ψ∗(dξ1dξ2dx1dx2),
where ψ : R4 → R2+(k+1)(l+1) ∼= g∗ is given by
ψ(ξ1, ξ2, x1, x2) = (ξ1, ξ2, x
k
1x
l
2, x
k−1
1 x
l
2, . . . , x1x
l
2, x
l
2, 0, 0, . . . , 0).
Next we must compute the “relevant” coadjoint orbits, i.e., those that contribute to the RHS of our
conjectural formula. We begin by observing that µ0 is supported on the annihilator a
⊥ ⊂ g∗, where a ⊂ g
is the ideal spanned by all the elements L(ij) with 0 ≤ i ≤ k, 0 ≤ j ≤ l − 1. Let us identify the quotient
algebra g = g/a explicitly. It has a basis which we will denote (abusing notation) by
(
∂
∂w , w
k+1, wk, . . . , w, 1
)
.
The commutation relations are obvious from the notation, and the quotient map g → g/a is determined by
L1 7→ ∂∂w , L2 7→ w
k+1
k+1 , and L
(jl) 7→ wj for 0 ≤ j ≤ k. Once again, we will use this chosen basis to identify g∗
with Rk+3. By abuse of notation, we will identify µ0 with its restriction to g
∗ ∼= a⊥ ⊂ g∗. Explicitly, we have
µ0 = (2π)
−2 · ψ∗(dξ1dξ2dx1dx2),
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where ψ : R4 → Rk+3 is given by
ψ(ξ1, ξ2, x1, x2) = (ξ1, (k + 1)ξ2, x
k
1x
l
2, . . . , x1x
l
2, x
l
2).
Note that the set
ψ−1
({f ∈ g∗∣∣f(1) = 0}) = {(ξ1, ξ2, x1, x2) ∈ R4∣∣x2 = 0}
has zero Lebesgue measure. Hence, for the rest of our computation, we can throw away the “non-generic”
elements f ∈ g∗ (i.e., such that f(1) = 0), and concentrate our attention on the map (which we still denote
by ψ)
ψ : R3 × R× −→ g∗gen,
(ξ1, ξ2, x1, x2) 7−→
(
ξ1, (k + 1)ξ2, x
k
1x
l
2, . . . , x1x
l
2, x
l
2),
where g∗gen =
{
f ∈ g∗∣∣f(1) 6= 0}, and R× = R \ {0}. Thus, the “relevant” orbits for us are those which are
contained in ψ(R3 × R×) (we will see below that this set is actually stable under the adjoint action on g∗).
Given any generic f ∈ g∗gen, it is immediate that spanR{wk+1, wk, . . . , 1} is a polarization of g at f . Hence
it follows from Proposition 2.7 orbit that for any fixed point (ξ2, x2) ∈ R × R×, the coadjoint orbit in g∗
through ψ(0, ξ2, 0, x2) is parameterized by the map
(η, y) 7→ ψ′(η, ξ2, y, x2) :=
(
η, (k + 1)ξ2 + x
l
2y
k+1, xl2y
k, . . . , xl2y, x
l
2
)
.
Moreover, by Proposition 2.8, the canonical measure on this orbit in terms of this parameterization is given
by (2π)−1 dηdy. Now consider the map θ : R3 × R× → R3 × R× given by
θ(ξ1, ξ2, x1, x2) =
(
ξ1, ξ2 − x
k+1
1 x
l
2
k + 1
, x1, x2
)
.
It is clear that θ is a diffeomorphism preserving the Lebesgue measure; moreover, ψ = ψ′ ◦ θ. Therefore
µ0 = (2π)
−2 · ψ′∗(dηdξ2dydx2). Now we see that, tautologically, the image of ψ′ (which is the same as
the image of ψ) is invariant under the coadjoint action on g∗, and the space of coadjoint orbits in the
image of ψ′ is naturally parameterized by the points (ξ2, x2) ∈ R × R×, with the quotient measure ν given
by ν = (2π)−1 dξ2dx2. By Proposition 2.4, the representation of g corresponding to the coadjoint orbit
parameterized by (ξ2, x2) can be realized in the space L
2(R1) as follows:
∂/∂w 7→ d/dy, wk+1 7→ √−1 · ((k + 1)ξ2 + xl2yk+1), wj 7→ √−1 · xl2yj for 0 ≤ j ≤ k.
Finally, we see that our conjectural formula (2.1) gives the following answer:
N(λ,H) ∼ (2π)−1
∫
R×R×
N
(
λ,− d
2
dy2
+
(
xl2 ·
yk+1
k + 1
+ ξ2
)2)
dξ2dx2 as λ→ +∞.
To reduce this equation to the form (5.1), we make the change of variables y 7→ λ−1/2y, x2 7→ λ(k+2)/2lx2,
ξ2 7→ λ1/2ξ2, and use symmetry to replace
∫
R××R dx2dξ2 with 2 ·
∫∞
0 dx2
∫∞
−∞ dξ2.
5.2. An example with intermediate degeneration. In this subsection we consider a Schro¨dinger operator
H on L2(R2) with zero electric potential and magnetic tensor b(x) = b12(x) = x
k
1x
k
2 (since we are working in
2D, the magnetic tensor has only one relevant component). We assume that k ≥ 1. We will use Conjecture
2 to derive
Proposition 5.2. We have the following asymptotic formula, as λ→ +∞,
N(λ,H) ∼ 2
πk
· λ1+1/k logλ ·
∞∑
j=0
(2j + 1)−1−1/k. (5.2)
(Note that the equation (5.2) can be derived from Theorem 4.9.)
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The functions (2.2), (1.6) associated to the operator H are given by
Φ∗(x) =
k∑
j,l=0
∣∣∣∣ k!(k − j)! · k!(k − j)! · xk−j1 xk−l2
∣∣∣∣
1/2
and
Ψ∗(x) =
k∑
j,l=0
∣∣∣∣ k!(k − j)! · k!(k − j)! · xk−j1 xk−l2
∣∣∣∣
1/(2+j+l)
.
Define G1(λ), G2(λ) as in §2.3. We begin with the following
Lemma 5.3. We have
G1(λ) ∼ 8
k
· λ2/k logλ and G2(λ) ∼ 8(k + 1)
k
· λ2/k logλ,
and hence G2(λ)/G1(λ) ∼ k + 1 as λ→ +∞.
The proof is given in Appendix B.
The lemma implies that we are in the intermediate degeneration case, and the constant κ in our formula
(2.1) can be replaced by k+1. Thus we have to compute µ0 and the quotient measure ν. We will use the same
notation as in §5.1 (indeed, the only difference in the setup is that k = l, which, however, does not affect the
representation-theoretic part of our discussion). In particular, we have the basis
{
L1, L2, L
(k,k), . . . , L(0,0)
}
of g which yields an identification of g∗ with R2+(k+1)
2
. Moreover, the orbit Ω ⊂ g∗ corresponding to the
tautological representation of g is parameterized by the map
ϕ : R4 → R2+(k+1)2 ∼= g∗, (ξ1, ξ2, x1, x2) 7→ (ξ1, ξ2, xk1xk2 , . . . , 1),
and the canonical measure on Ω is given by
µΩ = (2π)
−2 · ϕ∗(dξ1dξ2dx1dx2).
In Appendix B, we use Proposition 2.10 to prove
Lemma 5.4. There exists a weak limit
µ0 = lim
λ→+∞
λ−2−1/k(log λ)−1 · µλ.
Moreover, µ0 is supported on the annihilator a
⊥ ⊂ g∗ of the ideal
a = spanR
{
L(i,j)
∣∣ i < k or j < k}.
In particular, we can view µ0 as a measure on g
∗, where g = g/a is a 3-dimensional Heisenberg algebra. If
(η1, η2, y) are the coordinates on g
∗ defined by the images of the elements L1, L2, L
(k,k) ∈ g in g, then
µ0 =
1
2π2k2
· |y| 1−kk dη1dη2dy.
Now the image of L(k,k) in g is central, whence the set {y = 0} ⊂ g∗ is invariant under the coadjoint
action and has µ0-measure zero. Thus it can be ignored in our computation. The complement of this set is
a union of 2-dimensional coadjoint orbits parameterized by points c ∈ R×. The orbit corresponding to such
a c is defined by y = c, and the corresponding canonical measure is µc = (2π)
−1 · |c|−1dη1dη2 (we may view
(η1, η2) as coordinates on the orbit). We see immediately that the measure space (Q, ν) which appears in our
conjectural formula is given by Q = R×, ν = (πk2)−1 · |y|1/kdy. Combining this result with Lemmas 5.3 and
5.4, we see that (2.1) becomes
N(λ,H) ∼ k + 1
πk2
· logλ ·
∫ ∞
−∞
|y|1/kN
(
λ,− ∂
2
∂x2
+ y2x2
)
dy. (5.3)
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To reduce this to the formula of Proposition 5.2, we recall that the eigenvalues of the operator −∂/∂x2+y2x2
(for y 6= 0) are given by {(2j + 1)y∣∣j ∈ Z+}, and Fubini’s theorem implies that for any λ > 0,∫ ∞
0
y1/k ·N(λ,−∂/∂x2 + y2x2)dy = ∫ ∞
0
y1/k ·#{j ∈ Z+ ∣∣ (2j + 1)y ≤ λ}dy
=
∞∑
j=0
∫{
y≥0
∣∣ (2j+1)y≤λ} y1/kdy
=
k
k + 1
λ1+1/k
∞∑
j=0
(2j + 1)−1−1/k.
Substituting this into (5.3), we obtain (5.2).
5.3. A three-dimensional example. As our last example we briefly discuss the Schro¨dinger operator
H = −∆ + x2k1 x2l2 x2p3 on L2(R3), where 1 ≤ p < k ≤ l. Then the set of degeneration, Σ, is the union of
coordinate planes Σjk, j 6= k ∈ {1, 2, 3}. The scheme of Section 3 should be modified as follows.
After U0, U1,0 and χ0 are constructed, the sets Uj , U1j and functions χj should be constructed separately
for Σ−M , then for M -neighborhoods of coordinate planes (in the metric Ψ
∗(x)2| · |2) but outside M1/2-
neighborhoods (in the same metric) of coordinate axis, and finally, forM1/2-neighborhoods of coordinate axis.
Under condition p < l ≤ k, the leading contribution comes from the sets adjacent to the axis {l = 0, k = 0},
and we derive
N(λ,H(0) + V ) ∼ (2π)−1
∫ +∞
−∞
dy3
∫ +∞
−∞
dη3 ·N(λ, η23 −∆x1,x2 + y2p3 x2k1 x2l2 ). (5.4)
Making substitutions x1 7→ |y3|−αx1, x2 7→ |y3|−αx2, η3 7→ |y3|αη3, where α = p/(k + l + 1), we obtain
N(λ,H(0) + V ) ∼ κ(V )λ(α+1)/2α,
where
κ(V ) =
1
π
∫ +∞
0
dy3 · yα3
∫ +∞
−∞
dη3 ·N(y−2α3 , η23 −∆x1,x2 + x2k1 x2l2 ). (5.5)
Let 0 < λ1 ≤ λ2 ≤ · · · be the eigenvalues of the operator H1 = −∆+ x2k1 x2l2 in L2(R2). Then
κ(V ) =
1
π
∫ +∞
0
dy3 · yα3
∫ +∞
−∞
dη3 ·# {j | η23 < y−2α3 − λj}
=
∑
j
2
π
∫ +∞
0
dy3 · yα3 ((y−2α3 − λj)+)1/2.
Under the summation sign, change the variable y3 7→ λ−1/2αj y3:
κ(V ) =
∑
j≥1
λ
−1/2α
j κ1(V ), (5.6)
where
κ1(V ) =
2
π
∫ 1
0
dy3 · yα3 (y−2α3 − 1)1/2 =
2
π
∫ 1
0
dy3 · (1− y2α3 )1/2 =
1
πα
B(1/2α, 3/2).
We need to prove the convergence of the series in (5.6). If k < l, then similarly to (5.1), we have
N(λ;H1) ∼ κ(k, l)λ(l+k+1)/2l,
where κ(k, l) > 0 is independent of λ, and hence, λj ∼ const · j2l/(l+k+1), as j → +∞. Since −(2l/(l + k +
1))/(2α) = −l/p < −1, the series converges. If k = l, then similarly to (5.2),
N(λ;H1) ∼ κ(l) · logλ · λ1+1/2l,
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where κ(l) > 0 is independent of λ, and hence, λj ∼ const · j2l/(2l+1)/ log j, as j → +∞. Since −(2l/(2l +
1))/(2α) = −l/p < −1, the series converges.
We now wish to derive (5.4) from our conjectural formula. The computations are completely analogous
to, and, in a way, simpler (due to the absence of the magnetic potential) than those in §5.1; therefore we
restrict ourselves to outlining the main steps. First one verifies without difficulty that we are in the strong
degeneration case of Conjecture 2. The Lie algebra g associated to H has a basis{
L1, L2, L3
} ∪ {L(jst) ∣∣ 0 ≤ j ≤ 2k, 0 ≤ s ≤ 2l, 0 ≤ t ≤ 2p},
where, in the tautological representation of g, we have Lj 7→ ∂/∂xj (j = 1, 2, 3) and L(jst) 7→
√−1 · xj1xs2xt3.
The canonical measure on the orbit corresponding to the tautological representation of g is given by µΩ =
(2π)−3 · ϕ∗(dξdx), where ϕ : R6 → g∗ is defined by
〈ϕ(ξ, x), Lj〉 = ξj (j = 1, 2, 3), 〈ϕ(ξ, x), L(jst)〉 = xj1xs2xt3.
As in §5.1, one finds that there exists a weak limit
µ0 = lim
λ→+∞
λ−3−1/(2p)µλ = (2π)
−3 · ψ∗(dξdx),
where ψ : R6 → g∗ is defined by
〈ψ(ξ, x), Lj〉 = ξj (j = 1, 2, 3), 〈ψ(ξ, x), L(j,s,2p)〉 = xj1xs2x2p3 , 〈ψ(ξ, x), L(jst)〉 = 0 if t < 2p.
In particular, µ0 is supported on the annihilator a
⊥ ⊂ g∗ of the ideal
a = spanR
{
L(jst)
∣∣ t < 2p} ⊂ g.
If we denote by “bar” the quotient map g → g = g/a, then we have a direct sum decomposition of Lie
algebras g = R · L3 ⊕ g′, where g′ = spanR
{
L1, L2, L
(j,s,2p)}
is isomorphic to the Lie algebra associated to
the 2D Schro¨dinger operator −∆x1,x2 + x2k1 x2l2 . Using this and the explicit formula for µ0, it is easy to see
that Conjecture 2(a) predicts (5.4).
Appendix A. Representation theory
A.1. Review of induced representations for nilpotent Lie groups. The orbit method invented by
Kirillov is based on the notion of an induced representation. Let G be a Lie group and H ⊂ G a closed
subgroup. To every unitary representation U of H one can associate a unitary representation T = IndGH(U)
of G. In general, the construction of T is somewhat complicated, due to the fact that the quotient space
G/H might not possess a G-invariant measure, and the projection map G→ G/H might have no continuous
sections. However, if G is nilpotent, the situation becomes much simpler. Let us assume that G is a
connected and simply connected Lie group, and H ⊂ G a closed connected subgroup (H is then also simply
connected). Let h ⊂ g be the corresponding Lie algebras. A coexponential basis for h in g is a set of elements
X1, . . . , Xn ∈ g such that the map
h× Rn → G, (ξ, t1, . . . , tn) 7→ exp(t1X1 + · · ·+ tnXn) · exp(ξ)
is a diffeomorphism. Such a basis always exists. It can be constructed as follows. Considering the adjoint
action of h on g/h and using the fact that h is a nilpotent Lie algebra, we see that there exists a subspace
a ⊃ h of g such that [h, a] ⊆ h, and h has codimension 1 in a. It is then immediate that a is a subalgebra of
g, and h is an ideal of a. Next we apply this construction to a in place of h, and continue inductively. We
find that there is a chain h = a0 ⊂ a1 ⊂ · · · ⊂ an = g of subalgebras of g such that each aj is an ideal of
codimension 1 in aj+1. Now if we choose arbitrary elements Xj ∈ aj such that Xj 6∈ aj−1 for all 1 ≤ j ≤ n,
then it is not hard to show, by induction on n, that {Xj} is a coexponential basis for h in g.
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We fix one coexponential basis {Xj} for h in g. Let X = G/H denote the quotient space, let π : G→ X
be the natural projection, and let e : Rn → G be defined by e(t) = exp(t1X1+ · · ·+ tnXn). The composition
Rn
e−→ G π−→ X is a diffeomorphism. Composing the inverse of this diffeomorphism with the map e defines
a smooth section s : X → G of the projection π. We also fix a G-invariant positive Borel measure ν on X ;
one can prove that since G is nilpotent, such a measure always exists, and is unique up to a positive constant
multiple. If U is a unitary representation ofH in a (complex) Hilbert spaceH, then the induced representation
T = IndGH(U) of G is realized in the space L
2(X,H; ν) of square-integrable functions F : X → H with respect
to ν, according to the following explicit formula:
(g · F )(x) = U(s(x)−1 · g · s(g−1x))F (g−1x) (g ∈ G, x ∈ X).
Here, g−1x denotes the action of the element g−1 ∈ G on the point x ∈ X . A more detailed discussion of
induced representations can be found, e.g., in [Ki], §1 or [BCD], Chapter V. Note that Kirillov in [Ki] uses
the right homogeneous G-space H\G for the construction of the induced representation, whereas we’ve used
G/H , as in [BCD]; of course, the two approaches are equivalent.
A.2. Description of unitary representations. In this subsection we prove the results contained in §2.1
and §2.4. We begin with the
Proof of Lemma 2.3. By definition, g(f) is the kernel of the form Bf , and RL0+[g, g] is isotropic with respect
to Bf because it is abelian. Hence g(f) +RL0+ [g, g] is an isotropic subspace of g with respect to Bf . Let h
be any maximal isotropic subspace of g containing g(f) +RL0+ [g, g]. Then h is an ideal of g (and a fortiori
a subalgebra) because h contains [g, g]. Moreover, we claim that [h, h] ⊆ g(f). Let x, y ∈ h and z ∈ g. Then
Jacobi’s identity implies that [
z, [x, y]
]
=
[
[z, x], y
]
+
[
x, [z, y]
]
.
But [z, x] ∈ h and [z, y] ∈ h because h is an ideal, whence f annihilates both terms on the RHS of the
last equation, as h is isotropic with respect to Bf . Since z ∈ g is arbitrary, we find that [x, y] ∈ g(f), as
desired. 
Our strategy in what follows will be to give a proof of Theorem 2.1 and obtain the explicit formula of
Proposition 2.4 as a by-product of our discussion. We use the notation introduced in §2.4 (cf. especially the
paragraph preceding the statement of Proposition 2.4).
Define ak = h ⊕ RL1 ⊕ · · · ⊕ RLk; since h ⊃ [g, g], we see that h = a0 ⊂ a1 ⊂ · · · ⊂ an = g is a chain of
ideals of g, each of codimension 1 in the next. It follows easily that L1, . . . , Ln is a coexponential basis for h
in g, i.e., the map
ϕ : H × Rn → G, (h, x) 7→ exp(−(x1L1 + · · ·+ xkLk)) · h,
is a diffeomorphism. To simplify our formulas, we introduce the following notation: if x ∈ Rn, then x.L =
x1L1 + · · ·+ xnLn ∈ L0. Since h ⊃ [g, g], we see that G/H is an abelian Lie group. Hence the composition
π := proj2 ◦ φ−1 : G φ
−1
−−→ H × Rn proj2−−−→ Rn
is a Lie group homomorphism with kernel H , so we obtain an identification G/H ∼= Rn (as Lie groups).
Moreover, if s : Rn → G is the map s(x) = exp(−x.L), then the composition Rn s−→ G π−→ Rn is the
identity on Rn. Also, the G-action on G/H ∼= Rn factors through the action of Rn on itself by translations,
so the Lebesgue measure on Rn is G-invariant. It follows from §A.1 above that IndGH(χf ) can be realized as
a unitary representation of G on L2(Rn) defined by the following explicit formula:
(g · F )(x) = χf
(
s(x)−1 · g · s(g−1x)) · F (g−1x),
where g ∈ G, F ∈ L2(Rn), x ∈ Rn, and g−1x denotes the action of g−1 on x. From the previous remarks, we
see that g−1x = −π(g) + x, so we can rewrite our formula as follows:
(g · F )(x) = χf
(
s(x)−1 · g · s(−π(g) + x)) · F (−π(g) + x). (A.1)
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The proof of Theorem 2.1(a) is now a straightforward computation. Since g = h ⊕ span{L1, . . . , Ln}, we
analyze separately the action of h and of the elements Lj on L
2(Rn). First, if h ∈ H = exp h, then π(h) = 0,
so we see from (A.1) that h maps to the operator of multiplication by the function x 7→ χf (s(x)−1hs(x)).
Differentiating with respect to h, we find that an element ξ ∈ h maps to the operator of multiplication by
the function i · f((Ad s(x)−1)ξ). By definition, s(x)−1 = s(−x) = exp(x.L). Thus, to find the image of ξ
explicitly, we must compute exp
(
x1 · adL1 + · · ·+ xn · adLn
)
(ξ). Now, even though the operators adLj do
not commute in general, each of their iterated commutators will have the form adZ for some Z ∈ [g, g] ⊂ h.
Hence, we will have f([Z, ξ]) = 0. So we find that
i · f((Ad s(x)−1)ξ) = i · ∑
α1,...,αn≥0
1
α1! · · ·αn! · f
(
(adL1)
α1 · · · (adLn)αn(ξ)
) · xα11 · · ·xαnn . (A.2)
Next we compute the action of Lj on L
2(Rn), for 1 ≤ j ≤ n. If g = s(−y) ∈ G, then (A.1) becomes
(s(−y) · F )(x) = χf
(
s(x)−1 · s(−y) · s(y + x)) · F (y + x).
Differentiating with respect to yj at y = 0, we obtain, using the product rule,
(Lj · F )(x) = ∂F
∂xj
(x) + F (x) · ∂
∂yj
∣∣∣∣
y=0
(
χf
(
s(x)−1 · s(−y) · s(y + x))).
The second term on the RHS has the form
√−1 · aj(x) ·F (x), where aj(x) is a certain real polynomial which
can easily be found by using the known formula for the differential of the exponential map exp : g→ G at an
arbitrary point of g. However, we are not interested in the exact formula for aj(x). We have shown that the
elements ξ ∈ h (and in particular L0, Ln+1, . . . , LN) map to multiplication operators of the form
√−1 · pξ(x)
on L2(Rn), where pξ(x) is a real polynomial, and that Lj maps to
∂
∂xj
+
√−1 · aj(x) for j = 1, . . . , n. This
proves all the assertions of Theorem 2.1(a) except for the discreteness of spectrum. To complete the proof,
we apply the following
Proposition A.1. A Schro¨dinger operator (1.1) with polynomial potentials has discrete spectrum if and only
if there is no rotation of the coordinate axes in Rn making V (x) and all components of the magnetic tensor
bjk(x) independent of one of the coordinates.
The “only if” direction is trivial; for the “if” direction, see [MN]. To apply the criterion of the proposition,
note that, by definition, bjk(x) is the image of −
√−1 · [Lj, Lk], and V (x) is the image of −L2n+1− · · ·−L2N −√−1 · L0 under the representation constructed above. We assume that −
√−1 · L0 maps to a nonnegative
polynomial; then V (x) is the sum of the image of −√−1 ·L0 and the images of (
√−1 ·Ls)2 (n+1 ≤ s ≤ N).
Each
√−1 · Ls maps to a real polynomial. We see that if there exists a rotation of the coordinate axes
with the property defined in the lemma, then it makes the images of [Lj , Lk] and L0, Ls (n + 1 ≤ s ≤ N)
separately independent of one of the coordinates. But the operator Lj maps to ∂/∂xj +
√−1 · aj(x) for all
1 ≤ j ≤ n, so we see that there exists a rotation of the coordinate axes as above if and only if there exists
an element D = y1L1 + · · ·+ ynLn ∈ L0 of unit length such that the image of D commutes with the images
of [Lj , Lk], L0, Ls and all their derivatives. Since the operators L0, L1, . . . , LN generate g, we see that the
image of [D, ξ] in our representation is zero for each ξ ∈ h, and a fortiori, f([D, ξ]) = 0 for all ξ ∈ h. But this
contradicts the assumption that h is a maximal totally isotropic subspace with respect to the form Bf .
Comparing (A.1) with (2.4), we see that we have obtained a proof of Proposition 2.4.
We now prove Theorem 2.1(b). Suppose we are given a Schro¨dinger operator (1.1), let g be the corre-
sponding Lie algebra and S ∈ U(g)C the corresponding sublaplacian. Let h ⊂ g be the subspace spanned by√−1 · bjk(x),
√−1 · V (x) and all their derivatives. Thus h is an abelian ideal of g that contains [g, g]; it can
also be described as the part of g consisting of operators of order 0. Let f : h → R be the linear functional
given by f(
√−1 · P (x)) = P (0), and extend f in an arbitrary way to all of g. The construction of induced
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representation given above works for the character χf of H = exp h defined by χf (exp ξ) = i · f(ξ) without
the assumption that h is a real polarization at f . Thus, we obtain a unitary representation of G = exp g on
the space L2(Rn). Note that if we set Lj = ∂/∂xj+
√−1 ·aj(x), then adLj acts on h as ∂/∂xj, so comparing
(A.2) to the standard Taylor’s formula, we find that the representation of g we have just defined coincides
with the “tautological representation” at least on the subalgebra h ⊂ g. In particular, since the components
of the magnetic tensor lie in h, we see that the image of the sublaplacian S in this representation is at least
gauge equivalent to the original Schro¨dinger operator (1.1). Finally, Kirillov’s theory [Ki] implies that the
representation of G we have constructed is irreducible if and only if h is a maximal totally isotropic subspace
with respect to Bf . The fact that this condition is equivalent to the discreteness of spectrum of H follows
from Proposition A.1 using the same argument as in the previous subsection.
A.3. Parameterization of coadjoint orbits and Kostant measures. Here we prove the results stated
in §2.5. We keep the notation used in §2.4, §2.5 and §A.2.
Proof of Proposition 2.7. Let H = exp h; this is an abelian normal subgroup of G. The adjoint action of G
on g leaves h stable, whence G acts on h∗. Restriction of linear functionals defines a surjective G-equivariant
linear map π : g∗ → h∗. Since H is abelian, it acts trivially on h∗, so the action of G on h∗ factors through
its abelian quotient G/H . In particular, if Ω = G · f0 ⊂ g∗ is the coadjoint orbit of f0, then π(Ω) ⊂ h∗ is the
G/H-orbit of f0
∣∣
h
.
On the other hand, since h is an ideal of g, we see that for any g ∈ G, h is a real polarization of g at
(Ad∗ g)(f0). Now Pukanszky’s criterion (see [Pu2] or [BCD], Chapter VI) implies that if f ∈ g∗ is any point
such that h is a real polarization at f , then the G-orbit of f contains f + h⊥ = {f ′ ∈ g∗ ∣∣ f ′|h = f |h}. With
the notation of the previous paragraph, we see that Ω = π−1(π(Ω)). On the other hand, by construction,
L1, . . . , Ln is a complementary basis to h in g. So we see that it suffices to prove that the map φ : R
n → h∗
given by
〈φ(x), Y 〉 = 1
α1! · · ·αn! · f0
(
(adL1)
α1 · · · (adLn)αn
) · xα11 · · ·xαnn for all Y ∈ h (A.3)
is a diffeomorphism of Rn onto π(Ω).
Now π(Ω) is the G/H-orbit of f0
∣∣
h
in h∗. Recall that in §A.2 we have obtained an identification of G/H
with the abelian Lie group Rn. More precisely, if s : Rn → G is the map defined by s(x) = exp(−x.L), then
the composition Rn
s−→ G −→ G/H is a Lie group isomorphism. Hence π(Ω) can be parameterized by
Rn ∋ x 7−→ (Ad∗ exp(−x1L1 − · · · − xnLn))(f0∣∣h). (A.4)
But Ad∗ exp(−x.L) = exp(x1 · (adL1) + · · · + xn · (adLn)). Since h is an abelian ideal of g, the operators
adL1, . . . , adLn commute on h. Thus we immediately see that the parameterization (A.4) of π(Ω) agrees
with the one given by (A.3). Finally, it remains to check that φ is a diffeomorphism, i.e., that the stabilizer
of f0
∣∣
h
in G/H is trivial. Let H ′ be the stabilizer of f0
∣∣
h
in G. Since h is a maximally isotropic subspace with
respect to the form Bf0 , it is easy to see that the Lie algebra of H
′ coincides with h. Lastly, H ′ is connected;
this follows from the general theory of unipotent representations of nilpotent Lie groups ([BCD], Ch. I). 
Proof of Proposition 2.8. Fix a point f ∈ Ω. Since h is a maximal isotropic subspace of g with respect
to Bf and L1, . . . , Ln is a complementary basis to h in g, there exist elements Y1, . . . , Yn ∈ h such that
Bf (Lj, Yk) = δjk (the Kronecker delta). Define
Zj = −Lj +
∑
k 6=j
f
(
[Lk, Lj ]
) · Yk.
For each Y ∈ g, let us write νY for the tangent vector to Ω at f generated by Y (via the G-action on Ω),
and let us write ǫY for the function Ω→ R, f ′ 7→ f ′(Y ). We have the following
Lemma A.2. If Y, Z ∈ g, then νY (ǫZ) = 〈f, [Z, Y ]〉 = Bf (Z, Y ).
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The proof is a completely straightforward computation (see, e.g., [BCD], Chapter III). The lemma implies
that νYj (ǫLk) = Bf (Lk, Yj) = δjk, and also
νZj (ǫLk) = Bf
(
Lj −
∑
s6=j
f([Ls, Lj]) · Ys, Lk
)
.
If j = k, the last expression is trivially zero. If j 6= k, the expression equals
Bf (Lj , Lk)− f([Lk, Lj]) · Bf (Yk, Lk) = 0.
Now we wish to compute the vector field ∂/∂ξj, ∂/∂xk on Ω corresponding to the coordinates (ξ, x). Note
that, with the notation above, we have ξj = ǫLj . Thus, we see that
νYj (ξk) = δjk and νZj (ξk) = 0 for all j, k.
On the other hand, if ξ ∈ Rn is fixed, then by construction, the map Rn → π(Ω) ⊂ h∗, x 7→ π(ϕ(ξ, x)),
coincides with the map x 7→ (Ad∗ exp(−x.L))(π(ϕ(ξ, 0))) (cf. the proof of Proposition 2.7). Since Yk ∈ h
for all k and H acts trivially on h∗, we find that exp(t · Zj) acts on π(Ω) ∼= Rn as translation by t in the
xj-direction. It is then immediate that
νZj (xk) = δjk and νYj (xk) = 0 for all j, k.
We conclude that the values of the vector fields ∂/∂ξj and ∂/∂xk at the point f ∈ Ω are given by νYj and
νZk , respectively. Therefore
ωΩ
(
∂/∂ξj , ∂/∂ξk
)
= Bf (Yj , Yk) = 0;
ωΩ
(
∂/∂ξj, ∂/∂xk
)
= Bf (Yj , Zk) = Bf (Lk, Yj) = δjk;
ωΩ
(
∂/∂xj, ∂/∂xk
)
= Bf (Zj , Zk) = f([Lk, Lj ]).
This proves (2.5), and the formula for the Kostant measure µΩ follows trivially from this. 
A.4. Limits of polynomial measures and quotient measures. In this subsection we prove the propo-
sitions stated in §2.6.
Proof of Proposition 2.9. For every compact set K ⊂ RN , we have φ˜−1j (K), φ˜−1(K) ⊆ φ−1(K ′), where K ′
is the projection of K onto the first N1 coordinates, so µj and µ are regular. Now let F be a continuous
functions on RN that is supported on K; it follows that∫
RN
F dµj =
∫
φ−1(K′)
F (φ˜j(x)) dm(x) and
∫
RN
F dµ =
∫
φ−1(K′)
F (φ˜(x)) dm(x),
where K ′ is defined as before. Since φ−1(K ′) has finite measure, and the integrands above are bounded by a
constant independent of j (namely, the sup norm of F ), the Dominated Convergence Theorem applies. Thus,
we may pass to the pointwise limit as j →∞ inside the first integral, which proves the proposition. 
Proof of Proposition 2.10. For the first statement, it suffices to show that the limit on the RHS of (2.7) exists
and is finite for all F ∈ Cc(RN ). Indeed, it is then obvious that this limit defines a positive linear functional
on Cc(R
N ), so the Riesz representation theorem yields the existence and uniqueness of µ0.
Fix f ∈ Cc(RN ), ǫ > 0, and R > 0 such that
supp(f) ⊆ {x ∈ RN ∣∣ ||x||∞ ≤ R− 1}.
Now f is uniformly continuous, so there exists 0 < δ < 1 such that if x, y ∈ RN and ||x − y||∞ ≤ δ,
then |f(x) − f(y)| ≤ ǫ. Write B∞,R = {x ∈ RN
∣∣||x||∞ ≤ R}. Then there exist finitely many points
m1, . . . ,mK ∈ ZN such that the sets [δ ·mk, δ · (mk + 1)) cover B∞,R. Clearly, for each y0 ∈ B∞,1, the sets
[δ ·mk + y0, δ · (mk + 1) + y0) will cover B∞,R−1. Since B∞,1 is uncountable, we can find y0 ∈ B∞,1 such
that each of the coordinates of the finitely many points
{
δ · mk + y0
}K
k=1
∪ {δ · (mk + 1) + y0}Kk=1 is not
38 M. BOYARCHENKO AND S.Z. LEVENDORSKII
contained in the countable set E. On the other hand, we still have [δ ·mk + y0, δ · (mk + 1) + y0) ⊆ B∞,R+1.
By assumption,
M := sup
λ>0
µλ(B∞,R+1) ≤ sup
λ>0
µλ
(
[−(R+ 1) · 1, (R + 2) · 1)) < +∞.
For each 1 ≤ k ≤ K, put Pk = [δ ·mk + y0, δ · (mk + 1) + y0), and
uk = max
x∈Pk
F (x), vk = min
x∈Pk
F (x).
By construction, vk ≤ uk ≤ vk + ǫ, and
K∑
k=1
vk · µλ(Pk) ≤
∫
RN
F dµλ ≤
K∑
k=1
uk · µλ(Pk). (A.5)
This implies that(
lim sup
λ→+∞
∫
F dµλ
)
−
(
lim inf
λ→+∞
∫
F dµλ
)
≤ ǫ ·
∑
k
(
lim
λ→+∞
µλ(Pk)
) ≤ ǫ ·M.
Since M does not depend on ǫ, this proves the first part of the proposition.
For the second part, we proceed as above, and combine (A.5) with the inequalities∑
k
vk · ν0(Pk) ≤
∫
F dν0 ≤
∑
k
uk · ν0(PK),
which show that both lim sup
λ→+∞
∫
F dµλ and lim inf
λ→+∞
∫
F dµλ are within ǫ ·M of
∫
F dν0, for any ǫ > 0. 
It remains to discuss Proposition 2.12. This result is needed for the statements of Conjectures 1 and 2 to
make sense. However, it has little practical significance. Indeed, in all the examples we have computed, it is
obvious that the “quotient measure” ν exists, since it is easy to write down an explicit formula for it. Thus
we only provide a sketch of the proof of Proposition 2.12.
The main result of [Bo] provides a stratification of g∗ by locally closed (even in the Zariski topology)
subsets, such that each stratum is equipped with a triple (r, q, p) of vector-valued functions having the
following properties:
• every stratum is a union of coadjoint orbits, which are given by the level sets r = const;
• for a fixed r = r0, the pair (q, p) is a global chart for the corresponding orbit Ωr0 , such that the
canonical symplectic form on the orbit is given by
∑ℓ
j=1 dqj ∧ dpj .
It is understood that the number ℓ depends on the stratum, and the functions r, q, p take values in Rn−2ℓ,
Rℓ, Rℓ, respectively. It follows that the Kostant measure on Ωr0 also has the simple form
(2π)−ℓ · dq1 · · · dqℓdp1 · · · dpℓ (A.6)
in the coordinates (q, p). Now, it clearly suffices to prove the existence and uniqueness of the “quotient
measure” ν locally (here, the word “locally” has to be interpreted as “on every stratum for a stratification
of g∗ by G-invariant Borel subsets”). But the facts we have just stated imply that locally the projection
ρ : g∗ → g∗/G is isomorphic to the natural projection pr1 : U × R2ℓ → U , where U is an open set in
Rn−2ℓ, and moreover, the Kostant measures on the fibers of pr1 all have the same form (A.6). Moreover,
the G-invariance of µ reduces to the statement that on U ×R2ℓ, µ has the form µU × (dq1 · · · dqℓdp1 · · · dpℓ),
where µU is a (uniquely determined) positive Borel measure on U . Thus we can define ν to be (2π)
ℓ · µU on
U , and the rest of the proof easily follows.
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Appendix B. Auxiliary computations
B.1. Proof of convergence of the integral (3.4). Change the variables z 7→ a−1/6z, b 7→ a1/6b, and then
a7/6 = u; obtain
κ(H) =
6
7π
∫ ∞
0
du
∫ +∞
−∞
db ·N
(
u−2/7,− d
2
dz2
+
(
z2 + b
)2)
.
Introduce A0 = −d2/dz2 +
(
z2 + b
)2
and A = −d2/dz2 + z4, as self-adjoint operators in L2(R). Since A0 is
positive definite, there exist c, c1 > 0 such that for all b ≥ −c1, A0 ≥ 2−2/7(A+ c+ b2), hence∫ ∞
0
du
∫ +∞
−c1
db ·N
(
u−2/7,− d
2
dz2
+
(
z2 + b
)2) ≤ ∫ ∞
0
du
∫ +∞
−c1
db ·N
(
(u/2)−2/7, A+ b2 + c
)
.
The classical Weyl formula gives N(λ,A) ∼ constλ1/2+1/4, as λ → +∞, therefore we have an upper bound
via
C1
∫ +∞
−c1
db
∫ 2(c+b2)−7/2
0
du
(
(u/2)−2/7 − (c+ b2)
)3/4
.
Change the variable u 7→ 2(c+ b2)−7/2u to obtain the product of a constant and two integrals:
2C1
∫ +∞
−c1
db (c+ b2)−7/2+3/4
∫ 1
0
du (u−2/7 − 1)3/4,
which converge.
It remains to prove the convergence of the integral
∫ −c1
−∞ db
∫∞
0 du. For each b < 0, the potential (b+ z
2)2
has two wells, at z = ±√−b, and grows as |z|4 at infinity. The leading term of the Taylor expansion at ±√−b
is 8(−b)(z ∓√−b)2, therefore A0 ≥ c2(−b)1/2, and
N(λ,A0) ≤ CN(λ,−d2/dz2 + (−b)z2) ≤ C1λ(−b)−1/2.
We conclude that the integrand below vanishes for b < −C3u−4/7, and therefore∫ −c1
−∞
db
∫ ∞
0
duN
(
u−2/7,− d
2
dz2
+
(
z2 + b
)2) ≤ C2
∫ C3
0
du
∫ −c1
−C3u−4/7
db u−2/7(−b)−1/2.
The convergence of the integral on the RHS is straightforward.
B.2. Proof of Lemma 4.3. Fix ǫ < ǫ′ < 1. We have
meas{P (x) +Q(x) ≤ λ} ≤ meas{P (x) ≤ λ} = meas(δλ({P (x) ≤ 1})) = λ|γ| ·meas{P (x) ≤ 1}.
On the other hand,
meas{P (x) +Q(x) ≤ λ} ≥ meas{P (x) ≤ λ− λǫ′ , Q(x) ≤ λǫ′}
= λ|γ| ·meas(δ−1λ ({P (x) ≤ λ− λǫ′ , Q(x) ≤ λǫ′}))
≥ λ|γ| ·meas{P (x) ≤ 1− λǫ′−1, Q(x) ≤ C−1λǫ′−ǫ}.
Since Q is finite a.e., we have{
P (x) ≤ 1} = ⋃
λ→+∞
{
P (x) ≤ 1− λǫ′−1, Q(x) ≤ C−1λǫ′−ǫ}
(increasing union), whence
lim
λ→+∞
meas
{
P (x) ≤ 1− λǫ′−1, Q(x) ≤ C−1λǫ′−ǫ} = meas{P (x) ≤ 1},
completing the proof.
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B.3. Proof of Lemma 4.10. Introduce the dilation δ˜λ in the space R
2n as follows:
δ˜λ(ξ, x) =
(
λ1/2ξ, λγ1x1, . . . , λ
γnxn
)
,
and let δλ on R
n be defined as in §4.1. Set
Ψ˜∗(ξ, x) = Ψ∗(x)2 + ||ξ||2, Ψ˜0(ξ, x) = Ψ0(x)2 + ||ξ||2 and Ψ˜(ξ, x) = Ψ˜∗(ξ, x) − Ψ˜0(ξ, x).
Then it is easy to see that Ψ˜∗
(
δ˜λ(ξ, x)
)
= λ · Ψ˜∗(ξ, x), and also, using Lemma 4.2, we find that there exists
0 < q < 1 with Ψ˜
(
δ˜λ(ξ, x)
) ≤ λqΨ˜(ξ, x) for all λ > 1. Now the proof of (4.10) is the same as the proof of
Corollary 4.4.
To prove that (4.3) holds, we have to show that
meas
{
Ψ∗(x) < M ·Ψ(x), Ψ∗(x)2 + ||ξ||2 ≤ Cλ} = o (meas{Ψ∗(x)2 + ||ξ||2 ≤ λ}) (B.1)
as λ → +∞ for every fixed C > 0, where M = M(λ) is a suitable function such that M(λ) → +∞ as
λ→ +∞.
We assume that M grows slower than any power of λ. Certainly, if Ψ∗(x)2 + ||ξ||2 ≤ Cλ, then Ψ˜0(ξ, x) ≤
Cλ; combining this with (4.10), we see that to prove (B.1), it suffices to check that
meas
{
Ψ0(x) < M ·Ψ(x), Ψ˜0(ξ, x) ≤ Cλ
}
= o
(
meas
{
Ψ˜0(ξ, x) ≤ λ
})
as λ→ +∞.
Now, the dilation δ˜λ scales the Lebesgue measure by a factor of λ
|γ|+n/2. Dividing both sides of the last
equality by λ|γ|+n/2, we see that we can rewrite it as
meas
{
Ψ0(δλx) < M ·Ψ(δλx), Ψ˜0(ξ, x) ≤ C
}
= o
(
meas
{
Ψ˜0(ξ, x) ≤ 1
})
as λ→ +∞. (B.2)
But meas
{
Ψ˜0(ξ, x) ≤ 1
}
is a finite nonzero constant; on the other hand, the set on the left is contained in the
set of points (ξ, x) ∈ R2n for which Ψ˜0(ξ, x) ≤ C and Ψ0(x) < Mλq−1Ψ(x). Since the set where Ψ˜0(ξ, x) ≤ C
has finite measure by assumption, we can take the limit as λ → +∞; since M · λq−1 → 0 as λ → +∞ by
construction, we see that the limit of the LHS of (B.2) as λ→ +∞ is at most the measure of the set where
Ψ0(x) = 0, which is zero because the potentials are polynomial.
B.4. Proof of Lemma 5.3. Throughout the proof, we use the notation M for a function of λ that grows
slower than any power of logλ as λ → +∞, such as M = log logλ (the precise formula is not important).
Also, C or C′ appearing in an inequality will always stand for a constant which can be chosen to make the
inequality work, and if the inequality in question depends on an additional variable such as x, it is to be
understood that C or C′ can be chosen uniformly for all x. Finally, h(λ) will stand for any function of λ
such that h(λ)→ 1 as λ→ +∞. We define
G0(λ) = meas
{
x ∈ R2 ∣∣ |x1|, |x2| ≥M, |xk1xk2 | ≤ λ2 · h(λ)}.
One immediately computes (using Fubini’s theorem) that G0(λ) ∼ (8/k) · λ2/k logλ as λ → +∞. On the
other hand, we have Φ∗(x) = |xk1xk2 |1/2 +R(x), where
R(x) =
∑
j>0 or l>0
∣∣∣∣ k!(k − j)! · k!(k − j)! · xk−j1 xk−l2
∣∣∣∣
1/2
.
If |x1| ≥ M and |x2| ≥ M , then R(x) ≤ (C/M) · |xk1xk2 |. Therefore, if |x1| ≥ M , |x2| ≥ M and |xk1xk2 | ≤
λ2 · (1− CM ), then Φ∗(x) ≤ λ. Taking h(λ) = 1−C/M and applying the statement about the asymptotics of
G0(λ), we see that G1(λ) = meas{Φ∗ ≤ λ} is bounded below by a function which has the required asymptotics
as λ→ +∞. On the other hand, we have{
Φ∗(x) ≤ λ} ⊆ {|x1|, |x2| ≥M, |xk1xk2 | ≤ λ2} ∪ {|x1| ≤ λ, Φ∗(x) ≤ λ} ∪ {|x2| ≤ λ, Φ∗(x) ≤ λ}.
BEYOND WEYL AND COLIN DE VERDIE`RE’S FORMULAS 41
As above, the measure of the first set on the RHS has the required asymptotics, while the measure of the
second set is bounded by
meas
{|x1| ≤M, |x2| ≤ λ2/k} = 2Mλ2/k,
which grows slower than λ2/k logλ. By symmetry, the same statement holds for the third set. This provides
the desired upper bound and concludes the proof of the formula G1(λ) ∼ (8/k) · λ2/k logλ.
Next we study the asymptotics of the function G2(λ) ∼ meas{Ψ∗ ≤ λ}. We will first prove that the
asymptotics of G2(λ) is controlled by the measure of the set where Ψ
∗(x) ≤ λ and Ψ∗(x) is dominated by
the first term, in the sense that |xk1xk2 |1/2 ≥M · |xk−j1 xk−l2 |1/(2+j+l) whenever j > 0 or l > 0. To this end, we
fix (j, l) 6= (0, 0) and consider the measure of the set of points (x1, x2) ∈ R2 such that Ψ∗(x) ≤ λ and
|xk1xk2 |1/2 ≤M · |xk−j1 xk−l2 |1/(2+j+l). (B.3)
It suffices to show that this measure grows slower than λ2/k logλ, since G2(λ) ≥ G1(λ). By symmetry, we
may assume that x1, x2 > 0. We may rewrite (B.3) as
x1 ≤M
2(2+j+l)
kj+kl+2j · x−
kj+kl+2l
kj+kl+2j
2 . (B.4)
There are two cases to consider.
1) We have j = l > 0. Set M ′ = M
2(2+j+l)
kj+kl+2j . Thus (B.4) becomes x1 ≤ M ′/x2. On the other hand, the
condition Ψ∗(x) ≤ λ forces, in particular, xk1 ≤ λk+2 and xk2 ≤ λk+2. One easily checks that the measure of
the set where these two inequalities are satisfied and where x1x2 ≤M ′ grows as C ·M ′ · logλ≪ λ2/k log λ.
2) We have j 6= l. By symmetry, we may assume that j > l. So (B.4) becomes x1 ≤M ′ ≤ x−κ2 , where
0 < κ =
kj + kl+ 2l
kj + kl + 2j
= 1− 2 · j − l
kj + kl+ 2j
< 1.
One easily checks that κ ≥ kk+2 (this minimum value is achieved when j = k, l = 0). Thus 0 < 1− κ ≤ 2k+2 .
Now Ψ∗(x) ≤ λ implies, in particular, x2 ≤ λ(k+2)/k. One easily bounds the measure of the set where
0 ≤ x2 ≤ 1 and x1 ≤ M ′ · x−κ2 by CM ′ ≪ λ2/k logλ, and the measure of the set where 1 ≤ x2 ≤ λ(k+2)/k
and x1 ≤M ′ · x−κ2 by CM ′λ2/k ≪ λ2/k logλ.
To complete the proof of the lemma, we have to estimate the measure of the set where Ψ∗(x) ≤ λ and
|xk1xk2 |1/2 ≥ M · |xk−j1 xk−l2 |1/(2+j+l) whenever j > 0 or l > 0. Again, by symmetry, we may assume that
0 ≤ x1 ≤ x2. Clearly, the set where also x2 ≤ 1 does not contribute to the asymptotics. Therefore we only
need to consider the set where x2 ≥ 1, x2 ≥ x1 ≥ M ′ · x−κ2 and Ψ∗(x) ≤ λ. Here, M ′ and κ are defined as
above, and (j, l) run over all pairs with 0 ≤ j, l ≤ k. But since κ ≥ kk+2 , all the inequalities x1 ≥ M ′ · x−κ2
reduce to x1 ≥M ′ · x−k/(k+2)2 if x2 ≥ 1. Under the assumptions
x2 ≥ 1, x2 ≥ x1 ≥M ′ · x−
k
k+2
2 , (B.5)
it is clear that the following implications hold:
xk1x
k
2 ≤
(
1− C/M) · λ2 =⇒ Ψ∗(x) ≤ λ =⇒ xk1xk2 ≤ λ2.
Finally, one computes that for any function h(λ) such that h(λ) → 1 as λ → +∞, the measure of the set
where (B.5) holds and where xk1x
k
2 ≤ h(λ) · λ2 is asymptotically equal to k+1k · λ2/k · logλ. Multiplying this
by 8 (due to the fact that we only considered the set where x2 ≥ x1 ≥ 0), we see that the proof of Lemma
5.3 is complete.
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B.5. Proof of Lemma 5.4. Note that the measure µ = µΩ has a “trivial component”—namely, µ is
naturally a product of a measure µ′ on R2 and a measure µ′′ on R(k+1)
2
, given by µ′ = (2π)−2 · dξ1dξ2 and
µ′′ = φ∗(dx1dx2), where φ : R
2 → R(k+1)2 is defined by φ(x1, x2) = (xk1xk2 , . . . , 1). It is clear that we can
apply our scaling constructions to the measures µ′ and µ′′ separately, obtaining measures µ′λ and µ
′′
λ for all
λ > 0. Trivially, there is a weak limit
µ′0 = lim
λ→+∞
λ−2µ′λ = µ
′ = (2π)−2 · dξ1dξ2.
Thus, we only need to concentrate on the measures µ′′λ on R
(k+1)2 . The proof of Lemma 5.4 will be complete
if we show that there is a weak limit
µ′′0 = lim
λ→+∞
λ−1/k(log λ)−1 · µ′′λ = ψ∗
( 2
k2
· |y| 1−kk dy), (B.6)
where ψ : R→ R(k+1)2 is given by ψ(y) = (y, 0, . . . , 0). Let us define µ′′0 by the RHS of (B.6). The idea is to
apply Proposition 2.10. Since the function |y|(1−k)/k is integrable near 0, we see that µ′′0 is a c-finite Borel
measure on R(k+1)
2
. Let us first fix real numbers Rij > 0 (0 ≤ i, j ≤ k) and consider for every λ > 0 the set
Aλ =
{
(x1, x2)
∣∣x1, x2 ≥ 0, λ−1xi1xj2 ≤ Rij ∀ 0 ≤ i, j ≤ k}.
It is easy to see that when u > 0 is large enough (depending only on the Rij ’s, but not on λ), we have
Aλ ∩
{
x1 ≥ u, x2 ≥ u
}
=
{
x1 ≥ u, x2 ≥ u, xk1xk2 ≤ λRkk
}
,
and then one computes (for fixed Rij and u)
meas(Aλ) ∼ meas
(
Aλ ∩
{
x1 ≥ u, x2 ≥ u
}) ∼ R1/kkk
k
· λ1/k logλ as λ→ +∞.
By symmetry, if
Bλ =
{
(x1, x2) ∈ R2
∣∣λ−1|xi1xj2| ≤ Rij ∀ 0 ≤ i, j ≤ k},
then
meas(Bλ) ∼ 4 · R
1/k
kk
k
· λ1/k logλ as λ→ +∞. (B.7)
In particular, the answer does not depend on Rij if i < k or j < k. We now apply Proposition 2.10 with
E = {0}, which is certainly countable. So let a = (aij) ∈ R(k+1)2 and b = (bij) ∈ R(k+1)2 , with aij < bij and
aij 6= 0, bij 6= 0 for all 0 ≤ i, j ≤ k. Two situations are possible.
1) We have 0 6∈ [aij , bij) for some (i, j) such that either i < k or j < k. Then there exists δ > 0 such that
[aij , bij) does not intersect [−δ, δ] and is contained in [δ−1, δ−1]. We apply the observation of the previous
paragraph with Rij = δ and Rij = δ
−1, and conclude that
lim
λ→+∞
λ−1/k logλ · µλ
(
[a, b)
)
= 0 = µ′′0
(
[a, b)
)
.
2) We have 0 ∈ [aij , bij) for all (i, j) such that either i < k or j < k. Then, as before, there exists δ > 0
such that [δ, δ] ⊂ [aij , bij) ⊂ [δ−1, δ−1] for all such (i, j). Now if akk = −bkk, then the computation (B.7)
immediately implies that
lim
λ→+∞
λ−1/k logλ · µλ
(
[a, b)
)
= 4 · a
1/k
kk
k
= µ′′0
(
[a, b)
)
.
The general case reduces to this one by additivity and symmetry, noting that, for example, if bkk > akk > 0,
then
[akk, bkk) ∪ [−bkk,−akk) = [−bkk, bkk) \ [−akk, akk),
and if bkk > −akk > 0, then
[akk, bkk = [akk,−akk) ∪ [−akk, bkk).
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