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LCM DUALS OF MONOMIAL IDEALS
KATIE ANSALDI AND KUEI-NUAN LIN
ABSTRACT. Given a monomial ideal in a polynomial ring over a field, we define the LCM-dual of
the given ideal. We show good properties of LCM-duals. Including the isomorphism between the
special fiber of LCM-dual and the special fiber of given monomial ideal. We show the special fibers
of LCM-duals of strongly stable ideals are normal Cohen-Macaulay Koszul domains. We provide an
explicit describing of minimal free resolutions of LCM-duals of strongly stable ideals.
1. INTRODUCTION
Given a polynomial ring R = K[x1, . . . , xn] over a field K and an ideal I in R, one would
like to understand algebraic properties of the ideal such as Castelnuovo-Mumford regularity of the
ideal, the projective dimension of the ideal, and the Cohen-Macaulayness. Finding the minimal
free resolution of the ideal is the key to those properties. This has been an active area among
commutative algebraists and algebraic geometers. When I is a monomial ideal, one can associate
to I a combinatorial object such as graph or hypergraph and use combinatorial properties to recover
algebraic properties, see for example the surveys [7], [11]. However, describing the precise minimal
free resolution of a squarefree monomial ideal is not easy, see for example [1], [8], [9]. There are
even fewer results on finding the minimal free resolution for non-squrefree monomial ideals. The
first class of non-squarefree ideals to consider is that of strongly stable ideals, which is studied by
Eliahou and Kervaire in [6].
The motivation of this work comes from the work of Corso and Nagel in [3], where they study
the specialization of a generalized Ferrers graph (see Definition 3.3 and 3.4). They show every
strongly stable ideal that is generated in degree two can be obtained via a specialization. The authors
later explicitly describe the minimal free resolution of every Ferrers ideal in [4]. They use cellular
resolutions as introduced by Bayer and Sturmfels in [2]. In this work, we define an operation on
monomial ideals known as the LCM-dual (see Definition 2.1). The LCM-dual is generated in the
same degree if the given ideal is generated in the same degree. Moreover LCM-duals are in general
not generated in degree 2 and need not be squarefree. We first describe the basic properties of such
ideals.The class of LCM-duals of ideals generated in the same degree has some nice properties such
as closure under the ideal product and the double LCM-dual of an ideal is itself (Lemma 2.3, and
Proposition 2.4). When the height of a monomial ideal I is at least 2, the special fiber ring of I is
isomorphic to the special fiber ring of the LCM-dual of I (Theorem 2.5).
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We then focus on different properties of the LCM-duals for different classes of monomial ideals
that are related to classical Ferrers graphs. In Section 3, we show that the LCM-dual of a Ferrers
ideal is the Alexander dual of the edge ideal of the complement of the Ferrers graph (Theorem
3.1). Along the way, we also determine the irredundant primary decomposition of the LCM-dual
of a Ferrers ideal. The second class of ideals we consider are specializations of generalized Ferrers
ideals, the strongly stable ideals of degree two. As a corollary of Theorem 2.5 and the work of
Corso, Nagel, Petrovic´, and Yuen in [5], we describe the special fiber rings of duals of strongly
stable ideals in degree two. In other words, we describe the toric rings associated to the LCM-duals
(Corollary 3.11). Those toric rings are normal Cohen-Macaulay domains that are Koszul, i.e. we
describe a new class of Koszul ideals.
In Section 4, we find a cellular complex which supports the minimal free resolution for the duals
of these strongly stable ideals. We describe minimal free resolutions of LCM-duals of strongly sta-
ble ideals generated in degree two and recover the Betti numbers, Castelnuovo-Mumford regularity
and projective dimension of such ideals (Theorem 4.10, Corollary 4.11, and Proposition 4.12). The
construction is inspired by the works of Corso and Nagel [3],[4] and we use classical directed graph
theory for the proof. Surprisingly, such ideals have projective dimension 3 and have linear free
resolutions.
2. PRELIMINARY
Let R = K[x1, . . . , xn] be a polynomial ring over a field K . We give R a standard graded
structure, where all variables have degree one. We write Ri for the K-vector space of homogenous
degree i forms in R so that R =
⊕
i≥0Ri. We use the notation R(−d) to denote a rank-one free
module with generator in degree d so that R(−d)i = Ri−d.
Let M be a finitely generated graded R-module. We can compute the minimal graded free
resolution of M :
0←
⊕
j
R(−j)β0j(M) ←
⊕
j
R(−j)β1j(M) ←
⊕
j
R(−j)β2j (M) · · · ←
⊕
j
R(−j)βpj(M) ← 0.
The minimal graded free resolution of M is unique up to isomorphism. Hence, the numbers
βij(M), called the graded Betti numbers of M , are invariants of M . Two coarser invariants mea-
suring the complexity of this resolution are the projective dimension of M , denoted pd(M), and the
Castelnuovo-Mumford regularity of M , denoted regR(M). These can be defined as
pd(M) = max{i : βij(M) 6= 0 for some j}
and
regR(M) = max{j − i : βij(M) 6= 0 for some i}.
We define the LCM-dual and prove some basic facts about the LCM-dual which we will use later.
We write mI = lcm(I) = lcm{f1, . . . , fν}, the least common multiple of a monomial ideal I ,
minimally generated by the monomials {f1, . . . , fν}. Notice that the least common multiple of a
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monomial ideal is well-defined because a monomial ideal minimally generated by the monomials
{f1, . . . , fν} has a unique set of monomial minimal generators. Motivated by this definition, we
define a dual on monomial ideals.
Definition 2.1. For I ⊆ R, a monomial ideal minimally generated by the monomials {f1, . . . , fν},
the LCM-dual of I as the ideal Î generated by the set of monomials
{
f̂i = mI/fi
}
.
We illustrate the concept of the LCM-dual with an example.
Example 2.2. Consider the ideal I = (x3, x2y2, y4) ⊆ K[x, y]. The least common multiple of I is
mI = x
3y4. The LCM-dual of I is
Î = (x3, xy2, y4).
We prove some elementary properties of the LCM-dual, first showing it is a dual under a mild
condition on the ideal I .
Lemma 2.3. Let I ⊆ R be a monomial ideal in R with ht I ≥ 2 and let Î be the LCM-dual of I .
The LCM-dual of Î is I . That is, ̂̂I = I .
Proof. Write I = (f1, . . . , fν), where fj is a minimal monomial generator of I . We first claim that
m
Î
= mI . Write mI = xd11 x
d2
2 · · · x
dn
n . The height assumption gives I 6⊆ (xi) for any i, hence
there exists a minimal monomial generator fj ∈ I such that xi does not divide fj . Then xdii divides
f̂j = mI/fj so x
di
i divides mÎ , so mI |mÎ . To see that mÎ |mI , note that mI = fif̂i for all i.
Thus mI is a common multiple of the f̂i
′
s, so m
Î
divides mI which establish the claim. We havê̂
fi = mÎ/f̂i = mI/(mI/(fi)) = fi, so
̂̂
I = I . 
The height condition above is necessary; indeed, for arbitrary monomial ideals, we may not have
that ̂̂I = I . For instant, let I = (x21, x1x2, x1x3) ⊆ K[x1, x2, x3]. The least common multiple of I
is mI = x21x2x3, so Î = (x2x3, x1x3, x1x2), but
̂̂
I = (x1, x2, x3) 6= I .
Next we prove that the duality is closed under the product of ideals for ideals generated in the
same degree. Given a monomial m in R = K[x1, . . . , xn], we write degim, the degree of xi in m.
Proposition 2.4. Let I and J be two monomial ideals generated in the same degree in R =
K[x1, . . . , xn]. Then ÎJ = Î Ĵ .
Proof. Let {f1, . . . , fs} be the minimal monomial generating set for I and {g1, . . . , gt} be the
minimal generating set of J . Let the degree of the f ′js be δI and the degree of the g′ks be δJ .
First we show that mI ·mJ = mIJ . We have that
mI = lcm(I) = x
d1
1 · · · x
dn
n ,
where di = max
1≤j≤s
{degi(fj)}. Similarly,
mJ = lcm(J) = x
d′
1
1 · · · x
d′n
n ,
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where d′i = max
1≤k≤t
{degi(gk)}. The product ideal IJ is generated by {fjgk}. Note that fjgk are of
degree δIδJ . Thus if fjgk|fpgq , we have fjgk = fpgq and so the set {fjgk} is a minimal generating
set of IJ . After relabeling, suppose h1, . . . , hr are distinct monomial minimal generators of IJ .
We have
mIJ = lcm(IJ) = x
e1
1 · · · x
en
n ,
where ei = max
1≤l≤r
{degi(hl)}. Since each hl = fjgk for some j and k, we have ei = di + d′i. Hence
we
mIJ = x
e1
1 · · · x
en
n = x
d1+d′1
1 · · · x
dn+d′n
n = mImJ .
Now we prove that the LCM-dual of the product ideal IJ is the product of the LCM-duals of I
and J . Note that for monomials fj ∈ I , gk ∈ J , we have
f̂jgk = mIJ/(fjgk) = (mI/fj)(mJ/gk) = f̂j ĝk.
Thus the minimal monomial generators of ÎJ are the products of the minimal monomial generators
of Î and Ĵ . 
For ideals not generated in the same degree, the operation may not preserve products. For ex-
ample, I = (x3, xy, y2), an ideal in R = K[x, y], and I2 = (x6, x4y, x2y2, xy3, y4). We have
Î = (x3, x2y, y2), and so
(Î)2 = (x6, x5y, x3y2, x2y3, y4) ) (̂I2) = (x6, x2y3, x4y2, x5y, y4)
since x3y2 6∈ (̂I2).
Recall that the special fiber ring of I is the ring F(I) = K[f1t, . . . , fνt] where t is a new
variable and I is minimally generated by f1, . . . , fν . Geometrically, the special fiber ring F(I) is
the homogeneous coordinate ring of the image of a map Pn−1 → Pν−1. There is a natural map
φ : K[T1, . . . , Tν ]→ K[f1t, . . . , fνt]. We have a short exact sequence
0→ J → K[T1, . . . , Tν ]→ K[f1t, . . . , fνt]→ 0,
where J is the kernel of φ and is generated by all forms F (T1, . . . , Tν) such that F (f1, . . . , fν) = 0.
Note that J is graded. The following theorem shows that the special fiber rings of the LCM dual
and the given monomial ideals are isomorphic.
Theorem 2.5. Let R = K[x1, . . . , xn] be a polynomial ring in n variables over a field K . Let I be
a monomial ideal such that ht(I) ≥ 2 and I is generated in the same degree. Then the special fiber
ring of I and the special fiber ring of Î are isomorphic.
F(I) = K[It] ∼= K[Ît] = F(Î).
Proof. Suppose I = (f1, . . . , fν) where {f1, . . . , fν} is a minimal monomial generating set of I .
Since I is a monomial ideal, by [13], Jr , the degree r piece of J , is generated by polynomials of
the form
(1) Tβ − Tα,
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where α = (i1, . . . , ir), β = (j1, . . . , jr) are non-decreasing sequences of integers such that 1 ≤
i1 ≤ i2 ≤ · · · ≤ ir ≤ ν and 1 ≤ j1 ≤ j2 ≤ · · · ≤ jr ≤ ν and we define Tα =
∏
Tik and
Tβ =
∏
Tjk . We also define fα =
∏
fik and fβ =
∏
fjk .
Since Î is also a monomial ideal, there is a surjective map ψ : K[S1, . . . , Sν ]→ K[Ît] given by
ψ(Si) = f̂it. The kernel of ψ is J ′ and J ′r is generated by polynomials of the form
(2) Sβ − Sα,
for α = (ii1 , . . . , iir), β = (ji1 , . . . , jir ) As above, we define Sα =
∏
Sik , Sβ =
∏
Sjk , f̂α =∏
f̂ik and f̂β =
∏
f̂jk . First note that for α = (i1, . . . , ir),
(3) f̂α = mI
fi1
mI
fi2
· · ·
mI
fir
=
mrI
fα
.
To show the two special fiber rings are isomorphic, we define maps
w : K[It] → K[Ît]
fit 7→ f̂it
and
w′ : K[T1, . . . , Tν ] → K[S1, . . . , Sν ]
Ti 7→ Si
For h ∈ kerφ, we want to show that w′(h) ∈ kerψ. In particular consider a generator h ∈ Jr of
the form as in (1). We will show w′(h) is in the kernel of ψ. Write
h = Tβ − Tα ∈ ker φ.
Then w′(h) = Sβ − Sα. As h is in the kernel of φ
φ(h) = fβ − fα = 0.
Now using (3), we have
ψ(w′(h)) = ψ(Sβ − Sα) = f̂β − f̂α
=
mrI
fβ
−
mrI
fα
=
(fα − fβ)m
r
I
fαfβ
= 0,
since fβ − fα = 0. Thus w′(h) ∈ kerψ = J ′, so w′(J) ⊆ J . Since ht(I) ≥ 2,
̂̂
I = I
by Lemma 2.3. In a similar fashion, we can define a map v : K[Ît] → K[̂̂It] = K[It], and
v′ : K[S1, . . . , Sν ] → K[T1, . . . , Tν ]. By the same argument as above, we have that v′(J ′) ⊆ J .
Since w′ and v′ are inverse maps, we have J = v′(w′(J)) ⊆ v′(J ′) ⊆ J . Thus v′(J ′) = J .
Similarly, w′(J) = J ′. Thus we have
K[It] ∼=
K[T1, . . . , Tν ]
J
∼=
K[S1, . . . , Sν ]
J ′
∼= K[Ît].

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3. LCM-DUALS OF FERRES GRAPHS
In this section, we examine LCM-duals of edge ideals associated to Ferrers graphs. We begin by
recalling several definitions and results about edge ideals and graphs and then consider a connection
between squarefree monomial ideals and LCM-duals.
LetR = K[x1, . . . , xn] be the polynomial ring on n variables. Suppose G is a finite simple graph
(that is, a graph that does not have loops or multiple edges) with vertex set labeled x1, . . . , xn. We
will consider squarefree ideals generated in degree 2. The edge ideal of G, denoted by I(G) is the
ideal ofR generated by the squarefree monomials xixj such that {xi, xj} is an edge of G. There is a
one-to-one correspondence between finite simple graphs and squarefree monomial ideals generated
in degree 2. The complement of a graph G, written Gc, is the graph whose vertex set is V and whose
edge set contains the edge {xi, xj} if and only if {xi, xj} is not an edge of G. We write Ic = I(Gc),
the edge ideal of Gc. Let σ ⊆ {1, . . . , n} and let xσ =
∏
i∈σ
xi. Note that any squarefree monomial
in K[x1, . . . , xn] can be written in this way. Let pσ be the prime ideal pσ = 〈xi|i ∈ σ〉. For any
squarefree monomial ideal I = (xσ1 , . . . ,xσr) ⊂ K[x1, . . . , xn], the Alexander dual of I is
I⋆ = pσ1 ∩ · · · ∩ pσr .
We show that the Alexander dual is related to the LCM-dual for a well-known class of graphs
known as Ferrers graphs. The edge ideals of these graphs were studied in [3].
Recall that a Ferrers graph G is a bipartite graph on the vertex partition X = (x1, . . . , xm) and
Y = (y1, . . . , yn) such that if {xi, yj} is an edge of G then so is {xp, yq} for 1 ≤ p ≤ i and
1 ≤ q ≤ j, moreover (x1, yn) and (xm, y1) are edges of G. Associated to a Ferrers graph, there is
a partition λ = (λ1, . . . , λm) where λi is the degree of the vertex xi. A Ferrers ideal Iλ is the edge
ideal of a Ferrers graph associated to the partition λ. We can also associate a diagram Tλ, called a
Ferrers tableau, which is a diagram where we have a cell in position (i, j) if and only if (xi, yj) is
an edge in the Ferrers graph.
In the following theorem, we show that the LCM-dual of a Ferrers ideal is the Alexander dual of
the edge ideal of the complement of the associated Ferrers graph.
Theorem 3.1. Let R = K[x1, . . . , xm, y1, . . . , yn] and Iλ be the Ferrers ideal associated to a
Ferrers graph Gλ with associated partition λ = (λ1 = n, . . . , λm). Then a primary decomposition
for Îλ is given by
Îλ =
⋂
i<j
(xi, xj) ∩
⋂
i<j
(yi, yj) ∩
⋂
1≤i≤m
1≤j≤n
xiyj 6∈Iλ
(xi, yj).
Therefore Îλ = (I(Gcλ))⋆.
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Proof. We proceed by induction on λ1 + · · · + λm. If this sum is one, then R = K[x1, y1] and
Îλ = R and all claims are trivial. If m = 1, then Iλ = (x1y1, . . . , x1yn) ⊆ K[x1, y1, . . . , yn] gives
Îλ = ({y1 · · · yˆi · · · yn|1 ≤ i ≤ n} =
⋂
i<j
(yi, yj).
Suppose that m ≥ 2. We first consider the case when λm = 1. Let λ′ = (λ1, . . . , λm−1). Notice
that Iλ′ ⊆ K[x1, . . . , xm−1, y1, . . . , yn]. In particular, Iλ = Iλ′ +(xmy1). As Iλ and Iλ′ are Ferrers
ideals, mIλ = lcm(Iλ) =
∏m
i=1 xi
∏n
j=1 yj = xm lcm(Iλ′) = xmmIλ′ giving
Îλ = xmÎλ′ + (x1 · · · xm−1y2 · · · yn).
Since λ1+ · · ·+λm−1 < λ1+ · · ·+λm, by induction after passing to K[x1, . . . , xm−1, y1, . . . , yn]
we have
Îλ′ =
⋂
1≤i<j≤m−1
(xi, xj) ∩
⋂
i<j
(yi, yj) ∩
⋂
1≤i≤m−1
1≤j≤n
xiyj 6∈Iλ′
(xi, yj) ⊂ K[x1, . . . , xm−1, y1, . . . , yn].
Notice that x1 · · · xm−1y2 · · · yn is in every component of the primary decomposition. We thus have
Îλ = xmÎλ′ + (x1 · · · xm−1y2 · · · yn)
= [(xm) ∩ Îλ′ ] + [(x1 · · · xm−1y2 · · · yn) ∩ Îλ′ ]
= (xm, x1 · · · xm−1y2 · · · yn) ∩ Îλ′
=
⋂
1≤i≤m−1
(xi, xm) ∩
⋂
2≤j≤n
(xm, yj) ∩ Îλ′
=
⋂
i<j
(xi, xj) ∩
⋂
i<j
(yi, yj) ∩
⋂
1≤i≤m
1≤j≤n
xiyj 6∈Iλ
(xi, yj).
Now we consider the case where λm > 1. Consider λ′ = (λ1, . . . , λm − 1). We have that
Iλ = Iλ′+(xmyλm). In particular since λm−1 ≥ 1, lcm(Iλ) = lcm(Iλ′) =
∏
1≤i≤m xi
∏
1≤j≤n yj ,
hence
Îλ = Îλ′ + (x1x2 · · · xm−1y1 · · · ŷλm · · · yn).
By induction, the primary decomposition for Îλ′ is given by
Îλ′ =
⋂
1≤i<j≤m
(xi, xj) ∩
⋂
1≤i<j≤n
(yi, yj) ∩
⋂
1≤i≤m
1≤j≤n
xiyj 6∈Iλ′
(xi, yj).
Let J be the intersection of all the components of this primary decomposition that contain the
monomial x1x2 · · · xm−1y1 · · · ŷλm · · · yn. Note J contains every component in the decomposition
Iλ′ except (xm, yλm). Then
Îλ′ = J ∩ (xm, yλm).
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We claim that the primary decomposition of Îλ is J which would in turn establish our claim. Noting
that x1 · · · xm−1y1 · · · ŷλm · · · yn ∈ J we get
Îλ = Îλ′ + (x1x2 · · · xm−1y1 · · · ŷλm · · · yn)
= (J ∩ (xm, yλm)) + (x1 · · · xm−1y1 · · · ŷλm · · · yn)
= (J ∩ (xm, yλm)) + (J ∩ (x1 · · · xm−1y1 · · · ŷλm · · · yn))
= J ∩ ((xm, yλm) + (x1x2 · · · xm−1y1 · · · ŷλm · · · yn))
= J ∩ (xm, yλm , x1x2 · · · xm−1y1 · · · ŷλm · · · yn).
Moreover, we notice that
(xm, yλm , x1x2 · · · xm−1y1 · · · ŷλm · · · yn) =
⋂
1≤i≤m−1
(xm, yλm , xi) ∩
⋂
1≤j≤n
j 6=λm
(xm, yλm , yj).
Furthermore, we note
J =
⋂
1≤i<j≤m
(xi, xj) ∩
⋂
1≤i<j≤n
(yi, yj) ∩
⋂
1≤i≤m
1≤j≤n
xiyj 6∈Iλ
(xi, yj),
and so (xm, yλm , xi) ⊇ (xi, xm) ⊇ J and (xm, yλm , yj) ⊇ (yλm , yj) ⊇ J . Thus J∩(xm, yλm , xi) =
J and J ∩ (xm, yλm , yj) = J giving
Îλ = J ∩ (xm, yλm , x1x2 · · · xm−1y1 · · · ŷλm · · · yn)
= J ∩
⋂
1≤i≤m−1
(xm, yλm , xi) ∩
⋂
1≤j≤n
j 6=λm
(xm, yλm , yj)
= J.
The final statement comes from the fact that Iλ is a Ferrers ideal and the definitions of Gcλ and
the Alexander dual. 
Unfortunately, this does not hold for arbitrary edge ideals.
Example 3.2. Consider the ideal I = (x1y1, x1y2, x2y1, x2y2, y1y2) which is not a Ferrers ideal.
The edge ideal of the complement of the associated graph is Ic = (x1x2). The Alexander dual of J
is given by
(Ic)⋆ = (x1, x2),
but the LCM-dual of I is given by
Î = (x2y2, x2y1, x1y2, x1y1, x1x2).
The following definition of Corso and Nagel [4] defines a specialization of Ferrers ideal. This
construction allows us to obtain a non-squarefree monomial ideal of degree two from a Ferrers ideal.
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Definition 3.3. Let S = K[x1, . . . , xm, y1, . . . , yn] be a polynomial ring over a field K and I
be a monomial ideal in S. Let σ : {y1, . . . , yn} → {x1, . . . , xk} be a map that sends yi to xi
where k = max{m,n} and xm+1, . . . , xk are (possibly) additional variables. By abuse of notation
we use the same symbol to denote the the substitution homomorphism σ : S → R where R =
K[x1, . . . , xk] given by xi 7→ xi and yi 7→ σ(yi). We call σ a specialization map and the monomial
ideal I := σ(I) ⊆ R the specialization of I .
Here is an example of the specialization of an ideal. Let S = K[x1, x2, y1, y2, y3]. Consider the
Ferrers ideal I = (x1y1, x1y2, x1y3, x2y1, x2y2) ⊆ S. The specialization of I is the ideal
I = (x21, x1x2, x1x3, x
2
2).
Since the specialization map sends x1y2 and x2y1 to the same element in K[x1, x2, x3], I has 4
minimal generators but I has 5 minimal generators. Motivated by this example, we give the defini-
tion of a generalized Ferrers ideal. The specialization map will preserve the number of generators
for a generalized Ferrers ideal.
Definition 3.4. Assume n ≥ m. Let λ = (λ1, . . . , λm) be a partition and let µ = (µ1, . . . , µm) ∈
Zm be a vector
0 ≤ µ1 ≤ · · · ≤ µm < λm.
Since λm ≤ λm−1 ≤ · · · ≤ λ1, in particular, µi < λi. The ideal
Iλ−µ := (xiyj|1 ≤ i ≤ n, µi < j ≤ λi) ⊆ Iλ,
is called a generalized Ferrers ideal.
Notice that when µi ≥ i− 1 for i = 1, . . . ,m, the generalized Ferrers ideal and its specialization
have the same number of generators therefore they may be associated with same tableau after the
specialization.
Lemma 3.5. [3, 3.9] Suppose λ = (λ1, . . . , λm) is a partition and let µ = (µ1, . . . , µm) ∈ Zm as
in Definition 3.4. If in addition, µi ≥ i − 1 for i = 1, . . . ,m, the ideals Iλ−µ and Iλ−µ have the
same number of minimal generators, namely λ1 + · · ·+ λm − [µ1 + · · ·+ µm].
Recall that we say a monomial ideal I is strongly stable if for all monomials m ∈ I , whenever
xi|m then xjmxi ∈ I for every j < i. When µi = i − 1, the specialization of a generalized Ferrers
ideal, Iλ−µ, is a strongly stable ideal.
Lemma 3.6. [3] Let λ = (λ1, . . . , λm) be a partition and let µ = (0, 1, . . . ,m − 1). The special-
ization of the generalized Ferrers ideal Iλ−µ is a strongly stable ideal generated in degree two.
Proof. We need to show that Iλ−µ is strongly stable. Let xixj ∈ Iλ−µ. Assume i ≤ j. Then xixj =
σ(xiyj) for xiyj ∈ Iλ−µ. Note if i < j, then xjyi 6∈ Iλ−µ since µj = j−1 ≥ i. Suppose 1 ≤ k ≤ i,
then by the definition of Iλ−µ, xkyj ∈ Iλ−µ. Indeed, µk = k−1 ≤ i−1 = µi < j ≤ λi ≤ λk. Thus
σ(xkyj) = xkxj = xk
xixj
xi
∈ Iλ−µ. Now suppose 1 ≤ ℓ ≤ j. If ℓ > µi = i− 1, then xiyℓ ∈ Iλ−µ
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because µi < ℓ ≤ j ≤ λi. Thus σ(xiyℓ) = xixℓ = xℓ xixjxj ∈ Iλ−µ. Suppose ℓ ≤ µi = i − 1.
Note that xiyi ∈ Iλ−µ and ℓ < i, we have xℓyi ∈ Iλ−µ. Thus σ(xℓyi) = xℓxi ∈ Iλ−µ. Indeed,
µℓ = ℓ− 1 < i ≤ λi ≤ λℓ. We have shown that the exchange property holds on the generators so
Iλ−µ is strongly stable. 
Example 3.7. Let S = K[x1, x2, x3, y1, y2, y3, y4] and I be the Ferrers ideal for λ = (4, 4, 3), that
is,
Iλ = (x1y1, x1y2, x1y3, x1y4, x2y1, x2y2, x2y3, x2y4, x3y1, x3y2, x3y3).
Let µi = i− 1 for i = 1, 2, 3. The generalized Ferrers ideal is
Iλ−µ = (x1y1, x1y2, x1y3, x1y4, x2y2, x2y3, x2y4, x3y3).
Then the specialization map yields the specialization
Iλ−µ = (x
2
1, x1x2, x1x3, x1x4, x
2
2, x2x3, x2x4, x
2
3).
Note that Iλ−µ is a strongly stable ideal in R = K[x1, x2, x3, x4].
Conversely, given a strongly stable ideal generated in degree two,
I = {x21, x1x2, . . . , x1xλ1 , x
2
2, x2x3, . . . , x2xλ2 , . . . , x
2
m, xmxm+1, . . . , xmxλm},
we can think of I as the specialization of a generalized Ferrers ideal Iλ−µ with λ = {λ1, . . . , λm}
and µ = {0, 1, 2, . . . ,m− 1} and the associated tableau Tλ−µ = TI has a square in the ith row and
jth column when xixj ∈ I . Figure 1 illustrates the tableau Tλ−µ = TI where I comes from the
specialization of a generalized Ferrers ideal associate to λ = (4, 4, 3) and µ = (0, 1, 2) as in the
Example 3.7, i.e. I = (x21, x1x2, x1x3, x1x4, x22, x2x3, x2x4, x23).
x1 x2 x3 x4
x1
x2
x3
FIGURE 1. Ferrers tableau of I: TI = Tλ−µ
If I is a strongly stable ideal generated in degree 2 of heightm, thenmI = x21x22 · · · x2mxm+1 · · · xn
and so Î is a monomial ideal generated in degree n +m − 2. Furthermore, we may associate the
tableau T
Î
= TI = Tλ−µ to the ideal Î where the square in row i and column j is associated to
the generator x̂ixj =
x21 · · · x
2
mxm+1 · · · xn
xixj
=
x1 · · · xm
xi
x1 · · · xn
xj
. By abuse of notation, the top
labels are x̂j = x1···xnxj and the side labels are x̂i =
x1···xm
xi
.
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Example 3.8. Let I = (x21, x1x2, x1x3, x1x4, x22, x2x3, x2x4, x23), we have mI = x21x22x23x4 and
Î =
(
x22x
2
3x4, x1x2x
2
3x4, x1x
2
2x3x4, x1x
2
2x
2
3, x
2
1x
2
3x4, x
2
1x2x3x4, x
2
1x2x
2
3, x
2
1x
2
2x4
)
.
The tableau Î is as in Figure 2.
x̂1 x̂2 x̂3 x̂4
x̂1
x̂2
x̂3
FIGURE 2. Ferrers tableau of Î: T
Î
The work of Corso, Nagel, Petrovic`, and Yuen describe the special fiber rings of strongly stable
ideals generated in degree 2.
Proposition 3.9. [5, 4.1] The Krull dimension of the special fiber ring of a strongly stable ideal I
generated in degree two is
dimF(I) = n.
Since F(I) = K[f1t, . . . , fνt], we define the polynomial ring K[Tλ] := K[Tij |xixj ∈ I] for
a strongly stable ideal I corresponding to specialization of a generalized Ferrers ideal Iλ−µ with
λ = {λ1, . . . , λm} and µ = {0, 1, 2, . . . ,m − 1}. We can think Tλ as a m by n matrix with Tij
variable as the ij entry when xixj ∈ I otherwise the entry is 0. The symmetrized matrix Sλ is the
n by n matrix obtained by reflecting Tλ along the main diagonal [5].
Theorem 3.10. [5, 4.2] Let I ⊆ R[x1, . . . , xn] be a strongly stable ideal generated in degree two.
The special fiber ring of I is a determinantal ring arising from the two by two minors of a symmetric
matrix. More precisely, there is a graded isomorphism
F(I) ∼= K[Tλ]/I2(Sλ).
Furthermore the ring F(I) is a normal Cohen-Macaulay domain that is Koszul.
As the tableau corresponding to Î is the same as I , from these results and Theorem 2.5, we can
describe the special fiber rings of LCM-duals of strongly stable ideals generated in degree two.
Corollary 3.11. Let I be a strongly stable ideal generated in degree two of height at least 2 and let
Î be the LCM-dual of I .The special fiber ring of Î is a determinantal ring arising from the two by
two minors of a symmetric matrix. More precisely, there is a graded isomorphism
F(Î) ∼= K[Tλ]/I2(Sλ).
Furthermore F(Î) is a normal Cohen-Macaulay domain that is Koszul, and
dimF(Î) = n.
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4. RESOLUTIONS OF LCM-DUALS OF STRONGLY STABLE IDEALS OF DEGREE 2
In this section, we are interested in finding the resolution of Î , where I is a strongly stable ideal.
To find the resolutions of the ideals Î , we use the theory of cellular resolutions and cell complexes.
Proofs may be found in [12]. We recall some of definitions and theorems that we will use first.
Definition 4.1. A polyhedral cell complex X is a finite collection of finite polytopes (in RN ) called
the faces or cells of X, satisfying:
(1) If P ∈ X is a polytope in X and F is a face of P then F ∈ X.
(2) If P,Q ∈ X then P ∩Q is a face of P and Q.
The maximal faces are called facets. We say that a cell complex X is labeled if we can associate to
each vertex a vector ai ∈ NN (or the monomial xai .) The label of any face of X is the exponent
vector of lcm{xai |i ∈ F}.
Let Fk(X) be the set of faces of X of dimension k. Note that the empty set is the unique
dimension −1-dimensional face. A cell complex X has an incidence function where ǫ(Q,P ) ∈
{1,−1} if Q is a face of P . (The sign is determined by whether the orientation of P induces the
orientation of Q where the orientation is determined by some ordering of the vertices.)
Let X be a cellular complex of dimension d. The cellular free complex FX supported on X is
the complex of NN graded R-modules
FX : 0← R
∂0←− RF0(X)
∂1←− RF1(X)
∂2←− RF2(X) · · ·
∂d−1
←−−− RFd−1(X)
∂d←− RFd(X) ← 0
where RFk(X) :=
⊕
P∈Fk(X)
R(−aP ) and the differential ∂k is defined on basis elements P as
∂(P ) =
∑
Q a facet of P
ǫ(P,Q)xaP−aQQ.
We now define the cellular complex that supports the cellular resolution of duals of strongly
stable ideals generated in degree two.
Definition 4.2. Let λ = (λ1, . . . , λm) be a partition, let µ = (0, 1, . . . ,m − 1) and let I = Iλ−µ
be the associated strongly stable ideal. The polyhedral complex Xλ is the complex satisfying
(1) the vertices of Xλ are vi,j such that xixj ∈ I with i ≤ j, we label the vertex vi,j by
mI/(xixj) ;
(2) the edges of Xλ are e(i,j),(i+1,j) if vi,j, vi+1,j ∈ Xλ and e(i,j),(i,j+1) if vi,j, vi,j+1 ∈ Xλ (the
order gives the orientation);
(3) the faces of Xλ are s(i,j),(i+1,j),(i+1,j+1),(i,j+1) if vi,j, vi+1,j , vi+1,j+1, vi,j+1 ∈ Xλ (the
order gives the orientation).
Notice that the label of edges e(i,j),(i+1,j) = mI/xj and the label on edges e(i,j),(i,j+1) = mI/xi
and labels on faces are mI . Also by definition of mI = lcm(I), deg(mI) = m + n, and hence
deg(mI/xi) = m+ n− 1 and deg(mI/xixj) = m+ n− 2.
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Let f be the number of faces, ǫ the number of edges, and ν the number of vertices in the polyhe-
dral cell complex Xλ. Then the cellular free complex FXλ supported on Xλ is
FXλ : 0← R
∂0←− Rν(−m− n+ 2)
∂1←− Rǫ(−m− n+ 1)
∂2←− Rf (−m− n)← 0,
where
∂2(s(i,j),(i+1,j),(i+1,j+1),(i,j+1)) = xie(i,j),(i,j+1) + xj+1e(i,j+1),(i+1,j+1)
− xi+1e(i+1,j),(i+1,j+1) − xje(i,j),(i+1,j)
∂1(e(i,j),(i+1,j)) = xivi,j − xi+1vi+1,j
∂1(e(i,j),(i,j+1)) = xjvi,j − xj+1vi,j+1
∂0(vi,j) = mI/(xixj).
Example 4.3. Let λ = (4, 4, 3). The polyhedral complex Xλ is the complex in Figure 3 such that
vertices are ordered via (1, 1) < (1, 2) < (1, 3) < (1, 4) < (2, 2) < (2, 3) < (2, 4) < (3, 3). The
cellular free complex FXλ is
FXλ : 0← R
∂0←− R8(−5)
∂1←− R9(−6)
∂2←− R2(−7)← 0,
where
∂1 =


x1 0 0 0 0 0 0 0 0
−x2 x2 0 x1 0 0 0 0 0
0 −x3 x3 0 x1 0 0 0 0
0 0 −x4 0 0 x1 0 0 0
0 0 0 −x2 0 0 x2 0 0
0 0 0 0 −x2 0 −x3 x3 x2
0 0 0 0 0 −x2 0 −x4 0
0 0 0 0 0 0 0 0 −x3


∂2 =


0 0
x1 0
0 x1
−x2 0
x3 −x3
0 x4
−x2 0
0 −x2
0 0


To show that the cellular complex FX is a resolution, we will want to consider a similar problem
over vector spaces. We need the following definition.
Definition 4.4. Let X be a polyhedral cell complex. The reduced chain complex of X over K is the
complex C•(X,K):
0← KF−1(X)
∂0←− · · · ← KFi−1(X)
∂i←− KFi(X) ← · · ·
∂d←− KFd(X) ← 0.
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(1,1) (1,2) (1,3) (1,4)
(2,2)
(2,3)
(2,4)
(3,3)
FIGURE 3. Xλ for λ = (4, 4, 3)
We consider a partial order on NN defined by a ≤ b if b − a ∈ NN . If b ∈ ZN , we define a
subcomplex X≤b, namely the subcomplex of faces whose labels are less or equal to b.
To determine whether the cellular complex is a resolution we will use the following criteria of
Bayer and Sturmfels. This criteria is useful because it reduces the question of whether a cellular
free complex is acyclic to a question of the geometry of the polyhedral cell complex.
Lemma 4.5. [2] The complex FX is a cellular resolution if and only if for each b the complex X≤b
is acyclic over the field K .
To prove each of the X≤b are acyclic we require some theorems from graph theory. Recall that
a directed graph is a graph in which every edge has a direction associated to it. That is, a directed
graph is a pair G = (V,E), where V is the set of vertices and E is a set of ordered pairs of vertices
in V . If e = (vi, vj) is an edge in G, we say that vi is the negative end of e and vj is the positive end
of e. Figure 3 gives a representation of a directed graph. The arrows point from the negative end to
the positive end.
We define the incidence matrix which will be useful because it has a connection to ∂1 in the
cellular free complex supported on Xλ.
Definition 4.6. Let G be a directed graph with ν vertices v1, . . . , vν and ǫ directed edges e1, . . . , eǫ.
The incidence matrix of G, which we will denote by A(G) is the ν × ǫ matrix given by
aij =


1 if vi is the negative end of ej
−1 if vi is the positive end of ej
0 if vi is not incident with ej
In Figure 3, we order the vertices (1, 1), (1, 2), (1, 3), (1, 4), (2, 2), (2, 3), (2, 4), (3, 3) and then
order the edges from left to right and from top to bottom in the picture. Then we get the following
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incidence matrix:
A(G) =


1 0 0 0 0 0 0 0 0
−1 1 0 1 0 0 0 0 0
0 −1 1 0 1 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 0 0 −1 0 0 1 0 0
0 0 0 0 −1 0 −1 1 1
0 0 0 0 0 −1 0 −1 0
0 0 0 0 0 0 0 0 −1


.
A well-known result (see for example [14, 7.10]) from graph theory computes the rank of the
incidence matrix.
Proposition 4.7. If G is a directed graph with ν vertices and σ components, the rank of A(G) is
ν − σ. In particular, if G is a connected graph, the rank of A(G) is ν − 1.
By construction, the underlying graph of Xλ in Definition 4.2, denoted Gλ, is a planar graph, that
is, it is embedded in the plane so that the edges intersect only at the vertices. The faces of a planar
graph are the maximal regions of the plane that are disjoint in the embedding. By Euler’s Theorem,
a planar graph has f = ǫ − ν + 1 bounded faces. Each face is bounded by a cycle of edges in the
graph. Recall that a cycle is a sequence of vertices and edges that starts and ends at the same vertex
with no repetition of vertices or edges allowed except the starting and ending vertex. We call the
cycles bounding the faces of Gλ the face cycles. Here we define the face cycle matrix for the graph.
Definition 4.8. Consider a directed graph G with m labeled edges and f oriented face cycles
s1, . . . , sf . We have the face cycle matrix Cf = [cij ]m×f is the m by f matrix in which
cij =


1 if the edge ej is in the cycle si and the orientation
agrees with the cycle orientation
−1 if the edge ej is in si and its orientation
does not agree with the cycle orientation.
0 if si does not contain ej
The face cycle matrix corresponds to Figure 3 is the following:
Cf =


0 0
1 0
0 1
−1 0
1 −1
0 1
−1 0
0 −1
0 0


.
The face cycle matrix is related to the map ∂2 in the cellular free complex FXλ . Its rank is computed
in the next proposition whose proof can be found in [14, 7.13].
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Proposition 4.9. If G is a connected directed graph with ν vertices and ǫ edges, the rank of Cf is
ǫ− ν + 1.
As we mentioned, the maps ∂1 and ∂2 in the complex FXλ can be described in terms of the
incidence matrix and the face matrix. Let Xλ be the cellular complex defined in the Defini-
tion 4.2 associated to λ = {λ1, . . . , λm}, and Î be the LCM dual of I = Iλ−µ, the associated
strongly stable ideal. Let Gλ be the underlying graph of Xλ. We have ∂0 : Rν → R with ν
is the number of vertices of Gλ and ∂0(vi,j) = x̂ix̂j ∈ Î where vi,j ′s is a basis elements of
Rν . For each column of the oriented incidence matrix of Xλ, it defines the map ∂1 from Rǫ to
Rν with ∂1(e(i,j),(i,k)) = xjvi,j − xkvi,k and ∂1(e(i,j),(k,j)) = xivi,j − xkvk,j . For each column
of the fundamental cycle matrix Cf (Gλ) =
[
ci,(i,j),(i,k)|ci,(i,j),(k,j)
]T
, it defines the map ∂2 via
∂2(si) =
∑[
ci,(i,j),(i,k)xie(i,j),(i,k) + ci,(i,j),(k,j)xje(i,j),(k,j)
]
. We are now ready to prove the main
theorem of this section.
Theorem 4.10. The complex FXλ provides the minimal free resolution of Î .
Proof. By Lemma 4.5, to show that FXλ is a resolution, we need to show that for each b of Xλ,
the reduced chain complex of X≤b is acyclic. By the construction of Xλ in Definition 4.2, the label
of facet is the same namely, mI . In particular, mI , mI/xi and mI/xixj are the only monomials
that appear as labels of non-empty sub-complex of Xλ. The degrees of these monomials are either
deg(mI), deg(mI)− 1, or deg(mI)− 2.
If the degree of the corresponding monomial is deg(mI), the complex X≤b is all of Xλ and the
cellular free complex supported on Xλ is given by
FXλ : 0← R
∂0←− Rβ1(− deg(mI) + 2)
∂1←− Rβ2(− deg(mI) + 1)
∂2←− Rβ3(− deg(mI))← 0.
Then the reduced chain complex is
0← K ← Kβ1
A(G(I))
←−−−−− Kβ2
Cf (Gλ)
←−−−−− Kβ3 ← 0.
Since Cf (Gλ) and A(Gλ) are exactly the matrices that come from the orientation in Xλ. Notice that
by the rank-nullity theorem and Proposition 4.9 and 4.7, dim(ker(Cf (Gλ))) = 0, dim(ker(A(Gλ)) =
ǫ − rank(A(Gλ)) = ǫ − ν + 1 = dim(im(Cf (Gλ))) and therefore the reduced chain complex is
acyclic.
If b has degree degmI − 1 then b = mI/xi for some i. The polyhedral cell complex has vertex
set Vi = {vj,i|xjxi ∈ I}∪ {vi,j |i ≤ j ≤ λi}. The subcomplex X≤b comes from one column of the
Ferrers tableau and possibly one row of the Ferrers tableau which is a tree. Let νi be the number of
vertices in the graph, then the number of edges is νi − 1. The cellular free complex supported on
X≤b is
0← R
∂0←− Rνi(− deg(mI) + 2)
∂1←− Rνi−1(− deg(mI) + 1).
The reduced chain complex
0← K
∂0←− Kνi
A(Gi)
←−−−− Kνi−1 ← 0.
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Note that the rank of A(Gi) = νi − 1. This complex is acyclic.
If b has degree deg(mI) − 2 then b = mI/xixj where xixj ∈ I . The polyhedral cell complex
X≤b consists of just the vertex corresponding to that monomial, and the free complex is given by
0← R← R(− deg(mI) + 2)← 0.
The reduced complex
0← K ← K ← 0
is acyclic.
Thus the cellular free complex gives a resolution of R/Î . Finally as the matrices ∂0, ∂1 and ∂2
do not contain any units, the resolution is minimal. 
From the description of the resolution, we have the following corollary.
Corollary 4.11. Let λ = (λ1, . . . , λm) be a partition. Let µ = (0, 1, . . . ,m− 1) and let I = Iλ−µ
be the associated strongly stable ideal. Suppose m > 1.
(1) The regularity of R/Î = deg(mI)− 3 = λ1 +m− 3 = n+m− 3.
(2) The projective dimension of R/Î = 3.
(3) R/Î has a linearly free resolution.
In the next proposition,we give explicit formulas for the Betti numbers in this complex using
a basic counting argument. In particular, we note that the Betti numbers do not depend on the
configuration, but only on the number of generators, the height, and the number of variables.
Proposition 4.12. The Betti numbers of R/Î are given by
β1 = λ1 + · · ·+ λm −
(
m
2
)
,
β2 = λ1 + 2(λ2 + · · ·+ λm)−m
2,
β3 = λ2 + · · ·+ λm −
(
m+ 1
2
)
+ 1.
Since β1 = µ(I) and λ1 = dim(R) = n, we can rewrite these formulas as
β1 = µ(I)
β2 = 2µ(I)− g − n
β3 = µ(I)− g − n+ 1
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Proof. To count β1 we count the number of vertices of Gλ by the proof of Theorem 4.10. Each row
has λi − (i− 1) vertices for 1 ≤ i ≤ m. Thus the sum of all m rows is
β1 =
m∑
i=1
(λi − (i− 1))
=
m∑
i=1
λi −
m−1∑
i=0
i
=
m∑
i=1
λi −
(
m
2
)
.
Notice that β2 counts the number of edges of Gλ. At the i-th row ofGλ, there are λi−i horizontal
edges when 1 ≤ i ≤ m, and λi − i+ 1 vertical edges above it when 2 ≤ i ≤ m. The total number
of edges is
β2 =
m∑
i=1
(λi − i) +
m∑
i=2
(λi − i+ 1)
= λ1 + 2(λ2 + · · · + λm)−
m∑
i=1
i−
m∑
i=2
i+
m∑
i=2
1
= λ1 + 2(λ2 + · · · + λm)−
(
m+ 1
2
)
−
(
m+ 1
2
)
+ 1 +m− 1
= λ1 + 2(λ2 + · · · + λm)−m(m+ 1) +m
= λ1 + 2(λ2 + · · · + λm)−m
2.
Finally, we notice that β3 counts the number of cycles of Gλ. For 2 ≤ i ≤ m, above i-th row,
there are λi − i cycles. This gives
β3 =
m∑
i=2
(λi − i)
= λ2 + · · ·+ λm −
(
m+ 1
2
)
+ 1.

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