We introduce a technique called "precomputation of integrals" that makes it possible to compute conditional expectations in dynamic stochastic models in the initial stage of the solution procedure. This technique can be applied to any set of equations that contains conditional expectations, in particular, to the Bellman and Euler equations. After the integrals are precomputed, we can solve stochastic models as if they were deterministic. We illustrate the benefits of precomputation of integrals using one-and multi-agent numerical examples.
Introduction
In existing global methods for solving dynamic stochastic models, a conditional expectation function is computed in each iteration. 1 Re-computing expectations in each iteration is costly, and the cost grows rapidly when the number of random variables increases (because the dimensionality of integrals increases), when more accurate integration methods are used (because the number of integration nodes increases), and when models become more complex (because numerical solvers are used more intensively, which involves additional evaluations of integrals).
In this paper, we introduce a simple technique that makes it possible to compute conditional expectations in the initial stage of the solution procedure. The key idea is to approximate the integrand -expression inside the conditional expectation -with a parametric function whose basis functions are separable in endogenous and exogenous state variables. (This property is satisfied for many polynomial families including ordinary, Chebyshev and Hermite polynomials as well as for many nonpolynomial families of functions.) With such basis functions, we can construct integrals of exogenous state variables for any given values of endogenous state variables before the beginning of iterations. Subsequently, in the iterative procedure, values of conditional expectation functions can be immediately derived using the precomputed integrals. Effectively, this allows us to solve stochastic problems as if they were deterministic, with the corresponding reduction in cost. We call the proposed technique precomputation of integrals.
Precomputation of integrals works under very general assumptions and can be applied to any set of equations that contains conditional expectations, including the Bellman and Euler equations. Furthermore, precomputation of integrals is compatible with essentially all computational techniques used by existing global solution methods, including a variety of approximating functions, solution domains, integration rules, fitting methods and iterative schemes for finding unknown parameters of approximating functions. That is, apart from precomputation of integrals, the rest of our solution procedure is standard. Finally, given that we must approximate integrals just once, we can use very accurate integration methods that would be intractable inside an iterative cycle.
We illustrate the technique of precomputation of integrals in two applications. One is a simple, one-agent neoclassical growth model, and the other is a more challenging, multi-agent model with up to 20 heterogeneous agents. We study both the Bellman and Euler equation algorithms. In our numerical examples, solution algorithms based on precomputation of integrals proved to be accurate, fast and reliable.
The rest of the paper is as follows: In Section 2, we set up the test model. In Section 3, we show how to precompute integrals for ordinary polynomial functions of state variables.
In Section 4, we apply the precomputation technique to the Bellman and Euler equations. In Section 5, we discuss generalizations of the precomputation technique. In Section 6, we discuss compatibility of precomputation of integrals with other computational techniques in the literature. In Section 7, we present our numerical results. Finally, in Section 8, we conclude.
Neoclassical stochastic growth model
To illustrate the technique of precomputation of integrals, we use the standard neoclassical growth model.
The set up
The representative agent solves
s.t.
where the initial condition ( 0   0 ) is given;   is the expectation operator conditional on information at time ;   ,   and   are consumption, capital and productivity level, respectively;  ∈ (0 1) is the discount factor;  ∈ (0 1] is the depreciation rate of capital;  ∈ (−1 1) is the autocorrelation coefficient of the productivity level;  ≥ 0 is the standard deviation of the productivity shock;  and  are the utility and production functions, respectively, both of which are strictly increasing, continuously differentiable and concave.
Bellman equation
We can characterize a solution to the model (1)-(3) by using dynamic programming approach. We solve for the value function  ( ) that satisfies the Bellman equation,
where the primes on variables denote next-period values, and
Euler equation
We can also characterize a solution of the model (1)-(3) by formulating the Lagrangian function and deriving the first-order conditions (without formulating the Bellman equation). This yields the Euler equation
where   denotes a first-order derivative of a function  with respect the -th argument.
Under the Euler equation approach, we solve for policy functions  =  ( ) and  0 =  ( ) that satisfy (5), (6) and (7).
Precomputation of integrals under ordinary polynomials
The Bellman and Euler equations contain conditional expectation functions,
, respectively. The key idea of our precomputation technique is to approximate an integrand (which is  ( 0   0 ) and
) in the Bellman and Euler equations, respectively) with a parametric function for which conditional expectation can be characterized for any parameter vector and any state of the world. An example of such a function is a complete ordinary polynomial,
where
is a vector of polynomial coefficients, and  is a degree of the polynomial. Taking into account that  0 is known at present and that
, and the coefficients   and   are related by
The integrals I 0   I  can be computed up-front without solving the model (i.e., precomputed). Let   be the -th moment of the function exp ( 0 ),  = 0 1  . Since, by assumption,
Note that there is a pattern in the sequence of I's in terms of 's,
where  0 = 1. Once I's are computed, an evaluation of conditional expectation becomes trivial. Namely, conditional expectation of a polynomial function is given by the same polynomial function but evaluated at a different coefficients vector, i.e.,
Characterizing the solution under precomputation of integrals
In this section, we reformulate the Bellman and Euler equations using the technique of precomputation of integrals.
Bellman equation algorithm
We parameterize the true value function  ( ) with a flexible functional form b  ( ; ) given by the polynomial (8) . Using the precomputation result (9), we rewrite the Bellman equation (4)- (6) as
where  = indicates that the corresponding equality is satisfied approximately. In the transformed Bellman equation (13)- (16) , the effect of uncertainty on the solution is summarized by the moments (11) which determine the relation between  and . To solve the Bellman equation, we proceed in two steps.
Algorithm 1. Bellman equation algorithm
Precomputation of integrals. Construct {I 0   I  } using (11), (12) . Transformed problem. Find  that solves (13)- (16) .
Apart from the fact that  and  differ, the transformed Bellman equation (13)- (16) is standard and can be solved using a variety of solution algorithms available in the literature; we describe an example of such an algorithm in Appendix B.
Euler equation algorithm
The precomputation technique introduced in Section 3 assumes that the function we parameterize is the same as the function for which we need to compute the expectation. This is true for the Bellman equation approach that parameterizes  ( ) and requires us to compute
However, this is not true for a Euler equation algorithm that typically parameterizes policy functions like  ( ) or  ( ) but needs to compute
To adapt the precomputation technique to the Euler equation, we make a change of variables, namely, we introduce a new variable  0 that stands for the integrand in (7), which implies
In terms of  and  0 , the Euler equation (7) is
If we approximate the function  =  ( ), we have the same function under the expectation,  [ ( 0   0 )], and thus, the results of Section 3 apply. We parameterize the function  ( ) with a flexible functional form b  ( ; ) given by the polynomial (8) . Using the precomputation result (9), we rewrite the Euler equation (18) 
Again, after integrals are precomputed, all the effect of uncertainty on the solution is compressed into a mapping between the vectors  and . To solve the model, we proceed in two steps.
Algorithm 2. Euler equation algorithm
Precomputation of integrals. Construct {I 0   I  } using (11), (12) . Transformed problem. Find  that solves (14)- (17) and (19) .
As in the case of the Bellman equation, we can use a variety of solution algorithms to solve the transformed problem; see Appendix B for an example of such an algorithm. In some applications, it might be preferable to approximate policy functions other than the function  ( ) because such policy functions are better behaved or more convenient for certain purposes than others; see Maliar, Maliar and Judd (2011) for examples. We can extend the precomputation technique to those cases by approximating other policy functions jointly with  ( ). As an example, in Appendix C, we show how to use the precomputation technique for approximating the capital policy function  0 =  ( ).
Relation between the Bellman and Euler equations under precomputation of integrals
If a solution to the Bellman equation is interior (4)- (6), it satisfies the first-order and envelope conditions, which, respectively, are
The envelope condition (21) implies that the supplementary variable , introduced in (17), is effectively the derivative of the value function,
Unlike the original Euler equation (7), the conditions (20) and (21) are directly suitable for precomputation of integrals since they contain
The precomputation result (9) can be applied to the derivative of the value function  1 ( ) in the same way as it was applied to the value function  ( ). The resulting Euler equation is identical to (19) up to notations, namely, instead of b  ( ; ) and b
, respectively. That is, in the studied example, approximating the derivative of the value function  1 ( ) leads to the same solution algorithm (Algorithm 2) as approximating the supplementary function  ( ).
Generalization of precomputation of integrals
In this section, we provide a general description of the precomputation technique. Let  ∈ R   and  ∈ R   be vectors of endogenous and exogenous state variables, respectively. We make the following three assumptions:
A1. Each basis function of an approximating function is multiplicatively separable in  and , i.e.,
is the -th basis function; by convention,
A2. Next-period endogenous state variables  0 are -measurable.
A3. Exogenous state variables follow a stochastic process
 is the vector of disturbances with a density function  : R  → R + that is known at  and that satisfies R
exist and are finite.
Proposition 1.
Under the assumptions A1-A3, we have
, and  ≡ ( 0     ) and  are related by
Proof: This result is obtained as follows
Few comments about our assumptions are in order. A1 holds not only for the ordinary polynomials (8) 
Integration formulas
Numerical integration is an approximation of integrals by a weighted sum of values that an integrand  takes in a finite set of nodes,
where  0  and   are the -th integration node and weight, respectively. Integration formulas differ in their choices of integration nodes and weights. Typically, there is a trade off between the accuracy and cost: integration formulas with more nodes (and thus, with a higher cost) lead to more accurate approximations.
Unidimensional integrals can be accurately computed by discretizing an autoregressive process into a finite-state Markov chain (see Tauchen, 1986) or by using Gaussian quadrature formulas (see, e.g., Judd, 1992) . These techniques can be extended to multidimensional case using a product rule, however, the cost grows exponentially with the number of random variables ("curse of dimensionality"). A feasible and accurate alternative for high-dimensional integrals is non-product monomial formulas; see, e.g., Judd (1988, pp. 271-275) for a description of some monomial formulas. The cost of monomial formulas grows with the dimensionality only polynomially (e.g., linearly and quadratically). Another tractable alternative in high-dimensional applications is Monte Carlo integration (see Rust, 1996 , and Geweke, 1996, for a discussion), however, it delivers significantly lower accuracy than that attained by deterministic integration methods; see Judd et al. (2011) for comparison results.
Precomputation of integrals can be performed using any of the numerical integration methods discussed above (for some stochastic processes for shocks, integrals of type (25) can be precomputed analytically; see Maliar and Maliar, 2005 , for an example). Since precomputation of integrals is a one-time fixed-cost operation, we can use very accurate integration methods that would be too expensive to use inside an iterative cycle.
Iterative methods for finding fixed points
The number of evaluations of integrals (and hence, the gains from precomputation of integrals) highly depends on the technique used for finding fixed-point parameters of approximating functions. Three techniques that are used in the literature are time iteration, fixed-point iteration and (quasi)-Newton methods; see Judd (1998, pp. 553-558 and 103-119) for a review. All three techniques can be applied to both the Bellman and Euler equations.
Time iteration requires us to find a numerical solution to a non-linear optimization problem in each grid point (namely, to find a maximum of the Bellman operator or to find a solution to the Euler equation). An integral of type (25) must be evaluated many times in each iteration, which makes time iteration expensive; see Aruoba et al. (2006) . An endogenous-grid technique of Carroll (2005) can reduce the cost of time iteration, however, this technique is not trivial to implement for complex models. 2 In turn, fixed-point iteration does not require us to find a solution to the Bellman and Euler equations in each iteration but ensures that successive approximations converge to a fixed-point in the limit. 3 In this case, integrals are evaluated just once per iteration. However, the rate of convergence of fixed-point iteration is generally slower than that of time iteration, and the number of integral evaluations might be still very large.
Finally, (quasi)-Newton methods perform multiple evaluations of integrals when computing derivatives of the objective function with respect to parameters of approximating functions. The number of integral evaluations varies substantially with a quality of initial guess, a parameterization of the model and a design of the optimization method; see Judd (1992) for a discussion and numerical experiments.
Precomputation of integrals is compatible with all three iterative techniques, which can be implemented in the usual way. The difference is that, in our case, iterations will not involve evaluations of integrals. 
Numerical examples
In this section, we assess the performance of the global Bellman and Euler equation methods developed in Sections 4.1 and 4.2.
Implementation details
To parameterize the model (1)-(3) , we assume  (  ) =
(the latter value normalizes the deterministic steady state of capital to one), and  = 099,  = 0025,  = 095,  = 001. To precompute the moments in (11), we use a 10-node Gauss-Hermite quadrature rule
, where  0  and   are the -th integration node and weight, respectively.
We use the simplest possible solution domain, namely, a rectangular, uniformly spaced grid of 10 × 10 points for capital and productivity within the ergodic range. We compute polynomial approximations of degrees up to 5. To solve for the unknown polynomial coefficients, we use fixed-point iteration. A detailed description of the global methods is provided in Appendix B.
As a measure of accuracy, we report the mean and maximum of unit-free Euler equation errors on a stochastic simulation of 10,000 observations. We use MATLAB software, version 7.6.0.324 (R2008a) and a desktop computer ASUS with Intel(R) Core(TM)2 Quad CPU Q9400 (2.66 GHz), RAM 4MB.
Results
In Table 1 , we provide the results for the global Bellman equation algorithm. This algorithm is successful in finding solutions under  = 1 and  = 3 however fails under  = 1 3 for polynomials of degrees 3 and 5. The reason is that parametric approximations of value function do not necessarily satisfy the property of monotonicity; see Judd (1998, p. 438) for a discussion. We do not resolve this issue because it is related to interpolation and not to precomputation of integrals. 4 Whenever our approximation of value function is monotone, the approximation errors decrease with each polynomial degree by one or more order of magnitude. High-degree polynomial solutions are fairly accurate, in particular, for the fifth-degree polynomial, the errors are of order 10 −5 −10 −6 . The results for the global Euler equation algorithm are provided in Table 2 . The performance of this algorithm is superior to that of the Bellman equation algorithm: it is successful in finding the solutions in all cases and produces much smaller approximation errors (of order 10 −6 − 10 −8 ). The accuracy is higher because the Euler equation algorithm parameterizes the derivative of the value function while the Bellman equation algorithm parameterizes the value function itself and effectively, loses one polynomial degree.
Finally, in Appendix D, we illustrate precomputation of integrals in the context of a model with up to 20 heterogeneous agents that was studied in Judd et al. (2011) using a generalized stochastic simulation algorithm (GSSA). In the context of GSSA, Judd et al. (2011) found that there is a significant trade-off between accuracy and speed depending on the integration method used (Monte Carlo, Gaussian quadrature and monomial integration methods). Precomputation of integrals effectively eliminates the above trade-off. Given that we need to compute integrals just once, we can do it very accurately at a relatively low (fixed) cost. As a result, GSSA based on precomputation of integrals possesses two valuable features -high accuracy of solutions (characteristic for the versions of GSSA based on accurate but expensive multipoint Gaussian quadrature and monomial rules) and a low cost (characteristic for versions of GSSA based on cheap but far less accurate Monte Carlo methods).
Conclusion
Many existing solution methods in the literature rely on parametric functions that satisfy the assumption of separability used in the present paper. For such methods, we can precompute integrals in the stage of initialization. The resulting transformed stochastic problem has the same computational complexity as a similar deterministic problem. Our technique of precomputation of integrals is very general and can be applied to essentially any set of equations that contains conditional expectations. Precomputation of integrals can save programming efforts, reduce a computational burden and increase accuracy of solutions. It is of special value in computationally intense applications. In this section, we show how to precompute integrals in the Bellman and Euler equations in a general setup. We focus on a class of stochastic infinite-horizon optimization problems in which both state and control variables take a continuum of possible values.
Precomputing integrals in the Bellman equation
We assume that the problem has a recursive formulation, so that its solution satisfies the Bellman equation in the relevant area of the state space
where  ∈ R   ,  ∈ R   and  ∈ R   are vectors of endogenous state variables, exogenous state variables and control variables, respectively; the return function  : R   → R is continuously differentiable, strictly increasing and strictly concave;  : R +2+ → R  is a vector-valued function which is continuously differentiable in ,  0 , ,  0 ; the set {(  0 ) :  (    0 ) = 0} is convex and compact; the vector of disturbances  0 ∈ Ω ⊆ R   has a probability distribution which is known at present;  0 in (28) has finite moments; and  0 is known at present. A solution is a value function  ( ) (and the corresponding set of policy functions  0 =  ( ) and  =  ( )) that satisfies (26)- (28) in the relevant area of the state space. We assume that the functions   and  satisfy jointly a set of regularity conditions that ensures that the solution exists and is unique. To simplify the presentation, we did not include  and  in , and we did not include  0 and  0 in , however, the technique of precomputation of integrals applies to these cases as well.
Under the result of Proposition 1, precomputation of integrals leads us to the following Bellman equation,
s.t. (23), (24), (27) and (28), where the approximating function b  ( ; ) is of type (22) .
Precomputing integrals in the Euler equation
To derive first-order conditions, we use the Bellman equation. An interior solution to (26)- (28) satisfies
where   ∈ ,   ∈ , and  ∈ R  is a vector of Lagrange multipliers associated with the constraints (27). Furthermore, by the envelope theorem, we have
Taking (32) one period ahead and substituting the resulting condition into (31), we obtain a set of the Euler equations
As in Section 4.2, we replace the integrands of (33) with new variables
Under the result of Proposition 1, we can precompute the integrals in the Euler equation (33) to obtain
where the approximating functions b   ( ; ),  = 1    , are of type (22) . Finally, for the general model (26)- (28), we have two results that were previously discussed in the context of the one-agent model of Sections 2-4. First, the supplementary functions   ( ),  = 1    , coincide with the corresponding derivatives of the value function
. Second, the technique of precomputation of integrals can be extended to the case when we parameterize and approximate policy functions of variables other than   's. In particular, we can premultiply both sides of the -th Euler equation (35) by the corresponding state variable  0  and re-arrange the terms to obtain
We can now solve for b   ( ; ) jointly with b   ( ; ). Namely, we can iterate on the coefficients of the endogenous state variables  using the function b   ( ; ) as a tool for computing conditional expectations; in Appendices C and D, we illustrate this procedure by way of examples.
Appendix B: Bellman and Euler equation algorithms for solving the neoclassical stochastic growth model
In this section, we provide a description of the Bellman and Euler equation algorithms, which we use to solve the neoclassical stochastic growth model described in Section 2. Both algorithms use fixed-point iteration, FPI, for finding the coefficients of the approximating functions.
Algorithm 1-FPI (Bellman equation algorithm based on FPI)
• Initialization: (a) Parameterize the value function  ( ) using a flexible functional form b  ( ; ) (we use the ordinary polynomials (8)).
(b) Choose an initial guess on the coefficients vector 
(1) (we use a low-accuracy linear solution).
(c) Construct a grid {     } =1 to be used as a solution domain (we simulate the linear solution 10,000 periods forward, compute the minimum and maximum values of capital and productivity in the simulation, and split the obtained capital and productivity intervals into 10 equally spaced intervals to construct a product grid of 100 points).
(d) Precompute  moments of exp ( 0 ) using (11) and construct the sequence {I 0   I  } using (12).
•
Compute the corresponding values of   using (21) and find  0  using (14) . Use the precomputation result (16) , to infer the value function on the grid,
Step 2. Find b  that minimizes the errors   in the regression equation,
(We use a linear least-squares regression method based on QR factorization).
• Step 3. Check for convergence and end the solution procedure if
are the capital choices obtained on iterations  and  − 1, respectively, and |·| denotes absolute value.
• Step 4. Compute  (+1) for iteration  + 1 using fixed-point iteration with damping
where the damping parameter is  = 01. Go to Step 1.
Algorithm 2-FPI (Euler equation algorithm based on FPI)
• Initialization: 
• Steps 3 and 4. The same as in Algorithm 1-FPI.
Accuracy check We generate a new random draw of 10 200 points and discard the first 200 points. At each point (     ), we compute unit-free Euler equation error using a 10-node Gauss-Hermite quadrature rule,
are the -th integration node and weight;   and  0  follow from the budget constraint (14) .
Appendix C: Euler equation approach: alternative parameterizations
Depending on the application, some policy functions can be more convenient for the purpose of approximation than others (for example, because some functions are better behaved or preferable for certain computations). 5 We can use a simple transformation of the Euler equation that allows us to approximate any policy function. As an example, let us consider the capital policy function  0 =  ( ). Premultiplying both sides of the Euler equation (7) by  0 and rearranging the terms, we obtain an equivalent representation of the Euler equation (as long as  0  0),
We have expressed the variable  0 in two ways: as an outcome of the policy function and as a conditional expectation of a random variable. We can compute the capital policy function as a fixed point of (37) by evaluating conditional expectation functions inside the iterative cycle as is done in Judd et al. (2010 Judd et al. ( , 2011 .
In this section, we show how to implement the iteration on (37) by precomputing integrals. Using the results of Section 4.2, we rewrite the Euler equation (37) in the form
We parameterize the capital policy function  0 =  ( ) with a flexible functional form b  ( ; ) where  is the coefficients vector, and we solve for both functions b  ( ; ) and b  ( 0    ; ) simultaneously. We again proceed in two steps.
Algorithm 3. Euler equation algorithm with capital-policy-function parameterization
Precomputation of integrals. Construct {I 0   I  } using (11) and (12). Transformed problem. Find  and  that solve (14), (15), (16), (17) and (38).
Below, we describe a version of Algorithm 3 that relies on FPI. We iterate only on the coefficients of the capital policy function , and we use b  ( ; ) just as a supplementary tool for computing the expectations. •
Compute the corresponding values of   using (14) and of   using (17), namely,
Step 2. Find b  that minimizes the errors   in the regression equation, (16) . Use (38) to compute the value of next-period capital on the grid, denoted by
(To implement both regressions, we use a linear least-squares regression method based on QR factorization).
Results In Table 3 , we provide the results for the Euler equation method parameterizing the capital policy function (Algorithm 3-FPI). The performance of this version of the Euler equation algorithm is somewhat better than that of the Euler equation algorithm parameterizing the function  ( ). Namely, the accuracy of Algorithm 3-FPI is higher by about a half order of magnitude and the running time is significantly smaller than those of Algorithm 2-FPI. Presumably, this is because the capital policy function is close to linear and is easier to approximate numerically.
Appendix D: A multicountry analysis
In this section, we describe the multicountry model analyzed in Section 7. This model is identical to the one used in Judd et al. (2011) to assess the performance of the GSSA method.
The model A social planner maximizes a weighted sum of the expected lifetime utilities of  agents (interpreted as countries) subject to the aggregate resource constraint, i.e.,
 and   are consumption, capital, productivity level, utility function, production function and welfare weight of a country  ∈ {1  }, respectively;  is the discount factor; and  is the depreciation rate. The initial condition (k 0  a 0 ) is given, where
The process for productivity shocks in the country  is given by
being a common-for-all-countries and country-specific productivity shocks, respectively;  is the autocorrelation coefficient of the productivity shock; and  is the standard deviation of the productivity shocks. Thus, the shocks follow a multivariate Normal distribution ¡  Optimality conditions An interior solution to the planner's problem (39)-(41) satisfies the following first-order conditions
where   is the Lagrange multiplier associated with the aggregate constraint (40). Also, the solution satisfies a set of transversality conditions, lim Results In Table 4 , we provide the results produced by the Euler equation algorithm based on stochastic simulation and FPI (Algorithm 4-FPI). As is seen from the table, we obtain highly accurate solutions: the maximum approximation error ranges from 10 −536 for the model with  = 2 to 10 −38 for the model with Table 5 ).
