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In this paper, some semismooth methods are considered to solve a nonsmooth equation
which can arise from a discrete version of the well-known Hamilton–Jacobi–Bellman
equation. By using the slant differentiability introduced by Chen, Nashed and Qi in
2000, a semismooth Newton method is proposed. The method is proved to have
monotone convergence by suitably choosing the initial iterative point and local superlinear
convergence rate. Moreover, an inexact version of the proposed method is introduced,
which reduces the cost of computations and still preserves nice convergence properties.
Some numerical results are also reported.
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1. Introduction
In this paper, we solve the following nonsmooth equation:
H(x) , max
1≤j≤m
{Ajx− F j} = 0, (1.1)
where Aj ∈ Rn×n, F j ∈ Rn, j = 1, 2, . . . ,m. This equation is a discrete version of the well-known Hamilton–Jacobi–Bellman
(HJB) equation, which is often encountered in optimal control and other applied areas such as [1] and the references therein.
In the past decades many numerical methods have been proposed for solving (1.1) such as [2–7]. Lions and Mercier
in [4] proposed two iterative algorithms where a linear complementarity subproblem or a system of linear equations has
to be solved at each iteration. Zhou and Zou in [6] introduced a new iterative scheme which only requires some arithmetic
operations at each iteration. However, it is very surprising that there has been no literature using semismoothmethods such
as [8,9] for (1.1) since this system is nonsmooth.
In this paper, we are going to solve (1.1) using semismooth methods. By using the slant differentiability introduced
in [8], we first propose a semismooth Newton method and prove its monotone convergence by suitably choosing the initial
iterative point and local superlinear convergence rate. Moreover, an inexact version of the proposed method is introduced,
which reduces the cost of computations and still preserves nice convergence properties.
The paper is organized as follows. In Section 2, we give some preliminaries. In Section 3, we propose a semismooth
Newton method and establish its monotone convergence and locally superlinear convergence. In Section 4, we present
a semismooth Newton iterative method. In Section 5, we establish monotone convergence of the semismooth Newton
iterative method. In Section 6, we consider some simple applications and report some numerical results to show the
efficiency of the proposed methods.
✩ Supported by the NNSF of China (Nos. 10671060 and 10971058).∗ Corresponding author.
E-mail addresses: zengjp@dgut.edu.cn, jpzeng@hnu.cn (J. Zeng), snzma@126.com (Z. Sun), hrxu001@163.com (H. Xu).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.01.032
3860 J. Zeng et al. / Journal of Computational and Applied Mathematics 235 (2011) 3859–3869
2. Some preliminaries
Let
U = {x ∈ Rn | H(x) ≥ 0}. (2.1)
Then, any solution of problem (1.1) is in U . For some j ∈ {1, . . . ,m}, let xj satisfy
Ajxj = F j. (2.2)
It is obvious xj ∈ U . Therefore, if there exists an index j such that the matrix Aj is nonsingular, the set U defined by (2.1) is
nonempty. We will see in the next section, under some conditions, set U has a very good property.
Throughout the paper, we denote Aj = (ajls) and F j = (F jl ). For indices p1, . . . , pn ∈ {1, . . . ,m}, let
A(p1, . . . , pn) = (aplls ), F(p1, . . . , pn) = (F pll ). (2.3)
That is, the lth row of matrix A(p1, . . . , pn) is the lth row of matrix Apl , the lth component of vector F(p1, . . . , pn) is the lth
component of vector F pl . Define a matrix set
A = {A(p1, . . . , pn) : pl = 1, . . . ,m, l = 1, . . . , n}. (2.4)
Then,A consists of (at most)mn matrices and the following lemma becomes obvious.
Lemma 2.1. Let A be defined by (2.4). Then, for any matrix norm ‖ · ‖,
‖A‖ ≤ L1 = max{‖A‖ : A ∈ A}, ∀A ∈ A.
We now introduce the concept of the so-called slant differentiability (see e.g. in [8]).
Definition 2.1. A function H : K ⊂ Rn → Rn is said to be slantly differentiable at x ∈ K if there exists a mapping
G : K → Rn×n such that the family {G(x+ h)} is uniformly bounded in the matrix norm for h sufficiently small and
lim
h→0
‖H(x+ h)− H(x)− G(x+ h)h‖
‖h‖ = 0.
The mapping G is called a slanting function of H at x. In particular, if for any x ∈ K ,G is a slanting function for H at x,G is
called a slanting function of H on K and H is said to be slantly differentiable on K .
For any x ∈ Rn and l ∈ {1, . . . , n}, define index set P(x, l) as follows:
P(x, l) =

i : i ∈ {1, . . . ,m} and (Aix− F i)l = max
1≤j≤m
{(Ajx− F j)l}

. (2.5)
Furthermore, define a mapping G : Rn → Rn×n by
G(x) = A(p1, . . . , pn), (2.6)
where pl ∈ P(x, l), l ∈ {1, . . . , n}. Then, G(x) ∈ A. It is easy to calculate that
H(x+ h)− H(x)− G(x+ h)h = 0 as h → 0,
and therefore, the following lemma becomes obvious.
Lemma 2.2. The function H : Rn → Rn defined by (1.1) is slantly differentiable in Rn and G(x) defined by (2.6) is a slanting
function of H.
We conclude this section by giving the following two lemmas. They are from [10,11], respectively.
Lemma 2.3. Let M ∈ Rn×n satisfy ρ(M) < 1, where ρ(·) denotes the spectral radius of matrix. Then (I −M)−1 exists and
(I −M)−1 = lim
p→∞
p−
i=0
M i.
Lemma 2.4. Let M ∈ Rn×n and ‖ · ‖ be any matrix norm. Then,
ρ(M) = lim
p→∞ ‖M
p‖1/p,
where ρ(·) denotes the spectral radius.
3. Semismooth Newton method and its convergence
In this section, we propose a semismooth Newton method to solve (1.1) and establish its convergence. To this end, we
introduce the following definitions.
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Definition 3.1 ([12,13]). A matrix B = (bij) ∈ Rn×n is called an L-matrix if for any i, j ∈ {1, . . . , n} hold bij ≤ 0 for i ≠ j and
bii > 0. If, furthermore, B−1 exists and B−1 ≥ 0, B is called an M-matrix.
Definition 3.2 ([11]). A matrix B = (bij) ∈ Rn×n is strictly diagonally dominant if
|bii| >
−
j≠i
|bij| ∀i ∈ {1, . . . , n},
irreducibly diagonally dominant if B is an irreducible matrix,
|bii| ≥
−
j≠i
|bij| ∀i ∈ {1, . . . , n} (3.1)
and
|bii| >
−
j≠i
|bij| for at least one i ∈ {1, . . . , n},
and essentially diagonally dominant if (3.1) holds and for any i holds
|bll| >
−
j≠l
|blj| for at least one l ∈ Gi,
where Gi ≡ {l ∈ {1, . . . , n} : i connected to l in the matrix graph G(B)}.
For more details on ‘‘essentially diagonally dominant’’, we refer to [11]. Let us now introduce the following conditions.
Condition C1 ([6]). Aj, j = 1, . . . ,m, are L-matrices and are strictly diagonally dominant.
Condition C2 ([6]). Aj, j = 1, . . . ,m, are L-matrices, and all the matrices ofA are irreducibly diagonally dominant.
Condition C3. Aj, j = 1, . . . ,m, are L-matrices, and all the matrices ofA are essentially diagonally dominant.
Condition C ([7]). All the matrices ofA are M-matrices.
By Theorem 6.4.10 in [11], we obtain the following lemma, which implies that Condition C includes Conditions C1–C3 as
special cases.
Lemma 3.1. Let Condition C1 or Condition C2 or Condition C3 hold. Then, all the matrices of A areM-matrices.
Lemma 3.2. Let ConditionC hold. Then for any x,matrix G(x) defined by (2.6) is anM-matrix.Moreover, there exists some positive
constant L such that for any x,
‖G(x)−1‖ ≤ L.
Furthermore, we can prove the following lemma.
Lemma 3.3. Let Condition C hold. Then, nonsmooth equation (1.1) has a unique solution x∗. Moreover,
x ≥ x∗, ∀x ∈ U,
where U is defined by (2.1).
Proof. Since Condition C holds, it follows from [7] that (1.1) has a unique solution x∗. Noting that H(x) ≥ 0 for any x ∈ U
and H(x∗) = 0, we have H(x) ≥ H(x∗). By (1.1) and (2.5), there exist indices pl ∈ P(x, l), l = 1, . . . , n, such that
A(p1, . . . , pn)x− F(p1, . . . , pn) = H(x) ≥ H(x∗) ≥ A(p1, . . . , pn)x∗ − F(p1, . . . , pn),
and then
A(p1, . . . , pn)(x− x∗) ≥ 0.
Since A(p1, . . . , pn) ∈ A is an M-matrix, we conclude x ≥ x∗. The proof is complete. 
Due to the property of U in the above lemma, the subset U is usually called the upper-solution set of problem (1.1). And,
any element of U is called an upper-solution. Similar definition can be found in [6].
We now present the following semismooth Newton method.
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Algorithm 3.1 (Semismooth Newton Method).
Step 1. Choose an initial iterate x0 ∈ U and ϵ > 0. Let k := 0.
Step 2. Compute dk ∈ Rn by solving the following linear equation
G(xk)dk = −H(xk). (3.2)
Let xk+1 = xk + dk.
Step 3. Stop if ‖xk+1 − xk‖ ≤ ϵ. Otherwise, let k := k+ 1 and go to Step 2.
Remark 3.1. For any k and l ∈ {1, . . . , n}, if we choose pkl = min{j : j ∈ P(xk, l)} in (2.6), by (1.1) and (2.5), (3.2) can be
rewritten as
A
pkl
l d
k = −(Apkl xk − F pkl )l, ∀l ∈ {1, . . . , n}.
Since xk+1 = xk + dk, we get that
A
pkl
l x
k+1 = F pkll , ∀l ∈ {1, . . . , n}
and then by (2.3), we have
A(pk1, . . . , p
k
n)x
k+1 = F(pk1, . . . , pkn).
Furthermore, if there exists some j ∈ {1, . . . ,m} such that the initial iterate x0 in Algorithm 3.1 satisfies Ajx0 = F j,
Algorithm3.1 is reduced to Scheme II of Lions andMercier in [4]. Therefore, Scheme II of Lions andMercier can be interpreted
as a special case of semismooth Newton method.
Remark 3.2. In order to produce an initial x0 in U , we have to solve a system of linear equations such as (2.2), see for
example [6]. Instead of solving (2.2), we may use some iterative method (for example, Gauss–Seidel iteration) to solve
A(p1, . . . , pn)x = F(p1, . . . , pn)+ se, (3.3)
where pl, . . . , pn ∈ {1, . . . ,m}, s is a positive constant, e = (1, . . . , 1)T ∈ Rn is the vector of ones. It is easy to see
that A(p1, . . . , pn)x¯ ≥ F(p1, . . . , pn) holds if the iterate solution x¯ approximates the solution of problem (3.3) with some
precision. That is, x¯ ∈ U and we can choose x¯ as x0. Obviously, it is saver than solving (2.2) exactly, especially when s is large.
In order to establish the convergence of Algorithm 3.1, we first introduce two important lemmas.
Lemma 3.4. Let x ∈ Rn and d ∈ Rn such that
G(x)d ≥ −H(x). (3.4)
Then, x+ d ∈ U.
Proof. By (2.1), it suffices to verify that
Hl(x+ d) ≥ 0, ∀l ∈ {1, . . . , n},
where Hl(·) denotes the lth component of vector H(·).
By (1.1), (2.5) and (2.6), for any l ∈ {1, . . . , n}, there exists a pl ∈ P(x, l) such that
(G(x)d)l = Apll d and Hl(x) = (Aplx− F pl)l,
which together with (3.4) implies that
(Apl(x+ d)− F pl)l = Apll d+ (Aplx− F pl)l
= (G(x)d)l + Hl(x)
≥ 0.
Since Hl(x+ d) = max1≤j≤m{(Aj(x+ d)− F j)l}, it holds that
Hl(x+ d) ≥ 0, ∀l ∈ {1, . . . , n}.
Therefore, x+ d ∈ U . This completes the proof. 
The following lemma is from [8].
Lemma 3.5. Suppose that H is slantly differentiable at x∗. Let G be a slanting function for H at x∗ and ‖G(x)−1‖ ≤ L in a
neighborhood N of x∗, where L is a positive constant. Then, the iterative sequence {xk} generated by the Newton-type method
xk+1 = xk − A(xk)−1H(xk).
Q-superlinearly converges to x∗ in a neighborhood N0 ⊂ N. Here A : Rn → Rn×n and
‖A(x∗ + h)− G(x∗ + h)‖ → 0 as ‖h‖ → 0.
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We now establish the monotone and superlinear convergence of Algorithm 3.1.
Theorem 3.1. Suppose that Condition C holds. Let {xk} be generated by Algorithm 3.1. Then,
xk ∈ U, x∗ ≤ xk+1 ≤ xk, ∀k ≥ 0. (3.5)
Moreover, the sequence {xk} converges to x∗ Q-superlinearly.
Proof. We prove (3.5) by induction. Suppose xk ∈ U . By x0 ∈ U and Lemma 3.3, it is sufficed to verify xk+1 ≤ xk and
xk+1 ∈ U . By Lemma 3.2, G(xk)−1 ≥ 0. Then, the fact H(xk) ≥ 0 together with (3.2) implies
dk = −G(xk)−1H(xk) ≤ 0.
Therefore,
xk+1 = xk + dk ≤ xk.
By (3.2) and Lemma 3.4, we have xk+1 ∈ U .
Noting that {xk} is monotone and bounded, it converges to some x∗∗. Consequently, limk→∞ dk = 0. Since {G(xk)} ⊂ A,
it follows from Lemma 2.1 that the sequence {G(xk)} is uniformly bounded. Let k →+∞ in (3.2). Then, by the boundedness
of {G(xk)} and the continuity of H(x), we get that H(x∗∗) = 0 and then by Lemma 3.3, x∗∗ = x∗. By Lemmas 3.2 and 3.5, we
obtain the Q -superlinear convergence of {xk}. The proof is complete. 
4. Semismooth Newton iterative method
When Algorithm 3.1 is applied to solve large-scale problems, the cost of the algorithm is mainly on the solution of
problem (3.2). Instead of solving (3.2) exactly, wemay use some iterative method to approximate it and obtain semismooth
Newton iterative method. To this end, we first introduce the concept of the nonnegative splitting of a matrix and discuss its
properties.
Definition 4.1 ([14]). For any A ∈ Rn×n, let two mappingsM : Rn×n → Rn×n andN : Rn×n → Rn×n satisfy
A =M(A)−N (A) (4.1)
and
(M(A))−1 ≥ 0, (M(A))−1N (A) ≥ 0 and N (A)(M(A))−1 ≥ 0.
The splitting (4.1) is a nonnegative splitting of matrix A.
Remark 4.1. For an M-matrix A, the additive or multiplicative Schwarz iteration determines a nonnegative splitting. We
refer to [15,16] for more details.
The following lemma is from [11].
Lemma 4.1. Let A be nonsingular and A−1 ≥ 0. Assume that there exists a weakly regular splitting of A, i.e.,
A = W − R and W−1 ≥ 0, T = W−1R ≥ 0.
Then,
ρ(T ) = ρ(W−1R) = ρ(A
−1R)
1+ ρ(A−1R) < 1.
Based on Lemma 4.1, we get the following lemma.
Lemma 4.2. Let A be defined by (2.4). Suppose that Condition C holds. For any A ∈ A, let (4.1) be a nonnegative splitting of A.
Then, the following statements are true:
(a) there exists a positive constant γ < 1 such that
ρ(T (A)) ≤ γ , ∀A ∈ A,
where
T (A) , (M(A))−1N (A) ≥ 0. (4.2)
(b) I − T (A) is nonsingular and there exists a nonnegative matrix T such that
0 ≤ (I − T (A))−1 ≤ T , ∀A ∈ A.
Proof. It is obvious that a nonnegative splitting is also a weakly regular splitting. By Lemma 4.1, for any A ∈ A, it holds that
ρ(T (A)) < 1. Let γ = maxA∈A{ρ(T (A))}. Then, statement (a) holds.
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For any A ∈ A, since ρ(T (A)) < 1, by Lemma 2.3, matrix I − T (A) is nonsingular and
(I − T (A))−1 = lim
p→∞
p−
i=0
(T (A))i,
which together with (4.2) implies 0 ≤ (I − T (A))−1. Define
T = max
A∈A
{(I − T (A))−1},
where the ‘max’ operation is done elementwise. Then, statement (b) holds. This completes the proof. 
Now we state semismooth Newton iterative method as follows.
Algorithm 4.1 (Semismooth Newton Iterative Method).
Step 1. Choose an initial iterate x0 ∈ U and ϵ > 0. Let k := 0.
Step 2. Let dk,0 = 0. Compute dk,mk by
M(G(xk))dk,i+1 = −H(xk)+N (G(xk))dk,i, i = 0, . . . ,mk − 1. (4.3)
Let xk+1 = xk + dk,mk .
Step 3. Stop if ‖xk+1 − xk‖ ≤ ϵ. Otherwise, set k := k+ 1 and go to Step 2.
In what follows we simply denote G(xk),M(G(xk)) andN (G(xk)) by Gk,Mk andN k, respectively.
Remark 4.2. For any k ≥ 0, let T k = (Mk)−1N k. Since dk,0 = 0, (4.3) can be rewritten as
dk,i+1 = −

i−
l=0
(T k)l

(Mk)−1H(xk), 0 ≤ i ≤ mk − 1, (4.4)
which together with the fact Gk =Mk −N k implies that
dk,mk = − I − (T k)mk (Gk)−1H(xk). (4.5)
5. The convergence of semismooth Newton iterative method
In this section, we shall establish the convergence of the semismooth Newton iterative method. For this purpose, we
introduce an important lemma.
Lemma 5.1. Let the conditions of Lemma 4.2 hold. Let {mk}∞k=0 be a sequence of positive integers and {xk} be the sequence
generated by Algorithm 4.1. Then,
xk ∈ U and xk+1 ≤ xk, ∀k ≥ 0. (5.1)
Proof. We prove (5.1) by induction. Suppose xk ∈ U . By x0 ∈ U and Lemma 3.3, it is sufficed to verify that
xk+1 ≤ xk and xk+1 ∈ U .
By (4.5), we get that
Gkdk,mk = −Gk I − (T k)mk (Gk)−1H(xk)
= −H(xk)+ Gk(T k)mk(Gk)−1H(xk). (5.2)
Since Gk =Mk −N k and T k = (Mk)−1N k, it holds that
T k = (Mk)−1N k = I − (Mk)−1Gk and 0 ≤ N k(Mk)−1 = I − Gk(Mk)−1.
Which implies that
Gk(T k)mk(Gk)−1 = Gk I − (Mk)−1Gk · · · I − (Mk)−1Gk (Gk)−1
= I − Gk(Mk)−1 · · · I − Gk(Mk)−1
= N k(Mk)−1mk . (5.3)
(5.2)–(5.3) together with H(xk) ≥ 0 implies Gkdk,mk ≥ −H(xk). Lemma 3.4 implies xk+1 = xk + dk,mk ∈ U , then we have
dk,mk = −

mk−1−
l=0
(T k)l

(Mk)−1H(xk) ≤ 0, (5.4)
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where the inequality is from T k ≥ 0, (Mk)−1 ≥ 0 and H(xk) ≥ 0. Hence,
xk+1 = xk + dk,mk ≤ xk.
The proof is complete. 
The following theorem establishes the monotone convergence of Algorithm 4.1.
Theorem 5.1. Let the conditions of Lemma 4.2 hold. Let {mk}∞k=0 be a sequence of positive integers and {xk} be a sequence
generated by Algorithm 4.1. Then, the sequence {xk} ⊂ U is monotonically decreasing and convergent to x∗.
Proof. It follows from Lemmas 3.3 and 5.1 that
x∗ ≤ xk+1 ≤ xk, ∀k ≥ 0,
which implies that the sequence {xk} converges to some x∗∗. Consequently, limk→∞ dk,mk = 0.
By Lemma 4.2, for any k, we have ρ((T k)mk) = (ρ(T k))mk < 1, T k ≥ 0 and (I − T k)−1 ≤ T . These together with
Lemma 2.3 imply that
0 ≤ I − (T k)mk−1 = ∞−
i=0

(T k)mk
i
≤
∞−
i=0

T k
i
= I − T k−1
≤ T .
By (4.5), it holds that
H(xk) = −Gk I − (T k)mk−1 dk,mk . (5.5)
Notice that {Gk} and (I − (T k)mk)−1 are uniformly bounded. Let k → +∞ in (5.5). Using the continuity of H , we get that
H(x∗∗) = 0. And by Lemma 3.3, we have x∗∗ = x∗. This completes the proof. 
Furthermore, We establish the locally superlinear convergence of Algorithm 4.1.
Theorem 5.2. Let the conditions of Lemma 4.2 hold. Let {mk}∞k=0 be a sequence of positive integers. Then, the iterative sequence
{xk} generated by Algorithm 4.1 superlinearly converges to x∗ provided that
mk →+∞ as k →+∞. (5.6)
Proof. By Algorithm 4.1 and (4.5), it holds that
xk+1 = xk − I − (T k)mk (Gk)−1H(xk).
Note that ρ(T (A)) ≤ γ < 1 for any A ∈ A. By Lemma 2.4, there exists a positive integer p0 such that for any p ≥ p0,
‖(T (A))p‖1/p ≤ 1+ γ
2
≡ γ1 < 1, ∀A ∈ A.
That is, for any p ≥ p0,
‖(T (A))p‖ ≤ γ p1 , ∀A ∈ A. (5.7)
It follows from (5.6) and (5.7) that there exists a positive integer k0 such that for any k ≥ k0
‖(T k)mk‖ ≤ γ mk1 .
Let Bk = Gk(I − (T k)mk)−1. Hence,
‖Bk − Gk‖ = ‖Gk(I − (T k)mk)−1 − Gk‖
= ‖Gk(T k)mk(I − (T k)mk)−1‖
≤ ‖Gk||||(T k)mk ||||(I − (T k)mk)−1‖.
Then by Lemmas 2.1 and 4.2 implies that
‖Bk − Gk‖ ≤ L1γ mk1 ‖T ‖, ∀k ≥ k0.
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And then by (5.6), we obtain
‖Bk − Gk‖ → 0 as k →+∞. (5.8)
Noting that Condition C holds, by Lemma 3.2 and (5.8), the Q -superlinear convergence of {xk} follows from Lemma 3.5
directly. The proof is then complete. 
6. Some model problems and numerical examples
In this section, we give two test problems and report some numerical results for the proposed methods.
Problem 6.1. Consider the following Hamilton–Jacobi–Bellman equation:
max
1≤j≤2
{Lju− f j} = 0 inΩ,
u = 0 on ∂Ω, (6.1)
whereΩ = {(x, y) | 0 < x, y < 1} and
L1 = − ∂
2
∂x2
− 0.5 ∂
2
∂x∂y
− ∂
2
∂y2
,
L2 = −0.5 ∂
2
∂x2
− 0.1 ∂
2
∂x∂y
− ∂
2
∂y2
,
f 1 = f 2 = max{L1u,L2u}, u = x(1− x)y(1− y).
Problem 6.2. The following Hamilton–Jacobi–Bellman equation comes from the reformulation of an upper obstacles
problem:
max
1≤j≤2
{Lju− f j} = 0 inΩ,
u = 0 on ∂Ω, (6.2)
whereΩ = {(x, y) | 0 < x, y < 1} and
L1 = −∆, f 1 = 2C,
L2 = I, f 2 = dist((x, y), ∂Ω),
where I denotes the identity operator and∆ denotes the Laplace operator
∆ := − ∂
2
∂x2
− ∂
2
∂y2
.
Problem 6.1 has been treated in [4,2] based upon a discretization of the second order derivatives by
∂2
∂x2
≈ h−2D+h,xD−h,x,
∂2
∂y2
≈ h−2D+h,yD−h,y,
∂2
∂x∂y
≈ 1
2
h−2[D+h,xD+h,y + D−h,xD−h,y],
(6.3)
where D±h,x and D
±
h,y denote the forward and backward difference respectively in x and y.
Using (6.3), the discrete form of HJB equations (6.1) and (6.2) reads: find x∗ ∈ Rn such that
max
1≤j≤2
{Ajx∗ − F j} = 0. (6.4)
This discrete scheme can guarantee that the matrices A1 and A2 satisfy Conditions C2 and C3 for Problems 6.1 and 6.2,
respectively. And then, Lemma 3.1 implies that all matrices inA, defined by (2.4), are M-matrices.
Define H(x) ≡ max1≤j≤2{Ajx− F j}. Then, the discrete HJB equation (6.4) can be equivalently written as
H(x∗) = 0. (6.5)
By Lemma 3.3, nonsmooth equation (6.5) has a unique solution x∗.
From the above discussion, Algorithm 3.1 can be applied to solve nonsmooth equation (6.5) and the convergence results
in Section 3 hold for the algorithm.
Note that the cost of Algorithm 3.1 is mainly on the solution of the subproblem (3.2). In what follows, we shall use a
Gauss–Seidel iteration (GS) to approximate the solution of (3.2). For simplicity, we denote G(xk) by Gk = (gkls). We then get
the following semismooth Newton-GS iterative method.
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Table 1
Comparisons of iteration numbers for different methods on Problem 6.1.
h 1/24 1/25 1/26 1/27
SSNM 2 3 3 3
SSNGS
mk = 10 16 55 193 677
mk = k 19 38 75 150
mk = k2 10 15 23 37
mk = 2k2 8 12 19 30
SRIM
ω = 0.5 252 828 2560 7200
ω = 0.7 178 596 1917 5781
ω = 0.9 129 441 1454 4572
ω = 1.0 111 380 1266 4045
Algorithm 6.1 (Semismooth Newton-GS Iterative Method).
Step 1. Choose an initial iterate x0 ∈ U and ϵ > 0. Let k := 0.
Step 2. Let the initial point dk,0 = 0. Compute dk,mk using the formulas:
for i := 0 to mk − 1:
for l := 1 to n do:
dk,i+1l =

−Hl(xk)−
l−1
s=1
gklsd
k,i+1
s −
n−
s=l+1
gklsd
k,i
s

/gkll . (6.6)
Let xk+1 = xk + dk,mk .
Step 3. Stop if ‖xk+1 − xk‖ ≤ ϵ. Otherwise, set k := k+ 1 and go to Step 2.
We now apply the theoretical results in Sections 4 and 5 to analyze the convergence of Algorithm 6.1.
Define the mappingsM(·) andN (·) by
M : A ∈ Rn×n → D− L, N : A ∈ Rn×n → U,
where D,−L and −U are diagonal, strictly lower triangular and strictly upper triangular matrix of A, respectively. Then,
A =M −N is a nonnegative splitting of A. In a matrix formulation, the GS iteration (6.6) reads (see, e.g., [11])
Mkdk,i+1 = N kdk,i − H(xk), i = 0, 1, . . . ,mk − 1,
whereMk =M(Gk) andN k = N (Gk).
Since Condition C is satisfied, the convergence conclusions we obtained in Section 5 also hold for the semismooth
Newton-GS iterative method.
Wenowpresent somepreliminary numerical experiments on Problems 6.1 and 6.2 to show the efficiency of the proposed
methods. We compare the performances of Algorithms 3.1 and 6.1 with that of the successive relaxation iterative method
proposed in [6]. The notations are as follows:
— SSNM: Algorithm 3.1, where the subproblems were solved by Gauss–Seidel iteration (GS), and the inner iteration was
stopped if the maximal norm of difference between the two successive inner iterates was less than 10−10;
— SSNGM: Algorithm 6.1, where the number of the inner iteration was chosen asmk = 10, k, k2 and 2k2 respectively;
— SRIM: successive relaxation iterative method proposed in [6], where the relaxation parameter was chosen as ω = 0.5,
0.7, 0.9 and 1.0 respectively.
The programswere coded inMATLAB and run on a personal computer with a 2.2 GHz CPU and 1.0 GBmemory processor.
We stop the iteration for these methods if ‖xk+1 − xk‖ ≤ 10−6. We mainly concern the iteration numbers and execution
time for the methods mentioned above.
We use the finite difference scheme (6.3) to obtain problem (6.4) with n = (1/h− 1)2, where h is the step length.
For Problem 6.1, we choose the initial iterate x0 to be the solution of equation A1x = F 1. The test results are listed in
Tables 1 and 2.
For Problem 6.2, we choose C = 2.5 and the initial iterate x0 to be the solution of equation A2x = F 2. The test results are
listed in Tables 3 and 4.
From Tables 1–4, we can see that the iteration numbers of the SSNM are the smallest among the algorithms. However,
since SSNM spent much time to solve the subproblem at each iteration for SSNM, the CPU times of SSNGS and SSNM are
competitive and better than that of SRIM. We also see from Tables 2 and 4 that SSNGS works well even for a fixed inner
iteration number nk = 10 although the condition (5.6) is not satisfied.
In the numerical experiments, we have to solve the system of linear equations A1x = F 1 for Problem 6.1 to obtain an
initial x0. As mentioned as in Remark 3.2, we may use some iterative scheme on problem (3.3) to produce an initial in U . In
Table 5, we list the execution timewe spent to produce such initials by Gauss–Seidel iteration for Problem 6.1with h = 1/26
and different s. From the table we see that more time was needed for smaller s.
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Table 2
Comparisons of execution time for different methods on Problem 6.1.
h 1/24 1/25 1/26 1/27
SSNM 0.115 0.535 7.106 94.487
SSNGS
mk = 10 0.109 0.355 4.921 68.076
mk = k 0.111 0.452 5.742 76.082
mk = k2 0.116 0.508 5.958 95.876
mk = 2k2 0.036 0.434 6.429 99.662
SRIM
ω = 0.5 0.155 2.067 26.357 298.688
ω = 0.7 0.115 1.559 20.293 249.759
ω = 0.9 0.088 1.193 16.306 207.204
ω = 1.0 0.083 1.100 14.544 188.289
Table 3
Comparisons of iteration numbers for different methods on Problem 6.2.
h 1/24 1/25 1/26 1/27
SSNM 6 11 21 41
SSNGS
mk = 10 16 55 200 737
mk = k 18 36 71 142
mk = k2 10 15 24 44
mk = 2k2 7 12 22 42
SRIM
ω = 0.5 325 1197 4432 16139
ω = 0.7 211 782 2912 10664
ω = 0.9 144 538 2012 7404
ω = 1.0 120 449 1684 6210
Table 4
Comparisons of execution time for different methods on Problem 6.2.
h 1/24 1/25 1/26 1/27
SSNM 0.024 0.604 13.805 380.102
SSNGS
mk = 10 0.081 0.169 2.459 35.686
mk = k 0.013 0.158 2.164 33.040
mk = k2 0.087 0.197 3.132 84.133
mk = 2k2 0.017 0.309 7.655 145.593
SRIM
ω = 0.5 0.193 3.022 45.352 710.881
ω = 0.7 0.123 1.968 29.433 453.019
ω = 0.9 0.086 1.338 20.262 317.571
ω = 1.0 0.071 1.128 17.030 261.215
Table 5
The execution time for producing initials x0 in U .
s 0.001 0.01 0.1 1 10 100
Iter 2641 1798 990 393 166 96
Time 13.903 9.561 5.513 2.306 0.996 0.571
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