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Abstract
In this paper, we show that the semilinear elliptic systems of the form{−u−μv = g(v), −v − λu = f (u), x ∈ Ω,
u = v = 0, x ∈ ∂Ω, (0.1)
possess at least one nonnegative nontrivial solution pair (u, v) ∈ H 10 (Ω)×H 10 (Ω), where Ω is a smooth
bounded domain in RN .
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the existence of nonnegative nontrivial solutions of nonlinear elliptic
systems{−u−μv = g(v), −v − λu = f (u), x ∈ Ω,
u = v = 0, x ∈ ∂Ω, (1.1)
where Ω ⊂RN is a smooth bounded domain, λ and μ are nonnegative numbers.
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634 C. Peng, J. Yang / J. Math. Anal. Appl. 330 (2007) 633–653If both λ and μ are equal to zero, it is well known that problem (1.1) is strongly indefinite in
the sense that the quadratic part Q(u,v) := ∫
Ω
∇u∇v dx of the associated functional
I (u, v) =
∫
Ω
∇u∇v dx −
∫
Ω
F(u)dx −
∫
Ω
G(u)dx
defined on E := H 10 (Ω) × H 10 (Ω), is negative on an infinite dimensional subspace of E, and
is positive on the complementary subspace of E, where F(t) = ∫ t0 f (s) ds,G(t) = ∫ t0 g(s) ds.
Moreover, if f (t) = |t |p−1t , g(t) = |t |q−1t , by a Pohožaev type identity, one knows that the
natural restriction on p,q > 1 is
1
p + 1 +
1
q + 1 >
N − 2
N
. (1.2)
In this case, it is possible to have p or q is supercritical, that is, p > N+2
N−2 or q >
N+2
N−2 . These
difficulties were overcome in [4] and [6]. A key idea is to destroy the symmetry between u and v
by demanding more regularity of u than that of v if p is large and q is small, and vice verse. The
authors of the above mentioned articles used suitable inter- and extrapolation spaces to replace
H 10 (Ω)×H 10 (Ω), and applied linking type theorem to obtain the existence of solutions.
For problem (1.1), the associated functional is
I (u, v) =
∫
Ω
(
∇u∇v + λ
2
|∇u|2 + μ
2
|∇v|2
)
dx −
∫
Ω
F(u)dx −
∫
Ω
G(v)dx. (1.3)
The quadratic part Q(u,v) := ∫
Ω
(∇u∇v + λ2 |∇u|2 + μ2 |∇v|2) dx is positively definite or indef-
inite in E depending on the parameters λ,μ. Actually, Q(u,v) is indefinite in E if 0 λμ < 1
and Q(u,v) is positively definite in E if λμ > 1. On the other hand, if f (0) = g(0) = 0, the
Pohožaev identity reads
N
∫
Ω
(
F(u)+G(v))dx = (N − 2)∫
Ω
(
avg(v)+ (1 − a)uf (u))dx
+ (N − 2)
(
a − 1
2
)∫
Ω
(
λ|∇u|2 −μ|∇v|2)dx
+
∫
∂Ω
[
∂u
∂n
∂v
∂n
+ μ
2
∣∣∣∣∂v∂n
∣∣∣∣
2
+ λ
2
∣∣∣∣∂u∂n
∣∣∣∣
2]
(x,n) ds, (1.4)
where a is a constant. Let f (t) = |t |p−1t , g(t) = |t |q−1t , if we take a = N
(N−2)(q+1) , then{
N
p + 1 +
N
q + 1 − (N − 2)
}∫
Ω
|u|p+1 dx
=
(
N
q + 1 −
N − 2
2
)∫
Ω
(
λ|∇u|2 −μ|∇v|2)dx
+
∫ [
∂u
∂n
∂v
∂n
+ μ
2
∣∣∣∣∂v∂n
∣∣∣∣
2
+ λ
2
∣∣∣∣∂u∂n
∣∣∣∣
2]
(x,n) ds. (1.5)
∂Ω
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tence of problem (1.1) is larger than that of p,q given by (1.2), although we cannot work out it
explicitly.
Looking at the quadratic form Q(u,v), we know that in the case Q(u,v) is indefinite, we
cannot destroy the symmetry of derivatives of u and v as in [4] and [6], and work in a fractional
Sobolev space. However, p and q are possibly supercritical, the associated functional I is not
well defined in E, let alone differentiable. So the method in [4] and [6] cannot be applied to
problem (1.1).
We shall truncate the nonlinear terms. Suppose that f and g satisfy:
(H1) f,g ∈ C1(R), f (0) = f ′(0) = 0, g(0) = g′(0) = 0 and there exist l1, l2 > 0 and p,q > 1
such that
lim|s|→∞
f ′(s)
|s|p−1 = l1, lim|s|→∞
g′(s)
|s|q−1 = l2. (1.6)
(H2) There is γ > 2 such that for all s > 0,
0 < γF(s) sf (s), 0 < γG(s) sg(s). (1.7)
(H3) f ′(s) 0 and g′(s) 0 for every s ∈R.
In the case Q(u,v) is indefinite, without loss of generality, we require that p,q satisfy (1.2).
Since we are interested in nonnegative solutions, we may assume that f (t) = g(t) = 0 if t  0.
Assume, without loss of generality, that q  p and 1 < p < (N + 2)/(N − 2). For any given
sequence {aj } ⊂ R+, aj → +∞, let gj (s) = Ajsp + Bj for s > aj , gj (s) = g(s) for s  aj ,
where the coefficients are chosen in such a way that gj is C1. Thus,
Aj =
(
l2
p
+ o(1)
)
a
q−p
j and Bj =
(
l2(p − q)
pq
+ o(1)
)
a
q
j .
We first consider the following modified problem{−u−μv = gj (v), −v − λu = f (u), x ∈ Ω,
u = v = 0, x ∈ ∂Ω. (1.8)
We shall show problem (1.8) possesses a nonnegative nontrivial solution (uj , vj ) by looking for
critical points of the associated functional
Ij (u, v) =
∫
Ω
(
∇u∇v + λ
2
|∇u|2 + μ
2
|∇v|2
)
dx −
∫
Ω
F(u)dx −
∫
Ω
Gj(v) dx, (1.9)
where Gj(s) =
∫ s
0 gj (ξ) dξ . (uj , vj ) is actually a solution of problem (1.1) provided that it
is uniformly bounded in L∞-norm for j . To bound {uj , vj }, we use blow-up arguments in [5],
developed in [3] and [8] for systems. In the case that Ij is indefinite, to apply blow-up arguments,
one needs to obtain critical points (uj , vj ) of Ij with uniformly bounded relative Morse indices
M(uj , vj ). This in turn implies as in [3] and [8] Liouville type theorem for systems. The relative
Morse index is defined as follows. Let I ′′j (u, v) be the second derivative of Ij at a point (u, v) ∈
E, which is given by
I ′′j (u, v)(ϕ,ψ)(ϕ,ψ) =
∫
Ω
(
λ|∇ϕ|2 +μ|∇ψ |2 + 2∇ϕ∇ψ − f ′(u)ϕ2 − g′j (v)ψ2
)
dx,
(1.10)
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dexM(u, v) of Ij at a critical point (u, v) is defined byM(u, v) =M(E+,E−)(u,v) = dimE− V ,
where the relative dimension dimE− V is defined as follows:
dimE− V = dim
(
V ∩ (E−)⊥)− dim(V ⊥ ∩E−), (1.11)
E− is the subspace of E on which the quadratic form Q(z) is negative, see [2] and [8] for further
development.
Applying linking type theorems in [1] and [2], we find a critical point (uj , vj ) of Ij with the
relative Morse indexM(uj , vj ) 1. This allows us to establish our main results:
Theorem 1.1. Suppose (H1)–(H3).
(i) If (1.2) holds, λ2 + 2 > λμ+λ+μ and μ2 + 2 > λμ+λ+μ, then problem (1.1) possesses
at least one nonnegative nontrivial solution pair z = (u, v) ∈ E.
(ii) If λμ > 1 and 1 p,q  (N + 2)/(N − 2), then problem (1.1) possesses at least one non-
trivial solution pair z = (u, v) ∈ E.
We remark that the condition λ2 + 2 > λμ+λ+μ and μ2 + 2 > λμ+λ+μ implies λμ< 1.
This condition allows us to define an equivalent norm on E. While in the case (ii), the functional I
has the mountain pass geometry.
For the problem{−u+μv = g(v), −v + λu = f (u), x ∈ Ω,
u = v = 0, x ∈ ∂Ω, (1.12)
we cannot find nonnegative numbers λ,μ so that the quadratic part
Q1(u, v) =
∫
Ω
(
∇u∇v − λ
2
|∇u|2 − μ
2
|∇v|2
)
dx
of the corresponding functional is positively definite. Nevertheless, we may show in the same
way that
Theorem 1.2. Suppose (H1)–(H3) and (1.2) hold, if λ2 + 2 > λμ + λ + μ and μ2 + 2 > λμ +
λ+μ, then problem (1.12) possesses at least one positive solution pair z = (u, v) ∈ E.
For problem{−+μv = g(v), −v − λu = f (u), x ∈ Ω,
u = v = 0, x ∈ ∂Ω, (1.13)
and {−u−μv = g(v), −v + λu = f (u), x ∈ Ω,
u = v = 0, x ∈ ∂Ω, (1.14)
we have
Theorem 1.3. Under assumptions (H1)–(H3) and (1.2), if λ2 + 2 + λμ > λ + μ and μ2 + 2 +
λμ> λ+μ, then problem (1.13) or (1.14) possesses at least one nonnegative nontrivial solution
pair z = (u, v) ∈ E.
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problem (1.8) with the relative Morse indicesM(uj , vj ) 1. Then we bound {uj , vj } uniformly
in L∞-norm in Section 3 by the blow-up argument. Theorems are proved in Section 3.
2. Existence for the modified problems
Suppose in this section that λ2 + 2 > λμ + λ + μ and μ2 + 2 > λμ + λ + μ, and that p, q
satisfy condition (1.2). Let E = H 10 (Ω)×H 10 (Ω) be equipped with the norm
‖z‖E =
(∫
Ω
(|∇u|2 + |∇v|2)dx) 12 ,
where z = (u, v). We define a bilinear form B :E ×E → R by
B
[
(u, v), (ϕ,ψ)
]= ∫
Ω
(∇u∇ψ + λ∇u∇ϕ + ∇v∇ϕ +μ∇v∇ψ)dx. (2.1)
Then B[z, η] = B[η, z], ∀z, η ∈ E, and B induces a self-adjoint bounded linear operator
L :E → E such that
B[z, η] = 〈Lz,η〉E, ∀z, η ∈ E.
Let
Lz = (w,y), ∀z = (u, v) ∈ E.
Solving
B
[
(u, v), (ϕ,ψ)
]= 〈(w,y), (ϕ,ψ)〉
E
,
we obtain
Lz = (v + λu,u+μv).
The problem
Lz = kz,
has two eigenvalues
k± = λ+μ±
√
(λ−μ)2 + 4
2
.
The corresponding eigenvectors are (u, (k± − λ)u), where u ∈ H 10 (Ω). Let
E± =
{(
u,
μ− λ±√(λ−μ)2 + 4
2
u
)
, u ∈ H 10 (Ω)
}
.
Then E = E+ ⊕E−, both E+ and E− are infinite dimensional, and
B
[
z+, z−
]= 〈Lz+, z−〉
E
= 0, ∀z± ∈ E±.
We may verify that
〈z, η〉 = B[z+ − z−, η], ∀z, η ∈ E, (2.2)
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are orthogonal with respect to the inner product 〈·,·〉. Moreover, we have
‖z‖2 = ∥∥z+∥∥2 + ‖z−‖2 = B[z+ − z−, z+ + z−]. (2.3)
Let
k1 = μ− λ+
√
(λ−μ)2 + 4
2
, k2 = μ− λ−
√
(λ−μ)2 + 4
2
. (2.4)
Since λ2 + 2 > λμ+ λ+μ, μ2 + 2 > λμ+ λ+μ imply that 0 λμ< 1 and because
μk22 + 2k2 + λ < 0 if and only if λμ< 1, (2.5)
we have∥∥z+∥∥2 = (μk21 + 2k1 + λ)
∫
Ω
|∇u|2 dx > 0, if z+ = (u, k1u),
‖z−‖2 = −(μk22 + 2k2 + λ)
∫
Ω
|∇u|2 dx > 0, if z− = (u, k2u),
and since
‖z‖2  1√
(λ−μ)2 + 4
∫
Ω
[(
λ2 + 2 − λμ− λ−μ)|∇u|2
+ (μ2 + 2 − λμ− λ−μ)|∇v|2]dx,
one knows that the norms ‖ · ‖ and ‖ · ‖E are equivalent. Furthermore, for any z = (u, v) ∈ E, we
have
z+ = 1
k2 − k1 (k2u− v,−u− k1v), z
− = 1
k2 − k1 (−k1u+ v,u+ k2v).
The corresponding functional of (1.8) is Ij . We may verify that the functional Ij is C2 in E
and the Fréchet derivative I ′j of I is given by〈
I ′j (u, v), (ϕ,ψ)
〉= ∫
Ω
[∇u∇ψ + ∇v∇ϕ + λ∇u∇ϕ +μ∇v∇ψ]dx
−
∫
Ω
f (u)ϕ dx −
∫
Ω
gj (v)ψ dx (2.6)
for (ϕ,ψ) ∈ E. Critical points of Ij in E correspond to solutions of (1.8).
Lemma 2.1. Let Nr = {z ∈ E+, ‖z‖ = r}. Then there exists r > 0 such that
b := inf
Nr
Ij > 0.
Proof. For any z ∈ E+, we may write z = (u, k1u) for some u ∈ H 10 . For any  > 0, we have
Ij (u, k1u)
1
2
‖z‖2 − 1
2

∫
u2 dx − cj ()
∫
up+1 dx  1
2
‖z‖2 − c‖z‖2 − cj ()‖z‖p+1.Ω Ω
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b = inf
Nr
Ij > 0. 
Let MR := {z = z− + sz0: z− ∈ E−, s > 0, ‖z‖ <R} for some z0 ∈ E+ with ‖z0‖ = 1.
Lemma 2.2. There exists R > r such that (i) max∂MR Ij = 0; (ii) S := supMR Ij < ∞.
Proof. (i) If z ∈ ∂M , then z = z− + sz0 with either ‖z‖ = R, s > 0, or ‖z‖ <R, s = 0. If s = 0,
we have z ∈ E−, z = (u, k2u) and
Ij (z) = −12‖z
−‖2 −
∫
Ω
F(u)dx −
∫
Ω
Gj(k2u)dx  0
because of F(t),G(t) 0 for any t ∈R.
Suppose now that s > 0, ‖z‖ = R. We fix z0 = (u0, k1u0) with u0 > 0 in Ω , z− = (u, k2u).
Then z = z− + sz0 = (su0 + u, sk1u0 + k2u) and
Ij (z) = 12 s
2 − 1
2
‖z−‖2 −
∫
Ω
F(su0 + u)dx −
∫
Ω
Gj(sk1u0 + k2u)dx.
Let Ω1 = {x ∈ Ω: su0 + u > 0}, Ω2 = {x ∈ Ω: 0 < sk1u0 + k2u aj }, Ω3 = {x ∈ Ω: sk1u0 +
k2u > aj }. Each u can be written as u = θ(u)u0 + uˆ, where uˆ is orthogonal to u0 in the
L2(Ω) sense, and θ(u) is some real number depending on u. We first show either |Ω1| > 0
or |Ω2 ∪Ω3| > 0, where |Ω| denotes the Lebesgue measure of Ω . Indeed, if |Ω1| = 0, then(
s + θ(u))∫
Ω
u20 dx =
∫
Ω
(su0 + u)u0 dx  0,
so θ(u)  −s < 0. Note that |Ω1| = 0 implies u  0. Since k2 < 0, we know that sk1u0 +
k2u > 0, this implies |Ω2 ∪Ω3| = |Ω| > 0.
If |Ω2 ∪Ω3| = 0, then sk1u0 + k2u 0 on (Ω2 ∪Ω3)c . It follows(
sk1 + θ(u)k2
)∫
Ω
u20 dx =
∫
Ω
(sk1u0 + k2u)u0 dx  0,
this implies θ(u)− k1
k2
s > 0. Thus∫
Ω
(su0 + u)u0 dx =
(
s + θ(u)) ∫
Ω
u20 dx > 0,
giving |Ω1| > 0. So there holds
Ij (z)
1
2
s2 − 1
2
‖z−‖2 + cj
∫
Ω3
|sk1u0 + k2u| dx + cj −
∫
Ω1
F(su0 + u)dx
−
∫
Ω2
G(sk1u0 + k2u)dx − cj
∫
Ω3
|sk1u0 + k2u|p+1 dx,
where cj is a constant depending on aj . By Sobolev embedding theorem, for any δ > 0 and j
large enough, we have
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1
2
s2 − 1
2
‖z−‖2 + cj
∫
Ω
|sk1u0 + k2u|dx + cj + δ
∫
Ω
|su0 + u|2 dx
+ δ
∫
Ω
|sk1u0 + k2u|2 dx − c
∫
Ω1
|su0 + u|γ dx
− c
∫
Ω2
|sk1u0 + k2u|γ dx − cj
∫
Ω3
|sk1u0 + k2u|p+1 dx
 1
2
s2 − 1
2
‖z−‖2 + cj s + cj‖z−‖ + cj + cδs2 + cδ‖z−‖2 − c
∫
Ω1
|su0 + u|γ dx
− cj
∫
Ω2∪Ω3
|sk1u0 + k2u|γ dx,
since we may choose 2 < γ < p + 1. Choose δ so that cδ = 14 , then
Ij (z)
3
4
s2 + cj s + cj‖z−‖ + cj − 14‖z
−‖2 − c
∫
Ω1
|su0 + u|γ dx
− cj
∫
Ω2∪Ω3
|sk1u0 + k2u|γ dx.
Using Hölder inequality, we obtain(
s + θ(u)) ∫
Ω
u20 dx =
∫
Ω1
(su0 + u)u0 dx +
∫
Ω/Ω1
(su0 + u)u0 dx

∫
Ω1
(su0 + u)u0 dx  ‖su0 + u‖Lγ (Ω)‖u0‖
L
γ
γ−1 (Ω)
.
Hence
s + θ(u) c‖su0 + u‖Lγ (Ω1).
Similarly,
sk1 + θ(u)k2  c‖sk1u0 + k2u‖Lγ (Ω2∪Ω3).
If θ(u) 0, then
Ij (z)
3
4
s2 + cj s + cj‖z−‖ + cj − 14‖z
−‖2 − csγ .
If θ(u) 0, since k2  0, we have sk1 + θ(u)k2  sk1, thus
Ij (z)
3
4
s2 + cj s + cj‖z−‖ + cj − 14‖z
−‖2 − cj sγ .
It follows that
Ij (z) = Ij (z− + sz0) → −∞
as ‖z− + sz0‖ = R → ∞.
Since Ij (0) = 0, (i) is satisfied for sufficiently large R > r .
(ii) The boundedness of MR implies that S := supM Ij < ∞. R
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functional I in E at level c if I (zn) → c and I ′(zn) → 0 in E∗ as n → ∞.
Lemma 2.3. Let {zn} ⊂ E be a (PS)c sequence for Ij . Then {zn} is bounded in E.
Proof. Let zn = (un, vn). Fix n large, let Ω˜1 = {x ∈ Ω: 0 vn  aj }, Ω˜2 = {x ∈ Ω: vn > aj }.
We have
c + 1 + ‖zn‖
∫
Ω
[
1
2
f (un)un − F(un)
]
dx +
∫
Ω˜1
[
1
2
g(vn)vn −G(vn)
]
dx
+
∫
Ω˜2
[
1
2
gj (vn)vn −Gj(vn)
]
dx

(
1
2
− 1
γ
)∫
Ω
f (un)un dx +
(
1
2
− 1
γ
)∫
Ω˜1
g(vn)vn dx
+
∫
Ω˜2
[
1
2
gj (vn)vn −Gj(vn)
]
dx. (2.7)
Let p′ := p+1
p
be the conjugate exponent to p. It follows from (H1) and (H2) that, there is a
constant c˜ > 0 such that∣∣f (u)∣∣2  c˜|u|∣∣f (u)∣∣= c˜uf (u) for |u| 1, (2.8)
and ∣∣f (u)∣∣p′  c˜uf (u) for |u| 1. (2.9)
Similarly,∣∣g(v)∣∣2  c˜vg(v) for |v| 1,
and for v ∈ {x: |v| 1} ∩ {x: |v| aj }, there is a constant c˜j > 0 such that∣∣g(v)∣∣p′  c˜j |v|∣∣g(v)∣∣. (2.10)
Let Γ1 = {x ∈ Ω: |un(x)| 1}, Γ2 = {x ∈ Ω˜1: |vn(x)| 1}. By (2.8), (2.9), for some constant
d > 0,∫
Ω
f (un)un dx =
∫
Γ1
f (un)un dx +
∫
Ω/Γ1
f (un)un dx
 d
(∫
Γ1
∣∣f (un)∣∣2 dx +
∫
Ω/Γ1
∣∣f (un)∣∣p′ dx
)
.
Similarly,∫
˜
g(vn)vn dx  d
(∫
Γ2
∣∣g(vn)∣∣2 dx + 1
cj
∫
˜
∣∣g(vn)∣∣p′ dx
)
.Ω1 Ω1/Γ2
642 C. Peng, J. Yang / J. Math. Anal. Appl. 330 (2007) 633–653Moreover, since Bj < 0,∫
Ω˜2
[
1
2
gj (vn)vn −Gj(vn)
]
dx =
∫
Ω˜2
[(
1
2
− 1
p + 1
)
Ajv
p+1
n − 12Bjvn − cj
]
dx

∫
Ω˜2
[(
1
2
− 1
p + 1
)
Ajv
p+1
n − cj
]
dx.
Thus by (2.7),∫
Γ1
∣∣f (un)∣∣2 dx,
∫
Γ2
∣∣g(vn)∣∣2 dx,
∫
Ω/Γ1
∣∣f (un)∣∣p′ dx  cj + 1 + ‖zn‖
d
, (2.11)
and ∫
Ω˜1/Γ2
∣∣g(vn)∣∣p′ dx,
∫
Ω˜2
v
p+1
n dx  cj + cj‖zn‖. (2.12)
We know that
z+n =
1
k2 − k1 (k2un − vn,−un − k1vn), z
−
n =
1
k2 − k1 (−k1un + vn,un + k2vn).
By the Hölder inequality, Sobolev embedding theorem and (2.11), (2.12),∥∥z+n ∥∥2 = 〈I ′j (un, vn), z+n 〉+
∫
Ω
f (un)
1
k2 − k1 (k2un − vn) dx
+
∫
Ω1
g(vn)
1
k2 − k1 (−un − k1vn) dx +
∫
Ω2
gj (vn)
1
k2 − k1 (−un − k1vn) dx

∥∥z+n ∥∥+ c∥∥f (un)∥∥L2(Γ1)‖k2un − vn‖L2(Γ1)
+ c∥∥f (un)∥∥Lp′ (Ω/Γ1)∥∥(k2un − vn)∥∥Lp(Ω/Γ1)
+ c∥∥g(vn)∥∥L2(Γ2)∥∥(−un − k1vn)∥∥L2(Γ2)
+ c∥∥g(vn)∥∥Lp′ (Ω˜1/Γ2)∥∥(−un − k1vn)∥∥Lp(Ω˜1/Γ2)
+ cAj‖vn‖p
Lp+1(Ω˜2)
∥∥(−un − k1vn)∥∥Lp+1(Ω˜2) + cj∥∥(−un − k1vn)∥∥L2(Ω˜2)

∥∥z+n ∥∥+ c
[
cj + 1 + ‖zn‖
d
] 1
2 ∥∥z+n ∥∥+ cj
[
cj + 1 + ‖zn‖
d
] 1
p′ ∥∥z+n ∥∥+ cj∥∥z+n ∥∥.
Then,
∥∥z+n ∥∥ cj + c
[
cj + 1 + ‖zn‖
d
] 1
2 + cj
[
cj + 1 + ‖zn‖
d
] 1
p′
.
Similarly,
∥∥z−n ∥∥ cj + c
[
cj + 1 + ‖zn‖
d
] 1
2 + cj
[
cj + 1 + ‖zn‖
d
] 1
p′
.
The assertion then follows by the fact that ‖zn‖2 = ‖z+n ‖2 + ‖z−n ‖2. 
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Proof. Let zn = (un, vn). From Lemma 2.3, we know that {zn} is bounded in E. Then we may
assume that zn ⇀ z in E as n → ∞ and let z = (u, v). We shall prove that zn → z in E as
n → ∞ up to a subsequence. It is sufficiently to prove ‖(zn − z)+‖ → 0 and ‖(zn − z)−‖ → 0
in E as n → ∞ separately.
First, we prove that ‖(zn − z)+‖ → 0 in E as n → ∞. Since zn ⇀ z in E as n → ∞, we have∥∥(zn − z)+∥∥2 = 〈I ′j (zn), z+n 〉+ 1k2 − k1
∫
Ω
f (un)(k2un − vn) dx
+ 1
k2 − k1
∫
Ω
gj (vn)(−un − k1vn) dx −
〈
I ′j (z), z+
〉
− 1
k2 − k1
∫
Ω
f (u)(k2u− v)dx
− 1
k2 − k1
∫
Ω
gj (v)(−u− k1v)dx + o(1) (2.13)
and 〈
I ′j (z), z+
〉= 0. (2.14)
By Sobolev embedding theorems, (un, vn) → (u, v) in Lα(Ω) × Lβ(Ω) for 2  α,β < 2∗ :=
2N
N−2 , it is standard to show that, see [9],
1
k2 − k1
∫
Ω
[
f (un)(k2un − vn)− f (u)(k2u− v)
]
dx = o(1) (2.15)
and
1
k2 − k1
∫
Ω
[
gj (vn)(−un − k1vn)− gj (v)(−u− k1v)
]
dx = o(1).
It yields ‖(zn − z)+‖ = o(1). Similarly, we may deduce ‖(zn − z)−‖ = o(1). 
Proposition 2.1. Under assumptions (H1), (H2), problem (1.8) possesses at least one nonnega-
tive nontrivial solution pair (uj , vj ) ∈ E with the relative Morse indexM(uj , vj ) 1.
Proof. By [2, Theorem 1.1], we see that problem (1.8) possesses a nontrivial solution zj with
the relative Morse indexM(zj ) 1. Let zj = (uj , vj ). We claim that uj , vj  0. Indeed, multi-
plying (1.8) by u−j and integrating by parts over Ω , where u+j = max{uj ,0}, u−j = max{−uj ,0}
and uj = u+j − u−j , we find∫
Ω
gj (vj )u
−
j dx = −(1 − λμ)
∫
Ω
∣∣∇u−j ∣∣2 dx.
Since λμ< 1 and gj (vj ) 0, we have u−j = 0, that is, uj  0. Similarly, we have vj  0. 
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We first prove (i) of Theorem 1.1. It is sufficient to show that {(uj , vj )} is uniformly bounded
in L∞-norm for j .
Lemma 3.1. Assume (H1)–(H3) and let (u, v) be any solution of problem (1.8) with λ = 0,
0 μ< 2. If there exist α > 0 and k + 1 functions ϕ1, . . . , ϕk+1 ∈ H 1(Ω) having disjoint sup-
ports, such that
I ′′j (u, v)(ϕi, αϕi)(ϕi, αϕi) < 0, ∀i = 1, . . . , k + 1,
thenM(u, v) k + 1.
Proof. The proof is similar to that in [8], we sketch it. Let
W =
{(
μ2α +μ+ 2α
2 +μα φ,−φ
)
: φ ∈ H 10 (Ω)
}
,
then W⊥ = {(φ,αφ): φ ∈ H 1(Ω)} and W⊥ ∩E− = ∅. Applying a general identity in [2] or [8]:
dimE− V = dimW V + dimE− W.
It follows easily that dimE− W = 0. On the other hand, since f ′  0 and g′j  0, we see that
W ⊂ V . In conclusion,
M(u, v) = dimW V = dim
(
V ∩ (W)⊥)− dim(V ⊥ ∩W )= dim(V ∩ (W)⊥).
Now, the space X := span{(ϕi, αϕi): i = 1, . . . , k + 1} has dimension k + 1 and is contained in
V ∩ (W)⊥, and this completes the proof. 
Let f∞, g∞ ∈ C1(R) and u, v be C2 functions satisfying{−u = g∞(v), −v = f∞(u), x ∈ Ω,
u = v = 0, x ∈ ∂Ω, (3.1)
where ω := {x: 〈x, y0〉 < d0} for some y0 ∈RN , y0 = 0, and d0 ∈ (−∞,+∞]. We say that (u, v)
has finite index if there exists R0 > 0 with the property that for every ϕ ∈ H 1(ω) such that ϕ = 0
in BR0(0)∩ω it holds:
2
∫
ω
|∇ϕ|2 dx −
∫
ω
f ′∞(u)ϕ2 dx −
∫
ω
g′∞(v)ϕ2 dx  0. (3.2)
Suppose that g∞ satisfies, for some c1, c2 > 0, 1 <p < (N +2)/(N −2), p  q , 1/(p+1)+
1/(q + 1) > (N − 2)/N and any s ∈R+, the following three conditions:
(a) c1sq+1  g∞(s)s  c2sq+1,
(b) g∞(s)s  (q + 1)G∞(s),
(c) pg∞(s)s  g′∞(s)s2.
Proposition 3.1. Let f∞, g∞ ∈ C1(R), g∞  0, f∞(s) = csp with c > 0, s > 0, 1 < p <
(N + 2)/(N − 2) and g∞(t) = f∞(t) = 0 if t  0. Suppose u  0, v  0 and (u, v) has finite
index.
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(i) If g∞ = 0, then u = 0.
(ii) If g∞ satisfies conditions (a)–(c) above, then u = 0 = v.
Proof. We may assume f∞(s) = |s|p−1s. For any large R > 0, we denote by ϕ a cut-off function
ϕ ∈ D(RN) such that 0  ϕ  1 in RN , ϕ = 1 in BR(0), ϕ = 0 in RN\B2R(0) and ‖∇ϕ‖∞ 
c/R.
The case (i) is a conclusion of [8]. The case (ii) can also be proved as [8], we sketch the proof.
There holds
p
∫
ω
f∞(u)uϕ2 dx +
∫
ω
g′∞(v)u2ϕ2 dx
 c
(
1 +
∫
ω
u2|∇ϕ|2 dx
)
+ 2
∫
ω
g∞(v)uϕ2 dx. (3.3)
By the condition (c), we have
2g∞(v)u− g′∞(v)u2  g∞(v)v.
Therefore,
p
∫
ω
f∞(u)uϕ2 dx  c
(
1 +
∫
ω
u2|∇ϕ|2 dx
)
+
∫
ω
g∞(v)vϕ2 dx. (3.4)
Using Theorem 5A of [3], we deduce that for any  > 0,∫
ω
g∞(v)vϕm dx 
1 + 
1 − 
∫
ω
f∞(u)uϕm dx + o(1), as R → ∞, (3.5)
provided m is taken sufficiently large. This implies u ∈ Lp+1(ω) and v ∈ Lq+1(ω). Hence,∫
ω
∇u∇v dx =
∫
ω
f∞(u)udx =
∫
ω
g∞(v)v dx < ∞. (3.6)
By a Pohožaev type identity, see [7], we have
N
∫
ω
(
F∞(u)+G∞(v)
)
dx = (N − 2)
∫
ω
∇u∇v dx +
∫
∂ω
∇u∇v((σ − y0), n(x0))dσ,
where y0 ∈ RN is arbitrary. Since f∞, g∞  0, Hopf Lemma yields ∂u∂n < 0, ∂v∂n < 0 on ∂Ω .
Choosing y0 = d0n(x0), we obtain
N
∫
ω
(
F∞(u)+G∞(v)
)
dx  (N − 2)
∫
ω
∇u∇v dx. (3.7)
(3.6), (3.7) and assumption (b) lead to
N − 2
N
∫
|u|p+1 dx = 1
p + 1
∫
|u|p+1 dx +
∫
G∞(v) dx
ω ω ω
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p + 1
∫
ω
|u|p+1 dx + 1
q + 1
∫
ω
g∞(v)v dx
=
(
1
p + 1 +
1
q + 1
)∫
ω
|u|p+1 dx.
Since 1/(p + 1)+ 1/(q + 1) > (N − 2)/N , this implies u = v = 0. The proof is complete. 
Proposition 3.2. Let v ∈ C2(ω) be bounded and satisfy, for some l > 0, 1 < p < (N + 2)/
(N − 2),
v = l|v|p−1v in ω, v = 0 on ∂ω,
then v = 0.
Proof. We may assume l = 1. For each R, denote BR := BR(0), BcR :=RN\BR(0). For R large,
let ϕ ∈ C∞0 (RN) be such that ϕ = 1 over BR , ϕ = 0 over Bc2R and |∇ϕ(x)|  c/R for every
x ∈ BcR .
Multiply the equation by vϕ2 and integrating by parts, we obtain by Young’s inequality that∫
ω
(|v|p+1ϕ2 + ϕ2|∇v|2)dx  ∫
ω
ϕ2|∇v|2 dx + c
∫
ω
|v|2|∇ϕ|2 dx.
Thus, ∫
ω∩BR
|v|p+1 dx  cR−2
∫
ω∩B2R
|v|2 dx. (3.8)
Hölder inequality implies
R−2
∫
ω∩B2R
|v|2 dx  cR−α
( ∫
ω∩B2R
|v|p+1 dx
) 2
p+1
, (3.9)
where α = 2 − N(p−1)
p+1 > 0, since 1 <p <
N+2
N−2 . Iterating by (3.8) and (3.9), we obtain∫
ω∩BR
|v|p+1 dx  c
( ∫
ω∩B2kR
|v|p+1 dx
)( 2
p+1 )k
R−α. (3.10)
Since v is bounded, we obtain∫
ω∩BR
|v|p+1 dx  cRN( 2p+1 )k−α.
Taking k large enough and letting R → ∞, we see that v = 0. 
Now we show {(uj , vj )} is uniformly bounded in L∞-norm for j by blow-up arguments.
Since λ2 + 2 > λμ+ λ+μ and μ2 + 2 > λμ+ λ+μ, it may happen that λ = 0 or μ = 0, so we
distinguish the following cases to discuss:
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(iii) μ = 0, 0 < λ< 2;
(iv) λ = μ = 0.
Proposition 3.3. Assume (H1)–(H3). Let (uj , vj ) be solutions of problem (1.8). Suppose one of
the following conditions holds:
(i) λ > 0, μ> 0, λ2 + 2 > λμ+ λ+μ and μ2 + 2 > λμ+ λ+μ;
(ii) λ = 0, 0 <μ< 2;
(iii) if there exists k ∈ N such thatM(uj , vj ) k for every j , μ = 0 and 0 λ < 2, then for j
large, there exists K > 0 independent of j such that
‖uj‖∞ + ‖vj‖∞ K.
In particular, (uj , vj ) is a nonnegative nontrivial solution of problem (1.1) for j large.
Proof. We argue by showing a contradiction. Suppose ‖uj‖∞ + ‖vj‖∞ → ∞.
Case (i). λ > 0, μ> 0, λ2 + 2 > λμ+ λ+μ and μ2 + 2 > λμ+ λ+μ.
In this case, 0 < λ+μ< 2, so 0 < λμ< 1. Denote
Mj := sup
x∈Ω
{
max
{∣∣uj (x)∣∣ 1q , ∣∣vj (x)∣∣ 1p }}.
Let yj ∈ Ω¯ be points such that Mj = max{|uj (yj )|
1
q , |vj (yj )|
1
p } and
l := lim
j→∞
aj
M
p
j
∈ [0,∞].
We may assume that yj → y0 ∈ Ω¯ .
(a) If l > 0 (possibly l = ∞), choose λj such that λ2jMpq−qj = 1, and set αj = Mqj , βj = Mpj ,
then l = limj→∞ ajβj . The functions
u˜j (x) = α−1j uj (λjx + yj ), v˜j (x) = β−1j vj (λj x + yj )
satisfy
−u˜j −μβj
αj
v˜j =
λ2j
αj
gj (βj v˜j ), −βj
αj
v˜j − λu˜j =
λ2j
αj
f (αj u˜j ), (3.11)
namely,
−(1 − λμ)u˜j =
λ2j
αj
gj (βj v˜j )−μ
λ2j
αj
f (αj u˜j ),
−(1 − λμ)βj
αj
v˜j =
λ2j
αj
f (αj u˜j )− λ
λ2j
αj
gj (βj v˜j ). (3.12)
Since
λ2j
α
f (αj u˜j ) =
λ2j
α
f (αj u˜j )
(α u˜ )p
(αj u˜j )
p = λ2jMpq−qj
f (αj u˜j )
(α u˜ )p
(u˜j )
p,
j j j j j j
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λ2j
αj
f (αj u˜j ) is uniformly bounded in L∞-norm for j . Similarly,
λ2j
αj
gj (βj v˜j ) is uni-
formly bounded in L∞-norm for j . Using Lp and Schauder estimates, we obtain
u˜j → u, βj
αj
v˜j → w0 in C2,α (0 < α < 1)
as j → ∞. Note |βj
αj
v˜j | βjαj = M
p−q
j → 0, we have w0 = 0. Since f ∈ C1, f (αj u˜j ) ∈ Cαloc(Ω).
Using Lp and Schauder estimates again, we obtain u˜j + βjαj v˜j → u in C
2,α
loc and
λ2j
αj
gj (βj v˜j ) → w
in Cαloc (0 < α < 1) as j → ∞. We also have
λ2j
αj
f (αj u˜j ) → l1
p
up in Cαloc as j → ∞
by (H1). In fact, if u = 0, by (H1),
0
λ2j
αj
f (αj u˜j ) λ2j |u˜j | + cλ2jMpq−qj u˜pj → 0
as j → ∞. If u = 0, then αj u˜j → ∞ as j → ∞ and we have
λ2j
αj
f (αj u˜j ) = λ2jMpq−qj
f (αj u˜j )
(αj u˜j )p
(u˜j )
p → l1
p
up
as j → ∞. In conclusion, u 0, w  0 satisfy
−u = w, −λu = l1
p
up in ω, (3.13)
where ω = RN or ω = {x: 〈x,n(x0)〉 < d0} with d0 = lim dist(yj , ∂Ω), where n(x0) is the
unit outward normal at the point y0. By Liouville type theorem in [5], we know that u = 0.
From (3.13), we see that w = 0.
Now we derive a contradiction by showing either u ≡ 0 or w ≡ 0. Obviously, it is impossible
to have u ≡ 0. So we may assume u ≡ 0, v˜j (0) = 1 for every j . We shall obtain a contradiction
by showing w ≡ 0.
If l > 1, we have v˜j (0) <
aj
βj
for j large, so
w(0) = λ
2
j
αj
gj
(
βj v˜j (0)
)+ o(1) = (l2 + o(1))λ2jβ
q
j
qαj
= l2
q
= 0.
If l = 1, we have either v˜j (0) < ajβj or v˜j (0) 
aj
βj
for j large. We only need to consider the
case v˜j (0) >
aj
βj
. In this case,
λ2j
αj
gj
(
βj v˜j (0)
)= λ2j
αj
[(
l2 + o(1)
p
+ o(1)
)
a
q−p
j β
p
j +
(
l2(p − q)
pq
+ o(1)
)
a
q
j
]
= l2
p
(
1 − q − p
q
)
+ o(1) = 0
for j large.
If l < 1, then v˜j (0) >
aj
βj
for j is large. In the same way, we have w ≡ 0.
Consequently, w ≡ 0, which is a contradiction.
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u,w satisfy the equation
−u = w, −λu = l1
p
up, in ω.
By Liouville type theorem in [5], u = 0. This implies
M
p
j = ‖vj‖∞ =
∣∣vj (yj )∣∣ and aj
M
p
j
→ 0
as j → ∞. In particular, ‖vj‖∞ → ∞ as j → ∞.
If ‖uj‖∞  ‖vj‖∞. Let
u˜j (x) = ‖vj‖−1∞ uj (λjx + yj ), v˜j (x) = ‖vj‖−1∞ vj (λjx + yj ),
λ2jAj‖vj‖p−1∞ = 1.
Then λj → 0, ‖u˜j‖∞  1, ‖v˜j‖∞ = 1, and u˜j , v˜j satisfy
−u˜j −μv˜j =
λ2j
‖vj‖∞ gj
(‖vj‖∞v˜j ),
−v˜j − λu˜j =
λ2j
‖vj‖∞ f
(‖vj‖∞u˜j ) in Ω.
We may verify that both
λ2j
‖vj ‖∞ fj (‖vj‖∞v˜j ) and
λ2j
‖vj ‖∞ gj (‖vj‖∞v˜j ) are uniformly bounded in
L∞-norm for j . Then we may show that u˜j → u, v˜j → v in C2,αloc as j → ∞, and u, v satisfy
−u−μv = vp, −v − λu = 0, in ω.
Therefore, (1 − λμ)v = λvp . By Proposition 3.3, v = 0 contradicting to the fact that v(0) = 1.
If ‖vj‖∞ < ‖uj‖∞, we first consider the case that
‖vj‖∞
‖uj‖∞A
1
p
j → ∞. (3.14)
Let
u˜j (x) = uj (λjx + yj )‖uj‖∞ , v˜j (x) =
vj (λjx + yj )
‖vj‖∞ , λ
2
j =
‖uj‖∞
Aj‖vj‖p∞
.
We may assume u˜j → u, v˜j → v. Notice that, according to (3.21), λ−2j  ‖vj‖p−1∞ A
p−1
p
j . Hence
λj → 0, and u˜j , v˜j satisfy
−u˜j −μ ‖vj‖∞‖uj‖∞v˜j =
λ2j
‖uj‖∞ gj
(‖vj‖∞v˜j ),
−‖vj‖∞‖uj‖∞v˜j − λu˜j =
λ2j
‖uj‖∞ f
(‖uj‖∞u˜j ).
Again, we may verify both
λ2j
‖uj ‖∞ fj (‖uj‖∞u˜j ) and
λ2j
‖vj ‖∞ gj (‖vj‖∞v˜j ) are uniformly bounded
in L∞-norm for j .
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λ2j
‖vj ‖∞ gj (‖vj‖∞v˜j ) → w, and (u,w) satisfies
−u = w, −λu = 0, in ω.
It yields w ≡ 0. However, since l = 0, v˜j (0) > aj‖vj ‖∞ if j is large. Then
w(0) = lim
j→+∞
λ2j
‖uj‖∞ gj
(‖vj‖∞v˜j (0))= lim
j→+∞
λ2j
‖uj‖∞
[
Aj‖vj‖p∞v˜j (0)p +Bj
]= 1,
a contradiction.
If ‖vj ‖∞‖uj ‖∞ → c = 0, similar to the proof of (a), we may assume that
u˜j → u, ‖vj‖∞‖uj‖∞ v˜j → w0 in C
2,α
loc ,
as j → ∞. Then v˜j → w0c in C2,αloc and we have
−u−μw0 = 1
cp
w
p
0 , −w0 − λu = 0, in ω.
It results (1 − λμ)w0 = λ 1cp wp0 , so we have w0 = 0, contradicting to the fact that w0(0) = c.
It remains to consider the case
aj
‖vj‖∞ → 0, ‖vj‖∞ < ‖uj‖∞, but
‖vj‖∞A
1
p
j
‖uj‖∞  c,
for some c and every j . Since Aj → ∞, we have ‖vj‖∞(‖uj‖∞)−1 → 0. Let
u˜j (x) = uj (λjx + xj )‖uj‖∞ , v˜j (x) =
vj (λjx + xj )
‖vj‖∞ , λ
2
j =
1
‖uj‖p−1∞
,
where xj is such that |uj (xj )| = ‖uj‖∞. Denote
λ¯ = lim
j→+∞
λ2jAj‖vj‖p∞
‖uj‖∞ .
Notice that 0 λ¯ < ∞, λj → 0 and u˜j , v˜j satisfy
−u˜j −μ ‖vj‖∞‖uj‖∞v˜j =
λ2j
‖uj‖∞ gj
(‖vj‖∞v˜j ),
−‖vj‖∞‖uj‖∞v˜j − λu˜j =
λ2j
‖uj‖∞ f
(‖uj‖∞u˜j ).
Passing to the limit, we obtain
−u = w, −λu = up, in ω,
and by the Liouville type theorem in [5], u ≡ 0, a contradiction to u(0) = 1.
Case (ii). μ = 0 and 0 < λ< 2. The proof of case (ii) is similar to that of case (i), we omit it.
Case (iii). λ = 0 and 0 <μ< 2. As before, we denote
Mj := sup
{
max
{∣∣uj (x)∣∣ 1q+1 , ∣∣vj (x)∣∣ 1p+1 }}.
x∈Ω¯
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l := lim
j→∞
aj
M
p+1
j
∈ [0,∞].
If l > 0, let yj ∈ Ω be such that Mj := max{|uj (yj )|
1
q+1 , |vj (yj )|
1
p+1 }, λj be given by
λ2jM
pq−1
j = 1 and set αj = Mq+1j , βj = Mp+1j , then l = limj→∞ ajβj . We may deduce as be-
fore that the limit function (u, v) of
u˜j (x) = uj (λjx + yj )
αj
, v˜j (x) = vj (λjx + yj )
βj
satisfies⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−v = l1
p
up,
−u =
{ l2
q
vq, for 0 v  l,
l2
p
lq−pvp + l2(p−q)
pq
lq, for v > l.
By Proposition 3.2, u = v = 0, a contradiction.
If l = 0, after blowing up, the limit functions u,v satisfy
−u = 0, −v = l1
p
up, in ω.
According to Proposition 3.2, u = 0. This means that
M
p+1
j = ‖vj‖∞ =
∣∣vj (yj )∣∣ and aj‖vj‖∞ → 0.
In particular, ‖vj‖∞ → ∞. If ‖uj‖∞  ‖vj‖∞ up to a subsequence, let
u˜j (x) = uj (λjx + yj )‖vj‖∞ , v˜j (x) =
vj (λjx + yj )
‖vj‖∞ , λ
2
jAj‖vj‖p−1∞ = 1.
Thus λj → 0, ‖u˜j‖∞  1, ‖v˜j‖∞ = 1. The limit functions u,v then satisfy
−u−μv = vp, −v = 0, in ω.
That is,
−u = vp, −v = 0, in ω.
It follows from Proposition 3.2 that v = 0, contradicting to the fact that v(0) = 1.
If
aj
‖vj‖∞ → 0 and ‖vj‖∞  ‖uj‖∞. (3.15)
Suppose first that
‖vj‖∞
‖uj‖∞A
1
p+1
j → ∞. (3.16)
Let
u˜j (x) = uj (λjx + yj )‖u ‖ , v˜j (x) =
vj (λjx + yj )
‖v ‖ , λ
2
j =
‖uj‖∞
A ‖v ‖p .j ∞ j ∞ j j ∞
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p
p+1
j , so that λj → 0. Then, we find a nontrivial
function pair (u, v) satisfying
−u = vp, −v = 0, in ω.
By Proposition 3.2 again, v = 0 which contradicts to v(0) = 1.
Next, we consider the case
aj
‖vj‖∞ → 0, ‖vj‖∞  ‖uj‖∞, but ‖vj‖∞A
1
p
j  c‖uj‖∞
for some c and every j . Let
u˜j (x) = uj (λjx + xj )‖uj‖∞ , v˜j (x) =
vj (λjx + xj )
‖vj‖∞ , λ
2
j =
1
‖uj‖p−1∞
,
where xj is such that |uj (xj )| = ‖uj‖∞. Denote
λ¯ = lim
j→+∞
λ2jAj‖vj‖p∞
‖uj‖∞ .
Notice that 0 λ¯ < ∞. Passing to the limit, we see that the limit functions u,v satisfy
−u = λ¯vp, −v = up, in ω.
By Proposition 3.2, we conclude that u = 0 (not v = 0), this contradicts to u(0) = 1.
Case (iv). λ = μ = 0. We may drive a contradiction for the case (iv) in the same way as the
case (iii), we omit the details. 
Proof of Theorem 1.1(i). The proof of Theorem 1.1 is completed by Proposition 3.2.
Now we turn to the proof of Theorem 1.1(ii).
We deal with problem (1.1) under the conditions of λμ > 1 and 1  p,q  N+2
N−2 . Since
λμ> 1, there exists a real number l > 0, λ > l > 1
μ
such that
max
{
1 + λ
2
,
1 +μ
2
}(|∇u|2 + |∇v|2)∇u∇v + λ
2
|∇u|2 + μ
2
|∇v|2
min
{
λ− l
2
,
μ
2
− 1
2l
}(|∇u|2 + |∇v|2). (3.17)
So we may introduce a new inner product on E by〈
(u, v), (ϕ,ψ)
〉= ∫
Ω
(λ∇u∇ϕ + ∇u∇ψ + ∇v∇ϕ +μ∇v∇ψ)dx, (3.18)
and the corresponding norm is
‖z‖ = (〈z, z〉) 12 = (∫
Ω
(
λ|∇u|2 + 2∇u∇v +μ|∇v|2)dx) 12 , ∀z = (u, v) ∈ E. (3.19)
By (3.17), ‖ · ‖ is equivalent to the norm ‖ · ‖E . We shall look for critical points of the functional
I (u, v) = 1
2
‖z‖2 −
∫
F(u)dx −
∫
G(v)dx (3.20)Ω Ω
C. Peng, J. Yang / J. Math. Anal. Appl. 330 (2007) 633–653 653by the mountain pass theorem, and the critical points correspond to solutions of (1.1). Since it is
standard to verify that the functional I satisfies the conditions of the mountain pass theorem, and
then (ii) of Theorem 1.1 follows, we omit the details. 
Proof of other theorems. Theorems 1.2 and 1.3 can be proved in a similar way as the proof of
Theorem 1.1(i) with a slight modification, we omit the details. 
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