Mean eld models are a popular tool used to analyse load balancing policies. In some exceptional cases the response time distribution of the mean eld limit has an explicit form. In most cases it can be computed using either a recursion or a di erential equation (for exponential job sizes with mean one). In this paper we study the value of the mean response time E[R λ ] as the arrival rate λ approaches 1 (i.e. the system gets close to instability). As E[R λ ] diverges to in nity, we scale with − log(1 −λ) and present a method to compute the limit lim
1 log(d /K ) as limiting value, while for LL(d, K) we nd the limit to be equal to K d −K . We further analyse a policy where SQ(d i ) and LL(d i ) is used with probability p i , respectively. For the shortest queue variant, we obtain the limit
, while for the least loaded variant, we obtain 1 n i =1 p i d i −1 .
INTRODUCTION
Load balancing plays an important role in large scale data networks, server farms, cloud and grid computing. From a mathematical point of view, load balancing policies can be split into two main categories. e rst category exists of queue length dependent load balancing policies where the dispatcher collects some information on the number of jobs in some servers and assigns an incoming job using this information. A well studied example of this policy type is the SQ(d) policy, where an incoming job is assigned to the shortest among d randomly selected servers (see e.g. [1, 2] ). e second category consists of workload dependent load balancing policies, for these policies the dispatcher balances the load on the servers by employing information on the amount of work that is le on some of the servers (see also [3] ). is can be done explicitly if we assume the amount of work on servers is known or implicitly by employing some form of redundancy such as e.g. cancellation on start or late binding (see also [4] ). A well studied policy of this type is the LL(d) policy where each incoming job joins the server with the least amount of work le out of d randomly sampled servers (see e.g. [5] ).
In order to compute performance metrics such as the mean response time, the response time distribution, etc. most work relies on mean-eld models [6] [7] [8] [9] . For these models, the system behaviour is studied in a limit where the number of servers N tends to in nity. For this limiting system one then assumes or proves that all servers become i.i.d. (see also [10] ).
e whole system can therefore be described by the behaviour of a single queue. In order to analyse this single queue, termed the queue at the cavity, one o en restricts to the case of exponential job sizes of mean one. For queue length dependent load balancing policies, the state descriptor is then given by the number of jobs in the queue at the cavity. e transient behaviour of the queue length distribution is described by a system of Ordinary Di erential Equations (ODEs). e equilibrium queue length distribution (as time goes to in nity) is described by a recurrence relation. For workload dependent load balancing policies, the transient workload distribution is described by a Partial Integro Di erential Equation. e equilibrium workload distribution can be described by an Integro Di erential Equation which can sometimes be simpli ed to a 1 dimensional ODE in case job sizes are exponential. roughout this paper, we assume the job size distribution is exponential with mean one.
We relate to each system size N an arrival rate λ N . To obtain the mean eld limit as described earlier, one sets λ N = λN for some xed λ < 1. One is o en interested in the behaviour of the queueing system as the system approaches its critical load. To study this, one could set λ N = λ(N )N where λ(N ) → 1 − as N tends to in nity. is approach was for example used in [11, 12] to study the SQ(d) model in heavy tra c. Another approach, which is the one we use here, is to rst obtain the stationary distribution of the mean eld model with a xed λ(N ) = λ < 1 and subsequently take the limit λ → 1 − of the resulting mean eld models.
More speci cally, in this paper we establish a general result which can be employed to obtain the limit
where R λ is the response time distribution of either a queue length or workload dependent load balancing policy (see eorem 2.1 resp. 2.2). is value can be used as a reference of how well a policy behaves under a high load. As we divide by − log(1 − λ), we are focussing on load balancing policies where an exponential arXiv:2004.00876v1 [math.PR] 2 Apr 2020 improvement in the mean response time is expected compared to random assignment. In [1] the limit in (1) was shown to be equal to 1 log(d ) for the SQ(d) policy. For LL(d) it is indirectly shown in [5] that the limit (1) is given by 1 d −1 , though the proof is not rigorous (c.f. Section 3.2). Both these proofs do not seem to generalize well to other load balancing policies as they rely on explicit formulas for the limiting queue or workload distribution. Our result provides a list of su cient conditions under which the limit in (1) can be computed in a straightforward manner. Although computing the limit is easy, verifying the listed conditions may present quite a challenge, one of our main contributions is establishing these conditions for SQ(d, K) and LL(d, K).
We start by illustrating our method on SQ(d) and LL(d) and then derive a number of novel results for other policies. We rst consider the SQ(d 1 , . . . , d n , p 1 , . . . , p n ) and LL(d 1 , . . . , d n , p 1 , . . . , p n ) policies, where with probability p i we select d i servers and assign the incoming job to the queue with the least number of jobs and the least amount of work amongst these d i selected servers, respectively. We show that for SQ(d 1 , . . . , d n , p 1 , . . . , p n ), we have
We observe that, when the system is highly loaded, the choice of p i and d i does not ma er as long as the total amount of redundancy n i=1 p i d i remains constant. Furthermore we nd a general method to investigate which choice of p i and d i yields smaller response times when λ < 1.
In the special case of LL(1, d, 1−p, p), this policy applies the power of d choices only to a proportion of the incoming jobs and assigns the other jobs arbitrarily. For this policy, we nd that whenever λ < 1 the probability that an arbitrary queue has workload at least w is given by:
but no such solution appears to exist in general. is closed form expression also yields an alternative method to obtain the limiting result.
Next, we apply our method to the SQ(d, K) resp. LL(d, K) policy (see also [13, 14] ). For these policies, jobs are assumed to arrive in batches of size K, we then sample d > K servers and the jobs are assigned to the K queues with the least number of jobs resp. least amount of work le . We show in eorems 5.8, 5.9 that
for SQ(d, K) and
for LL(d, K). One of the main technical contributions of the paper, apart from establishing eorems 2.1 and 2.2, exists in verifying the third condition of these theorems for SQ(d, K) and LL(d, K).
Note that if we denote by A the average number of queues sampled per arrival, the heavy tra c limit for the policies considered in this paper equals 1 log(A) for the SQ-based and 1 A−1 for the LL-based policies. As we use the same scaling − log(1 − λ) for each of these policies, one can easily deduce the limit lim λ→1 − E[R
are the response times for the SQ and LL variant of the same policy. We therefore observe that the gain from using the exact workload rather than the more coarse metric of the queue length increases as more queues are sampled per arrival (i.e., as A increases). Moreover, we observe that when servers are highly loaded, the only thing that ma ers is the average number of servers sampled per arrival and whether we use the queue length or workload information.
To obtain these results, the main insight we use is the fact that, as λ approaches one, all queues have more or less the same amount of work. We are able to analytically approximate this amount of work, it represents how well a policy is able to balance loads under a high arrival rate. A similar observation was made in [15] , where it was noted that for Redundancy d under Processor Sharing with identical replica's, the workload at all servers diverges to in nity at an equal rate when λ exceeds 1 d . e paper is structured as follows. In Section 2 we present the two main results. We illustrate these results on SQ(d) and LL(d) in Section 3. In Section 4 we present the results for SQ(d 1 , . . . , d n , p 1 , . . . , p n ) and LL(d 1 , . . . , d n , p 1 , . . . , p n ), here we also consider the case where λ is bounded away from 1 and the special case of LL(1, d, 1 − p, p). In Section 5 we cover SQ(d, K) and LL(d, K). Conclusions are drawn in Section 6.
GENERAL RESULT
As stated before, the equilibrium queue length or workload distribution in the mean eld regime is o en characterized by a recurrence relation or Ordinary Di erential Equation (ODE). Our two main results, eorem 2.1 and eorem 2.2 show how to compute the limits:
, where (u k ) k andF (w) satisfy some recurrence relation and ODE, respectively. As such we can use these results to study the mean eld limit as λ tends to one.
Recurrence relation
Assume we have a recurrence relation of the form
where T λ is some positive function. Before presenting our general result in a formal manner, we provide some intuition in the special case of the SQ(d) policy, for which the recurrence relation in [16] can be rewri en as u k +1 = λu d k for k > 0 and u 0 = 1, yielding the well-known result that u k = λ (d k −1)/(d −1) . In Figure 1a we observe that, as we increase λ, the value of u k remains close to one for larger values of k, but the shape of the curve as it drops to zero looks very similar for the di erent values of λ. is motivates us to de ne N ε, λ , which represents the point at which u k drops below some threshold close to one. One would then expect that: as u k ≈ 1 for k ≤ N ε, λ and the sum of the remaining u k values remains bounded. More speci cally, we de ne the threshold as u λ − ε, where u λ is a solution of u = T λ (u) such that u λ decreases to 1 as λ increases to one. For SQ(d) we set u λ = λ 1/(1−d ) and one easily veri es that (with · the ceil function):
, from which it follows that lim λ→1 − − N ε, λ log(1−λ) = 1 log(d ) , as expected. In order to compute lim λ→1 − − N ε, λ log(1−λ) in case we do not have an explicit expression for N ε, λ , we de ne the sequenceũ k = u λ − u k . Note that N ε, λ is the largest value of k for whichũ k remains below ε. In Figure 1b , we plo edũ k +1 u k as a function of k for SQ(d). We observe thatũ k +1 u k ≈ d (represented by the horizontal lines) for k bounded away from 0 and k ≤ N ε, λ . is in its turn entails that:
Taking the log on both sides, dividing by − log(1 − λ) and taking the limit of λ → 1 − allows us to recover that lim λ→1 − −
To establish eorem 2.1 we also rely on the sequenceũ k and introduce upper and lower bounds onũ k +1 /ũ k to derive an expression for lim λ→1 − − N ε, λ log(1−λ) . T 2.1. For λ ∈ (0, 1) consider the following recurrence relation: (a) ∃λ ∈ (0, 1) :
• For λ ∈ (λ, 1) there exists a u λ ∈ (1, ∞) : T λ (u λ ) = u λ .
• e function u · : λ → u λ is continuous and lim λ→1 − u λ = 1.
(b) For all u ∈ (0, 1], we have:
For all λ ∈ (λ, 1) we de ne:
It then follows that :
P . roughout the proof we let λ ∈ (λ, 1) and we de nẽ u k = u λ − u k for all k. By de nition ofk λ in (d) we have:
We thus nd thatũ k increases to u λ ≥ 1 as k tends to in nity.
We have the following recurrence relation forũ k :
is allows us to obtain the equalityũ k +1
de ned as in (4)). Furthermore we nd from (c) and (d) that for any
Let 0 < ε < 1 be arbitrarily small and de ne N ε, λ = max{k ∈ N |ũ k ≤ ε}. In our proof, we will always take lim λ→1 − prior to lim ε →0 + therefore we may assume w.l.o.g. that λ is su ciently close to one such that
Taking the logarithm on both sides and rearranging terms, we nd the following inequality:
As − log(u λ − λ b ) tends to in nity when λ tends to one andk λ is bounded byk, N ε, λ must tend to in nity as well. Dividing both sides by − log(1 − λ) and taking the limit λ → 1 − we nd from (d), (e) and (f) that:
B
From this we nd:
.
Le ing ε → 0 + we nd the rst inequality. For the other inequality we letk λ ≤ k ≤ N ε, λ be arbitrary. We nd that (u λ − λ b ) ≤ũ k ≤ ε and therefore we haveũ k +1
Taking the logarithm on both sides and rearranging terms yields:
Dividing by − log(1 − λ) and taking the limit lim λ→1 − on both sides allows us to nd from (f):
Note that for any k ≥ N ε, λ + 1 we haveũ k ≥ ε and therefore u k ≤ u λ − ε < 1 for λ large enough. It thus follows from (b) that:
It follows that:
due to the continuity of T λ and (b). Taking the limit λ → 1 − we nd that:
, by (6) . Taking the limit ε → 0 + and applying (g) we obtain the other inequality. is completes the proof.
R
. Computing the value of A and B is typically quite easy, which immediately yields a possible value for the limit under consideration. For any load balancing strategy that is at least as good as random, Condition 2.1(d) follows from u k +1 ≤ λu k . Verifying that all of the conditions hold can however be challenging in some cases.
Ordinary Di erential Equation
We now show eorem 2.2, which can be seen as a continuous analogue of eorem 2.1.
where we assumeF is the unique continuously differentiable solution to this ODE. Further we assume that T λ satis es all the requirements of eorem 2.1, except that (d) is replaced by the condition:
which can be chosen independently of λ such thatw λ ≤w.
We then have:
P . Our strategy exists in showing thatF (w) stays close to one for a long enough time and then decays su ciently fast to zero.
roughout the proof, we assume that λ ∈ (λ, 1). Due to (b) we nd thatF (w) is decreasing and the continuity of T λ implies that lim w →∞F (w) = 0 (as it is a xed point of T λ ).
De ne u λ as in (a) and let H (w) = u λ −F (w). We nd:
Due to (c) this yields for any w ≥w λ :
Now let 0 < ε < 1 be arbitrary. As H (w) increases (from u λ − λ to u λ ), we can de ne w ε, λ such that H (w ε, λ ) = ε for λ large enough.
In fact we assume w.l.o.g. that λ is su ciently close to one such that
. Dividing both sides by − log(1 − λ) and taking the limit λ → 1 − we obtain:
asw λ is bounded byw. Applying (d '), (f) and (e) we obtain:
. It follows that:
. is shows one inequality by le ing ε → 0 + . To show the other we rst note that for any w ∈ (w λ , w ε, λ ) we have u λ − λ b ≤ H (w) ≤ ε and therefore also:
Integrating both sides fromw λ to w ε, λ we nd:
Dividing both sides by − log(1 − λ) and taking the limit of λ → 1 − , this implies that we have (also use (f)):
Note that we have:
assuming that λ is su ciently close to one, we nd from (b) that (10) is bounded by
, which can be bounded uniformly in λ. is allows us to obtain:
Taking the limit ε → 0 + and applying (g), this completes the proof.
erefore one may pickw = b−1. Note that λe −(1−λ)w is probability that the workload of an M/M/1 queue is at least w, so again it su ces that the policy is at least as good as random.
POWER OF D CHOICES
In this section, we illustrate that eorems 2.1, 2.2 can be used to compute the limit:
, where R λ corresponds to the response time of an SQ(d) or LL(d) load balancing policy with exponential job sizes of mean one and arrival rate λ.
SQ(d)
As stated before, for SQ(d) we have T λ (u) = λu d and we clearly nd that for any λ ≤ 1 the equation T λ (u) = u has the unique solution
We verify that all requirements of eorem 2.1 are satis ed. From (11) , it is obvious that 2.1(a) is satis ed forλ = 0. We nd that (4)):
its derivative is given by:
x, which is obviously negative, 2.1(c) now follows with b = 0 from the fact that (x 2 h λ (x)) equals 0 for x = 0. 2.1(d) now trivially holds as b = 0. For 2.1(e) we note that:
where the limit statement can be shown using l'Hopital's rule. us 2.1(e) holds with A = d. Similarly, 2.1(f) follows with B = 1 by a simple application of l'Hopital's rule. For 2.1(g) we note that: 
LL(d)
As b = 0 no additional work is required to show that 2.2(d ') holds. is allows us to conclude from eorem 2.2 that the mean response time for the LL(d) policy in the equilibrium mean eld regime satis es:
By combining (13) and (14), we recover the result which was stated in [5, eorem 7.2] .
R . In the proof of eorem 7.2 found in [5] , there is an incorrect use of the Moore-Osgood eorem, as the limit function U is not necessarily continuous, in fact, its continuity is exactly what needs to be shown.
PICK
We now consider a policy which, with probability p i , sends an incoming job to the queue with the least number of jobs amongst d i randomly selected servers. roughout, we assume that i p i = 1, d i ≥ 1 and i p i d i > 1. We assume jobs are exponentially distributed with mean one and the arrival rate is equal to λ ∈ (0, 1). Let u k (t) denote the probability that a queue in the mean eld limit has k or more jobs at time t. First we note that the transient regime is described by the following system of ODEs: P 4.1. e sequence (u k (t)) k is the solution of the following system of ODEs: (15) with boundary condition u 0 (t) = 1 for all t ∈ [0, ∞).
is is a simple generalization of the system of ODEs for
From the transient regime in (15) we nd the equilibrium queue length distribution in the mean eld regime, to this end we denote u k = lim t →∞ u k (t). We nd:
For the SQ(d 1 , . . . , d n , p 1 , . . . , p n ) policy with arrival rate λ and exponential job sizes of mean one, we nd that (u k ) k satis es:
P . Taking t → ∞ we nd from (15) that:
Summing both sides from k + 1 to in nity yields (16) . e solution obtained from (16) is indeed a valid stationary distribution, to this end we should show that (u k ) k is decreasing and ∞ k =0 u k < ∞. Both these claims are immediate from the following result: 
log(1−λ) = 1, in particular condition 2.1(f) holds. (g) We have lim ε →0 + lim λ→1 − h λ (ε) = n i=1 p i d i , in particular condition 2.1(g) holds.
P
. De ne the function r (u) = λ n i=1 p i u d i − u. We nd that r (1) = λ − 1 < 0 and it is obvious that r (u) tends to in nity as u tends to in nity. is shows that there certainly is an u ∈ (1, ∞) for which r (u) = 0. Now let:
We nd that for all u > u λ : (c) For the function ξ i (x) de ned in 4.4(c) we have
Computing the derivative of this, we nd:
is su ces to show 2.1(c) with b = 0 and 2.1(d) withk = 0 as we have:
e result now follows as lim λ→1 − u λ = 1. (e) is is immediate from l'Hopital's rule. (f) is follows by applying l'Hopital's rule twice. (g) First one may compute the limit:
taking the limit of ε → 0 + we obtain:
Let R (i) λ denote the response time for a job which is assigned to the server with the shortest queue amongst d i randomly selected servers, R λ = i p i R (i) λ the response time for SQ(d 1 , . . . , d n , p 1 , . . . , p n ) and U λ the number of jobs in a queue for this policy (note that P{U λ = u} = u k − u k +1 ). We obtain the following limits:
We have for all i:
. From Li le's law it follows that:
moreover we have for any i:
erefore we have in the limit:
and for all i:
log(1−λ) . As 0 < p i and i p i = 1, this shows the rst two equalities. e last equality follows from eorem 2.1 and Lemma 4.4. (d 1 , . . . , d n , p 1 . . . , p m )
LL
We now consider the workload dependent analogue of the policy studied in the previous section. In particular, with probability p i an incoming job is assigned to the the least loaded queue amongst d i randomly selected queues. LetF (w) denote the probability that an arbitrary queue in the mean eld regime has w or more work le . We rst show thatF (w) satis es a simple ODE. e proof of Proposition 4.6 combines the main idea of the proofs of eorem 4.1 and eorem 5.1 in [5] and the result of eorem 5.2 in [3] . P 4.6. e ccdf of the workload distribution for LL(d 1 , . . . , d n , p 1 , . . . , p n ) satis es the following ODE: (16) .
P
. e most direct method to show that (17) indeed holds is to set d = max n i=1 {d i } and note that from eorem 5.2 in [3] it follows that (for any w ∈ R):
where Q i (U ) represents the workload at an arbitrary queue with workload U a er it was one of d i selected servers for a job arrival. Note that we have:
is allows us to conclude, using (18) that:
Integrating both sides of (19) we obtain:
We therefore nd that:
Using this to further simplify (19) allows us to conclude that (17) indeed holds.
Let R (i) λ denote the response time for a job which is sent to the least loaded queue amongst d i randomly selected queues, W λ the workload at an arbitrary queue and R λ the response time for the LL(d 1 , . . . , d n , p 1 , . . . , p n ) policy. T 4.7. We have for the LL (d 1 , . . . , d n , p 1 , . . . , p n ) policy with arrival rate λ and exponential job sizes with mean one:
P . e rst two equalities follow in the same way as in Let p 1 , . . . , p n and d 1 , . . . , d n be arbitrary. As the function φ u (x) = u x is a convex function for any u ∈ [0, 1], we nd that for all u ∈ [0, 1] we have u n i =1 p i d i ≤ n i=1 p i d i . From (16) resp. (17) it follows that for any arrival rate λ ∈ (0, 1) and xed n i=1 p i d i ∈ N the optimal policy is SQ( n i=1 p i d i ) resp. LL( n i=1 p i d i ). On the other hand it follows from eorems 4.5 and 4.7 that in the heavy tra c limit, the choice of p i , d i does not e ect the mean response time.
e impact of d i and p i
One may wonder whether SQ(a 1 , . . . , a n , p 1 , . . . , p n ) (resp. LL) outperforms another policy SQ(b 1 , . . . , b n , q 1 , . . . , q n ) (resp. LL). Moreover, given a maximal amount of average choice n i=1 p i d i on job arrival, what is the optimal choice of p i ∈ (0, 1) and d i ∈ N? To answer these questions we introduce the concept of Majorization with weights which is presented in [17] (Chapter IV, Section 14 A). Speci cally the following result is shown (originally introduced in [18] , but a more comprehensive proof can be found in [19] ): P 4.8. Let p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q m ) be xed vectors with nonnegative components such that
ere exists an m × n matrix A = (a i j ) which satis es a i j ≥ 0, eA = e (with e = (1, . . . , 1) ), Ap T = q T (with p T the transpose of p) and x = A.
As a consequence of Proposition 4.8 we say that (p, a) is majorized by (q, b) and write (p, a) (q, b) if and only if (1) or (2) in Proposition 4.8 holds. e interpretation is that (q, b) is more sca ered than (p, a). is yields a method for comparing policies as (p, a) (q, b) also implies that SQ(p, a) resp. LL(p, a) stochastically has less jobs resp. work than SQ(q, b) resp. LL(q, b).
Despite the fact that given a budgetd = i p i d i , the optimal policy is simply SQ(d) resp. LL(d) we may haved N. In this case we simply use SQ ((p,1 − p), ( d , d ) ) resp. LL ((p,1 − p), ( d ,  d ) ) for an appropriate p ∈ [0, 1]. We show that this is indeed the optimal choice (here d denotes the oor and d denotes the ceil ofd). T 4.9. Let p = (p 1 , . . . , p n ) with n i=1 p i = 1, p i ≥ 0 and d = (d 1 , . . . , d n ) with d i ∈ N. If we letd = n i=1 p i d i and q = (q 1 , q 2 ) s.t. q 1 + q 2 = 1 and q 1 d + q 2 d =d then (q, ( d , d )) (p, d).
P
. We show that Proposition 4.8, (2) holds, to this end we let A = (a i j ) ∈ R n,2 . From Aq T = p it follows that for all j:
It is not hard to see that one can indeed choose 0 ≤ a 2j ≤ p j q 2 such that n j=1 a 2j d j = d and j a 2j = 1, it then automatically follows from (21) that also j a 1j = 1. Moreover it follows that:
is completes the proof.
LL(d, p)
We take a closer look at the particular case where n = 2 and d 2 = 1, we denote p = p 1 and thus p 2 = 1 − p. We write LL(d, p) as a shorthand for LL(d 1 , d 2 , p 1 , p 2 ). In practice this policy can be viewed as having two arrival streams : one at each server individually, at rate λ(1 − p) for which there is no load balancing and a second at rate λpN which is distributed using the LL(d) load balancing policy. It turns out that (as for LL(d) in [5] ), this policy has a closed form solution for the ccdf of the workload distribution: P 4.10. e equilibrium workload distribution for the LL(d, p) policy with exponential job sizes of mean one is given by (2) .
P
. In this case, the ODE de ned in (17) reduces to:
is is an autonomous ODE, we nd that it can be solved explicitly simply by writing it as:
integrating and rewriting in function ofF (w) yields (2). P 4.11. We nd that the mean workload for the LL(d, p) policy with exponential job sizes of mean one is given by:
. is proof goes along the same lines as the proof of eorem 5.2 in [5] and relies on the Hypergeometric function 2 F 1 (a, b, c; z) for which the following two properties hold:
Here (·) n is the Pochhammer symbol (or falling factorial) we have (q) n = n−1 k =0 (q + k). We apply (24) to ensure that z ∈ (0, 1) which in turn allows us to apply the sum formula (25). e mean workload is given by ∫ ∞ 0F (w) dw. Using = e −w we nd that it equals:
with b = 1 − (1 − p)λ. By de nition of the Hypergeometric function (26) is equal to
Equality (24) allows us to rewrite the mean workload as
As pλ d /b ∈ (0, 1), (25) implies that the mean workload is given by:
Using this and the fact that (1) n = n!, we obtain the result.
We nd a simple lower and upper bound for the mean workload: P 4.12. We have:
with:
. roughout this proof we denote z = pλ d 1−(1−p)λ , where z < 1 for λ < 1. We rst note that as log(1/(1 − z)) = n ≥1 z n /n, W λ can be wri en as
From this it is obvious that E[W λ ] ≤W λ . Furthermore we nd:
, as n ≥1 1/n 2 = π 2 /6. is concludes the proof.
Similar bounds for LL(d), i.e. when p = 1 were not presented in [5] . Using these bounds we obtain an alternative proof for the result in eorem 4.7 for the special case where n = 2 and d 2 = 1. Indeed, a simple application of l'Hopital's rule yields that:
SQ(D, K) AND LL(D, K) 5.1 SQ(d, K)
We consider the SQ(d, K) policy, where at rate λ/K batches of K i.i.d. exponentially distributed jobs with mean one arrive which are then routed to the K servers with the shortest queues amongst d randomly selected servers. Let u k (t) denote the probability that at time t an arbitrary server has k or more jobs in its queue. We nd from [13] that (u k (t)) k satis es:
In the limit t to in nity we nd that (u k ) k (with u k = lim t →∞ u k (t)) satis es:
For the SQ(d, K) policy with arrival rate λ/K, we nd that (u k ) k satis es:
P . From (28), we obviously have:
(30) Summing both sides in (30) from k + 1 to in nity yields the result. e fact that (u k ) k is decreasing and ∞ k =0 u k < ∞ is a consequence of the following result: P 5.2. For any λ, u ∈ (0, 1) with T λ de ned as in (29) we have T λ (u) ≤ λu. In particular it follows that condition 2.1(d) holds withk = b.
P
. We may compute:
and this last sum is bounded by one, from which the result follows.
We show that condition 2.1(b) holds, note that the rst bullet is immediate from the previous result. L 5.3 . Let T λ be de ned as in (29) and let u ∈ (0, 1), the following inequality holds:
P . We may divide both sides in (31) by u d −2 , we compute:
Now let ξ = 1−u u and note that ξ ∈ (0, ∞) for u ∈ (0, 1), we nd that 1
can be further simpli ed as:
is shows that (31) holds.
We have the following elementary Lemma: e most di cult condition to verify for the SQ(d, K) policy is 2.1(c) therefore we rst validate the other remaining conditions. We have: L 5.5. Let 1 ≤ K < d be xed. ere exists aλ < 1 such that for all λ ∈ (λ, 1), the equation T λ (u) = u with T λ de ned as in (29) has a solution on [1, ∞) . Moreover, if we let u λ denote the minimal solution in [1, ∞) for λ ∈ [λ, 1) we have:
(a) lim λ→1 − u λ = 1 (therefore 2.1(a) holds).
With h λ (x) de ned as in (4). erefore 2.1(e) follows with A = d K . (e) We have lim ε →0 + lim λ→1 − h λ (ε) = A. erefore 2.1(g) holds.
. Dividing both sides of u − T λ (u) = 0 by λ · u d we nd this equation to be equivalent to:
Let ξ = u−1 u ∈ [0, 1] for u ≥ 1, we obtain:
adding and subtracting (1 − ξ ) d −1 , we further nd this to be equivalent to
If we let a = 1 λ − 1 we nd a value a 0 > 0 from Lemma 5.4 such that there exists a root at ξ a for all a ∈ [0, a 0 ) (as f (0) = 1 − d/K < 0). It now su ces to takeλ ≥ 1 1+a 0 from which the existence of a root for T λ (u) = u follows, moreover (a) trivially follows from Lemma 5.4 if we de ne
Using u λ = T λ (u λ ) one can show that lim λ→1 − u λ = −K/(d −K), where the derivative is taken with respect to λ. In fact in Lemma 5.6 an expression for the n-th derivative of u λ is established (for n ≤ K). Using this expression, the proofs of (b) and (c) are immediate applications of l'Hopital's rule. To show (d) we rst note that:
Furthermore one can see that in both
the second up to (K − 1) st term disappear in the limit of λ → 1 − . erefore we nd that:
e result now follows by applying l'Hopitals rule to conclude that:
To show (e) we note that:
Taking the limit ε → 0 + of this expression yields the sought result.
To show 2.1(c) we rst need to do some extra work, in particular we compute lim λ→1 − u (n) λ for n = 1, . . . , K + 1 (c.f. Lemma 5.6). To show this result, we employ the Faà di Bruno formula which states that for functions f and we have:
where B n,k denotes the exponential Bell polynomial de ned as:
Here the sum is taken over all non-negative integers j 1 , . . . , j n−k +1 which satisfy: k = j 1 + · · · + j n−k +1 n = j 1 + 2j 2 + · · · + (n − k + 1)j n−k +1 .
Furthermore we employ the fact that:
which are known as the Lah numbers. We are now able to show: L 5.6. For any d, K we have:
. We rst show that for
for 1 ≤ n ≤ K and
We showed in the proof of Lemma 5.3 that:
By induction on n we now show for n ≤ K that
where we denote:
Indeed, one nds:
e result then follows by induction by applying the equality:
Noting that for any n ≤ K we have lim u→1 n−2 j=1 E (n−j−1) j = 0, we nd that (35) indeed holds. Furthermore we have:
Moreover, it is not hard to see that:
is allows us to compute:
where we used identity (4.1) in [20, p46] with j = 0, n = K − 1, z = d and x = K. is shows that (36) indeed holds. We now continue by induction to show (33-34). For the case n = 1 we note that from u λ = T λ (u λ ) it follows that:
Taking the limit λ → 1 − we obtain lim λ→1 − u λ = 1+ d K lim λ→1 − u λ yielding (33) with n = 1. Let 2 ≤ n ≤ K + 1 note that u λ = T λ (u λ ) and therefore also 1 = λΘ(u λ ). By di erentiating both sides n ≥ 2 times, it follows that we have:
It follows from the Faà di Bruno formula that:
where B n,k denotes the exponential Bell polynomial. We have: B n,1 (u λ , . . . , u = B n,k (1!, . . . , (n − k + 1)!) · (−1) n d n−k K k (d − K) n , where we used the simple identities B n,k (x 1 , x 2 , . . . , x n−k +1 ) = B n,k (x 1 , . . . , x n−k +1 ) k , B n,k (x 1 z, x 2 z 2 , . . . , x n−k +1 z n−k +1 ) = B n,k (x 1 , . . . , x n−k +1 )z n , with = K/d and z = −d/(d − K). Using (32) we have:
Analogously, one may compute: arrive to the K least loaded servers amongst d randomly selected servers. It is shown in [21] that the ccdf of the equilibrium workload distributionF (w) satis es the ODEF (w) =T λ (F (w)) −F (w) with T λ de ned as in (29). We have the following result: T 5.9. Let R λ denote the response time distribution for the LL(d, K) policy in equilibrium. We nd:
P . e rst equality follows by Li le's Law. e second equality follows from eorem 2.2.
CONCLUSIONS AND FUTURE WORK
In this paper we studied the heavy tra c behaviour of the expected response time E[R λ ] for a variety of load balancing policies in the mean eld regime. We present a set of su cient conditions such that the limit lim λ→1 − −E[R λ ]/log(1 − λ) can be derived without much e ort. For some load balancing policies (such as LL(d)) these conditions are easy to verify, while for other polices (such as SQ(d,K)) this turned out to be much more challenging. Even if it is unclear how to verify these conditions, our result yields a natural conjecture on the limiting value. e resulting limiting value is also surprisingly elegant for the policies studied in this paper. As our main theorems apply to any recurrence relation or ODE for which T λ satis es the su cient conditions, our main results may also nd applications outside the area of load balancing.
Numerical experiments (not reported in the paper) suggest that the observations made in Figure 1a also hold for non-exponential job size distributions, which suggests that the main ideas presented in this paper may also be applicable to other job size distributions.
