Introduction and summary
This paper is concerned with certain properties of the sequence Si, S2, * of the sums S. = X1 + *.. + X. of independent, identically distributed, k-dimensional random vectors Xi, X2, ***, where k _ 1. Attention is restricted to vectors X. with integer-valued components. Let A1, A2, ---be a sequence of k-dimensional measurable sets and let N denote the least n for which Sn E An. The values So = 0, Si, S2, * * * may be thought of as the successive positions of a moving particle which starts at the origin. The particle is absorbed when it enters set An at time n, and N is the time at which absorption occurs. Let M denote the number of times the particle is at the origin prior to absorption (the number of integers n, where 0 -n < N, for which S,, = 0). For the special case P{X,, = 1} = P{X,, = 1} = 1/2 it is found that ( 
1.1) E(M) = E(ISNI)
whenever E(N) < oo. Thus the expected number of times the particle is at the origin prior to absorption equals its expected distance from the origin at the moment of absorption, for any time-dependent absorption boundary such that the expected time of absorption is finite. Some restriction like E(N) < Xc is essential. Indeed, if N is the least n _ 1 such that S. = 0, equation (1.1) would imply 1 = 0. In this case E(N) = Xo.
The primary concern of this paper is to show that a result analogous to equation (1.1) is true for one-dimensional random variables under rather general conditions, and to obtain a similar result in two dimensions. The proof of equation (1.1) and its generalizations is based on an extension by Blackwell and Girshick [1] of an equation of Wald, the following special case of which is used (see theorem 2.1). If Xn is k-dimensional with E(IX,1) < cc, where, for a = (a,, ..., ak), lal = (a? + * + a2)1/2, and E(N) <°o is restricted to values such that P{S. = s} > 0 for some n. Equation (1.1) is easily deduced from this theorem.
A result analogous to (1.1) can be expected only if E(jXnj) < oo and E(Xn) = 0; for if E(Xn) 0 0, then, in the absence of absorption, the expected number of returns to the origin is finite and therefore E(M) is bounded, whereas E(ISNI) may be arbitrarily large.
First let X. be one-dimensional, E(Xn) = 0, 0 < o2 = E(X ) < co, and let a denote the greatest common divisor of the integers x for which P {Xn = x} > 0. Let {X4} and N be defined as in the beginning of section 1, except that the components of X. need not be integers. For each positive integer j let 4; be a real measurable function of X1, *, Xj such that (2.1) E(0j) = 0 and, with the usual niotatioii for a conditional expectationi, (2.2) E(OjIX1, * *, Xi) = 4;,
Suppose that there exists a functioi f(xr) > 0 such that
Blackwell and Girshick [1] have shown that if the above conditions are satisfied and E(N) < X, then E(4N) exists and equals 0.
We shall need the following corollary of this theorem. THEOREM 2.1. Let g(s) be a real measurable function of s E RJk such that, for some constants a and b, (2.4) Ig(s)l _ a + blsl.
Suppose that E(|X1|) < x, E(N) < X, and that the function (2.5)
It is easy to verify that 0j satisfies conditions (2. [7] , chapter 7, section 2. If go(s) is a solution of (2.5) with h(s) = xo(s), and XT(S) is the characteristic function of a set T which consists of finitely many points with integer-valued coordinates, then 9T(S) = ,ZET 90(S -t) is a solution of (2.5) with h(s) = XT(S), and then the right side of (2.6) is the expected number of times the particle is in the set T prior to absorption.
Some lemmas for multidimensional distributions
In this section some lemmas are derived which are needed in the sequel. Here F(x) will denote a k-dimensional distribution function with k > 1, and f(u) = f exp (ix'u) dF(x) its characteristic function, where x and u denote column vectors with k components and x'u is the matrix product, x' denoting the transpose of x. A distribution function F is nondegenerate if no k -1 dimensional hyperplane has F probability one. We write Rf(u) and If(u) for the real and the imaginary part of f(u). PROOF. SinCe F is nonidegenerate, we can choose 8 > 0 so small that the distribution function Ga defined by JA dGa = JA dF/I f1<I dF, with A C {Jxj < &-'}, is nondegenerate. Then fr <a-, Ix'ul2 dF is a positive definite quadratic form and hence is _ cilul2 for some cl > 0. Now if Jul <8,
IxI <a-' -242c4u2. if t = 2rn, with n E X., as was to be proved.
One-dimensional random variables
In this section Xi, X2, *.. will be independent, integer-valued random variables with common distribution function F(x) and characteristic function f(u). We shall assume that the greatest common divisor of the saltuses of F is 1; the general case is easily reduced to this special case. Then f(u) = I if and only if u is a multiple of 2ir. Since f(u) is continuous, this implies that for any a > 0 there is a c > 0 such that 1 -f(u)I > c if a < IuI < r. f1 U-31ff(u)l du <00* PROOF OF THEOREM 4.1. We have, for 0 < -y < r, (4.8) For an arbitrary e > 0, with e < 1, we can choose 6 > 0 so that 1 -f(u) = (1 + Oe)2-lau2 for Jul < 6 where 101 _ 1. Since the integrand is bounded for 6 ' t < 7r, (4.12) At(s) = (2ir)-1(l + 0iE)-120-2 f U_2(l -coS Sat) (/U + 0(1), Jul, <6 where IO, _ 1. We have The next theorem gives an upper bound for E(M). Here F need not be a distribution on the integers, and the second moment need not be finite. We also may and shall assume that | O dF(x) F-1 and that the greatest common divisor of the saltuses of F is 1. To prove the convergence of (4.28) Let r be a square matrix such that 2 = rPr. In (5.8) we first make the substitution v = ru and put t = r'-s. Then u'2u = Iv12, s'u = t'v, and r2 = s''-1s = It 2.
We next make an orthonormal substitution w = Cv such that w, = t'v/r, and define f,(w) = f(r-lC'w). Then REMARK. According to lemma 2.4 of Spitzer [10] where the convergence in general is not absolute. Equations (5.16), (5.19) , and (5.20) imply the required conclusion.
REMARK. For the symmetric case f(u) = f( -u), theorem 5.3 essentially coincides with lemma 2.1 of Spitzer [10] .
