Abstract. In this work, we give a detailed convergence and stability analysis for the author's generalized Richardson extrapolation process GREP (m) as this is being applied to linearly convergent or divergent infinite sequences {A n }, where
to A, with n = (n 1 , . . . , n m ) and α > 0, via the linear systems is a true convergence acceleration method for the sequences considered. In addition, we show that GREP (m) is stable for the case being studied, and we also quantify its stability properties. The results of this work are the first ones pertaining to GREP (m) with m > 1.
Introduction
In [9] , the author introduced a generalization of the Richardson extrapolation process and discussed some of its convergence and stability properties. This generalization -called GREP (m) with m a positive integer, or GREP for shorthas proved to be very useful in accelerating the convergence of a large class of infinite sequences with varying degrees of complexity in their behavior. Such sequences arise naturally in the summation of infinite series and in the computation of infinite-range integrals that may be oscillatory or monotonic, or that may behave in a more complicated manner. They also arise from trapezoidal rule approximations of finite-range simple or multiple integrals of regular or singular functions, etc. In addition, these sequences may be convergent or divergent. For an up-to-date treatment of GREP, its special cases, related algorithms, and its analytical theory, see the author's book [19, .
AVRAM SIDI
The sequences for which GREP (m) is useful arise from, and are identified with, functions A(y) that belong to some general sets that were introduced in [9] and denoted there by F (m) . This set is defined as follows: Definition 1.1. A function A(y), defined for 0 < y ≤ b, for some b > 0, where y can be a discrete or continuous variable, belongs to the set F (m) if there exist functions φ k (y) and β k (y), k = 1, . . . , m, and a constant A, such that
where the β k (ξ), as functions of the continuous variable ξ, are continuous in [0, ξ] for some ξ ≤ b, and have Poincaré-type asymptotic expansions (see, Olver [7] , for example) of the form
We assume that we know, or are able to compute, A(y) only for y > 0 but not for y = 0. In case lim y→0+ φ k (y) = 0, k = 1, . . . , m, lim y→0+ A(y) exists and equals A. Otherwise, lim y→0+ A(y) does not exist, in which case we call A the antilimit of A(y). In many applications, the antilimit has a relevant meaning. We would like to compute A whether it is the limit or antilimit of A(y). This can be achieved in a very efficient way by GREP to A, whether A is the limit or the antilimit of A(y) as y → 0+, is defined through the linear system [5] , and the D, D, W , and mW transformations of the author [11] , [12] , [13] , [17] , for infinite-range (mostly oscillatory) integrals. The summation of power series and generalized Fourier series by the d transformation is the subject of Sidi and Levin [20] and Sidi [14] . These transformations can also be used for computing multidimensional infinite-range integrals and for summing multidimensional infinite series; see Levin and Sidi [6] .
The convergence and stability analysis of GREP (m) with m = 1 has been studied extensively by the author. The study in [15] and [18] concerns functions A(y) that vary slowly (or behave smoothly) as y → 0. The study in papers [10] - [14] mentioned above concerns functions A(y) in F (1) that vary quickly (e.g., behave exponentially or oscillate) as y → 0. See also [19, Chapters 8 and 9] . So far, a detailed study of GREP (m) with m > 1, for functions A(y) that are in F (m) has not appeared in the literature, however. Such a study has proved to be exceedingly difficult because of the highly nonlinear nature of GREP (m) with m > 1. The purpose of the present paper is to give the very first results pertaining to GREP (m) with m > 1 when A(y) is in F (m) and is varying quickly as y → 0. Specifically, we consider sequences {A n } ∞ n=0 that are such that
Everything here can be real or complex. Comparing with Definition 1.1, we have the following analogy: 
tends to zero or remains bounded or tends to infinity as y → 0, depending on whether γ k < 0 or γ k = 0 or γ k > 0, respectively; φ k (y) oscillates about zero in all three cases.
To allow for more generality in the definition of GREP (m) , as it is applied in the next paragraph to the sequence {A n } described in (1.4), we introduce a parameter α > 0 that is at our disposal and reexpand the functions B k (n) in (1.4) as in
Choosing y l = 1/(α + l), l = 0, 1, . . . , and taking n = (n 1 , . . . , n m ), where the n i are positive integers, we define A (m,j) n , the GREP (m) approximation to A, along 2 Note that both sequences
are asymptotic scales as n → ∞, and since B k (n) can be expanded in the former as in (1.4), it can be expanded in the latter as in (1.5) as well. The β ki in (1.5) are uniquely determined from the β ki in (1.4), and vice versa. For example, 
We know that (see Sidi [9] can be expressed as in
The stability of the extrapolation process is ultimately connected with the quantity . Following that, in Section 4, we state the main results concerning Process I, that is, as j → ∞ while n = (n 1 , . . . , n m ) is being held fixed. In Section 5, using the representations of Section 3, we give the proofs of the main results. In view of the main results of Section 4, in Section 6, we address the problems of slow convergence and reduced numerical stability in GREP (m) that are present when ζ s ≈ 1 in the complex plane for some s, and we justify the use of the so-called arithmetic progression sampling (APS) (see [19, Chapters 6, 10, 12, 13] ) to remedy both problems.
Before proceeding further, we note that the computation of the sequence of approximations {A (m,j) (ν,...,ν) } ∞ ν=0 can be done in a very efficient manner using the W (m) algorithm of Ford and Sidi [4] ; see also [19, Chapter 7] . This algorithm is recursive in nature and does not necessitate the direct solution of the linear system in (1.6). The appendix to [4] contains a FORTRAN 77 program that implements the d transformation using the W (m) algorithm. The W (m) algorithm is implemented via SUBROUTINE WMALGM in this program. The program appears also in the author's book [19, Appendix I] , where GREP and all the different special cases mentioned earlier in this section are covered in great detail.
Examples
Sequences {A n } that behave as in (1.4) with m = 1, that is,
are quite common and are said to be linearly convergent in case lim n→∞ A n exists. lim n→∞ A n exists if either (i) |ζ| < 1 or (ii) |ζ| = 1 and γ < 0. In case this limit exists, it is equal to A. Such sequences arise as partial sums of infinite series
. . , when a n satisfies 
then A n has an asymptotic expansion of the form given in (1.4). Here are two examples:
• Analytic functions that have m algebraic branch points in the complex plane are one source of infinite series 
, it follows that ζ 2 = −λ 2 z and γ 2 = −ω − 
That is, f (x) has algebraic singularities at x = a and x = b. For simplicity, let us assume that f (x) is real so that twice the real part of the series 
Technical preliminaries
The results in the following lemma follow from [19, Section 4.2].
Lemma 3.1. Let A (m,j) n be defined as in (1.6). For any scalars
g i (j), define (3.1) g 1 (j) | g 2 (j) | · · · | g p (j) = ⎡ ⎢ ⎢ ⎢ ⎣ g 1 (j) g 2 (j) · · · g p (j) g 1 (j + 1) g 2 (j + 1) · · · g p (j + 1) . . . . . . . . . g 1 (j + N ) g 2 (j + N ) · · · g p (j + N ) ⎤ ⎥ ⎥ ⎥ ⎦ .
Clearly this is a matrix of dimension (N + 1) × p. With this notation, define the
(N + 1) × ν matrix D(ζ, γ, ν) by (3.2) D(ζ, γ, ν) = ζ j (α+j) γ−ν+1 | ζ j (α+j) γ−ν+2 | · · · | ζ j (α+j) γ−1 | ζ j (α+j) γ .
For an arbitrary sequence {x
T and define also
[Note that the matrix on the right-hand side of (3.3) is (N + 1) × (N + 1).] Then, with I s = 1 for all s, we have
The result in (3.4) can be obtained by applying Cramer's rule to the linear system in (1.6). The validity of the result in (3.5) [and also of that in (1.7) and (1. 
({I s }).
The determinant representations of Lemma 3.1 will be very useful in our study later.
Another tool that we will employ in our proofs and that concerns confluent Vandermonde determinants is given next. For a proof of this lemma, see Sidi [16, Eq. (3.15) and Appendix].
Lemma 3.2.
Let the (p + 1) × (p + 1) matrix H be given as in
where
Main results
Our first result concerns the stability of Process I. It says that Γ (m,j) n is bounded for all large j, which implies that Process I is stable. 
In case all the ζ k are real positive or all are real negative, equality holds in (4.2).
In case all the ζ k are real negative, we thus have lim j→∞ Γ (m,j) n = 1.
Note that (4.1) implies that lim j→∞ γ (m,j) ni , i = 0, 1, . . . , N, all exist and are finite. In fact, they are the corresponding coefficients of the polynomial
exists and is finite. This is part of (4.2), which also gives a very simple upper bound in terms of the ζ k .
The next theorem says that GREP (m) accelerates the convergence of the sequence {A s } under Process I, providing at the same time the full asymptotic expansion of the error in A (m,j) n .
Theorem 4.2. Let us assume that
A n is precisely as in (1.5) with the notation therein. Let us also define
.
Then the following hold:
nki , for i ≥ n k , satisfy the asymptotic equalities
Thus, the sequences {χ
is the Pochhammer symbol. 
where nki are some constants. Thus, we have, at worst,
Remark.
(1) From the philosophy of the Richardson extrapolation process and its generalizations, we heuristically expect GREP (m) , as defined in (1.6), to "eliminate" the terms β ki (α + j) γ k −i , with i = 0, 1, . . . , n k − 1, and k = 1, . . . , m, from the asymptotic expansion in (1.5), giving
The fact that Process I is stable as stated in Theorem 4.1 can be used to actually prove rigorously that GREP (m) , as defined in (1.6), does satisfy (4.8). For details, see [19, p. 89, Theorem 4.4.2] . Thus, the fact that we actually have a result such as that in (4.7) for the problem we are treating is quite surprising in view of the "expected" (4.8) . [Note that (4.7) does not contradict (4.8); it is simply much stronger than (4. 
Proofs of main results
For simplicity of notation, we will write (5.1) w = (ζ, γ, ν) and μ = ν − 1, for arbitrary ζ, γ, and ν. We will also write
Thus, we will be using the short-hand notation
throughout. We will use similar notation for all other matrices that depend on ζ k , γ k , and n k . Finally, we will count the N + 1 rows of all the matrices defined in Lemma 3.1 starting from r = 0 up to r = N . Thus, for us, the rth row of the matrix 
Note that the rth row of D(w) is the vector
Factoring out the term ζ j (α + j) γ−μ+i−1 from the ith column of D(w), i = 1, . . . , ν, we obtain the matrix D (w) whose rth row is
where (5.5) r = r/(α + j). The product of the terms we have factored out from the columns of D(w) to obtain D (w) is
Let us now perform the following column transformations on the matrix D (w): 
