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a b s t r a c t 
Recent miniaturization of electronic components and advances in image processing software have facili- 
tated the entry of extended reality technology into clinical practice. In the last several years, the number 
of applications in cardiology has multiplied, with many promising to become standard of care. We re- 
view many of these applications in the areas of patient and physician education, cardiac rehabilitation, 
pre-procedural planning and intraprocedural use. The rapid integration of these approaches into the many 
facets of cardiology suggests that they will one day become an every-day part of physician practice. 
© 2019 The Authors. Published by Elsevier Inc. 
This is an open access article under the CC BY-NC-ND license. 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
Introduction 
The extended realities represent a continuum that spans from 
fully immersive, occlusive digital environments to unmodified, un- 
obstructed physical reality, addressing diverse clinical and educa- 
tional challenges in cardiology. Given the intrinsic advantage of 
3-dimensional (3D) visualization and the increased availability of 
Virtual Reality (VR) consumer devices, many immersive 3D edu- 
cational applications have emerged and have undergone rapid de- 
velopment. While these higher resolution, fully immersive systems 
provide an ideal platform for these educational applications, there 
is still reticence to integrate fully immersive devices into a clinical 
environment due to the complete obstruction of the normal field 
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of vision. On the other end of the clinical spectrum, minimally in- 
trusive Augmented Reality (AR) platforms allow physicians to view 
patient data through a pair of glasses, while maintaining eye con- 
tact. As display hardware capabilities have further matured, a third 
major cluster of features emerged; Mixed Reality (MR) addresses 
the middle ground between VR and AR. In concert, advances in 
voice, gesture and gaze tracking as user input methods have con- 
tinued to progress, providing more intuitive control methods. With 
these developments, the user can realize the benefits of the 3D 
visualization and improved comprehension through control while 
remaining in their natural space. This technical leap made the in- 
tuitive benefits of immersive 3D more tractable by allowing the 
user to remain connected to the environment, minimizing addi- 
tional risk to the patient, and lowering the barrier to more clini- 
cally oriented applications. There is a growing recognition that the 
power in these applications is not only in the ability to provide 3D 
visualization, but also in the ability to control and manipulate dig- 
ital images with the potential to provide the physician control over 
each critical tool in the operating room. 
AR, MR and VR each provide unique technical capabilities to 
create an appropriate integration of digital and physical reality and 
address the varied user needs of different Cardiology applications 
[1] . AR is generally the least intrusive of the extended realities and 
is well-suited to provide contextually relevant information or noti- 
fications to the user. Sometimes referred to as data snacking, this 
type of AR is well suited for providing information normally ac- 
cessed using paper or on traditional displays. MR integrates infor- 
mation into the physical environment to provide additional spatial 
relevance and context to the displayed information. MR anchors 
or overlays information in physical space and enables the user to 
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Fig. 1. Pictorial display of the extended realities: Virtual Reality (Panel A), Augmented Reality (Panel B) and Mixed Reality (Panel C). In Panel A, the Virtual Reality digital 
space is totally immersive and completely closed off from the natural environment. Panel B represents Augmented Reality, in which the user can remain in their natural 
environment and import digital images. Panel C represents Mixed Reality—upper panel demonstrating a head mounted display, such as the Microsoft HoloLens, the lower 
panel demonstrating a view through screen, such as the RealView Holoscope—which also allows the user to remain in their natural environment which importing and 
interacting with digital images. 
interact with digital objects more as if they are present in physi- 
cal space [2] . VR replaces the entire physical context with a digital 
replacement and can selectively substitute or remove physical in- 
formation as well as add digital information. VR is capable of sup- 
porting the same interactions as MR, but prevents user interaction 
with the physical space. (See Fig. 1 ) 
This review article will explore various cardiac applications of 
the extended realities, including the method of control for the user. 
A general overview of the landscape with technical details and 
clinical data, where applicable, will be presented. 
Education and training 
Cardiac applications in education and training can have differ- 
ent target audiences; for instance they can be patient-facing appli- 
cations, or medical personnel-facing applications [3] . Certain appli- 
cations may do both with different goals for each end user group 
[4] . Education and training applications translate traditional mate- 
rials into a 3D format to allow the user to participate or experience 
the content in a controlled yet customizable method. 
Patient education 
Project Brave Heart 
Project Brave Heart is one of the 3 aims of the VR program at 
Lucile Packard Children’s Hospital Stanford [5] . This project aims 
to reduce anxiety and stress in patients who are scheduled for car- 
diac catheterization procedures [6] . Up to 40 patients, ages 8–25, 
are asked to watch a program multiple times in the week prior 
to their procedure. The program utilizes a VR headset to provide 
the patient with a fully immersive experience in which they walk 
through the hospital, pre-procedural area, cardiac catheterization 
lab, and the recovery area prior to their procedure (See Fig. 1 , 
panel A). The hypothesis is that patients who undergo cardiac pro- 
cedures have significant anxiety associated with their procedures 
and by providing patients with an immersive experience combined 
with teaching mindfulness techniques, VR can help reduce proce- 
dural related anxiety. As part of the study, measures of stress are 
collected, such as heart rate, blood pressure and cortisol levels. The 
expectation is that data from this project will be similar to other 
projects in the adjacent field of Pediatric Pain Therapy [7] where 
VR has been successfully deployed to manage acute, chronic and 
periprocedural pain. 
Medical student education/training 
The Body VR 
This system ( https://thebodyvr.com/ ) utilizes fully immersive 
VR visualization for 3 specific use cases: 1) a journey inside a 
cell, 2) Anatomy Viewer, and 3) patient pre-procedural teaching for 
colonoscopy. For a journey inside a cell, the user travels within a 
blood cell through the bloodstream to understand how cells work 
together throughout the body. The user can then granularly dive 
further into the cell, understanding the intracellular architecture 
and mechanics of cellular function and action. The anatomy viewer 
is a commercially available tool that allows for visualization of 
patient specific DICOM data, including computerized tomography 
(CT), magnetic resonance imaging (MRI) and positron emission to- 
mography (PET) scans. These data are displayed using an Oculus 
Rift or HTC Vive VR headset (See Fig. 1 , panel A), which support 
1080 × 1200 pixels per eye and an approximate field of view of 
110 °. While viewing the virtual models, the users can scale, rotate 
and crop the models to identify lesions or abnormalities, and can 
then annotate on the model. “Colon Crossing” is the final use case 
and is a patient facing tool to improve patient education and com- 
pliance prior to colonoscopy. 
Additionally, a system utilizing this technology was developed 
as an adjunctive tool for teaching anatomic details to medical stu- 
dents. Specifically, medical school coursework regarding the teach- 
ing of cardiac anatomy is challenging due to the complex 3D na- 
ture of the pathology and pathophysiology. In 2018, Maresky et al. 
[8] published their work using a VR simulation model as part of 
the anatomy education curriculum for medical students. A total of 
42 first year medical students voluntarily enrolled in the study and 
were randomized to + VR exposure or -VR exposure. The -VR group 
had traditional cadaveric dissection teaching followed by indepen- 
dent study whereas the + VR group during the independent study 
phase was given a 5-minute tutorial and 25 min of explorative 
study on a virtual cardiac model using The Body VR [9] within an 
Oculus Rift VR headset. All students underwent a pre-intervention 
and post-intervention quiz. 
The -VR group demonstrated no significant difference between 
pre and post intervention quizzes, whereas the + VR group demon- 
strated a significant 28% ( p < 0.001) overall increase in test scores. 
Interestingly, the + VR group scored 21.4% ( p = 0.004) higher in 
conventional content, 26.4% ( p < 0.001) higher in visual-spatial con- 
tent, and 23.9% ( p < 0.001) higher on the overall post-intervention 
quiz when compared to the -VR group [8] . This study clearly 
demonstrated not only the feasibility of using VR as an adjunct to 
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Table 1 
Various cardiac applications versus display characteristics. 
Education / Simulation Patient Therapy Pre-procedural Intraprocedural
Immersion • Full immersion in 
simulated 
environment
• Full immersion 
allows control of 
patient 
environment
• Full immersion 








Sterile Control • Not Required • Not Required • Not Required • Beneficial












• Reduced Mental 
Fatigue
Display Fidelity • Higher field of view 
enables better 
immersion
• Higher field of 
view enables 
better immersion
• High resolution 
improves overall 
image quality





Extended realities continuum versus display characteristics. 
Augmented Reality Mixed Reality Virtual Reality
Immersion • Digital environment visible 
at a glance
• Digital environment 
overlaid on physical 
environment
• Fully immersed in 
digital environment
Mobility • Mobility unrestricted • Mobility unrestricted • Tethered and/or cannot 
see physical obstacles
3D Visualization • 2D Display • 3D Display • 3D Display
Display Fidelity • Smallest Field of View
• Lowest Resolution
• Limited Field of View
• Limited Resolution
• Wide Field of View
• High Resolution
traditional medical student education, but also that it added value 
in understanding complex anatomic relationships. 
HoloAnatomy 
Developed at Case Western Reserve University (CWRU), the 
HoloAnatomy course was developed to enable students, particu- 
larly medical students, to examine the body in totality, as well as 
the organ systems and their relationships within the body. Led by 
Dr. Mark Griswold, the HoloAnatomy application serves as the first 
of its kind of what is to become a full-fledged holographic anatomy 
curriculum scheduled to start in 2019 at CWRU [10] and uses the 
Microsoft HoloLens MR head up display for hardware (See Fig. 1 , 
panel C) ( Tables 1 and 2 ). 
The Virtual Heart 
This Stanford Virtual Heart Project emerged to create and eval- 
uate a VR headset based interactive virtual heart for training [5] . 
The user can explore the chambers of the heart and experience 
a fully immersive environment to understand cardiac chamber 
anatomy and relationships, great vessel anatomy and relationships, 
and blood circulation through the heart. In addition to normal car- 
diac models, users also interact with common congenital heart 
defects. This program is available to medical trainees, cardiolo- 
gists and cardiothoracic surgeons. At completion, this project aims 
to have created a virtual atlas of approximately 24 models for 
trainees to interact with and learn from. The program will then 
be made available to teens, parents, and caregivers. The goal of the 
technology is to make the individual patient anatomy easier for the 
entire care team, including family, to understand. 
Anima Res 
Anima Res ( https://animares.com/ ) is a 3-dimensional medical 
animation company with applications in augmented reality, mixed 
reality and virtual reality [ 9 , 11 ]. The mission of this team is to 
make medical education more palpable and tangible for medical 
students, physicians and patients. Specifically, the “Insight Heart”
application allows for virtual exploration of the human heart with 
visual effects of myocardial infarction, systemic hypertension and 
atrial fibrillation viewable in this immersive experience. This expe- 
rience is possible on a variety of extended reality hardware plat- 
forms. 
Simulators 
Some of these standalone education and training applica- 
tions have been further enhanced through integration with hard- 
ware simulators [12] . The Vimedix transesophageal echocardio- 
gram (TEE) and transthoracic echocardiogram (TTE) simulator by 
CAE demonstrates several potential applications of mixed real- 
ity [13] . The applications of the MR simulator include achieving 
both normal educational endpoints, such as the understanding of 
anatomical relationships, as well as understanding the use and po- 
sitioning the probe itself [14] . 
Cardiac patient rehabilitation 
MindMaze 
MindMotionPRO and MindMotion Go ( https://www.mindmaze. 
com/ ) are tools designed to provide intensive physical rehabilita- 
tion to adult patients in both an inpatient and outpatient setting. 
These devices use a conventional monitor displaying a virtual 3D 
environment, coupled with motion tracking cameras to allow pa- 
tients to control a virtual avatar and visualize the feedback on 
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the monitor. MindMotion uses AR to amplify and project move- 
ments during rehabilitative exercises to provide additional guid- 
ance and feedback to the participant. As the participant performs 
movements as directed on screen, their movements are displayed 
in either a third person or virtual mirror view to provide ampli- 
fied feedback based on sensed movements. Data published in the 
Journal of Neuroengineering and Rehabilitation use embodied AR 
to administer rehabilitation to 10 stroke survivors with chronic ( > 6 
months) upper extremity paresis [15] . This embodied AR may be 
beneficial for functional recovery as demonstrated by a median 
5.4% improvement in motor function and was well tolerated in the 
pilot group. Although the devices themselves do not use an im- 
mersive display, the motion capture allows for intuitive interaction 
and control of the 3D avatar, allowing for more intense interven- 
tion without an increase in participant stress. Current research in 
perceived pain and stress [16] suggests this effect could be further 
enhanced by integrating MindMotion technology with an immer- 
sive VR display. 
Pre-procedural planning 
With the advent of AR and MR, several tools have been devel- 
oped to act as a standalone DICOM viewers (see above section: 
The Body VR, as an example). These viewers allow the user to im- 
port standard radiologic imaging, such as CT scans, MRI, and PET 
scans and display these data sets in true 3D. Open source systems 
that allow for import and display from 3D echocardiographic (3DE) 
data [ 16 , 17 ] have also become available. Additionally, systems have 
been organically developed at academic institutions and used for 
pre-procedural planning for patients undergoing congenital heart 
disease surgical repair demonstrating feasibility of such systems 
[ 17 , 18 ]. 
EchoPixel 
The third arm of the Stanford VR program uses 3-dimensional 
VR Imaging to help surgeons plan for a given cardiac surgery—
or pre-procedural planning. This arm allows the CT surgeons to 
perform virtual run-throughs of the procedure prior to conduct- 
ing the actual procedure [5] . This system utilizes the True3D tech- 
nology of EchoPixel, based in Mountain View, CA ( https://www. 
echopixeltech.com/ ) . The technology uses a Hewlett Packard Enter- 
prise Zvr 1080p active 3D VR display and stylus. EchoPixel’s soft- 
ware used in conjunction with the desktop monitor style display 
and special glasses allow an operator to have a 3-dimensional vi- 
sualization of the cardiac anatomy, and a stylus allows the opera- 
tor to interact with the data. Using the stylus, the user can rotate, 
cut into, and measure certain parts of the anatomy. Subsequently, 
there has been an increase in the number of centers using this 
kind of technology for preprocedural planning [19] . 
Intra-procedural use 
Early work in intraprocedural augmented reality 
In 2015, the Cardiology group in Warsaw, Poland described a 
first-in-man use of Google Glass AR technology (See Fig. 1 , Panel 
B) in the Interventional Cardiology Laboratory [20] . In this case, a 
49-year-old hypertensive patient with a history of coronary artery 
bypass graft of a left circumflex artery presented to the hospital 
with new onset angina with mild exertion. A preprocedural CT an- 
giogram was obtained that demonstrated an extensive perfusion 
defect in the distribution of the right coronary artery. Static 3D 
CT angiograms were taken at angulations to highlight the perfu- 
sion defect. When the interventional cardiologist took the patient 
to the catheterization laboratory, these static images were posted 
in the field of the view of the cardiologist with the correspond- 
ing angulations to assist in the localization of the stenosis for 
further intervention. This case demonstrated that the use of an AR 
display could allow for better planning and guidance of interven- 
tional procedures. Additionally, these wearable devices, in the case 
Google Glass, can improve procedural efficiency with a monocular, 
monochrome, 640 × 360 display. While only a single case report, 
this case demonstrated the use of AR as something more than a 
preprocedural planning tool—as a tool that had true intraprocedu- 
ral utility. This case report then became a springboard for the fol- 
lowing technologies discussed below. 
RealView imaging 
In 2016, the Pediatric Cardiology section at Schneider Chil- 
dren’s Medical Center Israel, in concert with Philips and Re- 
alView Imaging ( http://realviewimaging.com/ ) evaluated the use 
of computer-generated holography for identifying landmarks from 
transesophageal echocardiography (3DTEE) and 3D rotational an- 
giography (3DRA) [21] . The core technology behind RealView Imag- 
ing provides 3-dimensional interference-based holograms based on 
“Digital Light Shaping TM ” technology. These images are synthesized 
by a spatial light modulator to emulate the normal interaction 
of light with a physical object in 3D space, thereby allowing the 
user to view and interact with a true hologram within the field of 
view of the display, thus a MR display. This display medium pre- 
serves the focal cues used when observing close objects and re- 
sulted in successful identification of anatomical landmarks relevant 
to the respective procedures. The display is coupled with tools and 
hand tracking to allow for multiple, natural modes of interaction 
with the generated image. The current generation of equipment 
required for this true hologram creation and interaction requires a 
HoloScope, which limits the experience to a fixed window on the 
world. 
Bruckheimer et al. [21] designed a study to demonstrate 
the technical feasibility of creating holograms within the car- 
diac catheterization lab. The primary objective was to demon- 
strate that the anatomical landmarks identified on standard of 
care imaging could similarly be identified independently on holo- 
graphic imagery. The secondary objective was to demonstrate func- 
tionality and usability of interacting with the holograms, such 
as rotation, cutting, and zoom/magnification. Eight patients were 
enrolled in the study (5 patients undergoing atrial septal defect 
closure with 3DTEE, 2 patients undergoing right ventricular out- 
flow tract/coronary artery assessment prior to percutaneous pul- 
monary valve placement using 3DRA, and 1 patient with a Glenn 
shunt undergoing catheterization using 3DRA). In all cases, holo- 
grams were easily created, visible, and of good visual characteris- 
tics for observation and interaction. All relevant landmarks were 
identifiable by both standard imaging and by holographic imaging. 
Additionally, all users were able to perform the functional inter- 
active gestures with the hologram and rated the interactions as 
very easily performed. This early feasibility study demonstrated 
the utility for improved 3-dimensional visualization in the cardiac 
catheterization lab. 
EchoPixel 
The EchoPixel system, described previously, has also been uti- 
lized for intraprocedural use. Balloca et al. investigated the feasibil- 
ity of the EchoPixel stereoscopic display when compared to current 
2D measurement toolsets for examination of Mitral Valve (MV) 
anatomic structures [22] . Although EchoPixel demonstrated feasi- 
bility for specific measurements, the system did not improve time 
to completion of measurements, particularly without the special- 
ized measurement tools and integrations of the existing QLAB Mi- 
tral Valve Navigation (MVN) software. The EchoPixel stereoscopic 
display and stylus provide visualization and control to the clini- 
cian but lack specializations for the measurement of MV anatomy. 
M.K. Southworth, J.R. Silva and J.N.A. Silva / Trends in Cardiovascular Medicine 30 (2020) 143–148 147 
In this MR application, a physician uses the stylus to manipu- 
late the anatomy for annotation and to measure specific structures 
using the built in linear, orthogonal, and spline curve measure- 
ments. This method of interaction resulted in good intraobserver 
variability and consistent time to completion of measurement of 
the anatomic structures. Agreement with MVN in measurements 
for annular area and circumference in the pathologic group, and 
scallop measurements for both groups was low. This intraobserver 
consistency and low agreement may be attributable to the lim- 
ited degrees of freedom of measurement of the circumference and 
area in EchoPixel when compared to MVN. Although not specif- 
ically discussed, intraobserver and interobserver consistency with 
EchoPiexl may also be attributable to improved ease of interpre- 
tation of the datasets in 3-dimensions as evidenced by the rela- 
tively stable time to completion when using the EchoPixel suite. 
Additionally, it is suggested by the authors that the simple, direct 
measurements may be easier to use for non-echocardiographers. 
This evidence suggests that the improved visualization capabilities 
of the EchoPixel display may allow less specialized users to un- 
derstand and measure the MV anatomy, but the accuracy of these 
measurements is currently limited by the ability to interact and 
measure complex structures using the current interface. 
SentiAR 
The SentiAR solution ( https://www.sentiar.com/ ) is currently 
being developed for the electrophysiology laboratory, with poten- 
tial adjacent future applications in cardiac interventional proce- 
dures. Current limitations in the electrophysiology laboratory in- 
clude the use of multiple different pieces of equipment each with 
their own interface and display—with none of these technologies 
interfacing with each other. Electroanatomic mapping data, a com- 
plex 3Ddata set, is compressed onto a 2D screen. 
The SentiAR system accepts data from a commercially avail- 
able electroanatomic mapping system and displays patient spe- 
cific real-time cardiac geometries, electroanatomic mapping, and 
catheter locations in real-time using a Microsoft HoloLens 720p 
stereoscopic 3D headset (See Fig. 1 , Panel C). Additionally, standard 
DICOM images can be displayed through the SentiAR system once 
imported and segmented via the mapping systems. 
The sterile, and hands-free (gaze-dwell) interface allows the op- 
erator to control and manipulate the models to best enhance their 
use during the case, all while maintaining procedural sterility. This 
system couples the true 3D visualization with the ability to con- 
trol and manipulate the data, without requiring the use of hands, 
a true MR application for intraprocedural use. This specialization 
is necessary for applications where the operator’s hands are us- 
ing other instruments during use of the system. The model manip- 
ulations include the ability to rotate (both to standard and non- 
standard angulations used in the laboratory), magnify/zoom, clip 
into, and transparency alteration [1] . Other functionality includes 
a sharing mode that allows for up to 5 users to engage in a sin- 
gle, shared session. In this mode, one user retains active control 
of the model with the remaining users as bystanders in that ses- 
sion and the model anchored in the environment such that each 
user is looking at the model from their unique perspective. This 
“Teacher/Student” mode allows for multiple users to have a single 
unified shared model from which to describe and discuss the pa- 
tient’s anatomy and electrophysiologic substrate. 
Data presented in 2018 [23–26] demonstrated feasibility of the 
system including acceptable engineering and visualization metrics 
for intra procedural use. 
Ongoing AR/VR research in intraprocedural electrophysiology 
In addition to the companies listed above, there are some aca- 
demic centers with ongoing projects on intraprocedural EP. In 
2018, Jang et al. [27] published their data on 3D holographic vi- 
sualization of high-resolution myocardial scar as defined on cardiac 
MRI using the Microsoft HoloLens. The hardware used by the group 
was the mixed reality head up display (HoloLens) with a demon- 
strated gaze-gesture interface. This type of interface requires the 
user to use a combination of gaze-dwell to move the “cursor” and 
gesture, or “air tapping,” to select the menu choice. 
In the study, 5 swine underwent controlled surgical infarction 
and high-resolution cardiac MRI to identify myocardial scar sub- 
strate. Subsequently, they underwent endocardial electroanatomic 
mapping to identify ventricular tachycardia substrate. Using the 
HoloLens, the generated maps were holographically displayed. This 
proof of concept study addressed feasibility, and importantly went 
on to obtain early assessment of usability. 
At the conclusion of the animal study, both the operators and 
the mapping specialist were provided questionnaires addressing 
both usability and usefulness. Both users found the HoloLens dis- 
play of ventricular scar useful (scale 1 [low] - 7 [high], operator 
rating average 5.8; mapping specialist rating average 5.5). Addi- 
tionally, the authors felt that the ability to have a true 3D visual- 
ization of the scar, coupled with the ability to interact and deeply 
understand the visual-spatial anatomic relationships may facilitate 
MRI-guided, substrate-based VT ablation. 
Ongoing AR research in interventional cardiology 
Sadri et al. [28] presented their data using an augmented 
reality guidance system during interventional cardiology proce- 
dures. Specifically, the system displayed a virtual, patient-specific 
3-dimensional anatomic model intraprocedurally during tran- 
scatheter aortic valve replacements and cerebral embolic protec- 
tion (CEP) device placement in 6 patients utilizing a Microsoft 
HoloLens, a mixed reality headset. In this early feasibility study, 
they found that the AR guidance eliminated the need for aor- 
tic arch angiograms and additional contrast exposure prior to the 
CEP device placement as confirmed with fluoroscopy and post- 
procedure patient interviews. They concluded that the AR guidance 
was feasible, reduced contrast and fluoroscopy exposure, and could 
make transcatheter interventions faster, safer and more effective. 
While there is much ongoing development in this field, this early 
feasibility testing was quite promising. 
Technology limitations 
Current technologies are predominantly designed as head 
mounted displays and are fundamentally limited by the number 
of points of light they can synthesize, as well as the total bright- 
ness they can emit. VR displays produce the widest field of view 
with the most accurate color reproduction, but will continue have 
difficulty reproducing peripheral vision. AR displays must not only 
make the same tradeoffs between field of view and angular reso- 
lution, but some displays also make some compromises to provide 
multiple focal planes, such as the Magic Leap which provides 2 fo- 
cal planes at the expense of overall brightness and sharpness. The 
Magic Leap device also improves field of view by moving the dis- 
play closer to the eyes, which limits the use of normal corrective 
(eyewear)1. Hand and control tracking in VR is also more forgiv- 
ing due to the lack of visual reference cues during tracking. In AR, 
hand and controller tracking must be precise in order to align dig- 
ital augmentations over hands or controllers in the physical space. 
Future directions 
Given the proliferation of applications being created, it is quite 
likely that by the time of this publication there will be more ap- 
plications not covered by this review. It is anticipated that there 
will be significant development not only in software applications, 
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but in hardware as well. There will be significant growth in non- 
FDA regulated spaces, such as patient education, medical student 
education, and preprocedural planning, as well as increased appli- 
cations being used intraprocedurally in both in minimally invasive 
procedures and in open surgical procedures. 
There are also a number of hardware solutions being created 
for the extended realities. While many of these solutions are be- 
ing developed by small businesses, iterative improvement from 
larger companies, such as Microsoft, will contribute to advancing 
the field. The most recent descriptions of HoloLens 2, for instance, 
are simply the beginning of a long path. Additionally, there may 
be the development of AR/MR displays that evolve beyond head 
mounted displays. This type of hardware may provide additional 
opportunities not currently targeted. 
Conclusion 
The evidence for the application and benefit of the extended 
realities in Cardiology is building, spanning from education and 
training to cardiac patient rehabilitation and from pre-procedural 
planning to intra-procedural use on platforms with relatively mod- 
est resolution and hardware specifications. Hardware innovations 
have increased the fidelity of the 3D visualization, enabling greater 
immersion during patient therapy, improvements in learning com- 
prehension during medical training, and improved understanding 
of patient specific anatomy before and during patient procedures. 
Improvements in software and hardware to enable more natural 
interactions will continue to accelerate the completion of com- 
plex tasks using 3D data. The applications of these technologies 
within Cardiology and Clinical Medicine in general will continue to 
expand to provide improved visualization and application specific 
controls. The promise of these technologies is to empower the user 
to control the data to maximize patient benefit—this may hap- 
pen through the visualization of 3-dimensional objects in a true 
3-dimensional space, the control/manipulation of holographic im- 
ages to maximize understanding of the visual-spatial relationships, 
or the control of tools that were previously out of reach. The next 
horizon in Cardiology is to realize these promises. 
References 
[1] Silva JNA , Southworth M , Raptis C , Silva J . Emerging applications of virtual re- 
ality in cardiovascular medicine. JACC Basic Transl Sci 2018;3(3):420–30 . 
[2] McJunkin JL , Jiramongkolchai P , Chung W , Southworth M , Durakovic N , Buch- 
man CA , et al. Development of a mixed reality platform for lateral skull base 
anatomy. Otol Neurotol 2018;39(10):e1137–e1e42 . 
[3] Craig EGM. VR and AR: dDriving a revolution in medical education & 
patient care 2017 [August 30, 2017]. Available from: https://er.educause. 
edu/blogs/2017/8/vr- and- ar- driving- a- revolution- in- medical- education- and- 
patient-care . 
[4] Breining G. Future or fad? Virtual reality in medical education Associa- 
tion of American Medical Colleges: Association of American Medical Col- 
leges News; 2018 [August 28, 2018]. Available from: https://news.aamc.org/ 
medical-education/article/future-or-fad-virtual-reality-medical-education/ . 
[5] Hospital SCsHLPCs. Lucile Packard Children’s Hospital Stanford pioneers use 
of VR for patient care, education and experience 2018 [Available from: https: 
//www.stanfordchildrens.org/en/about/news/releases/2017/virtual-reality- 
program . 
[6] Hospital SCsHLPCs. Project Brave Heart: sStudying the impact of virtual re- 
ality preparation and relaxation therapy 2017 [Available from: https://www. 
stanfordchildrens.org/en/innovation/virtual-reality/anxiety-research . 
[7] Won AS , Bailey J , Bailenson J , Tataru C , Yoon IA , Golianu B . Immersive virtual 
reality for pediatric pain. Children (Basel) 2017;4(7) . 
[8] Maresky HS , Oikonomou A , Ali I , Ditkofsky N , Pakkal M , Ballyk B . Virtual reality 
and cardiac anatomy: exploring immersive three-dimensional cardiac imaging, 
a pilot study in undergraduate medical anatomy education. Clin Anat 2018 . 
[9] [Available from: https://thebodyvr.com/ . 
[10] Trends D. Microsoft’s HoloLens gains momentum from award-winning 
HoloAnatomy app 2016 [Available from: https://www.digitaltrends.com/ 
virtual- reality/hololens- holoanatomy- award- jackson- hole- science- media- 
awards/ . 
[11] Butler JF , Holcomb JB , Shackelford S , Montgomery HR , Anderson S , Cain JS , 
et al. Management of suspected tension pneumothorax in tactical combat ca- 
sualty care: TCCC guidelines change 17-02. J Special Operat Med Peer Rev J 
SOF Med Profes 2018;18(2):19–35 . 
[12] Talbot H , Spadoni F , Duriez C , Sermesant M , O’Neill M , Jais P , et al. Interac- 
tive training system for interventional electrocardiology procedures. Med Im- 
age Anal 2017;35:225–37 . 
[13] Mahmood F , Mahmood E , Dorfman RG , Mitchell J , Mahmood FU , Jones SB , 
et al. Augmented reality and ultrasound education: initial experience. J Car- 
diothorac Vasc Anesth 2018;32(3):1363–7 . 
[14] Panteleimon PCA , Papagiouvanni I , Paparoidamis G , Drosos C , Panagiotakopou- 
los T , Lales G , Sideria M . Virtual and augmented reality in medical education. 
Med Surg Educ Past Present Future 2017:77–97 . 
[15] Perez-Marcos D , Chevalley O , Schmidlin T , Garipelli G , Serino A , Vuadens P , 
et al. Increasing upper limb training intensity in chronic stroke using embod- 
ied virtual reality: a pilot study. J Neuroeng Rehabil 2017;14(1):119 . 
[16] Tashjian VC , Mosadeghi S , Howard AR , Lopez M , Dupuy T , Reid M , et al. Virtual 
reality for management of pain in hospitalized patients: results of a controlled 
trial. JMIR Ment Health 2017;4(1):e9 . 
[17] Ong CS , Krishnan A , Huang CY , Spevak P , Vricella L , Hibino N , et al. Role of vir- 
tual reality in congenital heart disease. Congenit Heart Dis 2018;13(3):357–61 . 
[18] Mendez A , Hussain T , Hosseinpour AR , Valverde I . Virtual reality for preopera- 
tive planning in large ventricular septal defects. Eur Heart J 2018 . 
[19] Wired M. EchoPixel announces progress in the clinical adoption of inter- 
active virtual reality for pediatric surgery 2017 [Available from: http:// 
www.marketwired.com/press-release/echopixel- announces- progress-clinical- 
adoption-interactive-virtual-reality-pediatric-2202796.htm . 
[20] Opolski MP , Debski A , Borucki BA , Szpak M , Staruch AD , Kepka C , 
et al. First-in-man computed tomography-guided percutaneous revasculariza- 
tion of coronary chronic total occlusion using a wearable computer: proof of 
concept. Can J Cardiol 2016;32(6):829 e11-3 . 
[21] Bruckheimer E , Rotschild C , Dagan T , Amir G , Kaufman A , Gelman S , et al. Com- 
puter-generated real-time digital holography: first time use in clinical medical 
imaging. Eur Heart J Cardiovasc Imaging 2016;17(8):845–9 . 
[22] Ballocca F , Meier LM , Ladha K , Qua Hiansen J , Horlick EM , Meineri M . Vali- 
dation of quantitative 3-dimensional transesophageal echocardiography mitral 
valve analysis using stereoscopic display. J Cardiothorac Vasc Anesth 2018 . 
[23] Silva JNA SM , Dalal AS , Van Hare GF , Silva JR . Improving visualization and 
interaction during transcatheter ablation using an augmented reality system: 
first-in-human experience editor, Aneheim, CA: American Heart Society Scien- 
tific Sessions; 2018. Circulation . 
[24] Southworth MKSJ , Silva JR . Using augmented reality to interact with 3D holo- 
graphic images of intracardiac geometry and catheter positions during cardiac 
ablation procedures editor. Phoenix, AZ: Biomedical Engineering Society Scien- 
tific Sessions; 2017 . 
[25] Silva JNASM , Dalal AS , Van Hare GF , Silva JR . Improved accuracy using 
mixed reality visualization and interaction during transcatheter ablation proce- 
dures editor. Atlanta, GA: Biomedical Engineering Society Scientific Sessions; 
2018 . 
[26] Silva JNASM , Van Hare GF , Dalal AS , Silva JR . Improve visualization and in- 
teraction during transcatheter ablation Procedures: results from initial hu- 
man experience editor. Boston, MA: Heart Rhythm Society Scientific Sessions; 
2018 . 
[27] Jang J , Tschabrunn CM , Barkagan M , Anter E , Menze B , Nezafat R . Three- 
-dimensional holographic visualization of high-resolution myocardial scar on 
HoloLens. PLoS One 2018;13(10):e0205188 . 
[28] S S . Augmented reality guidance for cerebral embolic protection (CEP) with 
the sentinel device during transcatheter aortic valve replacement (TAVR): 
first-in-human study. irculation. Loeb G GA, Elvezio C, Velagapudi P, Ng VG, 
Khalique O, Moses JW, Sommer RJ, Patel AJ, George I, Hahn RT, Leon MB, Kir- 
tane AJ, Nazif TM, Kodali SK, Feiner SK, Vahl TP, editors; 2018 . 
