ABSTRACT Mobile crowd-sensing network is a kind of networks that take advantage of pervasive mobile devices to efficiently collect data and enable the completion of large-scale and complicated sensing tasks through the wide participation of mobile users. Data are delivered based on the opportunistic contacts among mobile uses, and the selection of relay nodes plays a vital role in the performance of such network. In most of existing routing mechanisms, data exchange is still limited between two nodes and they always pursue the maximization of single performance objective, which results in extreme imbalance of performance. Unfortunately, this issue has not yet aroused the full attention of researchers by now. In this paper, to deal with this issue, we estimate the network performance metrics such as delivery success ratio and delivery delay according to the movement model. Aiming at the multi-node meeting scene that often appears in real life, the action of selecting relay nodes is modeled as a multi-player cooperative game with the game goal of maximal performance balancing, and an MCGR-PB was proposed, which can redistribute the packets among the contacting nodes based on Nash equilibrium solution to achieve higher performance balancing. Extensive simulations based on a real-life mobility trace and a synthetic trace have been done, and the results show that compared with other protocols, MCGR-PB can greatly balance the overall performance while ensuring the desired delivery performance of the network.
I. INTRODUCTION
With the popularity of smart phones and the rapid development of short distance wireless communication technology, human society has entered the age of crowd sensing [1] , [2] . Mobile smart devices carried by common users can be acted as basic sensing units of Crowd Sensing Networks(CSNs), complete large-scale and complicated social sensing tasks by utilizing the collaboration among nodes consciously or unconsciously. In order to reduce dependence on communication infrastructure and reduce communication overhead, mobile nodes still use the 'store-carry-forward' mode of opportunistic transmission to transmit sensing data in intermittently connected network environments. Data collection with high efficiency is crucial for the completion of crowd sensing tasks in CSNs [3] .
At present, there have been many researches on opportunistic routing. In these existing routing strategies, most of them have the following two weaknesses. The first one is that data exchange is still limited between two nodes when optimizing performance. However, in real life, there are often multiple nodes meeting at the same time, and considering the optimization of data exchange in this scenario can improve the performance of routing in essence. The other one is that during the routing design, they all focus on the maximization of the single performance objective, and give no assured optimization for other performance metrics. The maximized delivery success ratio is usually their objective. In order to achieve this purpose, attributes of node and relationship among nodes are usually used to define node utility function. These type of protocol may gain relative higher delivery success ratio, but it may be accompanied by a larger delivery delay and poorer goodput. That is to say, most of them may lead to poorer performance balancing. The main reason is that the balancing problem of performance is not fully considered when designing these protocols, and the performances other than delivery success ratio, such as delivery delay and goodput, are uncertain. In some application scenarios where the timeliness requirement is higher and data integrity requirement is relatively lower, these routing strategies are obviously unable to meet the requirements. However, so far, the performance imbalance problem has not been paid enough attention.
In this paper, in order to solve this issue, we analyze the node movement laws in CSNs, model the encounter between any two nodes pair as a Poisson process with a parameter of encounter frequency. Based on this, delivery probability and delivery delay between any node pair can be estimated, and packets diffusion process can be modeled as a multi-player cooperative game. With the game goal of maximization of performance balancing, a Multi-player Cooperative Game Routing for Performance-Balancing, named MCGR-PB, is proposed. That is, MCGR-PB is a multi-player cooperative game-based opportunistic routing protocol with the goal of maximum performance balancing.
In this protocol, the packets can be transferred among multi nodes according to the expected balanced performance target, which can avoid blind copying of data packets and reduce the number of backup packets in the network. A geometric method is introduced to reduce the computational cost of establishing the payoff matrix and complexity of finding Nash Equilibrium Solution(NES) in multi-players cooperative game.
In summary, the main contributions of this paper are outlined as follows:
• We estimate the network performance metrics such as delivery success ratio and delivery delay between any pair of nodes according to movement model;
• We analyze the node meeting situation, break through the limitations of data exchange between two nodes and make routing design on the basis of multiple nodes encounter;
• We model the distributed packet dissemination among nodes as a multi-player cooperative game, take the maximum performance balance as the game purpose, and propose MCGR-PB, which can greatly improve the network performance balancing when ensuring acceptable delivery success ratios;
• Extensive experiments are made to evaluate the performance of our protocol and other classic protocols based on a real-life mobility trace and a synthetic trace, and the results are discussed and analyzed in many aspects; The rest of the paper is organized as follows: we survey the related work in Section II, network and nodal model in Section III. Our MCGR-PB is presented in Section IV, and simulation and performance evaluation in Section V, followed by the conclusion and future work in Section VI.
II. RELATED WORK
In CSNs, sensing data collection is done through the opportunistic contacts among mobile users based on the device-todevice(D2D) communications [4] , [5] . There rarely exists an end-to-end path between any two participatory users. Therefore, from the angle of data transmission, CSN is still a kind of DTNs or opportunistic networks [6] - [8] .
There have been many researches on opportunistic routing in traditional DTNs and opportunistic networks. In order to seize the fleeting contact opportunities and improve the delivery success ratio, multiple replicas are often used in mobile opportunity routing to maximize the number of packets delivered successfully. The most typical protocol is Epidemic [9] , which can diffuse the copies of packets rapidly with the method of flooding. When the equipment resources (energy, buffer, bandwidth, etc) is limited, Epidemic will obtain the highest delivery success ratio, the minimum delivery delay. But in practical application, too large packet copy number generated by Epidemic will consume a lot of equipment resources, resulting in the poorer performance. In order to guarantee a certain delivery success ratio while reducing the delivery delay and increasing goodput, the candidate relay nodes are usually measured carefully according to designed utility function, and the nodes with higher utility value will be selected as relay nodes. The protocols after Epidemic are designed according to the physical contact between nodes [10] , [11] , or according to the social relationship (friendship, centrality, community, similarity, etc) extracted from the physical contact [12] - [15] , or according to the context information [16] - [18] . Thanks to the support of more information, there are certain improvements in performances.
However, all of the aforementioned routing schemes did not think deeply about performance balancing problem. Their goals are to pursue delivery success ratio as high as possible, but followed by poorer goodput and delivery delay. That is, their performances are extremely unbalanced. However, there is not much literature on performance balancing so far. Liu et al. [19] proposed a multi-copy opportunistic utility-based forwarding (MOUF) protocol, and their goal was to achieve trade-off between delay and forwarding cost. Aiming at the problem of EE-guaranteed throughputdelay tradeoff, Li et al. [20] proposed the first-out and first-in schemes, to balance the throughout and delay in interference-free wireless networks. In [21] , a communitybased adaptive spray protocol(CAS) was proposed. In CAS, VOLUME 6, 2018 replicas of message could be allotted dynamically according to the remaining Time-To-Live(TTL) of each message, and its goal was to achieve a higher delivery ratio and a lower delivery cost.
Although these researches consider the balance of some indicators, their goal is still to pursue a higher delivery ratio. They do not really restrict the delivery success ratio, network delivery delay and other indicators from the performance goals, which leads to no obvious improvement in performance balancing. In addition, the majority of existing routing algorithms only take into account the encounter of two nodes and ignore the more common multi node encounter in urban environment, which can decrease efficiency of data packet diffusion. Effective transmission and cooperation among multiple nodes will make use of network resources more reasonably and effectively, and reduce the number of number copies.
III. NETWORK MODEL AND ASSUMPTIONS
In this section, we briefly give the network and node models of CSNs, and assumptions used.
A. NETWORK AND NODE MODELS OF CSN
A participate user is usually treated as a mobile node in CSNs, then a CSN is a set of mobile nodes, which can be expressed as a symmetric weighted graph G(V , E). Here, V is the set of nodes, V i (1 ≤ i ≤ N ) is any element of V , and N is the number of nodes in the network. E is the set of edges, E = {e 12 , e 13 , · · · e ij , · · · }, (i = j, 1 ≤ i, j ≤ N ), and e ij is the weight of the edge between node V i and V j that represents the encounter situation. Two nodes can exchange packets of their buffers when entering each other's communication range.
Inspired by [22] and [23] , we also assume that the encounter of node V i and V j follows the Poisson distributed with parameter λ ij and the separation time between them follows the exponential distribution with mean value 1/λ ij . Separation time refers to the interval between two consecutive encountering. The parameter of λ ij is the encountering frequency between node V i and V j .
B. ASSUMPTIONS
For a mobile user, his/her smart devices has only limited buffer space to store, carry and forward sensing data. For the sake of simplification, we assume that there are the same initial buffers in all mobile nodes, and the same sizes and the same TTLs for all generated packets. The packets number is used to measure the size of the node buffer space. When the buffer of a node is full, some buffer management strategy is adopted to discarding the packet. The residual TTL of a packet decreases gradually from the time of generation. When the remaining TTL is reduced to 0, the packet expires and is discarded. We also assume that the packet size is small so that a packet only needs to meet the destination node once to be delivered. Assuming that all nodes are selfless, and they are willing to forwarding data to other nodes. We also assume that the wireless channel is good 1 and data exchange can be done when two nodes enter the wireless communication range of each other.
IV. MULTI-PLAYER COOPERATIVE GAME ROUTING FOR PERFORMANCE-BALANCING
In this paper, to get a performance balancing as high as possible, packets diffusion process can be modeled as a multi-player cooperative game, a multi-player cooperative game routing for performance-balancing, named MCGR-PB, is proposed, and game goal is to maximize the performance balancing. To describe our MCGR-PB in more detail, we first introduce the multi-player cooperative game, then estimate the related performance indicators and define utility functions of nodes, and finally describe the implementation process of the protocol.
A. INTRODUCTION OF MULTI-PLAYER COOPERATIVE GAME
Cooperation refers to that multiple participants act together for a common purpose. In this process, each participant is selfish, and can play games with one another, but at the same time they are rational and will cooperate with each other. They will pursue the maximization of collective utility on the basis of maximizing their own interests.
The multi-player cooperative game is a cooperative game with more than 2 participants. All players of a game can be expressed as a set N = {1, 2, 3, · · · n}. The set of player i's possible strategies is called strategy space s i of player i, and S = s 1 × s 2 × · · · × s n denotes the joint strategy set. In multiplayer cooperative game, every player i has a gain function F i = p i (s 1 , s 2 , · · · s n ), which reflects gain of players taking different strategy. And F = F 1 × F 2 × · · · × F n denotes the joint gain set.
The result of cooperative game is to maximize the collective gain of all players in game, that is, in a certain situation, no participant can increase the gain by acting alone. To maximize his benefit, no single player is willing to change its strategy. At this point, we can think that the game has reached an equilibrium state [24] , [25] .
Theorem 1 (Nash Theorem [25] ): In a game G = {S : F},
If there exists a strategy set {s * 1 , s * 2 , · · · s * n }, and the strategy s * i of any player i is the best strategy for other players, S * = {s * 1 , s * 2 , · · · , s * n } can be called a Nash equilibrium of game G.
The solution for multi-player cooperative game satisfies four axioms [26] : invariance, symmetry, independence, and pareto optimality, which can be given by Equ. (1)
where S * is called NES, which is the optimal solution of cooperative game. F i is the gain of player i in NES, F 0 i is the status quo point in space F, which is usually defined as the utility gain of no cooperation. i∈N
The premise of Nash equilibrium is the cooperation of all players in the game. That is to say, we must consider the utility achieved by all nodes in the networks to obtain the NES. However, the network topology of CSN is always changing, and only local information can be used by nodes in CSNs. So, we reduce the scope of the game to a subset of the network, and introduce the concept of game cluster.
B. LOCAL GAME IN GAME CLUSTER
At a certain time, there will be multiple nodes entering the communication range of node V j at the same time. At that time, these nodes can form a game cluster(GC) of node V j that can be expressed as GC j . That is, GC j is a collection of nodes that includes node V j and all its one-hop neighbor nodes at a certain moment.
At a certain time, when several nodes appear simultaneously in the communication range of a certain node, they will be classified as a GC, and this node can be acted as the center node of this GC. CSN is a dynamic network, which can be divided into several disconnected sub-graphs, that is GC, by partitioning of topology graph of the network at some instantaneous. The solution of local game in each GC is independent of each other. According to Equ. (1), when the Nash product of all nodes in a GC reaches the maximum value, the game reaches equilibrium, and the strategy set is the NES of the local game of GC. In this instant, all GCs are solved simultaneously, and the maximum Nash product of each GC is obtained, that is, its NES. By multiplying the maximum Nash product of all the GCs, the maximum value of the Nash product of all nodes in the whole network is obtained, that is also the instantaneous optimal solution of the whole network. Therefore, the solution of Nash equilibrium for the whole CSN at a certain time is equivalent to solving the NES in all GCs at that time.
In any game cluster GC j , the all nodes are treated as the players of the game and all data packets as the commodities of the game, and the data diffusion within GC is transformed into a multi-player cooperative game problem. The NES in GC is used to guide message dissemination in CSNs. The central node V j of GC j is responsible for solving NES and reassigning the packets according to NES reasonably. And all packets in GC j needs be transferred via V j . For example, if the packet i needs to be forwarded from the node V 1 to the node V 2 , it can be first forwarded from to V 1 to V j , and then transmitted from V j to V 2 .
C. DESIGN OF UTILITY FUNCTION
As mentioned before, the data diffusion within GC is modeled as a multi-player cooperative game problem. To obtain NES of game, the utility of any packet according to every nodes within GC should be calculated in advance. Now, we first estimate the delivery probability and delivery delay of the packet according to node movement law, and then give the definition of the utility of any packet relative to each node within GC on this basis.
According to previous assumption, the separation time between node V i and V j follows the exponential distribution with mean value 1/λ ij . When packet k is carried by node V i and its destination node is V j , E_del i,k is used to represent the total delivery delay required when packet k is forwarded by node V i . T _sur k is the time it has survived in the network, and T _rem i,k is the remaining time needed that packet k is delivered from node V i to its destination node. Then, p(T _rem i,k < TTL − T _sur k ) can be regarded as the estimated delivery success probability that the packet k is successfully delivered within TTL by node V i , which is denoted as E_pro i,k . Then, E_pro i,k and E_del i,k can be calculated as Equ. (2) and (3). The parameter of λ ij is the encountering frequency between node V i and V j .
Suppose there are m packets within GC j , which are denoted as 1, 2, · · · , k, · · · m, respectively, packet k has C k copies currently in the network, and n nodes in this GC expressed as
Then, the utility of packet k in node V i is defined as Equ. (4).
Then, we define the utility function of node V i as Equ. (5).
Where, when packet k is in or just placed in node V i , a i,k = 1; packet k will be forwarded from node V i to other nodes, a i,k = −1; and 0 otherwise. So, the gain function can be defined as F i = U i − U 0 i , where, U 0 i is the utility gain of no cooperation. The goal of NES is to find a strategy S * , which can make the Nash product maximum, and be expressed in Equ. (6) , as shown at the top of the next page.
D. OUR PROPOSED MCGR-PB
When node V j finds multiple nodes entering into its communication range at the same time, a GC is formed. Every nodes in GC j reports the total number and serial number of the packets in their buffers to node V j , and node V j is responsible for executing game algorithm. After the game is finished, the NES is obtained, that is the optimal strategy S * of multi-player cooperative game. V j informs the results to all nodes in GC j , and reassigns all packets within GC j according to this result.
For multi-player cooperative games, determining the pareto optimal equilibrium solution in mixed strategies set is equal to solving a higher order multivariate polynomial equations. In general, there is no clear solution. Although great progress has been made in recent years, there is still no good algorithm to calculate equilibrium points for very large VOLUME 6, 2018
game problems. Approximate solution methods are often the best method to compute solution or equilibrium point set. A typical example is approximate game with geometric angles [27] , which is introduced to solve this problem in our paper. The approximate game with geometric angles can reduce the computational expenses involved in finding Pareto-optimal solution by transforming the utility value into a spatial distance and making routing selection according to this spatial distance. As mentioned above, there are m packets within GC j denoted as 1, 2, · · · , k, · · · m, respectively, and n nodes expressed as V 1 , V 2 , · · · , V i , · · · V n . According to literature [27] , the first step is to define the spatial distance. The spatial distance of node V i for message k is defined as the reciprocal of its utility function, and normalized, which can be expressed as Equ. (3).
Because there are many nodes in a GC, then, the second step is to calculate the distance-utility product, the product of distance and utility, that is used to represent the priority of packet k in the whole GC, and can be computed as Equ. (8)
Similar to the lever principle [27] , the sum of distance-utility product by all packets should be equally divided for all nodes to maintain zero distance-utility product equilibrium. So the third step is to compute pivot point that can balance utility-distance products vectors in GC, that can be denoted as Equ. (9).
The fourth step is to reorder the packet sequence according to the ascending order of normalized distance, and update the distance-utility product sequence accordingly for each node. The updated distance-utility product sequence of node V i is denoted as i .
And the last step is to determine the NES. All nodes within GC should select the packets with smaller distance to them to maximize their own gains and maintain distance-utility product equilibrium. So, distance-utility product is accumulated sequentially until the cumulative sum is equal or greater than pivot point of this node. At this point, these packets have smaller distances, that is, larger utilities to this node. And the sum of distance-utility product of these packets is approximately equal to the axis pivot point. Therefore, it can be considered that the game reaches an equilibrium state. The set of packets that participates in the cumulative sum is the optimal strategy set of the node, which can be denoted as Equ. 10.
At the end of the game, these packets should be allocated to this node.
An example for MCGR-PB is illustrated in Fig. 1 . In this example, three nodes make up a GC. In order to perform multi-players game, we first carry out statistics of the number and IDs of packets carried by three nodes, and calculate the utility value of each packet corresponding to all the nodes. Then, the steps of 1 to 4 are gradually carried out, and the final optimal strategy sets are obtained in step 5 . According to this results, all packets in this GC are assigned specifically. Packet 2 and 6 are assigned to node V 1 , Packet 1 and 3 are assigned to node V 2 , and Packet 1 and 5 are assigned to node V 5 . Here, it can be seen that packet 1 is allocated to node V 2 and V 3 simultaneously. That is, packet 1 has a total of two copies after this game. Packet 2, 3, 5 and 6 still have one backup, respectively. However, packet 4 has been abandoned after this game because of its small gain on each node.
The pseudo code of MCGR-PB is shown in Algorithm 1. From Algorithm 1 and Fig. 1 , it can be seen that once the local game zone is formed, the central node V 1 can execute multi-players cooperative game algorithm automatically. In order to perform multi-players cooperative game, we first carry out statistics of the number and IDs of packets carried by three nodes, and calculate the utility value of each packet corresponding to all the nodes. Then, approximate game with geometric angles is introduced to obtain NES sets rapidly. Finally, central node V 1 of GC will be responsible for packet allocation according to solution sets. Our MCGR-PB can avoid blind copying of data packets and reduce the number of replicas of packets in the network, while guaranteeing expected balanced performance target.
E. COMPLEXITY OF PROTOCOLS
Suppose there are n nodes and m packets in the game cluster GC j . A complete local approximation game requires a series of linear operations and one ascending order. The number of sorting operations is related to m, and its complexity is O(m · log m 2 ), and the linear operation's is O(m · n). According to the statistics of the data set in our previous work [28] , the average number of nodes of GC is about 2 to 3. Therefore, the total complexity of approximate game is O(m·log m 2 ). In the simulation of this paper, the maximum number of packets in node cache is set to 100, that is, the maximum value of m is about 200 to 300. For current mobile devices, this amount of computing is negligible.
V. PERFORMANCE EVALUATION
To estimate the performance of our proposed protocol, extensive experiments have been done for MCGR-PB and three classic protocols on a real-life mobility trace [29] , Cambridge, and a synthetic trace, TVCM [30] - [32] , respectively. Next, we will first describe our simulation environment, then introduce forwarding strategies to be compared with used in this paper, and finally give extensive comparisons and analysis based on the simulation results.
A. SIMULATION ENVIRONMENT SETUP
In this paper, we have developed a framework for CSNs using the tool of Microsoft Visual studio 2010 to evaluate the performance of our MCGR-PB. In the framework, simulator can read the mobility traces line by line and identify the existence of game cluster automatically. The simulator will generate one packet after reading one line of mobility traces, and the total number of packets generated is 1000. For each packet, its source and destination nodes are all selected randomly from the nodes of the traces, and its birth time is the real time when the line of mobility trace is generated. All generated packets have the same TTL, and the residual TTL decreases with the simulation. Once the packet remaining life is reduced to zero, the packet expires. If all the packets in the network expire, the simulation is finished. The initial buffer size of every node is 100 packets. With the process of sending and receiving data, the packet number of node buffer increases gradually. If the buffer of node is full, the packet with the most copies will be discarded first to further reduce the number of copies of packets and improve the performance balancing.
B. STRATEGIES TO BE COMPARED WITH
We evaluate the performance of MCGR-PB against three schemes, namely Epidemic routing [9] , SimBet [13] and CAS [21] . Epidemic routing is a flooding multi-copy opportunistic routing strategy with relatively good delivery success rate, which is usually used as a baseline for comparison in the study of routing design for such kind of networks. In SimBet, two social measures (betweenness centrality and similarity) is used as the basis for routing algorithm design, and it is a very typical example of greedy mechanism routing, which is appropriate as a comparison algorithm in this paper. CAS is one of the few protocols which devoted to the study of concerned with the balancing of performance indicators during data routing for such kind networks in recent years. So these three schemes are chosen as comparison algorithms, and they are described as following:
Algorithm 1 MCGR-PB node V 1 meet with several nodes which are denoted as success delivery rate and delivery delay, while achieving the highest cost. But in the case of resource constrained, its delivery performance will be the worst.
• SimBet
The utility function is given by combining two social measures (betweenness centrality and similarity) according to the potential social graph of contact traces. The betweenness of a node is defined as the proportion of shortest paths between all possible node pairs that pass through this node. Similarity is defined as the total number of common friends between nodes. We set parameter α = 0.5 according to the author's suggestion.
• CAS This strategy can allocate replicas of message depending on the remaining TTL of the message to balance delay and cost in DTN while maintaining a given delivery probability.
C. PERFORMANCE METRIC
• Delivery Success Ratio(DSR). DSR indicates the successful arrival rate of data packets.
• Average Transmission Delay(ATD). ATD indicates the average delay of the successfully delivered packet.
• Goodput. Goodput can be expressed as the ratio between the number of packets that are successfully delivered to their destination to the number of relayed packets during simulation.
• DSR/ATD. This metric is a composite metric, which encourages higher delivery success ratio and smaller transmission delay.
• DSR*Goodput. This metric is also a composite metric, which encourages higher delivery success ratio and larger goodput.
• Performance Balancing Index(PBI) [33] . PBI is used to evaluates the overall performance balancing of protocol, that can be expressed as Equ. (11) . The protocols with higher delivery success ratio, higher goodput and shorter transmission delay will obtain higher PBI.
D. PERFORMANCE COMPARISON AND DISCUSSION
In order to evaluate the performance of our MCGR-PB better and more comprehensively, we have run MCGR-PB and other three compared protocols on Cambridge and TVCM trace, respectively. In this subsection, we will illustrate our simulation results and give our analysis in detail.
Cambridge is a real-life mobility trace, which is gathered on a quiet campus for about 11 days. In order to illustrate how each of the protocols responses to changes in packet TTLs, we set different packets TTLs to 30min, 1 hour, 6 hours, 1 day, 7 days and 11days, respectively. Figs. 2 and 3 show the simulation results of four protocols based on Cambridge. From Fig. 2 , it can be seen the following phenomena. The first one is that, delivery success ratio and average transmission delay of all protocols increase monotonically with the increase of TTLs. The second one is that, Epidemic has the smallest goodput and the shortest average transmission delay. Compared with other three protocols, our MCGR-PB obtains relatively higher delivery success ratio, larger goodput and smaller average transmission delay. From Fig. 3 , it can be seen the last and most important phenomenon that MCGR-PB performs relatively well in all three composite metrics. In particular, MCGR-PB achieves the highest performance balancing index compared with other three protocols. The reasons are as follows. The first one is that larger TTL means the longer lifespan of the packet, and the number of discarded data packet due to expiration of lifetime will become smaller, which leads to higher delivery success ratio and longer transmission delay. The second one is that: in Epidemic, blind copying of packets may result in smaller transmission delay but larger number relayed packets, which can lead to poorer goodput. In SimBet, the nodes with higher centrality and similarity are selected as relay nodes and the goals of routing designing is to pursue higher delivery success ratio, which may lead to higher delivery success ratio but followed by a better or worst transmission delay and network goodput. That is to say, its performance is incidental. CAS can VOLUME 6, 2018 allocate replicas of message depending on the remaining TTL of the message, and its main purpose is to balance delivery cost and delay, which can be easy to obtain a smaller number of copies, that is approximately equivalent to higher goodput, but with larger transmission delay. Its performance is also incidental. As for MCGR-PB, utility of nodes is an integrated metric with regard to delivery probability, number of packet copies and delivery delay. A multi-player cooperative game is introduced to design routing. when game is over, the utility payoff product of all nodes participating game achieve maximum value, which means the best overall performance. It's not hard to explain the last phenomena why MCGR-PB can obtain the highest performance balancing index.
TVCM is a synthesis trace, and its parameters are as follows: node number is 100, the mobile range of nodes is a square area of 1000m × 1000m, and the speed ranges from 1 to 3 m/s. The update time interval of node location is 1s, simulation duration is 1 day and communication range of node is within 30m. For the convenience of evaluation, we also set different packets TTLs to 30min, 1 hour, 3 hours, 6 hours and 1days, respectively. Figs. 4 and 5 show the simulation results comparison of four protocols based on TVCM, respectively. From these figures, we can also get the results similar to Figs. 2 and 3 . Compared with other three protocols, the MCGR-PB's performances such as delivery success ratio, network goodput and average transmission delay may not be the best. However, it achieves the highest performance balancing index. That is to say, in general, it achieves a relatively higher delivery success ratio, higher goodput and shorter transmission delay. This is not hard to be seen from the principle of MCGR-PB.
VI. CONCLUSION
In this paper, the delivery success probability and delivery delay distributed are estimated in local network according to the moving rule of nodes, and they are integrated into an metric as the utility of nodes. The routing is modeled as a multi-players Nash equilibrium game, the maximum performance balance is taken as the game purpose, and a MCGR-PB is proposed, which can make the selection of the relay nodes more reasonable. Extensive experiments were made to evaluate the performance of our MCGR-PB and other classic protocols based on a real-life mobility traces and a synthetic trace, and the results proved the validity and usefulness of MCGR-PB.
