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Abstract
In this paper, we study a nutrient-taxis model with porous medium slow diffusion

ut = ∆u
m − χ∇ · (u∇v) + ξuv − ρu,
vt − ∆v = −vu + µv(1 − v),
in a bounded domain Ω ⊂ R3 with zero-flux boundary condition. It is shown that for any m >
11
4
−
√
3, the problem admits a global weak solution for any large initial datum. We divide the
study into three cases, (i) ξµ = 0, ρ ≥ 0; (ii) ξµρ > 0; (iii) ξµ > 0, ρ = 0. In particular, for
Case (i) and Case (ii), the global solutions are uniformly bounded. Subsequently, the large time
behavior of these global bounded solutions are also discussed. At last, we also extend the results
to the coupled chemotaxis-Stokes system. Important progresses for chemotaxis-Stokes system
with m > 7
6
, m > 8
7
and m > 9
8
have been carried out respectively by [24, 21, 25], but leave a gap
for 1 < m ≤ 9
8
. Our result for chemotaxis-Stokes system supplements part of the gap (11
4
−
√
3, 9
8
).
Here 11
4
−
√
3 ≈ 1.018.
Keywords: Nutrient-TaxisModel, Chemotaxis-Stokes System, Porous MediumDiffusion, Global
Solvability, Stability.
1 Introduction
In this paper, we consider the following nutrient-taxis model involving food-supported proliferation

ut = ∆u
m − χ∇ · (u∇v) + ξuv − ρu, (x, t) ∈ Q,
vt − ∆v = −vu + µv(1 − v), (x, t) ∈ Q,
(∇um − χu∇v) · n|∂Ω =
∂v
∂n
∣∣∣∣∣
∂Ω
= 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω,
(1.1)
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where m > 1, Q = Ω × R+, Ω ⊂ R3 is a bounded domain, and the boundary ∂Ω is appropriately
smooth, u, v represent the bacteria cell density, the concentration of nutrient respectively, χ > 0 is the
sensitivity coefficient of aggregation induced by the concentration changes of nutrient, the appearance
of ξuv implies that the cell proliferation relies on the availability of nutrient resource v, and ξ ≥ 0
is the conversion rate (growth yield) of consumed nutrient to bacterial growth, −ρu (ρ ≥ 0) is the
linear degradation of the bacteria cells, −vu and µv(1 − v) with µ ≥ 0 represent the consumption and
reproduction of nutrients, respectively. In addition to the above biological explanation, this model
is often used by some authors to describe the prey-taxis phenomenon involving Lotka-Volterra type
interaction, see for example [2, 14, 12].
Colonies of bacteria growing on the surface of thin agar plates show varieties of morphological
patterns in response to surrounding environmental conditions, such as the nutrient concentration, the
solidity of an agar medium and temperature. Based on experimental observations, Kawasaki et al.
[11] proposed the following reaction-diffusion model for bacterial aggregation patterns on the surface
of thin agar plates {
ut = ∇ · (Du∇u) + ξ f (u, v),
vt = Dv∆v − f (u, v),
where Du and Dv are the diffusion coefficients of the bacterial cells and nutrient, respectively. In recent
years, bacterial chemotaxis has attracted much attention due to its critical role in pattern formation.
To explore the aggregation patterns caused by such chemotactic mechanism, Leyva et. al [15] took
nutrient chemotactic term into the above model, and developed the following model
{
ut = ∇ · (uv∇u) − ∇ · (u2v∇v) + uv,
vt = ∆v − uv.
The key feature of this model is the choice of the nonlinear diffusion coefficient Du, which depends
on both u and v, that is, the bacteria are immotile when either u or v are low and become active as u
or v increase. Recently, Winkler [22] considered a simplified form of this model, that is
{
ut = ∆u − χ∇ · (u∇v) + ξuv − ρu,
vt = ∆v − uv + µv(1 − αv),
(1.2)
in which, the author included the possibility of linear degradation in the cell population, and the
reproduction of chemoattractant through either linear or logistic mechanism. For this model, Winkler
obtained the existence of global weak solutions, and further proved that under some assumptions on
these coefficients, each of these solutions becomes eventually smooth and stabilizes toward a spatially
homogeneous equilibrium. When ξ = ρ = µ = 0, this model (1.2) is reduced to the following form
{
ut = ∆u − χ∇ · (u∇v),
vt = ∆v − uv.
In 2012, Tao and Winkler [19] showed the existence of global weak solutions in three dimensions,
for which, they also proved that, after some time T , these weak solutions become smooth and go
to constant equilibria in the large time limit. While if the cell mobility is described by a nonlinear
function of the cells density, for example, the porous medium diffusion, then the model becomes
{
ut = ∆u
m − χ∇ · (u∇v),
vt = ∆v − uv.
3
If the fluid velocity is considered into this model, the system (1.3) becomes the classical chemotaxis-
Stokes system, 
nt + u · ∇n = ∆nm − χ∇ · (n∇c),
ct + +u · ∇c − ∆c = −cn,
ut + ∇P = ∆u + n∇ϕ,
divu = 0,
(1.3)
This model is introduced by Tuval, Goldstein, et.al [18] in 2005. which describes the dynamics of
bacterial swimming and oxygen transport near contact lines. Since then, this model has been studied
by many researchers. For the two dimensional case of (1.3), the global solvability and boundedness
of weak solutions are established completely for any m > 1 in [20]. While in three dimensional
space, the research of (1.3) is rather tortuous. The first effort to this 3-D problem is due to the work
by Di Francesco et al. [3], in which, they obtained the existence of global bounded weak solutions
for m in some finite interval, namely m ∈
(
7+
√
217
12
, 2
]
(approximating to (1.8109, 2]); It was Tao and
Winkler [21], in 2013, who established the global existence of locally bounded weak solutions with
m belonging to the infinite interval (8
7
,+∞). Afterwards, Winkler [24] supplemented the uniform
boundedness of solutions for the case m > 7
6
; Recently, Winkler [25] further improved this result to
the case m > 9
8
with Ω being a convex domain. However, as mentioned by Winkler [25], the question
of identifying an optimal condition on m ≥ 1 ensuring global boundedness in the three-dimensional
version of (1.3) remains an open challenge.
In the present paper, we first pay our attention to the global existence and uniform boundedness
of weak solutions for the system (1.1). We divide the research into three cases according to the
nonnegative coefficients ρ, ξ, µ, that is
(i) ξµ = 0, ρ ≥ 0; (ii) ξµρ > 0; (iii) ξµ > 0, ρ = 0.
We show that for any m > 1, this problem admits a global weak solution for any large initial datum
and any nonnegative coefficients ρ, ξ, µ. In particular, the solution is uniformly bounded for Cases
(i) and (ii), while for Case (iii), the solution is just locally bounded on time t since the L1-norm of u
depends on t.
Throughout this paper, we assume that

u0 ∈ L∞(Ω),∇um0 ∈ L2(Ω), v0 ∈ W2,∞(Ω),
u0, v0 ≥ 0,
∂Ω ∈ C2,α.
(H1)
In what follows, we give the existence results. For Cases (i) and (ii), we have
Theorem 1.1 Assume (H1), m >
11
4
−
√
3. If (i) ξµ = 0 with ρ ≥ 0, or (ii) ξµρ > 0, the problem
(1.1) admits a nonnegative global bounded weak solution (u, v) with u ∈ X1, v ∈ X2, where
X1 = {u ∈ L∞(Ω × R+);∇um ∈ L∞((0,∞); L2(Ω)),
(
u
m+1
2
)
t
,∇um+12 ∈ L2loc([0,∞); L2(Ω))},
X2 = {v ∈ L∞((0,∞);W1,∞(Ω)); vt,∆v ∈ Lploc([0,∞); Lp(Ω)) for any p > 1},
such that
sup
t∈(0,+∞)
(‖u(·, t)‖L∞ + ‖v(·, t)‖W1,∞) ≤ M1, (1.4)
sup
t∈(0,+∞)
∫
Ω
|∇um|2dx + sup
t∈(0,+∞)
‖um+12 ‖W1,1
2
(Q1(t))
≤ M2, (1.5)
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sup
t∈(0,+∞)
‖v‖W2,1p (Q1(t)) ≤ M3 for any p > 1. (1.6)
Here Q1(t) = Ω × (t, t + 1), Mi (i = 1, 2, 3) are constants depending only on ξ, χ, ρ, µ, Ω, u0, v0.
For the case (iii), the global solution of (1.1) is locally bounded, which can be stated as follows.
Theorem 1.2 Assume (H1), m >
11
4
−
√
3. If (iii) ξµ > 0, and ρ = 0, the problem (1.1) admits a
nonnegative local bounded weak solution (u, v) with u ∈ X˜1, v ∈ X˜2, where
X˜1 = {u ∈ L∞loc([0,+∞); L∞(Ω));∇um ∈ L∞loc([0,+∞); L2(Ω)),
(
u
m+1
2
)
t
,∇um+12 ∈ L2loc([0,+∞); L2(Ω))},
X˜2 = {v ∈ L∞loc([0,+∞);W1,∞(Ω)); vt,∆v ∈ Lploc([0,+∞); Lp(Ω)) for any p > 1},
such that for any T > 0,
sup
t∈(0,T )
(‖u(·, t)‖L∞ + ‖v(·, t)‖W1,∞) ≤ M˜1(T ), (1.7)
sup
t∈(0,T )
∫
Ω
|∇um|2dx + ‖um+12 ‖W1,1
2
(QT )
≤ M˜2(T ), (1.8)
‖v‖W2,1p (QT ) ≤ M˜3(T ) for any p > 1. (1.9)
Here QT = Ω × (0, T ), M˜i(T ) (i = 1, 2, 3) are constants depending only on T , ξ, χ, ρ, µ, Ω, u0, v0.
On the basis of establishing the global solvability, we further consider the large time behavior of
the global solutions. We only consider the cases (i) and (ii), since the global solutions are bounded
uniformly for the two cases.
Theorem 1.3 Assume (H1), m >
11
4
−
√
3, and u0 . 0, v0 . 0. Let (u, v) be the global bounded
solution obtained above. Then we have
(i)When µ = 0, ρ = 0, ξ ≥ 0, then
lim
t→∞
‖v‖L∞ = 0, lim
t→∞
‖u − A‖Lp = 0 for any p > 1, (1.10)
where A = 1|Ω|
∫
Ω
(u0 + ξv0)dx > 0;
(ii)When µ = 0, ρ > 0, ξ ≥ 0, there exists a constant B with 0 < B < 1|Ω|
∫
Ω
v0dx, such that
lim
t→∞
‖v − B‖L∞ = 0, lim
t→∞
‖u‖L∞ = 0; (1.11)
(iii)When µ > 0, ρ > 0, 0 ≤ ξ < ρ, then
lim
t→∞
‖v − 1‖L∞ = 0, lim
t→∞
‖u‖L∞ = 0. (1.12)
At last, we also consider the following typical chemotaxis-Stokes system

nt + u · ∇n = ∆nm − χ∇ · (n∇c), (x, t) ∈ Q,
ct + +u · ∇c − ∆c = −cn, (x, t) ∈ Q,
ut + ∇P = ∆u + n∇ϕ, (x, t) ∈ Q,
divu = 0, (x, t) ∈ Q,
(∇nm − χn∇c) · ν|∂Ω =
∂c
∂ν
∣∣∣∣∣
∂Ω
= 0, u|∂Ω = 0,
n(x, 0) = n0(x), c(x, 0) = v0(x), u(x, 0) = u0, x ∈ Ω.
(1.13)
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Our research for this system supplements part of the gap of [21, 24, 25] for m ∈ (11
4
−
√
3, 9
8
].
Assumptions:

n0 ∈ L∞(Ω),∇nm0 ∈ L2(Ω), c0 ∈ W2,∞(Ω),
u0 ∈ L∞(Ω), Aβu0 ∈ L2(Ω), for any β ∈ (
3
4
, 1), divu0 = 0, ϕ ∈ W1,∞(Ω),
n0, c0 ≥ 0,
∂Ω ∈ C2,α.
(H2)
The main results:
Theorem 1.4 Assume (H2), m >
11
4
−
√
3. Then the problem (1.13) admits a global bounded weak
solution (n, c, u, π) with n ∈ X1, c ∈ X2, u ∈ X3, π ∈ X4, where
X1 = {n ∈ L∞(Ω × R+);∇nm ∈ L∞(R+; L2(Ω)),
(
n
m+1
2
)
t
,∇nm+12 ∈ L2loc([0,∞); L2(Ω))},
X2 = {c ∈ L∞(R+;W1,∞(Ω)); ct,∆c ∈ Lploc([0,∞); Lp(Ω)) for any p > 1},
X3 =
{
u ∈ L∞(Q);∇u,∆u, ut ∈ L2loc(R+; L2(Ω)), Aβu ∈ L∞(R+; L2(Ω)) ∀ β ∈ (
3
4
, 1)
}
,
X4 = {π;∇π ∈ L2loc(R+; L2(Ω))},
such that
sup
t∈(0,+∞)
(
‖n(·, t)‖L∞ + ‖c(·, t)‖W1,∞ + ‖∇nm(·, t)‖L2 + ‖u(·, t)‖L∞ + ‖Aβu(·, t)‖L2
)
≤ M1, (1.14)
sup
t∈(0,+∞)
(
‖nm+12 ‖W1,1
2
(Q1(t))
+ ‖n‖W2,1p (Q1(t)) + ‖u‖W2,12 (Q1(t))
)
≤ M2, for any p > 1. (1.15)
Here Q1(t) = Ω × (t, t + 1), Mi (i = 1, 2) are constants depending only on ξ, Ω, n0, c0, u0.
The stability of solutions for system 1.13 had been established in [25], that is the solutions go to the
spatially homogeneous steady state (n0, 0, 0) in the large time limit.
2 Preliminaries
We first give some notations, which will be used throughout this paper.
Notations: ‖ · ‖Lp = ‖ · ‖Lp(Ω), Q1(t) = Ω × (t, t + 1), QT := QT (0) = Ω × (0, T ).
Next, we give the definition of weak solutions.
Definition 2.1 (u, v) is called a weak solution of (1.1), if u ≥ 0, v ≥ 0 and u ∈ X, v ∈ W1,0
2
(QT )
for any T > 0, such that
−
"
QT
uϕtdxdt −
∫
Ω
u(x, 0)ϕ(x, 0)dx +
"
QT
(∇um − χu∇v) · ∇ϕdxdt =
"
QT
(ξuv − ρu)ϕdxdt,
−
"
QT
vϕtdxdt −
∫
Ω
v(x, 0)ϕ(x, 0)dx +
"
QT
∇v · ∇ϕdxdt +
"
QT
uvϕdxdt = µ
"
QT
v(1 − v)ϕdxdt,
for any ϕ ∈ C∞(QT ) with ϕ(x, T ) = 0, where X = {u ∈ L2(QT );∇um ∈ L2(QT )}.
Before going further, we list some important lemmas, which will be used throughout this paper.
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Lemma 2.1 Assume that u ∈ Lp, v ∈ Lq, w ∈ Lr, then
‖uvw‖L1 ≤ ‖u‖Lp‖v‖Lq‖w‖Lr ≤ ε1‖u‖pLp + ε2‖u‖qLq + C(ε1, ε2)‖w‖rLr .
where p, q, r > 1, 1
p
+
1
q
+
1
r
= 1, ε1, ε2 are two arbitrarily small constants, and C(ε1, ε2) is a constant
depends on ε1, ε2.
Next, by [8, 9], we give the following two lemmas.
Lemma 2.2 Let T > 0, τ ∈ (0, T ), σ ≥ 0, a > 0, b ≥ 0, and suppose that f : [0, T ) → [0,∞) is
absolutely continuous, and satisfies
f ′(t) + a f 1+σ(t) ≤ h(t), t ∈ R, (2.1)
where h ≥ 0, h(t) ∈ L1
loc
([0, T )) and∫ t
t−τ
h(s)ds ≤ b, for all t ∈ [τ, T ).
Then
sup
t∈(0,T )
f (t) + a sup
t∈(τ,T )
∫ t
t−τ
f 1+σ(s)ds ≤ b + 2max{ f (0) + b + aτ, b
aτ
+ 1 + 2b + 2aτ}. (2.2)
Lemma 2.3 Assume that u0 ∈ W2,p(Ω), and f ∈ Lploc((0,+∞); Lp(Ω)) with
sup
t∈(τ,+∞)
∫ t
t−τ
‖ f ‖p
Lp
ds ≤ A,
where τ > 0 is a fixed constant. Then the following problem
ut − ∆u + u = f (x, t),
∂u
∂n
∣∣∣∣∣
∂Ω
= 0,
u(x, 0) = u0(x)
(2.3)
admits a unique solution u with u ∈ Lp
loc
((0,+∞);W2,p(Ω)), ut ∈ Lploc((0,+∞); Lp(Ω)) with
sup
t∈(τ,+∞)
∫ t
t−τ
(‖u‖p
W2,p
+ ‖ut‖pLp)ds ≤ AM
epτ
e
p
2
τ − 1
+ Me
p
2
τ‖u0‖pW2,p , (2.4)
where M is a constant independent of τ.
By [23], We also have the following lemma.
Lemma 2.4 Suppose that h ∈ C2(R), then for all ϕ ∈ C2(Ω) fulfilling ∂ϕ
∂n
= 0 on ∂Ω, we have∫
Ω
h′(ϕ)|∇ϕ|2∆ϕdx + 2
3
∫
Ω
h(ϕ)|∆ϕ|2dx
=
2
3
∫
Ω
h(ϕ)|D2ϕ|2dx − 1
3
∫
Ω
h′′(ϕ)|∇ϕ|4dx − 1
3
∫
∂Ω
h(ϕ)
∂|∇ϕ|2
∂n
ds, (2.5)
and ∫
Ω
|∇ϕ|4
ϕ3
dx ≤ (2 +
√
N)2
∫
Ω
ϕ|D2 lnϕ|2dx. (2.6)
By [16], we have
Lemma 2.5 Assume that Ω is bounded and let ω ∈ C2(Ω) satisfy ∂ω
∂ν
∣∣∣∣
∂Ω
= 0. Then we have
∂|∇ω|2
∂ν
≤ 2κ|∇ω|2 on ∂Ω,
where κ > 0 is an upper bound for the curvatures of Ω.
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3 Boundedness and Global Existence of Weak Solutions
We first consider the approximate problems given by

uεt = ∆(εuε + u
m
ε ) − χ∇ · (uε∇vε) + ξuεvε − ρuε − εu2ε, (x, t) ∈ Q,
vεt − ∆vε = −vεuε + µvε(1 − vε), (x, t) ∈ Q,
∂uε
∂n
∣∣∣∣∣
∂Ω
=
∂vε
∂n
∣∣∣∣∣
∂Ω
= 0,
uε(x, 0) = uε0(x), vε(x, 0) = vε0(x), x ∈ Ω.
(3.1)
where uε0, vε0 ∈ C2+α(Ω) with ∂uε0∂n
∣∣∣
∂Ω
= 0, ∂vε0
∂n
∣∣∣
∂Ω
= 0, ‖uε0‖L∞ + ‖∇umε0‖L2 + ‖vε0‖W2,∞ ≤ 2(‖u0‖L∞ +
‖∇um
0
‖L2 + ‖v0‖W2,∞) = M0, and
uε0 → u0, vε0 → v0, uniformly.
According to the arguments in [9], each of these problems is globally solvable in the classical sense.
Lemma 3.1 Assume that m > 1, then for any ε > 0, the problem (3.1) admits a unique nonnega-
tive classical solution (uε, vε) ∈ C2+α,1+ α2 (Ω × [0,+∞)).
Using this lemma, we show the global existence of solutions for the problem (1.1). For this
purpose, we show some a prior estimates of solutions. In what follows, we let C, Ci, C˜ denote some
different constants, which are independent of ε, and if no special explanation, these constants depend
at most on Ω, χ, ξ, ρ, µ, u0, v0.
We first give the following lemma
Lemma 3.2 Assume that m > 1. Let (uε, vε) be the solution of (3.1), then we have
sup
t∈(0,∞)
‖vε(·, t)‖L∞ ≤ C1, (3.2)
sup
t∈(0,∞)
∫
Ω
uεdx ≤ C2, if ξµ = 0, or ξµρ > 0, (3.3)
∫
Ω
uε(x, t)dx ≤ C3(1 + t), if ξµ > 0 and ρ = 0, (3.4)
where C1, C2 and C3 are independent of ε.
Proof. Firstly, consider the initial value problem of the following ODE
{
y′(t) = µy(1 − y), t > 0,
y(0) = M0.
It is easy to obtain that 0 ≤ y ≤ max{1,M0}. By comparison lemma, we obtain that for any t > 0,
‖v(·, t)‖L∞ ≤ y(t) ≤ max{1, ‖v0‖L∞}.
Integrating the first equation and the second equation respectively, we obtain
d
dt
∫
Ω
uεdx + ρ
∫
Ω
uεdx + ε
∫
Ω
u2εdx = ξ
∫
Ω
uεvεdx
and
ξ
d
dt
∫
Ω
vεdx = −ξ
∫
Ω
vεuεdx + ξµ
∫
Ω
vε(1 − vε)dx.
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Adding up the above two equalities, we obtain
d
dt
∫
Ω
(uε + ξvε)dx + ρ
∫
Ω
(uε + ξvε)dx ≤ ρξ
∫
Ω
vεdx + ξµ
∫
Ω
vε(1 − vε)dx.
When ξµ = 0, it is easy to obtain∫
Ω
(uε + ξvε)dx ≤
∫
Ω
(uε0 + ξvε0)dx.
When ξµ > 0, we obtain
d
dt
∫
Ω
(uε + ξvε)dx + ρ
∫
Ω
(uε + ξvε)dx ≤ C,
if ρ > 0, by a direct calculation, we obtain (3.3); while if ρ = 0, then∫
Ω
(uε + ξvε)dx ≤
∫
Ω
(uε0 + ξvε0)dx + Ct.
The proof is complete. 
From this lemma, we see that for the cases (i) ξµ = 0, ρ ≥ 0 and (ii) ξµρ > 0, the L1-norm of
uε(·, t) is uniformly bounded on t. However, for the case (iii) ξµ > 0 and ρ = 0, the L1-norm of uε(·, t)
depends on t. In what follows, we only show the energy estimates independent of time t for the cases
(i) and (ii). For the case (iii), the similar energy estimates also hold, but depend on time t.
Lemma 3.3 Assume that m > 1, let (uε, vε) be the solution of (3.1). Then for Cases (i) and (ii),
we have
sup
t∈(0,+∞)
∫
Ω
( |∇vε|2
vε
+ uε ln uε
)
dx + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
(
εu2ε ln(1 + uε) + ε
|∇uε|2
uε
)
dx
+ sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
(
vε|D2 ln vε|2dx + |∇u
m
2
ε |2 +
uε
vε
|∇vε|2 +
|∇vε|4
v3ε
+ u
m+ 2
3
ε
)
dx ≤ C, (3.5)
where C is independent of ε.
Proof. Using the second equation of (3.1), we obtain
1
2
d
dt
∫
Ω
|∇vε|2
vε
dx =
∫
Ω
∇vε
vε
∇vεtdx −
1
2
∫
Ω
|∇vε|2
v2ε
vεtdx
= −
∫
Ω
vεt
(
∆vε
vε
− |∇vε|
2
v2ε
)
− 1
2
∫
Ω
|∇vε|2
v2ε
vεtdx
= −
∫
Ω
∆vε
vε
(∆vε − vεuε + µvε(1 − vε)) dx +
1
2
∫
Ω
|∇vε|2
v2ε
(∆vε − vεuε + µvε(1 − vε)) dx
= −
∫
Ω
|∆vε|2
vε
+
1
2
∫
Ω
|∇vε|2
v2ε
∆vεdx −
∫
Ω
(
∇uε∇vε +
3µ
2
|∇vε|2 +
1
2
uε
vε
|∇vε|2 −
µ
2
1
vε
|∇vε|2dx
)
. (3.6)
Noticing that ∫
Ω
vε|D2 ln vε|2dx =
∫
Ω
( |D2vε|2
vε
+
|∇vε|4
v3ε
− 2∇vε∇
2vε∇vε
v2ε
)
dx
=
∫
Ω
( |D2vε|2
vε
+
|∇vε|4
v3ε
− ∇vε∇|∇vε|
2
v2ε
)
dx
=
∫
Ω
( |D2vε|2
vε
+
|∇vε|4
v3ε
+
|∇vε|2
v2ε
∆vε − 2
|∇vε|4
v3ε
)
dx
=
∫
Ω
( |D2vε|2
vε
+
|∇vε|2
v2ε
∆vε −
|∇vε|4
v3ε
)
dx.
9
By strong maximum principle, vε(x, t) > 0 for any x ∈ Ω, t > 0. Using Lemma 2.4 and combining
with the above equality, we see that
−
∫
Ω
|∆vε|2
vε
+
1
2
∫
Ω
|∇vε|2
v2ε
∆vεdx
= −
∫
Ω
|∇vε|2
v2ε
∆vεdx −
∫
Ω
1
vε
|D2vε|2 +
1
v3ε
|∇vε|4dx +
1
2
∫
∂Ω
1
vε
∂
∂n
|∇vε|2ds
= −
∫
Ω
vε|D2 ln vε|2dx +
1
2
∫
∂Ω
1
vε
∂
∂n
|∇vε|2ds.
Substituting this inequality into (3.6), we see that
1
2
d
dt
∫
Ω
|∇vε|2
vε
dx +
∫
Ω
vε|D2 ln vε|2dx +
∫
Ω
(
3µ
2
|∇vε|2 +
1
2
uε
vε
|∇vε|2
)
dx
=
1
2
∫
∂Ω
1
vε
∂
∂n
|∇vε|2ds −
∫
Ω
∇uε∇vεdx +
µ
2
∫
Ω
1
vε
|∇vε|2dx. (3.7)
Multiplying the first equation of (3.1) by 1 + ln uε, and integrating it over Ω, we obtain
d
dt
∫
Ω
uε ln uεdx + ε
∫
Ω
|∇uε|2
uε
dx +
4
m
∫
Ω
|∇u
m
2
ε |2dx +
∫
Ω
ρuε(1 + ln uε)dx + ε
∫
Ω
u2ε(1 + ln uε)dx
=χ
∫
Ω
∇uε∇vεdx + ξ
∫
Ω
uεvε(1 + ln uε)dx, (3.8)
using (3.2), and it implies that
d
dt
∫
Ω
uε ln uεdx + ε
∫
Ω
|∇uε|2
uε
dx +
4
m
∫
Ω
|∇u
m
2
ε |2dx +
∫
Ω
ρuε ln(1 + uε)dx + ε
∫
Ω
u2ε ln(1 + uε)dx
≤χ
∫
Ω
∇uε∇vεdx + η
∫
Ω
u
m+ 2
3
ε dx + Cη (3.9)
for any small η > 0. By Gagliardo-Nirenberg interpolation inequality, we have
‖uε‖m+
2
3
L
m+ 2
3
= ‖u
m
2
ε ‖2+
4
3m
L
2+ 4
3m
≤ C1‖u
m
2
ε ‖
4
3m
L
2
m
‖∇u
m
2
ε ‖2L2 + C2‖uε‖
m+ 23
L1
= C1‖uε‖
2
3
L1
‖∇u
m
2
ε ‖2L2 + C2‖uε‖
m+ 2
3
L1
. (3.10)
Substituting the above inequality into (3.9), and using Lemma 3.2, we see that
d
dt
∫
Ω
uε ln uεdx + ε
∫
Ω
|∇uε|2
uε
dx +
2
m
∫
Ω
|∇u
m
2
ε |2dx +
∫
Ω
ρuε ln(1 + uε)dx + ε
∫
Ω
u2ε ln(1 + uε)dx
≤χ
∫
Ω
∇uε∇vεdx +C. (3.11)
Combining (3.11) with (3.7), we obtain
d
dt
∫
Ω
(
1
2
|∇vε|2
vε
+
1
χ
uε ln uε
)
dx +
∫
Ω
vε|D2 ln vε|2dx +
ε
χ
∫
Ω
|∇uε|2
uε
dx +
2
mχ
∫
Ω
|∇u
m
2
ε |2dx
+
1
χ
∫
Ω
ρuε ln(1 + uε)dx +
ε
χ
∫
Ω
u2ε ln(1 + uε)dx +
∫
Ω
(
3µ
2
|∇vε|2 +
1
2
uε
vε
|∇vε|2
)
dx
≤ 1
2
∫
∂Ω
1
vε
∂
∂n
|∇vε|2ds +
µ
2
∫
Ω
1
vε
|∇vε|2dx + C. (3.12)
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By the boundary trace embedding theorem [1] and Lemma 2.5, we see that
1
2
∫
∂Ω
1
vε
∂
∂n
|∇vε|2ds ≤ κ
∫
∂Ω
1
vε
|∇vε|2ds = κ
∫
∂Ω
|v
1
2
ε∇ ln vε|2ds
≤η1κ
∫
Ω
|D(v
1
2
ε∇ ln vε)|2dx +Cη1
∫
Ω
vε|∇ ln vε|2dx
≤η1κ
∫
Ω
(
1
2
v
− 1
2
ε ∇vε∇ ln vε + v
1
2
εD
2 ln vε
)2
dx +Cη1
∫
Ω
|∇vε|2
vε
dx
≤2η1κ
∫
Ω
(
vε|D2 ln vε|2 +
1
4
|∇vε|4
v3ε
)
dx + Cη1
∫
Ω
|∇vε|2
vε
dx
≤10η1κ
∫
Ω
vε|D2 ln vε|2dx + Cη1
∫
Ω
|∇vε|2
vε
dx (3.13)
for any sufficiently small η1 > 0. By (3.2) and (2.6), for any sufficiently small η2 > 0, we obtain
∫
Ω
|∇vε|2
vε
dx ≤ η2
∫
Ω
|∇vε|4
v3ε
dx +Cη2
≤ 16η2
∫
Ω
vε|D2 ln vε|2dx + Cη2 . (3.14)
Substituting (3.13), (3.14) into (3.12) gives
d
dt
∫
Ω
(
1
2
|∇vε|2
vε
+
1
χ
uε ln uε
)
dx +
1
2
∫
Ω
vε|D2 ln vε|2dx +
ε
χ
∫
Ω
|∇uε|2
uε
dx +
2
mχ
∫
Ω
|∇u
m
2
ε |2dx
+
1
χ
∫
Ω
ρuε ln(1 + uε)dx +
ε
χ
∫
Ω
u2ε ln(1 + uε)dx +
∫
Ω
(
3µ
2
|∇vε|2 +
1
2
uε
vε
|∇vε|2
)
dx ≤ C. (3.15)
By (2.6), Lemma 2.2 and (3.10), we complete the proof. 
For the convenience of the proof. In what follows, we first separate out the case m > 2. By a
direct calculation, it is easy to obtain the following lemma.
Lemma 3.4 Assume (i) or (ii), and let (uε, vε) be the solution of (3.1). When m > 2, for any r > 0,
we have
sup
t∈(0,+∞)
‖uε(·, t)‖r+1Lr+1 + sup
t∈(0,+∞)
∫ t+1
t
‖∇u
m+r
2
ε (·, s)‖2L2ds ≤ Cr, (3.16)
and
sup
t∈(0,+∞)
‖vε‖W2,1r Q1(t) ≤ C˜r, (3.17)
where Cr, C˜r depend on r, and are independent of ε.
Proof. Multiplying the first equation of (3.1) by urε for any r > 0, then integrating it over Ω, and
using (3.2), we obtain
1
r + 1
d
dt
∫
Ω
ur+1ε dx + εr
∫
Ω
ur−1ε |∇uε|2dx + rm
∫
Ω
um+r−2ε |∇uε|2dx +
∫
Ω
ur+1ε dx + ε
∫
Ω
ur+2ε dx
=ξ
∫
Ω
ur+1ε vεdx + rχ
∫
Ω
urε∇vε∇uεdx +
∫
Ω
ur+1ε dx
≤C
∫
Ω
ur+1ε dx +
rm
4
∫
Ω
um+r−2ε |∇uε|2dx + C
∫
Ω
ur+2−mε |∇vε|2dx. (3.18)
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By Gagliardo-Nirenberg interpolation inequality, we see that
C‖uε‖r+1Lr+1 = C‖u
m+r
2
ε ‖
2(r+1)
m+r
L
2(r+1)
m+r
≤ C1‖u
m+r
2
ε ‖
6m+4r−2
(m+r)(3m+3r−1)
L
2
m+r
‖∇u
m+r
2
ε ‖
6r
3m+3r−1
L2
+C2‖uε‖r+1L1
≤ C3(1 + ‖∇u
m+r
2
ε ‖
6r
3m+3r−1
L2
) ≤ mr
(m + r)2
‖∇u
m+r
2
ε ‖2L2 + C4.
Substituting the above inequality into (3.18), we obtain
1
r + 1
d
dt
∫
Ω
ur+1ε dx +
rm
2
∫
Ω
um+r−2ε |∇uε|2dx +
∫
Ω
ur+1ε dx
≤C
∫
Ω
ur+2−mε |∇vε|2dx +C4. (3.19)
By the above proof, it is easy to see that (3.19) hold for any m > 1. In what follows, this inequality
will be used often even for the case m ≤ 2, and we don’t prove it again.
Noticing that when m > 2, r+3−m < r+1, then by Gagliardo-Nirenberg interpolation inequality,
we have
C
∫
Ω
ur+2−mε |∇vε|2dx ≤C1
∫
Ω
ur+3−mε dx + C2
∫
Ω
|∇vε|2(r+3−m)dx
≤ 1
4
∫
Ω
ur+1ε dx +C3‖vε‖r+3−mL∞
∫
Ω
|∆vε|r+3−mdx + C4.
Substituting this inequality into (3.19), we obtain
1
r + 1
d
dt
∫
Ω
ur+1ε dx +
rm
2
∫
Ω
um+r−2ε |∇uε|2dx +
1
2
∫
Ω
ur+1ε dx
≤C
∫
Ω
|∆vε|r+3−mdx + C4. (3.20)
As the application of Lemma 2.3, we have
sup
t∈(0,+∞)
‖uε(·, t)‖r+1Lr+1 + sup
t∈(0,+∞)
∫ t+1
t
(‖∇u
m+r
2
ε (·, s)‖2L2 + ‖uε(·, s)‖r+1Lr+1)ds
≤ C sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
|∆vε|r+3−mdxds + C
≤ C˜ sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
ur+3−mε dxds + C˜
≤ 1
2
sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
ur+1ε dxds + Cˆ.
Thus, (3.16) is proved, and (3.17) is a direct consequence of (3.16) and Lemma 2.3. 
In what follows, we construct a sequence of iterations. Taking r = m − 1 in (3.19), and noticing
that uε|∇vε|2 ≤ ‖vε‖L∞ uεvε |∇vε|2, then combining with (3.5) yields the following lemma, from which, we
give the initial value of the sequence of iterations.
Lemma 3.5 Assume (i) or (ii), and m > 1. Let (uε, vε) be the solution of (3.1). Then we have
sup
t∈(0,+∞)
‖uε‖Lm + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
u2m−3ε |∇uε|2dxds ≤ C, (3.21)
where C is independent of ε.
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In order to make the iteration process proceed smoothly, we also give the following lemma
Lemma 3.6 Assume (i) or (ii), and 1 < m ≤ 2. Let (uε, vε) be the solution of (3.1). If
sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
uαε |∇uε|2dxds ≤ C
with α ≥ 0, then for any r > 0,
sup
t∈(0,+∞)
‖uε(·, t)‖r+1Lr+1 + sup
t∈(0,+∞)
∫ t+1
t
‖∇u
m+r
2
ε (·, s)‖2L2ds ≤ Cr, (3.22)
where Cr depends on r, and is independent of ε.
Proof. Noticing that m − 2 ≤ 0 and α ≥ 0, we have
|∇uε|2 ≤ (um−2ε + uαε )|∇uε|2.
By the assumption of this lemma, and recalling (3.2), we obtain
sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
|∇uε|2dxds ≤ C. (3.23)
Applying ∇ to the second equation in (3.1), and multiplying the resulting equation by |∇vε|r−2∇vε for
any r > 2, and using Lemma 2.5, we obtain
1
r
d
dt
∫
Ω
|∇vε|rdx +
∫
Ω
|∇vε|r−2|∇2vε|2dx + (r − 2)
∫
Ω
|∇vε|r−2(∇|∇vε|)2dx
= −
∫
Ω
|∇vε|r−2∇vε∇(vεuε)dx + µ
∫
Ω
|∇vε|r−2∇vε∇(vε − v2ε)dx +
∫
∂Ω
∂(∇vε)
∂n
|∇vε|r−2∇vεds
= −
∫
Ω
uε|∇vε|rdx −
∫
Ω
vε|∇vε|r−2∇vε∇uεdx + µ
∫
Ω
(1 − 2vε)|∇vε|rdx +
1
2
∫
∂Ω
∂(|∇vε|2)
∂n
|∇vε|r−2ds
≤ −
∫
Ω
uε|∇vε|rdx −
∫
Ω
vε|∇vε|r−2∇vε∇uεdx + µ
∫
Ω
|∇vε|rdx + κ
∫
∂Ω
|∇vε|rds. (3.24)
By the boundary trace embedding inequalities, and combining with (3.2) and (3.5), we conclude for
any small η > 0,
κ
∫
∂Ω
|∇vε|rds ≤ η‖∇(|∇vε|
r
2 )‖2
L2
+ Cη‖|∇vε|
r
2 ‖2
L
4
r
≤ η‖∇(|∇vε|
r
2 )‖2
L2
+ Cˆη.
Substituting this inequality into (3.24) with η appropriately small, we obtain
1
r
d
dt
∫
Ω
|∇vε|rdx +
∫
Ω
|∇vε|r−2|∇2vε|2dx +
r − 2
2
∫
Ω
|∇vε|r−2(∇|∇vε|)2dx +
∫
Ω
uε|∇vε|rdx
≤ µ
∫
Ω
|∇vε|rdx −
∫
Ω
vε|∇vε|r−2∇vε∇uεdx + C. (3.25)
Taking r = 4 in (3.25), then for any small constant η > 0, we have
1
4
d
dt
∫
Ω
|∇vε|4dx +
∫
Ω
|∇vε|2|∇2vε|2dx +
∫
Ω
|∇vε|2(∇|∇vε|)2dx +
∫
Ω
|∇vε|4dx
≤ η
∫
Ω
|∇vε|6 +Cη
∫
Ω
|∇uε|2dx + (µ + 1)
∫
Ω
|∇vε|4dx +C
≤ 2η
∫
Ω
|∇vε|6 +Cη
∫
Ω
|∇uε|2dx +C. (3.26)
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Noticing that
‖∇vε‖r+2r+2 =
∫
Ω
|∇vε|r∇vε∇vεdx = −
∫
Ω
vε
(
|∇vε|r∆vε + r|∇vε|r−1∇vε∇|∇vε|
)
dx
≤ C
(∫
Ω
|∇vε|r−2|∇2vε|2dx
) 1
2
(∫
Ω
|∇vε|r+2dx
) 1
2
+
(∫
Ω
|∇vε|r−2(∇|∇vε|)2dx
) 1
2
(∫
Ω
|∇vε|r+2dx
) 1
2
,
then we have
‖∇vε‖r+2r+2 ≤ C
∫
Ω
|∇vε|r−2|∇2vε|2dx + C
∫
Ω
|∇vε|r−2(∇|∇vε|)2dx. (3.27)
Substituting (3.27) into (3.26) with r = 4, and letting η appropriately small, then
1
4
d
dt
∫
Ω
|∇vε|4dx +
1
2
∫
Ω
|∇vε|2|∇2vε|2dx +
1
2
∫
Ω
|∇vε|2(∇|∇vε|)2dx +
∫
Ω
|∇vε|4dx
≤ Cη
∫
Ω
|∇uε|2dx + C.
Using Lemma 2.2 and (3.23), we obtain
sup
t∈(0,+∞)
∫
Ω
|∇vε|4dx ≤ C1 sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
|∇uε|2dx +C2 ≤ C˜. (3.28)
By (3.19), (3.28), noticing that r + 2 − m < m + r, and taking η appropriately small, we have
1
r + 1
d
dt
∫
Ω
ur+1ε dx +
rm
2
∫
Ω
um+r−2ε |∇uε|2dx +
∫
Ω
ur+1ε dx
≤C
∫
Ω
ur+2−mε |∇vε|2dx +C
≤C‖∇vε‖2L4‖uε‖r+2−mL2(r+2−m) + C
≤η‖uε‖r+2−mL3(r+m) + Cη‖uε‖r+2−mL1 + C
≤rm
4
∫
Ω
um+r−2ε |∇uε|2dx + Cˆ.
Hence, (3.22) follows by using Lemma 2.2. 
Lemma 3.7 Assume (i) or (ii), and m ≤ 2. Let (uε, vε) be the solution of (3.1). If
sup
t∈(0,+∞)
∫
Ω
uAk(m−1)+1ε dx + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
uAk(m−1)+m−2ε |∇uε|2dxds ≤ C (3.29)
with Ak(m − 1) + m − 2 < 0, then there exists a constant C˜ independent of ε, such that
sup
t∈(0,+∞)
∫
Ω
uAk+1(m−1)+1ε dx + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
uAk+1(m−1)+m−2ε |∇uε|2dxds ≤ C˜ (3.30)
where Ak+1 =
2
3
(m − 1)A2
k
+ (8m
3
− 2)Ak + 2m − 13 .
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Proof. Recalling (3.25), noticing that 2 − m − Ak(m − 1) > 0, and by Lemma 2.1, we obtain
1
r
d
dt
∫
Ω
|∇vε|rdx +
∫
Ω
|∇vε|r−2|∇2vε|2dx +
r − 2
2
∫
Ω
|∇vε|r−2(∇|∇vε|)2dx +
∫
Ω
uε|∇vε|rdx
≤ µ
∫
Ω
|∇vε|rdx −
∫
Ω
vε|∇vε|r−2∇vε∇uεdx +C
≤ µ
∫
Ω
|∇vε|rdx −
∫
Ω
vε
(
u
Ak (m−1)+m−2
2
ε |∇uε|
) (
u
2−m−Ak(m−1)
2
ε |∇vε|
2−m−Ak(m−1)
2
r
)
|∇vε|r−1−
2−m−Ak(m−1)
2
rdx + C
≤ µ
∫
Ω
|∇vε|rdx + Cη
∫
Ω
uAk(m−1)+m−2ε |∇uε|2dx +
1
2
∫
Ω
uε|∇vε|rdx
+ η
∫
Ω
|∇vε|
(
r−1− 2−m−Ak(m−1)
2
r
)
2
(Ak+1)(m−1)dx +C
for any sufficiently small constant η > 0. Noticing that
(
r − 1 − 2−m−Ak(m−1)
2
r
)
2
(Ak+1)(m−1) = r + 2 when
r = 2 + 2(Ak + 1)(m − 1), taking η appropriately small in the above inequality, and using (3.27), we
obtain
1
2 + 2(Ak + 1)(m − 1)
d
dt
∫
Ω
|∇vε|2+2(Ak+1)(m−1)dx +
1
2
∫
Ω
|∇vε|2(Ak+1)(m−1)|∇2vε|2dx
+
(Ak + 1)(m − 1)
2
∫
Ω
|∇vε|2(Ak+1)(m−1)(∇|∇vε|)2dx +
1
2
∫
Ω
uε|∇vε|2+2(Ak+1)(m−1)dx
≤ C
∫
Ω
uAk(m−1)+m−2ε |∇uε|2dx +C.
Using (3.27), (3.29) and Lemma 2.2, we obtain
sup
t∈(0,∞)
∫
Ω
|∇vε|2+2(Ak+1)(m−1)dx + sup
t∈(0,∞)
∫ t+1
t
∫
Ω
|∇vε|2(Ak+1)(m−1)|∇2vε|2dxds
+ sup
t∈(0,∞)
∫ t+1
t
∫
Ω
|∇vε|2(Ak+1)(m−1)(∇|∇vε|)2dxds + sup
t∈(0,∞)
∫ t+1
t
∫
Ω
uε|∇vε|2+2(Ak+1)(m−1)dxds
≤ C sup
t∈(0,∞)
∫ t+1
t
∫
Ω
uAk(m−1)+m−2ε |∇uε|2dxds + C ≤ Ck. (3.31)
Recalling (3.19), we see that for any small constant η > 0,
1
r + 1
d
dt
∫
Ω
ur+1ε dx +
2rm
(r + m)2
∫
Ω
|∇u
m+r
2
ε |2dx +
∫
Ω
ur+1ε dx
≤C
∫
Ω
ur+2−mε |∇vε|2dx + C
≤C
∫
Ω
u
1
1+(Ak+1)(m−1)
ε |∇vε|2u
r+2−m− 1
1+(Ak+1)(m−1)
ε dx +C
≤Cη
∫
Ω
uε|∇vε|2+2(Ak+1)(m−1)dx + η
∫
Ω
u
(
r+2−m− 1
1+(Ak+1)(m−1)
)
1+(Ak+1)(m−1)
(Ak+1)(m−1)
ε + C. (3.32)
By Gagliardo-Nirenberg interpolation inequality, for any A > 1, it gives
‖uε‖r+m+
2A
3
L
r+m+ 2A
3
= ‖u
m+r
2
ε ‖
2(r+m+ 2A
3
)
m+r
L
2(r+m+ 2A
3
)
m+r
≤ C1‖u
m+r
2
ε ‖
4A
3(m+r)
L
2A
m+r
‖∇u
m+r
2
ε ‖2L2 + C2‖uε‖
r+m+ 2A
3
L1
≤ C1‖uε‖
2A
3
LA
‖∇u
m+r
2
ε ‖2L2 + C3. (3.33)
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By (3.29) and (3.33), we get∫
Ω
u
r+m+
2Ak(m−1)+2
3
ε dx ≤ C4
∫
Ω
|∇u
m+r
2
ε |2dx +C5. (3.34)
Combining (3.32) and (3.34), and noticing that(
r + 2 − m − 1
1 + (Ak + 1)(m − 1)
)
1 + (Ak + 1)(m − 1)
(Ak + 1)(m − 1)
= r + m +
2Ak(m − 1) + 2
3
if r = Ak+1(m − 1) with Ak+1 = 23(m − 1)A2k + (8m3 − 2)Ak + 2m − 13 , and (3.30) is arrived by lemma 2.2.

Next, we pay our attention to the convergence and divergence properties of the sequence {Ak}.
Lemma 3.8 Assume that 1 < m < 2. Let Ak+1 =
2
3
(m − 1)A2
k
+ (8m
3
− 2)Ak + 2m − 13 with A1 = 1,
then we have
i) when m > 11
4
−
√
3, limk→∞ Ak = +∞;
ii) when 1 < m ≤ 11
4
−
√
3, limk→∞ Ak = A∗, where A∗ = 9−8m−
√
16m2−88m+73
4(m−1) > 0.
Proof. Firstly, by a direct calculation, we see that A2 =
16m
3
− 3 > A1. If Ak > Ak−1, it is easy to
see that Ak+1 =
2
3
(m− 1)A2
k
+ (8m
3
− 2)Ak + 2m− 13 > 23 (m− 1)A2k−1 + (8m3 − 2)Ak−1 + 2m− 13 = Ak, which
implies that {Ak} is an increasing sequence.
In what follows, we first show i). Suppose the contrary, then by monotone convergence theorem,
there exists a positive constant A such that
lim
k→∞
Ak = A.
Then we have
A =
2
3
(m − 1)A2 + (8m
3
− 2)A + 2m − 1
3
,
that is
2
3
(m − 1)A2 + (8m
3
− 3)A + 2m − 1
3
= 0. (3.35)
By Weda’s Theorem, let
∆ = (
8m
3
− 3)2 − 8
3
(m − 1)(2m − 1
3
) =
16m2 − 88m + 73
9
it is not difficult to verify that when 11
4
−
√
3 < m < 11
4
+
√
3, ∆ < 0, that is (3.35) has no solution,
which is a contradiction. Then i) is proved.
Next, we show ii). We first verify that Ak has an upper bound. By a direct calculation, we see that
m ≤ 11
4
−
√
3 < 13
12
, then it is not difficult to verify that A∗ > 1 = A1. By recurrence method, we see
that if Ak < A
∗, then
Ak+1 =
2
3
(m − 1)A2k + (
8m
3
− 2)Ak + 2m −
1
3
<
2
3
(m − 1)A∗2 + (8m
3
− 2)A∗ + 2m − 1
3
= A∗,
which means that A∗ is an upper bound of {Ak}, then by monotone convergence theorem, there exists
a positive constant A ≤ A∗ such that
lim
k→∞
Ak = A,
and A satisfies the equation (3.35), and ii) is proved. 
Combining Lemma 3.5–Lemma 3.8, we conclude the following lemma.
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Lemma 3.9 Assume (i) or (ii), and let (uε, vε) be the solution of (3.1). If
11
4
−
√
3 < m ≤ 2, then
for any r > 0, we have
sup
t∈(0,+∞)
‖uε(·, t)‖r+1Lr+1 + sup
t∈(0,+∞)
∫ t+1
t
‖∇u
m+r
2
ε (·, s)‖2L2ds ≤ Cr (3.36)
and
sup
t∈(0,+∞)
‖vε‖W2,1r Q1(t) ≤ C˜r, (3.37)
where Cr, C˜r depend on r, and are independent of ε.
Proof. By Lemma 3.5 and (3.7), we consider the sequence of iterations {Ak} with A1 = 1. By
Lemma 3.8, we have Ak → +∞ as k → +∞, if m > 114 −
√
3. Then there exists K > 0 such that
AK(m − 1) + m − 2 ≥ 0, thus by Lemma (3.6), (3.36) is arrived. And (3.37) is subsequently obtained
by using Lemma 2.3. 
Remark 3.1 By Lemma 3.5–Lemma 3.8, we also see that if m ≤ 11
4
−
√
3. Then for any A < A∗,
we have
sup
t∈(0,+∞)
∫
Ω
uA(m−1)+1ε dx + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
uA(m−1)+m−2ε |∇uε|2dxds ≤ C, (3.38)
where A∗ is defined in ii) of Lemma 3.8. It is not difficulty to verify that A∗ > 5 for any 1 < m ≤ 11
4
−
√
3.
Thus (3.38) holds for A = 5. But it is hard to go further for regularity estimate of uε.
Using these lemmas, we further have
Lemma 3.10 Assume (i) or (ii), and let (uε, vε) be the solution of (3.1). Then when m >
11
4
−
√
3,
sup
t∈(0,+∞)
‖vε(·, t)‖W1,∞ ≤ C, (3.39)
sup
t∈(0,+∞)
‖uε(·, t)‖L∞ ≤ C, (3.40)
where the constants C are independent of ε.
Proof. By t-anisotropic embedding theorem, that is W2,1p ֒→ Cα, α2 for any 0 < α ≤ 2 − 5p , we
obtain (3.39) by Lemma 3.4 and Lemma3.9. By (3.39), and similarly to the proof of in [9], we can
obtain the L∞ estimate of uε by using Moser iteration method. 
Lemma 3.11 Assume (i) or (ii), and let (uε, vε) be the solution of (3.1). Then when m >
11
4
−
√
3,
sup
t∈(0,+∞)
∫
Ω
|∇umε |2dx + ε sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dxds + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
um−1ε
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dxds ≤ C, (3.41)
where C is independent of ε.
Proof. Multiplying the first equation of (3.1) by
∂(εuε+u
m
ε )
∂t
, and integrating it over Ω gives
1
2
d
dt
∫
Ω
|∇(εuε + umε )|2dx + ε
∫
Ω
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dx + m
∫
Ω
um−1ε
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dx
≤ −χ
∫
Ω
∇ · (uε∇vε)
∂(εuε + u
m
ε )
∂t
dx +
∫
Ω
(ξuεvε − ρuε − εu2ε)
∂(εuε + u
m
ε )
∂t
dx
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≤ mχ2
∫
Ω
|∇ · (uε∇vε)|2um−1ε dx + εχ2
∫
Ω
|∇ · (uε∇vε)|2dx +
ε
2
∫
Ω
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dx
+ ε
∫
Ω
(ξuεvε − ρuε − εu2ε)2dx + m
∫
Ω
um−1ε (ξuεvε − ρuε − εu2ε)2dx +
m
2
∫
Ω
um−1ε
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dx,
recalling (3.39) and (3.40), we further have
1
2
d
dt
∫
Ω
|∇(εuε + umε )|2dx +
ε
2
∫
Ω
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dx +
m
2
∫
Ω
um−1ε
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dx +
∫
Ω
|∇(εuε + umε )|2dx
≤ mχ2
∫
Ω
|∇ · (uε∇vε)|2um−1ε dx + εχ2
∫
Ω
|∇ · (uε∇vε)|2dx +
∫
Ω
|∇(εuε + umε )|2dx + C
≤ C
∫
Ω
(|∇u
m
2
ε |2 + |∆vε|2)dx + Cε
∫
Ω
|∇uε|2
uε
dx + C.
Recalling (3.5), (3.17), (3.37), (3.40) and using Lemma 2.2, we obtain
sup
t∈(0,+∞)
∫
Ω
|∇(εuε + umε )|2dx + ε sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dxds + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
um−1ε
∣∣∣∣∣∂uε∂t
∣∣∣∣∣
2
dxds ≤ C.
and (3.41) is obtained. 
Completely similar to the proof as Lemma 3.3-Lemma 3.11, for the case ξµ > 0 and ρ = 0, we
also have
Lemma 3.12 Assume (iii) ξµ > 0 and ρ = 0, and let (uε, vε) be the solution of (3.1). Then for any
T > 0,
sup
t∈(0,T )
(‖uε(·, t)‖L∞ + ‖∇umε ‖L2 + ‖vε(·, t)‖W1,∞) +
"
QT
ε|∇uε|2 + |∇u
m
2
ε |2 +
∣∣∣∣∣∣∣
∂u
m+1
2
ε
∂t
∣∣∣∣∣∣∣
2
 dxdt ≤ C, (3.42)
and
‖vε‖W2,1p (QT ) ≤ Cp, for any p ∈ (1,+∞), (3.43)
where the constants Cp and C depend on T, Cp depends on p, and both of them are independent of ε.
Proof of Theorem 1.1 and Theorem 1.2. Since (uε, vε, ωε) is the classical solution of (3.1), then
we have
−
"
QT
uεϕtdxdt −
∫
Ω
uε(x, 0)ϕ(x, 0)dx + ε
"
QT
∇uε∇ϕ +
"
QT
∇umε ∇ϕdxdt
= χ
"
QT
uε∇vε∇ϕdxdt + ξ
"
QT
uεvεϕdxdt −
"
QT
(ρuε + εu
2
ε)ϕdxdt
−
"
QT
vεϕtdxdt −
∫
Ω
vε(x, 0)ϕ(x, 0)dx +
"
QT
∇vε∇ϕdxdt =
"
QT
(−vεuε + µvε(1 − vε))ϕdxdt,
for any ϕ ∈ C∞(QT ) with ϕ(x, T ) = 0. By (3.5), (3.40), or (3.42), we also have
√
ε∇uε ∈ L2(QT ),
it implies that when ε→ 0,
ε∇uε → 0, in L2(QT ).
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By Sobolev compact embedding theorem, and using Lemma 3.3, Lemma 3.4, Lemma 3.9, Lemma
3.10, Lemma 3.11 and Lemma 3.12, for any T > 0, letting ε → 0, we have
uε → u, εu2ε → 0, in Lp(QT ), for any p ∈ (1,+∞),
uε
∗
⇀ u, in L∞(QT ),
∇umε → ∇um, in L2(QT ),
vε → v, uniformly,
vε ⇀ v, inW
2,1
p (QT ), for any p ∈ (1,+∞),
which means (u, v) is the global weak solution of (1.1) with (1.4)–(1.9) hold. 
4 Large Time Behavior of Solutions
To investigate the large time behavior of solutions of the problem (1.1), we need the following two
lemmas [10].
Lemma 4.1 Assume that f ≥ 0, f (t) ∈ L1(T,∞) for some constant T > 0, and
f (t) − f (s) ≤ A(t − s) ( or ≥ −A(t − s)), for any t > s > T.
Then
lim
t→∞
f (t) = 0.
Lemma 4.2 Assume that f (t), g(t) ≥ 0, limt→∞ g(t) = 0, and f (t) ∈ L1(T,+∞) with some constant
T ≥ 0. Let F(t) = f (t) − g(t), and that
F(t) − F(s) ≥ −A(t − s),∀t > s > T,
then
lim
t→∞
f (t) = 0.
Firstly for the case µ = 0, we have the following lemma.
Lemma 4.3 Assume that µ = 0. Let (u, v) with u ∈ X1, v ∈ X2 be the global solution. Then we
have ∫ ∞
0
∫
Ω
(|∆v|2 + |∇v|2 + uv + um+r−2|∇u|2 + ρu)dxdt ≤ Cr, for any r > (m − 2)+, (4.1)
where Cr is a constant depends on r and the initial datum (u0, v0). In particular,
lim
t→∞
∫
Ω
(|∇v|2 + ρu)dx = 0. (4.2)
Proof. Integrating the second equation of (1.1) over Ω, we see that
d
dt
∫
Ω
vdx +
∫
Ω
uvdx = 0,
integrating this equality from 0 to∞, we obtain
∫ ∞
0
∫
Ω
uvdxdt ≤
∫
Ω
v0dx. (4.3)
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Multiplying the second equation of (1.1) by v, we have
1
2
d
dt
∫
Ω
v2dx +
∫
Ω
|∇v|2dx +
∫
Ω
v2udx = 0,
integrating this equality from 0 to∞, we obtain
∫ ∞
0
∫
Ω
(|∇v|2 + v2u)dxdt ≤
∫
Ω
|v0|2. (4.4)
Multiplying the second equation of (1.1) by ∆v, and using Young’s inequality, we obtain
1
2
d
dt
∫
Ω
|∇v|2dx + 1
2
∫
Ω
|∆v|2dx ≤ 1
2
∫
Ω
v2u2dx ≤ 1
2
‖u‖L∞
∫
Ω
v2udx, (4.5)
integrating this equality from 0 to∞, we obtain
∫ ∞
0
∫
Ω
|∆v|2dxdt ≤
∫
Ω
|∇v0|2 + sup
t
‖u‖L∞
∫ ∞
0
∫
Ω
v2udxdt. (4.6)
Integrating the first equation of (1.1) over Ω, we obtain
d
dt
∫
Ω
udx + ρ
∫
Ω
udx = ξ
∫
Ω
uvdx, (4.7)
which implies
∫
Ω
u(x, t)dx + ρ
∫ ∞
0
∫
Ω
udxdt = ξ
∫ ∞
0
∫
Ω
uvdxdt +
∫
Ω
u0dx ≤ C. (4.8)
Multiplying the first equation of (1.1) by ur for any r > (m − 2)+, we obtain
1
r + 1
d
dt
∫
Ω
ur+1dx + mr
∫
Ω
um+r−2|∇u|2dx + ρ
∫
Ω
ur+1dx = χr
∫
Ω
ur∇u∇vdx + ξ
∫
Ω
ur+1vdx
≤ mr
2
∫
Ω
um+r−2|∇u|2dx +C
∫
Ω
ur+2−m|∇v|2dx + ξ
∫
Ω
ur+1vdx,
≤ mr
2
∫
Ω
um+r−2|∇u|2dx +C
∫
Ω
|∇v|2dx + C
∫
Ω
uvdx,
by (4.3) and (4.4) and the boundedness of u and v, we obtain
∫ ∞
0
∫
Ω
um+r−2|∇u|2dxdt ≤ C. (4.9)
Combining (4.3),(4.4), (4.6). (4.8) and (4.9), (4.1) is proved.
On the other hands, by (4.5) and (4.7), and using the boundedness of u and v, we also have
d
dt
∫
Ω
(|∇v|2 + ρu)dx ≤ C,
which implies that
∫
Ω
(|∇v(x, t)|2 + ρu(x, t))dx −
∫
Ω
(|∇v(x, s)|2 + ρu(x, s))dx ≤ C(t − s).
Hence, by Lemma 4.1 and the inequality (4.1), we obtain (4.2). The proof is complete. 
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Lemma 4.4 Assume that µ = 0, ρ = 0, ξ ≥ 0, u0 . 0. Let (u, v) with u ∈ X1, v ∈ X2 be the global
solution. Then we have
lim
t→∞
‖v‖L∞ = 0, lim
t→∞
‖u − A‖Lp = 0, for any p > 1. (4.10)
where A = 1|Ω|
∫
Ω
(u0 + ξv0)dx > 0.
Proof. We denote
a(t) =
1
|Ω|
∫
Ω
u(x, t)dx, b(t) =
1
|Ω|
∫
Ω
v(x, t)dx.
It is easy to see that
a′(t) =
ξ
|Ω|
∫
Ω
uvdx ≥ 0, b′(t) = − 1|Ω|
∫
Ω
uvdx ≤ 0,
(a + ξb)′(t) = 0,
which means that
a(t) + ξb(t) ≡ A.
Note that a(t) is monotonically increasing and bounded above, b(t) is monotonically decreasing and
bounded below, then there exists two constants a∗ > 0 and b∗ ≥ 0 such that a∗ + b∗ = A, and
lim
t→∞
a(t) = a∗, lim
t→∞
b(t) = b∗.
By Poincare´ inequality, we have
‖v − b(t)‖L2 ≤ C‖∇v‖L2 ,
and note that
‖v − b∗‖L2 ≤ ‖v − b(t)‖L2 + |Ω|1/2|b(t) − b∗|,
combining with (4.2), we have
lim
t→∞
‖v − b∗‖L2 = 0.
and we further have
lim
t→∞
‖v − b∗‖L∞ = 0 (4.11)
since
‖v − b∗‖L∞ ≤ C1‖v − b∗‖
2
5
L2
‖∇v‖
3
5
L∞ + C2‖v − b∗‖L2 .
Next, we show b∗ = 0. Suppose to the contrary, that is b∗ > 0. By (1.6), we also have v ∈ Cα, α2 (Q) for
some positive constant α > 0, then there exists T0 > 0, such that
v(x, t) >
b∗
2
, for any t > T0.
Then we have
b′(t) == − 1|Ω|
∫
Ω
uvdx ≤ − b
∗
2|Ω|
∫
Ω
udx = −b
∗
2
a(t) ≤ −a
∗b∗
2
< 0,
which implies that b(t) → 0, that is b∗ = 0. It is a contradiction. The first equality of (4.10) is proved.
It also implies that a∗ = A, that is
lim
t→∞
a(t) = A. (4.12)
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Next, we show the second equality of (4.10). Denote
αm(t) =
1
|Ω|
∫
Ω
um(x, t)dx,
then we have
αm(t) =
1
|Ω|
∫
Ω
umdx ≥
(
1
|Ω|
∫
Ω
udx
)m
= a(t)m. (4.13)
By (4.1) with r = m and Poincare´ inequality, we also have∫ ∞
0
∫
Ω
|um − αm|2dxdt ≤
∫ ∞
0
∫
Ω
|∇um|2dxdt ≤ C. (4.14)
By a direct calculation, and using (1.4), (1.5), we obtain
d
dt
∫
Ω
|um − αm|2dx = d
dt
∫
Ω
u2mdx − 2|Ω|αm(αm)′
= 2m2(m − 1)αm
∫
Ω
u2m−3|∇u|2dx − 2(2m − 1)
∫
Ω
um−1|∇um|2dx − (2m − 1)χ
∫
Ω
u2m∆vdx
+ 2(m − 1)χαm
∫
Ω
um∆vdx + 2mξ
∫
Ω
u2mvdx − 2mαmξ
∫
Ω
umvdx − 2mρ
∫
Ω
u2mdx + 2mραm
∫
Ω
umdx
≥ −C −
∫
Ω
|∆v|2dx.
Combining with (4.5), we obtain
d
dt
∫
Ω
(|um − αm|2 − |∇v|2)dx ≥ −C,
which implies that for any t > s > 0,∫
Ω
(|um(x, t) − αm(t)|2 − |∇v(x, t)|2)dx −
∫
Ω
(|um(x, s) − αm(s)|2 − |∇v(x, s)|2)dx ≥ −C(t − s).
Using (4.2), (4.14) and Lemma 4.2, we obtain
lim
t→∞
∫
Ω
|um(x, t) − αm(t)|2dx = 0. (4.15)
Noticing that u
m−αm
u−α ≥ αm−1, and using (4.13), we have
a(t)2m−2
∫
Ω
|u − α(t)|2dx ≤ α2m−2(t)
∫
Ω
|u − α(t)|2dx ≤
∫
Ω
|um − α(t)m|2dx. (4.16)
Combining (4.12), (4.15) and (4.16), we obtain
|a(t) − α(t)|2 =
∣∣∣∣∣ 1|Ω|
∫
Ω
(u − α)dx
∣∣∣∣∣
2
≤
∫
Ω
|u − α|2dx → 0, as t → ∞. (4.17)
Therefore, we have
‖u − A‖L2 ≤ ‖u − α(t)‖L2 + |Ω|
1
2 |α(t) − a(t)| + |Ω| 12 |a(t) − A| → 0, as t → ∞. (4.18)
If p < 2, clearly, we have
‖u − A‖Lp ≤ ‖u − A‖L2;
for any p > 2, we see that
‖u − A‖Lp ≤ ‖u − A‖
2
p
L2
‖u − A‖
p−2
p
L∞ ≤ C‖u − A‖
2
p
L2
,
and the proof is complete. 
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Lemma 4.5 Assume that µ = 0, ρ > 0, ξ ≥ 0, and v0 . 0. Let (u, v) with u ∈ X1, v ∈ X2 be the
global solution. Then there exists a constant B ∈
(
0, 1|Ω|
∫
Ω
v0dx
)
, such that
lim
t→∞
‖v − B‖L∞ = 0, lim
t→∞
‖u‖Lp = 0 for any p > 1. (4.19)
Proof. Note that b(t) is monotonically decreasing and bounded below, where b(t) is defined as the
proof of Lemma 4.3. Then there exists B ≥ 0 such that
lim
t→∞
b(t) = B.
Similar to the proof of Lemma 4.4, we have
lim
t→∞
‖v − B‖L∞ = 0. (4.20)
In what follows, we show that B > 0. Let’s consider the following problem

v˜t − ∆v˜ + Mv˜ = 0,
∂v˜
∂n
∣∣∣∣
∂Ω
= 0,
v˜(x, 0) = v0(x).
(4.21)
By [7], there exists Γ0 > 0, such that
v˜(x, t) = e−Mtet∆v0 ≥ e−MtΓ0
∫
Ω
v0(x)dx, for any t ≥ 1,
where {et∆}t≥0 is the Neumann heat semigroup. Taking M ≥ supt ‖u(·, t)‖L∞ , and by comparison, we
have
v(x, t) ≥ v˜(x, t) ≥ e−MtΓ0
∫
Ω
v0(x)dx, for any t ≥ 1. (4.22)
Multiplying the second equation of (1.1) by 1
v
, integrating it over Ω × (1, t), and combining with
(4.1)and (4.22), we obtain
∫
Ω
ln v(x, t)dx =
∫
Ω
ln v(x, 1)dx +
∫ t
1
∫
Ω
|∇v|2
v2
dxds −
∫ t
1
∫
Ω
udxds ≥ −C (4.23)
for some positive constant C. Recalling (4.20), it implies that B > 0.
Next, we show the second limit equality. By (4.2), we see that
lim
t→∞
‖u‖L1 = 0
since ρ > 0. Thus, we further have
‖u‖Lp ≤ ‖u‖
1
p
L1
‖u‖
p−1
p
L∞ → 0, as t → ∞
for any p > 1, and this lemma is proved. 
Next, we turn our attention to discuss the asymptotic behavior of solutions to the problem (1.1) in
the case of µ > 0.
Lemma 4.6 Assume that µ > 0, ρ > 0, 0 ≤ ξ < ρ, and v0 . 0. Let (u, v) with u ∈ X1, v ∈ X2 be
the global solution. Then
lim
t→∞
‖v − 1‖L∞ = 0, lim
t→∞
‖u‖Lp = 0 for any p > 1. (4.24)
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Proof. Firstly, similar to the proof of (4.22), there exists δ > 0 such that
v(x, 1) > δ,
for any x ∈ Ω since
∫
Ω
v0dx > 0. Let
F(t) =
∫
Ω
(u + ξ(v − 1 − ln v))dx.
Then we have
F′(t) +
∫
Ω
|∇v|2
v2
dx + µ
∫
Ω
(v − 1)2dx = (ξ − ρ)
∫
Ω
udx ≤ 0.
Noting that F(t) ≥ 0, then we further have
∫ ∞
1
∫
Ω
|∇v|2
v2
dxdt + µ
∫ ∞
1
∫
Ω
(v − 1)2dxdt ≤ F(1) ≤ C. (4.25)
Multiplying the second equation of (1.1) by v − 1, we obtain
d
dt
∫
Ω
|v − 1|2dx + 2
∫
Ω
|∇v|2dx + 2µ
∫
Ω
v(v − 1)2dx ≤ C,
which means that∫
Ω
|v(x, t) − 1|2dx −
∫
Ω
|v(x, s) − 1|2dx ≤ C(t − s), for any 1 ≤ s < t.
Hence, by Lemma 4.1 and (4.25), we have
lim
t→∞
‖v(·, t) − 1‖L2 = 0,
and moreover,
‖v(·, t) − 1‖L∞ ≤ C1‖v(·, t) − 1‖
2
5
L2
‖∇v‖
3
5
L∞ + C2‖v(·, t) − 1‖L2 → 0, as t → ∞.
Note that v is Ho¨lder continuous since v ∈ W2,1p for p > 5, which implies that for any ε ∈ (0, ρ − ξ),
there exists T > 0 such that
ξv(x, t) − ρ < −ε, for all t ≥ T and x ∈ Ω.
Then for any t ≥ T , we have
d
dt
∫
Ω
udx =
∫
ω
(ξv − ρ)udx ≤ −ε
∫
Ω
udx,
which implies that
∫
Ω
u(x, t)dx ≤ e−ε(t−T )
∫
Ω
u(x, T )dx ≤ Ce−εt, for any t ≥ T ,
and we further have
lim
t→∞
‖u‖Lp = 0 for any p > 1.
The proof is complete. 
By Lemma 4.6, we further have
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Lemma 4.7 Assume that µ > 0, ρ > 0, 0 ≤ ξ < ρ, and v0 . 0. Let (u, v) with u ∈ X1, v ∈ X2 be
the global solution. Under the assumptions of Lemma 4.5 or Lemma 4.6. We also have
lim
t→∞
‖u‖L∞ = 0. (4.26)
Proof. We use Moser iteration technique to show (4.26).
Taking a cut off function η(t) ∈ C1[T,+∞) with η(T ) = 0 and |η′(t)| ≤ 1, and η(t) = 1 for t > T +1.
Multiplying the first equation of (1.1) by rηrur−1 for any r > 4m, then integrating it over Ω, and using
(1.3), we obtain
d
dt
∫
Ω
ηrurdx + mr(r − 1)
∫
Ω
ηrum+r−3|∇u|2dx + ρr
∫
Ω
ηrurdx +
∫
Ω
ηrurdx
= χr(r − 1)
∫
Ω
ηrur−1∇v∇udx + +r
∫
Ω
η′ηr−1urdx + ξr
∫
Ω
ηrurvdx +
∫
Ω
ηrurdx
≤ mr(r − 1)
4
∫
Ω
ηrum+r−3|∇u|2dx +Cr2
∫
Ω
ηrur+1−mdx +Cr
∫
Ω
ηr−1urdx. (4.27)
By the boundedness of u, using Gagliardo-Nirenberg interpolation inequality, for any sufficiently
small σ > 0, we obtain
Cr2ηr‖u‖r+1−m
Lr+1−m =Cr
2ηr‖u r+m−12 ‖
2(r+1−m)
r+m−1
L
2(r+1−m)
r+m−1
≤C1r2ηr‖∇u
r+m−1
2 ‖
6(r+2−2m)
6(m−1)+5r
L2
‖u r+m−12 ‖
4r(r+2(m−1))
(6(m−1)+5r)(r+m−1)
L
r
m+r−1
+ C2r
2ηr‖u‖r+1−mr
2
≤σηr‖∇u r+m−12 ‖2
L2
+Cσr
6(m−1)+5r
6(m−1)+r ηr‖u‖
r(2(m−1)+r)
6(m−1)+r
r
2
+C2r
2ηr‖u‖r+1−mr
2
≤σηr‖∇u r+m−12 ‖2
L2
+Cσr
5ηr‖u‖
r(2(m−1)+r)
6(m−1)+r
r
2
+ C2r
2ηr‖u‖r+1−mr
2
≤σηr‖∇u r+m−12 ‖2
L2
+ Cˆσr
5‖ηu‖r−4mr
2
,
and
Crηr−1‖u‖rLr =Crηr−1‖u
r+m−1
2 ‖
2r
r+m−1
L
2r
r+m−1
≤C1rηr−1‖∇u
r+m−1
2 ‖
6r
6(m−1)+5r
L2
‖u r+m−12 ‖
4r2+6r(m−1)
(6(m−1)+5r)(r+m−1)
L
r
m+r−1
+C2rη
r−1‖u‖rr
2
≤σηr‖∇u r+m−12 ‖2
L2
+Cση
r− 6(m−1)+5r
6(m−1)+2r r
6(m−1)+5r
6(m−1)+2r ‖u‖
r(3(m−1)+2r)
6(m−1)+2r
r
2
+C2rη
r−1‖u‖rr
2
≤σηr‖∇u r+m−12 ‖2
L2
+ C˜σr
5/2‖ηu‖r−3mr
2
+C2r‖ηu‖r−1r
2
.
Taking σ appropriately small in the above inequalities, and substituting them into (4.27), we obtain
d
dt
∫
Ω
ηrurdx +
∫
Ω
ηrurdx ≤ C3r5‖ηu‖r−4mr
2
. (4.28)
Letting r j = 2r j−1 = 2 jr0, r0 = 5m, M j = sup
t∈(T,∞)
‖ηu‖Lr j , and noticing that η(T ) = 0, then by a direct
calculation, we conclude that
M
r j
j
≤ C3r5jMr j−4mj−1 .
By an iteration process, we see that
M j ≤C
1
r j
3
r
5
r j
j
M
1− 4m
r02
j
j−1 ≤ C
∑ j
k=1
1
r02
k
3
r
∑ j
k=1
5
r02
k
0
M
∏ j
k=1
(1− 4m
r02
k
)
0
≤ C4M
∏ j
k=1
r02
k−4m
r02
k
0
.
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Next, we show that S =
∏∞
k=1
r02
k−4m
r02k
> 0. Notice that ln 1
S
=
∑∞
k=1 ln(1 +
4m
r02k−4m ), clearly,
∑∞
k=1 ln(1 +
4m
r02k−4m ) converges, it implies that S > 0. Then
M j ≤ C4MS0 , for any j ≥ 1.
Letting j → ∞, we obtain
sup
t>T
‖ηu(x, t)‖L∞ ≤ C4 sup
t>T
‖ηu(x, t)‖S
L5m
,
and by lemma 4.6, this lemma is proved. 
Then Theorem 1.3 is a direct result of Lemma 4.4–Lemma 4.7.
5 Extend to the coupled chemotaxis-Stokes system
In this section, we extend the results to the chemotaxis-Stokes system (1.13). Similar to Section 3,
to study the existence of solutions to the system (1.13), we also consider the following approximate
problems

nεt + uε · ∇nε = ∆(εnε + nmε ) − χ∇ · (nε∇cε) − εn2ε, (x, t) ∈ Q, ,
cεt + uε · ∇cε − ∆cε = −cεnε, (x, t) ∈ Q,
uεt + ∇Pε = ∆uε + nε∇ϕε, (x, t) ∈ Q,
divuε = 0, (x, t) ∈ Q,
∂nε
∂n
∣∣∣∣∣
∂Ω
=
∂cε
∂n
∣∣∣∣∣
∂Ω
= 0, , uε|∂Ω = 0,
nε(x, 0) = nε0(x) ≥ 0, cε(x, 0) = cε0(x) ≥ 0, uε(x, 0) = uε0(x), x ∈ Ω,
(5.1)
where ϕε ∈ C1+α, α2 (Ω × [0,+∞)), nε0, cε0, uε0 ∈ C2+α(Ω) with ∂nε0∂n
∣∣∣
∂Ω
= 0, ∂cε0
∂n
∣∣∣
∂Ω
= 0, uε0|∂Ω = 0,
nε0 → n0, cε0 → c0, uε0 → u0,∇ϕε → ∇ϕ, uniformly,
‖nε0‖L∞ + ‖∇nmε0‖L2 + ‖cε0‖W2,∞ + ‖Auε0‖L2 + ‖uε0‖L∞ + ‖∇ϕε‖L∞
≤2(‖n0‖L∞ + ‖∇nm0 ‖L2 + ‖c0‖W2,∞ + ‖Au0‖L2 + ‖u0‖L∞ + ‖∇ϕ‖L∞).
where A is the Stokes operator, that is Aw := −P∆w, P : Lr(Ω) → Lrσ(Ω) is the Helmholtz projection
[5]. And A generates a bounded analytic semigroup {e−tA}t≥0 on Lrσ, and the solution u of (1.1) can be
expressed as
u = e−tAu0 +
∫ t
0
e−(t−s)AP(n(s)∇ϕ(s))ds. (5.2)
For more details of Stokes operator, we refer to [13]. According to the arguments in [27], each of
these problems is globally solvable in the classical sense. That is
Lemma 5.1 Assume that m > 1, then for any ε > 0, the problem (5.1) admits a unique classical
solution (nε, cε, uε, πε) with nε ≥ 0, cε ≥ 0 and nε, cε, uε, ∈ C2+α,1+ α2 (Ω × [0,+∞)), πε ∈ C1+α, α2 (Ω ×
[0,+∞)).
Completely similar to Lemma 3.2, it is easy to obtain the following lemma.
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Lemma 5.2 Let (nε, cε, uε, πε) be the classical solution of (5.1), then we have
sup
t∈(0,∞)
‖cε(·, t)‖L∞ ≤ C1, (5.3)
sup
t∈(0,∞)
∫
Ω
nεdx ≤ C2, (5.4)
where C1, C2 are independent of ε.
Similar to Lemma 3.3, we also have
Lemma 5.3 Let (nε, cε, uε, πε) be the classical solution of (5.1). Then we have
sup
t∈(0,+∞)
∫
Ω
( |∇cε|2
cε
+ nε ln nε + u
2
ε
)
dx + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
(
εn2ε ln(1 + nε) + ε
|∇nε|2
nε
)
dx
+ sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
(
cε|D2 ln cε|2dx + |∇n
m
2
ε |2 +
nε
cε
|∇cε|2 +
|∇cε|4
c3ε
+ n
m+ 2
3
ε + |∇uε|2
)
dx ≤ C, (5.5)
where C is independent of ε.
Proof. Similar to (3.7), we obtain
1
2
d
dt
∫
Ω
|∇cε|2
cε
dx +
∫
Ω
cε|D2 ln cε|2dx +
1
2
∫
Ω
nε
cε
|∇cε|2dx +
∫
Ω
∇nε∇cεdx
=
1
2
∫
∂Ω
1
cε
∂
∂n
|∇cε|2ds +
∫
Ω
uε · ∇cε
cε
∆cεdx −
1
2
∫
Ω
uε · ∇cε
|∇cε|2
c2ε
dx
=
1
2
∫
∂Ω
1
cε
∂
∂n
|∇cε|2ds −
∫
Ω
∇cε · ∇uε · ∇cε
cε
dx. (5.6)
Noticing that divuε = 0, then for nε, multiplying the first equation of (5.1) by 1 + ln nε, we get
d
dt
∫
Ω
nε ln nεdx + ε
∫
Ω
|∇nε|2
nε
dx +
4
m
∫
Ω
|∇n
m
2
ε |2dx + ε
∫
Ω
n2ε(1 + ln nε)dx = χ
∫
Ω
∇nε∇cεdx. (5.7)
Comparing with the proof of Lemma 3.3, we only need to deal with the last term of (5.6), and we
have
d
dt
∫
Ω
(
1
2
|∇cε|2
cε
+
1
χ
nε ln nε
)
dx +
1
2
∫
Ω
cε|D2 ln cε|2dx +
ε
χ
∫
Ω
|∇nε|2
nε
dx +
2
mχ
∫
Ω
|∇n
m
2
ε |2dx
+
ε
χ
∫
Ω
n2ε ln(1 + nε)dx +
1
2
∫
Ω
nε
cε
|∇cε|2dx
≤ −
∫
Ω
∇cε · ∇uε · ∇cε
cε
dx + C
≤ η
∫
Ω
|∇cε|4
c3ε
dx +Cη
∫
Ω
|∇uε|2dx + C (5.8)
for any sufficiently small η > 0, where Cη depends on η. By (2.6), then we further have
d
dt
∫
Ω
(
1
2
|∇cε|2
cε
+
1
χ
nε ln nε
)
dx +
1
4
∫
Ω
cε|D2 ln cε|2dx +
ε
χ
∫
Ω
|∇nε|2
nε
dx
+
2
mχ
∫
Ω
|∇n
m
2
ε |2dx +
ε
χ
∫
Ω
n2ε ln(1 + nε)dx +
∫
Ω
+
1
2
nε
cε
|∇cε|2dx
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≤ Cˆ
∫
Ω
|∇uε|2dx +C. (5.9)
Multiplying the third equation of (5.1) by uε, and integrating it over Ω, we obtain
1
2
d
dt
∫
Ω
u2εdx +
∫
Ω
|∇uε|2dx =
∫
Ω
nε∇ϕ · uεdx ≤ ‖∇ϕ‖L∞‖nε‖
L
6
5
‖uε‖L6
≤ C‖nε‖
L
6
5
‖∇uε‖L2
≤ 1
2
∫
Ω
|∇uε|2dx + C˜‖nε‖2
L
6
5
. (5.10)
By Gagliardo-Nirenberg interpolation inequality, we obtain
C˜‖nε‖2
L
6
5
= C˜‖n
m
2
ε ‖
4
m
L
12
5m
≤ C1‖∇n
m
2
ε ‖
2
3m−1
L2
‖n
m
2
ε ‖L 2m + C2‖nε‖
2
L1
≤ C3‖∇n
m
2
ε ‖
2
3m−1
L2
+C4,
substituting it into (5.10), we obtain
d
dt
∫
Ω
u2εdx +
∫
Ω
|∇uε|2dx ≤ 2C3‖∇n
m
2
ε ‖
2
3m−1
L2
+ 2C4. (5.11)
Combining (5.9) and (5.11), and noticing that 2
3m−1 < 2, then we obtain
d
dt
∫
Ω
(
1
2
|∇cε|2
cε
+
1
χ
nε ln nε + 2Cˆu
2
ε
)
dx +
1
4
∫
Ω
cε|D2 ln cε|2dx +
ε
χ
∫
Ω
|∇nε|2
nε
dx
+
2
mχ
∫
Ω
|∇n
m
2
ε |2dx +
ε
χ
∫
Ω
n2ε ln(1 + nε)dx +
∫
Ω
(
1
2
nε
cε
|∇cε|2 + Cˆ|∇uε|2
)
dx
≤ 4CˆC3‖∇n
m
2
ε ‖
2
3m−1
L2
+ C5
≤ 1
mχ
‖∇n
m
2
ε ‖2L2 +C6,
that is
d
dt
∫
Ω
(
1
2
|∇cε|2
cε
+
1
χ
nε ln nε + 2Cˆu
2
ε
)
dx +
1
4
∫
Ω
cε|D2 ln cε|2dx +
ε
χ
∫
Ω
|∇nε|2
nε
dx
+
1
mχ
∫
Ω
|∇n
m
2
ε |2dx +
ε
χ
∫
Ω
n2ε ln(1 + nε)dx +
∫
Ω
(
1
2
nε
cε
|∇cε|2 + Cˆ|∇uε|2
)
dx ≤ C. (5.12)
Recalling (3.10), and using Lemma 2.2, we obtain (5.5). 
Next, We also separate out the case m > 2. Similar to Lemma 3.4, we obtain
Lemma 5.4 Let (nε, cε, uε, πε) be the classical solution of (5.1). If m > 2, then we have
sup
t∈(0,+∞)
(‖nε(·, t)‖L∞ + ‖cε(·, t)‖W1,∞) ≤ C, (5.13)
and for any r > 0,
sup
t∈(0,+∞)
‖cε‖W2,1r Q1(t) ≤ Cr, (5.14)
where Cr depends on r, both C and Cr are independent of ε.
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Proof. Recalling (5.5), we see that
sup
t∈(0,in f ty)
∫ t+1
t
∫
Ω
n
m+ 23
ε dxds ≤ C. (5.15)
Multiplying the third equation of (5.1) by ∆uε, and integrating it over Ω, we obtain
1
2
d
dt
∫
Ω
|∇uε|2dx +
∫
Ω
|∆uε|2dx =
∫
Ω
nε∇ϕ · ∆uεdx ≤ ‖∇ϕ‖L∞‖nε‖L2‖∆uε‖L2
≤ C‖nε‖2L2 +
1
2
‖∆uε‖2L2 .
By Lemma 2.2, and using (5.15), and noticing that m > 2, then we obtain
sup
t∈(0,∞)
‖∇uε(·, t)‖2L2 + sup
t∈(0,∞)
∫ t+1
t
∫
Ω
|∆uε|2dxds ≤ C. (5.16)
Completely similar to (3.20), for any r > 0, we have
1
r + 1
d
dt
∫
Ω
nr+1ε dx +
rm
2
∫
Ω
nm+r−2ε |∇nε|2dx +
1
2
∫
Ω
nr+1ε dx
≤C
∫
Ω
|∆cε|r+3−mdx + C. (5.17)
By Lemma 2.2, we get
sup
t∈(0,+∞)
‖nε(·, t)‖r+1Lr+1 + sup
t∈(0,+∞)
∫ t+1
t
‖∇n
m+r
2
ε (·, s)‖2L2ds ≤ C sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
|∆cε|r+3−mdxds + C. (5.18)
By the second equation of (5.1), we see that
cεt − ∆cε + cε = −uε∇cε + cε − cεnε. (5.19)
By Lemma 2.3, and using (5.3), (5.16) and Gagliardo-Nirenberg interpolation inequality, we have
sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
|∆cε|3dxds ≤ C + C sup
t∈(0,+∞)
∫ t+1
t
(‖uε · ∇cε‖3L3 + ‖nε‖3L3)ds
≤ C +C sup
t∈(0,+∞)
∫ t+1
t
(‖uε‖3L6‖∇cε‖3L6 + ‖nε‖3L3)ds
≤ C + C˜ sup
t∈(0,+∞)
∫ t+1
t
(1 + ‖∆cε‖3/2L3 + ‖nε‖3L3)ds,
which implies that
sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
|∆cε|3dxds ≤ C1 +C2 sup
t∈(0,+∞)
∫ t+1
t
‖nε‖3L3ds. (5.20)
Substituting this inequality into (5.18) with r = m, then we obtain
sup
t∈(0,+∞)
‖nε(·, t)‖m+1Lm+1 + sup
t∈(0,+∞)
∫ t+1
t
‖∇nmε (·, s)‖2L2ds ≤ C sup
t∈(0,+∞)
∫ t+1
t
‖nε‖3L3ds +C. (5.21)
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Noticing that m > 2, it implies that
sup
t∈(0,+∞)
‖nε(·, t)‖m+1Lm+1 + sup
t∈(0,+∞)
∫ t+1
t
‖∇nmε (·, s)‖2L2ds ≤ C. (5.22)
By Duhamel’s principle, we see that the solution of (5.19) can be expressed as follows
cε(x, t) = e
−tet∆cε0 +
∫ t
0
e−(t−s)e(t−s)∆(−uε∇cε + cε − cεnε)ds,
where {et∆}t≥0 is the heat semigroup on the domain Ω under Neumann boundary condition, for more
properties of Neumann heat semigroup, please refer to [26]. Then by (5.3), (5.5), (5.16), (5.21), and
noticing that m > 2, we have
‖∇cε(·, t)‖L∞ ≤ e−t‖∇cε0‖L∞ +
∫ t
0
e−(t−s)(t − s)− 32 ( 1m+1 )− 12 ‖cεnε‖Lm+1ds
+
∫ t
0
e−(t−s)(t − s)− 32 ( 14 )− 12 (‖uε · ∇cε‖L4 + ‖cε‖L4) ds
≤e−t‖∇cε0‖L∞ +C1
∫ t
0
e−(t−s)(t − s)− 32 ( 1m+1 )− 12ds +
∫ t
0
e−(t−s)(t − s)− 78 (‖uε‖L6‖∇cε‖L12 + C) ds
≤e−t‖∇cε0‖L∞ +C1
∫ t
0
e−ss−
3
2
( 1
m+1
)− 1
2ds +
∫ t
0
e−(t−s)(t − s)− 78
(
C2‖∇uε‖L2‖∇cε‖
1
6
L2
‖∇cε‖
5
6
L∞ +C
)
ds
≤e−t‖∇cε0‖L∞ +C1
∫ ∞
0
e−ss−
3
2
( 1
m+1
)− 1
2ds + C3 sup
t∈(0,∞)
(
1 + ‖∇cε‖
5
6
L∞
) ∫ ∞
0
e−ss−
7
8ds
≤e−t‖∇cε0‖L∞ +C4
(
1 + sup
t∈(0,Tmax)
‖∇cε‖
5
6
L∞
)
,
which implies that
‖∇cε(·, t)‖L∞ ≤ C. (5.23)
Then by Moser iteration method, see for example [9], we obtain (5.13). 
Completely similar to (3.19), for any r > 0, we also have
1
r + 1
d
dt
∫
Ω
nr+1ε dx +
rm
2
∫
Ω
nm+r−2ε |∇nε|2dx +
∫
Ω
nr+1ε dx
≤C
∫
Ω
nr+2−mε |∇cε|2dx +C. (5.24)
Taking r = m − 1 in (5.24), and noticing that nε|∇cε|2 ≤ ‖cε‖L∞ nεcε |∇cε|2, then combining with (5.5)
yields
Lemma 5.5 Assume that m > 1. Let (nε, cε, uε, πε) be the classical solution of (5.1). Then we
have
sup
t∈(0,+∞)
‖nε‖Lm + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
n2m−3ε |∇nε|2dxds ≤ C, (5.25)
where C is independent of ε.
Similar to Lemma 3.6, we obtain
30
Lemma 5.6 Assume 1 < m ≤ 2. Let (nε, cε, uε, πε) be the classical solution of (5.1). If
sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
nαε |∇nε|2dxds ≤ C
with α ≥ 0, then for any r > 0,
sup
t∈(0,+∞)
‖nε(·, t)‖r+1Lr+1 + sup
t∈(0,+∞)
∫ t+1
t
‖∇n
m+r
2
ε (·, s)‖2L2ds ≤ Cr, (5.26)
where Cr depends on r, and which is independent of ε.
Proof. Similar to(3.23), by (5.5), we also have
sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
|∇nε|2dxds ≤ C. (5.27)
Applying ∇ to the second equation of (3.1), and multiplying the resulting equation by |∇vε|r−2∇vε for
any r > 2, and using Lemma 2.5 and the boundary trace embedding inequalities, see for example the
proof for (3.25), we obtain
1
r
d
dt
∫
Ω
|∇cε|rdx +
∫
Ω
|∇cε|r−2|∇2cε|2dx + (r − 2)
∫
Ω
|∇cε|r−2(∇|∇cε|)2dx +
∫
Ω
nε|∇cε|rdx
= −
∫
Ω
cε|∇cε|r−2∇cε∇nεdx +
∫
Ω
uε∇cεdiv(|∇cε|r−2∇cε)dx +
1
2
∫
∂Ω
∂(|∇cε|2)
∂n
|∇cε|r−2ds
≤ −
∫
Ω
cε|∇cε|r−2∇cε∇nεdx +
∫
Ω
|uε|2|∇cε|rdx +
1
2
∫
Ω
|∇cε|r−2|∇2cε|2dx
+
r − 2
4
∫
Ω
|∇cε|r−2(∇|∇cε|)2dx + κ
∫
∂Ω
|∇cε|rds
≤ −
∫
Ω
cε|∇cε|r−2∇cε∇nεdx +
∫
Ω
|uε|2|∇cε|rdx +
1
2
∫
Ω
|∇cε|r−2|∇2cε|2dx
+
r − 2
2
∫
Ω
|∇cε|r−2(∇|∇cε|)2dx + C,
that is
1
r
d
dt
∫
Ω
|∇cε|rdx +
1
2
∫
Ω
|∇cε|r−2|∇2cε|2dx +
r − 2
2
∫
Ω
|∇cε|r−2(∇|∇cε|)2dx +
∫
Ω
nε|∇cε|rdx
≤ −
∫
Ω
cε|∇cε|r−2∇cε∇nεdx +
∫
Ω
|uε|2|∇cε|rdx + C. (5.28)
Similar to (3.27), we have
‖∇cε‖r+2r+2 ≤ C
∫
Ω
|∇cε|r−2|∇2cε|2dx + C
∫
Ω
|∇cε|r−2(∇|∇cε|)2dx. (5.29)
By (5.4) and (5.27), we also have
sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
n2εdxds ≤ C. (5.30)
Multiplying the third equation of (5.1) by ∆uε, and integrating it over Ω, we obtain
1
2
d
dt
∫
Ω
|∇uε|2dx +
∫
Ω
|∆uε|2dx = −
∫
Ω
nε∇ϕε∆uεdx
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≤1
2
∫
Ω
|∆uε|2dx +C
∫
Ω
|nε|2dx,
which implies that
d
dt
∫
Ω
|∇uε|2dx +
∫
Ω
|∆uε|2dx +
∫
Ω
|∇uε|2dx ≤ C
∫
Ω
|nε|2dx +
∫
Ω
|∇uε|2dx.
Using Lemma 2.2, (5.5) and (5.30), we obtain
sup
t∈(0,+∞)
∫
Ω
|∇uε|2dx + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
|∆uε|2dxds ≤ C. (5.31)
Taking r = 4 in (5.28), we obtain
1
4
d
dt
∫
Ω
|∇cε|4dx +
1
2
∫
Ω
|∇cε|2|∇2cε|2dx +
∫
Ω
|∇cε|2(∇|∇cε|)2dx +
∫
Ω
nε|∇cε|4dx
≤ −
∫
Ω
cε|∇cε|2∇cε∇nεdx +
∫
Ω
|uε|2|∇cε|4dx +C
≤ η
∫
Ω
|∇cε|6dx +Cη
∫
Ω
(|∇nε|2 + |uε|6)dx + C
≤ η
∫
Ω
|∇cε|6dx +Cη
∫
Ω
|∇nε|2dx + C˜η‖∇uε‖6L2 + C,
Using (5.29) and (5.31), and taking η appropriately small, then we have
1
4
d
dt
∫
Ω
|∇cε|4dx +
1
4
∫
Ω
|∇cε|2|∇2cε|2dx +
1
4
∫
Ω
|∇cε|2(∇|∇cε|)2dx +
∫
Ω
nε|∇cε|4dx + σ
∫
Ω
|∇cε|6dx
≤ C
∫
Ω
|∇nε|2dx +C.
Using Lemma 2.2 and (5.27), then we obtain
sup
t∈(0,+∞)
∫
Ω
|∇cε|4dx ≤ C. (5.32)
By using this inequality, and completely similar to the proof of Lemma 3.6, we obtain (5.26). 
Lemma 5.7 Assume 1 < m ≤ 2. Let (nε, cε, uε, πε) be the classical solution of (5.1). If
sup
t∈(0,+∞)
∫
Ω
nAk(m−1)+1ε dx + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
nAk(m−1)+m−2ε |∇nε|2dxds ≤ C (5.33)
with Ak(m − 1) + m − 2 < 0, then there exists a constant C˜ independent of ε, such that
sup
t∈(0,+∞)
∫
Ω
nAk+1(m−1)+1ε dx + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
nAk+1(m−1)+m−2ε |∇nε|2dxds ≤ C˜ (5.34)
where Ak+1 =
2
3
(m − 1)A2
k
+ (8m
3
− 2)Ak + 2m − 13 .
Proof. Recalling (5.28), and noticing that 2 − m − Ak(m − 1) > 0, we see that
1
r
d
dt
∫
Ω
|∇cε|rdx +
1
2
∫
Ω
|∇cε|r−2|∇2cε|2dx +
r − 2
2
∫
Ω
|∇cε|r−2(∇|∇cε|)2dx +
∫
Ω
nε|∇cε|rdx
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≤ −
∫
Ω
cε|∇cε|r−2∇cε∇nεdx +
∫
Ω
|uε|2|∇cε|rdx + C
≤ −
∫
Ω
cε|∇cε|r−2∇cε∇nεdx + η
∫
Ω
|∇cε|r+2dx +Cη
∫
Ω
ur+2ε dx + C = I1 + I2 + I3 + C.
For I1, it is completely similar to the proof of Lemma 3.7; for I2, using (5.29), and taking η appropri-
ately small, then it can be controlled by the second and the third terms on the left side of the above
inequality. Thus, we only need to deal with I3. Therefore, taking r = 2+2(Ak +1)(m−1) in the above
inequality, we obtain
1
2 + 2(Ak + 1)(m − 1)
d
dt
∫
Ω
|∇cε|2+2(Ak+1)(m−1)dx +
1
2
∫
Ω
|∇cε|2(Ak+1)(m−1)|∇2cε|2dx
+
(Ak + 1)(m − 1)
2
∫
Ω
|∇cε|2(Ak+1)(m−1)(∇|∇cε|)2dx +
1
2
∫
Ω
nε|∇cε|2+2(Ak+1)(m−1)dx
≤ C
∫
Ω
nAk(m−1)+m−2ε |∇nε|2dx +C
∫
Ω
u4+2(Ak+1)(m−1)ε dx +C. (5.35)
For uε, by (5.25), then
‖uε(·, t)‖L3 ≤e−t‖uε0‖L3 +
∫ t
0
‖e−(t−s)AP(nε(s)∇ϕε(s))‖L3ds
≤e−t‖uε0‖L3 +
∫ t
0
e−λ(t−s)(t − s)− 32 ( 1m− 13 )‖nε(s)∇ϕε‖Lmds
≤e−t‖uε0‖L3 + sup
t∈(0,∞)
‖nε‖Lm‖∇ϕε‖L∞
∫ t
0
e−λ(t−s)(t − s)− 32 ( 1m− 13 )ds
≤C (5.36)
since that 3
2
( 1
m
− 1
3
) < 1. By (3.33), (5.33), we also have
sup
t∈(0,∞)
∫ t+1
t
∫
Ω
n
m+ 2
3
+
5
3
Ak(m−1)
ε dxds ≤ C. (5.37)
By the Lp,q theory of Stokes operator [4, 6], we also have
sup
t∈(0,∞)
∫ t+1
t
‖Auε‖m+
2
3
+
5
3
Ak(m−1)
L
m+ 2
3
+
5
3
Ak (m−1)
ds ≤ C. (5.38)
By Gagliardo-Nirenberg interpolation inequality, we have
‖uε‖3m+2+5Ak(m−1)
L3m+2+5Ak(m−1)
≤ C1‖uε‖2m+
4
3+
10Ak (m−1)
3
L3
‖Auε‖m+
2
3+
5
3Ak(m−1)
L
m+ 2
3
+
5
3
Ak (m−1)
+ C2‖uε‖3m+2+5Ak(m−1)L3 .
Combining with (5.36), (5.38), we obtain
sup
t∈(0,∞)
∫ t+1
t
‖uε‖3m+2+5Ak(m−1)
L3m+2+5Ak(m−1)
ds ≤ C. (5.39)
Recalling (5.35), combining with (5.29), (5.33), (5.39), and noticing that 3m + 2 + 5Ak(m − 1) >
4 + 2(Ak + 1)(m − 1), then using Lemma 2.2, we obtain
sup
t∈(0,∞)
∫
Ω
|∇cε|2+2(Ak+1)(m−1)dx + sup
t∈(0,∞)
∫ t+1
t
∫
Ω
|∇cε|2(Ak+1)(m−1)(|∇2cε|2 + (∇|∇cε|)2)dxds
33
+ sup
t∈(0,∞)
∫ t+1
t
∫
Ω
nε|∇cε|2+2(Ak+1)(m−1)dxds ≤ C. (5.40)
Recalling (5.24), then the following proof is completely similar to (3.32)-(3.34), and the proof is
complete. 
Lemma 5.8 Assume m > 11
4
−
√
3. Let (nε, cε, uε, πε) be the classical solution of (5.1). Then we
have
sup
t∈(0,+∞)
‖nε(·, t)‖r+1Lr+1 + sup
t∈(0,+∞)
∫ t+1
t
‖∇n
m+r
2
ε (·, s)‖2L2ds ≤ Cr, for any r > 0 (5.41)
sup
t∈(0,+∞)
‖uε(·, t)‖2H1 + sup
t∈(0,+∞)
∫ t+1
t
‖uε(·, s)‖2H2ds ≤ C. (5.42)
where Cr, C are independent of ε, Cr depends on r. Using the above two inequalities, we further have
sup
t∈(0,∞)
(‖uε(·, t)‖L∞ + ‖Aβu(·, t)‖L2) ≤ C, (5.43)
sup
t∈(0,∞)
(‖cε(·, t)‖W1,∞ + ‖nε(·, t)‖L∞) ≤ C, (5.44)
sup
t∈(0,+∞)
‖vε‖W2,1p Q1(t) ≤ C˜p, for any p > 1. (5.45)
where C, Cp are independent of ε, Cp depends on p.
Proof. By Lemma 3.8, we see that if m > 11
4
−
√
3, then Ak ր +∞ as k → ∞. Using Lemma
5.5-Lemma 5.7, (5.41) is arrived.
For uε, recalling Lemma 5.3 and the proof of (5.31), and (5.42) is readily obtained. Next, for any
β ∈ (3
4
, 1), we note that
‖Aβuε‖L2 ≤e−t‖Aβuε0‖L2 +
∫ t
0
‖Aβe−(t−s)AP(nε(s)∇ϕε(s))‖L2ds
≤e−t‖Aβuε0‖L2 +
∫ t
0
e−λ(t−s)(t − s)−β‖nε(s)∇ϕε‖L2ds
≤e−t‖Aβuε0‖L2 +
∫ t
0
e−λ(t−s)(t − s)−β‖nε‖L2‖∇ϕε‖L∞ds
≤C,
by embedding theorem, uε ∈ L∞(Ω × (0,∞)) since β > 34 , and (5.43) is proved.
For cε, we have
‖∇cε‖L∞ ≤e−t‖∇cε0‖L∞ +
∫ t
0
e−(t−s)
∥∥∥∥∇ (e(t−s)∆( − uε · ∇nε − cεnε)))
∥∥∥∥
L∞
ds
≤e−t‖∇cε0‖L∞ +
∫ t
0
e−(t−s)(t − s)− 12− 14 ‖−uε · ∇cε − cεnε‖L6 ds
≤e−t‖∇cε0‖L∞ +
∫ t
0
e−(t−s)(t − s)− 34 (‖uε‖L∞‖∇cε‖L6 + ‖cε‖L∞‖nε‖L6)ds
≤e−t‖∇cε0‖L∞ +
∫ t
0
e−(t−s)(t − s)− 34 (‖uε‖L∞‖∇cε‖
2
3
L∞‖∇cε‖
1
3
L∞ + ‖cε‖L∞‖nε‖L6)ds
≤e−t‖∇cε0‖L∞ +C(1 + sup
t∈(0,∞)
‖∇cε‖
2
3
L∞).
34
Combining with (5.3), we obtain
sup
t∈(0,∞)
‖cε(·, t)‖W1,∞ ≤ C.
Next, by a standard Moser iteration technique, we obtain (5.44). By Lemma 2.3, and (5.45) is readily
arrived. 
By (5.41)-(5.42), we see that uε · ∇cε is bounded uniformly, then completely similar to the proof
of Lemma 3.11. We also have
Lemma 5.9 Assume m > 11
4
−
√
3. Let (nε, cε, uε, πε) be the classical solution of (5.1). Then we
have
sup
t∈(0,+∞)
∫
Ω
|∇nmε |2dx + ε sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
∣∣∣∣∣∂nε∂t
∣∣∣∣∣
2
dxds + sup
t∈(0,+∞)
∫ t+1
t
∫
Ω
nm−1ε
∣∣∣∣∣∂nε∂t
∣∣∣∣∣
2
dxds ≤ C, (5.46)
where C is independent of ε.
Similar to the proof of Theorem 1.1, by Lemma 5.8-Lemma 5.9, letting ε → 0, and Theorem 1.4
is proved.
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