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18/18 and 9/18 connectivity probabilities. . . . . . . . . . . . . . . . . . . 192
LIST OF FIGURES
Figure 1 Reduced model neuron—electrical equivalent circuit. . . . . . . . . . . . . 17
Figure 2 Reduced model neuron—HCO synaptic connections implemented with the
FPGA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Figure 3 Silicon model neuron building-block architecture—a single voltage-dependent
conductance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Figure 4 Silicon model neuron implementation—photomicrograph of the array of
silicon model neurons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Figure 5 Silicon model neuron implementation—chip layout of 20 isolated neurons. 24
Figure 6 Silicon model neuron implementation—scanner calibration. . . . . . . . . 27
Figure 7 Silicon model neuron implementation—scanner timing diagrams for the
VDataIn and Vclk signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Figure 8 Silicon model neuron implementation—test setup. . . . . . . . . . . . . . 28
Figure 9 Comparative analysis—the silicon neuron as an analog computing device. 29
Figure 10 Heterogeneity circuit—mapping a uniform set of voltages (fx(x)) to obtain
a distribution of currents (fy(y)) that approximates a normal distribution. 31
Figure 11 Heterogeneity circuit—element j of the N -element CMOS array. . . . . . 33
Figure 12 Heterogeneity circuit—voltage divider. . . . . . . . . . . . . . . . . . . . . 33
Figure 13 Heterogeneity circuit—experimental and theoretical normalized standard
deviations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Figure 14 Heterogeneity circuit—the mapping function, y = g(x). . . . . . . . . . . 38
Figure 15 Heterogeneity circuit—system diagram. . . . . . . . . . . . . . . . . . . . 39
Figure 16 Heterogeneity circuit—system data. . . . . . . . . . . . . . . . . . . . . . 39
Figure 17 Comparison between the published equations and the silicon model neuron—
the role of the voltage-dependent time-constant slope factor. . . . . . . . 41
Figure 18 Comparison between the published equations and the silicon model neuron—
finding the best fit to the steady-state activation function as the exponent
was changed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Figure 19 Comparison between the published equations and the silicon model neuron—
the effect on the (normalized) time constant as θx and σx are varied. . . . 43
Figure 20 Comparison between the published equations and the silicon model neuron—
the transformation of the voltage-dependent time constants and the acti-
vation exponents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
xi
Figure 21 Comparison between the published equations and the silicon model neuron—
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Figure 75 FPGA primary Test 1—ḡNaP − ELeak space for the homogeneous configu-
ration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
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Figure 78 FPGA primary Test 2—ḡNaP − ELeak space for 40% intrinsic heterogeneity. 169
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Figure 84 FPGA primary Test 3—ḡLeak − ELeak space with 50% connectivity. . . . 177
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and 40% heterogeneity in ḡLeak. . . . . . . . . . . . . . . . . . . . . . . . 186
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SUMMARY
Engineers often view variability as undesirable and seek to minimize it, such as when they
employ transistor-matching techniques to improve circuit and system performance. Biol-
ogy, however, makes no discernible attempt to avoid this variability, which is particularly
evident in biological nervous systems whose neurons exhibit marked variability in their
cellular properties. In previous studies, this heterogeneity has been shown to have mixed
consequences on network rhythmicity, which is essential to locomotion and other oscillatory
neural behaviors. The systems that produce and control these stereotyped movements have
been optimized to be energy efficient and dependable, and one particularly well-studied
rhythmic network is the central pattern generator (CPG), which is capable of generating
a coordinated, rhythmic pattern of motor activity in the absence of phasic sensory input.
Because they are ubiquitous in biological preparations and reveal a variety of physiological
behaviors, these networks provide a platform for studying a critical set of biological control
paradigms and inspire research into engineered systems that exploit these underlying princi-
ples. We are directing our efforts toward the implementation of applicable technologies and
modeling to better understand the combination of these two concepts—the role of heteroge-
neity in rhythmic networks of neurons. The central engineering theme of our work is to use
digital and analog platforms to design and build Hodgkin–Huxley conductance-based neu-
ron models that will be used to implement a half-center oscillator (HCO) model of a CPG.
The primary scientific question that we will address is to what extent this heterogeneity
affects the rhythmicity of a network of neurons. To do so, we will first analyze the locations,
continuities, and sizes of bursting regions using single-neuron models and will then use an
FPGA model neuron to study parametric and topological heterogeneity in a fully-connected
36-neuron HCO. We found that heterogeneity can lead to more robust rhythmic networks
of neurons, but the type and quantity of heterogeneity and the population-level metric that




The neuroscience community is still confounded by neuromuscular disorders, including
spinal-cord injuries, while those that suffer from these afflictions continue to wait for cures.
Neuroscientists, however, have been aided by progress in two complementary goals—the
advancement of scientific understanding and the improvement of engineering technology.
These achievements have resulted in remarkable contributions in the study of cellular be-
havior, including the formulation over 50 years ago of the Hodgkin–Huxley (HH) model,
which ranks as one of the most significant conceptual breakthroughs in this field. Notwith-
standing this progress and motivated by elevated awareness and increased spending that has
been driven by people such as the late Christopher Reeve, scientists continue to search for
cures while they lack understanding of not only the pathology but also the healthy physiol-
ogy that underlie movement. To better understand and address the needs of motor-control
diseases, we are directing our efforts toward the implementation of tools—applicable tech-
nologies and modeling—that will allow us to study the critical pattern-generating networks
of neurons that produce and control rhythmic movements.
We want to make predictions about neurobiological systems in which the answers to
our scientific questions would be difficult, if not exceedingly difficult, to answer through
experimentation with the actual system because invasive human experiments are not pos-
sible and animal experiments are controversial, difficult, and expensive (in terms of time
and cost). As a result, theoretical mathematical models offer an effective platform to ex-
amine our questions of interest, and we will develop artificial physical systems with these
models to undertake our complementary scientific and engineering goals. In our work, our
real systems of interest involve stereotypical, open-loop, neural oscillators. In particular,
a central pattern generator (CPG) is a network of neurons that is capable of generating a
complex, coordinated, rhythmic pattern of motor activity in the absence of phasic sensory
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input [62] and reveals a variety of physiological behaviors [79]. To model the CPG, we will
use a half-center oscillator (HCO), which is typically represented as two systems of neurons
that reciprocally inhibit each other; these two systems were originally termed half-centers
[7]. We will introduce a variety of forms of heterogeneity (intrinsic, parametric, and topo-
logical) in a variety of neural implementations (digital and analog) and study the responses
to determine the extent that heterogeneity is functionally advantageous.
The central engineering theme of our work is to design and build a rhythmic, pattern-
generating system to study the role of heterogeneity in biological networks, and the primary
scientific question that we will address is to what extent this heterogeneity increases mea-
sures of output robustness in the network. To accomplish this goal, we will model a CPG
using a HCO formed from a population of heterogeneous neurons, which are pervasive in
biological systems [101] [39]. We will use a HCO because it is ubiquitous in biological
preparations, including the leech heartbeat generator [86] [87] and a subnetwork of the
stomatogastric pyloric rhythm in the lobster [83]. CPGs have been well examined in in-
vertebrates, and one of the best-studied CPGs is involved in lamprey swimming [62]. We
realize, however, that we must be careful with extending our findings to the human case
because an open question still remains as to whether CPGs exist in human spinal cords
[75]. We will model the neurons using the HH formalism [55], which represents a good
tradeoff between complexity and dynamical output. This conductance-based neuron model
ensures biologically realistic dynamics, an important characteristic because a consideration
of the physiological details of a real neural system is likely to lead to important clues to
its function [4]. To answer our primary scientific question, we will study small networks of
neurons, rather than more-controllable individual neurons, because the redundancy of the
population potentially leads to greater robustness across the network.
1.1 Background and Significance
To understand the role of heterogeneity in rhythmic networks of neurons, we must identify
the modeling, technological, design, and scientific topics that are relevant to our research
and how our research will complement the previous work in those areas. For example, with
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our engineering work, we must show the progress that we made with our neuromorphic and
field-programmable gate array (FPGA) designs compared to previous implementations. In
addition, we must specifically address how the science of our work (the study of heteroge-
neity) will help to address open questions in the literature.
1.1.1 Biological Control of Rhythmic Movements
CPGs, neural circuits that can generate periodic rhythmic bursting, are involved in sensory,
motor, and cognitive tasks in a wide variety of animals [79]. In 1911, Brown conceived of
the mechanism of the simplest emergent rhythm, an HCO that generated bursting behavior
in the mammalian spinal cord [7]. The HCO is a useful model to represent anti-phasic
bursting in neural systems because of its simplicity and symmetry. The output of a CPG
drives muscle movements, and relationships between this neural control and neuromuscular
behavior have been studied in simple model systems. For example, simple first-order models
have been useful for early studies of complex movements [49] [48] [34] [29] [11] [12].
Recent experimental and theoretical work has shown that oscillatory processes are im-
portant in memory formation [72], olfaction [68], and visual processing [42]. CPG circuits
are also involved in the generation of various rhythmic and stereotyped movements such
as walking, breathing, swimming, and chewing [79]. Behaviors that are controlled by CPG
circuits can also be characterized by their timing—some of these motor-control movements
are ongoing, such as the leech heartbeat generator [86] [87], and some can occur for short
or long periods of time, such as swimming in lampreys and fish [119] [131].
In more complex CPGs, the combined activity and interaction of neural populations
generate these rhythms. In addition, significant variability in the cellular properties of the
neurons that form a CPG may exist [101] [39], and recent studies have examined potential
functional roles for such neural heterogeneity. Using a model of the pre-Bötzinger complex
(PBC), the authors showed that the range of input parameters in which a heterogeneous
network produced synchronous rhythms was much larger for the network than for a single
neuron whose parameters were set to their mean values [9]. An open and interesting ques-
tion that we will explore is whether heterogeneity in a biological network increases system
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stability and controllability. To do so, we must first examine forms and consequences of
heterogeneity.
We must be able to define and quantify heterogeneity before we can study its influence
on a system. After an exhaustive literature search, we have concluded that its definition is
open to a wide interpretation. Table 1 summarizes some of the general quantitative uses
of the term and some of the uses specific to synchrony. Note that in the second section of
the table, only the last three references conclude that heterogeneity has a negative impact
on synchrony, and the first and last references appear to be in direct contradiction, while
using many of the same references (c.f., [67]).
Examples of the qualitative nature of heterogeneity are also apparent in the following
references with no quantitative justification: width and degree of heterogeneity [129]; mild,
weak, small, large, strong, and broad heterogeneity [13]; weak heterogeneity [63]; moderate
and small heterogeneity [120]. Some authors have used the term heterogeneity as the first
word of their article titles, but used the term sparingly in their text [133] [65] [117]. Other
authors used heterogeneity in their article title [58] or as an article keyword [98], but like the
other authors cited, they seemed to be using the term simply as a synonym for “different,”
“dissimilar,” “diverse,” “mixed,” or “varied” (and their variants). Authors have also used
such terms as “inhomogenous” (and its variants), “nonidentical,” “intrinsic disorder,” and
“parameter variation” to refer to heterogeneity. To avoid ambiguous descriptions, we always
quantified both the heterogeneity that we imposed on our system and the output changes
that occurred as a result of the applied heterogeneity.
1.1.2 Modeling Neural Systems
The reduced model neuron used in our work can yield new functional neurobiological rela-
tionships because of its classification as a realistic model [2], one that is based on the actual
anatomy and physiology of the nervous system and can thus be used as a tool to discover
unknown relationships between the structure and function of the nervous system [1] [3]. Al-
ternatively, a demonstration model provides support for a particular preexisting functional
point of view [1]. In fact, a well-conceived program of modeling can result in experimental
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Table 1: Sampling of heterogeneity references separated by type—general and synchronous.
First Author Ref Comment
General Heterogeneity Usages
Butera [9] refers to heterogeneity in intrinsic properties, synaptic conduc-
tances, and synaptic connectivity
Karbowski [63] defines heterogeneity as the differences in the intrinsic oscillator
frequencies
Chow [13] states that heterogeneity is in the intrinsic firing frequency of the
individual neurons
Tiesinga [112] includes heterogeneity in the applied current and claims that this
current heterogeneity represents a variation in intrinsic neuronal
properties
Miller [84] determines synaptic connection strengths from Gaussian distribu-
tions while referring to the resulting weights as heterogeneous tun-
ing curves of memory activity and then studies the stability to this
heterogeneity within a population of neurons
Laurent [69] describes neurons that showed heterogeneity in their outward cur-
rents; also describes heterogeneity in other contexts such as gender-
specific functional heterogeneity and heterogeneity in the action
potential firing properties
Valdés [116] differentiates between classical, heterogeneous, and fuzzy hetero-
geneous neurons (neural networks) in which the last two types of
neurons may accept a mixture of real, qualitative, and fuzzy quan-
tities, possibly with missing information, as opposed to classical
neurons where inputs are continuous real-valued quantities
Heterogeneity Usages Specific to Synchrony
Chow [13] claims that heterogeneity can greatly reduce synchrony in networks
of phase-coupled oscillators and that it’s well known
Tiesinga [112] claims that heterogeneity (and noise) lead to a reduction in syn-
chronization
Wang [120] expects intuitively that network synchrony cannot be globally
maintained if individual neurons display very different intrinsic os-
cillation frequencies
White [129] believes that increasing the heterogeneity reduces the size of the
synchronous region
Tsodyks [114] shows that for globally coupled oscillators with neuron-like pulse in-
teractions, inhomogeneity in the local frequency creates instability
in the phase-locked state
Butera [9] illustrates that intrinsic parameter heterogeneity makes rhythmic
bursting more robust
Grimm [44] indicates in the article title that a population of neurons contributes
to the robustness of a CPG against parameter variation
Wiesenfeld [130] states that populations of coupled nonlinear oscillators can sponta-
neously synchronize to a common frequency, despite differences in
their natural frequencies, and that it’s well known
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tests that identify basic cellular mechanisms of neuronal network function [10]. Conse-
quently, we expected the results from testing with the reduced model neuron to replicate
physiological data, direct new experimental efforts, and provide predictive capability.
The reduced model neuron used in our work was a single-compartment HH model.
We use the term reduced because it requires only a limited number of ionic channels and
parameters. This reduction provides a good balance between complexity and dynamical
output—that is, the membrane dynamics are represented faithfully with biologically rele-
vant dynamics. This nonlinear, multi-input model is minimized to that necessary to produce
bursting behaviors (i.e., has both slow and fast time constants to produce the underlying
oscillations and spiking, respectively) and has been extensively verified through experimen-
tal studies [8] [9] [18] [17]. This endogenous burster model also exhibits robust bursting
behaviors such that single-neuron data can be gathered easily.
Although the study of the elements of a computational system is an essential step
in understanding and controlling the system organization, the system complexity derives
from the multitude of ways in which a large collection of these components can interact
[81]. As a result, we maintained a proper balance between the work with a single neuron
(the component) and the work with a network of neurons (the system). Our work with
circuit- and system-level neural modeling was inspired in part by that of the neuromorphic
community.
1.1.3 Neuromorphic Architectures
The field of neuromorphic engineering was pioneered by Carver Mead in the 1980’s. It in-
volves the design and fabrication of hardware-based artificial neural systems, predominantly
using custom-designed analog circuits, that are inspired by circuit architectures found in bi-
ological nervous systems and that impose physical constraints, like those in their biological
counterparts. Neuromorphic analog very large-scale integrated (aVLSI) circuits [81] [73] are
typically used as the building blocks for modeling these neurophysiological systems, which
provide a platform for developing real-world, real-time, large-scale, hierarchical, parallel,
robust, and complex engineered systems. These systems are also used as neural modeling
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tools that give immediate feedback and intuition to the experimenter, thus allowing the
discovery of fundamental principles through the immediate correlation of parameter varia-
tion to observation of behavioral changes. The parallel and hierarchical design also allows
aVLSI chips to be scaled easily into large-scale systems.
A misconception in the field of electronics is that digital circuits are replacing analog
ones, but analog circuits have a variety of current applications, including cellular telephones,
fiberoptics, and video systems. Note that because rise times, delays, and settling times
are analog properties of nominally digital circuits, all circuits are analog, even if they
are used as digital building blocks. Because real systems are asynchronous and analog
in nature, asynchronous analog circuits (as opposed to digital circuits) are well suited for
interfacing to real systems. In addition, analog circuits use less power [100] and are also
much smaller. For example, consider the silicon area that is required for a digital multiplier
as opposed to an analog one or consider that an n-bit digital output requires n wires. Exact,
digital results are not necessarily required in the study of rhythmic pattern-generating
systems; instead, the focus can be on the qualitative aspects of behavior. These lightweight,
low-power, portable aVLSI chips also provide engineers and scientists with the ability to
power an autonomous robotic application because a tethered cable is not necessary, and
an implantable, neural-prosthetic design is possible because of the advantageous size and
power-consumption requirements.
Although the special-purpose neuromorphic aVLSI architectures have been applied pri-
marily to sensory-processing tasks such as those related to the retina [77] and cochlea [74],
this technology is equally well suited to the modeling of biological motor systems [91]. These
circuits have also been used for creating neurally inspired motor control systems including
rhythmic motor-pattern generation [92] [91] [108], oculomotor feedback [56] [20], higher-
level (cortical) processing [45], and muscular control [57]. aVLSI chips can also easily be
interfaced to mechanical actuators to create a system that is able to control external systems
or one that interacts with the environment such as a mobile robot [21].
To study neural dynamics, neuromorphic engineers have also designed silicon neurons
using aVLSI circuits. These aVLSI circuits have been used to implement neurons based on
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HH and other formalisms. These silicon model neurons have been inspired by the classical
design of Mahowald and Douglas [76] [24]. In later improvements to that design using
the HH formalism [55], one model used less circuitry and fewer parameters that improved
the spiking characteristics [95], and another model used a multi-chip, BiCMOS design [26].
Another model using the HH formalism was developed by Simoni [105] and is based on a
mathematical model of the leech heart interneuron [86]. This design represented further
improvements in the neural dynamics, circuit size, and interfacing capabilities and is the
basis for the silicon model neuron that was used in our work. In addition, this silicon-neuron
architecture is versatile because of its ability to implement a variety of conductance-based
neuron models, and in one of the first attempts to show the ability to scale the classical
silicon model neuron, we used it to implement a network of silicon model neurons. These
and many other examples illustrate the progress that has been inspired by the first silicon
neuron [76]. A great opportunity, however, still exists to demonstrate the applicability of
these architectures to a broad set of problems.
Analog VLSI circuits have also been used to implement other neural models in silicon.
An adaptive CPG in an aVLSI chip using integrate-and-fire (IF) neurons [35] [36] was used
to control a running robot leg by Lewis et al. [70]; in fact, Mead first described similar
neural functionality with the self-resetting neuron [81]. Selverston and Abarbanel used the
Hindmarsh-Rose (HR) model as the basis for building silicon model neurons that could
then be integrated into biological circuitry [103]. Patel et al. developed a silicon model
neuron using the Morris-Lecar (ML) model that simplified the neural dynamics to only
two state variables and was used to study slow oscillations [15] [90]. Linares et al. used
the FitzHugh-Nagumo (FHN) model to emulate a small biological system in silicon [71].
Finally, Farquhar designed a circuit whose basis is not a mathematical neural model but
rather uses the correlation between semiconductor and biological physics [31] [30].
Unlike a computer model, a network of one or one thousand silicon neurons operates in
the same time. Also, the micron-sized transistors etched in silicon that form the neuronal
circuits consume very little power and have potential usefulness in the field of autonomous
robots in which size, portability, and power are important. In addition to these macro-
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and micro-scalability issues, previous studies have shown that real-world silicon circuits
can stably reproduce many of the dynamical regimes that exist in a theoretical model;
for example, bifurcation analysis of a mathematical model led to accurate predictions of
oscillatory behavior observed experimentally with an aVLSI system [15].
Because the conductances, currents, and time constants of silicon model neurons are on
a biological scale (although the membrane voltage has to be scaled), hybrid neural-electronic
systems are possible in which real-world, real-time interfacing (implemented with bidirec-
tional communication) between the silicon model neurons and living neurons requires only
standard neurophysiological equipment [107]. Notwithstanding the importance of a physical
implementation using these neuromorphic architectures, we understand the limitations of
using custom aVLSI technology for building neural systems, such as: (1) Design decisions
must be well-defined prior to implementation and thus may lead to inflexible, task-specific
circuits. (2) Design cycles are long. (3) Model state variables are imprecise. Recognizing
these constraints, we are also pursuing other alternatives to neural modeling. For example,
we have used FPGAs to outperform computers in simulating relatively simple neural mod-
els [41]. Other results suggest that FPGAs could provide even larger performance gains
with more complex models and also increase the speed of automated parameter searches
[123] [110]. As a result, we are not working in isolation with our silicon neurons; instead,
we appreciate and utilize other neural modeling technologies, specifically FPGA neural
implementations, in our study of neurobiological systems.
1.1.4 FPGA Implementations of Neural Models
The FPGA is a digital semiconductor device used with custom applications that comprises
arrays of reconfigurable elements (e.g., binary logic gates, lookup tables), fixed-logic re-
sources (e.g., multipliers, multiplexors, memory modules), and interconnects. FPGAs1 are
poised to make a significant impact in the neural modeling community. These devices
combine the reconfigurable nature of general-purpose computers with the performance of
1Most of the material in this section was taken from a paper by Weinstein, Reid, and Lee that was
accepted by IEEE Transactions on Neural Systems and Rehabilitation Engineering [122].
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dedicated-hardware processing, allowing the realization of complex neural models with per-
formance exceeding computers by a factor of 10 to 100 [41] [124]. Due to the difficulty in
designing and implementing complex systems, FPGAs have traditionally been held within
the realm of dedicated hardware engineers using specification languages such as Verilog
or VHDL. A new generation of development environments based in Matlab-Simulink
and LabView (National Instruments, Austin, TX) have made FPGA development more
accessible, but significant domain knowledge is still required.
FPGAs have been previously shown to be a high-performance platform for neural-
modeling applications [41] [124] [78] [111]. Given this fact, our recent research has been
focused on addressing and reducing the development time. FPGA implementation is not
simply an enumeration of the model’s equations in a programming language. Instead, a
variety of transformations must be made to work within the confines of the FPGA archi-
tecture. These transformations include numerical-precision conversion, operation substitu-
tions, and resource-constrained expression folding. Although these architectural confines
can be overcome, they nonetheless frustrate and extend the design process and often intro-
duce errors throughout the design flow. For our work, we used a new process (described in
Section 2.3.8 and Section 2.3.9) that utilized auto-generated scripts and run-time interac-
tion tools to further enhance the use of FPGAs as neural-modeling platforms. This process
will be demonstrated via the construction of a fully interconnected population of PBC neu-
ron models, and this FPGA model neuron will be used to answer scientific questions related
to the impact of heterogeneity on conductance-based rhythmic populations of neurons.
To date, most of the published FPGA work with neurons has been in the area of neural
networks, although some biologically realistic work includes an implementation of an elec-
tronic cochlear filter [60] and a comparison of biological auditory perception neurons [82].
A neuron model implemented with an FPGA is less complex, more stable, more accurate,
and more flexible than one implemented in silicon. In addition, the design time required to
implement a network of fully connected neurons, the central theme of the work described in
this document, is reduced. For modeling purposes, the real-time nature of silicon is actually
a disadvantage for parameter space mappings, whereas the FPGA can run much faster than
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real time. In fact, a generalized, scalable FPGA-based architecture was shown to compute
faster than a general-purpose computer [41].
The implementation of a model, using conventional software modeling tools or an FPGA,
can be divided into a structural design phase and a parameter tuning phase. For mechanis-
tic models, the structural design phase consists of building components (e.g., ion channels,
synapses) that are then combined into a neural-membrane model [61] [54]. This process is
repeated, generating multiple neurons and synapses in a population model. Morphological
models are structurally grown by linking multiple adjacent membrane models via coupling
conductances [102] [118]. Once constructed, the resulting model must be tuned for the
desired outputs. Parameter sets can be found by automated search tools or by hand tun-
ing. Often, experimentation on the model requires frequent adjustment of parameter sets.
Structural changes, such as insertion or deletion of ionic currents, are less frequent.
First-generation FPGA implementations of neural models [41] were “handcrafted,” one-
of-a-kind designs that required weeks to months for each design iteration and hours for
parameter updates. This generation of models involved direct translation from a Simulink-
based continuous-time, variable-time step, floating-point precision model into a System
Generator (Xilinx, San Jose, CA) blockset-based discrete-time, fixed-time step, fixed-point
precision model. This process was enhanced through pipelining, a methodology by which
multiple models can be executed simultaneously utilizing the inherent delays of the system
[41]. This model was groundbreaking in that it first introduced FPGAs to mechanistic
neural modeling, but it required significant effort for design generation and iterations. This
approach, based directly off the Simulink model, however, was not optimal for hardware
generation; it utilized excessive resources for limited performance and offered little flexibility
once implemented. Furthermore, this generation limited the complexity of models that could
be implemented. Specifically, this design methodology lacked a clear paradigm for model
generation and required a new development cycle as the model changed.
Based on the lessons learned from the handcrafted designs, second-generation FPGA
implementations first formalized [124] then generalized [121] the design process. This “en-
gineered” approach made a clear distinction between the computational components (the
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data-path) and memory-based components (the states). In short, for each simulated time
step of the model, the data-path computed the next state of each differential equation,
the results of which were then stored back into memory (implemented as a shift register).
This distinction between the computational and memory components eliminated the need
for reworking the data-path (e.g., when changing the number of neurons). Furthermore,
the memory-based components were developed independently according to a set of rules
and heuristics. Rules for choosing operation latency (the number of cycles required for
computing a result per operation) and precision were suggested, easing the design process.
Structural modifications with the handcrafted approach required weeks to months com-
pared to days for the engineered approach. While the second-generation approach resulted
in significant time savings over the first-generation approach, further improvements were
desirable. Parameter adjustment effort remained somewhat constant, often taking hours for
a recompilation of the system. The third-generation approach to developing FPGA-based
neural models, the “assisted” approach (described in Section 2.3.8 and Section 2.3.9), of-
fered a number of advantages over the previous architectures, for both the construction
of the model and the interaction with the implemented model. This approach consisted
of design tools that offered the ability to make many structural changes within hours and
parameter adjustments on-the-fly.
1.2 Engineering and Scientific Aims
In our pursuit to study the role of heterogeneity in rhythmic networks of neurons, we
achieved a number of engineering and scientific goals. These included building models
using a variety of implementation platforms and introducing heterogeneity using both ana-
log circuits and FPGA programming. The science that we sought began with single-neuron
studies using these platforms and culminated with a fully-connected HCO FPGA implemen-
tation in which heterogeneity was completely controlled and was introduced in parametric
and topological forms.
We implemented a reduced model neuron using an analog technology and a digital
technology. In this design aim, we used custom silicon circuits to build an analog model
12
and an FPGA, ported from Matlab-Simulink (Mathworks, Cambridge, MA), to build a
digital model. We used an analog VLSI platform because of its applicability in such fields as
autonomous robotics and neural prosthetics that result from its lightweight, low-power, and
portable design and because it is naturally suited for these types of large-scale, hierarchical,
and real-world systems. A neuron model implemented with an FPGA, however, has more
flexibility, allowing a modeler to study a broader set of conditions. In addition, the FPGA is
less complex and more stable, and the design time required to implement a fully connected
HCO, the central theme of our work, was reduced with an FPGA implementation. As
a result, we believe that the FPGA model neuron allowed us to better understand how
synchrony is generated, maintained, and eliminated in rhythmic networks of neurons, and
because of this understanding, we were able to focus more on scientific questions and less
on engineering design issues.
We used single-neuron models to analyze the locations, continuities, and sizes of burst-
ing regions in addition to bursting characteristics such as period, duty cycle, and spike
frequency. Using the Matlab-Simulink model neuron and the silicon model neuron, we
used two disparate methods to examine the role of parameter variability on the locations
and continuities of bursting regions. We hypothesized that the bursting points found in
these multi-dimensional parameter spaces lie within a single contiguous bursting region.
We also analyzed the effects of heterogeneity in a network of isolated silicon model neurons
by studying the mappings between the input space (model parameters) and output space
(time- and voltage-based measures).
The ultimate goal of our work was to analyze the effects of heterogeneity in rhythmic
networks of neurons. To do so, we first used the FPGA to configure a homogeneous, fully
connected, symmetrical HCO. We extended our analysis of bursting regions by determining
how the sizes of these regions were changed by two population variables (network size
and coupling strength) in different regions of intrinsic parameter space. The results of
these studies were used as benchmarks for the analysis of the data that was obtained
with the heterogenous configurations. For these network configurations, we hypothesized
that the heterogeneity imposed on a rhythmic network of neurons would result in positive
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changes in measures of output robustness. Included in our hypothesis was a belief that,
for a given level of heterogeneity, regions in parameter space will exist in which individual
neurons will not burst endogenously, but because of population effects, will exhibit anti-
phasic bursting when connected in a HCO configuration. Using the FPGA to configure a
variety of these heterogeneous HCOs, such as ones with synaptic heterogeneity to study the
role of coupling (weak versus strong) and connections (sparse versus dense), we performed a
series of experiments to examine how network rhythmicity was influenced by heterogeneity.
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CHAPTER II
IMPLEMENTATION OF NEURON MODELS
The object of our research is to study the role of heterogeneity in systems that emulate
biological networks of neurons. Engineers often view variability as undesirable and seek
to minimize it, such as when they employ transistor-matching techniques to improve cir-
cuit and system performance. Biology, however, makes no discernible attempt to avoid
this variability, which is particularly evident in biological nervous systems whose neurons
exhibit marked variability in their cellular properties [101] [39]. This heterogeneity has
also been shown to have positive effects on biological circuits and systems by contributing
to the robustness in the network [64]. While maintaining a proper balance between sci-
ence and engineering, we developed this research through the design, experimentation, and
analysis discussed in this document. In this chapter, we discuss the implementation of the
conductance-based neuron model using both digital and analog platforms. In Chapter 3,
we will analyze the locations, continuities, and sizes of bursting regions using single-neuron
models using a computational model and a physical model. In Chapter 4, we will analyze
the roles of a variety of types of heterogeneity imposed on rhythmic networks of neurons and
will quantify the resulting changes to determine how heterogeneity affects the robustness of
the network.
2.1 Reduced Model Neuron
To begin our study of heterogeneity in biological networks of neurons, we first implemented a
reduced model neuron—an endogenous burster that is used in respiratory rhythm generation
in the PBC in mammals [8]. Although we are interested in motor pattern-generating systems
that are involved in locomotion, we chose this respiratory neuron because it is a simple
and generic conductance-based HH model that produces both spiking and bursting. In
addition, the reduction in the number of model parameters does not result in a corresponding
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degradation in the neural oscillatory dynamics. We used both analog/silicon technologies
and digital/computer technologies to implement this reduced model neuron for both single-
neuron and population studies. The following sections describe the mathematical equations
that were used to implement the model for both the neuron and the synaptic connections.
2.1.1 Neuron Model
A computational model of this reduced model neuron [8] is based on a single-compartment
HH formalism [55], and its dynamics are described completely by a set of autonomous




= −(ILeak + INaP + INa + IK + Isyn) + Iapp (1)
where Cmem is the whole cell capacitance (21 pF), Vmem is the membrane potential, and t
is time. The intrinsic currents include a passive leakage current (ILeak), a persistent Na+
current with slow inactivation (INaP), a fast Na+ current (INa), and a delayed-rectifier K+
current (IK). The subthreshold currents are ILeak and INaP, and the spiking currents are INa
and IK. The extrinsic currents comprise an externally applied current (Iapp) and the sum of
the synaptic currents (Isyn) from the other N neurons. Note that a calcium concentration
variable is not required for the generation of bursting behavior for this model, and this
endogenously bursting neuron does not require external stimulation.1 Figure 1 shows the
electrical equivalent circuit of the reduced model neuron.
Voltage-dependent activation and inactivation variables regulate the conductances of

















A sigmoidal, steady-state, voltage-dependent (in)activation function of x with a slope that
is inversely proportional to σx (also referred to as a slope voltage) and a half-(in)activation














g g g g GNaNaP K synLeak
Figure 1: Reduced model neuron—electrical equivalent circuit. The variable resistances
represent voltage-dependent conductances. Only one of the N synaptic currents is shown.
at Vmem = θx (also referred to as a half maximal voltage) is given by x∞. A bell-shaped
voltage-dependent time constant that has a maximal value τ̄x at Vmem = θx and a half-
width determined by σx is given by τx.
The intrinsic currents, Ii for i ∈ {Leak,NaP,Na,K}, are defined as
ILeak = ḡLeak · (Vmem − ELeak) (5)
INaP = ḡNaP ·m∞ · h · (Vmem − ENa) (6)
INa = ḡNa · q3∞ · (1− n) · (Vmem − ENa) (7)
IK = ḡK · n4 · (Vmem − EK) (8)
where ḡi is the maximal conductance and Ei is the reversal potential. Four gating variables
are required (h, n, m∞, q∞), and two of them (m∞, q∞) activate instantaneously. Note that
IK does not have an inactivation term, and the activation of IK and the inactivation of INa
use the same gating variable, n. Table 2 specifies the published, or canonical, parameters of
the reduced model neuron [8]. The following should be noted from the table: (1) The model
has a fast time constant (10 ms) and a slow time constant (10 s), which represent two state
variables (n and h, respectively). Vmem represents a third state variable2; (2) Activation
2A state variable is given by any d
dt
term and provides memory for the system.
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Table 2: Canonical reduced model neuron parameters separated by type—intrinsic currents
and gating variables.
Intrinsic Currents Gating Variables
i Ei (mV) ḡi (nS) x θx (mV) σx (mV) τ̄x (ms)
Leak -65 2.8 h -48 6 10,000
NaP n/a 2.8 n -29 -4 10
Na 50 28.0 m∞ -40 -6 n/a
K+ -85 11.2 q∞ -34 -5 n/a
(inactivation) is represented by σx < 0 (σx > 0); (3) The two instantaneous activation
time constants and the two activation exponents are not considered as model parameters.
2.1.2 Synaptic Connections
To implement a network of neurons, we must define the synaptic equations and the network





(ḡsyn(i, j) · s(i)) · (Vmem(j)− Esyn(j)) (9)
where ḡsyn(i, j) is the maximal synaptic conductance, s(i) is the synaptic gating variable,
and Esyn is the synaptic reversal potential. Canonical ḡsyn(i, j) values were not defined;
instead, a variety of values were used throughout testing with the FPGA model neuron. An
all-to-all connectivity scheme in the HCO was implemented—all ipsilateral neurons made
excitatory connections (Esyn(j) = 0 mV) and all contralateral neurons made inhibitory
connections (Esyn(j) = − 80 mV). The contralateral inhibitory connections provided
reciprocal inhibition in the network. Figure 2 shows the synaptic connections required for
a four-neuron HCO (N = 4). In general, each neuron in an N -neuron configuration will
make N synaptic connections and receive N synaptic connections, resulting in a total of
N2 connections in the network. Note that interneurons were not used.
The dynamics of a single synaptic gating variable from neuron i, s(i), are defined by





[1− (1 + kr) · s(i)]/τs Vmem(i) > θs (growth rate assumes s∞(i) = 1)









Half-Center Oscillator: Synaptic Connections
Figure 2: Reduced model neuron—HCO synaptic connections implemented with the
FPGA for a four-neuron HCO (N = 4). Each half of the HCO is given by a large lightly
shaded circle, and the four neurons are given by the large dark circles. The ipsilateral exci-
tatory connections are shown by the small bars, and the contralateral inhibitory connections
are shown by the small dark circles.
where kr = 1, τs = 5 ms, and θs = −10 mV are fixed for all synapses. These equations were
simplified from their original form by making the noted assumptions about s∞(i). Also
note that s(i) is a piecewise function of Vmem(i) and has N values.
These equations for the synaptic connections complete the mathematical description of
the reduced model neuron that was used throughout our research. The synaptic connections,
however, were only implemented with the digital design, not the analog design, which is the
topic of the next section.
2.2 Analog Implementation
Physical systems provide platforms for developing real-world and complex engineered sys-
tems. The systems that are inspired by neuromorphic engineering can be used as neural
modeling tools that give immediate feedback and intuition to the experimenter because of
their real-time nature, which also allows these systems to be interfaced to real systems. Our
physical system was implemented with a silicon model neuron, which used a building-block
architecture from MOSFET transistors. This latest implementation was motivated by the
classical design of Mahowald and Douglas [76] [24], and its architecture was well documented
by Simoni [106]. To study network heterogeneity with the silicon model neuron, we also
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designed a heterogeneity circuit [96] that will also be discussed in this section.
2.2.1 Architecture and Design Decisions
The high-level functional design of a single conductance is shown in Figure 3. This general
building-block architecture facilitates the implementation of a variety of conductance-based
neuron models, and we will demonstrate this architectural versatility in Section 3.2 in which
we discuss the implementation of three HH models. The steady-state (in)activation sigmoid
functions were implemented with differential pair circuits. A current mode [38] lowpass fil-
ter circuit [53] generated each (in)activation state variable that could implement a range
of time constants, from milliseconds to seconds, but this block was not required for the
instantaneous activation variables (m∞ and q∞). The output of a current-mode multi-
plier circuit, normalized by the maximal conductance, was used to bias the output VOTA
[19]. The ionic currents were summed at the neuron output node, Vmem, and this voltage
across the membrane capacitance, Cmem, represented the accumulation of charge on the
neural membrane. This current summation is proportional to the derivative of the neuronal
membrane potential with respect to time.
The original HH model [55] is more elaborate than the equations that we implemented
in silicon; for example, rate-constant equations are employed in the original model. To
optimize flexibility and decrease complexity, we made the following architectural design
decisions that resulted in approximations to the published reduced model neuron equations:
(1) The slopes of the activation and inactivation sigmoidal functions were not controlled
externally. Instead, we physically fixed the slopes to one of two constant values using source
degeneration (shallower slope) or not (steeper slope)—the IK block used source degeneration
and the INaP and INa blocks did not. (2) Activation and inactivation powers (e.g., q3∞ or n
4)
were not implemented, although a fixed approximate exponentiation term, equivalent to the
subthreshold transistor parameter κ, where κ < 1, was generated by the multiplier circuit.
From Eq. (3), an exponentiation term has the effect of changing the effective half-activation
voltage (i.e., θx → θ′x), the effective sigmoidal slope (i.e., σx → σ′x), and the shape of the













































Figure 3: Silicon model neuron building-block architecture—a single voltage-dependent
conductance. The ionic currents are given by Ii1, Ii2, and Ii3. Off-chip voltage biases will be
used to set the model parameters θx1, θx2, τ̄x1, τ̄x2, ḡi1, and Ei1. An intermediate voltage,
current, and gain are represented by ṽ, ĩ, and ã, respectively. The state variable x1 and its
steady-state value x1ss, where x1ss = x1∞, are currents (similarly for x2 and x2ss).
externally set to constant values and were not functions of the membrane potential. Using
controllable, but fixed, time constants is a special case of the HH formalism. (4) Strict
adherence to a building-block VLSI design precludes coupling between the ionic currents.
For example, the published reduced model neuron equations incorporate a reduction in the
number of state variables by coupling the IK activation term and the INa inactivation term,
but these state variables were uncoupled in the silicon model neuron (i.e., the (1−n) term in
Eq. (7) effectively became a new state variable, p). In addition, all of the reversal potentials
were independently controlled externally and were not coupled by ion type, and therefore,
ENa and ENaP were separate parameters. These approximations adversely affected the
performance of the silicon model neuron, and the negative roles of (2) and (3) will be
described in Section 2.2.5. This completes the descriptions of the critical design decisions
that we made, and the next section discusses the actual implementation.
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2.2.2 Implementation Details
To begin our study of an aVLSI network of heterogeneous neurons, we fabricated an array of
20 nominally identical silicon model neurons that follow the architecture and design decision
discussed in the previous section. Figure 4 shows a photomicrograph of the integrated
circuit that was manufactured through the MOSIS fabrication service. The circuit design
was completed on a Sun Microsystems SunBlade 1000 running the Solaris Unix operating
system using the Cadence suite of VLSI CAD tools. The chip was fabricated using a TSMC
0.35 µm process (feature size of 0.2 µm) and was placed in a 40-pin package. The chip was
implemented on a die with an area of 2000 µm × 2000 µm, which included the neuron array
and scanner (29% of the area), the pad frame (33%), and the pad frame interconnect area
and empty space (38%). This was the first time that we fabricated an array of HH neurons
on a single integrated circuit and the first time that we used the 3.3-V TSMC process for
our silicon model neurons.
The high-level chip layout is shown in Figure 5. Note that each neuron in the array is
isolated because we did not implement synapses with this version of the chip. Heterogeneity
circuits are also not included. The tiling scheme required a single off-chip voltage bias to
control each parameter across the array because we did not use a floating gate [23] [46]
to control each parameter in each neuron. Using the scanner, we were able to select and
take off chip the real-time output from only one neuron at a time. We had direct access
to one neural output (labeled Vmem(1) in the figure), which allowed us to characterize
the voltage-to-physiological relationships for each of the parameters of that neuron (e.g.,
chip voltage to physiological time constant, chip voltage to physiological conductance, and
chip voltage to physiological voltage). These characterizations were considered when we
set the parameters of the other neurons. To determine these relationships, we performed
a series of physiological voltage clamp experiments [52]. In fact, our ability to replicate
voltage-clamp data provided us with an indication of the accuracy of our silicon model
neuron. The extracted physiological values, however, were not known with the same level of
precision as the physiological units used with a digital implementation, and this uncertainty
caused another deviation between the silicon model neuron and the theoretical reduced
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Figure 4: Silicon model neuron implementation—photomicrograph of the array of silicon
model neurons.
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Figure 5: Silicon model neuron implementation—chip layout of 20 isolated neurons plus
scanner circuitry.
model neuron. In addition, the resulting voltage-to-physiological relationships are nonlinear
(i.e., a change in the voltage bias controlling a maximal conductance does not result in a
proportional conductance change).
Table 3 shows the 40 pin definitions of the silicon model neuron. The different functions
of the pins include parameter settings (21), voltage biases (5), scanner inputs/outputs (7), a
neuron output (1), and those that are not used (6). As explained previously (Section 2.2.1),
because of the building-block VLSI design, coupling between the ionic currents was not done.
As a result, the n state variable that is coupled in the published equations is de-coupled
here. Similarly, two ENa parameters are required for both INa and INaP. Only the output
of neuron 1 was taken off chip directly because 19 more pins were not available for the other
neuron outputs using standard MOSIS packaging. Instead, a scanner was used to take all
20 of the neuron outputs off chip. Because we had access to neuron 1, we referred to it
as the instrumented neuron because it was used to determine the voltage-to-physiological
mappings for each parameter. Note that none of the state variables were taken off chip.
The first step to use the scanner was to calibrate it to determine its voltage input/output
mappings. To do so, we set the scanner’s VsweepON pin to Vdd, swept an input voltage on the
Vsweep pin, and read the voltage output on the Vscan pin for a few different above-threshold
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Table 3: Silicon model neuron implementation—pin definitions.
Number Name Type Number Name Type
1 not used n/a 21 ḡNa parameter
2 not used n/a 22 θn(INa) parameter
3 not used n/a 23 σn(INa) parameter
4 not used n/a 24 τ̄n(INa) parameter
5 Vbias1 bias 25 Vdd bias
6 not used n/a 26 ENa(INa) parameter
7 Vτn scanner 27 θm parameter
8 Vτp scanner 28 σm parameter
9 Vsweep scanner 29 ḡNaP parameter
10 Vscan scanner 30 θh parameter
11 VsweepON scanner 31 σh parameter
12 τ̄n(IK) parameter 32 τ̄h parameter
13 ḡK parameter 33 ENa(INaP) parameter
14 σn(IK) parameter 34 ḡLeak parameter
15 Vgnd bias 35 Vdd bias
16 θn(IK) parameter 36 not used n/a
17 Vbias2 bias 37 ELeak parameter
18 EK parameter 38 Vmem (neuron 1) output
19 θq parameter 39 VDataIn scanner
20 σq parameter 40 Vclk scanner
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Vτn and Vτp biases, which control the scanning speed. The larger the current through these
bias transistors, the faster the response of the circuit, but the smaller its operating range.
Note that this calibration process only sent a voltage through an extra scanner circuit that
is located at the end of the scanner circuitry. Therefore, transistor mismatches between
this scanner block and the individual scanners for each neuron output created offsets in the
calibration data; although the offsets for each of these neuron outputs were not quantified,
we were confident that these offsets would not adversely affect the results. We set the Vτn
and Vτp biases by setting their currents approximately equal to each other by using the
relationships [115]




(Vτp − VTp)2 (12)
where VTn and VTp are the threshold voltages, which were obtained from the MOSIS website
for the particular fabrication run. Note that Vτp and VTp are relative to Vdd in these
equations. The factor of 1/3 in the equation for Ip is due to the difference in mobility
between n-channel and p-channel transistors. For a given Vτn, we solved for Vτp by assuming
that In ≈ Ip:
Vτp =
√
3(Vτn − VTn)2 + VTp. (13)
Figure 6 shows the results of the scanner calibration for a 3.3-V TSMC process. As expected,
the larger Vτn, the smaller the operating range. From these results, we decided to complete
our testing using Vτn = 0.9 V and Vτp = 1.94 V (the absolute value, not relative to Vdd).
The other scanner inputs, VDataIn and Vclk, were then used to read each neuron output; the
timing diagrams of these scanner inputs are shown in Figure 7.
2.2.3 Test Setup
Our test setup is shown in Figure 8. Parameter values of the silicon neuron were set in
software using Matlab and then converted to physical chip voltages using 16-bit, 11-V
range (−3 V to 8 V) digital-to-analog converters providing 168 µV of resolution per step
(built in-house). Matlab was also used to analyze the neuron output data and required
26

















Figure 6: Silicon model neuron implementation—scanner calibration. Vτn = 0.6, 0.9, 1.2,
and 1.5 V, and Vτp was set according to Eq. (13) for Vdd = 3.3 V, VTn = 0.55 V, and















Figure 7: Silicon model neuron implementation—scanner timing diagrams for the VDataIn


































Figure 8: Silicon model neuron implementation—test setup.
the data acquisition (DAQ) toolbox. To collect the data, Matlab was integrated with
a National Instruments PCI-6035E 16-bit data acquisition card in a Dell Dimension 4300
personal computer with a 1.6 GHz Pentium 4 processor and 1 GB of RAM running the
Windows 2000 Professional operating system. The conductance characterization tests were
performed with a Stanford Research Systems SR570 Low-Noise Current Pre-Amplifier (I-
to-V converter), and a Keithley 2400-C SourceMeter was used to do current-step tests.
A Fluke 196C portable oscilloscope, a National Instruments BNC-2110 shielded connector
block, and power supplies were also required.
The versatile silicon-neuron architecture fabricated on a single integrated-circuit chip
(Figure 9) can be viewed as a multi-purpose analog computing machine that accepts some
set of inputs (i.e., the HH-model parameters) to obtain a dynamic output (i.e., the neuronal
membrane potential, Vmem). In addition, software and hardware interfaces were used to





















Figure 9: Comparative analysis—the silicon neuron as an analog computing device.
the neural output.
2.2.4 Heterogeneity Circuit
To generate and maintain heterogeneity3 in our silicon model neuron, we built a heterogene-
ity circuit [96]—a subthreshold CMOS array whose spatial distribution of output currents
approximates a normal distribution [126], which has an independently controllable mean
and standard deviation. This Gaussian distribution results naturally from the transistor
physics of subthreshold CMOS equations and the symmetry imposed in the network. We
demonstrated the usefulness of the circuit array in a system-level example by using the
currents to drive integrate-and-fire silicon neurons in which the neuronal input current and
resulting interspike interval are inversely related. The circuit and silicon-neuron arrays were
fabricated on the same integrated-circuit chip using the MOSIS AMI 0.5 µm process, and
3Note that in this context, the term heterogeneity can be replaced by variability.
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testing yielded experimental results that matched well with theoretical analysis. By control-
ling and measuring the effects of the neurons due to the applied heterogeneity, we planned
to investigate how this heterogeneity affects the bursting ranges of each of the neurons. As
a result, this heterogeneity circuit was expected to be a building block that could be used
to analyze applied heterogeneity that could lead to controllable heterogeneous networks of
silicon model neurons.
Previous work has described the generation of arbitrary functions whose mathematical
basis is derived from the underlying transistor physics. For example, a CMOS current-mode
exponential-function circuit exploits the square-law characteristic of MOS transistors in the
saturation region to approximate a Taylor series expansion [25] [127]. An example from the
fuzzy-logic community includes a digitally programmable CMOS current-mode circuit that
generates a set of nonlinear functions derived from the transcharacteristic of an operational
transconductance amplifier (OTA) [99]. That nonlinear function generator [99] and our own
previous circuit [6] can generate Gaussian transfer functions, but our heterogeneity circuit
generates a normal distribution.
The goal of our work was to implement a subthreshold CMOS array that generated a
set of currents whose values approximated a Gaussian distribution; subthreshold CMOS
circuits [81] [73] have been employed in a wide variety of applications, including OTA
[28], winner-take-all [32], and log-domain filtering [104] circuits. The mean and standard
deviation of this Gaussian distribution were independently controllable.4 We accomplished
this goal by mapping a uniformly-distributed set of voltages, implemented with a resistive
voltage divider, on a circuit array that implemented a hyperbolic sine function. We will
show the mathematical relationships that are necessary to justify this mapping, which also
includes the formulation of the key result that the transistor physics of subthreshold CMOS
equations, coupled with the symmetry imposed in the network, produce a hyperbolic sine
function. We will conclude that section with an explanation of the circuit constraints and
provide our circuit and system experimental results.
4Although we use probabilistic terminology to discuss this circuit, it does not generate a random set of
current values, but rather a deterministic set based on the independently controllable mean and standard























Figure 10: Heterogeneity circuit—mapping a uniform set of voltages (fx(x)) to obtain
a distribution of currents (fy(y)) that approximates a normal distribution. x represents
voltages relative to the thermal voltage, and y represents currents. 2a is the range of
possible voltages.
Mathematical Justification of Mapping Function. The goal of our work was to develop
an integrated circuit that implements the mapping function y = g(x) and uses a uniform
distribution of voltages, fx(x), to obtain a distribution of currents, fy(y), that approximates
a Gaussian distribution as depicted in Figure 10. We obtained the probability density func-












To find a solution to Eq. (15), we used the following relationships:



















where Fy(y) and Fx(x) are the cumulative distribution functions for the Gaussian and
uniform distributions, respectively. To solve for y in Eq. (18), we used Eq. (16) to replace
Fy(y) with Fx(x) and used Eq. (17) in the relationship Fx(x) =
∫ x
−∞ fx(α)dα. As a result,
the implementation of a Gaussian distribution required the following mapping function:







The inverse error function is qualitatively matched to the function A sinh (Bx), which is
easier to implement in VLSI circuits. Using a least-squared-error minimization routine to
fit the hyperbolic sine function to the inverse error function, we obtained an 18 percent
maximum relative error (at the ends of the curves) and an eight percent mean relative error
(over the entire curves) between the two functions. See Appendix A for more mathematical
details of this circuit. The next section provides the formulation of the hyperbolic sine
function.
Circuit Implementation. The circuit shown in Figure 11 is a single element of the sub-
threshold CMOS array that implements the hyperbolic sine function, the mapping function
that is used to generate a Gaussian approximation. The circuit used Vmean to set the
mean and Vmax − Vmin to set the standard deviation of the output currents, iout(j) where
j ∈ {1, ..., N}, that comprise the Gaussian distribution. Vmean, Vmin, and Vmax were in-
dependently controllable external biases. An expanded view of the voltage divider that
sets the gate voltages, Vn(j) and Vp(j), is shown in Figure 12. The voltage divider used
nominally identical resistors, and the voltages represent a uniform symmetric distribution
such that Vn(j) = Vp(N − j + 1).
Hyperbolic Sine Formulation. The current in(j)− ip(j) in each of the N elements of the
array is defined as
in(j)− ip(j) = IoeκVn(j) − IoeκVp(j), (20)
where Io (pre-exponential subthreshold current) and κ (subthreshold gate-efficiency con-
stant) are the subthreshold process parameters, and all voltages are specified in terms of















M1: W/L = 3.6/4.5
M2: W/L = 15.0/4.5
(all in microns)
Figure 11: Heterogeneity circuit—element j of the N -element CMOS array that imple-
ments the hyperbolic sine function.
. . . VmaxVmin
.Vp(N)=Vn(1)
=Vn(2) Vp(N-1) =Vn(N) Vp(1). .
Figure 12: Heterogeneity circuit—the voltage divider that implements the uniform sym-
metric distribution of gate voltages.
between Vn(j) and Vp(j) by constructing them as
Vn(j) = V
′
mid + Vdiff(j) (21a)
Vp(j) = V
′
mid − Vdiff(j). (21b)



















V mid represents the theoretical mid-voltage of the voltage divider, V incr is the incremental
voltage difference between two adjacent nodes in the voltage divider, and V ′mid is the ad-
justed theoretical mid-voltage of the voltage divider.5 Note that the overbars with V mid,
5This adjustment is necessary because of the construction of the ends of the voltage divider: Vmin =
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V incr, and V
′
mid indicate constant values for these variables, which are introduced for nota-
tional convenience (i.e., they are not physical circuit voltages). In addition, Vdiff(j) = x
represents a zero-mean, uniform distribution of voltages that generates fx(x), shown in
Figure 10.
Substituting Eq. (21) into Eq. (20) yields the mapping function
in(j)− ip(j) = A sinh (Bx), (23)
where A = 2IoeκV
′
mid and B = κ. This hyperbolic sine function is a critical result because
its form approximates the Gaussian mapping function given in Eq. (19), and this result also
provides another example of how the exponential is a computational primitive [81].
Relationship between Circuit Quantities and Variance. We derived the following rela-
tionships from Eq. (23):
y = g(x) = A sinh (Bx) (24a)
g−1(y) = x = (1/B) sinh−1 (y/A). (24b)





(ex + e−x) (25a)
sinh−1 (x) = ln (x +
√
x2 + 1). (25b)
We substituted Eq. (24a) and Eq. (24b) in Eq. (14) where fx(x) is given in Eq. (17) to







We also chose to add a zero-mean, Gaussian distributed random variable z to account for
transistor mismatch [43], resulting in the stochastic mapping function
y = g̃(x,z) = A sinh (B ·x) + z · Imean, (27)
Vn(1) = Vp(N) but Vmax 6= Vn(N) = Vp(1).
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where x and z are statistically independent and Imean = IoeκVmean .
To obtain expressions for the mean (µy) and variance (σ2y) of the output currents, we
can use either probability distribution function, fx(x) or fy(y). For any continuous function










Using Eq. (27) in Eq. (28) to calculate the variance:
σ2y = E[y

















As expected, σy is an increasing function in a with σy → 0 as a → 0. Another meaningful
result is that σy is dependent on σz (the standard deviation of z) but not on µz (the mean
of z). In addition, µy = µz · Imean = 0, because we chose z to be zero mean.
Circuit Constraints. To ensure subthreshold operation, we maintained Vmean at some
margin below the threshold voltage (Vth ≈ 680 mV for the applicable process and fabri-
cation run), and by definition, Vmax ≥ Vmin. Also, ip(j) − in(j) ≤ imean to guarantee
iout(j) ≥ 0, which translates into the constraint Vmax ≤ Vmean.6 As a result, extreme
values of the output current were truncated, which made another contribution to the devi-
ation from a true Gaussian distribution. In addition, we required Vmax + 100 mV > Vmean
to produce a standard deviation that is significant relative to the mean.
Experimental Results. We obtained experimental data for a CMOS array (N = 40)
from a chip fabricated in a MOSIS AMI 0.5 µm process. We determined the mean extracted
6Note that the name of the bias voltage Vmax was given to indicate that it sets the maximum value of
the range, not that it is the maximum bias voltage.
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process parameter values to be κ = 0.60 and Io = 0.7 fA. To obtain these values, we swept
Vmean in the subthreshold region between 350 mV and 550 mV in 10-mV increments in each
of the 40 elements of the array and recorded the output currents. We then fit the sets of
data to exponentials of the form I = AeBVmean , where A = Io and B = κ/UT . We assumed
a thermal voltage, UT , of 25 mV. We averaged the resulting Io and κ values to obtain the
final extracted values.
Circuit Results. Figure 13 illustrates the experimental normalized standard deviation
(normalized to the mean current) for Vmean = 525 mV (“+” markers) and for Vmean =
625 mV (“×” markers). The two normalized sets of data are approximately equal, indicating
that the normalized standard deviations were independent of Vmean. A nonzero, persistent
normalized standard deviation is also evident for Vmax−Vmin < 100 mV, and it follows this
scaling formula:
σ1 = σ2 · eκ(V1−V2) (32)
where σ1 is the standard deviation for Vmean = V1 (similarly for σ2). In addition, the
theoretical curve for σz = 0 (solid line) shows a discrepancy with the experimental results
that is corrected by using a best-fit to σz in the theoretical curve (dashed line), which
yielded a result that matches well with the experimental results.
For our application, we required a wide Gaussian current distribution and were not
bounded by the locality of the individual biases (i.e., iout(j) < iout(j+1) for j ∈ {1, . . . , N−
1} was not a requirement). As a result, we made no effort to decrease the natural transistor
offsets, which prevent a narrow distribution, and we simply considered these random offsets
as an additive effect to our current distribution. Figure 14 shows the mapping function,
y = g(x), which was obtained by plotting the output currents as a function of position
along the array. After obtaining the natural offset data (K+), we subtracted it from the
experimental data (l) to obtain the compensated data (m). The compensated data is only
included to show the distribution for no offsets, but the experimental data was acceptable
for our application. Because these data are related by m = l − K+, their variances are
36
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Figure 13: Heterogeneity circuit—experimental and theoretical normalized standard de-
viations. The lower theoretical curve (solid line) uses σz = 0, and the upper theoretical
curve (dashed line) uses σz = 0.13. The “+” and “×” markers indicate the experimental






K+ − 2σlK+ . (33)
For the data shown in Figure 14, σ2l = 0.0408, σ
2
K+ = 0.0032 and σlK+ = 0.0054, resulting
in σ2m = 0.0332 (all values are in units of (nA)
2). Additionally, we show the theoretical
curve Eq. (23) that uses the calculated values A = 0.12 nA and B = 0.6 based on the
mean extracted process parameters, κ and Io. The variance of the theoretical curve was
0.0325 (nA)2, which is approximately equal to σ2m. Note that σ
2
K+ gives the bottom-end
limitation of the standard deviation, and σ2K+ = 0 implies perfect transistor matching. If we
were required to control a Gaussian distribution smaller than the natural offset distribution,
then we would need to reduce the transistor offsets.
System Results. To demonstrate the applicability of the CMOS array, we connected
each output current to an input of an integrate-and-fire neuron [35] [36], as depicted in
Figure 15. These neurons generated a voltage pulse each time the voltage across the ca-




















Figure 14: Heterogeneity circuit—the mapping function, y = g(x). The experimental
data (light) and compensated data (dark) is shown for Vmin = 400 mV, Vmax = 550 mV,
and Vmean = 550 mV. The solid curve is Eq. (23) using the theoretical values for A and B.
pulse. The magnitude of the input current determined the timing of the pulse, and Vcontrol,
an independently controllable external bias, set the width of the pulse.
We recorded the mean values of the reciprocals of the interspike intervals for each neu-
ron.7 Figure 16 shows experimental data in which these mean reciprocals were plotted as a
function of position along the subcircuit array. Similarly to our evaluation of the circuit-level
data shown in Figure 14, we compensated the output of each neuron (the integrate-and-fire
neuron circuits introduce additional mismatch in the circuit) by subtracting the differences
from the mean value of the data (with zero applied standard deviation). The A and B
parameters from the A sinhBx function were unrelated to the integrate-and-fire circuitry.
We plotted the true mapping function given in Eq. (19), using the known values for µy and
σy, alongside the compensated data.
Conclusion. The subthreshold CMOS array generated a set of currents whose values
approximated a Gaussian distribution. We verified the theoretical results with experimental
data obtained from the circuit implemented in a MOSIS AMI 0.5 µm process. As can be
7The reciprocals of the interspike intervals were linearly related to the set of Gaussian-distributed output


















Figure 15: Heterogeneity circuit—system diagram. The input current to neuron j of


























Figure 16: Heterogeneity circuit—system data. Experimental data (light) and compen-
sated data (dark) for Vmin = 300 mV, Vmax = 450 mV, and Vmean = 450 mV. The solid
curve is Eq. (19), the desired mapping, using the experimental values for µy and σy.
39
seen by the experimental data shown in Figure 14 and Figure 16 and because our intended
application for the CMOS array would not be affected, we made no effort to improve tran-
sistor matching or to add cascoding transistors, which would have reduced the differences
between the experimental and theoretical results for this prototype. Also, because VLSI
design is particularly applicable for scaling, our 40-element array could have been easily
expanded. We later found, however, that generating and controlling heterogeneity and set-
ting the synaptic connections using the HH-based silicon model neuron was too difficult to
obtain the biological results that we desired. As a result, we decided to switch to an FPGA
platform. The analysis and quantification of the differences between the analog and digital
implementations that were used to make our decision are given in the next section.
2.2.5 Analog Approximation Limitations
Although many differences exist between the canonical published equations and the ones
implemented in our silicon model neuron (Section 2.2.1), the two most important differences
were the following: (1) the published voltage-dependent time-constant equations were imple-
mented as constant values and (2) the exponents of the activation terms were implemented
with approximately unity exponents. We analyzed the role of these two differences using a
Matlab-Simulink model neuron.
First, recall Eq. (4), the voltage-dependent time-constant equation, which is repeated
below:




where σx is the slope factor. The function flattens as σx increases, and Figure 17 shows
this dependence. Only two time constants were required in the model: fast (milliseconds)
represented by the n state variable and slow (seconds) represented by the h state variable.
We modified Eq. (7) and Eq. (8) in the following way to parameterize the two non-unity
activation exponents:
INa = ḡNa · qa∞ · (1− n) · (Vmem − ENa) (35)
IK = ḡK · nb · (Vmem − EK) (36)
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Figure 17: Comparison between the published equations and the silicon model neuron—
the role of the voltage-dependent time-constant slope factor. The plots show the transfor-
mation of the voltage-dependent time-constant function as the effective slope increases (as
given by Eq. (34)) for σx = 4, θx = −30, and τ̄x = 10.
where a = 3 and b = 4 in the published equations.
We then transformed the exponents by using a constant-increment method in which a ∈
{1.0, 1.5, 2.0, 2.5, 3.0} and b ∈ {1.00, 1.75, 2.50, 3.25, 4.00}. As the exponents were changed,
new θx and σx values were found that minimized a least-squared-error difference between
m3 and the new function using ma for the different values of a (and similarly for n4, nb, and
b). This algorithmic method was used to preserve the same steady-state activation functions
as much as possible and to preclude any arbitrary changes in those model parameters. In
addition, we had control over the θx and σx parameters in the silicon model neuron so
these changes were realizable in our physical system. Figure 18 shows an example of this
fit. If a perfect fit could have been accomplished, then no differences would be seen as the
activation exponents changed; although small, a difference between the curves clearly exists
(Figure 18A), and this difference is more pronounced for activation values between 0.0 and
0.1 and is evident when a log scale is used with the y-axis (Figure 18B).
Another effect of the change in the exponentiation terms was a reduction in the time
constant because the changes to θx and σx also affected the time-constant equation given by
41
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Figure 18: Comparison between the published equations and the silicon model neuron—
finding the best fit to the steady-state activation function as the exponent was changed.
The published equation for this curve (solid line) uses θx = −29.0 mV, σx = −4.0 mV, and
b = 4. The least-squared-error curve fit (dashed line) for b = 1.0 results in θx = −22.0 mV
and σx = −3.05 mV. A. Linear y-axis. B. Log y-axis.
Eq. (4). Figure 19 shows the relationship between a sigmoid function with a unity exponent
and a non-unity exponent and a normalized voltage-dependent time constant function. In
this example, for b = 1 the activation value equals 0.5 at θx = −30 mV, but θx ≈ −23.3 mV
for b = 4. As a result, changes in the θx value will shift the voltage-dependent time-constant
equation. Consequently, the smaller the exponentiation term, the larger the effective time
constant.
Next, we considered the transformations of the time-constant functions, which required
more consideration than for that of the exponentiation terms. One idea was to vary τ̄x to
maintain a constant area under the time-constant curve as the exponentiation term changed.
























where the full range of the limits of integration (100 mV) was chosen to include virtually
the entire relevant Vmem space. This method, however, only resulted in bursting when the
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b = 1 b = 4
Figure 19: Comparison between the published equations and the silicon model neuron—
the effect on the (normalized) time constant as θx and σx are varied. The normalized
time-constant function (solid line) and two activation sigmoid functions (dashed lines) using
different exponentiation terms are shown.
published parameters were used, and we determined that the problem was related to the
fast time constant. As a result, we used this method for the slow time constant8, but we
used fixed fast time constants; again, this is consistent with our desire to use algorithmic,
non-arbitrary methods for changing the model parameters.
Figure 20 shows how the parameterization techniques that we used with the voltage-
dependent time-constant function and the activation exponents allowed us to evolve the pub-
lished equations into the equations that were implemented with the silicon model neuron,
resulting in a grid of 25 possibilities. The published (implemented) equations correspond
to the upper left (lower right) of the grid, and the top row (first column) correspond to the
published exponents (time-constant equations). The parameterizations of the time-constant
functions are given in Table 4, and the parameterizations of the activation-exponent func-
tions are given in Table 5. Note that we used a constant value of τ̄x = 7 ms for all but the
first column to obtain adequate bursting regions for the top row of the grid. The differences










s=1.0 s=1.5 s=2.5 s=5.0 s=10
Figure 20: Comparison between the published equations and the silicon model neuron—
the transformation of the voltage-dependent time constants and the activation exponents.
The upper left grid point represents the published model (full voltage-dependent time con-
stants, published exponents), and the lower right grid point represents the silicon model
neuron (flat voltage-dependent time constants, unity exponents). Figure 21 shows the burst
mappings in ḡNaP − ELeak space for each of the grid points.
Table 4: Comparison between the published equations and the silicon model neuron—the
transformation of the time-constant parameters. The first row corresponds to the published
values.
slow (h) fast (n)






between the sigmoidal plots given by the parameters in Table 5 and the canonical sigmoidal
plots are all similar to that shown in Figure 18.
Figure 21 shows the burst mapping diagrams as ELeak and ḡNaP were varied for the
cases that corresponded to the grid shown in Figure 20. As expected, as the exponentiation
terms were reduced from their published values (looking down each column) and as the
voltage-dependent time-constant function flattened (looking across each row), a smaller
percentage of the region resulted in bursting activity. For the case in which the exponents
were unity and the time constant was fixed (lower right case), all activity (not only bursting)
was virtually nonexistent. Bursting only occurred in the top three rows at the published
parameter values for ELeak (60 mV) and ḡNaP (2.8 nS).
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36% * 16% *  9% *  9% *  8% *
31% * 12% *  5% *  4% *  3% *
23% *  8% *  2% *  2% *  2% *
13% *  4% *  0% *  0% *  0% *
 1% *  0% *  0% *  0% *  0% *
Figure 21: Comparison between the published equations and the silicon model neuron—
burst mapping diagrams as ELeak and ḡNaP were varied for the cases that correspond to
the grid shown in Figure 20. The x-axis shows the range −65 < ELeak < −55 mV, and
the y-axis shows the range 2 < ḡNaP < 7 nS. ELeak = −60 mV and ḡNaP = 2.8 nS are the
published parameter values and are indicated by the *. The ELeak increment size is 0.5 mV,
and the ḡNaP increment size is 0.25 nS. The black region is bursting, the white region is
silent, and the grey region is neither bursting nor silent (e.g., tonic firing). The number in
the bottom left-hand corner of each diagram is the percent of the region that is bursting.
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Table 5: Comparison between the published equations and the silicon model neuron—the
transformation of the activation-exponent parameters. The first row corresponds to the
published values.
Na K
a θm σm b θn σn
3.0 −34.0 −5.00 4.00 −29.0 −4.00
2.5 −32.8 −4.88 3.25 −27.9 −3.91
2.0 −31.3 −4.71 2.50 −26.6 −3.78
1.5 −29.4 −4.44 1.75 −24.8 −3.55
1.0 −26.9 −3.97 1.00 −22.0 −3.05
Figure 22 shows episodes of time for the published values of ELeak = −60 mV and
ḡNaP = 2.8 nS as the exponents were transformed to unity values (first column of the
grid shown in Figure 20). As the exponents were reduced from their published values, the
period of the bursting also reduced. In the ranges of 1.5 < a < 2.0 and 1.75 < b < 2.5, the
bursting evolved into tonic firing, and the spike frequency of this tonic firing increased as
the exponents were further reduced.
Although the curve-fit difference appears to be small in Figure 18, the exponentia-
tion transformation resulted in a virtual complete loss of bursting for the unity exponents
(bottom row of the grid) even for the case in which the published voltage-dependent time-
constant functions were used (first column of the grid). As a result, the exponentiation
term clearly provided an extra degree of freedom in this nonlinear dynamical system with-
out which the differences from the published equations multiplied quickly; otherwise, the
authors of these and other HH equations would not have required the additional exponenti-
ation term if the θx and σx parameters were sufficient to model these steady-state activation
functions. Mathematically, the form of the differential equation changed as a result of the
use of exponents—using y = xn and solving for dy/dt gives a much different result than one
obtained from the simple first-order differential equation for dx/dt.
A comparison between the original steady-state activation function and its least-squared-
errors fit shows that the largest difference occurs for activation values between 0.0 and 0.1
(Figure 18B). Because the activation of INa, and thus the initiation of action potentials,








































































Figure 22: Comparison between the published equations and the silicon model neuron—
episodes of time as the exponents were transformed to unity values for ELeak = −60 mV
and ḡNaP = 2.8 nS (the first column from Figure 21). A. a = 3, b = 4. B. a = 2.5,
b = 3.25. C. a = 2.0, b = 2.5. D. a = 1.5, b = 1.75. E. a = 1, b = 1.
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activation function may preclude bursting activity for the neuron and consequently may
have provided another reason for the virtual loss of bursting as the exponents transformed
to unity values. As a result, a modified curve fit could also have been used to minimize
these differences for small activation values, but larger differences would have resulted in the
other sections of the steady-state activation curve. Finally, the sparse grey regions shown in
the upper left hand part of most of the burst mapping diagrams in Figure 21 are artifacts
of the increment sizes (0.5 mV for ELeak and 0.25 nS for ḡNaP); for smaller sized increments,
a thin continuous grey region would have been shown.
As a result of these findings, we decided that the silicon model neuron was not an
optimal platform to continue our study of heterogeneous networks. Instead, we believed
that the generation and control of heterogeneity in a network of neurons would be easier
and the results would be superior using an FPGA platform. The description of this FPGA
implementation is given in the next section.
2.3 Digital Implementation
The digital implementation of the reduced model neuron was constructed using an FPGA.
Because it allowed us to easily program and control network heterogeneity, this design
proved to be much more flexible than the silicon model neuron and gave us a platform in
which scientific results were more easily obtainable. In this section, we discuss the FPGA
model neuron implementation and issues such as the network architecture, FPGA resources,
and performance.
2.3.1 Implementation of the Matlab-Simulink Model Neuron
We constructed a digital version of the reduced model neuron using Matlab-Simulink that
did not differ from the published equations and that was used with our single-neuron studies.
We used the results from this Matlab-Simulink model neuron as our reference model. For
example, Table 6 shows the individual parameter ranges to maintain bursting when only
that single parameter is swept. Note that a random point in parameter space taken from
these ranges simultaneously would not likely result in bursting. The following are some
of the time-based bursting characteristics resulting from the canonical set of parameters:
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Table 6: Matlab-Simulink model neuron—parameter ranges to maintain bursting.
Parameter Minimum Canonical Maximum
Reversal Potentials (mV)
ELeak −60.5 −60.0 −56.9
ENa 10 50 1400
EK −115 −85 −65
Maximal Conductances (nS)
ḡLeak 1.80 2.80 2.90
ḡNaP 2.70 2.80 5.10
ḡNa 8.0 28 500
ḡK 6.5 11.2 24
Half Maximal Voltages (mV)
θh −48.8 −48.0 −41.8
θn −37.0 −29.0 −19.0
θm −43.0 −40.0 −39.7
θq −38.0 −34.0 −20.0
Slope Voltages (mV)
σh 4.0 6.0 7.0
σn −8.0 −4.0 −3.0
σm −7.5 −6.0 −5.9
σq −9.5 −5.0 −1.0
Time Constants (ms)
τh 1,500 10,000 22,000
τn 4.5 10 16
(1) Period: 6.85 sec. (2) Duty cycle: 9.4%. (3) Starting spike frequency: 59 Hz. (4) Ending
spike frequency: 18 Hz. (5) Average spike frequency: 39 Hz. (6) Spikes per burst: 26. The
bursting classification algorithm that was used to determine the bursting ranges shown in the
table is the same one that will be used throughout the analysis of the FPGA model neuron
and is described in the next section. A population study using the Matlab-Simulink
model neuron was not feasible because of slow performance; a 30-second simulation of a
tonically firing output required 30 seconds of real time for just a single neuron. As a result,
we switched to an FPGA platform to build a network of neurons.
2.3.2 Classification of Bursting
The bursting-classification algorithm that we used was a critical component in the analysis
of the data from the FPGA model neuron. It allowed us to maintain consistency with
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comparisons that we made between the homogeneous and heterogeneous configurations.
For example, we only considered simple bursting (a single repeatable cycle of relatively
constant period and duty cycle consisting of a bursting phase followed by a silent phase)
and not complex bursting (a single repeatable cycle consisting of multiple bursting and
silent phases with a variety of durations). We also required the bursting amplitudes to
be approximately constant. These considerations led to the following quantifiable bursting
measures:
• The number of spikes per burst was greater than 3.
• The standard deviation of the peak voltages was less than 4 mV.
• No bursting phase was four times as long as another bursting phase.
• The period was less than 10 seconds.
Although we used a consistent algorithm for classifying bursting, the algorithm itself com-
prised subjective rules that precluded other types of bursting that would otherwise meet a
qualitative definition. As a result, when showing two-dimensional bursting regions, we lim-
ited the increment size of the maximal conductances in these plots to either 0.5 nS, 1 nS, or
2 nS because additional information could not be ascertained from smaller increment sizes.
2.3.3 General Architecture of the FPGA Model Neuron
We ported the Matlab-Simulink model neuron to an FPGA using the Xilinx XtremeDSP
Development Kit-II, which allowed the FPGA logic blocks to be designed and compiled
within the Simulink environment.9 Figure 23 shows the architecture of the FPGA model
network that comprised N = 36 neurons. This network size resulted in a good tradeoff
between analytical simplicity, statistical significance, and implementation complexity. In
fact, one study found that at least 30 neurons were necessary to achieve dynamics that
scaled to larger populations, thus avoiding “small-number effects” [9]. In addition, with
9A large portion of the implementation details of the FPGA model neuron described in the following
sections is in a paper by Weinstein, Reid, and Lee that was accepted by IEEE Transactions on Neural
Systems and Rehabilitation Engineering [122].
50
.. . .
... ...Neuron (1) Neuron (2) Neuron (N)

















..... .... ... ...
Figure 23: FPGA model neuron—the single FPGA architecture using N neurons to create
a HCO. All neurons are connected to each other, but a synaptic weight can be programmed
to zero to “break” a connection.
computer simulations, symmetrical effects from the architecture play a role when you have
less than that number of neurons.
Because of controllable maximal conductances (including synaptic weights), only one
FPGA architecture was required to be implemented, and this flexible design resulted in
the maximum number of possible neural connectivity configurations for a given number of
neurons—an all-to-all connectivity scheme was implemented resulting in N2 connections
(Figure 2). Other possible connectivity schemes that we considered included a mesh (one
half of the HCO would be on top and the other half would be on the bottom), a hypercube,
and a small-world network. Note that the N synaptic weights that corresponded to the
connections from and to the same neuron were always set to 0 nS. Because N2 >> N ,
the number of connections in our network was a much more important factor than the
number of neurons. The synaptic weights were independent of the spiking frequency and
were not implemented with distant-dependent delays (i.e., long-distance connections were
not applicable).


























Figure 24: FPGA model network—state-driven, pipelined architecture. The three darkly
shaded blocks comprise the auto-generated components—the parameter subsystem, the
state subsystem, and the analog output selector. The lightly shaded blocks indicate those
systems that are manually generated. The dark feedback line indicates state information
propagating back into the data-path.
[121] [122] (Figure 24). Although only one model is shown in the figure, N models are
simultaneously simulated through the pipeline. For each of the four state variables (Vmem,
h, n, s), N pipelined calculations were performed every ts seconds, where ts = 10 µs is
the (approximate) integration time step.10 The minimum possible N for the network was
determined by the latency of the longest algebraic pathway in the pipeline. Figure 25 shows
the implementation of the h state variable, where h is defined from Eq. (2), Eq. (3), and
Eq. (4). For this example, the longest latency in the pipeline is 15, the algebraic sum of
the delays for Vmem. The synchronization of these signals throughout the system is critical.
Note that only one address needs to be calculated for the two lookup tables, which are
required for the nonlinear calculations for h∞ (shown as hss in the figure) and ∆T/τh
(shown as dtth in the figure).
The hierarchical synaptic network that implements Eq. (9) is shown in Figure 26. For
clarity, the figure is only shown for N = 8, but the synaptic network is easily scalable.
Each ḡsyn parameter contains N values; for example, the second element of ḡsyn(1) is the
10A requirement of the system is that ts/N must be a rational number; therefore, for N = 36, ts was set































Figure 25: FPGA model neuron—state-driven implementation of the h state variable. The
lightly shaded blocks represent the mathematical operations (addition, subtraction, multi-
plication, and lookup tables), and the pipeline delays are shown in these blocks. The two
medium-shaded blocks represent the pipelined state variables, Vmem and h. The one darkly-
shaded block represents the state-holding register. The numbers in parenthesis represent
the pipeline delay of the signal.
weight of the synapse from Neuron 1 to Neuron 2. Two Esyn parameters are required—
one implements inhibitory connections and one implements excitatory connections. For an
eight-neuron HCO (N = 8), Neurons 1 − 4 would represent one half of the HCO, and
Neurons 5 − 8 would represent the other half. One of the N Registers is updated every
cycle with a new value of the s state variable and is held constant for N cycles; the counter,
relational, register, and constant blocks implement this scheme to update the state variable
on the proper line. Note that an encoder block is effectively created from the constant and
relational blocks in the dashed region.
2.3.4 FPGA Resources, Signal Precisions, and Quantization Errors
We implemented the FPGA model neuron using the software and hardware listed in Table 7.
The maximum and utilized FPGA resources are shown in Table 8 for the N = 36 im-
plementation. Note that each slice comprises two flip flops and two lookup tables. The
important factors driving the resource utilization were the required precisions of the state
variables and the number of neurons, N . Table 9 shows the precisions of both the state vari-
ables and the parameters. The minimum precisions of the intrinsic state variables (Vmem,
h, and n) were determined from their smallest changes (∆Vmem, ∆h, and ∆n) in the Mat-
lab-Simulink model neuron for a simulation step size of 10−5 s. Because we found that
41 − 43 bits were required for each of these state variables, we decided to increase all of



















































































































































































Figure 26: FPGA model neuron—synaptic network for N = 8. The lightly shaded
blocks represent the mathematical and data operations (addition, subtraction, multiplica-
tion, counter, relational, register, and constant), and the pipeline delays are shown in these
blocks. The three medium-shaded blocks represent the pipelined state variables, Vmem and
s. The medium-shaded ovals represent the pipelined variables, ḡsyn and Esyn. The numbers
in parentheses indicate the pipeline delays of the signals.
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Table 7: FPGA model neuron—system specification.
Company Product
Xilinx (Longmont, CO) FPGA (Virtex-IV)
Xtreme DSP Development Kit IV
ISE, System Generator 7.1
Nallatech (Glasgow, UK) BenONE, BenADDA, DIME-II
FUSE 210
The MathWorks (Natick, MA) Matlab 7.0.4
Simulink 6.2
Table 8: FPGA model neuron—maximum and utilized allowable resources.
Resource Maximum Utilized
Slices 15360 15358 (99%)
Flip Flops 30720 21632 (70%)
Lookup Tables 30720 22890 (74%)
Embedded Multipliers/DSP48s 192 127 (66%)
Block RAMs/FIFO 16s 192 179 (93%)
a given level of resources. For example, the number of embedded multipliers used in a
multiplication operation is given by the following:





where dce gives the smallest integer not less than c (i.e., the ceiling function). For example,
if bitsinput1 = 13 and bitsinput2 = 28, then two embedded multipliers would be required,
which is the same number that would be required for bitsinput1 = 17 and bitsinput2 = 34,
which gives more accuracy. Note that this is not a completely free result—although no
additional multipliers would be used in this example, the number of adders used to sum the
partial products would increase because of the additional bits and the performance would
also be slightly affected.
The precision of the synaptic state variables (s) was determined after considering a
number of factors such as Eq. (38), quantization error, the target size of the network, the
number of FPGA multiplier resources, and the System Generator place-and-route program.
N multiplier blocks were required for a network size of N to calculate the N products of
ḡsyn and s. Because the precision of ḡsyn was less than 17 bits, the precision of s would
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Table 9: FPGA model neuron—state-variable and parameter precisions. The initial con-
ditions of the state variables are shown in parentheses and could not be changed program-
matically.
Qty Type Total Bits Frac Bits Min Max Resolution
State Variables
Vmem (−55 mV) N signed 51 43 −128 +128 ≈ 10−13
h (0.5) N unsigned 51 51 0.0 1.0 ≈ 4× 10−16
n (0.5) N unsigned 51 51 0.0 1.0 ≈ 4× 10−16
s (0.1) N unsigned 34 34 0.0 1.0 ≈ 4× 10−16
Parameters
ELeak (−60 mV) N signed 16 8 −128 +128 ≈ 4× 10−3
ḡLeak (2.8 nS) N unsigned 16 9 0 128 ≈ 2× 10−3
ḡNaP (2.8 nS) N unsigned 16 9 0 128 ≈ 2× 10−3
ḡNa (28 nS) N unsigned 16 9 0 128 ≈ 2× 10−3
ḡK (11.2 nS) N unsigned 16 9 0 128 ≈ 2× 10−3
ḡsyn (0 nS) N2 unsigned 15 9 0 64 ≈ 2× 10−3
determine whether one, two, or three FPGA multiplier resources were required for each
of the N multiplication operations. For example, for 51-bit precision for s, N × 3 FPGA
multipliers would be required. Because we designed for N = 40, 120 multipliers would be
required for these synaptic multiplications, resulting in a total of 167 FPGA multipliers
in the design, 25 multipliers below the maximum. The design, however, failed to compile
because of a combination of resource utilization and the System Generator place-and-route
program. As a result, we limited the precision of s to 34 bits, resulting in a reduction of
40 multipliers. Because the calculation of s did not require a lookup table for a nonlinear
calculation, it was much simpler than the calculations of the other three state variables. As
a result, we felt that the smaller precision of s would not adversely affect the calculations
from quantization error.
Six nonlinear calculations from the intrinsic model required lookup tables11—four sig-
moidal functions for the steady-state activation and inactivation values (m∞, h∞, q∞, and
n∞) and two hyperbolic cosine functions for the time constant values (τh and τn). The
11Note that these lookup tables, with specific precisions and table sizes that match inputs to outputs,
have a different meaning from the Lookup Tables that are included in the FPGA resources in Table 8.
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number of block RAMs used by one lookup table is given by the following:
number of block RAMs = dbitsoutput
18
e × 2address lines−10. (39)
As a good tradeoff between quantization error and resource usage, we implemented these
tables with 214 entries (14 address lines) and used 18-bit precision with each output. There-
fore, we used 24 block RAMs for each of the six Lookup Tables for a total of 96 block RAMs.
In addition, some of the intrinsic model variables were designated as parameters within the
FPGA (e.g., ELeak, ḡLeak, ḡNaP, ḡNa, and ḡK), requiring a single block RAM for each, and
the N2 maximal synaptic conductances (ḡsyn(i, j)) required N block RAMs. Finally, each
Vmem output was sent to a first-in, first-out (FIFO) block, which required an additional N
block RAMs.








(for the hyperbolic cosine functions) (40b)
where Eq. (40a) is the argument of the exponential function in Eq. (3) and Eq. (40b) is the
argument of the hyperbolic cosine function in Eq. (4). The range of Vmem for all Lookup
Tables was defined between −70 mV (address 0) and +30 mV (address 214 − 1). The
address, as a linear function of Vmem, is given by the following:
address = (214 − 1)(Vmem
100
+ 0.7) + 0.5. (41)
The additional offset of 0.5 was required because the quantization flag of the adder was
set to truncate, and the overflow flag was set to saturate. Note that only one address
calculation was necessary because all of the six Lookup Tables required the same address,
which saved resources.
Table 10 shows the first and last elements of the arrays of inputs required for each of
the Lookup Tables, and the magnitudes of the step sizes of each of the arrays are given by:














Table 11: FPGA model neuron—mean quantization errors for different lookup table sizes.






In addition, to increase the accuracy of the Lookup Tables for τh, the output was first
multiplied by 211, to place the maximum value of the table in the 0.5 to 1.0 range, and later
an 11-bit shift operation was used to adjust the result back to the correct value.
We also used Matlab to analyze the quantization error for different sizes of the LUTs.
We randomly picked 105 values of Vmem for −70 ≤ Vmem ≤ + 30 mV and compared the
actual value of the sigmoidal or hyperbolic cosine function to the quantized FPGA value
and recorded the mean errors for each of the LUTs in Table 11. As expected, a doubling
of the size of the lookup table roughly corresponded to a fifty percent decrease in the mean
quantization error in the table. This analysis led us to the 0.5 additive offset factor that
is used in Eq. (41) after we compared the results from testing three different values in 0.5
increments (0.0, 0.5, and 1.0).
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Figure 27: Comparison between the Matlab-Simulink model neuron and the FPGA
model neuron—single-neuron bursting using the canonical parameter values. A. 30-second
simulation. B. One bursting phase from A.
2.3.5 Comparison between the Matlab-Simulink Model Neuron and the FPGA
Model Neuron: A Further Examination of the Quantization Error
To validate the FPGA model neuron, we performed a comparison between the Simulink
and FPGA versions of the model for an isolated neuron. We compared the fixed-point single-
neuron bursting characteristics of the FPGA model neuron to its floating-point Simulink
counterpart for sweeps of ḡNaP, ḡLeak, and ELeak using the bursting classification algo-
rithm described in Section 2.3.2. Figure 27A shows a 30-second simulation of the Matlab-
Simulink model neuron using the canonical parameters, and Figure 27B shows a close up of
one of the bursting phases. The Simulink simulation was configured with a variable-step,
ode23s (stiff/Mod. Rosenbrock) solver with a relative tolerance of 10−6.
Figure 28 and Figure 31 show how the bursting characteristics vary between the two
versions of the model for the sweeps of the three intrinsic parameters. For these figures, we
used increment sizes of ḡNaP = 0.1 nS, ḡLeak = 0.1 nS, and ELeak = 0.2 mV. Figure 28 shows
the periods (upper data) and the spiking times (lower data). Note that the silent times and
duty cycles can be found implicitly from this data. The spiking time is approximately con-
stant for all three sweeps, but a clear correlation between period (and thus duty cycle) and
the three intrinsic parameters can be seen. The canonical values of the intrinsic parameters
also clearly exist toward the edges of the bursting ranges. Compared to bursting ranges for
the Simulink model neuron, the FPGA model neuron did not burst for the full range of
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Table 12: Comparison between the Matlab-Simulink model neuron and the FPGA
model neuron—bursting ranges for three intrinsic parameters.
Parameter Increment Matlab-Simulink Model Neuron FPGA Model Neuron
ḡNaP 0.1 nS 2.7− 5.1 nS 2.8− 4.9 nS
ḡLeak 0.1 nS 1.8− 2.9 nS 1.8− 2.9 nS
ELeak 0.2 mV −60.4−−57.0 mV −60.2−−57.2 mV
ḡNaP and ELeak, but did so for ḡLeak (Table 12). This slightly smaller bursting range is one
manifestation of the quantization error introduced in the FPGA model neuron. Another
one can be seen at the ḡNaP = 3.3 nS point in which the data from the FPGA model neuron
does not follow the data as closely as the other points. Both of these quantization errors
could be reduced if we increased the precisions of both the lookup tables and signals12
throughout the model, but this would have required more FPGA resources, resulting in a
smaller network. We felt that the level of quantization error shown in these figures was
acceptable for the allowable network size.
To examine the quantization error further, we repeated Figure 28A (for ḡNaP only) but
reduced the resolution of ḡNaP by a factor of four from 0.100 nS to 0.025 nS (Figure 29).
This data was repeatable. Although the neuron model is a complex nonlinear dynamical
system, the quantization errors from the periods and spiking times (time-based quantities)
are clearly deterministic, and this result is more evident in Figure 30 in which the differences
between the FPGA data and the Simulink data are shown. For example, the data for
ḡNaP = 3.3 nS is an outlier in Figure 28A but is clearly following patterns in Figure 29 and
Figure 30.
We examined additional bursting characteristics (spikes per burst and average spike
frequencies) for the two models for sweeps of the three intrinsic parameters (Figure 31).
An approximately linear relationship exists between the spikes per burst and these three
parameters. A correlation between average spike frequency and ḡLeak and ELeak is also evi-
dent. For the ḡNaP sweep, however, the average spike frequency is approximately constant,
12Note that the quantization errors due to the precisions of the model parameters only represent a portion
of this signal precision. For example, ḡNaP = 3.3 nS is represented as 3.298828125 nS when only nine
fractional bits are used.
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Figure 28: Comparison between the Matlab-Simulink model neuron and the FPGA
model neuron—single-neuron bursting characteristics for sweeps of A. ḡNaP, B. ḡLeak, and
C. ELeak. The canonical values are shown by the dashed lines. The periods are the upper
data, and the spiking times are the lower data.
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Figure 29: Comparison between the Matlab-Simulink model neuron and the FPGA
model neuron—examination of the quantization error. The canonical value is shown by the
dashed line. The periods are the upper data, and the spiking times are the lower data.
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Figure 30: Comparison between the Matlab-Simulink model neuron and the FPGA
model neuron—examination of the quantization error. The canonical values are shown by
the dashed lines. The data show the differences between the Matlab-Simulink model
neuron and the FPGA model neuron. These differences (quantization errors) are clearly
systematic. 63
and the quantization error that was magnified at the ḡNaP = 3.3 nS point in the previous
figure can also be seen with this data. An alternative way to view (or to use) this data
is to switch the axes to determine the value of an intrinsic parameter that is necessary to
obtain some bursting characteristic; for example, if an average spike frequency of 20−25 Hz
is required, then ELeak can be set in the range of −58.5 − −59 mV. As can be seen from
all of these figures, the single-neuron bursting data from the FPGA model neuron matches
closely to that of the Matlab-Simulink model neuron.
2.3.6 Performance of the FPGA Model Neuron
Table 13 shows the most important FPGA-related factors that affect the performance of the
simulations of the FPGA model neuron.13 In our original design, we down-sampled the N
Vmem outputs, combined them in time division demultiplexor blocks, and transferred that
data from the FPGA and into Matlab for analysis using gateway out blocks; this data
transfer is the biggest bottleneck in the system. These settings required approximately 15
minutes of real time to complete a 30-second FPGA simulation, which was an unacceptable
result if we were to obtain the amount of data that we desired to study a heterogeneous
network. As a result, we needed a much improved method for taking the data off of the
FPGA. Note that in free-running mode, the FPGA could generate a clock rate of 20 MHz,
but that rate was not applicable for our setup.
The best way to improve the performance was to reduce the amount of data that was
transferred from the FPGA to Matlab. To do so, we implemented a peak detector algo-
rithm that only transferred peak Vmem and time values to Matlab using a FIFO block,
which through its write enable pin is able to read specific values and ignore all of the rest.
With these two major changes to the output implementation (the algorithm and the hard-
ware), the data transfer rate was significantly reduced from about 104 samples per second
to less than five percent of that sampling rate (Figure 32). The issues with this approach
were that a complete view of Vmem was not possible and the design would not compile for
40 neurons (because of the size of the design coupled with the interconnect requirements),
13Clearly, the available resources and processing power of the PC also combine to play a critical role.
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Figure 31: Comparison between the Matlab-Simulink model neuron and the FPGA
model neuron—single-neuron bursting characteristics for sweeps of A. and B. ḡNaP, C. and
D. ḡLeak, and E. and F. ELeak. The canonical values are shown by the dashed lines.
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Table 13: FPGA model neuron—performance factors and settings.
neurons, FIFO blocks (N) 36
fixed step size (ts) 9.9 µs
sampling rate 1 / (10 × step size) ≈ 10 kHz
Vmem output precision 16 total bits (8 fractional bits)














Figure 32: FPGA model neuron—peak detector circuit. The lightly shaded blocks repre-
sent the mathematical operations (convert, down sample, delay, subtraction, comparison,
and). The convert block reduces the precision of Vmem from 51 bits to 16 bits. The down
sample block reduces the sampling rate from about 105 samples per second to about 104 sam-
ples per second. The output of the and block controls the write enable pin of the FIFO
block, which has a depth of 512.
which required us to reduce the network size to 36 neurons; these two issues were acceptable
tradeoffs for the enormous performance gains that resulted.
With the new design, the largest performance variable was the number of parameters
that required setting. A 100-second FPGA simulation required approximately 40 seconds
to complete when a minimal number of parameters were set (< 100) and required approx-
imately 70 seconds to complete when all of the parameters were set (≈ 1500). Note that
these times were independent of the type of output (e.g., bursting, tonic firing, silence).
Using this later time, we measured the performance of the FPGA model neuron in terms
of a real-time factor according to
real-time factor = N × (simulation time
real time
). (43)
For our design, the real-time factor is about 50, which is an acceptable result because it
satisfies our goal of having 40 neurons running with a real-time factor of 40.
A template of the five primary steps of the Matlab code that we used to run the
simulations is shown below:
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%Step 2. Initialize and start the simulation using a Simulink command:
set_param(gcs,‘StopTime’,simulationStopTime)
set_param(gcs,‘SimulationCommand’,‘start’)




%Step 4. Execute a while loop while the simulation is running:
while get_param(gcs,‘SimulationStatus’) == ‘running’
pause(1)
end




Step 3 is the critical step that affects the performance—the more parameters that are
set, the longer the simulation as noted in the previous paragraph. Step 4 is required because
two threads exist—the Matlab m-script and the FPGA simulation. Without the pause,
the Matlab m-script will consume all of the resources, but with the pause, resources will
be shared between the two threads. In Step 5, the reconstruction of the data is required
because only the peak values and times are transferred between the FIFO blocks and into
Matlab for analysis. The analysis of the data will be explained in Chapter 4.
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The following array is required to set the N2 synaptic parameters in Step 3:
ḡsyn =

0 ḡsyn(1, 2) ḡsyn(1, 3) . . . ḡsyn(1, 16)
ḡsyn(2, 1) 0 ḡsyn(2, 3) . . . ḡsyn(2, 16)
. . . . . . . . . . . . . . .
ḡsyn(36, 1) ḡsyn(36, 2) ḡsyn(36, 3) . . . 0

(44)
where ḡi,j is the synaptic weight from Neuron i to Neuron j. Note the following two
constraints involving symmetry: (1) ḡi,i = 0 will inhibit the neurons from synapsing on to
themselves. (2) ḡi,j = ḡj,i will result in the symmetrical matrix that is required for the
homogeneous configuration. For the N = 36 implementation, Neurons 1 − 18 formed one
half of the HCO, and Neurons 19 − 36 formed the other half. The construction of this
synaptic-weight matrix, derived from Eq. (9) and Eq. (10), results in the following: (1) ḡ1,j
(row) are the synaptic weights from Neuron 1 to all of the other neurons, and these synaptic
weights are multiplied by s(1), which is a function of Vmem(1). (2) ḡi,1 (column) are the
synaptic weights from all of the other neurons to Neuron 1, and these synaptic weights are
aligned in time for a single computational step in the FPGA. As a programming note, each
of the N = 36 rows of the synaptic-weight matrix are specified separately in Matlab.
2.3.7 FPGA Implementation Design Decisions
Although an FPGA implementation is less complex, more stable, more accurate, and more
flexible than a silicon-based analog one, we were still confronted with a number of issues
with the FPGA platform. Because floating-point registers use more space and require more
operations (i.e., increase in latency) and because we were resource constrained, we only used
fixed-point registers. As a result, we could not change orders of magnitude, and we encoun-
tered quantization error, although some amount of quantization error will always be present
in our nonlinear system regardless of the register type. Using fixed-point registers, we were
required to determine range and resolution specifications for all of the model parameters
and signals throughout the system and were subsequently faced with a standard tradeoff—
parameter precision/accuracy/resolution versus register type/usage/size. In addition, by
efficiently determining the required number of bits, we were careful to not inadvertently
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introduce excessive quantization error. For example, because the τx term in Eq. (2) cannot
be zero, its register must contain a nonzero value. For |(Vmem − θx)| >> 2σx (from
Eq. (4)), τx gets very small, but we simply limited the value of τx to the most efficient
precision (18 bits). Last, we did not use a variety of ODE solvers; instead, we implemented
a brute-force method by performing fast operations using the simple Euler algorithm. The
next section describes the methodology and design flow employed by Weinstein.
2.3.8 Methodology and Design Flow
The methodology we used included an off-the-shelf FPGA development board interfaced
through the Xilinx (San Jose, CA) System Generator, a graphical front-end development
environment that is a component of Matlab and Simulink.14 Specifically, the design flow
utilized System Generator v8.1 within Matlab v7.1. System Generator is a Simulink
blockset that provides a set of library blocks directly translatable into hardware constructs.
These library blocks include math operators (adders, subtractors, multipliers), logic op-
erators (multiplexors), and various forms of memory (single-bit and shift registers and
logic-based and block RAM). System Generator translates the model into VHDL code and
executes the associated Xilinx ISE v8.1i tools. The VHDL code is synthesized into the
primitives on the FPGA, then placed, routed, and finally converted into a bitstream. This
bitstream is programmed on the FPGA, providing its unique configuration for that partic-
ular model. System Generator then constructs a harness for simulating the model within
Simulink. This entire process takes tens of minutes to hours, depending on model com-
plexity.
The Xilinx XtremeDSP series of Virtex-II and Virtex-4 development boards were used.15
The XtremeDSP development board is a repackaged Nallatech (Glasgow, UK) BenONE PCI
carrier board containing a BenADDA module. The module contains the user programmable
FPGA, either a Virtex-II XC2V3000 or a Virtex-4 XC4VSX35, dual 105 MSPS analog-
to-digital converters, and dual 160 MSPS digital-to-analog converters. Note that these
14The material in this section was taken from a paper by Weinstein, Reid, and Lee that was accepted by
IEEE Transactions on Neural Systems and Rehabilitation Engineering [122].
15Our work was customized to the Xilinx models of FPGA boards. Alterra (San Jose, CA) is the primary
alternative.
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particular development boards and design tools undergo version changes over time requiring
minor revisions to the design flow.
Co-Simulation. The simultaneous execution of a model using both Simulink blocks and
directly on the FPGA is termed co-simulation. The co-simulation environment is provided
as a means for interacting with the model while it is executing. There are two different
clocking modes—a full-speed, free-running clock that can be set to a number of standard
clock frequencies and a slower, simulator-controlled, single-cycle clock. In general, the free-
running clock will provide enhanced performance; extracting data at the maximal data rate
via software, however, is difficult. In contrast, having Simulink control the clock provides
full interaction and observability albeit at a loss of performance.
Several blocks are available for use with co-simulation. The gateway in and gateway
out blocks provide one input or output, respectively, to the system. In single-cycle mode,
the clocks are synchronized such that inputs are immediately available to the system at
the next clock cycle and outputs are immediately available without delay. In free-running
mode, data is transferred by best effort often with significant loss of data.
With the release of System Generator v7.1, shared memory blocks were introduced as an
improved means of transferring large quantities of data. With shared memory blocks, a link
is generated at run-time between a block of RAM on the FPGA and an associated memory
buffer implemented in software. This allows the continuous monitoring and overwriting of
values within the memory buffer. Two modes are available—a locked mode allows block
transfers to and from the buffers via DMA and a standard mode makes no guarantee with
respect to contention. We used the shared memory blocks in the standard mode for low-
speed parameter updates while the FPGA was free-running.
Parameter Database. The assisted approach presented here required a new abstraction
to describe the components and quantities within the model. In general, neural models
fit a basic framework consisting of a system of first-order nonlinear differential equations.
Each of these equations comprises a state variable (i.e., memory-based component) and
the data-path (i.e., computational component); the data-path is a function of other states,
parameters, and global constants within the system. In certain cases, a single differential
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equation is divided into intermediate calculations whereby a transient quantity is calculated
for use in the same time step in a successive state or intermediate calculation.
We generated a simple database within the Matlab environment to track these iden-
tifiers (e.g., names of variables in the system) and quantities of interest (e.g., parameter
values, state initial values). Four main categories are represented: states, intermediates,
parameters, and constants. A variety of information is appended to each entry in the data-
base. This central repository of pertinent model information enables the simplification of
the System Generator model. Because parameter values and initial values of states are
stored in the database, a particular System Generator model does not have to store these
values locally. In effect, the “construction” details are clearly separated from the “model”
details. Further gains are made via auto-generation, which is described in Section 2.3.9.
In addition to parameter values and initial values of states, other model and entry-
specific quantities are stored. For example, type information is stored in the form of fixed-
point notation, specifying the sign, the number of total bits, and the number of fractional
bits. Parameters, in particular, have several flags associated with them:
• adjustable: the quantity is adjustable via the parameter subsystem
• visible: the parameter is adjustable by the user rather than an internal control signal
• dependent : the parameter is adjustable via one or more “visible” parameters
These flags allow the definition of multiple classes of parameters of the system, some of which
are left hidden from the user. Many parameters, such as a maximal sodium conductance,
ḡNa, can be adjustable and visible, implying that it is a quantity used directly as an operand
in the FPGA and is tunable by the user. In contrast, the output subsystem uses the
parameter subsystem to provide control signals to dictate which variable in the system is
routed to an analog output (a feature of the XtremeDSP Development Board series). These
control signals are not modeler-tunable parameters, but can be modified using a special
software routine. In this case, the output select parameter will be described in the database
as adjustable but not visible.
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The derived parameter is another special case. For example, membrane capacitance,
Cmem, should be tunable by the user, but because it appears in the denominator of the
membrane-voltage equation and is not in a form that can be computed efficiently on an
FPGA (would require a reciprocal), that parameter should not be adjustable in the param-
eter subsystem. Instead, the parameter 1/Cmem is a dependent, adjustable, but not visible
parameter while Cmem is a visible, but neither an adjustable nor a dependent parameter.
Full support, in the form of functions for all of these derived parameters, is further enabled
by the database.
As shown in previous work [41] [121], models are often pipelined to increase the utiliza-
tion of an implemented data-path. For example, in a particular model, a 20-stage pipeline
for the voltage state corresponded to 20 compartments or 20 neural models. The voltage
state in this case can be thought of as a vector quantity consisting of 20 initial values. This
work also suggested the use of circular buffers to store parameter values. Our parameter
database, however, enabled both states and parameters to take on vector quantities to ease
the implementation. These circular buffers were preloaded with parameter values offset
by addresses based on the total insertion delay in the pipeline. The database stored the
appropriate offset value to aid in construction of these buffers.
2.3.9 Auto-Generation of the Infrastructure
By using the parameter database, a large portion of the infrastructure can be readily auto-
generated, freeing the modeler to focus on the modeling task at hand.16 A variety of tools
were generated in Matlab focusing on three particular components—the state subsystems,
the parameter subsystem, and an output subsystem to interface the analog outputs. These
subsystems were created as dynamically linked Simulink subsystems, such that when the
database was altered, a simple command would automatically update the library blocks
and the effected models.
State Generation. As described in our previous work [121], multiple ways are possible to
design the states and the differential-equation solver depending on the requirements. When
16The material in this section was taken from a paper by Weinstein, Reid, and Lee that was accepted by
IEEE Transactions on Neural Systems and Rehabilitation Engineering [122].
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Figure 33: FPGA auto-generation of the infrastructure—state-storage subsystem. The
lightly shaded blocks represent a register chain and are built using System Generator reg-
ister blocks. The darkly shaded blocks represent Simulink from blocks that link with the
corresponding Simulink goto blocks in the state read subsystem. For the described N = 36
neuron model, N registers and N + 1 from blocks are required.
multiple models are reusing the same data-path, we suggested to implement the states as
a sequence of registers and to add “taps” to connect the registers to the inputs of other
portions of the data-path. In an alternative case where the simulation contained only one
model of interest, one register is used and clocked at the slower overall sample period. Both
of these scenarios are auto-generated by the tools.
The PBC neural population [8] [9] used in our work consisted of 36 neurons. Therefore,
a 36-stage pipeline was chosen, and all states were defined as vectors of length 36. Auto-
generation of the states consisted of the creation of two library blocks per state. One library
block is used for the storage of the stages as shown in Figure 33. The state-storage subsys-
tem can optionally include the Euler-integration circuitry or those options can be relegated
to the user-defined data-path. The other library block is a compile-time configurable tap
into the shift register (see Figure 34).
The state-storage system was simply a shift register of length equal to the number of
simultaneous models (36 in this case). A shift register was made from a single 36-cycle
latency delay block. While area efficient, this approach had two drawbacks. First, System
Generator did not allow initial values to be stored in the delay block, causing additional
initialization logic to be required. Second, internal states were not accessible within a shift
register; data was instead only available at the output of the chain. The solution was to form
a shift register based on individual register blocks. These registers could be initialized and
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allowed each output to be accessible. The drawback of this approach was the significant area
resources required for each register. For example, a 36-stage pipeline with a 20-bit wide
state variable consumed approximately 30 slices using delay blocks and 400 slices using
register blocks.
The auto-generated state-read subsystems were designed to tap a particular position in
the shift register. Each state-read block was parameterized by an offset value which was
chosen to be equivalent to the total delay (latency in clock cycles) from the input, or leaf
of the tree, to the output, or root of the tree (see Figure 25 where the h and the Vmem
state-read blocks have an offset of 3 and 15 cycles, respectively, corresponding to the total
delay from the state-read block to the state-storage block). This value is equal to the sum
of the latencies of each operation that a particular input must propagate through to reach
the output. By carefully designating these delays for each input, multiple models can be
simulated in lock step without interference. Note that at each clock cycle, every model
that simultaneously uses the data-path is accounted for within the system. Each instance
of the model is delayed from the root of the tree, which subsequently decreases per cycle,
eventually returning to the end of the queue for the next cycle.
The read subsystem utilized a multiplexor (see Figure 34), a primitive that chooses the
appropriate output according to the select input. This was determined at compile-time (i.e.,
before synthesis). Because the synthesis tool recognized that the select line of a multiplexor
is a constant, the block was reduced to a single bus connecting input with output. Therefore,
no resources were used in the instantiation of this block.
System Generator placed a hard limit of 32 on the number of inputs to a multiplexor. To
accommodate pipelines exceeding 32 stages (for models with over 32 units utilizing the same
data-path and up to 322 = 1024 units), a two-level multiplexor scheme was employed. A
total of Nmux = dd/32e first-level multiplexors were generated and fed into an Nmux-input
multiplexor. The select line of each multiplexor became a function of the compile-time
parameter, dictating the appropriate latency at the leaf of the tree.
This auto-generated state subsystem was a valuable contribution to the modeling process








Figure 34: FPGA auto-generation of the infrastructure—state-read subsystem. This li-
brary subsystem block is unique per state and is instantiated for each read of the state
throughout the model. The lightly shaded block represents a System Generator multi-
plexor block, which selects the appropriate state. The select line of the multiplexor is set
at run-time and corresponds to the insertion delay required at the read block. Each darkly
shaded block corresponds to a Simulink from block, which is linked to a goto block in the
state-storage subsystem.
models are desired in a simulation (i.e., the neuron pool is enlarged as the population size
increases, the dendritic tree is enlarged or further subdivided, or a neural circuit model
grows in complexity). Assuming the model does not shrink such that the total number of
models is less than the maximum latency through the data-path, the number of models
can be adjusted via a change in the parameter database and a regeneration of the state
subsystems, with no change required to the actual user developed data-path. Additional
changes to the parameters will also likely be necessary, but will similarly require little or
no user modification to the model.
Parameter Generation. The parameter generation tools provided the full infrastructure
to handle on-the-fly parameter tuning within the model. Based on a memory interface,
they also allowed for optional control registers to set internal states of the model and, for
example, allow the model to start, stop, and reset. The parameter subsystem (see Figure 35)
utilized a System Generator shared memory block to store every quantity requiring dynamic
modification.
A memory map was first created that consisted of each scalar and vector quantity in the
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system. For our model, the memory map contained 1694 parameters (47 vectors of length
36 plus 2 scalars) for this subsystem. The majority of those parameters, 1296 in total,
represented the synaptic weights. Four conductance vectors representing the maximal ionic
conductance of a fast inactivating sodium current, a persistent sodium current, a potassium
current, and a leak current for all 36 neurons accounted for 144 parameters. Individual
leakage reversal potentials and excitatory/inhibitory synaptic reversal potentials per pre-
synaptic neuron accounted for 108 parameters. In addition, two internal parameters stored
in the memory map were used in the analog output subsystem.
The data-path did not directly read from this large memory, but instead read from local
registers that are constantly updated by this RAM. A counter asynchronous to the data-
path continuously cycled through every address in the memory. Simultaneously, a single
token was propagated through a circular shift register of length equal to the depth of the
RAM. This token became an enable for one of two storage elements. In the case of a scalar
value, this token fed the enable of a register that was updated with the value from the
RAM. For a vector, more circuitry was employed to refresh a dual-port RAM with depth
equal to the length of the vector (32 in this example). This token triggered a counter (from
0 to 31) and the write-enable signal of one port of the dual-port RAM. The token stayed
active for 32 cycles, sufficient for all values to be updated within the vector RAM.
Because all parameters were not of the same size or type, logic was added for System
Generator to ensure that the correct types were used in synthesis. The output type of the
shared memory block in Figure 35) was set as an unsigned integer with width equal to the
widest parameter value. Each integer representation, Z, was initialized by
Z =

round (x · 2f ) x ≥ 0
(! (round (−x · 2f )) + 1) & (2n − 1) x < 0
(45)
where x is the real-valued number, f is the number of fractional bits, n is the total number
of bits, and the round function rounds the real number to the closest integer. Negative
numbers must be first negated, then converted to an integer, whereby the 2’s complement







































Figure 35: FPGA auto-generation of the infrastructure—parameter subsystem. This
auto-generated subsystem enables the on-the-fly tuning of scalar and vector parameters via
a Shared Memory block. A total of L values representing a combination of M scalar and
vector parameters are supplied to a N -stage pipeline. The lightly shaded blocks at the top
represent the token ring structure consisting of a bit-wide register/delay chain. Delays are
either a single cycle for a scalar quantity or an N -cycle delay for a vector quantity. The
darkly shaded blocks represent counters in the system. Thin traces represent control signals
such as enables to the vector counters and a write enable to the first port of the dual-port
vector RAM block. Medium traces indicate address busses to each of the RAM blocks. The
thick traces depict those busses containing parameter data.
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indicated by &) by a sequence of n-digit binary sequence of 1’s. The output must go through
a conversion phase before reaching the input port of the register or RAM. This consists of a
System Generator convert block changing the type to an unsigned integer at the appropriate
number of bits for the parameter, cascaded with a System Generator reinterpret block to set
the signedness and the fractional point of the parameter. The convert block can change a
value while the reinterpret block can only alter the representation of the signal. In this case,
the convert block acts to truncate the unused most significant bits. The auto-generation
tools only placed these blocks as necessary for the parameter.
The outputs of this parameter subsystem fed the data-path. For scalar values, a register
enabled the data to always be available. For vectors, the situation was more complex. The
other port of each dual-port vector RAM was addressed by a counter equal to the vector, or
pipeline, length. This counter was synchronized with the sample period of the entire data-
path. Because parameters needed to be delayed to correspond to their relative insertion
points within the data-path, the vectors were initialized and continuously refreshed in a
sequence that was circularly rotated by the number of cycles equal to the desired offset (see
[121] for more on circular buffers supplying parameter values to a pipelined data-path).
The parameter RAM suffered high fanout as it supplied the input of every vector RAM
and scalar register in the parameter subsystem. While neither implemented nor required
in the past, the high fanout can readily be remedied through the use of a register tree to
balance the signal. The initial value of the token can then be changed to align with the
delays added to the data signal.
Output Generation. The output subsystem was the third of the three auto-generated
components (see Figure 36). This system linked the outputs of the data-path with the
analog outputs available on the XtremeDSP development board. This subsystem generator
overcame two main limitations within the included System Generator DAC blocks: 1) only
two analog output channels were available although more signals were often wished to be
viewed, and 2) analog outputs required a signed type of 14 total bits with 13 fractional bits.
Variables were designated and assigned to a particular analog output in the parameter



















Figure 36: FPGA auto-generation of the infrastructure—output selector subsystem. A
stereotypical structure is depicted with 7 variables. Outputs 1 and 2 are scaled by a factor
of 10, outputs 3–5 are scaled by a factor of 100, and outputs 6 and 7 are unscaled. The
OutSel signal, driven by the parameter subsystem, has a range of 0−6 and sets the address
line to the configuration ROM. In this example, the ROM outputs a 5-bit signal, of which
one bit is dedicated to Mux #1, two bits are routed to Mux #2, and the remaining two
bits connect to Mux #3. Mux #1 and #2 make up the first-level multiplexors, and Mux
#3 is the sole second-level multiplexor.
the appropriate variable to the analog output. The multiplexors that comprise the first level
were separated by type. Because the variable type might not align with the required type
(signed, 14 total bits, 13 fractional bits), those variables with the same type were grouped
and scaled collectively at the output of the multiplexor. Two scaling modes were supported:
a zero-hardware power of 2 and a power of 10, which required the use of multiplier blocks.
Each scaled or non-scaled output was then selected via a second-level multiplexor (see
Figure 36).
Control logic was required to select the appropriate input per multiplexor. The outputs
were enumerated and a control signal specifying the desired variable to be routed to the
output was assigned as an input to the system. Two additional adjustable, but not visible
parameters (DACSelA and DACSelB) were added to the parameter database so that the
existing infrastructure could aid in run-time configuration of the output subsystem. The
output select signal per analog output is used as an address into a configuration ROM
79
(read-only memory), which drove each of the select lines for all of the multiplexors in
the subsystem. In particular, System Generator slice blocks were used to separate the
appropriate subset of signals within the configuration ROM (see Figure 36) output, which
was then routed to the multiplexors.
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CHAPTER III
ANALYSIS OF BURSTING REGIONS
Rhythmic pattern-generating networks are essential to locomotion and other complex os-
cillatory neural behaviors, and the systems that produce and control these stereotyped
movements have been optimized to be both energy efficient and dependable [79] [50]. As a
result, these networks provide a platform for studying a critical set of biological control par-
adigms and inspire the research into engineered, hardware-based systems that exploit these
underlying principles [81]. Because the neuron is the fundamental building block of these
systems that are used to emulate rhythmic patterns of activity such as bursting,1 the study
of neural models is integral to this work, and the identification of a bursting region in a vast
multi-parameter space is critical to our study of rhythmic pattern-generating networks.
Evaluating a representative number of neural outputs from a vast parameter space is a
daunting task. In a seminal study, the relationships between neural behavior and parameter
values were analyzed using HH models [55] in which repeated uses of a stochastic search
algorithm were implemented [33]. Subsequent work that examined the roles of parameters in
conductance-based neuron models includes one study that showed that parameter averages
over multiple samples can fail to characterize a system [40] and another study that evaluated
samples from a database of approximately 1.7 million single-compartment model neurons
that were generated by varying maximal conductances [94]. Because we are considering
more parameters and more values of each parameter than these previous studies, we require
a different approach for exploring a parameter space of a conductance-based model. To get
an idea of the magnitude of the parameter space, suppose that the data for one million
different outputs had been collected for a 10-parameter space. This seemingly large set
1The term bursting lacks a formal definition, but in common usage it refers to a neural output that is
characterized by periodic repetitive activity of action potentials punctuated by periodic episodes of silence.
A bursting region is a contiguous region in parameter space in which bursting occurs. See Izhikevich for an
exhaustive description [59].
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of data represents a parameter-space sampling of only four different values per parameter
(410 ≈ 1 million). Increasing the sampling to, say, 10 values per parameter results in
1010 combinations. If 10 seconds of data were taken at 100 times real time at each of these
10 billion points in parameter space, then the time required to accumulate the data would
be approximately 32 years. Therefore, we clearly can only sample the parameter space, and
we must derive our conclusions from this relatively small sampling.
A key macro-scale organizational principle of the human brain is that neurons, the
fundamental units of biological nervous systems, have similar architectures but produce
vastly different actions resulting in a remarkable range of human behavior [62]. This re-
usability of architectures to produce multiple actions is also evident in animal nervous
systems such as those that underlie rhythmic motor-pattern generation. These neuronal
networks allow the cellular and synaptic properties of individual neurons to be altered,
thus achieving a variety of motor patterns [93]. Semiconductor-based physical systems
exhibit real-time behavior, consume low power, and are small and portable. In addition, the
physics underlying the movement of charge in these real-world aVLSI systems is similar to
that of living neurons giving neurobiologists an effective medium in which to study complex
neurophysiological problems [81]. Furthermore, science that exploits these silicon properties
provides future promise in such fields as autonomous robots and neural prosthetics. We,
however, desire a more immediate application of this technology such as using the silicon-
neuron architecture [106] as a tool to test theories under realistic and real-time conditions—
that is, whether living neurons with similar flexible architectures can be used in a variety of
behaviors. In addition, we also want to explore the ideas of collective computation among
many imprecisely matched elements (i.e., with heterogeneity imposed on the system).
Motivated by this background information, we formalized tests using the computational
model (Section 2.1) that involved search techniques in vast parameter spaces and determi-
nations of contiguous regions of bursting space. With that knowledge, we used the silicon
implementation (Section 2.2) to explore the relationships between disparate models and to
understand the role of intrinsic heterogeneity, and that exploration was a first step in the
study of the role of heterogeneity in rhythmic networks of neurons. This chapter describes
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the single-neuron tests that we completed to accomplish those goals, and the framework of
this chapter is as follows: In Section 3.1, we will describe our use of the Matlab-Simulink
model neuron to demonstrate a parameter-space search algorithm using the PBC neuron
(Section 2.1) because, as explained previously, a brute-force method for searching its vast
parameter space is unpromising. We will show that a simple cost function, whose inputs are
derived from the frequency content of the neural output, and a stochastic gradient descent-
type algorithm can be used to locate bursting regions and that these regions are contiguous.
In Section 3.2, we will demonstrate the flexibility of the architecture of our silicon model
neuron by implementing three disparate conductance-based neuron models using a single
integrated circuit. More importantly, we will show that two of these dynamically different
models represent points in a contiguous bursting space that spans between the two mod-
els. In Section 3.3, we will continue our work with the silicon model neuron to study the
intrinsic heterogeneity in a population of isolated neurons that were fabricated on a single
integrated circuit. To quantify this heterogeneity, we will demonstrate our techniques for
mapping the input and output parameter spaces of each of the neurons.
3.1 A Parameter-Space Search Algorithm Using a Compu-
tational Model
We demonstrated a parameter-space search algorithm using the computational model of the
single-compartment, conductance-based PBC neuron that was described in Section 2.1.2 To
classify bursting (the desired behavior), we used a simple cost function whose inputs are
derived from the frequency content of a neural output. Our method involved the repeated
use of a stochastic gradient descent-type algorithm to locate parameter values that allowed
the neural model to produce bursting within a specified tolerance. We demonstrated good
results, including those showing that the utility of our algorithm improved as the pre-
defined allowable parameter ranges increased and that the initial approach to our method
is computationally efficient. The framework of this section is as follows: In Section 3.1.1,
we will describe the search algorithm, including the cost function and the roles of the
2The material in this section was taken from a paper by Reid, Brown, and DeWeerth that was submitted
to Biological Cybernetics in September 2006 [97].
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pre-defined parameter ranges and standard deviations. In Section 3.1.2, we will describe
our methods for obtaining and processing the neural output data. In Section 3.1.3, we will
show our experimental results, including an analysis of the role of the pre-defined parameter
ranges and an illustration of a single trial. In Section 3.1.4, we will conclude this section
with a discussion of improvements that could be made to our algorithm.
3.1.1 The Search Algorithm and Cost Function
Our objective was to search a vast parameter space of a neural model to find combinations
of parameters that achieve a neural output that meets our specifications. To achieve our
goal, we used a stochastic gradient descent-type algorithm that determined the parameter
values for each simulation. This parameter-selection process also included a cost function3
that used frequency-domain information from the neural output, Vmem.
Cost Function. We defined three frequency components as the inputs to the cost func-
tion, and its output gave an indication of the “frequency distance” between an experimental
and target waveform—that is, one that results from the published parameter values. The
goal of our search routine was to minimize the value of the cost function, which can be
presented in two forms








where the subscript f ∈ {low,mid,high}, xf is the actual frequency content of Vmem in the
specified range, and yf is the desired, or target, frequency content. The total cost function,




C(xf , yf ). (48)
The functional, or conceptual, form of the cost function is given by Eq. (46). The first
term is a squared error between the target and actual values and is commonly used in linear
system analysis to find a minimum. Specific to our application, the second term is linearly
3Other names for this function are “energy function” and “loss function.”
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independent of the first and is used to determine the ratio between the target and actual
values to force the cost function to “blow up” when the presence of a range of frequencies
is negligible. The alternative representation given by Eq. (47) transforms the (yf − xf )2
term into a new space determined by (x2f + 1)/x
2
f . The significance of the different regions
of parameter space is highlighted by this alternative form for two cases:
• For xf of order one, the (yf − xf )2 term dominates because the cost function is close
to a minimum.
• For xf << 1, the cost function effectively becomes 1/x2f and is inordinately far from
a minimum, resulting in an extremely large cost function value.
Note that the cost function, C(xf , yf ), satisfies the following constraints:
• C(xf , yf ) ≥ 0.
• C(xf , yf ) = 0 for xf = yf .
• dC(xf ,yf )dxf = 0 for xf = yf .
• C(xf , yf ) is a continuous function.
These constraints mean that a larger cost function value implies a “farther distance” from
the target output—as the cost function decreases, the output evolves smoothly into a rep-
resentation of the target output. Note that C(xf , yf ) has no dependence on the history of
the frequency content of Vmem or the solution path followed by the algorithm.
Setup. The process of determining the parameter values for each simulation is referred
to as an evaluation, E, and the parameter values of the n parameters are given by:
PE = P1, P2, . . . Pn, (49)
and the value of the cost function is given by CE . The algorithm continued until the value
of the cost function fell below a threshold, Cthreshold, or a maximum number of evaluations,
Emax, was reached. The difference between the value of the cost function for evaluation
E − 1 and the minimum value of the cost function for all prior evaluations is given by:
βE−1 = CE−1 − Cmin (50)
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where Cmin > Cthreshold.
To initialize the algorithm (E = 1), the starting value of a parameter was selected
randomly from a uniform distribution based on its pre-defined range, and this range also
provided hard limits on the parameter value for all evaluations. For E > 1, all parameters
were moved simultaneously prior to each evaluation using the following difference equations:
PE = PE−1 + (GE + ME) (51)
where GE is a set of zero-mean normally distributed values that uses pre-defined standard
deviations for each parameter and ME is a set of momentum terms given by two cases
defined below. To simplify the following notation, we defined αE as the set of parameter
differences relative to the previous evaluation (αE = GE + ME).
Momentum Case I. If a new minimum cost function value was obtained (βE−1 < 0),
then ME was given by:
ME = m ·αE−1 (52)
where the momentum factor, 0 < m < 1, was a fixed gain that dampened the momentum
expression (we used m = 0.9 for both cases). Because PE is a function of αE−1 and m > 0,
the means of αE continued to move in the same direction relative to the previous changes
in parameter values. For example, if a parameter value is given by λ and its value on the
next evaluation is reduced by δ, then its value on the following evaluation will effectively
be chosen from a normal distribution that has a mean less than λ− δ.
Momentum Case II. If a new minimum cost function value was not obtained (βE−1 > 0),
then ME was given by:
ME = −m ·αE−1 · f(βE−1). (53)
Because of the negative sign in Eq. (53), the means of αE moved in the opposite direction
relative to the previous changes in parameter values. The momentum term for this case













0.92 βE−1 = 10 · Cthreshold,
0.50 βE−1 = 5 · Cthreshold,
0.08 βE−1 = 0.1 · Cthreshold.
(55)
This sigmoidal function modulated ME and was critical when CE−1 was within an order
of magnitude of Cthreshold. Without the sigmoidal function, our method would not work
because a cost-function valley, containing cost-function values less than the threshold, would
be overshot.
Note that the use of the parameter differences, αE−1, in the algorithm provided a history
in the cost function and resulted in a form of momentum; that is, the current set of parameter
differences was a function of the previous set of parameter differences. As a result, all
sets of parameter differences included information from previous evaluations. A graphical
representation of this algorithm is shown in Figure 37.
Parameter Ranges and Standard Deviations. The specified parameter ranges and stan-
dard deviations controlled the progress of the search. We employed a simple method to
determine the range of a parameter—use a published value as the middle of a wide range
that maintained biological relevance. We will show that the probability of success depended
on these pre-defined ranges.
The standard deviations assigned to each of the parameters were effectively used as
gains in the algorithm. The choices for these values were more arbitrary than those for
the parameter range values, and the effects of these values were more complex. Some
parameters might need a larger standard deviation to ensure adequate variability to move
out of a valley in the cost function and into a different part of the solution space. This
response, however, was likely to be detrimental if a solution is nearby. This tradeoff—
parameter movement versus missed solutions—is standard in optimization problems and is
described in the no free lunch theorems [132]. As an alternative to using constant standard
deviations, an evolving standard deviation that decreased with Cmin could be employed.
This idea is referred to as annealing in minimization algorithms [113] as it is related to the
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Evaluation 1:
random pick from a uniform distribution




random pick from a Gaussian distribution
using the random starting value as the mean
Evaluation 3:
random pick from a Gaussian distribution
using a new mean shifted by f1(d) or f2(d)










decreased cost function increased cost function decreased cost function increased cost function... ... ... ...
Figure 37: Parameter-space search algorithm—graphical representation of the algorithm
used to determine a single parameter value for successive evaluations. For every evaluation,
all parameters in the model are moved simultaneously using this method. Note the mean
of the normal distribution and subsequent random pick in Evaluation 2. For the next
evaluation, if the cost function decreases (i.e., an improvement), then the mean of the
normal distribution in Evaluation 3 (on the left) continues to move in the same direction
as the previous move; otherwise, the opposite is true. f1(d) and f2(d) represent functions
of the distance d (i.e., the difference between the last two baseline values). The method
used in Evaluation 3 repeats until the cost function falls below a threshold or a maximum
number of evaluations has been reached.
process of slowly lowering the temperature of a hot pliable metal to change its shape. With
our application, the larger the standard deviation (analogous to a high temperature), the
more likely the current point in parameter space will move out of a local minimum to find
a solution that meets our specifications (analogous to the desired shape).
3.1.2 Experimental Techniques
Most of the simulations were executed using Matlab (MathWorks) Version 6.1 and Simulink
Version 4.1 on a Dell Dimension 4300 personal computer with a 1.6 GHz Intel Pentium 4
processor and 1 GB of RAM running the Microsoft Windows 2000 operating system.4 For
a given set of model parameters, we ran a 60-second simulation of the model neuron using a
variable-step solver in Matlab. Because a fixed step size was required for the subsequent
frequency analysis, we re-sampled the simulation data using a rate that was sufficiently
4Some of the later simulations were executed on a Sun Microsystems SunBlade 1000 running the Solaris
Unix operating system. The processing power between this machine and the PC was similar.
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large to accurately recover the neural spiking (i.e., at least an order of magnitude greater
than the maximum spike frequency).
To calculate a good estimate of the spectrum of a continuous-time signal, a periodogram
method was used [88]. This method, which used windows to select a finite-length segment
of samples from the data, involved a tradeoff—precision/accuracy/resolution versus com-
putation time. The more windows used to estimate the frequency components, the better
the resolution, but the more computation time that was required. Our algorithm required
the frequency components to smoothly change between similar parameter sets; to achieve
this and obtain a good tradeoff between precision and computation time, the number of
samples should be twice as large as the number of windows, assuming a reasonable number
of windows.
We used the spectrum command in Matlab to perform the frequency analysis, and
the frequency outputs from the command were used to plot a frequency-energy curve.5 We
merged the values across the frequency spectrum into three regions by simply summing the
energy content in each of these regions, effectively reducing the resolution of the frequency-
energy plot to three points. We chose the mid-frequency range based on realistic spiking
frequencies, and the low- and high-frequency ranges were defined as the adjacent regions,
resulting in the following frequency bins: (1) low frequency (< 10 Hz), (2) mid frequency
(10–100 Hz), and (3) high frequency (> 100 Hz). Figure 38 is a cartoon of representative
results from this FFT processing for a bursting output (in which frequency components
exhibit continuous-like ranges) and for a tonic firing output (in which only the harmonics
of the fundamental frequency have nonzero energy).
3.1.3 Results
In this section, we will show the results of the testing of our algorithm. We will first
describe our process for locating hundreds of bursting points using our algorithm. We will
then consider the roles of the pre-defined parameter ranges. We will highlight a trial and
show how specific parameters progressed to a successful bursting output. Finally, we will
5Energy and power are general terms for the output of an FFT. The root-mean-squared voltage, Vrms,






















Figure 38: Parameter-space search algorithm—processing the data using the Fast Fourier
Transform (FFT) to represent a time-based signal by its frequency components.
Table 14: Parameter-space search algorithm—pre-defined allowable ranges (standard de-
viations) for each of the 12 spiking parameters.
Reversal Potentials (mV) Maximal Conductances (nS) Time Constants (ms)
ENa 50± 15 (2) ḡNa 28± 14 (1) τn(INa) 10± 5 (2)
EK −85± 15 (2) ḡK 11.2± 5.6 (0.5) τn(IK) 10± 5 (2)
Half Maximal Voltages (mV) Slope Voltages (mV)
θq −34± 15 (2) σq −5± 2 (0.5)
θn(INa) −29± 15 (2) σn(INa) 4± 2 (0.5)
θn(IK) −29± 15 (2) σn(IK) −4± 2 (0.5)
show that one contiguous bursting region contains all of the bursting points.
Setup. To simplify the search, we fixed the nine subthreshold parameters used in the
Leak and NaP currents to their published values and only varied the 12 spiking parameters
used in the Na and K+ currents. As a result, the output of every bursting point that we
found had the same underlying subthreshold oscillation that could be obtained by simply
“turning off” the spiking currents—that is, by setting their maximal conductances to zero
(i.e., ḡNa = ḡK = 0 nS). The ranges and standard deviations of the 12 spiking parameters
are shown in Table 14, and the published values are the midpoints of each of these ranges.
Using the published parameters shown in Table 2, we first recorded subthreshold oscilla-
tions and bursting activity (Figure 39). The target low-, mid-, and high-frequency outputs
were 29.2 Vrms, 12.4 Vrms, and 10.7 Vrms, respectively (for mathematical convenience, we
multiplied the FFT outputs by 100 to use a larger Cthreshold). The target bursting also had
a period of seven seconds, duty cycle of 10 percent, spiking frequencies of 20− 60 Hz, and
90
A.










































































Figure 39: Parameter-space search algorithm—data from the published parameters (see
Table 2). A. Subthreshold oscillations (ḡNa = ḡK = 0 nS). B. Bursting. C. Spiking during
the burst (approximately 40 Hz during this part of the burst).
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26 spikes per burst.
We defined a successful trial as one that obtained a cost function value below 100
(i.e., Cthreshold = 100) with a value of 0 representing the target case. Note that this
was an application-specific cost function; for example, sinusoidal inputs at the appropriate
frequency and magnitude would have resulted in a minimum cost function value, but would
not represent biological bursting. We specified the threshold value after considering the
tradeoffs—obtaining a cost function value less than the cutoff that did not result in bursting
(a false positive result) and obtaining a cost function value greater than the cutoff that did
result in bursting (a false negative result). For our algorithm, no threshold value can
perfectly classify all possible outputs. Consequently, a limitation of our method was that a
biologically realistic bursting output that is not adequately characterized by the target time-
based bursting attributes would not sufficiently comprise the specified frequency-domain
information and would thus not be classified as a successful bursting output.
Initial Search. We ran 400 trials using the ranges shown in Table 14, with a limit of 500
evaluations for each trial (Emax = 500), and we found 357 bursting points (89 percent of
the trials), which required 51 hours to complete. A plot showing the percent of successful
trials within a specified number of evaluations is shown in Figure 40 (the upper bold data).
The data shown in Figure 40 indicate that half of the trials located a bursting point
within 32 evaluations, and the inset of the curve shows that the percentage of successful trials
saturates at about 90 percent, well before the 500 evaluation limit. More importantly, about
three percent of the trials were successful on the first evaluation at the point determined
by the initial random parameter selections. This percentage gave an indication of the
size of the multi-parameter bursting hyperspace enclosed by the parameter ranges. In
fact, given the relative size of this bursting hyperspace, a purely random search in this
parameter space would yield better results for any number of evaluations (shown as the
thin line in Figure 40). For example, in a random search case in which three percent
of the evaluations are successful, half of the trials would locate a bursting point within
21 evaluations. Therefore, because our algorithm actually performed worse than random
selections given the pre-defined parameter ranges, we had to consider the effect of changing
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Figure 40: Parameter-space search algorithm—cumulative distribution of the percentage
of trials that were successful within a given number of evaluations for various parameter
ranges. The ranges, starting from the top, are 100, 120, and 140 percent of the parameter
ranges shown in Table 14. The inset expands the results up to the maximum number of
allowable evaluations. The thin line shows the results for random selections for the case in
which the bursting region comprised three percent of the parameter space.
these ranges.
Evaluating the Effects of Different Parameter Ranges. We analyzed how the success of a
trial was affected by the size of the parameter ranges in which the minimum and maximum
values of each of the parameter ranges were changed by equal amounts. The results for these
trials, shown in Figure 40, are for parameter ranges that are 100, 120, and 140 percent of
the parameter ranges shown in Table 14. Four hundred trials were completed for each of
these cases.
As expected, the success of a trial for less than 100 evaluations was dependent on the size
of the pre-defined parameter ranges—a larger allowable hyperspace reduced the probability
of success for a given number of evaluations during the first 100 evaluations of a trial. As
shown in the inset of the figure, the probability of success after 500 trials is about 90 percent,
regardless of the size of the allowable parameter ranges. Given by the success rate after
one evaluation, the relative sizes of the bursting spaces for each of these cases are 3, 1, and
0.75 percent, respectively.
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In a random search case in which one percent of the evaluations were successful (120%
parameter ranges), our algorithm had a greater rate of success up to 154 evaluations (79%
successful trials), and in a random search case in which 0.75 percent of the evaluations were
successful (140% parameter ranges), our algorithm had a greater rate of success up to 234
evaluations (83% successful trials). These results indicated that the size of the parameter
ranges played a critical role in determining when our algorithm was valid. For example, in
the extreme case in which the pre-defined parameter ranges were virtually zero, our algo-
rithm would not facilitate a search for bursting points. At some instance as the parameter
ranges increase, however, our search algorithm becomes valid in a comparison to a random
search. For our data, this occurred between the 100% and 120% parameter ranges. Conse-
quently, given a small bursting region relative to the size of the multi-parameter hyperspace,
we were encouraged by the results of our simple search algorithm. As the parameter ranges
increase6 and as the search algorithm improves (Section 3.1.4), our algorithm becomes more
compelling (i.e., the validity of our algorithm is related to the relative size of the bursting
hyperspace). In the next section, we will quantify the size of the bursting region.
Quantifying the Bursting Region. To quantify the extent of the 357 bursting points found
in the initial experiment that used the parameter ranges shown in Table 14, we defined
a Euclidean distance measure, DE, that can be used to determine the distance between
any two points in this space.7 To avoid adding the disparate units of conductances, time
constants, and voltages, we normalized each of the parameters by defining the range of each
parameter from 0 (minimum) to 100 (maximum). Therefore, the canonical value of each
parameter had a normalized value of 50. The distance between any two points, P(a) and





P (a)n − P (b)n
)2 (56)
where P (i)n is the value of parameter n at point P(i) in parameter space. The maximum
distance between any two points is given by
√
12 · 1002 = 346 for the case in which
6Note that to maintain biological validity, the parameter ranges cannot simply increase without bound.
7Note that although a random search case is superior to our algorithm for this set of parameter ranges,
we can still make general claims about our algorithm.
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every parameter in P(a) is either a minimum or maximum value and every parameter in
P(b) is the other extreme value. The maximum distance between a point, P(a), and the
canonical set of parameters is given by
√
12 · 502 = 173 in which P(a) contains all extreme
parameter values.
For the first evaluation of a trial, the initial point in parameter space was determined by
picking random values from uniform distributions that were defined by the ranges of each
parameter. For the 357 successful trials, the average starting distance from the canonical
value was 99 (σ = 13), the average ending distance from the canonical value was 111
(σ = 16), and the average distance between the starting and ending values was 105
(σ = 43).
As a result of the method used to begin each trial, the canonical-to-starting distances
represented a uniform distribution throughout parameter space. Because the mean and
standard deviation of these distances were approximately equal to the mean and standard
deviation of the canonical-to-ending distances, the final bursting points also represented a
uniform distribution throughout parameter space. Therefore, the final bursting points were
not clustered around the canonical or any other specific value. In addition, the final bursting
points were not typically found by making small adjustments to the starting random points.
The average starting-to-ending distance of 105 between these values supported this finding.
In fact, the 13 trials that were successful on the first evaluation contributed zero distances
to this overall distribution, which lowered this mean distance.
These results implied that we found bursting points that represented a wide variety of
parameter combinations. For example, Figure 41A shows a plot of the 357 final values of
the spiking maximal conductances, ḡNa and ḡK, which are uniformly distributed through-
out the possible pre-defined ranges. We examined all of the parameter combinations in
this two-dimensional manner and found that only the spiking activation half maximal volt-
ages, θq(INa) and θq(IK), did not fully utilize their allowable pre-defined ranges as shown
in Figure 41B. The combination of these parameters, not just their absolute values, were
noticeably important as illustrated by the distinct region of successful ending points. As
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a result, these two activation half maximal voltages, given their pre-defined ranges,8 were
the most sensitive parameters in terms of forcing the neuron into a non-bursting region
regardless of the values of the other model parameters. In fact, the roughly uniform distri-
bution of final bursting points and the critical relationship between the spiking activation
half maximal voltages were evidence of a complex interplay that existed between the param-
eters. This parameter interaction was required to obtain a specific type of neural waveform
from the underlying nonlinear dynamical system. We will further evaluate the role of these
parameters in the next section.
Further Evaluation of the Spiking Activation Half Maximal Voltages. The initial values
of θq(INa) and θq(IK) for the failed trials, as shown by the open circles in Figure 41B, also
indicate a definite bias outside of the region of successful bursting points, but an absolute
conclusion cannot be made—although the failed trials tended to start outside of this region,
starting outside (inside) of the region does not guarantee failure (success).
Using the data from the 400 trials for the 120-percent parameter ranges, we further
examined the roles of θq(INa) and θq(IK). Figure 42 shows how the allowable region of
values expanded in such a way that it qualitatively retained its general shape. As a result,
this region of allowable final values not only depend on the relationship between the two
parameters but also depend on their relationships with the other spiking parameters. This
result also indicates how the parameter space is mapped—the constrained ranges of the
other spiking parameters defines the mapping of the allowable θq(INa) − θq(IK) region. In
addition, we also believed, but did not prove, that a greater (smaller) concentration of points
in some parts of the region corresponded to a larger (smaller) range of allowable values for
the other spiking parameters. After evaluating the role that individual parameters had on
the success of our algorithm, we examined the results of a single representative trial, which
is the topic of the next section.
Evaluating a Single Trial. Using the results from the initial search, a representative
trial was chosen to show the progression of two of the maximal conductances (ḡNa and ḡK).
8Note that for smaller ranges for θq(INa) and θq(IK), the uniform distribution of points depicted in
Figure 41A would be more closely matched in Figure 41B.
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Figure 41: Parameter-space search algorithm—the 357 final values of selected parameters
for the successful trials using the parameter ranges shown in Table 14. The dashed boxes
indicate the possible ranges, and the hollow diamonds in the middle of the ranges indicate
the canonical values. A. The spiking maximal conductances, ḡNa and ḡK. B. The spiking
activation half maximal voltages, θq(INa) and θq(IK). The open circles indicate the initial
random parameter values for the 43 failed trials.
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Figure 42: Parameter-space search algorithm—the final values of the spiking activation
half maximal voltages, θq(INa) and θq(IK), for the successful trials using the 120-percent
ranges. The smaller dashed box indicates the 100-percent ranges, the larger dashed-dotted
box indicates the 120-percent ranges, the hollow diamond in the middle of the ranges
indicates the canonical values, and the dotted region inside the boxes indicates the boundary
of the final values using the 100-percent ranges.
Figure 43 illustrates that for this particular trial, ḡNa covered about two-thirds of its range,
starting close to its maximum possible value and ending below its published value, and ḡK
covered about one-third of its range, moving between its minimum possible value and just
below its published value. These wide-ranging trajectories that were required to locate a
successful bursting point for this trial were also indicative of other parameter paths for this
and other trials.
The final points of these two maximal conductances were found to be randomly distrib-
uted throughout the allowed parameter space as shown in Figure 41A. These final values
are clearly not clustered around the canonical points, and in fact, the points that lie on
the edges of the dashed region (the minimum and maximum possible values) indicate that
these parameter ranges can be increased. For our last experimental results topic, we will
discuss the relationship between all of the bursting points found using our algorithm.
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Figure 43: Parameter-space search algorithm—following the progression to successful
bursting for a specific trial for the two spiking maximal conductances, ḡK and ḡNa. The
dashed box indicates the possible ranges, and the hollow diamond indicates the published
values. The squares indicate the 13 evaluations in which the cost function improved. This
trial required 26 evaluations.
Connecting the Bursting Points. We determined the relationship between the 357 burst-
ing points found in the initial 400 trials9—that is, whether they were located in numerous
“islands” of bursting regions or were “connected” within one contiguous bursting region.
To connect these bursting points, we needed to determine the following: (1) a method
to move the parameters and (2) an order to add bursting points to the contiguous region.
First, we discretized each of the parameter ranges shown in Table 14 into 60 equivalent bins
(this value resulted in a good tradeoff between increment size and computational time).
Based on these discrete bins, we used a distance measure, DD, to determine the distances
between the bursting points. Note that this distance measure given by Eq. (57) differs from
the one given by Eq. (56) because we wanted a measure that directly correlated with the
number of changes in parameter values required to connect two points. To determine this
9Recall that a trial ended in either success or failure when one of the two following situations occurred:
(1) the cost function fell below a threshold (Cthreshold = 100) or (2) the maximum number of evaluations
was obtained (Emax = 500).
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∣∣P (a)n − P (b)n∣∣ (57)
where P (i)n is the discretized value of parameter n at point P(i) in parameter space. The
maximum distance between any two points is given by 12 · 60 = 720 for the case in which
every parameter in P(a) is either a minimum or maximum value and every parameter in
P(b) is the other extreme value. The maximum distance between a point, P(a), and the
canonical set of parameters is given by 12 · 30 = 360 in which P(a) contains all extreme
parameter values.
Using the distance measure given by Eq. (57), we calculated the distances between
all 357 bursting points, and we determined the initial connection order of the contiguous
bursting region by using the two bursting points that resulted in the minimum distance.
We then found the bursting point (from the remaining 355) that gave the smallest distance
to one of the two bursting points in the contiguous region and added that point to the
connection order. This process continued until a complete order was determined to connect
all 357 bursting points. We chose this distance-based connection method, as opposed to a
random one, to increase the probability that connection attempts succeeded. A graphical
description of the first ten connections is shown in Figure 44.
The connection search began by considering the first two bursting points that initially
formed the contiguous region and continued by adding individual bursting points to the
region until all 357 bursting points were successfully added. When connecting two bursting
points, the parameters to be moved were selected by a random-weighted method—the more
increments a particular parameter was required to move between the two bursting points,
the more likely it would be chosen. After a single parameter was randomly picked, its
value was changed by the defined increment size, a 60-second simulation was recorded, and
its cost function was calculated. For this connection search, the minimum cost-function
threshold for bursting was set to 250 (i.e., Cthreshold = 250). We relaxed the value of the
threshold because maintaining the original threshold value of 100 was not realistic because
many of the 357 bursting points were found with cost function values slightly below 100. We
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Figure 44: Parameter-space search algorithm—connection diagram for the first ten con-
nections that form the beginning of the contiguous bursting region within the entire neuronal
parameter space. The numbers in the circles represent one of the 357 bursting points. The
numbers to the right and above the arrows are the distances, DD, between the bursting
points. The numbers to the left and below the arrows are the order in which the connec-
tions were made. The connection in the dashed horizontal box (upper right) is the shortest
distance between any two bursting points and sets the initial connection order that forms
the contiguous bursting region.
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still maintain, however, that the new threshold was still a conservative value for classifying
bursting. If bursting was achieved for the current parameter move, then the probability
of picking that parameter for the next parameter move was marginally smaller (until it
became 0 to preclude further moves). A trial ended in either success or failure when one
of the two following situations occurred: (1) all of the parameter moves were successfully
completed or (2) more parameter moves were required but none resulted in bursting. If a
trial succeeded, the bursting point was added to the contiguous region and the next bursting
point, as determined by the connection order previously found, was used in the next trial.
If a trial failed, the next most recently added bursting point to the contiguous region was
used to attempt to make the connection.
Applying our connection methods and constraints, we determined that a single contigu-
ous bursting region included all of the 357 bursting points found in our initial experiment.
We were confident that we were not “skipping over” a non-bursting region because of the suf-
ficiently small parameter increment size that was used. Given the high-order dimensionality
of the parameter space, we could not determine the shape or size of this contiguous bursting
region. We were also confident that the cost-function threshold could be strengthened if
more valid bursting points were added to our program. The existence of this contiguous
bursting region implied that these parameter sets that produce similar spectral content
were not random combinations, but were rather closely related and, in fact, connected in
parameter space. This concludes the analysis of our experiments, and we follow with our
closing comments.
3.1.4 Improvements to the Algorithm
We considered improvements to our search algorithm because better, more-efficient algo-
rithms can be implemented, but we also know that the no free lunch theorems [132] indicate
that no algorithm is necessarily the best one for all cases. The standard tradeoffs—accuracy
versus computational time—must be considered when making improvements, which are
described in the following paragraphs: (1) frequency analysis, (2) cost function and the
bursting classification, and (3) steepest-descent approach.
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Frequency Analysis. An analysis of the frequency data will provide more information
than a simple reduction to three frequency bins followed by a summation of those bins. For
example, the spikiness of the data can be measured by comparing the mean and maximum
energy values. A simple method is to sum the frequency data using a boxcar approach;
a frequency component that moves across a boundary for a change in model parameters,
however, will have a larger impact on the cost function than if an alternative windowing
method were employed. The definitions of the frequency bins were loosely determined by the
target burst spike frequency, but more and different frequency bins can be used. Another
method is to vary the definitions of the bins such that the sum of the powers in each bin is
equivalent. Also, the arguments of the spectrum command in Matlab can be adjusted to
optimize the results.
Cost Function and the Bursting Classification. Calculating the squared error difference
is a common technique used in optimization routines, but a quartic difference in our cost
function will provide a smoother descent to the goal. The low-, mid-, and high-frequency
components of the cost function are weighted equally, but the cost function should not
disproportionately penalize an output that has too much or too little low-frequency content
because it primarily determines the period and duty cycle of the bursting (i.e., the cost
function should be duty-cycle invariant). By construction, our cost function is setup to
find a specific bursting characteristic and therefore results in an extremely conservative
classification scheme. As a result, a biologically realistic bursting output with frequency
components much different than those given by the target output will not meet the cost-
function threshold for our definition of bursting, and the search will be artificially extended.
The size of the bursting regions that we are locating are set by our arbitrary and specific
definition of bursting. Therefore, a variety of definitions of bursting could be used. Rather
than using a simple threshold to determine a specific type of bursting, a more complex
definition of bursting will shorten the time required to find a general bursting output and
thus expand the size of the desired bursting region. This alternative, however, provides an
example of an ill-defined classification problem—that is, achieving the simultaneous goals
of broadening the outputs classified as bursting and minimizing the mis-classified bursting
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outputs.
Steepest Descent Approach. A true gradient descent requires information from incremen-
tally moving each of the 12 parameters individually, but this approach will substantially
increase the testing time. In addition, our process uses derivatives, not acquired knowl-
edge of the system. For example, if the current point in parameter space did not result in
bursting, then the next set of points was in the opposite direction from the previous move
(plus some random variation). An alternative approach could determine if the current cost
function value was close to the smallest previous cost function value, and if so, then the
next point would be in the vicinity of the current point. Our method and the alternative
approach are both valid steepest descent-type methods, but because we were satisfied with
the results obtained using the mathematical method first, the alternative method was not
necessary.
3.2 A Comparative Analysis of Multi-Conductance Neuro-
nal Models in Silico
We demonstrated that the flexible silicon-neuron architecture [106] presented in Section 2.2
can implement three disparate conductance-based neuron models with both fast and slow
dynamics.10 By exploiting the real-time nature of this physical implementation, we mapped
the model dynamics across a large region of parameter space. We also found that two of
these dynamically different models represent points in a contiguous bursting space that
spans between the two models. By systematically varying the model parameters, we also
found that multiple, diverse trajectories in parameter space connected the two canonical
bursting points. In addition, we found that the combination of parameter values kept the
neuron in the bursting region. These findings demonstrated the usefulness of the silicon-
neuron architecture as a neural-modeling tool and illustrated its versatility as a platform for
a multi-behavioral neuron that resembles its living analog. The framework of this section
is as follows: In Section 3.2.1, we will describe the features, relationships, and differences
between three neural models, including implementation details specific to our tests and that
10The material in this section was taken from a paper by DeWeerth, Reid, Brown, and Butera that was

















Figure 45: Comparative analysis—neuronal model overview of the salient features that
we examined.
were not covered in Section 2.2. In Section 3.2.2, we will show our experimental results,
including three different ways that we spanned the bursting space. In Section 3.2.3, we will
give our interpretations of the results.
3.2.1 The Neural Models—Features, Relationships, and Differences
The three neural models used in this study will be referred to as the HN, AC, and PBC
models. Figure 45 is a graphical representation of the relationships between these models
and their salient functional behaviors. The following describes our rationale for choosing
these models and some of their important features:
HN Model. A model of the heartbeat interneuron of the medicinal leech [86] [51] was the
basis for the silicon-neuron architecture used in this study. This silicon neuron was also used
to study rhythmic motor-pattern generation in a hybrid system, in which electronic circuits
were interfaced through a dynamic clamp to living neurons [107]. The model contains six
active conductances including non-activating and hyperpolarization-activated currents and
produces a rich assortment of voltage-dependent activity modes including bursting, tonic
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firing, and silence.
AC Model. A classical A-current model [14] of a swim interneuron was chosen because
it generates qualitatively different spiking dynamics than that of the bursting HN model.
The AC model uses a fast, transient potassium current to explain the long latency of the
first spike (delayed excitation) [37]. Its most recent improvement [16] was the basis for the
set of parameters used with our implementation.
PBC Model. A model (Section 2.1.1) of an oscillatory bursting neuron involved in the
respiratory rhythm generation in the PBC in mammals [8] provides a link to the other
models. The PBC model generates complex dynamical behaviors similar to those of the
HN model, but with fewer conductances (reduced model neuron). In addition, this model
was used to demonstrate spike-frequency adaptation, a different tonically firing dynamical
response than with the AC model.
These three conductance-based models use fast (1 − 10 ms) and slow (1 − 5 s) time
constants and voltage-dependent processes to produce their complex dynamical behaviors.
Both the HN and PBC models produce oscillatory bursting behaviors, which was essential
to our study of central pattern generators [79]. Therefore, a focus of this study was on the
regions of parameter space where bursting occurred in these two models.
The HN and PBC models also differ in the following features: (1) neuron functional type
(leech heartbeat interneuron versus respiratory rhythm generation neuron), (2) number of
model parameters (29 versus 16), (3) conductance types and number (six active conduc-
tances including a hyperpolarization-activated current versus three active conductances),
and (4) characteristics of the burst dynamics (shown later in Figure 50).
Upon considering these similarities and differences and evaluating the dynamics of the
two bursting models, we studied the parameter spaces where oscillatory bursting occurs in
these two models. A qualitative examination of these results suggested that the bursting
regions of these two models shared a contiguous region of parameter space as indicated in
Figure 46. This analysis complemented our study of the flexibility of the silicon-neuron
architecture.
This specific implementation of the silicon-neuron architecture was designed by Simoni
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Figure 46: Comparative analysis—the hypothesized relationship between the PBC and
HN bursting regions.
[106] to produce neural activity using a HH formalism [55] in which it emulated several
currents contained in a previously published model of an oscillator heart interneuron [51].
The description of the silicon-neuron architecture, including the approximations that were
made, was given in Section 2.2.1. We implemented the three models using the following




= ILeak + INa +

IP + IK1 + IK2 + ICa + Ih (HN model),
IK + INaP (PBC model),
IK + IA1 + IA2 (AC model)
(58)
where Cmem is the whole cell capacitance, Vmem is the membrane potential (the neuro-
nal output), and t is time. The middle equation is the same as Eq. (1), without the ex-
trinsic currents. The multi-conductance models comprise a wide variety of voltage- and
time-dependent currents [52] including a passive leakage current (ILeak), sodium currents
(INa, IP, and INaP), potassium currents (IK, IK1, and IK2), a calcium current (ICa), a
hyperpolarization-activated current (Ih), and an A-current (IA1 and IA2 make the indepen-
dent activation terms explicit). The description of the HH dynamics of the gating variables
was given in Section 2.1.1, and a complete mathematical and circuit description of this
version of the silicon neuron was previously published [106]. Table 15 shows the conduc-
tance blocks used in the silicon model neuron to implement each model. Only the maximal
107
Table 15: Comparative analysis—conductance blocks used in each model (number of
parameters in parenthesis).
Description HN PBC AC
passive leak current (2) ILeak ILeak ILeak
fast sodium current (5) INa INa INa
persistent sodium current (3) IP not used not used
inactivating potassium current (6) IK1 not used IA2
slow, non-inactivating potassium current (3) IK2 IK IK
slowly inactivating low-threshold calcium current (6) ICa INaP IA1
hyperpolarization-activated inward current (4) Ih not used not used
conductances of the ILeak, INa, IK2, and ICa blocks were set to nonzero values for all three
models. The voltage of the maximal conductance parameter can effectively shut off the
entire block when it is not being used (i.e., ḡi = 0). The number in parenthesis indicates
the number of voltage biases that need to be set for that specific ionic channel (a maximum
of 29 are required).
3.2.2 Results
We first demonstrated the flexibility of a single silicon-neuron architecture by implement-
ing the three disparate neuronal models and by examining their resulting multi-behavioral
functionality (delayed excitation, spike-frequency adaptation, and bursting activity). The
AC and PBC models were used to demonstrate different responses from tonically firing
outputs. We then explored and related large regions of parameter space and showed that
the bursting regions of the two bursting models, HN and PBC, are enclosed within a single
multi-parameter bursting region and that multiple, diverse paths connect the two canonical
bursting points.
Model Implementations. We performed a series of tests to demonstrate different aspects
of the neuronal models, thereby illustrating the versatility of the silicon-neuron architecture
and giving an indication of its potential as a neural modeling tool. Employing both fast
(1−10 ms) and slow (1−5 s) time constants, the neurons produced a variety of qualitatively
different outputs. In addition, we will give an indication of why the integrated-circuit
chip functions differently from the computer model because of the circuit approximations
discussed in Section 2.2.1.
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Figure 47: Comparative analysis—repetitive firing properties from the AC model. A. Rep-
resentative spike train evoked by a 0.5-nA current pulse. The first spike is delayed by 2.1 s
from the onset of the current pulse at 1.0 s. B. Plots of spike frequency (open diamonds)
and latency of the first spike (filled circles) as a function of injected current. The dashed
vertical error bar lines represent one standard deviation above and below the mean.
Test 1. The goal of this test was to reproduce the firing properties, in terms of delay
and spike frequency in response to a current pulse, as published in the literature for an AC
model [14]. The AC model was implemented using leak, Na+, K+, and A currents with two
independent activation terms. We expected to see a long first spike latency (also referred
to as the delay, or utilization time) following a current stimulus, and Figure 47A verifies
this finding with the integrated-circuit chip. This latency is explained by the A-current,
a fast, transient, potassium current that activates on depolarization [14]. In addition, we
expected two results from the delay and spike frequency measurements for a series of current
pulses: (1) An inverse hyperbolic relationship between the magnitude of the current pulse
and the latency of the first spike and (2) A linear relationship between the magnitude of
the current pulse and the spike frequency. Figure 47B illustrates these relationships with
the chip. Both of the figures in Figure 47 are qualitatively similar to figures published in
the original A-current literature [14].
Test 2. The goal of this test was to demonstrate how the instantaneous spike frequency of
an endogenous burster, located in a silent region of parameter space, changes in response to
a series of current pulses. To perform this test, we initialized the PBC-configured neuron to
its canonical11 bursting point and reduced the maximal conductance of the burst-generating
11For the purposes of this study, a canonical point simply locates the neuron in a bursting region and is
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Figure 48: Comparative analysis—spike-frequency adaptation in the PBC model for the
three different step changes in ELeak indicated in the plot (ELeak = −60 mV at 0 s).
current, ḡNaP, to locate the neuron at a point in parameter space in which bursting does
not occur. We used a perturbation in ELeak as a proxy for an externally applied stimulus
current12; an increase in ELeak (depolarization) is equivalent to a positive applied current
injected into the output node of the neuron, and in this case, an adapting response will result
due to the slower kinetics of the recovery variable. We performed three tests in which ELeak
was increasingly depolarized from its starting value of −60 mV (∆ELeak = 10 mV, 15 mV,
20 mV). The resulting spike-frequency adaptation is illustrated in Figure 48 in which the
initial large spike frequency quickly settles to a lower steady-state level. The data show
the following: (1) the steady-state values were achieved at approximately one second and
(2) for larger changes in ELeak (more depolarization), the larger the steady-state frequency
and the smaller the relative decrease from the initial spike frequency.
Test 3. Computer simulations of the PBC model were used to compare the differences
in the bursting regions between the fully implemented published model [8] and one that re-
flects the silicon-neuron implementation with the simplifications described in Section 2.2.1.
A comparison of the size of the bursting region in the ELeak − ḡNaP space for the two
implementations is shown in Figure 49A and Figure 49B. Although the bursting region is
not necessarily tied to the values published in the literature.
12Note that a change in ELeak corresponds to a constant change in the leak current (proportional to ḡLeak),
and therefore, a step change in ELeak maps directly to a current stimulus.
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noticeably larger for the fully implemented version, the outputs for these two implemen-
tations shown in Figure 49C indicate that the macro bursting dynamics at the canonical
point are qualitatively similar. Consequently, we believe that the circuit-design decisions
did not impede our ability to reproduce neurophysiological behaviors with the physical
implementation.
Studying the Parameter Space. Canonical bursting points were found for the two burst-
ing neuron models, the PBC and HN models, and their representative outputs are shown in
Figure 50. Our initial analysis of the dynamics of the HN and PBC models suggested that
their bursting regions are related. To test this hypothesis, we attempted to “connect” these
models in parameter space. We first set the initial point of the test to be the canonical
bursting point of one of the models. While ensuring that bursting activity is maintained, we
then moved parameters individually until the parameter values corresponded to the canon-
ical bursting point of the other model. To accomplish this aim, we needed to determine
the following: (1) By what quantity should the parameters by moved (i.e., the parameter
step size)? (2) How will the different paths traversed between the two canonical bursting
points in parameter space be quantitatively differentiated? (3) What methods will be used
to determine these different paths?
Without a “textbook” definition of bursting, we were also required to establish a set
of rules to indicate whether neural activity moved outside of the bursting region (i.e., to
determine where bursting exists and is stable). This procedure illustrated an example of
an ill-defined classification problem—that is, for a given set of parameters, the transition
between the end of one bursting region and the beginning of another activity region must
be determined unambiguously, although the definition of these boundaries is subjective.
The silicon-neuron parameters were initially set to those that implemented the PBC
model. Consequently, the half-maximal voltages, reversal potentials, and time constants
of the three conductances that were shut off in the PBC model were set to their proper
values in the HN model, reducing the number of parameters that needed to be moved. In






























































Figure 49: Comparative analysis—Simulink simulation results for the PBC model. The
bifurcation diagrams show the intrinsic modes of single-cell activity as a function of ḡNaP
and ELeak for A. the fully implemented model and B. the version implemented in silicon.
C. A comparison of the outputs at the canonical point with the data from fully implemented
model on the left side of the figure.
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Figure 50: Comparative analysis—representative outputs of the two bursting HH models.
The spike heights, baseline membrane potentials, and average spike frequencies are much
different between the two models but nonetheless both models exhibit bursting behavior.
A. PBC model (average spike frequency ≈ 85 Hz, spikes per burst ≈ 150). B. HN model
(average spike frequency ≈ 20 Hz, spikes per burst ≈ 35).
the reference for all model voltages.13 Therefore, to complete the transition between the
bursting models, only 19 of the 29 HN parameters needed to be moved between the starting
values of the PBC model and the ending values of the HN model. We moved each of the
19 parameters using 30 equi-voltage increments for a total of 570 moves, or trials. We
chose 30 equal increments as a good compromise between larger parameter step sizes that
forced the model irrevocably outside of its bursting region and smaller parameter step sizes
that unnecessarily added to the already lengthy testing time. In fact, small step sizes were
limited by the digital resolution of the input devices.
After obtaining baseline bursting activity from the PBC model, the first of the 570
trials began by randomly choosing one of the 19 parameters, moving its value one-thirtieth
of the distance between its starting and ending values, recording 40 seconds of data at 4000
samples/second, and conducting a time-based analysis. Outputs of subsequent trials were
13If all half-maximal voltages and reversal potentials were moved by the same quantity, then the output
would not change. Therefore, one of these voltages can be (arbitrarily) defined as the reference and be set
to a constant value. We chose ELeak to be this voltage.
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P2= [30, 30, ..., 30]
P1= [0, 0, ..., 0]
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Figure 51: Comparative analysis—the measurement of the Euclidean distance in a dis-
cretized multi-parameter bursting space.
considered to be bursting14 if the following occurred: (1) the average spiking and silent times
were within 60 percent of the previous successful burst, (2) the average number of spikes
per burst and average spike frequency were no more than 120 percent greater than those of
the previous successful burst (no constraint was placed on smaller values), (3) the standard
deviation of the spike heights was less than one percent of the mean (to avoid the degenerate
bursting regions), and (4) the number of data points above the spiking threshold (10 mV
below the mean spike heights) was at least one percent (to avoid doublet- and triplet-type
bursting that can occur with a non-bursting mechanism).
These were considered to be conservative thresholds because many times a qualitatively
good bursting output was not considered successful because one or more of the criteria
was not met. If all of the bursting criteria above were met (success), then the parameter
remained at its new value; otherwise, the parameter was moved back to its previous value
(failure). Then, another parameter was chosen (depending on one of the three methods as
explained below), and the process was repeated. The test concluded when the 570 trials
were deemed successful.
We used a Euclidean distance measure to differentiate the different paths taken between
14Bursting is qualitatively defined as periodic repetitive activity punctuated by periodic episodes of silence.
The burst cycle consists of an active phase, characterized by the repetitive firing of action potentials (spiking),
and a silent phase, characterized by a membrane potential that varies slowly at a hyperpolarized value
(silent).
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the canonical bursting points of the two models in the discretized multi-parameter bursting
space. The calculation of this distance is illustrated in Figure 51. The initial and final
parameter vectors are defined by
−→
P1 = [0, 0, . . . , 0] and
−→
P2 = [30, 30, . . . , 30], respectively,
where
−→
P1 represents the discretized canonical bursting point for the PBC model and
−→
P2
represents the discretized canonical bursting point for the HN model. −→e defines a unit




P2, in which the direct path is defined by a
vector with equal components;
−→
b T is the actual vector between
−→
P1 and the current point
after T trials. These vectors are represented by the following:
−→e = 1√
p
[1, 1, . . . , 1] (59a)
−→
b T = [p1, p2, . . . , p19] (59b)
where p is the number of parameters that needs to be varied (19 for our test) and pi
represents the discretized value of parameter i for i ∈ {1, 2, ..., p}. The Euclidean distance
after T trials, dT , as measured by the difference between
−→
b T and the projection of
−→
b T on
the direct-path vector (defined by −→e ), is calculated as:
dT = ||
−→
b T − (
−→
b T ◦ −→e )−→e || = ||
−→
b T −−→v T || (60)
where −→v T is the projection of
−→
b T onto −→e .
Our method of exploring the parameter space of a conductance-based model to produce
a desired behavior is in contrast to a previous study in which a database of approximately
1.7 million single-compartment model neurons were generated by varying maximal conduc-
tances based on measurements from lobster stomatogastric neurons [94]. Evaluating our
19-parameter space (that includes all model parameters as opposed to maximal conduc-
tances only) in a similar manner would not be feasible. Also, by its nature, the physical
system works in real-time and would not benefit from the additional computing power that
was used in their study. Instead, we used automated smart search algorithms to obtain our
results.
We used three different methods to move between the canonical bursting points: (1) uni-
form parameter variation, (2) non-uniform parameter variation, and (3) random parameter
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Figure 52: Comparative analysis—Euclidean distances as the parameters were individually
moved in discrete steps from one neural bursting model to the other. The test and theoretical
distances are shown for three parameter variation cases: uniform, non-uniform, and random.
Note that the test and theoretical distances for the uniform case are indistinguishable.
variation. The distances calculated by the first two methods provided boundary conditions.
Note that the trial number, T , was chosen for the x-axis of the distance plots because it
is proportional to the projection of
−→




b T ◦ −→e ) because
−→
b T ◦ −→e = Σpi/
√
p and Σpi = T . These three contrasting methods were chosen to demon-
strate that the bursting models not only share the same bursting region, but also connect in
diverse ways. By using a Euclidean distance measure, we were able to quantify the size of
this discretized multi-parameter bursting region, thereby allowing us to report the results in
a meaningful way. A plot of the theoretical and actual distances for the three methods are
shown in Figure 52 and will be explained more fully below. Although we expected the test
results to be in the “ballpark” of the theoretical results (which is our reason for showing
them in the figure), these results were certainly not assured because we only performed
each test one time and random processes are not guaranteed to track to the mean. Note
that the goal, however, was not to show how close the test results tracked the theoretical
results; instead, the goal was to show successful connections using different defined paths.
Uniform Parameter Variation. For uniform parameter variation, the parameters were
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selected in such a way to maintain uniformity across the parameters (i.e., the correlation be-
tween the parameter that just moved successfully and the selection of the next parameter is
a minimum). This method set the lower bound on the possible distances for the progression
from one model to the other. For example, in the theoretical case,15
−→
b T follows the following
path:
−→
b 1 = [1, 0, . . . , 0],
−→
b 2 = [1, 1, 0, . . . , 0],
−→
b 3 = [1, 1, 1, 0, . . . , 0], . . . ,
−→
b 19 = [1, 1, . . . , 1],
. . . ,
−→
b 38 = [2, 2, . . . , 2], . . . ,
−→
b 551 = [29, 29, . . . , 29], . . . ,
−→
b 570 = [30, 30, . . . , 30]. This










where T/p is an integer is satisfied. In this zero-distance case,
−→
b T is along the projection
defined by −→e as shown in Figure 51. As depicted in Figure 52, the test results for this case
are indistinguishable from the theoretical distance and imply that the neuron never moved
to a non-bursting region; these results also imply that in no instance was pi > pj + 1
for any two parameters i and j. This result also shows the surprising consequence that the







is also a bursting point. In fact, the path determined by this method produced the most
robust of the three methods because every parameter move generated valid bursting as
determined by the criteria specified above.
Non-uniform Parameter Variation. For non-uniform parameter variation, the parame-
ters were selected in such a way to maintain non-uniform changes across the parameters (i.e.,
the correlation between the parameter that just moved successfully and the selection of the
next parameter is a maximum, until the parameter has moved to its final destination). This
method set the upper bound on the possible distances for the progression from one model to
the other. For example, in the theoretical case (i.e., no failures),
−→
b T follows the following
path:
−→
b 1 = [1, 0, . . . , 0],
−→
b 2 = [2, 0, . . . , 0],
−→
b 3 = [3, 0, . . . , 0], . . . ,
−→
b 30 = [30, 0, . . . , 0],
. . . ,
−→
b 60 = [30, 30, 0, . . . , 0], . . . ,
−→
b 540 = [30, 30, . . . , 30, 0], . . . ,
−→
b 570 = [30, 30, . . . , 30].
Figure 52 shows that the notches in the plot of the theoretical distance for this method
occur every 30 trials at the point where one parameter has moved to its final value (i.e.,
15The theoretical, or ideal, case assumes that every move of a parameter results in successful bursting.
117
30 increments). In the test case, we were unable to use this theoretical path to success-
fully move between the two canonical bursting points. This result suggests that the com-
plex interplay between the neural parameters requires coordinated parameter movement
to maintain bursting; alternatively, a disproportionate number of moves in one or more of
the parameters will obviate bursting activity. Instead, we randomly picked the parameters
by weighting the selections by the previous results (i.e., the more times a parameter was
previously moved, the greater its chance of being selected) to push the upper limits on the
distance. This modified non-uniform parameter variation method still resulted in a large
number of parameter moves that did not result in bursting (127), suggesting that we were
on the border of moving the parameters too far without compensatory movement by other
parameters. The distance between the theoretical and test distances shown in Figure 52
indicates the extent of the parameter space in which bursting is not possible, but the test
distance still reveals that the maximum distance obtained by this method is more than ten
times the distance obtained by the previous method for picking parameters.
Random Parameter Variation. For random parameter variation, the parameters were
randomly selected with decreasing likelihood after each selection. An analogous situation
is one in which balls are picked from an urn without replacement. The urn contains 30 of
each type of p = 19 different balls resulting in 570!/(19 · 30!) possible paths with differing
probabilities (i.e., called the urn problem); this can be characterized by the hypergeometric
distribution [125]. After substituting the vectors from Eq. (59b) into Eq. (60), we calculated
the expected distance squared after T trials, E[d2T ], to be the following:
E[d2T ] = p(σ
2 + µ2)− T · µ (62)
where µ and σ are the mean and standard deviation. The symmetry of the problem helped
to reduce the final form of E[d2T ] to a relatively simple expression as shown by Eq. (62).






T ·m · n · (n + m− T )
(n + m− 1)(n + m)2
(63b)
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where n and m are the number of “successes” and “failures”, respectively, for selecting a
particular parameter; in our case, n = 30 for the 30 increments required for a particular pa-
rameter and m = n(p − 1) = 540 (i.e., m = max [T ] − n). Note that
√
E[d2T ] ≈ E[dT ],
and in fact,
√
E[d2T ] ≥ E[dT ]. Therefore, Eq. (62) provides an upper bound on the ex-
pected distance, E[dT ], for this third method. We also verified this closed-form solution
by simulating this selection method in Matlab 10,000 times. In the test case, relatively
few (21) parameter moves failed to result in bursting which not surprisingly falls between
the uniform and non-uniform methods. The test distance trajectory for this method shown
in Figure 52 tracks the expected theoretical distance trajectory fairly well and would have
tracked closer if less failures occurred along the way.
3.2.3 Interpretations of the Results
The wide region of bursting activity as shown by the Euclidean distance measures shown in
Figure 52 indicate that this region can be specified by a myriad of combinations of param-
eters. We also showed how the bursting characteristics and parameter changes evolve as
the parameters are moved. Figure 53 illustrates, for the three methods used to connect the
canonical bursting points, the progression of the major characteristics of the bursting wave-
forms: silent time, spiking time, period, duty cycle and average spike frequency. Note that
the neuron stays in a bursting region for each of the 570 successful trials shown in Figure 53.
Although the starting and ending bursting characteristics are approximately equal (by its
very nature, the random components within the real, physical system will yield slightly
different results), the variability of these bursting characteristics is another illustration of
the diverse paths that were taken. Figure 54 reveals the asymmetrical progressions of the
maximal conductances for the three methods used to connect the canonical bursting points.
The maximal conductances were normalized to their final values because some of these val-
ues were an order of magnitude larger than others. Also, note that some of these values
decrease to their final values and some increase. This figure also offers another perspective
for the paths used to connect the canonical bursting points—that is, the combination of
parameter values, not a single one, maintains the neuron in the bursting region (we did
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find, however, that in terms of which parameter moves caused the most failures, the half
maximals were seemingly the most sensitive by this measure and the reversal potentials
were the least sensitive). This finding is analogous to previously published results that also
show that different combinations of conductances produce similar neuronal output behavior,
and therefore, no single current individually determines the firing properties of the neuron.
This finding suggests two outcomes: (1) The pattern of activity is the goal (i.e., bursting)
and is produced by somewhat variable underlying mechanisms (i.e., the model parameters)
that affect many interacting nonlinear processes [80]. (2) The effect of modulating a single
conductance on the neuronal behavior depends on the neuron (or the location in parameter
space) [33].
An interesting result we found using the uniform method to connect the two bursting
points was that bursting occurred using the average parameter values of the two canonical
bursting points, but we do not claim that this is a general result. This finding must be
carefully considered and should not be confused with previously published results that
determined that setting parameters to the average value of parameter ranges that produced
bursting for a single neuron did not result in bursting. In this case, the fundamental reason
for this failure of averaging (i.e., the averaged model) is that the bursting region of the
single neuron occupies a concave region of parameter space [40].
The existence of a single contiguous bursting region that contains points representing
the HN and PBC models indicates a closer association between these models than previ-
ously considered. This concept, demonstrated with an engineered system, ties back to the
opening ideas that we presented in this section—that is, living neurons with similar flexible
architectures can be used in a wide range of behaviors.
3.3 An Analysis of the Effects of Intrinsic Heterogeneity
in Silico
To study the intrinsic heterogeneity16 of a population of silicon model neurons, we designed
a single chip that included 20 nominally identical isolated neurons using the MOSIS TSMC
16This effect can also be referred to as built-in heterogeneity or natural offsets.
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Figure 53: Comparative analysis—progression of the silent time, spiking time, period,
duty cycle and average spike frequency. The lower line represents silent time. The upper
line represents the period. The difference between the upper and lower line represents the
spiking time. The duty cycle is the ratio of the spiking time and the period. The color
of the shading represents the average spike frequency (the darker the shading, the larger
the average spike frequency). A. Uniform parameter variation method. B. Non-uniform
parameter variation method. C. Random parameter variation method.
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Figure 54: Comparative analysis—progression of maximal conductances relative to final
values for every twenty trials. Note that the maximal conductances for k1, p, and h are
shut off for Trial 0 (PBC model) and eventually turn on in a variety of ways. A. Uniform
parameter variation method. B. Non-uniform parameter variation method. C. Random
parameter variation method.
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0.35 µm process (Section 2.2). The silicon model neurons were fabricated on a single silicon
substrate, making them heterogenous by their physical nature. This intrinsic heterogeneity
cannot be controlled17 and is primarily derived from the following two sources of mismatch
between supposedly identical transistors [43]: (1) variations in the location of the edges
of the transistor caused by the limited resolution of the photolithographic process and
(2) nonuniform conditions during the predeposition and diffusion of the impurities. For
example, the differential-pair offsets in the ELeak OTAs (Figure 55) will contribute to the
variability in the minimum output voltages during bursting. From the figure, the voltage
offsets from Neuron 10 and Neuron 19 are outliers, and the intrinsic heterogeneity implicit
in that data will be manifested in the output data figures shown in Section 3.3.3. The
framework of this section is as follows: In Section 3.3.1, we will describe our goal of map-
ping input and output spaces and how we obtained bursting outputs across the array of
neurons. In Section 3.3.2, we will describe our MidSearch algorithm, which was integral for
mapping the spaces. In Section 3.3.3, we will present the results from the four tests that we
completed. In Section 3.3.4, we will conclude this section with descriptions of more tests
that could have been performed and the shortfalls of this physical implementation.
3.3.1 Mapping Input and Output Spaces
For our application, we quantified the intrinsic heterogeneity in terms of the following
measures: (1) input heterogeneity was derived from the distributions of the input voltage
biases that controlled the model parameters (Table 3) and (2) output heterogeneity was de-
rived from distributions of six time-based and voltage-based bursting output characteristics
(Figure 56). Ideally, in the absence of intrinsic heterogeneity, the standard deviations of
these distributions are zero. By definition, the silicon model neurons constitute a physical
system, and consequently, the time-based output measures exhibited cycle-to-cycle variabil-
ity. The input voltage biases, however, were fixed to millivolt precision, and the voltage-
based output measures were relatively stable (e.g., the relatively constant differential pair
offsets were reflected in the minimum value of Vmem).
17Although this intrinsic heterogeneity can be decreased by layout techniques that improve transistor
matching such as designing cross-coupled transistors. [47] [128]
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Figure 56: Intrinsic heterogeneity with the analog model—the output space parameters.
(1) interspike interval, (2) spiking time, (3) period, (4) absolute minimum voltage, (5) total
voltage amplitude, and (6) spike height. Note that the first three parameters are time-based






















Figure 57: Intrinsic heterogeneity with the analog model—generalized approach for map-
ping the input and output spaces. Starting with the hand-tuned point, the final optimized
point will be found by alternately narrowing the input and output spaces. The final opti-
mized point will have narrower input and output spaces relative to the hand-tuned initial
point.
As Figure 57 implies, the goal of our work was to map one space to another space,18 and
we expected the sizes of these spaces to be inversely related—as the size of the input space
is constrained and thus decreases (increases), the size of the output space must increase
(decrease) to maintain bursting across the entire neural array. With subsequent tests,
our plan was to continue the process of successively reducing the input space and output
space until we found the final optimized point as shown in the figure.19 To reduce these
input and output spaces, we employed a MidSearch algorithm that will be described in
Section 3.3.2. This algorithm was also required to make fair comparisons between the
input and output measures; otherwise, (arbitrary) sets of voltages would have been used to
measure heterogeneity, resulting in much less meaningful results.
We first were required to manually obtain bursting outputs for each of the 20 neurons
on our chip. As shown in Figure 5, a scanner was used to access the membrane potential,
18A proposal from the Laboratory for Neuroengineering (Bob Lee) submitted in October 2005 included a
discussion of this general type of mapping problem that was to be addressed in the proposed work.
19This final optimized point is not an actual point; instead, it results in the smallest input space for an
allowable output space.
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Vmem, from a single selected neuron, but Vmem of Neuron 1 was also taken off chip to
characterize the voltage-to-physiological relationships of each of the parameters. With these
characterizations, we were able to determine a set of voltages that resulted in bursting for
Neuron 1. Also note in Figure 5 that a single voltage controls each model parameter across
all neurons, and in the absence of transistor mismatch (i.e., the ideal case), this set of
voltages that we found for Neuron 1 would also result in bursting for the other 19 neurons;
because of transistor mismatch, this was not the case. We were able to use the set of voltages
from Neuron 1, however, as a set of baseline input parameter voltages to provide us with a
good general idea as to the set of voltages that should be used to obtain bursting with the
other neurons. Consequently, we found 20 different sets of input voltages to obtain bursting
in every neuron. These hand-tuned initial bursting points were not constrained, thus wide
input and output spaces were generated. In general, considering the sensitivities of the
input space measures, we expected the reversal potential (E) and half-maximal voltages
(θ) to vary more from these baseline voltages than the maximal conductance (ḡ), sigmoidal
slopes (σ), and time-constant voltages (τ̄).
To simplify the search for a bursting output, we first found subthreshold oscillations
by using the eight subthreshold model parameters from the ILeak and INaP currents20 and
turning off the spiking currents by setting their maximal conductances to zero (i.e., ḡNa =
ḡK = 0 nS). With an underlying subthreshold oscillation, we next varied the 12 voltages
that controlled the spiking parameters to locate bursting for the remainder of the neurons.
The resulting set of 20 voltages for Neuron n is given by the 20-parameter voltage array
(vn1 , v
n
2 , . . . v
n
20) and this array was determined for all 20 neurons.
3.3.2 The MidSearch Algorithm
The following steps describe the MidSearch algorithm that we employed to implement the
tests shown in Figure 57:
20The leak reversal potential, ELeak, was fixed and provided the reference for all model parameter voltages.
If all half-maximal voltages and reversal potentials were moved by the same voltage, then the membrane
potential would not change. Therefore, one of these voltages can be (arbitrarily) defined as the reference
and be set to a constant value. We chose ELeak to be this voltage.
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• To constrain the input (or output) space, set the allowable range for input (or output)
parameter p to [minimum(vap) maximum(v
b
p)] where, for this case, Neuron a required
the minimum value v and Neuron b required the maximum value v. Re-calculate these
allowable ranges after each pass through the algorithm.
• For a particular neuron, randomly select one of the parameters and sweep its voltage
within its allowable range and determine the voltages for which it bursts (the criteria
for bursting are discussed below). Move the voltage to the middle of the bursting
range21 and determine if the difference between the starting and ending voltages
is within 15 mV (this threshold gives a good balance between testing time and a
reasonable voltage change, including a consideration of electronic noise). If so, then
do not select that parameter again until this test fails for another parameter.
• Repeat for the next randomly picked input parameter and continue until all 20 input
parameters consecutively had voltage changes of less than 15 mV.
• See Figure 58A to see a cartoon of the method of moving voltages to the middle
of a bursting range for two input parameters. Figure 58B shows how the midpoint
is found for the maximal conductance (ḡ) and time constant (τ̄) parameters, which
have an exponential voltage-to-physiological mapping; the reversal potential (E), half-
maximal voltage (θ), and sigmoidal slope (σ) parameters are voltages and therefore
did not require this type of mapping. Note that a UT /κ ≈ 42 mV voltage change
represents an e-fold change in the physiological value (for UT = 25 mV and κ = 0.6).
• Repeat for the next neuron and continue until all 20 neurons have completed. This
concludes a single search as indicated in Figure 57.
• Repeat this algorithm until the ranges fail to decrease significantly. This is the final
optimized point as indicated in Figure 57.
To determine the range of voltages in which bursting occurred, we started at a known
bursting point and first increased the voltages to find the upper limit of the range and then













Figure 58: Intrinsic heterogeneity with the analog model—method used to adjust param-
eter voltages. A. The two-dimensional mapping space is used for simplicity. Point 1 gives
the original points. Point 2 gives the intermediate point after sweeping one parameter and
finding the midpoint of its bursting range. Point 3 gives the final point after sweeping the
other parameter and finding the midpoint of its bursting range. B. V 1 and V 2 represent the
ends of the bursting range, and G1 and G2 correspond to their physiological values, respec-
tively. The midpoints of these parameters are first found in the physiological space and then
these values are converted back to voltages (similarly for the time constant parameters).
Therefore, the midpoint voltage is different from the average of V 1 and V 2.
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decreased the voltages to find the lower limit of the range. At each voltage, we recorded 10
seconds of data, and averages were calculated for the following bursting measures: (1) start-
ing spike frequency, (2) ending spike frequency, (3) spike frequency, (4) spikes per burst,
(5) spiking time, (6) silent time, (7) duty cycle, (8) standard deviation of the peak volt-
ages, and (9) amplitude. Relative and absolute thresholds were used to classify the data as
bursting. For the relative thresholds, the differences between the last good bursting data
and the current data had to be less than 30 percent for measures (1) − (7). In addition,
absolute thresholds had to be achieved for measures (6) − (9) to avoid a misclassification
with tonic firing and “degenerate” bursting. These bursting-measure thresholds allowed for
reasonable incremental changes in the bursting characteristics.
Because we were working with a physical system (i.e., a silicon neuron), we had to
consider noise when measuring the output space. For example, we could not expect to
obtain a duty cycle of exactly 50.00000. . . percent. Instead, a reduced, or constrained, value
could be defined as 48−52 percent. This noise is introduced not only by the physical system
but also by the sampling-time tradeoff—the shorter the time, the greater the variability
(noise) in the bursting characteristics data (the output space), but the more data that can
be obtained.
As a result of the MidSearch algorithm, each final set of input parameter voltages for
each neuron was found using a single, well-defined algorithm.22 Because of this voltage-
normalization process, we were also able to make fair comparisons and thus quantify the
intrinsic heterogeneity between the neurons using non-arbitrary bursting points in parame-
ter/voltage space.
Finally, during our preliminary testing, we determined that IK was largely irrelevant for
some bursting points; that is, either ḡK was too small or θn(IK) was too large or both. In
these instances, comparisons could not be made across neuronal input parameters or output
measures. As a result, to make IK relevant, we implemented the following constraints before
22We would have preferred to write that a bursting point is located at the center of a bursting region, but
we were unable to prove this because we were working with a 20-dimensional space. In addition, we also
believed that our algorithm increased the aggregate bursting ranges and resulted in a more stable bursting
point, but we could not prove this either. Finally, our algorithm included a process to randomly select
parameters, and therefore, a deterministic final point was not found.
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we began collecting data from the tests: (1) ḡK < 2.75 V and (2) 1.52 < θn(IK) < 1.81 V.
3.3.3 Results
After four tests, we obtained four sets of parameter voltages that resulted in bursting for
every neuron, and these tests will be referred to as the following in this document:
• Test 0: original bursting points from the manually hand-tuned set of voltages
• Test 1: after first pass of MidSearch algorithm (corresponds to Search 1 in Figure 57)
• Test 2: after second pass of MidSearch algorithm (Search 1 repeated)
• Test 3: after third pass of MidSearch algorithm (Search 2)
We recorded data from each neuron using the set of voltages determined at the end
of each of the four tests to determine the bursting characteristics (Figure 59, Figure 60,
Figure 61, and Figure 62). Each plot shows 2.5 seconds of data, and this time frame was
selected to capture at least one full bursting cycle for each neuron. The membrane potential,
Vmem, is the y-axis data. Every plot uses the same 350-mV range, which corresponds to a
chip voltage of 1.55−1.90 V. This voltage range was selected to best capture the full output
ranges of all of the neurons for all of the tests. Note that these plots show a wide variety
of bursting characteristics such as period, duty cycle, and spike heights. Also, as expected
from Figure 55, the minimum voltages from the outputs from Neuron 10 and Neuron 19
are noticeably smaller than those from the other neurons because of the differential-pair
offsets in the ELeak OTAs; similarly, the minimum voltage from the output from Neuron 4
is larger.
The voltage ranges of the input parameters for the four tests are shown in Figure 63,
and Table 16 shows related information in tabular form. Relatively wide input parameter
voltage spaces were generated by Test 0 (the unconstrained hand-tuned initial bursting
points) in which the smallest range for any parameter was 58 mV. After Test 2 (the second
test to reduce the input space), 14 of the 20 parameters had voltage ranges ≤ 51 mV. The
only parameter types that required larger ranges were the reversal potentials and the half-
maximal voltages. In fact, six of the input parameters had voltage ranges ≤ 5 mV (ENa, ḡK,
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Figure 59: Intrinsic heterogeneity with the analog model—neural outputs from Test 0.
131
 1  2  3  4
 5  6  7  8
 9 10 11 12
13 14 15 16
17 18 19 20
Figure 60: Intrinsic heterogeneity with the analog model—neural outputs from Test 1.
132
 1  2  3  4
 5  6  7  8
 9 10 11 12
13 14 15 16
17 18 19 20
Figure 61: Intrinsic heterogeneity with the analog model—neural outputs from Test 2.
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Figure 62: Intrinsic heterogeneity with the analog model—neural outputs from Test 3.
134
σh, σn(INa), σn(IK)). By design, as shown in Table 16, the ranges and standard deviations
of each of the 20 input parameters reduced after Test 1 and again after Test 2. As expected,
these input parameter statistical measures increased after Test 3, which was designed to
reduce the output space. Note that, in general, the reversal potential (E) and half-maximal
voltages (θ) have larger ranges to maintain bursting than the maximal conductance (ḡ),
sigmoidal slopes (σ), and time-constant voltages (τ̄).
The ranges of the output-space parameters (Figure 56) for the four tests are shown
in Figure 64, and Table 16 shows related information in tabular form. Note that these
output parameters are not deterministic with our physical system because of cycle-to-cycle
variability—statistics taken on new sets of output data give results within ten percent of
those shown in the table. Note that for Test 1 and Test 2, as the input space was reduced,
the output space also tended to reduce; for Test 3, however, as the output space was reduced,
the input space increased significantly. Figure 65 is an updated version of Figure 57 that
reflects the tests that we actually completed and the results that we obtained.
Note that we did not address the problem of non-uniqueness; that is, the final set of input
and output parameters satisfies our constraints, but it is certainly a non-unique solution in
the 20-parameter input space. Because we are working with an under-determined problem
and an algorithm that includes the random selection of parameters, we could increase the
number of constraints to reduce the number of possible sets of voltages in solution space,
but we could not fully eliminate the non-uniqueness issue—a deterministic final point is
unlikely to be found. In addition, a final point is not guaranteed to be the “best” point in
terms of a stable bursting region; for example, a final point could be the result of irreversibly
falling into a region of parameter space because of the constraints placed on the algorithm.
3.3.4 Additional Testing
Because of time constraints, we did not complete as many passes of the MidSearch algorithm
as we planned. Given more time, we could have used the set of input parameter voltages



























































































Figure 63: Intrinsic heterogeneity with the analog model—input parameter voltage ranges
for all neurons after each test. Parameter order of each subfigure: A. Reversal Potentials
(ENa(INaP), ENa, EK), B. Maximal Conductances (ḡLeak, ḡNaP, ḡNa, ḡK), C. Time Constants
(τ̄h, τ̄n(INa), τ̄n(IK)), D. Half-Maximal Voltages (θm, θh, θq, θn(INa), θn(IK)), and E. Sig-
moidal Slopes (σm, σh, σq, σn(INa), σn(IK)). The maximal conductance and time-constant




























































































Figure 64: Intrinsic heterogeneity with the analog model—output parameter ranges for all
neurons after each test. The number in parenthesis in each of the subfigure titles corresponds
to the output space parameter shown in Figure 56.
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Table 16: Intrinsic heterogeneity with the analog model—ranges and standard deviations
of each input and output parameter after each test. The units of the input-space parameters
and the last three output-space parameters are mV. The units of the first three output-space
parameters are ms.
Test 0 Test 1 Test 2 Test 3
Parameter Range STD Range STD Range STD Range STD
Input-Space Parameters
ENa(INaP) 596 149 380 78 291 64 443 105
ENa 234 61 49 16 0 0 469 110
EK 273 73 186 51 101 33 212 60
ḡLeak 75 22 50 16 35 11 318 106
ḡNaP 84 26 43 10 33 6 227 83
ḡNa 83 26 46 12 26 6 200 77
ḡK 58 17 19 5 4 1 300 115
τ̄h 120 29 70 13 26 5 14 3
τ̄n(INa) 63 15 35 9 11 2 122 45
τ̄n(IK) 140 43 66 14 51 11 152 55
θm 290 72 233 67 220 63 230 72
θh 314 83 243 71 197 59 215 61
θq 345 84 215 61 186 49 245 66
θn(INa) 293 79 194 64 163 48 245 71
θn(IK) 290 76 107 29 50 13 165 45
σm 74 22 59 16 47 12 224 62
σh 82 24 36 9 0 0 113 32
σq 102 27 48 13 34 7 112 33
σn(INa) 96 27 18 7 5 1 137 37
σn(IK) 128 35 1 0 1 0 97 28
Output-Space Parameters
interspike interval 17 5 22 5 29 6 20 5
spiking time 847 278 626 189 588 167 516 120
period 1258 359 1034 280 1439 341 1048 253
minimum voltage 176 44 188 44 191 43 133 32
voltage amplitude 238 55 183 50 196 49 113 30














Figure 65: Intrinsic heterogeneity with the analog model—realized mappings of the input
and output spaces.
Tests of Mean Parameter Values. By setting each parameter to its mean value across the
array, we could determine the number of neurons that are bursting, silent, or tonically firing
and determine how this number changed with each pass through the algorithm. We could
also quantify the distances that each parameter is from these mean values to determine the
distance that each bursting point is from the center of the 20-parameter space. We have
to be careful with these distance measures because we would be required to combine terms
with a variety of units (V, s, nS); a simple summation of maximal conductances could even
be problematic if one of them influences the result in a disproportionate way. Finally, we
could also determine if a relationship exists between the output burst characteristics and
the distance measures.
Tests for Subthreshold Oscillations. By turning off the spiking maximal conductances
(i.e., ḡNa = ḡK = 0 nS), we could determine how many neurons have an underlying sub-
threshold oscillation and determine if this result correlates with other results such as larger
bursting parameter ranges.
Tests for Bursting Regions. By completing a few burst mapping diagrams (e.g., deter-
mine the bursting region in ḡNaP−ELeak space), we could determine the different sizes across
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the neural array to provide us with another bursting output measure. We could determine
if this result correlates to the results from the tests above or to the bursting characteristics.
For example, we could determine if the duty cycle has a negative correlation to the size of
the burst mapping diagram. In addition, we could determine how many diagrams overlap,
but we have to be careful with the interpretation because we would only be considering
a two-dimensional slice of a 20-dimensional space. We could take this additional measure
of intrinsic heterogeneity in the output space and determine if it is too large compared to
the applied heterogeneity that is generated with the heterogeneity circuit (Section 2.2.4).
Because the bursting space has 20 dimensions, determining whether it is convex, hyperellip-
soid, or some other shape is an intractable problem; as a result, we are forced to do analysis
using two-dimensional burst mapping diagrams. Alternatively, in terms of a reasonable
“return on investment,” we could perform a random sampling of the input parameter space
to provide a characterization of the output space and perhaps obtain contours of bursting
regions, including regions with local maxima; this result would probably be acceptable for
the aVLSI community, but not for the biological science and modeling communities.
3.4 Significance and Future Directions
We tested single-neuron models using both digital (computational) and silicon (physical)
implementations. We described and tested a straightforward and efficient search algorithm
that achieved our goal of reliably locating a desired neural behavior in the vast multi-
parameter space of a conductance-based HH neuron model. The desired behavior was
bursting, and to classify this type of neural dynamics, we used a simple cost function whose
inputs were derived from the frequency content of the output. This cost function was used
with a stochastic gradient descent-type algorithm to locate parameter values that allowed
the neural model to produce bursting within a specified tolerance. We demonstrated good
results, including those showing that the utility of our algorithm improved as the pre-
defined allowable parameter ranges increased. For example, using the initial parameter
ranges, our algorithm did not perform better than a random search, but as the parameter
ranges were extended, our method proved to be computationally efficient. This result was
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expected because in an extreme case (i.e., for a case in which the pre-defined parameter
ranges were virtually zero), our algorithm would not aid a search for bursting points, but
for some set of pre-defined parameter ranges, our search algorithm would perform better
than a random search. For our model, this threshold existed between the 100 percent
and 120 percent parameter ranges. By finding hundreds of points in parameter space that
resulted in bursting that had frequency components similar to those found in the output of
the model at the canonical point,23 we were able to show that the “canonical” point was
really arbitrary from a modeling perspective. This result was important and was later tied
to FPGA results that showed that the size of the bursting region could be increased by
moving to a different point in parameter space. In addition, our algorithm was also used
to demonstrate that the bursting region is a contiguous region of parameter space, and
this result led us to the silicon model neuron tests that related two dynamically different
bursting models through an exploration of parameter space. Our algorithmic approach to
this general problem was based on the understanding that real-world problems need real-
world solutions fast and approximately, but not exactly, correct. To search a vast parameter
space, a brute-force method is not feasible, every possibility does not have to be tested, and
cases can be discarded without checking them individually. In addition, solutions that lie
near one another are similar in some respect, and the cost function provides the “quality”
of the solution.
Using the parameter-search techniques that we previously developed, we used the silicon
model neuron to demonstrate two important findings. We first validated the flexibility of
a previously published silicon-neuron architecture [106]. We accomplished this goal by
implementing the various functional behaviors of the HN, PBC, and AC conductance-based
neural models with this single integrated-circuit chip. One of the criticisms of neuromorphic
engineering is that the circuits that are designed to emulate biology are too specific. Our
findings, however, illustrated the value of this silicon-neuron architecture as a general neural-
modeling tool and showed that opportunities exist to demonstrate the applicability of these
23Arguably, an infinite number of points exist if not for the finite precisions of the parameters of the digital
model.
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neuromorphic architectures to a broad set of problems. Although we only demonstrated
our results using an architecture designed for just a single neuron, we will be able to study
neural populations and the effects of varying like parameters in the same amount of testing
time to obtain other scientific results; this scalability is an important aspect of working with
a physical system. We also used the silicon model neuron to relate two dynamically different
bursting models through an exploration of parameter space. These bursting models, PBC
and HN, are different because their bursting mechanisms rely on different ion channels—
the PBC model uses a persistent Na+ channel and the HN model uses a Ca++ channel and
an h channel. We determined that these models represent points in a contiguous bursting
space that spans between the two models—from one set of parameters to another set of
parameters. Although we did not have a good reason to presume this specific interesting
result, it does support our broad hypothesis that bursting regions are contiguous and well
behaved. Interestingly, we also found that the point in parameter space that represents the
average parameter values of these two canonical bursting points is also a bursting point,
although this is certainly not a general result.
To continue our understanding of heterogeneity at a population level, we fabricated an
array of 20 isolated silicon model neurons. We demonstrated that a generalized algorithmic
approach for mapping the input and output spaces of the individual neurons could be ac-
complished. To do so, we relied on the property that burst-mapping regions are contiguous,
which we demonstrated in earlier studies. One of the objectives of our work was to locate
the “center” of a multi-dimensional bursting region because we believed that this point
would result in increases to the aggregate bursting ranges of the parameters, resulting in a
more stable bursting point; this theory, however, is unproven largely because of the size of
the parameter space. We know that each neuron etched in silicon on the same substrate
will be different because of the inherent offsets in their physical structures. Although off-
sets from transistor mismatch may be useful in some applications [66], we did not benefit
from this result. As a result, a manifestation of the intrinsic heterogeneity with the silicon
model neuron is parameter variability, and this variability proved to be too large to satisfy
our larger goal of studying the role of “controllable” heterogeneity in rhythmic networks
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of neurons using this physical implementation. Therefore, we decided to use a different
technology platform to pursue this work. Nonetheless, we were able to demonstrate that
the input and output spaces of a silicon model neuron could be optimized, but that the
parameter variability was too large to construct networks of these neurons.
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CHAPTER IV
ANALYSIS OF HETEROGENEOUS NETWORKS
Real neurons, as opposed to deterministic model neurons, can exhibit a variety of behav-
iors as a result of their nonidentical intrinsic membrane properties [109], and in fact, these
membrane parameters, such as maximal conductances, possess considerable variability [9].
We wanted to test these beliefs by using the FPGA model neuron to better understand how
rhythmicity in an HCO is generated, maintained, and eliminated by the introduction of
parametric and topological heterogeneity—that is, we wanted to determine whether hetero-
geneity is functionally advantageous. From the literature, heterogeneity has been shown to
have both positive and negative consequences on network rhythmicity, which is essential to
locomotion and other complex oscillatory neural behaviors (Section 1.1.1). We expected to
find regions of parameter space in which individual neurons would not burst endogenously,
but would exhibit anti-phasic bursting when connected in an HCO configuration. In addi-
tion, we hypothesized that the heterogeneity imposed on this rhythmic network of neurons
would result in positive changes in measures of output robustness—specifically to the sizes
of a variety of two-dimensional burst-mapping diagrams.
Regarding network rhythmicity, anti-phasic bursting was the most relevant network be-
havior for our study because of our interest in rhythmic pattern-generating systems, and
we expected that a study of the anti-phasic bursting dynamics would show that heteroge-
neity leads to network robustness because of population effects. This study also continued
our analysis of bursting regions (Chapter 3) in which the dynamical output of interest was
stable bursting, but also incorporated the role of coupling to investigate synchronization
in a population of neurons with heterogeneous properties—that is, we studied the simul-
taneous effects of coupling and parameter heterogeneity on the dynamics of the network.
Therefore, we were always required to determine the number of neurons in the network
that were bursting to determine the extent that network rhythmicity existed in a particular
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region of parameter space. In addition, we were interested in studying the effects of ipsilat-
eral excitatory coupling and the role of sparsely, moderately, and fully connected reciprocal
(contralateral) inhibition.
We employed the FPGA model neuron for this testing because of its flexibility, accuracy,
and speed. The flexibility derived largely from the control of the N2 synaptic parameters and
the ability to tune heterogeneity to a desired level. In addition, this real-time, fixed-point
model gave single-neuron results that matched closely to those of a floating-point Simulink
model (Section 2.3). We began our analysis using a homogeneous configuration to provide
us with control HCO data that was used for comparisons with the data from a variety of
heterogeneous configurations. We referred to homogeneity as the ideal, symmetrical, or zero-
heterogeneity case, in which all neurons in the fully connected network were identical and
interchangeable, and an absence of these conditions implied the presence of heterogeneity.
The data of interest (the system output) was the size of the burst-mapping diagram for
three two-dimensional intrinsic spaces because this provided a measure of synchronization
in different regions of parameter space. We chose multiple diagrams because we did not want
to bias our results to one region of parameter space, and we constructed these diagrams from
the three intrinsic parameters that we thought were the most critical for bursting (ḡNaP,
ḡLeak, ELeak). We believed that changes to the sizes of these diagrams provided us with
good indications of the robustness of the network in response to a variety of heterogeneity
tests in which the heterogeneity was specific and quantifiable (the system input). We
expected the burst-mapping diagrams of single neurons in the homogeneous configuration
to be identical, but by introducing intrinsic parametric heterogeneity, we expected the
individual bursting regions to shift in parameter space because of the resulting heterogeneity
in the firing properties of the individual neurons. We expected these offsets to the burst-
mapping diagrams to be advantageous in a connected network because they resulted in an
effective bursting region that covered a larger part of parameter space than in the ideal
(homogeneous) case, making the network more robust to parameter variation.
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4.1 Experimental Methods
To setup the analysis that we used to study heterogeneity using the fully connected HCO
configuration that was implemented with the FPGA model neuron, we must first describe
our experimental methods, including such topics as configurations, definitions, and justifi-
cations. We will describe the various network configurations (homogeneous versus hetero-
geneous), including the parameters that were varied, and then follow with descriptions of
other terms relevant to our testing such as heterogeneity, bursting, coherence, robustness,
and connectivity. Included in this discussion is a description of how we obtained the normal
distributions required to impose parametric heterogeneity in the network and the justifica-
tions that we made to use specific two-dimensional burst-mapping diagrams. In addition,
we will describe the tests that we completed and the format of the results that we used.
Configurations. We defined a homogeneous configuration as one in which the all intrin-
sic and synaptic model parameters were identical, but with one exception—all ipsilateral
excitatory connections were implemented with the same synaptic strength and reversal po-
tential (0 mV) and all contralateral inhibitory connections were implemented with the same
synaptic strength and reversal potential (−80 mV). The canonical set of model parameters
were defined as those that were used in the published equations (e.g., ḡNaP = 2.8 nS,
ḡLeak = 2.8 nS, and ELeak = −60 mV) [8]. We considered this as the ideal case—ideal in the
sense of an absence of the built-in heterogeneity that we observed with the silicon model
neuron (Section 3.3). We defined a heterogeneous configuration as one that did not have
identical intrinsic or synaptic parameters across the network, such as ones in which a normal
distribution was applied to an intrinsic parameter or in which the synaptic connections did
not form a fully connected symmetrical topology (ḡsyn−i ,j 6= ḡsyn−j ,i). For all of our testing,
we only varied the following five parameters, which consisted of three intrinsic and two
synaptic parameters (four maximal conductances and one reversal potential): ḡNaP, ḡLeak,
ELeak, ḡsyn−i, and ḡsyn−e.
The differences between the homogeneous and heterogeneous HCO configurations are
summarized in Table 17. These forms of heterogeneity can be separated by two types of
variation—parametric (first two rows) and topological (last row). Parametric heterogeneity
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Table 17: FPGA HCO configurations—comparison between homogeneous and heteroge-
neous definitions.
Homogeneous Heterogeneous
Synaptic Parameters identical ḡsyn−i, ḡsyn−e distributed ḡsyn−i
Intrinsic Parameters identical distributed
Topology fully connected not fully connected
(symmetrical) (asymmetrical)
includes synaptic (external) and intrinsic (internal) forms. Note that an external input, Iapp,
could have also been considered as a synaptic input—that is, external to the neuron (e.g., a
sensory input). The homogeneous configuration makes all-to-all synaptic connections; that
is, it is a fully connected, symmetrical network. Topological variation occurs when some
of the weights of the synaptic connections are set to zero, resulting in an asymmetrical
network. We quantified all of these forms of heterogeneity for every test that we conducted.
Heterogeneity. We defined heterogeneity as the coefficient of variation of a distribution
of intrinsic parameter values—that is, the standard deviation normalized by the mean. For
example, if we applied x% heterogeneity to a maximal conductance, ḡ, using a targeted
distribution with a mean of µg−t and a standard deviation of σg−t, then the resulting
statistical measures from the random normal distribution are required to give the following
mean and coefficient of variation:




× 100% = x± 2% (65)
where the −t and −a represent the targeted and actual quantities, respectively. To be as
consistent as possible with this heterogeneity measure, we were required to make an adjust-
ment to the distribution of a voltage parameter, specifically ELeak. Because the bursting
ranges of the maximal conductances that we used had coefficient of variations of approx-
imately 40 percent, we chose a coefficient of variation for ELeak that corresponded to its
bursting range (3 percent) for these “40-percent heterogeneity” tests. We scaled appropri-
ately for larger or smaller heterogeneity. For each grid point in a burst-mapping diagram,
we obtained a new random distribution to average the heterogeneity results, giving unbiased
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results that would have otherwise not occurred from using the same normal distribution for
every grid point. We believe that our method of quantifying heterogeneity is an important
distinction in our work because the term heterogeneity is not well defined in the literature
(Section 1.1.1).
The normal distributions that we required for the parametric heterogeneity testing
were randomly distributed around intrinsic parameter values. We validated the normal,
or Gaussian, distribution using the rankit method. For example, to apply heterogeneity to
every ḡLeak in a 36-neuron HCO, we first obtained 36 values from a standard normal distri-
bution (µ = 0, σ = 1) using the Matlab command randn and ordered them from smallest
to largest. Next, we obtained 36 values from a non-standard normal distribution with a
target mean and standard deviation and ordered them from smallest to largest; because
maximal conductances must be positive quantities, we changed all negative values from
the distribution to zero. We then fit a line through the two data sets and measured the
R-squared value. The non-standard normal distribution was chosen for the heterogeneity
test for a single grid point if it satisfied the following three criteria: (1) The mean was
within two percent of the target value (Eq. (64)). (2) The standard deviation was within
two percent of the target value (Eq. (65)). (3) The R-squared value was greater than 98
percent. In addition, because we used nine-bit precision (2−9 = 0.002) with the maximal
conductance parameters, we rounded each value in the data set to the nearest 0.001 nS.
Synaptic-Weight Model. We normalized the inhibitory and excitatory synaptic weights,
ḡsyn−i and ḡsyn−e, respectively, to decouple size effects so that accurate comparisons could
be made between the results from tests in which topological heterogeneity was imposed.
We referred to this normalization process as the synaptic-weight model, and it is shown
pictorially in Figure 66. The most important criteria is that the area under the curve is
equivalent in every case—that is, we maintained an equivalent total synaptic input to every
neuron in the HCO in every case, resulting in a conservation of synaptic weights. As a
result of this normalization process, each neuron received the same total synaptic input
as in the comparable homogeneous case. For example, a single neuron in a topologically
















equals 1 for all 4 cases
Figure 66: FPGA Synaptic-Weight Model.
synaptic input of Σḡsyn−i/18 = 1/18 nS from each of the 18 neurons on the contralateral
side of the HCO. If topological heterogeneity was imposed by randomly disconnecting half
of the contralateral synapses (the 50%, or 9/18, case), then each of the other nine synapses
was required to have a value of Σḡsyn−i/9 = 1/9 nS to maintain consistency for purposes
of comparison, resulting in a constant total synaptic input for both cases. As a result of
this normalization process from the synaptic-weight model, we used Σḡsyn−i and Σḡsyn−e
to indicate the total inhibitory and excitatory synaptic weight, respectively, applied to an
individual neuron in the HCO.
Bursting. We defined bursting as a time trace of the membrane potential, Vmem, that met
the following constraints (Section 2.3.2): (1) The number of spikes per burst was greater
than 3. (2) The standard deviation of the peak voltages was less than 4 mV. (3) No
bursting phase was four times as long as another bursting phase. (4) The period was less
than 10 seconds. These constraints resulted in positive classifications for simple bursting
(characterized by a single repeatable cycle of relatively constant period and duty cycle,
consisting of a bursting phase followed by a silent phase) but not for complex bursting
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(characterized by a single repeatable cycle consisting of multiple bursting and silent phases
with a variety of durations or by an output in which the peak amplitudes were not of the
same order).
Coherence. We defined coherence as the minimum percentage of neurons that were





where B1 (B2) is the number of bursting neurons in one (the other) half of the HCO and N
is the total number of neurons in the network. This measure, unlike a simple summation of
the number of bursting neurons, emphasized the rhythmic behavior that we were seeking.
For example, if every neuron on one side of the HCO was bursting, but every neuron on
the other side was not bursting, then the coherence was 0%, which represented no rhythmic
activity, although N/2 neurons were bursting in the network. Alternatively, if half of the
neurons on each side of the HCO were bursting (again resulting in N/2 neurons bursting
in the network), then the coherence was 50%. This coherence measure also allowed us
to plot bursting contours, such as 25%, 50%, and 75% contours. This measure was more
physiologically relevant than a simple binary “yes–no” result that indicated whether all of
the neurons in the network were bursting (“yes”) or whether at least one of the neurons
in the network was not bursting (“no”) because not all of the neurons in a network are
required to burst to obtain some behavior [79] [27]. In addition, the introduction of even
slight parametric heterogeneity resulted in some neurons with relatively extreme parameter
values, and these neurons would never be recruited to burst, causing “no” classifications for
all cases.
Connectivity. We defined connectivity, or connectedness, as the percentage of non-
zero synaptic connections between the inhibitory contralateral neurons. The design of the
fully connected FPGA HCO provided complete control of the N2 synaptic weights. A
programmable weight of ḡsyn−i ,j = 0 nS implied a “broken” connection between neurons
i and j. A dense (fully connected) network was defined as 100% connectivity, and the
connectivity was smaller when a sparse set of network connections was tested, implying the
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presence of topological heterogeneity as a result of the asymmetrical coupling.
Robustness. We defined robustness1 in terms of the number of grid points that represent
bursting activity in the burst-mapping diagram. Because it is a discrete number with a
relatively low resolution (i.e., the integration of the area has large differential areas), the
number of grid points serves as an approximation for the area of the bursting space. We
determined the grid sizes of each of the three burst-mapping diagrams by first determining
the ranges of values in which bursting occurred for the homogeneous case and then dividing
the parameter increment sizes such that a diagram included approximately 100− 150 grid
points. We simply counted the grid points in the diagram and plotted this result against
the coherence, resulting in a cumulative distribution of coherence measures that provided a
grid point–coherence slope. To obtain these two-dimensional burst-mapping diagrams, we
varied three intrinsic parameters (ḡNaP, ḡLeak, and ELeak) from the 17 intrinsic parameters in
the reduced model neuron. Therefore, we collected data for three burst-mapping diagrams
from the 17·162 = 136 possibilities: ḡNaP − ELeak, ḡLeak − ELeak, and ḡNaP − ḡLeak. We
chose these three parameters for the following reasons: (1) Multiple parameters provided
a broader result across parameter space. (2) ELeak had more influence than any other
parameter—a change in ELeak affected all reversal potentials and half-maximal voltages
because it determined the intrinsic baseline level of depolarization of bursting. (3) The
ḡNaP−ELeak burst-mapping diagram was consistent with the published results [8]. (4) The
critical subthreshold oscillations, which determined the ability of a neuron to intrinsically
burst, were controlled by ḡNaP and ḡLeak.
Two-dimensional burst-mapping diagrams were used because graphical information can
often be difficult to understand and appreciate in three-dimensional form. We, however,
showed families of curves for various ḡsyn−i values and used multiple diagrams to show the
various ḡsyn−e values (shown later in Figure 68). We swept Σḡsyn−i between 1−3 nS in 1-nS
increments and Σḡsyn−e between 0 − 2 nS in 1-nS increments. We chose these values for
the following reasons: (1) The effects of an absence of ipsilateral excitatory coupling were
tested by the condition Σḡsyn−e = 0 nS. (2) The values of Σḡsyn−i and Σḡsyn−e were of the
1Note that the term robustness, in addition to heterogeneity, is also not well defined in the literature.
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same order as the critical subthreshold maximal conductances (ḡLeak and ḡNaP). (3) The
ratio of Σḡsyn−e and Σḡsyn−i was also consistent with (2).
We considered, but ruled out, other possibilities to determine the robustness of the
bursting space. Researchers have previously considered such dynamical outputs as mean
burst duration and mean burst frequency [9], but we were concerned about population-level
dynamics [129]. For another possibility, the sum of the bursting ranges of all of the intrinsic
parameters would have required the (arbitrary) addition of the disparate units mV, nS,
and s. A similar problem would have existed if an analysis was performed to determine
the most sensitive parameter. For example, the sensitivity analysis for a 0.1 nS increase in
a maximal conductance parameter cannot be directly compared to the sensitivity analysis
for a 0.1 ms increase in a time-constant parameter without the introduction of arbitrary
rules. Even a simple sum of the bursting ranges of the maximal conductance parameters,
which use the same units, would have been dominated by the one from ḡNa because its
bursting range was two orders of magnitude larger than the ranges of the other maximal
conductances. Also, all of the half-maximal voltages (θx), sigmoidal-slope voltages (σx), and
time-constant parameters (τx) were embedded in the calculations of the lookup tables of
the FPGA and could not be changed easily. Although each version of the six lookup tables
could have been implemented separately by using a parameterized multiplexor to select
the appropriate output, this implementation would have required a significant number of
additional resources, which would have reduced the network size, depending on how many
parameter options were required.
Tests. The results of our tests are divided into three categories: preliminary, primary,
and supplemental. The process that we used to obtain our results began with the prelim-
inary tests, in which we crudely explored the parameter space to determine appropriate
sizes of the grid points and the parameter ranges for each of the three burst-mapping di-
agrams. The primary tests were designed to impose heterogeneity in the network in a
variety of forms and in a variety of intrinsic and synaptic parameter spaces. We categorized
those tests as supplemental that were extensions of the primary tests and in which less









TESTS 2 & D
TESTS 3 & E
TEST 4
TEST 5TEST F
Figure 67: Chapter 4 summary—relationships between the tests.
short descriptions of each test including the network configurations, and the corresponding
figure numbers. A graphical classification of the tests is also shown in Figure 67, in which
their locations in the heterogeneity “spectrum” are indicated. Each of the primary tests
required 27 two-dimensional burst-mapping diagrams for the nine different combinations of
inhibitory and excitatory synaptic weights (Figure 68), and the grid definitions of each of
the three burst-mapping diagrams are shown in Table 19. A pictorial of the presentation of
the data for the primary tests is shown in Figure 69. On the left, the number of grid points
as a function of the coherence measure for a fixed Σḡsyn−e is shown, termed the cumulative
distribution of coherence measures, resulting in the grid point–coherence slope, and the size
of the bursting space for an isolated neuron is shown by the horizontal dashed line. The
corresponding burst-mapping diagrams are shown on the right for 50% coherence, and for
all of the plots in the figure, the darker the line, the larger the Σḡsyn−i.
4.2 Results
The goal of our work was to use a network of neurons to study the role of heterogeneity in a
variety of forms, in a variety of intrinsic parameter spaces, and in a variety of inhibitory and
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Table 18: Chapter 4 summary—tests, figures, and network configurations.
Test Figures Description
Preliminary Tests
A 70–71 • justification of the coherence measure
B 72 • analysis of an isolated neuron
C 73 • analysis of the network size
Primary Tests
1 74–76 • homogeneous configuration for N = 36
• equivalent intrinsic and synaptic parameters
2 77–79 • 40% heterogeneity in the intrinsic parameters
• canonical point: ḡNaP = 2.8 nS, ḡLeak = 2.8 nS, ELeak = −60 mV
3 82–84 • sparseness in the contralateral inhibitory synaptic connections
• 50% of connections have double synaptic strength (random)
4 92–94 • “non-canonical point” with parametric heterogeneity
• non-canonical point: ḡNaP = 4.0 nS, ḡLeak = 2.0 nS, ELeak = −59 mV
• 40% heterogeneity in the intrinsic parameters
5 95–97 • “non-canonical point” with parametric and topological heterogeneity
• non-canonical point: ḡNaP = 4.0 nS, ḡLeak = 2.0 nS, ELeak = −59 mV
• 40% heterogeneity in the intrinsic parameters
• 50% of connections have double synaptic strength (random)
Supplemental Tests
D 80–81 • extension of Test 2 for ḡNaP − ELeak diagram only
• 20% and 60% heterogeneity cases
E 85–87 • extension of Test 3 for ḡNaP − ELeak diagram only
• sparse connectivity configurations for 4/18, 2/18, 1/18 probabilities
F 88–91 • extension of Test 2 and Test 3 for ḡNaP − ELeak diagram only
• sparse connectivity configurations for 9/18, 4/18, 2/18, 1/18
probabilities and 40% heterogeneity
Table 19: Chapter 4 summary—formats of the burst-mapping diagrams for the primary
tests. The units of ḡNaP and ḡLeak are nS, and the unit of ELeak is mV.
2-D Space Grid Point Size Parameter Sweeps Points
ḡNaP − ḡLeak 1.0 × 1.0 ḡNaP = [1 : 1 : 20], ḡLeak = [1 : 1 : 8] 160
ḡNaP − ELeak 2.0 × 2.5 ḡNaP = [1 : 2 : 17], ELeak = [−67 : 2.5 : −42] 99











Three different types of burst-mapping diagrams and
nine different sets of inhibitory (i) and excitatory (e) synaptic weights







resulted in approximately 15,000 simulations
 (5 tests x 3 spaces x 1000 points/space).

























Figure 70: FPGA preliminary Test A—measures of network dynamics. Some of the
possibilities of a coherence measure include the minimum, maximum, and average (or total)
number of bursting neurons.
excitatory synaptic-weight configurations. To do so, we began with a few preliminary tests
that provided the foundation for our more extensive primary tests, which were continued
with our supplemental tests.
4.2.1 Preliminary Tests
Preliminary Test A—Justification of the Coherence Measure. We previously defined co-
herence as the minimum percentage of neurons that were bursting on either side of the
HCO. This measure, however, did not use the information from the other side of the HCO
that possibly had additional bursting neurons. Alternatively, we could have defined the
coherence measure as the maximum percentage of neurons bursting on either side or the
total percentage of neurons bursting in the HCO (Figure 70), but the maximum measure
would also suffer from a similar loss of data as the minimum measure. Our use of mini-
mum, however, more accurately reflected the objective of our work—the study of rhythmic
movement—as explained previously in the Coherence part of Section 4.1.
We determined the stability of the cumulative distribution of coherence measures by
performing a specific test ten times and also determined where the variability of this distri-
bution was most likely to occur. Figure 71 shows the data for a specific trial from primary
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test 2: 40% heterogeneity applied to ḡLeak, Σḡsyn−i = 3 nS, and Σḡsyn−e = 2 nS. Figure 71A
shows that the cumulative distribution measures, using either a minimum or maximum def-
inition, are both stable and closely related, and it also shows the grid point–coherence slope.
Figure 71B shows, as expected, that most of the variance in the minimum coherence mea-
sure occurs at the edge of the burst region. Although small, the differences between the ten
tests were a manifestation of the random nature of the experiment—that is, heterogeneity
produced non-deterministic results, as expected. Therefore, in our subsequent analysis in
this chapter, we were careful not to take a strict reading of the number of grid points when
making a comparison between the sizes of bursting regions because we expected the cumu-
lative distribution of coherence measures to fluctuate similarly to that shown in Figure 71A.
In addition, the plots that were used with our primary tests, which were in the format of
Figure 71A, generally do not show crossover between the Σḡsyn−i = 1, 2, 3 nS data, which is
another validation of the minimum coherence measure. The stability of the data was also
a result of how we conducted this specific test (and all of our heterogeneity tests in this
chapter)—for every grid point, a new random set of ḡLeak values was generated, resulting in
an averaging effect over the entire grid, rather than a biased effect resulting from a single
set of values that were used repeatedly. As a result of these findings and our methods,
we were confident in the use of the minimum percentage of neurons that were bursting on
either side of the HCO as a stable metric to determine population-based bursting statistics,
and this measure of coherence was therefore used in our subsequent analysis.
Preliminary Test B—Analysis of an Isolated Neuron. To determine a baseline size for
all of the burst-mapping regions shown in this chapter, we examined the changes to the
three burst-mapping diagrams for an isolated neuron as we swept the values of the three
intrinsic parameters of interest—ḡLeak, ḡNaP, and ELeak. The three diagrams are shown in
Figure 72, and background information related to these three tests is shown in Table 20.
Although our subsequent testing focused on the points in parameter space that were closer
to the canonical areas, we used wide sweeps for each of these subfigures to show the nature
of the continuous changes of the bursting regions. These continuous changes are indicated
in all three subfigures by the overlapping regions and would be more pronounced if we
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Figure 71: FPGA preliminary Test A—an analysis of the stability of the cumulative
distribution of coherence measures for a specific trial from primary test 2: 40% heterogeneity
applied to ḡLeak, Σḡsyn−i = 3 nS, and Σḡsyn−e = 2 nS. A. Coherence measure (minimum)
is the heavy line, and the maximum measure is the light line. The error bars indicate
the standard deviation after ten trials. B. The range of the minimum coherence measure
for each of the grid points over all ten trials. The maximum is 100 and implies that the
coherence was 0 for at least one trial and 100 for at least one trial at a specific grid point.
The oval indicates the approximate location of the bursting region.
Table 20: FPGA preliminary Test B—background information for Figure 72.
Figure 2-D Space Grid Point Size Parameter Sweep
Figure 72C ḡNaP − ḡLeak 0.5 nS × 0.5 nS ELeak = −64,−62,−60,−58,−56 mV
Figure 72A ḡNaP − ELeak 0.5 nS × 1 mV ḡLeak = 2.0, 2.8, 4.0, 5.0, 10.0 nS
Figure 72B ḡLeak − ELeak 0.5 nS × 1 mV ḡNaP = 2.0, 2.8, 4.0, 5.2, 10.0 nS
obtained higher-resolution data. The burst-mapping diagrams using the canonical values
of the parameters (the dashed contours) will be used as baseline diagrams in later figures.
Because ḡNaP had a larger bursting range than ḡLeak, the burst-mapping diagrams are
expectedly larger in Figure 72B than in Figure 72C (the ranges of both plots are the same).
The following two important findings will be more fully evaluated with primary test 4 and
primary test 5, in which the tests were completed at a non-canonical point in parameter
space: (1) In all three subfigures, the canonical parameter values are on the edges of the
burst-mapping diagrams. (2) In all three subfigures, the bursting region using the canonical
parameter value is not the largest one.
Preliminary Test C—Analysis of the Network Size. To determine how the number of
neurons in the network, N , affected our results, we analyzed a particular point in synaptic
parameter space for a variety of network sizes using the homogeneous configuration and also
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Figure 72: FPGA preliminary Test B—burst-mapping diagrams for the isolated neuron.
The canonical parameter values are indicated by the * in each of the plots. In each subfigure,
the dashed region represents the burst-mapping diagram for the canonical value of the
parameter that is being swept. The title of each subfigure includes the number of grid
points, or area, of each of the burst-mapping diagrams, in increasing order of the parameter
value. The x-axis and y-axis ranges in the B. and C. plots are the same.
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determined where the variability was most likely to occur. Figure 73 shows the results for
N = 4−36, in increments of four. We chose the same arbitrary test point from preliminary
test A: ḡNaP − ELeak space for Σḡsyn−i = 3 nS and Σḡsyn−e = 2 nS. The normalization
of the synaptic weights to the size of the network was necessary to decouple size effects
as explained previously in the Synaptic-Weight Model part of Section 4.1. Note that we
could not perform similar heterogeneity tests because the application of heterogeneity to
a network of size, say, N = 4 was not possible, by definition. Figure 73A shows that the
sizes of the bursting regions in terms of grid points for 50% coherence vary between 20
and 31, but not in a systematic way (the total number of grid points in the ḡNaP − ELeak
space was 99). Since these are results from homogeneous configurations, the results are
largely independent of the coherence value since, as will be shown later, an all-or-nothing
result generally occurs for homogeneous configurations, and even more so as the size of
the network is reduced. Figure 73B shows, as expected, that most of the variance in the
coherence measure occurs at the edge of the burst region. The variance of the grid points
shown in Figure 73A was larger than expected, but more importantly, the origin of the
seemingly random results was unknown; our best interpretation was that the variation was
possibly another manifestation of the quantization error of the FPGA model, which was
discussed in Section 2.3.5.
We also extended this analysis by recording single-neuron anti-phasic bursting charac-
teristics for an individual neuron in a variety of network sizes using the canonical set of
intrinsic parameters for a given total inhibitory input (Σḡsyn−i) and a given total excitatory
input (Σḡsyn−e). As shown in Table 21, these single-neuron bursting characteristics are
similar and relatively independent of the number of neurons in the network . Therefore,
a neuron in a network of size N that receives N/2 inhibitory connections (from the con-
tralateral half of the HCO) totaling Σḡsyn−i and N/2− 1 excitatory connections (from the
ipsilateral half of the HCO) totaling Σḡsyn−e will have similar anti-phasic bursting dynamics
as a neuron in a network with a different number of neurons, controlling for Σḡsyn−i and
Σḡsyn−e (i.e., normalized for the network size). This constant level of input to each neuron
decoupled network size effects and is an important model to follow to obtain comparable
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Figure 73: FPGA preliminary Test C—an analysis of the network size. A. Size of the
bursting region in terms of grid points for 50% coherence for networks of size N = 4− 36,
in increments of four. B. The range of the coherence measure for each of the grid points for
all network sizes. The maximum is 100 and implies that the coherence was 0 for at least
one network size and 100 for at least one other network size at a specific grid point. The
oval indicates the approximate location of the bursting region.
Table 21: FPGA preliminary Test C—single-neuron bursting characteristics for various
network configurations using the canonical set of intrinsic parameters and a variety of
synaptic weights. The duty cycles were 8− 11% for all cases.
Synaptic Weights (nS) Period (s) Spike Freq (Hz) Spikes/Burst
Σḡsyn−i Σḡsyn−e N = 4, 8 N = 16, 36 4, 8 16, 36 4, 8 16, 36
1,2,3 1 7.7− 8.0 7.0− 7.3 48− 49 50− 52 40− 41 35− 36
1,2,3 2 8.7− 9.1 8.0− 8.4 61− 63 69− 70 56− 58 49− 51
results with other configurations. As a result of this preliminary test in which we found the
bursting characteristics to be relatively independent of N , we did not consider N to be a
network parameter. We used a network size of N = 36 for all subsequent testing.
4.2.2 Primary Test 1—Homogeneous Configuration
The most important goal of our work was to determine whether heterogeneity increased the
robustness of a network of neurons, and this measure of robustness was determined by the
sizes of three bursting regions. To perform this analysis, we were required to compare the
results from a heterogeneous configuration to those from a control. The appropriate control
for our testing is the homogeneous configuration. In other words, if a form of heterogeneity
that is imposed on the network in some region of intrinsic and synaptic parameter space
is deemed to be functionally advantageous, then it must result in a bursting region that is
161
larger than the one that would result without heterogeneity—that is, from the homogeneous
configuration.
For the homogenous configuration, every neuron had identical intrinsic parameters and
made identical excitatory and inhibitory synaptic connections—that is, for each half of the
HCO, every neuron was identical and interchangeable. The results of the homogeneity
tests are shown in Figures 74–76. Because the neuron population was homogeneous, when
complete network rhythmicity did occur, all neurons on a given side of the HCO had similar
single-neuron bursting characteristics, resulting in a characteristic neuron. As a result, such
measures as the periods, duty cycles, and average spike frequencies were approximately
equivalent, but as an intrinsic parameter or a synaptic weight changed, the dynamics of the
characteristic neuron also changed in response.
We first examined how the bursting range of ḡNaP changed as a result of the neuron being
synaptically connected versus being isolated. The bursting range of ḡNaP for the isolated
neuron was 2.7 − 4.9 nS. For the coupled neuron in a homogeneous network, the bursting
range was significantly larger; for example, the bursting range of ḡNaP for Σḡsyn−i = 2.0 nS
and Σḡsyn−e = 0 nS was 3 − 16 nS. As a result, a general finding about homogeneous
networks was that they worked, or were advantageous, in the sense that the bursting region
of a coupled neuron in a homogeneous network was larger than the bursting region of an
uncoupled neuron, for the levels of synaptic coupling that were tested.
We also examined the roles of the excitatory and inhibitory synaptic connections in this
homogeneous network, but the results were inconclusive for both types of connections. The
results for the inhibitory connections from Figure 74 show that for Σḡsyn−e = 0 − 1 nS,
the size of the bursting region increases as Σḡsyn−i goes from 1 − 2 nS and then decreases
from 2 − 3 nS, which is not the case for Σḡsyn−e = 2 nS as the size of the bursting region
reduces for Σḡsyn−i from 1−3 nS. In addition, in the ḡNaP− ḡLeak space, excitatory coupling
tends to decrease the size of the bursting region, but that is not the case in the ḡNaP −
ELeak space. As a result, for the homogeneous network, the addition of excitatory coupling
will not necessarily increase the size of the bursting space. Excitatory coupling would be
beneficial when bursting neurons recruit non-bursting neurons, but if all of the neurons in
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Figure 74: FPGA primary Test 1—ḡNaP− ḡLeak space for the homogeneous configuration.
Figures A, C, and E show the cumulative distribution of coherence measures for increasing
values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 per-
cent coherence level represents every grid point (160). The horizontal dotted lines represent
the case for the isolated neuron (29). The vertical dashed lines indicate the 50 percent
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Figure 75: FPGA primary Test 1—ḡNaP−ELeak space for the homogeneous configuration.
Figures A, C, and E show the cumulative distribution of coherence measures for increas-
ing values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0
percent coherence level represents every grid point (99). The horizontal dotted lines repre-
sent the case for the isolated neuron (4). The vertical dashed lines indicate the 50 percent
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Figure 76: FPGA primary Test 1—ḡLeak−ELeak space for the homogeneous configuration.
Figures A, C, and E show the cumulative distribution of coherence measures for increas-
ing values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0
percent coherence level represents every grid point (140). The horizontal dotted lines rep-
resent the case for the isolated neuron (3). The vertical dashed lines indicate the 50 percent
coherence level, and the corresponding burst-mapping diagrams are shown in figures B, D,
and F.
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a homogeneous network were exhibiting the same behavior, then the result would be the
single characteristic neuron.
Although the burst-mapping diagrams were constructed for coherence measures of 50%
(partial network rhythmicity), approximately 98% of the grid points in the figures resulted
in coherence measures of 0% or 100% (the other 2% of the grid points were on the edges of
the diagrams, which is the expected location of the variance), and therefore burst-mapping
diagrams for coherence measures of, say, 25% or 75% would not have differed appreciably. As
a result of the grid point–coherence slope that is virtually zero, a homogeneous configuration
will result in a burst-mapping space in which one of the following generally occurs: (1) all
neurons in the HCO are bursting and exhibit perfect frequency locking or (2) all neurons in
at least one half of the HCO are not bursting.2 This is a general all-or-nothing characteristic
of homogeneous networks and will be compared to the graded result that is characteristic
of heterogeneous networks, which will be described next.
4.2.3 Primary Test 2—40% Heterogeneity in the Intrinsic Parameters
In this first study of heterogeneity, we were interested in testing the role of intrinsic para-
metric heterogeneity in a network of neurons. For our first set of tests, we applied 40%
heterogeneity to the three intrinsic parameters of interest—ḡNaP, ḡLeak, and ELeak. As
previously discussed in the Heterogeneity part of Section 4.1, the application of 40% heter-
ogeneity to a maximal conductance resulted in a normal distribution of parameter values
that had a coefficient of variation of 40%; for ELeak, that corresponded to a coefficient of
variation of 3%. After preliminary testing, we chose 40% as a good starting point for our
heterogeneity tests because of the distinctly different, but not wholly unrelated, results com-
pared to those from the homogeneous case. We complemented this study with supplemental
test D in which 20% and 60% heterogeneity was applied to ḡLeak only.
The results of the tests for 40% heterogeneity are shown in Figures 77–79. Like the
homogeneous case, the roles of the inhibitory and excitatory coupling were mixed: In the
ḡNaP − ELeak and ḡLeak − ELeak spaces, for the level of synaptic input tested, the larger
2For case (2), when complete network rhythmicity did not occur, the neuronal outputs on one side of the
HCO did not necessarily look identical, although a symmetry was evident.
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the inhibitory (excitatory) synaptic weight, the larger the bursting space for a given level
of excitatory (inhibitory) input. These were not the results, however, in the ḡNaP − ḡLeak
space.
The most conclusive result from this set of tests was that if 100% coherence (or nearly
100% coherence) was required, then the introduction of heterogeneity would not benefit the
network—that is, homogeneity would be required. In fact, the size of the bursting region
in ḡNaP− ḡLeak space, for all values of the synaptic weights tested, was smaller than the one
for the isolated neuron for coherence values of 90% or greater. The next result was given by
the steepness of the grid point–coherence slope: the tradeoff with the small bursting regions
for large coherence measures was the large bursting regions for small coherence measures,
in which the coherence measure played a large role in determining the size of the bursting
region. Therefore, heterogeneity resulted in a bursting region that could be larger than the
one in the homogeneous case or smaller than the one in the isolated case, depending on
the coherence measure. As a result of the similar locations of the 10% and 90% coherence
points on the cumulative distribution of coherence measures plots, the sizes of the bursting
regions for the 50% coherence measure with heterogeneity was approximately the same as
the sizes of the bursting regions with no heterogeneity.
Supplemental Test D—20% and 60% Heterogeneity in ḡLeak. To continue the analy-
sis of the role of intrinsic parametric heterogeneity, we also imposed 20% (Figure 80) and
60% (Figure 81) heterogeneity to ḡLeak only. As expected, the grid point–coherence slope
increased monotonically as the heterogeneity increased—that is, the grid point–coherence
slope was qualitatively3 proportional to heterogeneity. In addition, the sizes of the bursting
regions for each of the cases for 50% coherence was approximately the same (Table 22).
The results for the 60% heterogeneity case, however, showed a slight trend toward smaller
bursting regions, and this gives another general result: although heterogeneity can be ad-
vantageous, particularly for low values of coherence, at some level of heterogeneity the
benefits must begin to be reduced. We did not determine the level of heterogeneity in
which virtually all benefits of the heterogeneity were eliminated (i.e., where the size of a
3We did not quantify the value of the grid point–coherence slope.
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Figure 77: FPGA primary Test 2—ḡNaP − ḡLeak space for 40% intrinsic heterogeneity.
Figures A, C, and E show the cumulative distribution of coherence measures for increasing
values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 per-
cent coherence level represents every grid point (160). The horizontal dotted lines represent
the case for the isolated neuron (29). The vertical dashed lines indicate the 50 percent
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Figure 78: FPGA primary Test 2—ḡNaP − ELeak space for 40% intrinsic heterogeneity.
Figures A, C, and E show the cumulative distribution of coherence measures for increas-
ing values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0
percent coherence level represents every grid point (99). The horizontal dotted lines repre-
sent the case for the isolated neuron (4). The vertical dashed lines indicate the 50 percent
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Figure 79: FPGA primary Test 2—ḡLeak − ELeak space for 40% intrinsic heterogeneity.
Figures A, C, and E show the cumulative distribution of coherence measures for increasing
values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 per-
cent coherence level represents every grid point (140). The horizontal dotted lines represent
the case for the isolated (3). The vertical dashed lines indicate the 50 percent coherence
level, and the corresponding burst-mapping diagrams are shown in figures B, D, and F.
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Table 22: FPGA supplemental Test D—comparisons of the sizes of ḡNaP −ELeak bursting
spaces for various levels of intrinsic heterogeneity for 50% coherence.
Test 1 Test D Test 2 Test D
Intrinsic Heterogeneity 0% 20% 40% 60%
Figure 75 80 78 81
Grid Point–Coherence Slope negligible small moderate large
Σḡsyn−e = 0 nS, Σḡsyn−i = 1, 2, 3 nS 8,13,18 12,13,17 8,13,15 2,12,13
Σḡsyn−e = 1 nS, Σḡsyn−i = 1, 2, 3 nS 13,18,24 13,18,25 11,15,27 10,16,20
Σḡsyn−e = 2 nS, Σḡsyn−i = 1, 2, 3 nS 16,20,25 16,26,30 15,21,30 11,17,29
bursting region for small coherence values was smaller than that of an isolated neuron).
The results from these tests gave us the following principles: (1) The roles of the in-
hibitory and excitatory coupling were inconclusive. (2) To obtain 100% coherence, a ho-
mogenous network is required, but to obtain larger bursting regions, particularly for much
smaller coherence values, a heterogeneous network is required. Too much heterogeneity,
however, will eventually disrupt the network synchrony for any coherence value. (3) In a
qualitative way, the steepness of the grid point–coherence slope is proportional to the para-
metric heterogeneity imposed in the network. Alternatively, for heterogeneous networks,
the size of the bursting region is dependent on the coherence measure and the level of
heterogeneity.
4.2.4 Primary Test 3—50% Connectivity
For our next study of heterogeneity, we were interested in testing the role of topological
heterogeneity in a network of neurons by creating random sparse connectivity configurations.
For our first set of tests, we implemented the following 50% connectivity scheme: For each
neuron in the HCO, 50% (9/18) of its contralateral neurons were chosen to have double
the synaptic weight (for the comparable test using the homogeneous configuration from
primary test 1), and the other half of the synaptic connections were set to a weight of 0 nS.
As a result of this normalization process that was previously described in the Synaptic-
Weight Model part of Section 4.1, each neuron received the same total synaptic input as
in the comparable homogeneous case. A pictorial of the synaptic-weight model was shown
previously in Figure 66 for a variety of configurations. The most important point is that we
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Figure 80: FPGA supplemental Test D—ḡNaP−ELeak space for 20% heterogeneity. Figures
A, C, and E show the cumulative distribution of coherence measures for increasing values
of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 percent
coherence level represents every grid point (99). The horizontal dotted lines represent the
case for the isolated neuron (4). The vertical dashed lines indicate the 50 percent coherence
level, and the corresponding burst-mapping diagrams are shown in figures B, D, and F.
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Figure 81: FPGA supplemental Test D—ḡNaP−ELeak space for 60% heterogeneity. Figures
A, C, and E show the cumulative distribution of coherence measures for increasing values
of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 percent
coherence level represents every grid point (99). The horizontal dotted lines represent the
case for the isolated neuron (4). The vertical dashed lines indicate the 50 percent coherence
level, and the corresponding burst-mapping diagrams are shown in figures B, D, and F.
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maintained an equivalent total synaptic input to every neuron in the HCO in every case,
resulting in a conservation of synaptic weights. Because this process of randomly selecting
half of the neurons from the other half of the HCO was done for each grid point in each of
the burst-mapping diagrams, we were confident that we were not biasing our results with
a single random topology and instead benefitted from averaging effects. In addition, since
no parametric heterogeneity was imposed in the network, every neuron in this HCO was
matched intrinsically.
The results of these tests are shown in Figures 82–84. As expected, the results are
not significantly different from those obtained from the homogeneous tests (Figures 74–76):
The grid point–coherence slope has a slight change from the homogeneous case, but the grid
point values for 50% coherence are virtually the same, if not for the random noise in the
system. This response was consistent with our belief that because all of the neurons were
intrinsically matched, the inhibitory synaptic connections were just additive—the response
to a distribution of synaptic values with some mean or to the same constant synaptic value
for all connections will be virtually the same for both cases. Alternatively, if the neurons
in a network were equivalent (intrinsically matched), then heterogeneity in the synaptic
weights would not affect the network dynamics.
Supplemental Test E—4/18, 2/18, and 1/18 Connectivity. To make a more definitive
conclusion regarding the theory that we formed from primary test 3, we performed similar
tests for 4/18, 2/18, and 1/18 sparse connectivity probabilities in the ḡNaP−ELeak space for
supplemental test E. The results for these tests are shown in Figures 85–87. As expected, we
saw insignificant changes between these results and those of the 50% connectivity probability
case (primary test 3) and the 100% connectivity probability case (primary test 1) because
the response to a distribution of synaptic values with some mean or to the same constant
synaptic value for all connections will be virtually the same for both cases. The grid point–
coherence slopes are virtually zero and are nearly indistinguishable between all of the test
cases. Table 23 shows the sizes of the ḡNaP−ELeak bursting regions for 50% coherence for all
five topological configurations—18/18, 9/18, 4/18, 2/18, and 1/18. This table shows that
the bursting regions are nearly identical for all levels of excitatory and inhibitory synaptic
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Figure 82: FPGA primary Test 3—ḡNaP − ḡLeak space with 50% connectivity. Figures
A, C, and E show the cumulative distribution of coherence measures for increasing values
of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 percent
coherence level represents every grid point (160). The horizontal dotted lines represent the
case for the isolated neuron (29). The vertical dashed lines indicate the 50 percent coherence
level, and the corresponding burst-mapping diagrams are shown in figures B, D, and F.
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Figure 83: FPGA primary Test 3—ḡNaP − ELeak space with 50% connectivity. Figures
A, C, and E show the cumulative distribution of coherence measures for increasing values
of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 percent
coherence level represents every grid point (99). The horizontal dotted lines represent the
case for the isolated neuron (4). The vertical dashed lines indicate the 50 percent coherence
level, and the corresponding burst-mapping diagrams are shown in figures B, D, and F.
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Figure 84: FPGA primary Test 3—ḡLeak − ELeak space with 50% connectivity. Figures
A, C, and E show the cumulative distribution of coherence measures for increasing values
of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 percent
coherence level represents every grid point (140). The horizontal dotted lines represent the
case for the isolated neuron (3). The vertical dashed lines indicate the 50 percent coherence
level, and the corresponding burst-mapping diagrams are shown in figures B, D, and F.
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Table 23: FPGA supplemental Test E—comparisons of sizes of ḡNaP − ELeak bursting
spaces for various connectivity configurations for 50% coherence.
Test 1 Test 3 Test E Test E Test E
Connectivity Probability 18/18 9/18 4/18 2/18 1/18
Figure 75 83 85 86 87
Σḡsyn−e = 0 nS, Σḡsyn−i = 1, 2, 3 nS 8,13,18 10,13,17 10,12,16 11,14,17 12,14,16
Σḡsyn−e = 1 nS, Σḡsyn−i = 1, 2, 3 nS 13,18,24 12,17,24 13,17,19 14,16,22 13,16,21
Σḡsyn−e = 2 nS, Σḡsyn−i = 1, 2, 3 nS 16,20,25 17,19,26 14,17,22 13,18,19 14,17,22
connections that were tested.
During our initial planning of the primary tests, we originally included one test to study
how the role of 40% synaptic heterogeneity would affect the network. The relationship be-
tween this synaptic heterogeneity test and the other topological heterogeneity tests is shown
pictorially in Figure 66. For this planned test, we would have used a 100% connectivity
configuration, but each of the 18 contralateral inhibitory weights to each neuron would have
required a normal distribution in which its coefficient of variation was 40%. As a result of
the findings from the topological tests (primary test 3, supplemental test F), however, we
removed the 40% synaptic heterogeneity test because of its redundancy, which would have
resulted in another variation of topological heterogeneity as previously shown in Figure 66.
The topological heterogeneity that we imposed on the synaptic network resulted in the fol-
lowing general claim: the response to a distribution of synaptic values with some mean or
to the same constant synaptic value for all connections will be virtually the same for both
cases.
Supplemental Test F—9/18, 4/18, 2/18, and 1/18 Connectivity with 40% Heterogeneity
in ḡLeak. After completing the intrinsic (primary test 2) and topological (primary test 3)
tests, we studied the role of the combination of these two types of heterogeneity with
supplemental test F. In general, the analysis of the simultaneous variation of multiple system
parameters is more difficult than the sum of the analysis of the individual tests, but in this
case, the analysis was simplified because the topological tests gave results similar to the
homogeneous (control) tests. For this test, we applied sparse connection probabilities of
9/18, 4/18, 2/18, and 1/18 while simultaneously applying 40% heterogeneity to ḡLeak. The
results for these tests are shown in Figures 88–91. We saw insignificant changes between
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Figure 85: FPGA supplemental Test E—ḡNaP −ELeak space with 4/18 connectivity. Fig-
ures A, C, and E show the cumulative distribution of coherence measures for increasing
values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 per-
cent coherence level represents every grid point (99). The horizontal dotted lines represent
the case for the isolated neuron (4). The vertical dashed lines indicate the 50 percent co-
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Figure 86: FPGA supplemental Test E—ḡNaP −ELeak space with 2/18 connectivity. Fig-
ures A, C, and E show the cumulative distribution of coherence measures for increasing
values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 per-
cent coherence level represents every grid point (99). The horizontal dotted lines represent
the case for the isolated neuron (4). The vertical dashed lines indicate the 50 percent co-
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Figure 87: FPGA supplemental Test E—ḡNaP −ELeak space with 1/18 connectivity. Fig-
ures A, C, and E show the cumulative distribution of coherence measures for increasing
values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition (Σḡsyn−i). The 0 per-
cent coherence level represents every grid point (99). The horizontal dotted lines represent
the case for the isolated neuron (4). The vertical dashed lines indicate the 50 percent co-
herence level, and the corresponding burst-mapping diagrams are shown in figures B, D,
and F.
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Table 24: FPGA supplemental Test F—comparisons of sizes of ḡNaP − ELeak bursting
spaces for various connectivity probabilities and 40% heterogeneity in ḡLeak. The three
rows of data that are shown for each value of Σḡsyn−e correspond to coherence values of
10% (top), 50%, and 90% (bottom).
Test 2 Test F Test F Test F Test F
Connectivity Probability 18/18 9/18 4/18 2/18 1/18
Figure 78 88 89 90 91
Σḡsyn−e = 0 nS, Σḡsyn−i = 1, 2, 3 nS 18,25,21 19,26,25 22,26,24 24,27,23 23,19,21
8,13,15 8,12,15 7,12,15 9,8,11 9,9,12
0,3,8 0,4,9 0,4,8 0,2,7 0,1,1
Σḡsyn−e = 1 nS, Σḡsyn−i = 1, 2, 3 nS 23,25,29 25,26,29 23,23,30 23,23,24 21,22,28
11,15,27 13,16,24 15,14,24 14,14,23 13,17,19
6,7,13 5,9,14 5,6,12 6,8,9 3,7,9
Σḡsyn−e = 2 nS, Σḡsyn−i = 1, 2, 3 nS 28,29,36 29,26,35 23,27,32 26,27,34 25,31,38
15,21,30 16,21,29 14,23,29 18,22,31 17,22,32
8,12,22 7,12,21 8,13,21 8,14,23 6,7,20
these results and those of primary test 2, which for this supplemental test is the control
data. This was expected because we previously showed that the application of topological
heterogeneity, in which the synaptic input to any neuron was conserved, has little effect on
the population-level bursting measure, resulting in similar grid–point coherence slopes for all
cases. Table 24 shows the sizes of the ḡNaP−ELeak bursting regions for 40% heterogeneity for
all five topological configurations—18/18, 9/18, 4/18, 2/18, and 1/18. This table shows that
the bursting regions are nearly identical for all levels of excitatory and inhibitory synaptic
connections. Because of the parametric heterogeneity, the sizes of the bursting regions
depend on the coherence values, and therefore, the table includes sizes for coherence values
of 10%, 50%, and 90% so that broad comparisons can be made.
4.2.5 Primary Test 4—Non-Canonical Point with Parametric Heterogeneity
For our next primary study of heterogeneity and our first one at a non-canonical point,
we were interested in determining the role of the intrinsic point in parameter space—that
is, whether the directions of the changes to the sizes of the bursting regions for differ-
ent synaptic-weight configurations were dependent on the canonical point. To do so, we
analyzed the role that 40% heterogeneity imposed on the intrinsic parameters had on a
different point in parameter space. The following were the published canonical points [8]:
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Figure 88: FPGA supplemental Test F—ḡNaP − ELeak space with 9/18 connectivity and
40% heterogeneity in ḡLeak. Figures A, C, and E show the cumulative distribution of
coherence measures for increasing values of ipsilateral excitation (Σḡsyn−e) and contralateral
inhibition (Σḡsyn−i). The 0 percent coherence level represents every grid point (99). The
horizontal dotted lines represent the case for the isolated neuron (4). The vertical dashed
lines indicate the 50 percent coherence level, and the corresponding burst-mapping diagrams
are shown in figures B, D, and F.
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Figure 89: FPGA supplemental Test F—ḡNaP − ELeak space with 4/18 connectivity and
40% heterogeneity in ḡLeak. Figures A, C, and E show the cumulative distribution of
coherence measures for increasing values of ipsilateral excitation (Σḡsyn−e) and contralateral
inhibition (Σḡsyn−i). The 0 percent coherence level represents every grid point (99). The
horizontal dotted lines represent the case for the isolated neuron (4). The vertical dashed
lines indicate the 50 percent coherence level, and the corresponding burst-mapping diagrams
are shown in figures B, D, and F.
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Figure 90: FPGA supplemental Test F—ḡNaP − ELeak space with 2/18 connectivity and
40% heterogeneity in ḡLeak. Figures A, C, and E show the cumulative distribution of
coherence measures for increasing values of ipsilateral excitation (Σḡsyn−e) and contralateral
inhibition (Σḡsyn−i). The 0 percent coherence level represents every grid point (99). The
horizontal dotted lines represent the case for the isolated neuron (4). The vertical dashed
lines indicate the 50 percent coherence level, and the corresponding burst-mapping diagrams
are shown in figures B, D, and F.
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Figure 91: FPGA supplemental Test F—ḡNaP − ELeak space with 1/18 connectivity and
40% heterogeneity in ḡLeak. Figures A, C, and E show the cumulative distribution of
coherence measures for increasing values of ipsilateral excitation (Σḡsyn−e) and contralateral
inhibition (Σḡsyn−i). The 0 percent coherence level represents every grid point (99). The
horizontal dotted lines represent the case for the isolated neuron (4). The vertical dashed
lines indicate the 50 percent coherence level, and the corresponding burst-mapping diagrams
are shown in figures B, D, and F.
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ḡNaP = 2.8 nS, ḡLeak = 2.8 nS, and ELeak = −60 mV. As was shown in Figure 72 from
preliminary test B (the analysis of the isolated neuron), the largest bursting regions do not
occur with the canonical points, which are on the edges of the bursting regions; because
of the quantization of the grid points, the canonical points are actually shown to be out-
side of the bursting regions. Based on the results from the previous tests, we decided to
use the following “non-canonical” parameter values for this primary test 4: ḡNaP = 4.0 nS,
ḡLeak = 2.0 nS, and ELeak = −59 mV. The results were mixed (Figures 92–94) and should be
compared to the heterogeneity results from primary test 2 shown in Figures 77–79: (1) In
the ḡNaP − ḡLeak space, the bursting regions are significantly larger for the new value of
ELeak, and in fact, the difference would have been even larger except the pre-defined grid
was not large enough to capture the entire bursting space. Also, the characteristic steep
grid point–coherence slope is evident for both canonical points. (2) In the ḡNaP − ELeak
space, the results are virtually identical for both values of ḡLeak, and in the ḡLeak − ELeak
space, the bursting regions are moderately larger for the new, increased value of ḡNaP. In
each of these spaces, a sensitivity analysis would show that the changes to the sizes of the
bursting regions for different synaptic-weight configurations are all in the same direction for
both values of the intrinsic parameter.
These results were important because they showed that the canonical parameter set
did not result in the largest bursting regions; because of this single example, we were not
required to examine the vast parameter space any farther. In fact, using our stochastic
gradient-descent algorithm (Section 3.1), we previously showed that the canonical point
was arbitrary from a modeling perspective and that an arbitrarily large number of points
in parameter space would result in a time trace of the neural output, Vmem, that was
similar to the one at the canonical point. Finding the point in parameter space, however,
that results in the largest two-dimensional bursting space is way beyond the scope of our
work and the capabilities of our testing resources. These results also demonstrated another
important result regarding our conclusions from this work: although we used three different
two-dimensional bursting regions to reduce bias with our results, we were still biased at the
canonical point in parameter space, resulting in location-specific, not necessarily general,
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findings. For example, in the ḡNaP − ḡLeak space for Σḡsyn−e = 2 and Σḡsyn−i = 1 − 2, the
number of grid points decreased from 61 to 56 at the canonical point and increased from 71
to 78 at the non-canonical point, showing inconclusive results with the inhibitory synaptic
connections. Although we could not find any clear examples from our data in which a
change in Σḡsyn−e increased or decreased the size of the bursting region at the canonical
point (primary test 2) but gave the opposite result at the non-canonical point (primary
test 4), we were confident that this result with the excitatory synaptic connections could
still be obtained in the vast parameter space of this model.
4.2.6 Primary Test 5—Non-Canonical Point with Parametric and Topological
Heterogeneity
For our final primary study of heterogeneity and our second at the non-canonical point in
parameter space, we wanted to try to generalize some of the results found at the canonical
point. Specifically, we wanted to simultaneously test the role of parametric and topological
heterogeneity at a non-canonical point in parameter space. In general, the analysis of the
simultaneous variation of multiple system parameters is more difficult than the sum of
the analysis of the individual tests, but in this case, the analysis was simplified because
the topological tests gave results similar to the homogeneous (control) tests. To perform
this test, we analyzed the role that 40% heterogeneity imposed on the intrinsic parameters
combined with randomly disconnecting half of the contralateral synaptic connections to a
particular neuron at a different, non-canonical point in parameter space. The following were
the published canonical points [8]: ḡNaP = 2.8 nS, ḡLeak = 2.8 nS, and ELeak = −60 mV. We
used the same non-canonical point from primary test 4: ḡNaP = 4.0 nS, ḡLeak = 2.0 nS, and
ELeak = −59 mV. As expected, the results shown in Figures 95–97 are similar to those from
primary test 4 (Figures 92–94), the control data for this test. We expected these results
because we previously found from primary test 3 that imposing topological heterogeneity
in a way that maintains a constant synaptic input to each neuron will largely not affect the
population-based bursting measure. Table 25 shows the sizes of the ḡNaP − ELeak bursting
regions for 40% heterogeneity for a synaptic probability of 18/18 (primary test 4) and 9/18
(primary test 5). This table shows that the bursting regions are nearly identical for all
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Figure 92: FPGA primary Test 4—ḡNaP − ḡLeak space using a non-canonical point with
parametric heterogeneity. Figures A, C, and E show the cumulative distribution of coherence
measures for increasing values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition
(Σḡsyn−i). The 0 percent coherence level represents every grid point (160). The horizontal
dotted lines represent the case for the isolated neuron (29). The vertical dashed lines
indicate the 50 percent coherence level, and the corresponding burst-mapping diagrams are
shown in figures B, D, and F.
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Figure 93: FPGA primary Test 4—ḡNaP − ELeak space using a non-canonical point with
parametric heterogeneity. Figures A, C, and E show the cumulative distribution of coherence
measures for increasing values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition
(Σḡsyn−i). The 0 percent coherence level represents every grid point (99). The horizontal
dotted lines represent the case for the isolated neuron (4). The vertical dashed lines indicate
the 50 percent coherence level, and the corresponding burst-mapping diagrams are shown
in figures B, D, and F.
190
A.









































Grid Points: 3,   8,  12,  18
Coherence: 50
C.









































Grid Points: 3,  14,  19,  26
Coherence: 50
E.









































Grid Points: 3,  19,  28,  55
Coherence: 50
Figure 94: FPGA primary Test 4—ḡLeak − ELeak space using a non-canonical point with
parametric heterogeneity. Figures A, C, and E show the cumulative distribution of coherence
measures for increasing values of ipsilateral excitation (Σḡsyn−e) and contralateral inhibition
(Σḡsyn−i). The 0 percent coherence level represents every grid point (140). The horizontal
dotted lines represent the case for the isolated neuron (3). The vertical dashed lines indicate
the 50 percent coherence level, and the corresponding burst-mapping diagrams are shown
in figures B, D, and F.
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Table 25: FPGA primary Test 5—comparisons of the sizes of the ḡNaP − ELeak bursting
spaces using a non-canonical point and 40% heterogeneity in ḡLeak for 18/18 and 9/18
connectivity probabilities. The three rows of data that are shown for each value of Σḡsyn−e
correspond to coherence values of 10% (top), 50%, and 90% (bottom).
Test 4 Test 5
Connectivity Probability 18/18 9/18
Figure 93 96
Σḡsyn−e = 0 nS, Σḡsyn−i = 1, 2, 3 nS 15,20,19 18,25,26
9,12,15 8,12,15
0,5,8 0,4,10
Σḡsyn−e = 1 nS, Σḡsyn−i = 1, 2, 3 nS 22,18,28 22,23,29
13,15,25 12,14,24
5,12,18 5,10,13
Σḡsyn−e = 2 nS, Σḡsyn−i = 1, 2, 3 nS 24,27,34 22,28,38
13,21,30 14,22,29
8,18,21 8,15,20
levels of excitatory and inhibitory synaptic connections that were tested. Because of the
parametric heterogeneity, the sizes of the bursting regions depend on the coherence values,
and therefore, the table includes sizes for coherence values of 10%, 50%, and 90% so that a
broad comparison can be made.
4.3 Summary
We studied the role of a variety of forms of heterogeneity in a network of neurons. After
obtaining our control results from the homogeneous configuration, we move our test point
in three different directions using the canonical point in parameter space. (1) For the homo-
geneous configuration, all of the intrinsic parameters were identical across all neurons. For
our first heterogeneity study, we replaced identical parameter sets with normal distributions
and studied their effects for a variety of standard deviations, in which the zero-standard
deviation case was the homogeneous configuration. (2) For the homogeneous configuration,
the synaptic network was fully-connected. For our next heterogeneity study, we started to
randomly remove connections (and increased the weights of the remaining non-zero con-
nections) and studied their effects for a variety of configurations. (3) For the homogeneous
configuration, the published intrinsic values were used as the canonical points. For our final
heterogeneity study, we changed those points slightly and obtained results for a new point
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Figure 95: FPGA primary Test 5—ḡNaP − ḡLeak space using a non-canonical point with
parametric and topological heterogeneity. Figures A, C, and E show the cumulative dis-
tribution of coherence measures for increasing values of ipsilateral excitation (Σḡsyn−e) and
contralateral inhibition (Σḡsyn−i). The 0 percent coherence level represents every grid point
(160). The horizontal dotted lines represent the case for the isolated neuron (29). The
vertical dashed lines indicate the 50 percent coherence level, and the corresponding burst-
mapping diagrams are shown in figures B, D, and F.
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Figure 96: FPGA primary Test 5—ḡNaP − ELeak space using a non-canonical point with
parametric and topological heterogeneity. Figures A, C, and E show the cumulative dis-
tribution of coherence measures for increasing values of ipsilateral excitation (Σḡsyn−e) and
contralateral inhibition (Σḡsyn−i). The 0 percent coherence level represents every grid point
(99). The horizontal dotted lines represent the case for the isolated neuron (4). The vertical
dashed lines indicate the 50 percent coherence level, and the corresponding burst-mapping
diagrams are shown in figures B, D, and F.
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Figure 97: FPGA primary Test 5—ḡLeak − ELeak space using a non-canonical point with
parametric and topological heterogeneity. Figures A, C, and E show the cumulative dis-
tribution of coherence measures for increasing values of ipsilateral excitation (Σḡsyn−e) and
contralateral inhibition (Σḡsyn−i). The 0 percent coherence level represents every grid point
(140). The horizontal dotted lines represent the case for the isolated neuron (3). The vertical
dashed lines indicate the 50 percent coherence level, and the corresponding burst-mapping
diagrams are shown in figures B, D, and F.
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in parameter space.
We found that an all-or-nothing result was generally characteristic of homogeneous
networks. In other words, to obtain 100% coherence, a homogenous network would be
the best choice, but if the goal was to obtain larger bursting regions in which a smaller
number of neurons could be bursting in the network, then heterogeneity should be imposed
on the intrinsic parameters and smaller coherence values should be considered. This result
was related to the steepness of the grid point–coherence slope, which was found to be
proportional to the parametric heterogeneity imposed in the network; alternatively, for
heterogeneous networks, the size of the bursting region was dependent on the coherence
measure. The topological heterogeneity that we imposed on the synaptic network, however,
resulted in virtually no change from the homogeneous network because the response to a
distribution of synaptic values with some mean or to the same constant synaptic value for
all connections will be virtually the same for both cases. Testing at the non-canonical point
showed that the size of the bursting region, our metric for robustness, was not optimized
at that point and was arbitrary from a modeling perspective. Finally, we showed through a
variety of points in intrinsic and synaptic parameter space that the roles of the excitatory
and inhibitory synaptic weights on the sizes of the burst regions were location specific.
We made an effort to minimize any bias in our results. For example, with the hetero-
geneity testing, we found new sets of random values for each grid point. In addition, we
extended our data collection by obtaining results for three two-dimensional bursting spaces.
Many of our conclusions, however, remained location specific—that is, specific to the loca-
tion in intrinsic and synaptic parameter space in which we were testing. Using the stochastic
gradient-descent algorithm (Section 3.1), we previously showed that a limitless number of
points in parameter space could be found that replicated the single-neuron bursting dynam-
ics. As a result, from a modeling perspective, the canonical set of parameter values was
arbitrary and was certainly extremely unlikely to yield the largest bursting space. Because
our measure of robustness was defined by the size of the bursting space, we obtained data
for a sub-optimal point in parameter space (in fact, each of the canonical points were on
the edges of the bursting spaces); finding the optimal point, however, was way beyond the
196
scope of our work and capabilities of our equipment. As a result, all of our findings must be
qualified by the following: the results were determined at specific points in intrinsic param-
eter space using nine specific combinations of inhibitory and excitatory synaptic weights.
Therefore, notwithstanding our attempts to minimize the bias in our results, we could not
escape that location-specific bias. For example, one of the findings from primary test 1
was that the homogeneous configuration always resulted in a burst-mapping region that
was bigger than the one generated by the isolated neuron, but this result was only valid
for the synaptic parameters that we tested. The trend shown in Figure 74 is clear: as the
excitatory coupling increases, the size of the burst-mapping space decreases. As a result,
we would expect the size of the burst-mapping space for the homogeneous configuration for
Σḡsyn−e = 3 nS to be smaller than the one for the isolated neuron.
We showed that heterogeneity increased the robustness of an HCO in the sense that
a larger bursting region will result, but a coherence measure (or another similar measure)
must be adopted to account for the wide variety of activity in the network. Using an analogy
from digital electronics, if an AND Boolean operation is required (i.e., bursting by all of the
neurons or 100% coherence), then a homogeneous network is required; alternatively, if an
OR Boolean operation is required (i.e., bursting by as little as a single neuron or non-zero
coherence), then a heterogeneous network would be beneficial. In the presence of either
case, homogeneity or heterogeneity, we found large regions of parameter space in which
individual, isolated neurons did not burst endogenously, but exhibited anti-phasic bursting
when connected in the HCO configuration.
Because of FPGA design decisions, we only had access to the Vmem output from each
of the neurons, and that decision limited our ability to determine the physiologically rele-
vant burst-terminating factors for the population. The next section discusses future tests,
including ones that suggest recording the slow state variable h or ionic currents. We were,
however, able to determine that for the heterogeneity tests, values of the intrinsic parameter
that were outside the allowable bursting range precluded bursting for that neuron—that is,
considering all of the other network parameter values, recruitment to anti-phasic bursting
was not possible for that neuron for that value of the intrinsic parameter. As a result,
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the extreme values of the bursting range of an intrinsic parameter could be considered as
the bursting threshold values for that parameter. In addition, we saw in previous studies
discussed in Chapter 3 that burst-mapping regions were contiguous; therefore, we could ar-
gue that no single burst-terminating parameter exists because all of the model parameters
synergistically work together, as opposed to a single one. Taking the argument farther,
starting with the canonical point in parameter space and increasing or decreasing one of
the parameters such that bursting no longer exists, a misleading claim would be to say that
because the value of that one parameter is too large, bursting will not occur; this claim
is misleading because some combination of the other parameters could be found to obtain
bursting again. Of course, this argument assumes that a parameter value did not reach
an absolute hard limit, or bursting threshold, such that bursting will always be precluded
(e.g., ḡLeak = 0 nS).
Future Tests. The flexibility that was incorporated into the FPGA design will allow a
wide variety of further testing. These future test cases fall into three categories: (1) sim-
ple extensions of our previous work, (2) implementation changes, and (3) other analysis
techniques.
A simple continuation of our testing could begin with the following test cases: (1) Con-
sider other two-dimensional intrinsic spaces from the 136 possibilities. (2) Consider other
values of the excitatory and inhibitory synaptic weights, including the role of the ratio of
Σḡsyn−e to Σḡsyn−i. (3) Analyze other levels of heterogeneity. We would expect a continuity
in the results such that the results from the X% heterogeneity case would fall somewhere
between the X −∆% heterogeneity case and the X +∆% heterogeneity case. For example,
these tests could be done to determine the spread in some heterogeneity parameter that
could be tolerated to achieve perfect frequency locking (i.e., the level of heterogeneity that
gives a result that is clearly different from the homogeneous case). In addition, the critical
level of heterogeneity, which precludes all advantages of heterogeneity, could be determined
by finding where the bursting region for small coherence values is smaller than that of an
isolated neuron. (4) Apply heterogeneity to other intrinsic parameters such as ḡNa and ḡK.
(5) Apply topological heterogeneity to the excitatory synaptic weights ḡsyn−e. (6) Consider
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other points in intrinsic parameter space to determine more conclusively the role of location
bias on our results. (7) Combine parametric and topological tests. In general, the analysis
becomes more difficult when multiple system parameters are varied simultaneously, but in
this case, because the topological tests gave results similar to the homogeneous tests, the
results from the combination of these tests would not be difficult to differentiate.
The first set of implementation changes can be made by simply programming the synap-
tic weights differently to obtain a wide variety of connectivity schemes.4 We chose a fully
connected network (one in which the average, or shortest, distance between any two con-
nected neurons is one) because we wanted to maximize the flexibility. Other connectivity
schemes, including some that are deterministic and symmetrical, include a mesh (a two-
dimensional mesh in which the top mesh is one half of the HCO and the bottom mesh
is the other half), a nearest-neighbor network, a small-world network with subloops, or a
hypercube. In addition, distant-dependent delays (i.e., synaptic spread) could have also
been implemented. Finally, the role of the threshold voltage of the synaptic connections
(we used −10 mV; see Eq. (10)) could have been studied; previous work has shown that
the network frequency is strongly determined by this threshold voltage [109]. Another set
of implementation changes involves actual FPGA hardware changes. For example, because
h would need to be clamped to specific values, access and control of the slow (h) intrinsic
state variable would allow phase portraits in Vmem − h space. In addition, ionic currents
could also be useful for analysis. Some design issues for these changes that would need
to be addressed include the sampling rate and the network size, but the tradeoff would
result in more physiologically relevant explanations of the system dynamics. Regarding the
network size, we began our work with a Virtex-II FPGA (10752 slices, 56 block RAMs,
56 multipliers) and soon moved to a Virtex-IV FPGA (15360 slices, 192 block RAMs, 192
multipliers), which allowed us to implement a 36-neuron HCO. We would fully expect the
next-generation Virtex FPGA to have another significant increase in resources, which would
allow us to test larger configurations.
4Technically, these are not actual hardware implementation changes but rather software changes made
to the network configuration, resulting in subsets of the fully connected network.
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Other analysis techniques could have also been employed. An analysis of the bursting
characteristics (period, duty cycle, average spike frequency) could strengthen the results.
For example, the number of neurons that are bursting at a common frequency as a function
of some heterogeneity parameter or as a function of the range of natural frequencies could
be shown. In addition, phase response curves (PRCs) could be used to analyze system
perturbations at a variety of points in the bursting cycle; a system perturbation is anal-
ogous to a sensory, or external, input. This perturbation can be accomplished by simply
bumping ELeak,5 and in this sense, a system perturbation can be considered as parametric
heterogeneity. For example, the network could be hit with a spike (a transient, externally
applied input) at different points in the oscillation, and the response could be analyzed. For
this testing, the full output, not just the peaks, would need to be available to the modeler
for analysis.




The goal of our work was to gain a better understanding of nature—specifically, to deter-
mine if pattern-generating networks of neurons that implemented theoretical mathematical
models could absorb heterogeneous properties and make them harmonious. The human
brain has a limited number of neuron types (on the order of 102) but significantly more
neurons (on the order of 1010); because the average neuron forms and receives about 103
synaptic connections, the number of synaptic connections is on the order of 1014 [62]. This
provides us with the following general principle—interactions provide the complex behavior,
but from very simple beginnings. Using this principle to parallel our work, we began with a
well-studied model of the neuron (a conductance-based HH model) and used it to implement
a fully-connected HCO using N = 36 neurons and N2 connections. The complexity of the
system was introduced by not only the number of connections but also the controlled forms
of heterogeneity (parametric and topological). With this useful model, we were able to ask
general questions about neural computation.
To understand a complex system, a researcher must first understand how each separate
part works, then understand how each part interacts with those to which it is connected, and
finally understand how all these local interactions combine to accomplish what that system
does—as seen from the outside [85]. We accomplished these tasks by using a building-block
approach starting from the bottom up—from the ion-channel level, to the neuron level,
and ultimately to the population level. We took a theoretical mathematical model of the
neuron, in which ion channels were described by such quantities as maximal conductances,
activation states, and reversal potentials, and created an HCO in which each half of the
network was replaced by a population of neurons. We chose the HCO as our platform for
studying rhythmic movement because it strikes a good balance between simplicity and the
rich dynamics that arise from our neurophysiologically based neuron models and because
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its resulting antiphasic oscillations are well matched to control antagonistic mechanical
systems. Our study began with single-neuron models in which the bursting characteristics
(period, duty cycle, spike frequency) were analyzed and culminated with network models in
which population statistics (network rhythmicity) were analyzed. To further our research
and move closer to our goal of understanding rhythmic movement, we would also like to use
these neural population models of CPGs to drive robotic limbs that use sensory feedback.
5.1 Research Contributions
At the beginning of our work, we hypothesized that the applied and natural heterogeneity
imposed on a rhythmic network of neurons would result in positive changes in measures of
output robustness—that is, on the sizes of the burst-mapping regions. To test this theory,
we were led down many paths; in fact, scientific discovery can lead to unintended results
when original hypotheses are incorrect, leading to more precise restatements. Specifically,
the goal of our work was to make scientific conclusions about real biological networks such
as the extent heterogeneity is functionally advantageous and the role of heterogeneity on
the robust, or stable, production of rhythmic movement. The pursuit of stability, however,
is a precarious one because a stable system is not necessarily a robust one—a walking
robot may maintain stability over a flat, straight surface, but may become unstable from
the slightest perturbation. To obtain our findings regarding the role of heterogeneity in
networks of neurons (Chapter 4), we began with single-neuron models in a variety of studies
(Chapter 3).
The formulation of the Hodgkin–Huxley neuron model ranks as one of the most signifi-
cant conceptual breakthroughs in neuroscience. It has allowed modelers, from physiologists
to computer scientists, to gain insight into fundamental neural properties that would other-
wise be difficult, if not impossible to obtain. This parameterized model allows researchers to
find important relationships between the parameters that comprise a vast space. The PBC
model that was the focus of our work contained 17 parameters. If each parameter contained
10 values of interest, then the impossible task of evaluating 1017 parameter sets would need
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to be completed. As a result, the modeler must either reduce the number of points of in-
terest or smart methods must be devised to evaluate the space. We chose the latter option
by creating an algorithm that combined a cost function, whose inputs were the frequency
components of the neural output, with a gradient-descent approach for locating specific
points in parameter space (Section 3.1). We found that the efficiency of our algorithm in-
creased with the size of the parameter space and that the bursting space was contiguous,
as opposed to a variety of islands of bursting space. These results were important because
they demonstrated that we found a novel approach to studying the parameter space, which
cannot be done with a brute-force method, and also resulted in an important finding about
the continuity of the bursting space. Equally important was the finding that the output
from the canonical set of parameters could be duplicated throughout the parameter space.
These findings led us to our next set of tests.
The silicon-neuron architecture was originally designed for the HN model, but because
of its versatility, simple changes to the parameter settings enabled it to function like the
PBC model. This versatility was important from an engineering standpoint, and coupled
with our knowledge about contiguous bursting regions, we were led to an important find-
ing about these disparate models—that they represented points in a contiguous bursting
space that spanned between the two models, from one set of parameters to another set of
parameters (Section 3.2). This result was important because these models, whose bursting
mechanisms relied on different ion channels, were shown to be much more closely related
than previously thought. Because this study was done using the silicon implementation, the
model complexity can also be viewed as a spectrum that spanned the parameter space in a
parallel way in which the HN model was at one end of the spectrum (more complex) and
the PBC model was at the other end (less complex); implementation difficulties increased
as the model moved toward the less complex end.
At this point of our work, we determined the following critical results: (1) Bursting
regions were contiguous. (2) A limitless number of points in parameter space existed that
resulted in bursting dynamics that were similar to the one from the canonical point, and
many more could be found for just a general simple bursting output. (3) The canonical
203
bursting point is arbitrary from a modeling perspective and is sub-optimal from a probability
perspective. (4) The silicon model neuron proved difficult to use, and the circuitry required
to generate, control, and measure heterogeneity and provide controllable synaptic weights
in a fully connected network was elusive. As a result, the testing that we conducted to
study the natural heterogeneity in analog circuits was limited (Section 3.3). We fabricated
a population of neurons that were etched on a single integrated circuit and began our
first look at intrinsic heterogeneity—a study of the built-in heterogeneity in an isolated
population of analog HH models.
To better understand the role of heterogeneity in an HCO, we switched to an FPGA
model neuron, and we used the size of the bursting region as the measure of robustness in
the system. We quickly found that the canonical parameter set did not result in the largest
bursting regions, and this important result was related to the location of the canonical
parameters being on the edges of three important intrinsic bursting spaces: ḡNaP − ḡLeak,
ḡNaP − ELeak, ḡLeak − ELeak. As much as we tried, we could not eliminate bias in our
results—by definition, we were biased at the canonical parameter set. As a result, we
realized that some of our findings were location specific, not necessarily general, but we
still developed a few important ideas that led to the following fundamental principles of
heterogeneous networks: (1) If 100% coherence is necessary, then a homogeneous network
is required. (2) A coherence measure (or some similar measure) is required to evaluate
population dynamics such as anti-phasic bursting. (3) Heterogeneity increases the size of
the bursting region for smaller coherence values, but is not necessarily better for larger
coherence values. (4) For matched intrinsic parameters, the response to a distribution of
synaptic values with some mean or to the same constant synaptic value for all connections
will be virtually the same for both cases. (5) The canonical parameter set does not result
in the largest bursting region. These and other principles led us to our final statement: We
found that heterogeneity can lead to more robust rhythmic networks of neurons, but the
type and quantity of heterogeneity and the population-level metric that is used to analyze
bursting are critical in determining when this occurs. As suggested at the beginning of this
section, we were required to make this more precise restatement of our original hypothesis.
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5.2 Research Interests
To begin our discussion of our neural implementations (Chapter 2), we described the math-
ematical equations that defined the conductance-based HH model, which was used for our
work—the PBC neuron model (Section 2.1). We chose this model for our testing for two
primary reasons: (1) At the start of this project, the silicon-neuron architecture imple-
mented the seven-conductance HN model, and therefore, the four-conductance PBC model
was seen as an effective replacement in terms of the silicon resources that would be required
to implement a population of these neurons (both are intrinsic bursters, which do not re-
quire external inputs to generate bursting activity). (2) The architect of this model [8] was
a faculty member of our research lab, a committee member of this work, and a co-PI on
the grant that funded the majority of this work and thus would be able to provide valuable
insight.
Because of the approximations that resulted from our design decisions, however, we
discovered that the PBC neuron model was difficult to implement in silicon, as evidenced
by the significantly reduced size of the bursting region (Section 2.2.5). In fact, the work in
our research group [111] has also previously shown that model complexity and stability are
positively correlated; that is, a model can more easily become unstable from a perturbation
as the complexity of the model is reduced and can also be more susceptible to quantization
error. We documented this last effect with the FPGA implementation during our validation
of the FPGA model (Section 2.3.5). In hindsight, we may have benefited from continuing
our previous silicon-neuron work that implemented the more-stable HN model [105].
In the past, our research group persisted with analog circuits, despite inherent approxi-
mations that caused difficulties with obtaining the principal scientific findings of interest [5].
In 1999, the group consisted primarily of ECE students whose research almost exclusively
focused on neuromorphic engineering; attendance by multiple students at the annual sum-
mer Neuromorphic Engineering Workshop in Telluride, CO was not unusual, and many new
chip designs were submitted to the bi-monthly MOSIS fabrication runs. Since that time,
however, our research focus has changed considerably. As of 2006, only three of the 11 Ph.D.
students were ECE students (and all three were expected to graduate in the next year), and
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very few chip designs were submitted to MOSIS during the last three years (and by only one
of the three ECE students). This trend does not appear likely to change because MOSIS
has begun charging thousands of dollars for these same fabrication orders that were previ-
ously free and because new students are much less interested in designing analog circuits.
The current students of the group have much different, and broader, research interests that
range from animal experimentation to multi-electrode stimulation and recording. In fact,
some students are now being co-advised by physiology professors from Emory University,
which reflects the research shift to a more biological one. The bottom line is that the vision
outlined by Mead almost two decades ago in his seminal book, Analog VLSI and Neural
Systems, still has interesting opportunities to pursue, but with the current realities, the
continuation of the work with the silicon neuron in our research group is unlikely.
Because of the cited difficulties with the silicon neuron and to more easily obtain the
answers to the scientific questions that we posed, we were required to switch to an FPGA
platform. The FPGA implementation, however, also had its share of problems, although
these were comparatively easier to resolve. In addition to the quantization errors, the
FPGA suffered from performance issues, but these were significantly lessened by on-chip
peak detectors and FIFOs (Section 2.3.6), resulting in performance that was on the order
of real time. We also found that moving to a new technology platform (a new personal
computer with more RAM and a better CPU and that also included more recent versions of
the Windows operating system, Matlab, and System Generator) did not help performance;
in fact, this move reduced performance by an inexplicable factor of five. Although we were
able to accumulate a large amount of data, we expected to obtain more from our 24/7 testing
procedures. These tests were shortened because of the following three reasons (the first one
is by far the primary reason): (1) The Windows-based PC crashed, on average after about
10 hours, because of memory problems. (2) The server that stored the Matlab scripts and
data intermittently failed (sometimes because of building-wide power outages), causing our
tests to stop sooner than expected. (3) Microsoft Windows automatic updates also ended
our tests early in the early morning hours with the subsequent re-boot. In addition, the
FPGA hardware itself was not immune to problems as one unit completely failed; a month
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of testing was lost before a new FPGA, which was auspiciously ordered before the failure,
arrived.
Although our implementation decisions were critical, our complementary, and arguably
more important, focus was on the scientific questions in the area of rhythmic pattern-
generating systems. We obtained answers to these questions using theoretical mathemat-
ical models; an alternative method, animal experimentation, would have been difficult,
costly, and controversial. By directing our efforts toward the implementation of applicable
technologies and modeling, we were able to present these findings involving the role of het-
erogeneity in rhythmic networks of neurons in our ultimate quest for a better understanding
of rhythmic movement. Clearly substantially more work needs to be done in this area be-
fore researchers can truly understand the physiology that underlies this type of stereotyped
movement. In the short term, because the FPGA model neuron proved to be useful for our
study, it will likely be used in future research in which it is part of a system that includes
robotic actuators, and this use is consistent with our original plan of using these models
and results to help further the study of larger rhythmic pattern-generating systems.
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APPENDIX A
MATHEMATICAL DETAILS OF THE ANALOG
HETEROGENEITY CIRCUIT
The mathematical details of the analog heterogeneity circuit (Section 2.2.4) are given in the
following sections.
A.1 Probability Distribution Function for the Gaussian Ap-
proximation
We obtain the probability density function, fy(y), for the special case where g(x) is monoton-





where g(x) is the mapping function and is defined by
y = g(x) = A sinh (Bx). (68)
Solving for x in Eq. (68) results in




Finding y′ from Eq. (68) results in
y′ = g′(x) = AB cosh (Bx). (70)
Additionally, the probability distribution function (PDF) of the uniform distribution of



































(ex + e−x) (74a)
sinh−1 (x) = ln (x +
√
x2 + 1) (74b)
were required to obtain the final result given in Eq. (73c) as shown in the following deriva-
tion:
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(y/A)2 + 1. (75f)
A.2 Finding the Mapping Function for a True Gaussian
Distribution




















The Gaussian cumulative distribution function (CDF) is given by
Fy(y) = Φ =
1
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In general, a CDF is given by




























The following statistical measures also hold for Eq. (71):




(a− (−a))2 = 1
3
a2. (81b)
Note that the following relationship exists between Fx(x) and Fy(y) (see Figure 98 for a
graphical representation):


















Figure 98: An alternative approach to finding the mapping function using the cumulative
distribution functions.
which holds because the relationship between x and y is known. Now, using Eq. (78) and
Eq. (82), we can solve for the real mapping function, g(x) = y, based on a true Gaussian:
Fy(y) = Φ =
1
2


















y = µy + σy
√
2 erf−1 (2Fy(y)− 1) (83d)
y = µy + σy
√
2 erf−1 (2Fx(x)− 1) (83e)
y = µy + σy
√










Note that the argument of erf−1, where −1 < erf−1 (x) < 1, given in Eq. (83g) is
independent of µy and σy.
A.3 Validating the Probability Density Functions
To be a valid PDF, the following must be shown for fx(x) and fy(y):∫ Ux
Lx
fx(x)dx = 1 (84)
∫ Uy
Ly
fy(y)dy = 1. (85)
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(a + a) = 1. (86)
Substituting Eq. (73c) in Eq. (85) gives∫ U
L
fy(y)dy =










·A · sinh−1 (y/A)
∣∣A sinh (aB)


















dy = A sinh−1 (y/A) + c was used.
A.4 Calculating the Mean




∫ A sinh (aB)
A sinh (−aB)
y · fy(y)dy (88a)
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A sinh (−aB) (88f)
= 0 (88g)
where w = (y/A)2, dw = 1
A2
























(cosh (aB)− cosh (−aB)) (89d)
= 0 (89e)
since cosh (−x) = cosh (x).
A.4.3 Method 3
Adding a zero-mean, Gaussian-distributed random variable z to account for transistor mis-
match results in the following stochastic mapping function:
y = g̃(x,z) = A sinh (B ·x) + z · Imean (90)
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(z · Imean)fz(z)dz (91f)
= µz · Imean (91g)
= 0. (91h)
A.5 Calculating the Standard Deviation





∫ A sinh (aB)
A sinh (−aB)
(y − µy)2 · fy(y)dy (92a)
where y is normalized such that µy = 0. Substituting these values gives the following:
σ2y =
















where w = y/A, dw = 1Ady, and L












































































1 + sinh2 (aB)− aB]. (92h)




[sinh (aB) cosh (aB)− aB], (92i)













Therefore, the standard deviation, σy, is given by the following transcendental equation of













(y − µy)2 · fx(x)dx (94a)






















and using the integral
∫
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(sinh (2aB)− 2aB). (94i)
Therefore, the standard deviation, σy, is given by the following transcendental equation of








which is consistent with the derivation in Section A.5.1.
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A.5.3 Method 3


























(A2 sinh2 (Bx) + 2AzImean sinh (Bx) + z2I2mean)dx]fz(z)dz. (96c)
The first term in the inner integrand integrates to A
2
4aB (sinh (2aB)−2aB) (see Section A.5.2),
the second term integrates to 0, and the third term integrates to z2I2mean. Therefore, the











(sinh (2aB)− 2aB) + σ2z I2mean. (96e)
Therefore, the standard deviation, σy, is given by the following transcendental equation of







+ σ2z I2mean. (97)
Note that σy is dependent on σz and not µz, the mean of the Gaussian-distributed random
variable z.
A.6 Finding the Limit of the Variance
The following are two different methods for calculating the limit of the variance, where
lima→0 σ2y = 0. Note that the square root can be ignored. Also, since lima→0 σ
2 = 00 ,
L’Hospital’s rule will be used.
A.6.1 Method 1














































mean = 0 (99d)
for σz → 0.
A.7 Relationship between the Standard Deviation and a
The following is a method for determining the relationship between σy and a, where ∂σy∂a ≥ 0
(a ≥ 0). Note that since the square root can be ignored, ∂σ
2
y












(2B cosh (2aB)− 2B)− A
2
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> 0 so we need to show that the second term is also > 0. First, note that
∂(2aB cosh (2aB)− sinh (2aB))
∂a
= 4aB2 sinh (2aB) ≥ 0 (100e)
for a ≥ 0, and
(2aB cosh (2aB)− sinh (2aB)) = 0 (100f)
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generation in the Pre-Bötzinger complex. I. Bursting pacemaker neurons,” Journal of
Neurophysiology, vol. 82, no. 1, pp. 382–397, 1999.
[9] Butera, Jr., R., Rinzel, J., and Smith, J. C., “Models of respiratory rhythm gen-
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