Abstract-In this paper, we propose a method to improve the performance of parallel and distributed simulation of multi-hop mobile wireless networks. We assume that the simulation field is divided into several pieces and is simulated by multiple parallel processes which synchronize conservatively, i.e., without violation of causality. The basic idea of our approach is to predict the lower bounds of timestamps of "potential" upcoming events which cause inter-process messages based on the timestamps of the currently scheduled events plus minimum multi-hop propagation delay estimated in run-time. By this prediction method, we are able to enlarge the lookahead of parallel processes, and their concurrency can be enhanced. We have implemented the parallel and distributed version of our network simulator MobiREAL, and have also implemented this mechanism. The experimental results have shown that we could achieve 50% speed up in average compared with the version using static lookahead in the simulation of end-to-end communications over 1,200 nodes.
I. INTRODUCTION
Discrete Event Simulation (DES) is a simulation technique that schedules and executes timestamped events. A discrete event simulator has an event queue in which events are sorted in the incremental order of timestamps. The simulator dequeues the event with the earliest timestamp, proceeds the simulation clock to the timestamp, and executes the event. Then subsequent new events are scheduled with appropriate timestamps. This traditional technique has been widely used, and most network simulators are also discrete event simulators. Parallel Discrete Event Simulation (PDES) [1] , [2] is performed by cooperative multiple DES simulators (called Logical Processes (LPs) hereafter). PDES is required to pursue maximum parallelism for speed up, satisfying causality of events. To achieve this goal, several synchronization protocols have been considered. These protocols are classified into two categories, conservative and optimistic synchronizations.
Conservative synchronization protocols never violate causality at any time. Thus when an LP processes an event, it must be ensured that there is no event which has an earlier timestamp than that of the event being processed and is not yet processed. A well-known protocol of this category is the NULL message algorithm by Chandy and Misra [3] . On the other hand, in optimistic synchronization protocols each LP proceeds simulation without knowing the other LPs' events. If an LP receives a message that notifies an event with past timestamp, LPs recognize the violation of causality, and a rollback is performed. This method is helpful to maximize concurrency but the protocol itself is rather complicated and the simulator incurs overhead by the rollback mechanism. Time Warp algorithm [4] is one of the protocols of this category.
In either of the two synchronization schemes, messages are exchanged among LPs that notify events and their timestamps to each other. Let us assume that an event in an LP yields subsequent events in other LPs. For example, if a wireless signal transmission is performed by a node allocated to LP i, then subsequent signal receptions are performed by its neighborings nodes. If those neighboring nodes are not allocated to LP i, then the reception events and their timestamps are notified by LP i using "interprocess" messages (called event messages hereafter). Those LPs which receive the event messages are called neighbors of LP i.
In the conservative synchronization scheme, lookahead largely affects the performance of simulation [1] (1) To keep causality, each LP i is allowed to process its own events which have the earlier timestamps than EITi.
We let Tj denote the current simulation time of LP j. The lookahead of LP j, denoted by LAj, is the time duration, where LP j is allowed to process events with earlier timestamps than Tj + LAj. Therefore, at any time, EOTj is determined by the lookahead, as described below. EOT1 = TI + LAj
Thus lookahead is essential to the performance of PDES.
In this paper, we propose a method to improve the performance of parallel simulation of multi-hop mobile wireless networks based on PDES with conservative synchronization. We assume that the simulation field is divided into several pieces and is simulated by multiple parallel processes which synchronize conservatively, i.e., without violation of timestamp causality. Considering the characteristics of multi-hop mobile wireless networks, we predict the lower bounds of timestamps of potential upcoming events by estimating minimum multi-hop propagation delay. This prediction is done in run-time by seeking all the currently scheduled events and geographic location of these events. Unlike the former methodologies which have determined lookahead by link latency or delay in protocol stacks which can be precomputed before simulation, we compute the lookahead online. Thus the value of lookahead is different at each moment. On the other hand, we may suffer from additional cost to compute lookahead. Therefore, we provide a method where lookahead can be calculated on-the-fly based on the location of scheduled events. We have implemented the parallel and distributed version of our network simulator MobiREAL [5]- [7] and have also implemented this mechanism. The experimental results have shown that we could achieve 50% speed up in average compared with the version using precomputed lookahead in the simulation of end-to-end communications over [9] . SWiMNet [10] is also a parallel wireless network simulator which mainly aims at reducing rollbacks in optimistic synchronization.
Meanwhile, many research efforts have been dedicated for better efficiency of PDES by improving lookahead [11] - [13] in conservative synchronization. In Ref. [11] , lookahead is determined by the delay in the MAC and PHY layers. This mechanism has been implemented in GloMoSim and its commercial version, QualNet [14] . In particular, they focus on Inter Frame Space and backoff time in IEEE802.11 MAC. In Ref. [12] , three types of lookahead calculation for wireless ad hoc network are presented; data transit delay in node entities, delay from the protocol behavior, and delay by channel contention. This mechanism has been implemented in SWAN simulator. In Ref. [13] , a lookahead prediction method called path lookahead is presented where "communication path delay" through different layers are considered.
B. Our Contribution
Even though we have the same goal as the above methodologies like Refs. [11] - [13] which aim at improving lookahead in conservative synchronization, our methodology is original and new in the following points. First, we focus on multi-hop propagation delay in mobile wireless networks. We take the location and mobility of nodes into account to estimate the earliest timestamps of the events to be scheduled in the neighboring LPs. Secondly, to enable the estimation of such multi-hop propagation delay which differs in time and location, we present a technique to compute lookahead in run-time. When an LP needs to estimate EOT, the LP predicts the upcoming events, which
are not yet scheduled in its event queue. Based on the prediction, the LP knows the future events that will yield subsequent events in the neighboring LPs and thus has occasion to determine larger lookahead transiently. As far as we know, most of the existing methodologies exploit the delay incurred in protocol stacks and/or radio propagation to improve lookahead, and hence we believe that the presented idea is original. Obviously the technique incurs additional computation cost of predicting upcoming events. Therefore, we provide a prediction algorithm which is lightweight but effective enough. In the experiments we confirmed that the total performance gain by improved lookahead dominated the disadvantage of incurring computation costs.
Finally we would like to mention that this technique can co-exist with the existing techniques that exploit static lookahead. That is, the technique does not compete with those techniques, and thus can be implemented in many parallel discrete event wireless network simulators.
III. IMPROVING LOOKAHEAD BY RUN-TIME PREDICTION OF MULTI-HOP PROPAGATION DELAY
We assume that a simulation field is a form of a rectangle, and the field is divided into multiple pieces of rectangles. Each LP manages one of these pieces, and simulates the (a) Fig 2(a) shows an example. We assume Ti = 3, EITi 10 and TH(k) = 2k. Then EOTi = min{10+2, 4+6, 7+ 4} = 10. We note that computation of TH(k) is given in more details in Section III-C . Fig 2(b) shows the algorithm description.
Finally we note that from equation (2) ................................ where Fmin, B and TD denote the minimum frame size, link capacity and link propagation delay, respectively.
IV. PARALLEL SIMULATION IN MOBIREAL SIMULATOR
We have implemented parallel simulation mechanism as well as the proposed lookahead mechanism into our network simulator MobiREAL [5]- [7] .
A. MobiREAL Simulator Overview
The MobiREAL simulator consists of a network simulator and a behavior simulator, which co-work to achieve simulation of real world's node mobility and wireless network systems (Fig. 3) . In particular, MobiREAL is original in the point that dynamic behavior of mobiles node can be modeled and simulated easily. We also provide the animator which can visualize packet propagation, routing path as well as the obstacles in the simulated region. Fig. 4 shows a snapshot and additional pictures and movies can be found in [5] .
The location and movement of mobile nodes are managed by both network and behavior simulators, but are updated by the behavior simulator only. The updated positions and velocities are notified to the network simulator. Since user behavior is simulated by the behavior simulator, terminal inputs (user decisions) are generated by the behavior simulator and notified to the network simulator. On the other hand, applications are simulated by the network simulator and terminal outputs are delivered to the behavior simulator. For these notification purpose, periodical synchronization of simulation clocks are performed. For k-th synchronization, each simulator processes events with timestamps smaller k * T simulation time (T is the synchronization period), notifies the simulation results (movement of nodes, terminal inputs and outputs) and waits for the other simulator to reach the same simulation time (Fig. 5) . Our network simulator part has been developed based on GTNetS [15] , the Georgia Tech. Network Simulator. However, to enable the interaction between the behavior and network simulations, we have implemented several components and made modifications on GTNetS. First, we have implemented an interaction class that deals with the interaction with the behavior simulator. Secondly, we have modified the mechanism of GTNetS that deals with node behavior simulator LPI LP2 LPn The details of these extensions are described in Ref. [6] .
B. Parallel Version of MobiREAL Simulator
The architecture of the parallel version of MobiREAL simulator (called MobiREAL parallel simulator hereafter) is depicted in Fig. 6 .
GTNetS follows HLA to implement the parallel simulation mechanism. The High Level Architecture (HLA) is a general purpose architecture for distributed computer simulation systems, and is specified as the IEEE standard (IEEE1516). It is intended to hide heterogeneity of various simulators designed for different purposes. The services such as data exchanges and time synchronization which are specified in HLA are implemented as RunTime Infrastructure (RTI). In the GTNetS simulator, they use libSynk [16] , which has also been developed in Georgia Institute of Technology. The details of GTNetS parallel simulation architecture is given in Ref. [17] . Based on this mechanism, we have implemented several facilities including the methodology presented in this paper. We omit the technical details but the software is now distributed for researchers in academic organizations [5] .
V. EXPERIMENTAL RESULTS
The simulation field was 1,000m2 square. The average number of nodes was 1,200. The Urban Pedestrians Flow (UPF) model and the RWP/ob model [5] [6] were used as the mobility models. We have used IEEE802.11 DCF with RTS/CTS and the DSR routing protocol. The application traffic was CBR over UDP. The simulation time was 300sec., and we have used up to 4 machines of the same specification (Intel Xeon 3.06GHz CPU, 1.5GB Memory). We have prepared three different scenarios, A, B and C shown in Table I .
For the comparison purpose, we have implemented the version where the static lookahead SIFS + TD is used (referred to as static version). Thus this version always use the minimum single hop delay. Also we have implemented two versions where the CAHC (cost-aware hop calculation) and the PHC (precise hop calculation) methods are used to compute lookahead. They are referred to as dynamic-CAHC method and dynamic-PHC method, respectively. Fig. 7(a) shows the average memory volume per LP. We can see that the increment of memory volume is inverse proportional to the number of LPs, which is good feature for large-scale simulations. Regarding the memory volume, no significant difference among the three versions were found. Then we look at the performance improvement ratio (PIR), which is the ratio of sequential simulation time over the parallel simulation time, in Fig. 7(b) . Since the scenario C has less traffic volume than the scenarios A and B, PIR is relatively large. Through all the scenarios, the parallel simulations could dominate the sequential simulations in case of lLPl = 2. Also, our dynamic versions could outperform the static version, and in case of lLPl = 4, the PIR of static version is less than 1. Since the lookahead in the static version is small, the number of calculations of EIT in the static version becomes large as shown in To see the difference of two dynamic versions in more details, we have measured the three metrics, (i) the average lookahead, (ii) time to calculate lookahead, and (iii) the predicted number of hops. The results are shown in Table. II. As expected, the computational cost (calculation time) for PHC is quite larger than CAHC. On the other hand, PHC could predict the number of hops more precisely, and consequently the lookahead is longer than that of CAHC. Clearly there is a certain trade-off, but due to the fact that lookahead improvement of PHC over CAHC is not so large (up to 10%) and PHC required double computational cost of CAHC, in general CAHC is more efficient.
VI. CONCLUSION
In this paper, we have proposed a method to improve the performance of parallel simulation of large-scale multihop mobile wireless networks. The idea is to predict the lower bounds of timestamps of potential upcoming events by estimating minimum multi-hop propagation delay. We have implemented the parallel and distributed version of our network simulator MobiREAL, and have also implemented this mechanism. The experimental results have shown that we could achieve 50% speed up in average compared with the version using static lookahead in the simulation of endto-end communications over 1,200 nodes.
We would like to summarize our contributions. First, we propose a methodology to improve lookahead focusing on multi-hop propagation delay in mobile wireless networks.
Secondly, to enable the estimation of such multi-hop propagation delay which differs in time and location, we present a technique to compute lookahead in run-time. As far as we know, most of the existing methodologies exploit the delay incurred in protocol stacks and/or radio propagation to improve lookahead, and hence we believe that the presented idea is original. We would like to emphasize the fact that this technique can co-exist with the existing techniques that exploit static lookahead. That is, the technique does not compete with those techniques, and thus can be implemented in many parallel discrete event wireless network simulators. Thirdly, we have implemented the mechanism into our network simulator MobiREAL and conducted some experiments.
We are going to analyze in mode details the performance of the MobiREAL parallel simulator under various traffic patterns, different routing protocols, different node mobility and geography.
