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Abstract
In this paper we consider the use of a fluid flow approximation based
on ordinary differential equations (ODEs) derived from a model of a key
distribution centre. The model is specified using the Markovian process
algebra PEPA. The basic model suffers from the commonly encountered
state space explosion problem when tackled using Markov chain analy-
sis. Fluid flow analysis is therefore one possible mechanism for deriving
approximate solutions for systems with large populations. The system
is analysed numerically and results derived from solving the ODEs are
compared with a queueing network approximation.
1 Introduction
In recent years a novel and intriguing approach to tackling the solution of a class
of very large stochastic process algebra models has been developed based on the
solution of ordinary differential equations [8]. This involves the analysis of the
system as a deterministic fluid flow, rather than as a discrete stochastic system.
Despite this apparent disparity between the analysis and the model, the results
are often surprisingly good and allow approximate solution of systems which
are not tractable by traditional means.
In this paper we aim to apply this form of analysis to a model of a key dis-
tribution centre, exploring the performance - security trade-off. It is clear that
in order to add more functionality to a system that more execution time is re-
quired. However in the case of security, the benefit accrued from any additional
overhead is not easy to quantify and so it is very hard for the performance engi-
neer to argue that a particular performance target should take precedence over
a security goal. Our initial inspiration for this work has been the study of the
wide mouth frog protocol by Buchholz et al [2]. The authors used the stochastic
process algebra PEPA to analyse timing properties of the protocol. Although
their motivation was to investigate timing attacks, the models developed in [2]
showed how authentication protocols can be modelled effectively in PEPA.
This paper is organised as follows. In the next section we introduce the
system to be modelled, the key distribution centre (KDC). This is followed by
a brief overview of the Markovian process algebra PEPA. Section 4 introduces
the basic model of the KDC, followed by a simplified (equivalent) version and
an approximation in Section 5. Some numerical results are presented in Section
∗School of Computing Science, Newcastle University, UK. Nigel.Thomas@ncl.ac.uk
6, including comparison of the approximation results with simulation. Finally
some conclusions are drawn and areas of further work described.
2 Key Distribution Centre
We now describe the specific problem we seek to model. This is the secure
exchange of secret keys (also known as symmetric keys) using a trusted third
party known as a key distribution centre (KDC). The protocol is illustrated
below, following the description in [11].
?

ff
S
S
SwS
S
So
-Alice Bob
KDC
12
3
5
4
Figure 1: Key Distribution Scenario.
• Alice and KDC share a key KA
• Bob and KDC share a key KB
1. Alice sends request to KDC with nonce N1
2. E{KA} [KS|request|N1|E {KB} [KS |IDA]]
- KS is a session key for Alice and Bob to use.
- Alice can’t decrypt the part encode with Bob’s key, she can only send
it on.
3. E{KB} [KS|IDA]
4. E{KS} [N2]
5. E{KS} [f(N2)]
where,
• N1 and N2 are nonces (random items of data),
• IDA is a unique identifier for Alice,
• E{KA}[X] denotes that the data X is encrypted using the key KA, and
• f(N2) denotes a predefined function applied to the nonce N2, signifying
that Alice has read the encrypted message sent by Bob.
The key features of this protocol are that only Alice can read the message
sent by the KDC (2) as only Alice and the KDC know the key KA. Included in
this message is another message further encrypted with KB, the key shared by
Bob and the KDC. Alice cannot read this message, but instead forwards it to
Bob (3). This message tells Bob that Alice is genuine (i.e. has communicated
with the KDC and displays a correct ID) and informs Bob of the session key;
only Bob can read this message. Alice and Bob now both know the session key
KS and the remainder of the protocol ensures that Bob trusts Alice and the
session key (and Alice trusts Bob).
3 PEPA
A formal presentation of PEPA is given in [7], in this section a brief informal
summary is presented. PEPA, being a Markovian Process Algebra, only sup-
ports actions that occur with rates that are negative exponentially distributed.
Specifications written in PEPA represent Markov processes and can be mapped
to a continuous time Markov chain (CTMC). Systems are specified in PEPA in
terms of activities and components. An activity (α, r) is described by the type of
the activity, α, and the rate of the associated negative exponential distribution,
r. This rate may be any positive real number, or given as unspecified using the
symbol ⊤.
The syntax for describing components is given as:
(α, r).P | P +Q | P/L | P ⊲⊳
L
Q | A
The component (α, r).P performs the activity of type α at rate r and then
behaves like P . The component P + Q behaves either like P or like Q, the
resultant behaviour being given by the first activity to complete.
The component P/L behaves exactly like P except that the activities in the
set L are concealed, their type is not visible and instead appears as the unknown
type τ .
Concurrent components can be synchronised, P ⊲⊳
L
Q, such that activities in
the cooperation set L involve the participation of both components. In PEPA
the shared activity occurs at the slowest of the rates of the participants and
if a rate is unspecified in a component, the component is passive with respect
to activities of that type. A
def
= P gives the constant A the behaviour of the
component P .
In this paper we consider only models which are cyclic, that is, every deriva-
tive of components P and Q are reachable in the model description P ⊲⊳
L
Q.
Necessary conditions for a cyclic model may be defined on the component and
model definitions without recourse to the entire state space of the model.
4 The model and its queueing network approx-
imation
In [12] we developed three approaches to modelling multiple clients requesting
session keys from the KDC. These approaches all model the same protocol and
are notionally equivalent at the syntactic level (they have a form of bisimi-
larity). However, they are not isomorphic and hence can give different values
for important performance metrics. The models specified in [12] suffer from
the commonly encountered state space explosion problem. To counter this we
have applied some simplification techniques to derive a form of the model which
gives the same results to key steady state metrics [13]. This model is specified
as follows:
KDC
def
= (request,⊤).KDC + (response, rp).KDC
Alice
def
= (request, rq).(response,⊤).Alice
′
Alice′
def
= (sendBob, rB).(sendAlice,⊤).(confirm, rc).Alice
′′
Alice′′
def
= (usekey, ru).Alice
Bob
def
= (sendBob,⊤).(sendAlice, rA).(confirm,⊤).Bob
′
Bob′
def
= (usekey,⊤).Bob
System
def
= KDC ⊲⊳
L
(
Alice⊲⊳
K
Bob|| . . . ||Alice⊲⊳
K
Bob
)
Where, L = {request, response}, K = {sendBob, sendAlice, confirm, usekey}.
Clearly the component Bob is almost redundant, and the sharing for the
action request and its enabling in KDC has no effect on the behaviour of the
model. Hence an even simpler equivalent specification would be:
KDC
def
= (response, rp).KDC
Alice
def
= (request, rq).(response,⊤).Alice
′
Alice′
def
= (sendBob, rB).(sendAlice, rA).(confirm, rc).Alice
′′
Alice′′
def
= (usekey, ru).Alice
System
def
= KDC ⊲⊳
response
(Alice|| . . . ||Alice)
This model and the preceding one are clearly isomorphic, i.e. they have
equivalent CTMCs with a one to one mapping between states and transitions.
We can now apply the well known approximation technique of combining succes-
sive internal actions into a single action with a modified rate. This is equivalent
to lumping states in the underlying Markov chain (Hillston [7] introduced the
weak isomorphism equivalence for exactly this purpose). Thus we obtain the
following simple form of the model.
KDC
def
= (response, rp).KDC
Alice
def
= (response,⊤).(τ, rx).Alice
System
def
= KDC ⊲⊳
response
(Alice|| . . . ||Alice)
Where rx is given by
rx =
(
1
rq
+
1
rB
+
1
rA
+
1
rc
+
1
ru
)
−1
This model is equivalent to a simple closed queueing system with one queue-
ing station (the KDC) and an exponential delay after service before returning
to the queue. It is a simple matter to write down the balance equations for such
a system.
(N − i)rxΠi = rpΠi+1 , 0 ≤ i < N
where Πi is the steady state probability that there are exactly i jobs waiting for
a response from the KDC and N is the number of pairs of clients (the number of
instances of Alice in the above PEPA model specification). Thus it is possible
to derive expressions for the average utilisation of the KDC and the average
number of requests waiting for a response.
Π0 =
[
N !
N∑
i=0
ρi
(N − i)!
]−1
and,
L = N !Π0
N∑
i=1
ρii
(N − i)!
where ρ = rx/rp.
This approximation is, in fact, an M/M/1/./N queue and the throughput
and average response time are easily computed from the above expressions (see
Mitrani [10] pages 195-197).
T = (N − L)rx
and
W =
N
T
−
1
rx
We can easily increase the number of servers at the KDC in the PEPA
specification.
System
def
= (KDC|| . . . ||KDC) ⊲⊳
response
(Alice|| . . . ||Alice)
In addition we must give the response action in Alice the rate rp, rather than
being passive.
Alice
def
= (response, rp).(τ, rx).Alice
This is because a passive action would be subject to the apparent rate in PEPA.
Hence, K KDCs and 1 Alice would give rise to response occuring at rate Krp;
whereas if the rate is rp in both KDC and Alice, then this problem does not
arise.
Thus the approximation becomes an M/M/K/./N queue, where K is the
number of instances of the KDC component (i.e. servers at the KDC). Hence
the balance equations become,
(N − i)rxΠi = (i+ 1)rpΠi+1 , 0 ≤ i < K
(N − i)rxΠi = KrpΠi+1 ,K ≤ i < N
Thus we can calculate Π0
Π0 =
[
N !
K−1∑
i=0
ρi
(N − i)!i!
+N !
N∑
i=K
ρi
(N − i)!K!Ki−K
]−1
The average queue length can then be calculated by
L = N !Π0
[
K−1∑
i=1
ρii
(N − i)!i!
+
N∑
i=K
ρii
(N − i)!K!Ki−K
]
The average response time and throughput can then be computed as before.
5 ODE analysis
Thus far we have considered a traditional approach to modelling and analysis.
In this section we consider an alternative approach proposed by Hillston [8],
based on the solution of ordinary differential equations (ODEs). In this style of
model analysis, the model is expressed as a number of replicated components
and the ODEs represent the flow between behaviours (PEPA derivatives) of the
components. Thus, by solving the ODEs, it is possible to ‘count’ the number of
components behaving as a given derivative at any given time, t. In the absence
of oscillations, the limit, t −→∞, then gives a steady state value.
It is important to make two crucial observations about this approach. Firstly,
this is a fluid approximation, not discrete behaviour. Therefore, we observe a
continuous evolution of a derivative, so we can, at any given time, see a fraction
of an Alice behaving in some way, and another fraction behaving in another.
Secondly the analysis is deterministic. Thus, not only will simulating such a
system produce exactly the same results every time, but also if the rate of an
action is r, then a component will have completely evolved (or flowed) into its
derivative in exactly 1/r time units.
Rewriting our model, removing redundancy and naming each derivative of
Alice (for clarity) we get:
KDC
def
= (response, rp).KDC
Alice
def
= (request, rq).Alice1
Alice1
def
= (response, rp).Alice2
Alice2
def
= (sendBob, rB).Alice3
Alice3
def
= (sendAlice, rA).Alice4
Alice4
def
= (confirm, rc).Alice5
Alice5
def
= (usekey, ru).Alice
The system is then defined as:
KDC[K] ⊲⊳
response
Alice[N ]
Where, K is the number of KDC’s (hitherto K = 1) and N is the number of
client pairs (Alices’s). It is then a simple matter to write down the ODEs for
this system as follows.
d
dt
Alice = ruAlice5(t)− rqAlice(t)
d
dt
Alice1 = rqAlice(t)− rpmin(KDC(t), Alice1(t))
d
dt
Alice2 = rpmin(KDC(t), Alice1(t))− rBAlice2(t)
d
dt
Alice3 = rBAlice2(t)− rAAlice3(t)
d
dt
Alice4 = rAAlice3(t)− rcAlice4(t)
d
dt
Alice5 = rcAlice4(t)− ruAlice5(t)
d
dt
KDC = 0
There are a number of approaches to solving this set of ODEs. For simplicity
we have simulated over a suitably long time frame until we observe the long run
(steady state) behaviour. In doing so we need to be careful that in discretizing
time we make the time step sufficiently small so as to not alter the system
behaviour. Typically we take the time step, δt, such that, δt ≤ 1/(rmaxN),
where rmax = max(rq , rp, rB , rA, rc, ru).
In our analysis we are interested primarily in the number of client pairs
awaiting a response from the KDC (or KDC’s). This is represented in the
model by the number of Alice1’s; L(N) = Alice1(t −→ ∞) when there are N
client pairs (Alice’s) in the population. From this we can derive the average
response time which can be compared with that derived from the queueing
network approximation. We compute the average response time for a system of
N client pairs and one KDC server (K = 1), W(N), as follows;
W (N) =
L(N − 1) + 1
rp
This computation is based on the queueing theory result of an arrival as random
observer, see Mitrani [10] page 141 for example. For K > 1 the computation is
only slightly more complex. If the random observer sees a free server, then the
average response time will be the average service time. However, if the random
observer sees all the servers busy, then the average response time will be the
average service time plus the time it takes for one server to become available
(including scheduling the other jobs waiting ahead of the random observer).
W (N) =
1
rp
, L(N − 1) + 1 ≤ K
W (N) =
1
rp
+
L(N − 1) + 1−K
Krp
=
L(N − 1) + 1
Krp
, L(N − 1) + 1 > K
It is a feature of the fluid flow approximation that (for t > 0) the KDC
will never be idle, but instead will always have some fluid flowing through it.
As such we are unable to compute the utilisation of the KDC directly. This is
clearly a limitation of this form of analysis.
6 Numerical results
Figure 2 shows the evolution over time of the number of clients awaiting a
response as derived from the ODE analysis. Initially all the clients are behaving
as Alice, hence Alice1(0) = 0. Shortly after the start there is a large influx of
fluid into Alice1 before the system settles into a stable flow. Interestingly this
initial surge is much more pronounced when rp = 4 than rp = 1. This is clearly
due to the fact that the flow out of Alice1 is much greater when rp = 4.
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Figure 2: Number of waiting clients over time, N = 30, rq = rB = rA = rc = 1
and ru = 1.1
Figure 3 shows the average response time calculated by the ODE method,
compared with the queueing approximation described earlier. This approxima-
tion has previously been compared with simulation and shown to be accurate
to within the 95% confidence interval of the simulation [13].
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Figure 3: Average response time calculated by the ODE method and QN ap-
proximation, rq = rB = rA = rc = 1 and ru = 1.1
We expect the ODE method to be accurate when N is large. Figure 3
shows that it is possible to generate accurate results even when N is quite
small. However, there is a clear difference between the two methods where the
gradient changes. This is shown more explicitly in Figure 4, where the evolution
of the ODEs is compared with the stochastic simulation of the PEPA model [1]
derived directly using the PEPA Eclipse Plug-in. When N is sufficiently far
from the gradient change there is good agreement between the ODE solution
and the stochastic simulation. However, at N = 6 the divergence is significant;
the stochastic simulation never achieves the lower queue length predicted by the
ODEs.
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Figure 4: Number of waiting clients over time, rp = rq = rB = rA = rc = 1 and
ru = 1.1
It is of clear practical importance to be able to predict the divergence. This
point, N∗, can be estimated using the method of asymptotic bounds of closed
queueing networks (see Haverkort [6] pages 245-246 for example).
N∗ = K +
Krp
rx
= K +Krp
(
1
rq
+
1
rB
+
1
rA
+
1
rc
+
1
ru
)
Below N∗ the asymptotic bound is given as
L(N) =
Nrx
rx + rp
Above N∗ the asymptotic bound is given as
L(N) =
Nrx −Krp
rx
These bounds can also easily be found by solving the ODEs analytically in
the limit t −→ ∞, where the min(KDC(t), Alice1(t)) term is replaced with
Alice1(t) and KDC(t) respectively. Thus, in this instance at least, the ODE
solution is giving an alternative means for calculating known asymptotic results
for closed queueing networks. Note that W (N) is computed from L(N + 1),
and so in Figure 3, the divergence occurs at approximately 6.91 (rp = 1), 11.82
(rp = 2) and 21.64 (rp = 4), i.e. N
∗ + 1.
We have also compared the two methods for larger values of N and have
found there to be almost no difference for N > 40 for the parameters used
here. It is important to note that there are numerical issues with computing
the queueing approximation due to the difficulty of handling large factorials
(and their reciprocals) and these problems do not occur with the ODE solutions
or asymptotic results. Thus, as long as we avoid the region around N∗, the
ODE solution is giving accurate results without problems with scalability.
6.1 Multiple KDC servers
We now turn our attention to the consideration of multiple servers at the KDC.
In particular we would wish to know if it is more beneficial to increase the
number of servers or increase the speed of the server. It is well known that
for an M/M/K queue, it is preferable to have 1 server serving at rate µ than
K servers serving at rate µ/K. This is because if there are less than K jobs
in the queue then some of the K servers will be idle, thus reducing the overall
service rate. In the ODEs above this is evident in rpmin(KDC(t), Alice1(t)).
If Alice1(t) > K then all K servers are in use and the flow rate from the KDC
would be Krp. However, if Alice1(t) < K then fewer servers would be in use
and the rate would be rpAlice1(t).
Figure 5 shows the proportion of Alices waiting at the KDC (i.e. L(N)/N)
for K = 1 with rp = 4 and K = 4 with rp = 1 for both the queue approximation
and the ODE solution. When N is large (in this case N ≥ 25) the ODE values
are the same, however for smaller N the single faster server is seen to perform
better (for the reason discussed above). The reason the ODE values are identical
for large N is simply that the fluid level of Alices waiting at the KDC will never
fall below K in the ODE solution. The values for the QN approximation differ
slightly from each other, even when N = 40. This is because even at this
load there is still the chance that the queue will fall below 4 requests for short
periods. Clearly, as N increases the probability that this happens will become
increasingly insignificant and hence the values will converge.
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Figure 5: Proportion of Alice1 components, calculated by the ODE method and
QN approximation, rq = rB = rA = rc = 1 and ru = 1.1
There is a clear divergence between the ODE and QN results around the
change in gradient as we have already observed in Figure 3. Figure 6 shows
this in more detail for the average queue size. Note that although the two ODE
solutions converge at N = 25, there is still a significant difference with the QN
solutions at this point, near to N∗.
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Figure 6: Average queue length calculated by the ODE method and QN ap-
proximation, rq = rB = rA = rc = 1 and ru = 1.1
7 Conclusion and further work
In this paper we have shown how a model of a key distribution centre can be
solved approximately using ordinary differential equations. We have compared
the results with those derived from a scalable queueing approximation. The
ODE approach as two main limitations. Firstly, it is not always as accurate
as the queueing approximation and secondly, we have not been able to obtain
all our desired metrics. However, the ODE approach does not suffer the same
numerical problems as the queueing approximation, is extremely efficient to
solve and is shown to be extremely accurate when the number of clients is large.
By using the asymptotic results, it is possible to compute the metrics of interest
extremely efficiently.
The next step in the study of this model of key distribution is to explore
the use of a cost model to better understand the relationship between the KDC
server capacity and the quality of service. To do this we will introduce costs
for waiting jobs and providing service capacity (e.g. the number of servers)
and minimise the resulting function to produce an optimal service capacity for
a given cost structure. In doing this, the asymptotic results derived from the
ODE solution are likely to provide the most tractable approach. We also aim
to extend this analysis to a more general form of secure protocol in the area of
non-repudiation. A parallel line of investigation involves exploring more general
closed queueing network models in PEPA to discover if the ODE approach facil-
itates an efficient means of finding asymptotic results as has been demonstrated
in this paper. This would be a worthwhile study as in process algebra, it is not
always clear that a model can be represented as a queueing network and so such
a result could potentially open an alternative means of analysis for this class of
model.
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