We present year-long, near-infrared Hubble Space Telescope WFC3 observations of Mira variables in the water megamaser host galaxy NGC 4258. Miras are AGB variables that can be divided into oxygen-(O-) and carbon-(C-) rich subclasses. Oxygen-rich Miras follow a tight (scatter ∼ 0.14 mag) Period-Luminosity Relation (PLR) in the near-infrared and can be used to measure extragalactic distances. The water megamaser in NGC 4258 gives a geometric distance to the galaxy accurate to 2.6% that can serve to calibrate the Mira PLR. We develop criteria for detecting and classifying O-rich Miras with optical and NIR data as well as NIR data alone. In total, we discover 438 Mira candidates that we classify with high confidence as O-rich. Our most stringent criteria produce a sample of 139 Mira candidates that we use to measure a PLR. We use the OGLE-III sample of O-rich Miras in the LMC to obtain a relative distance modulus, µ 4258 − µ LM C = 10.95 ± 0.01 (statistical) ±0.06 (systematic) mag which is statistically consistent with the relative distance determined using Cepheids. These results demonstrate the feasibility of discovering and characterizing Miras using the near-infrared with the Hubble Space Telescope and the upcoming James Webb Space Telescope and using them to measure extragalactic distances and determine the Hubble constant.
INTRODUCTION
The value of the Hubble constant (H 0 ), the current expansion rate of the Universe, is a source of great interest in astrophysics. The improved precision in H 0 measurements (Riess et al. 2016 ) (hereafter, R16) has revealed a 3.4σ discrepancy with the value inferred from observations of the cosmic microwave background (CMB) under the assumption of a ΛCDM cosmology (Planck Collaboration et al. 2016) . New parallax measurements of 7 long-period Cepheids in the Milky Way (Riess et al. 2018 ) combined with the R16 results increases the tension with Planck to 3.7 sigma. Although the local results have been confirmed (Follin & Knox 2017; Dhawan et al. 2017; Bonvin et al. 2017 ) and the discrepancy is not dependent on any one datum (Addison et al. 2017) , the standard of proof is high for new physics and additional crosschecks are warranted.
The most precise local measurement of H 0 relies on Cepheid variables as distance indicators R16 to calibrate the luminosity of type Ia supernovae (hereafter, SNe Ia) in hosts at nearby distances of 10-40 Mpc. Cepheids remain the best understood and most vetted primary dis-tance indicator (Freedman et al. 2001; Bono et al. 2010) .
The next generation of space-based telescope, the James Webb Space Telescope (JWST ), will not have the optical filters equivalent to those found in Hubble Space Telescope (HST ), making it more difficult to search for Cepheids beyond ∼ 40 Mpc to increase the sample of SNe Ia calibrators, which is essential to improve the precision of H 0 . Cepheids are typically detected in the optical, where they have amplitudes ∼ 1 mag. Their nearinfrared (NIR) amplitude variations are much smaller (∼ 0.3 mag) and they lose their characteristic optical saw-toothed light curve shape which helps in their identification. This makes them more difficult to identify as variable stars at NIR wavelengths. As an alternative, Jang & Lee (2017) have used the Tip of the Red Giant Branch (TRGB) observed with HST to check the Cepheid distances in nearby hosts, finding good agreement. However, because the TRGB is ∼ 2.5 mag less luminous than Cepheids in the optical and ∼ 0.5 mag less luminous in the NIR, this method will not be able to measure distances within the same volume as a Cepheid distance ladder.
A possible solution to this problem is using Mira variables to measure extragalactic distances. Miras are highly-evolved asymptotic giant branch (AGB) stars. They do not follow a tight PLR in the optical. However in the NIR, where they do follow a tight PLR, a 300-day Mira is roughly comparable in brightness to a 30-day Cepheid. They can provide an alternative distance indicator, allowing a simultaneous check of Cepheid distances and increasing the SNe Ia sample with JWST. Miras are long-period (P 100 days), large amplitude (∆V > 2.5 mag, ∆I > 0.8 mag) M or later spectral-type pulsating variable stars (Kholopov et al. 1985; Soszyński et al. 2009b) . They are divided into oxygen-and carbon-rich spectral classes based on surface chemistry, with oxygen- The distribution of I-band amplitude and period for LMC variable stars discovered by the Optical Gravitational Lensing Experiment (OGLE) III Survey Soszynski et al. 2008; Soszyński et al. 2008 Soszyński et al. , 2009a Poleski et al. 2010b,a) . Abbreviations are as follows: Cep-Classical Cepheid; DPV-Double Period Variable; DSCT-δ Scuti variable; RCB-R Coronae Borealis variable; RRLyr-RR Lyrae; T2Cep-Type II Cepheid; aCep-anomalous Cepheid; Mira-Mira; OSARG-OGLE Small Amplitude Red Giant; SRV-Semi-Regular Variable. Miras and Semi-Regular Variables (SRVs) are separated on the basis of I band amplitude of variation, but this distinction is somewhat arbitrary (Soszynski et al. 2005) . Miras, Cepheids, Type II Cepheids, RR Lyrae, and SRVs are radially-pulsating variables that follow Period-Luminosity Relations.
rich (O-rich) Miras having a carbon-to-oxygen C/O ratio < 1 and a carbon-rich (C-rich) Miras having C/O > 1. AGB stars with C/O ∼ 1 are known as S stars. All stars are thought to enter the AGB phase as O-rich stars, but some evolve into C-rich stars due to dredge-up events (Iben & Renzini 1983) . The O-rich Miras have been shown to follow a tight (σ ∼ 0.14 mag) PeriodLuminosity Relation (PLR) in the K-band (Whitelock et al. 2008; Yuan et al. 2017a ) that is comparable to the scatter in the Cepheid PLR in that bandpass (Macri et al. 2015) . The relation of Miras in the amplitudeperiod space relative to other classes of variables stars, including other distance indicators like Cepheids and RR Lyrae, is shown in Figure 1 . As can be seen in the figure, they are distinguished from other variable stars by their large amplitudes and long, year-scale periods.
Miras have a few advantages as distance indicators over Cepheids. Stars of a wide range of stellar masses go through the AGB phase, but Mira progenitors are typically of low-to-intermediate mass (∼ 1M ) while Cepheids have intermediate to high-mass progenitors (> 5M ). Due to the bottom-heavy distribution of the stellar initial mass function (IMF), Mira progenitors are much more common than Cepheid progenitors. In addition, as seen in Figure 2 , their NIR amplitudes are about twice as large as NIR Cepheid amplitudes, making it much easier to discover these with infrared-only observatories like JWST. Since they are older stars, Miras can also be found in galaxies without current star formation. This would allow the calibration of SNe Ia luminosities in early-type host galaxies with Miras.
To test the efficacy of Miras as standard candles and demonstrate the feasibility of discovering and characterizing Miras with HST and JWST, we conducted a year-long, 12-epoch search for Mira variables in the megamaser-host galaxy NGC 4258 using WFC3 F160W data. Our goals are to develop criteria for identifying and classifying Miras using primarily NIR photometry, to provide an initial test of the relative distances from Cepheids, and to obtain a calibrated Mira PLR relation (Macri et al. 2015) and Type II Cepheid (Bhardwaj et al. 2017) points use data from the LMC Near-Infrared Synoptic Survey. Abbreviations are same as for Figure 1 . H-band amplitudes of Miras are from Yuan et al. (2017b) and are estimated based on 3 NIR epochs. The boxes show the target selection of O-rich Miras and the location of SRVs.
relative to the Large Magellanic Cloud (LMC) by using the water megamaser distance to NGC 4258. Throughout the paper we refer to peak-to-trough variation in a Mira's magnitude over the course of one cycle as its 'amplitude.' Statistical and systematic uncertainties are represented as σ r and σ s or with the subscripts r and s respectively.
OBSERVATIONS, DATA REDUCTION, AND PHOTOMETRY

Observations
With a roughly monthly observational cadence, we used twelve epochs of HST WFC3 data (GO 13445; PI: Bloom) collected between October 2, 2013 and August 3, 2014 to search for Miras in NGC 4258. The field was chosen to overlap with the NGC 4258 "inner" field from Macri et al. (2006) , who discovered ∼ 50 Cepheids (see below for a description of these observations). The term "inner" references the field's proximity to the nucleus of NGC 4258. The observations were centered at RA = 12 h 18 m 52 s .800 and Dec = +47
• 20 19.70 (J2000.0). All twelve epochs have F160W and F125W data, but the first epoch is comprised of four 703s exposures in both the F160W and F125W (HST J-band). The other epochs each contain four 553s F160W exposures and one 353s F125W exposure.
This field was previously observed in F160W (GO 11570; PI: Riess) in December 2009 and May 2010. These earlier images were taken to create a mosaic of NGC 4258 in F160W and to follow-up a number of long-period Cepheids discovered in the galaxy from the ground. This provided a thirteenth epoch of observation for most objects, while a few in the overlapping regions of the mosaic were observed twice and had fourteen epochs.
As already mentioned, this field was previously observed at optical wavelengths using HST (GO 9810; PI: Greenhill Macri et al. 2006 ). These observations were taken with the Advanced Camera for Surveys (ACS) (Ford et al. 2003) in F435W, F555W, F814W. The optical time-series consisted of twelve epochs between December 5, 2003 and January 19, 2004 with an observation spacing that followed a power law to allow for the detection of Cepheids at the largest possible range of periods. A summary of all of the observations used in the analysis is shown in Table 1 and transmission curves for every 
Note. -Exposure times are rounded to the nearest second. The epochs labeled represent the results of three campaigns to observe NGC 4258. The H-xx epochs were aimed at discovering Miras. The O-xx epochs were observed previously to search for Cepheids. The M-xx epochs were observed in order to create a mosaic image of the whole galaxy. We have no epochs with simultaneous optical and infrared observations. filter are shown in Figure 3. 
Data Reduction
We use pipeline-processed images downloaded from the Canadian Astronomy Data Centre (CADC). For the F125W and F160W images taken between October 2013 and August 2014, we generated drizzled and stacked images for each epoch and filter using v.1.1.16 of Astrodrizzle (Gonzaga et al. 2012) . Each image contained four sub-pixel dither positions. The images were drizzled to a pixel scale of 0.08"/pix instead of the 0.13"/pix scale of WFC3 IR. As the baseline of observations of the field spanned almost a year, the roll angle of the camera changed by 282 degrees over the course of our observations. We choose the first epoch as the reference image and aligned all of the subsequent images onto it using DrizzlePac (Gonzaga et al. 2012) .
We used DAOMATCH and DAOMASTER, kindly provided by P. Stetson, to match sources in common between Macri et al. (2006) and our F160W master image.
Photometry and Calibration
Given that our fields are quite crowded, we used tools specifically designed for crowded fields: DAOPHOT/ALLSTAR (Stetson 1987 ) and ALL-FRAME (Stetson 1994) . Our DAOPHOT procedure is different from the R16 NIR forced photometry because we conduct a search for Miras in WFC3 F160W and do not know their positions a priori. We created pointspread-functions (PSFs) in DAOPHOT with F160W and F125W exposures of the standard star P330E. Due to the crowded nature of our fields, we were unable to find enough isolated stars to make PSFs using sources in our field. Aperture corrections, discussed in §2.4, were used to account for imperfections in the PSF model.
We stacked all of the F160W observations to make a deeper "master" image. Then we used the DAOPHOT routine FIND to detect sources with a greater than 3σ significance level in standard deviations from the sky background noise. Then the DAOPHOT routine PHOT was used to perform aperture photometry. We input the star list produced from the aperture photometry into ALLSTAR for PSF photometry, optimized for a 2.5 pixel full-width at half-maximum (FWHM). We then repeated these steps on the star-subtracted image generated by ALLSTAR (with all of the previously-discovered sources removed) to produce a second source list. The two source lists were then concatenated to create a master source list of ∼ 1.3 × 10 5 entries. We input this master source list into ALLFRAME. ALLFRAME is similar to ALLSTAR, except that it is capable of performing simultaneous fits to the profiles of all of the stars contained in all of the images of the same field. It then produces time-series PSF photometry as output. We used the master source list as the input for fitting all of the F160W epochs at the same time.
We then searched for secondary standards in the star lists by choosing bright objects that had been observed in all twelve of the last F160W epochs. We visually inspected the stellar profiles and their surroundings to choose secondary standards that were relatively isolated compared to other bright stars, removing any that showed variability or had large photometric errors. This left us with a total of 44 sources, summarized in Table  2 . We calculated the celestial coordinates for all of these sources using the astrometric solutions in the FITS headers and PyAstronomy program pyasl. The mean residuals for these stars across all epochs of F160W imaging exhibited a dispersion of 0.01 mag which is corrected for during the ALLFRAME photometry.
Aperture Corrections
We use aperture corrections to account for missing flux from imperfections in our PSF model. Using the standard stars chosen for the variability search, we subtract everything but these sources from the master image using the master source list with DAOPHOT's SUB task. The standard stars are already relatively bright and isolated for our field, but this subtraction helps to ensure that we remove any additional flux from the wings of the standard stars. We then perform aperture photometry on the sources using increasing aperture radii (up to 0.4") and check that the growth curves look well behaved over a range of apertures.
We calculated the difference between PSF and 0.4" aperture magnitudes, to which we added the flux beyond this limit previously calculated by STScI. The WFC3 F160W Vegamag zeropoint was 24.5037. The overall correction from PSF to "infinite aperture" magnitudes was 0.023 +/-0.01 mag. curve morphology after they have been initially identified as variable. However, Miras have irregular light curve shapes that are not strictly a function of period. They may also also exhibit variations in light curve shape or amplitude between different cycles. These cycle-to-cycle variations can be seen in the visual light curve of the prototype Mira, oCeti, shown in Figure 4 . Figures 7 and 9 of Whitelock et al. (1994) and Figure 1 of Olivier et al. (2001) show the smaller cycle-to-cycle variations present in K-band Mira light curves. Miras and other long-period variables (LPVs) can also have a longer, secondary pulsational period in addition to their primary pulsational periods. These long secondary periods (LSPs; Payne-Gaposchkin 1954; Houk 1963; Nicholls et al. 2009 ) are typically about an order of magnitude longer than the primary periods (Wood et al. 1999) and are found in about 25-50 percent of all LPVs (Wood et al. 1999; Percy et al. 2004; Soszyński 2007; Fraser et al. 2008) . Several theories have been proposed to explain LSPs, but there is no general consensus (Soszyński 2007; Saio et al. 2015; Percy & Deibert 2016) . Both LSPs and cycle-to-cycle variations will result in the same Mira having different magnitudes at the same phase in different cycles.
Instead of using template-fitting, Mira variables are typically identified only by their large V and I amplitudes and long periods. The amplitude criterion is used to separate Miras from the more numerous, lower-amplitude, and sometimes more inconsistent semiregular variables (SRVs), which are another type of LPV (see Figures 1 and 2 ). The amplitude cutoffs have traditionally been defined in the optical as ∆V > 2.5 mag or ∆I > 0.8 mag (Kholopov et al. 1985; Soszyński et al. 2009b ) and the periods range from 80-1000 days, though there are some Miras with periods that can be significantly longer. A few previous studies also identified Miras in the infrared by using J, H, and K time-series data (Whitelock et al. 2006 (Whitelock et al. , 2009 Matsunaga et al. 2009 ) but large amplitudes in the NIR do not always correspond to large amplitudes in the visible bands. A sample of Miras selected based on large NIR amplitudes could contain objects that would not be selected based on visual criteria and vice versa. Yuan et al. (2017b) sought to differentiate between these classes of variable stars by using a Random-Forest classifier which incorporated period, light curve shape (O-rich Miras have more symmetric light curves), and other properties into the classification. However, our small number of epochs limits us to using simple cuts. Since we have only limited optical data (at most spanning ∼ 40% of a Mira cycle due to the short baseline optimized to detect Cepheids) and only one band in the NIR with time-series photometry, we need selection criteria which rely more heavily on NIR measurements.
We also note that not all Miras are good distance indicators. The two C-rich and O-rich subgroups follow different PLRs in the H-band (Ita et al. 2004; Ita & Matsunaga 2011 ). C-rich stars can also develop optically thick circumstellar dust shells that result in them appearing fainter even in the NIR (Yuan et al. 2017b ). Therefore, we use only O-rich Miras as distance indicators and must separate them from C-rich Miras.
The photospheric differences between C-and O-rich Miras are thought to be due to the differing ratios of Number of Sources
Variability in NGC 4258
All Sources Potential Miras Figure 5 . The distribution of the Welch-Stetson variability index L for all of the sources in the field (shown in white) and for the subset of objects that made it past the initial visual inspection (in blue). All objects with L ≥ 1.75 were visually examined and anything that did not pass visual inspection or had ∆F160W < 0.4 was automatically discarded.
carbon and oxygen in their atmospheres. The carbon and oxygen in a star's atmosphere will combine to make the stable CO molecule until there is no more of the less abundant element. The excess carbon or oxygen will then be left over for dust formation and will combine to create molecules such as TiO and VO in O-rich stars or CN and C 2 in C-rich stars (Cioni et al. 2001 ). These molecules define each spectral type and can also change a Mira's color, which has potential consequences that are discussed in greater detail in §3.4.3. While there are generally J − K distinctions in color between C-and Orich stars, the cutoff in color varies in different galaxies (Cioni & Habing 2003) . In addition, some O-rich stars may be very red, as in the case of OH/IR stars.
We expect to encounter a smaller ratio of C-rich Miras to O-rich Miras in NGC 4258 than in the LMC. Higher ratios of O-rich to C-rich stars are observed in galaxies with higher metallicity (Blanco & McCarthy 1983; Mouhcine & Lançon 2003; Hamren et al. 2015) . The inner field of NGC 4258 is expected to be ∼ 0.1 dex more metal-rich than the LMC, though still ∼ −0.2 dex relative to solar (Bresolin 2011) .
Detection of Variability
We first used the Welch-Stetson variability index L (Stetson 1996) to identify a sample of variable objects detected in all of the F160W epochs. This is a combination of two other measures of variability (all three are defined in Equations 1, 2, and 3 of Stetson (1996) ). Objects that have larger variances from their mean magnitudes, exhibit similar variability in multiple images taken at around the same time, and have non-Gaussian magnitude distribution will have a larger L value. We calculated L for every object identified in the master photometry list and then further inspected a number of objects that met our threshold of L > 1.75, about 3σ above the mean L for all objects. Figure 5 shows the distribution of L values for candidate Miras and all sources in NGC 4258. We kept only sources with L ≥ 1.75 that were detected in all twelve epochs of the most recent F160W observations. Sources that did not show periodicity (were only continuously rising or decreasing light curves), had ∆F 160W < 0.4 or periods of less than 100 days were then removed from the list of possible Miras. The ∆F 160W > 0.4 cut roughly corresponds to the ∆I > 0.8 used by Soszyński et al. (2009b) to distinguish between Miras and SRVs. Additional discussion of the appropriate minimum amplitude cut can be found in §3.4.2. These requirements resulted in 3951 Mira candidates remaining in our sample. An example of an F160W Mira light curve and its finding charts is shown in Figure 6 .
3.2. Estimating Cycle-to-Cycle Variation We estimated the level of cycle-to-cycle variations in the H-band mean magnitude we might measure using data from Matsunaga et al. (2009) , which looked at Miras in the Galactic Bulge. These Miras were observed in twelve fields in the NIR between 2001 and 2008, with observations of the same phases during various cycles each Mira. While most of our observations took place over a span of only ∼ 300 days, we still need to account for possible variations in magnitude at a given phase between the main F160W /H band campaign in 2013 and 2014 and the observations taken in 2009, many oscillation cycles earlier.
The Matsunaga et al. (2009) dataset covers different objects than the OGLE-III dataset and is more sparsely sampled, but it is one of the largest sets of time-series observations of Miras in the NIR. Some of the OGLE-III Miras have been observed in the NIR as well as the optical bands used by OGLE, but the vast majority of the OGLE-III Miras have only a few or single epochs in the NIR. Because of this, we did not use the OGLE-III dataset to estimate NIR cycle-to-cycle variations.
We binned the Galactic Bulge data of each Mira candidate observed by Matsunaga et al. (2009) into 30-day bins (to simulate the frequency of our observations) and calculated the H-band mean magnitude in each bin. Next we folded the binned magnitudes by the periods measured in Matsunaga et al. (2009) to obtain their phases. We then binned the resulting points by phase to see how bright each Mira was at that particular phase over different cycles. Finally, we calculated the variance of the points in each phase bin to estimate the cycleto-cycle variations in magnitude at similar phase for the observations. Figure 7 shows the cycle-to-cycle variation of mean magnitudes as a function of Mira period. As expected, the shorter-period Miras have larger 'cycle-tocycle' variations because each 30-day bin averages over a larger range of phases. The median cycle-to-cycle variation overall was 0.072 magnitudes, which we incorporated as an additional error added in quadrature when fitting periods using data from different cycles.
Determination of Periods
We used a two-step method to measure the periods of the 3951 Mira-like objects remaining after the previous cuts based on variability and preliminary ∆F160W amplitude. Unlike the previous steps, which used only the twelve recent epochs of F160W data, we incorporated the additional epochs of observation from 2009 and early 2010 into our analysis at the next stage to get more accurate periods.
First we calculated a Lomb-Scargle periodogram for each variable source. Then the peaks of the LombScargle were each fit with a Fourier series up to the third order. Well-sampled Mira light curves from the LMC have shown that Miras can have higher order harmon- ics but more could not be fit due to the limited number of available observations. We folded the light curves by each potential period and then fit every folded light curve using a Fourier series. We used a Bayesian information criterion (BIC) to determine if adding another harmonic to the fit was significant before increasing the number of harmonics. The BIC is defined as
where L is the maximized value of the likelihood function for the estimated model, n is the sample size, and k is the number of free parameters to be estimated. We assumed that the errors were Gaussian and uncorrelated, and thus L was equal to the error variance of the fit with k parameters. Given the limited number of epochs, the BIC indicated that a simple sine function is most appropriate for almost all of the Miras. Finally, we used the Fourier fit parameters and period as initial guesses for a fit to the data using Levenberg-Marquardt least-squares curve-fitting. At this point all of the parameters were fit simultaneously.
To verify that the periods were correct, we visually inspected each P < 350 day Mira candidate light curve and checked its fit to a sinusoid using the period determined earlier. Any periods that did not produce a good fit to the data were either refit by removing outliers and overriding the original fit, or, if a good fit could not be found, flagged as a lower-quality object and not used in the analysis.
Since the baseline of our observation was only 305 days, we only have at least one cycle of good phase coverage for Mira candidates with periods less than 305 days. To calculate the period recovery rate, we used LMC Mira observations as templates and added photometric uncertainties and the observation sampling that reflected the NGC 4258 dataset. We tested both the case of 13 epochs of observation (incorporating in the earlier epoch from 2009) and 12 epochs of observation. We then measured the periods of our sample Miras and considered every pe- riod measured to within 30 days of the true input period as recovered. For both we found that the recovery rate of Mira periods less than 300 days was approximately 90%. Figure 8 shows the results of the simulation.
3.4. Samples and Selection Criteria Our goal is to recover samples of the most secure Miras, rather than the most Miras, since the statistical uncertainty on the zeropoint of a PL due to our sample size will already be much smaller than the systematic error. We created three samples of Miras, which we have called Gold, Silver, and Bronze based on varying degrees of confidence in classification. Each sample contains predominantly O-rich Miras but the Bronze sample relies only on NIR information for classification, while the Gold and Silver samples are further vetted using our short time series of optical data. This makes the Bronze sample a good test case for future NIR-only observations of Miras. The criteria for each sample are given in Table 3 . We outline the consequences and motivation for each of these criteria in the following sections.
Period Cut
Because the baseline of our observations spanned only 305 days, we kept only Miras with periods less than 300 days. We also tested shorter upper period limits (down to 250 days) and found that there was no effect on the zeropoint. Choosing a more restrictive upper limit for the period cut will also make our sample less representative of the objects we would normally find in SNe Ia host galaxies. NGC 4258 is relatively close compared to most supernova hosts, so we will have an easier time finding sources at the longer end of the period range. A 300-day Mira is ∼ 0.5 mag more luminous than a 250-day Mira and as a result allows us to look in volume twice as large.
In addition to avoiding contamination from periods over 300 days that may be unreliable, limiting our sample to shorter-period Miras also has additional benefits for classification. The period cut reduces the number of C-rich stars in our sample since C-rich Miras typically have longer periods than O-rich Miras as discussed in Table 3 Mira Sample Criteria
Bronze
Silver Gold
Period Cut: P < 300 days P < 300 days P < 300 days Amplitude Cut: 0.4mag < ∆F160W < 0.8 mag 0.4mag < ∆F160W < 0.8 mag 0.4mag < ∆F160W < 0.8 mag Color Cut: Figure 2) . A distribution of C-and O-rich Mira periods in the LMC is shown in Figure 9 .
While this period cut will exclude longer-period O-rich Miras, some of these also do not make good distance indicators because they can be hot-bottom-burning stars (HBB). The onset of HBB depends on both mass and metallicity, but it is typically thought to occur in stars with initial masses greater than 4-5 M that are near the end of their AGB phases (Glass & Lloyd Evans 2003) . Whitelock et al. (2003) showed that HBB Miras deviate from a linear PLR, making them poor candidates for distance indicators.
F160W Amplitude
Miras have generally been selected on the basis of their large optical (V and I-band) amplitudes to distinguish them from semi-regular variables. Semi-regular variables (SRVs) can be as consistent as Miras in their variability and have similar periods but have smaller amplitudes than Miras. SRVs can also fall on the same PLR as Miras or on various other parallel PL relations (Wood et al. 1999; Trabucchi et al. 2017) , depending on their pulsation mode. In general, SRVs are brighter than Miras with the same period and thus can bias the PLR if they are not removed from the final Mira sample. Previous studies of Miras (Matsunaga et al. 2009; Whitelock et al. 2008 ) have suggested a minimum peak-to-trough variation of ∆J, ∆H, ∆K ∼ 0.4 mag to classify a variable as a Mira. Thus, we have used ∆F160W > 0.4 as the cutoff for minimum change in brightness over one cycle.
In addition to removing SRVs, this minimum amplitude cut also allows us to remove constant stars and blended objects, which would not follow a PLR at all. For a variable star like a Mira or a Cepheid, the resulting blend will have a different color and amplitude from the original star in addition to being more luminous.
O-and C-rich Miras can also have different amplitude distributions. found that C-rich Miras had larger optical amplitudes on average than O-rich Miras in the SMC. Yuan et al. (2017b) found that this was also the case for O-rich Miras in the LMC, especially when considering the amplitude distribution over many cycles. Over the course of a single cycle, C-rich Miras usually have larger amplitudes. This is caused by C-rich Miras having longer periods and thicker dust shells on average compared to O-rich Miras. Both longer-period Miras and heavily reddened stars are more likely to have larger amplitudes. While there is considerable overlap in the distribution of amplitudes for O-and C-rich Miras (as shown in Figure 10 ) the largest-amplitude objects are usually C-rich.
The left half of Figure 10 shows the distribution of LMC Miras as a function of period and ∆H using data from Yuan et al. (2017b) . These Miras were classified by the OGLE team using a W I − W JK diagram, where W I and W JK are the Wesenheit indicies in the optical and NIR, respectively (Madore 1982) . Both types of Miras have estimated uncertainties in amplitude of ∼ 0.13 mag but different distributions in amplitude. Since we are interested in obtaining a clean sample of O-rich Miras, we employ a cut of ∆F 160W < 0.8 mag as a maximum amplitude cut in addition to the > 0.4 mag minimum amplitude. The corresponding plot of accepted and rejected Miras in NGC 4258 is shown in the right half of Figure 10 , with our 'Bronze' Miras (Miras that met all of the NIR criteria) shown in blue. Some objects in the same quadrant as the Bronze sample were rejected on the basis of their uncertain periods. However, we expect that there should be a few percent overall contamination from C-rich Miras in this quadrant in the Gold sample.
In the LMC, the ratio of C-to-O Miras in this quadrant is 1/3, and the overall C-to-O ratio in the LMC is 3/1. The C-to-O ratio in the solar neighborhood, which is more similar environment to the inner field of NGC 4258 is ∼ 1 (Ishihara et al. 2011 ). This suggests a ∼ 10% contamination rate from C-rich Miras from using these two cuts alone. Combining these with the optical observations and the color cut which both exclude the reddest objects, we estimate that the contamination in the Gold sample after all of the cuts should be a few percent.
Color
We calculated the F125W − F160W color by creating a stacked "master" image in each bandpass where each epoch was weighted evenly (despite the first epoch in both bands having a longer observation time). The F125W−F160W color was then measured from the fluxes of the objects in these two images.
Our final NIR cut uses F125W − F160W color. We see that the majority of C-rich Miras can be removed by employing a color cut of J − H < 0.9, as shown in Figure 11 (adopted from Soszyński et al. (2009b) ). Color cuts to separate O-and C-rich Miras are physically motivated by the differing opacity in the near-infrared and mid-infrared (MIR) in C-and O-rich stars. It is most effective to use both NIR and MIR colors for distinguishing between the two groups; broad NIR bands alone have not been shown to be sufficient to separate C-and O-rich Miras (Le Bertre et al. 1994) . Medium-band filters on HST that target unique spectral features have been used to separate C-and O-rich stars in M31 (Boyer et al. 2013 ), but are not efficient for identifying Miras in more distant galaxies because they would require much longer integration times.
The J and H filters are also better suited for distinguishing between C-and O-rich Miras than F125W and F160W, which are much more similar in their transmission functions. As seen in Figure 11 , the objects flagged as Mira-like (all objects both red and blue points) in our analysis do not follow the same distribution as the Miras in the LMC. The Mira-like objects in NGC 4258 appear to be one population rather than two seen in the LMC. This is most likely caused by differences in the HST filter system and the typical ground-based NIR filters. Stellar models of C-and O-rich AGB stars from Aringer et al. (2009) and Aringer et al. (2016) suggest that these two populations overlap more in F125W -F160W color than in J and H color. Some of the reddest objects may also have been undetected. To avoid cutting through the middle of our population, we used F125W − F160W < 1.3 mag as a color cut to remove the reddest objects, but anticipated that it would not fully remove C-rich Miras from our sample. We employ the F160W amplitude cuts from §3.4.2 and period cut to remove the majority of C-rich Miras instead.
F555W and F814W amplitudes
In addition to variability, amplitude, and color cuts based on NIR data which were applied to all three samples, we looked for corroborating evidence for the variability of Mira-like objects in F555W and F814W observations for the Silver and Gold samples. Given photospheric temperatures of only ∼ 3000 − 3500 K, Miras are significantly less luminous at optical wavelengths. They also experience extremely large-amplitude variations in those bands, with ∆V ∼ 10 mag or greater in some cases. Table 4 shows a range of amplitudes in different bandpasses and magnitudes for a 200-day Mira.
We estimated the recovery rate of Miras in the optical data. Using the F160W observations, we calculated the F160W phase at the time of the optical observations Note. -The range of amplitudes for Miras and the absolute magnitude of a 200-day Mira in various photometric bands. Upper limits on the amplitudes are approximate. V band absolute magnitudes are not well known and have been estimated from OGLE data (Soszyński et al. 2009b) . The other absolute magnitudes are calculated using LMC and M33 PLRs from Yuan et al. (2017a) .
and assumed a phase lag between the optical and NIR phases that was dependent on period. The phase lag was calculated using data from Yuan et al. (2017b) . We used
where φ I is the I-band phase, φ H is the H-band phase, and P is the period. We assumed that the I and H bands are roughly equivalent in phase to the F814W and F160W, respectively. We used the estimated differences in mean magnitude and amplitude from Table 4 to convert from F160W magnitudes and amplitudes to F555W and F814W. Any stars that had a signal-to-noise ratio greater than 3 were considered recovered in the simulation. This resulted in an expected recovery rate of ∼ 78% for F814W. We used the DAOMATCH and DAOMASTER programs to match the NIR and optical master source lists The horizontal axis marks the number of days since the start of each series of observations. The days for the optical light curves have been multiplied by a factor of six in order to better show the shape of the light curves. Numbers at the top of each subplot are photometry ID and calculated period of the object. As can be seen in Figure 13 . The change in I-band magnitude for Miras in the Galactic Bulge (detected with OGLE), Miras in the NGC 4258 Silver sample (248 objects), and constant stars. The three curves show the cumulative distribution for each class of objects as a function of change in I-band magnitude over 44 days (the baseline of our F814W observations. and found that 296 out of 438 Miras (or 68%) of the Miras from the Bronze sample were matched with sources in F814W images. This is roughly in agreement with the simulated expected numbers. As anticipated, very few of our Mira sample could be matched with F555W light curves (a 3% recovery rate was predicted by the simulation, compared to 2% in reality). Thus, we used only information from the F814W observations in our selection criteria. Light curves for some of the few po-tential Miras with both F555W and F814W matches are shown alongside their F160W light curves in Figure  12 . The optical observations precede the NIR epochs by about ten years.
We interpret a Mira's chances of F814W detection as a function of both a Mira's F814W − F160W color and phase. We assumed that all of the Miras in the simulation had the same color, but C-rich or heavily dustenshrouded O-rich Miras are known to be very red and would be difficult to detect in optical bandpasses. Similarly, Miras measured towards the trough of their light cycles would be more difficult to detect than Miras at the peak. However, we were unable to determine our Mira candidates' true phases at the time of the previous observations, so we could not test this directly through simulations.
In order to determine the significance of a change in magnitude over the observation baseline, we fit each F814W light curve fragment with a linear fit. We then kept only objects with at least a naive '3σ' significance in change of magnitude in the Gold Sample. This allows us to check that the object we detected as variable in F160W is variable in F814W.
We also used the difference in magnitude between the first and last epoch of observation to estimate the I-band amplitude. Thus, we could determine if the sources that were variable in F160W were also variable in the optical observations. Given that the baseline of the optical observations were only 44 days and the shortest-period Miras have periods of about 100 days, the F555W and F814W light curves cover only about 15-20% of an average Mira's oscillation and at most contain only about ∼ 60% of its total variation. Due to the short temporal baseline of observations, objects close to the peak or trough (if detected) of their observations will be rejected on account of their small overall variations.
We used the OGLE Galactic-Bulge sample of Miras (Soszyński et al. 2013) to calculate the distribution of changes in I band magnitude expected over a period of 44 days. We compared this with the distribution we obtained while looking at the changes in F814W magnitude over the same duration baseline for objects in our Silver sample. However, the two bandpasses are not completely identical and their distributions are slightly different, as shown in Figure 13 . We also created some light curves of constant stars with photometric noise added in as a null case. The Silver sample from NGC 4258 and the Galactic Bulge distribution both show significantly higher levels of I band variation than the simulated "constant" stars over the same period, suggesting that they are true variable stars. The optical requirement also excludes the reddest stars, which are most likely C-rich.
SYSTEMATICS
In order to get an accurate relative distance and to compare our results with previous studies of Miras using ground-based observations, we needed to transform ground-based H and J magnitudes of LMC Miras into the HST F160W magnitude. We performed artificial star tests to account for excess background due to the density of sources in our field and loss of flux due to an imperfect PSF model. Each of these introduces a systematic error into the final result.
To estimate the systematic errors of each of our cuts, we varied each cut around a standard deviation of the values chosen or the range of values present in the literature when possible and looked at the effect that it had on the zeropoint of the PLR relation. Table 6 has a summary of each of these contributions.
4.1. Slope Miras and other variable stars are typically fit with a linear Period-Luminosity Relation (called the Leavitt Law for Cepheids). However, there is some evidence for break at 10 days for Cepheids and previous Mira observations have suggested that the Mira PLR may have a break as well, at periods of about 400 days (Ita & Matsunaga 2011) . This is likely to be caused by the onset of HBB. Yuan et al. (2017a) used a quadratic fit for the PeriodLuminosity relation instead of fitting the sample with two linear PLRs with a break. We fit each of our subsamples of Miras using their quadratic PL relations for the H band, which is the closest match to F160W :
where P is the period in days, m is the H-band magnitude, and a 0 is what we have called the zeropoint. We fit for a 0 and hold the other parameters fixed to the values from Yuan et al. (2017a) .
This PLR was derived using observations of about 170 LMC O-rich Miras. While the F160W filter is bluer than the H band, deriving a PLR from the NGC 4258 data alone was not possible because of the much larger scatter induced by the background brightness fluctuations, which is discussed in great detail in §4.2. With observations of Miras in more galaxies using F160W, we could simultaneously fit the Miras in multiple galaxies and derive a more robust fit in this bandpass.
Artificial Star Tests
The high density of sources and unresolved background objects in our images will systematically bias our magnitude measurements towards brighter values. This is caused by the superposition of several point sources. We refer to this effect as crowding.
We correct for crowding using artificial star tests. Starting with a master image created from combining all twelve epochs of F160W data, we use DAOPHOT to place fake sources in the images at the same apparent magnitude as the Mira candidates. We then compare the recovered magnitudes of the artificial stars with the input magnitudes and adjust the input magnitudes to better agree with the recovered magnitudes. On average, the artificial stars were measured to be 0.25 magnitudes more luminous than their true magnitudes.
We then repeat the steps in the photometry process up to the creation of the master source list and then compare the recovered and input magnitudes to determine the crowding correction. Because there are ∼ 1700 variables in the image, we add in one fake star for half of the variable stars in the image at any given time to avoid artificially raising the background of the image. The artificial stars are dropped within a 25-pixel radius of each Mira, and at least 10 pixels away from the edges of the image. Only stars that did not fall within 3 pixels of another star up to 1.5 magnitudes fainter were used in the analysis. Note. -The approximate contribution to the total systematic error of the gold sample from each systematic.
After calculating the difference in the input and recovered magnitudes, we then use a three sigma-clip about the median to remove outliers. The mean difference between input and recovered magnitude for each star is then the crowding correction we apply.
Mean Magnitude Correction
We used OGLE O-rich Miras cross-matched with J and H magnitudes from the Infrared Survey Facility (IRSF) catalogue (Kato et al. 2007 ) to determine the LMC zeropoint. The mean magnitudes for NGC 4258 were defined as the first term in the Fourier-series fit to each object. Because Mira light curves are irregular in shape, they do not spend the same amount of time at each phase in their cycles, creating a small bias in single-epoch measurements when compared to mean magnitudes.
We used Monte Carlo simulations to calculate the difference between these two estimates of mean magnitude and found that on average, the PLRs measured using the fit mean magnitudes were 0.02 fainter than the PLRs measured using single-epoch mean magnitudes. Therefore, in order to correct between the two, we added in a mean magnitude correction of -0.02 mag to our final results.
RESULTS
Color Transformation
In order to compare ground-based NIR PLRs with the F160W PLR from NGC 4258, we calculated a color correction to transform the ground-based H band Mira observations to F160W observations. Miras have heavy molecular absorption lines in the NIR compared to Mtype main sequence stars so we used real O-rich Mira NIR spectra observed from the ground from Lançon & Wood (2000) as input to PySynPhot to derive the transformations for Miras specifically (STScI Development Team 2013) . This resulted in an H to F160W transformation of:
This is a significantly larger color term than was found for the bluer Cepheids (0.16) in R16. This difference is due to the non-linearity of the color term, shown in Figure 14 . Because Cepheids are much bluer than Miras (a typical Cepheid is an F star), and the color term is nonlinear, we must use a different color transformation of Miras. Using the same color term to transform from H to F160W for Miras as we used for Cepheids would result in a ∼ 0.18 mag difference for an average O-rich Mira with a J − H color of 0.8. The ground-based spectra are affected by the telluric absorption bands, as seen in Figure 15 . Water bands dominate the near infrared spectra of O-rich Miras, and these are difficult to separate from telluric features in ground-based observations.
Because the O-rich Miras we used to calculate the color transformation displayed a large scatter in F160W -H Number of Miras Synthetic 2MASS Figure 16 . A comparison of the J − K color derived synthetically using PySynPhot and J − K colors from 2MASS. Most of the objects in the Galactic sample of Miras were observed at more than one part of their light cycle and thus had synthetic colors that varied by ∼ 0.15 magnitudes. The synthetic colors had an overall standard deviation of 0.19 magnitudes whereas the 2MASS colors had a standard deviation of 0.14 magnitudes.
color, we also examined spectra of individual Miras that were particularly blue or red to check that the spectra were calibrated well enough for synthetic photometry. We found that very red Miras had much larger absorption features (the result of having more dust) than very blue Miras. Additionally, we compared the measured J − K colors of the O-rich Miras in the 2MASS catalog to the J −K colors derived synthetically (Figure 16 ). We found that for individual Miras, the two were in agreement and the standard deviation of the two distributions of color (0.19 from spectrophotometry and 0.14 from 2MASS measurements) was also similar. The 2MASS colors were on average slightly redder (by ∼ 0.1 magnitudes), suggesting that the true color correction might be slightly larger. However, the distribution in Mira color appears to be real and not the result of poor calibration.
Mira Samples
We created three subsets of Mira candidates based on our estimate of their reliability as distance indicators and the possibility of contamination, applying the cuts discussed described in Table 3 . For our Gold sample of Mira candidates, we had a total final sample size of 161 objects. Fitting these objects to the PL relation derived by Yuan et al. (2017a) for the H band gave us a zeropoint of a 0 = 23.24 ± 0.01 mag. The sigma clipping removed 22, ∼ 14% of the Gold sample Mira candidates from the final PLR, leaving a total of 139 Mira candidates remaining.
For the larger Silver sample, we had a final sample size of 296 and determined a 0 = 23.25 ± 0.01 mag for this sample. After sigma clipping, which removed 48 objects, ∼ 16% of the Mira candidates, leaving 248 remaining for the fit.
Finally, the Bronze sample consisted of 438 objects and had a zeropoint of a 0 = 23.25±0.01 mag. We sigmaclipped out 72 Mira candidates, ∼ 16%, comparable to the amount removed in the Silver sample. The PLR for each sample is shown in Figure 17 .
Despite the different selection criteria, the zeropoints of all of the samples are almost the same and the fraction of their outliers is also consistent. This is especially important for the Bronze sample, which used only NIR criteria. It suggests that future studies can also be successful with only NIR HST data to select Miras.
Relative Distance to the LMC
We compared our results in NGC 4258 with a sample of O-rich Miras discovered in the LMC by the OGLE survey (Soszyński et al. 2009b ) to determine the relative distance modulus between these two galaxies. We obtained random-phase J and H magnitudes for the LMC variables from the IRSF catalog of Kato et al. (2007) . We used Equation 3 to transform these into the equivalent F160W magnitudes, which were fit with the PLR of Equation 3 to solve for the zeropoint. The difference between the NGC 4258 and LMC zeropoints yields the relative distance modulus (not corrected for small differences in foreground extinction between the two galaxies).
With the Gold sample defined in the previous section, we calculated a distance modulus relative to the LMC of ∆µ g = 10.95 ± 0.01 r ± 0.06 sys mag using Miras from the OGLE survey. For the Silver sample, we have ∆µ s = 10.97 ± 0.01 r ± 0.07 sys mag, and for the Bronze sample, ∆µ b = 10.97 ± 0.01 r ± 0.08 sys mag. These are consistent with a previous measurement of the Cepheid relative distance modulus from R16, ∆µ R16 = 10.92 ± 0.02 mag.
In order for the Cepheid scale to agree with the Planck results, it would need to be too short by ∼ 0.20 mag. Currently the Cepheids and Miras give consistent relative distances, but we can consider a hypothetical Mira relative distance to NGC 4258 of 10.75 ± 0.07 mag, in agreement with Planck. We find that it disagrees with the Cepheid relative distance from R16 by 2.4σ. This demonstrates that both the Cepheid and Mira distance scales have some tension with the Planck results. Because the Cepheid and Mira results are independent, we also would not expect these discrepancies with Planck to be caused by the same effect. Figure 17 . Mira Period-Luminosity relations for the Gold, Silver, and Bronze subsamples (left, center, and right, respectively). Red points denote objects used in the final fit, while gray points represent variables that were removed through iterative 3σ clipping. The solid black curves show the best-fit relations, while the dashed lines denote the 1σ scatter (0.11, 0.13, 0.14 ∼ mag respectively). The functional forms of the PLRs are from Yuan et al. (2017a) and only the zeropoint was fit.
Finally, we also used the color transformation from §5.1 to derive the PLR coefficients for an F160W -band PLR using the ground J and H-band relations from Yuan et al. (2017b) . We then refit the PLRs for for both the LMC and NGC 4258 and found that these two methods yield marginal differences in the results.
Absolute Calibration to NGC 4258
We use the improved megamaser distance to NGC 4258 from R16 of 29.387 ± 0.057 mag. The uncertainty in the Humphreys et al. (2013) value was reduced to 2.6% from 3% by increasing the number of Monte Carlo Markov Chain (MCMC) trial values in the analysis by a factor of a hundred. Using this distance modulus puts the absolute calibration of the PLR for the Gold sample at a 0 = −6.15 ± 0.09 mag in the F160W bandpass.
Spatial Distribution
As a sanity check, we compared the spatial distributions of our Bronze Mira candidate sample with the spatial distribution of Cepheids in NGC 4258. Figure 18 shows the locations of Cepheids and Miras in the galaxy overlaid with the F160W footprints. The Cepheids trace the spiral arm of the galaxy while the Miras are found randomly distributed in the F160W footprint. These differences in spatial distribution have a physical origin in the progenitors of Cepheids and Miras. Cepheids, with their intermediate and high-mass progenitors, are young stars that are only found in regions with active star formation. Thus, they are present in the denser spiral arms of a galaxy and are part of the disk population. Almost all Miras have progenitors of low-to-intermediate mass, which therefore have intermediate-to-old ages and can exist in areas without recent star formation. For our sample limited to short-period Miras only, this is especially true, since the progenitor stars will all be of low mass. Miras can additionally be found in both the disk and halo populations.
We calculated the autocorrelation functions for both Cepheids and Miras in the F160W footprint shown in Figure 18 . The autocorrelation function for Miras discovered in this project and the Cepheids discovered by Macri et al. (2006) is shown in Figure 19 . The Cepheid and Mira autocorrelation functions follow different distributions, with the Mira autocorrelation being much flatter, as expected for evenly distributed objects. The results confirm that the two distributions are different spatially, and agree with what we would expect from a physical understanding of Mira and Cepheid progenitors.
DISCUSSION
The largest source of uncertainty in local measurements of H 0 remains the number of SNe Ia host galaxies that have been calibrated with Cepheid distances. A 300-day Mira is roughly comparable in F160W brightness to a 30-day Cepheid, allowing them to be observed to approximately the same volume. SNe Ia used in R16 all have modern photometry, low reddening (A V < 0.5 mag), and observations prior to peak luminosity. Additionally, only late-type host galaxies were targeted to ensure the presence of Cepheids. Using Miras over Cepheids would increase the number of SN host galaxies for cross-calibration and eliminate potential biases caused by host galaxy morphology. Recent papers such as Jones et al. (2015) and Rigault et al. (2015) have disagreed on whether host galaxy morphology can have an effect on the luminositites of Type Ia SNe. Rigault et al. (2015) found that Type Ia SNe in locally star-forming environments are dimmer than SNe Ia in locally passive environments. Jones et al. (2015) also searched for this effect but found that there was little evidence for a difference. Regardless of the effect local environment can have we can avoid this potential problem altogether by using Miras.
Since Miras are an older population star they can be found in most galaxies regardless of host galaxy morphology. This can help us create a sample of crosscalibrators that is more representative of the Hubble flow SNe Ia sample. Rejkuba (2004) was able to derive a Kband Mira PLR for the giant elliptical galaxy NGC 5128, which would have been an unlikely target as an SNe Ia calibrator host. Miras are also part of the halo popula- tion so we can also potentially look for Miras in hosts that are not face-on, further increasing the number of potential targets.
Below 300 days, the proportion of O-to-C-rich Miras increases as period decreases. The host galaxy's metallicity and initial mass function will also affect the relative proportions of O-to C-rich Miras, but most Miras with periods less than 300 days will be O-rich up to about Fe/H ∼ −1.0. In the Small Magellanic Cloud (SMC), with a Fe/H ∼ −1.0 , even the short-period ranges (< 250 days ) are dominated by C-rich stars, as shown in Table 7 . We would be able to find more O-rich Miras and other variables that fall on the sample PLR by searching for objects with periods below 100 days. At longer wavelengths C-rich stars can serve as distance indicators as well. Whitelock et al. (2017) compares the Orich and C-rich Mira PLRs in K s . This would not work for HST, since there are no filters redder than F160W but may be possible for JWST.
In the future we will be able to further reduce our uncertainties in the relative distance by directly comparing measurements of Miras observed in the HST NIR with our calibrated PLRs from NGC 4258. In addition, by using the same criteria and filters we can help ensure that we selected for the same classes of objects. The consistency of the results between the Bronze, Silver, and Gold samples also demonstrates that Miras can we conduct this search without optical data. Note. -The numbers of O-and C-rich Miras in the SMC (Soszyński et al. 2011) and LMC (Soszyński et al. 2009b ) from the OGLE survey.
CONCLUSIONS
