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ABSTRACT
Classification of emotions plays a very important role in affective computing and has
real-world applications in fields as diverse as entertainment, medical, defense, retail and
education. These applications include video games, virtual reality, pain recognition, lie
detection, classification of Autistic Spectrum Disorder (ASD), analysis of stress levels, and
determining attention levels. This vast range of applications motivated us to study automatic
emotion recognition which can be done by using facial expression, speech and physiological
data.
A person’s physiological signals such are heart rate, and blood pressure are deeply linked
with their emotional states and can be used to identify a variety of emotions; however, they
are less frequently explored for emotion recognition compared to audiovisual signals such as
facial expression and voice. In this thesis, we investigate a multimodal approach to emotion
recognition using physiological signals by showing how these signals can be combined and
used to accurately identify a wide range of emotions such as happiness, sadness, and pain.
We use deep convolutional neural network for our experiments. We also detail comparisons
between gender specific models of emotion. Our investigation makes use of deep convo-
lutional neural networks, which are the latest state of art in supervised learning, on two
publicly available databases, namely DEAP and BP4D+. We achieved an average emotion
recognition accuracy of 98.89% on BP4D+ and on DEAP it is 86.09% for valence, 90.61%
for arousal, 90.48% for liking and 90.95% for dominance. We also compare our results to
current state of the art, showing the superior performance of our method.
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CHAPTER 1
INTRODUCTION
1.1 Motivation and Problem Statement
Emotional state is mental composition which shows our reaction on an experience. It
is an integral part of human communication and behavior [3]. Recognizing emotions using
machines has important roles in human-computer interaction. While recognizing other’s
emotions, we generally look at their facial expressions, speech or body language, however,
these features can be misguiding. Facial expression, voice and body languages can be faked.
Face can be occluded which can make feature identification difficult. On the top of it facial
expressions can be contradictory, for example it has been observed that people smile dur-
ing negative emotional experiences [4]. Considering this, physiological signals such as heart
rate, blood pressure, respiratory signals, and Electroencephalogram (EEG) signals can be
important traits for identifying emotions accurately. However, less attention is paid to phys-
iological signals so far as opposed to audiovisual emotional channels [5]. One reason for this
can be the relative difficulty in labeling the data with specific emotion, and in some cases
there is a requirement of heavy machines to record the data, such as an Electroencephalo-
gram, which are fine to be used in experimental setup but are very hard to use in daily life.
This can make large-scale datasets more difficult to obtain. On the other hand, collecting
and annotating audiovisual signals is comparatively easy and straightforward because they
can be felt as opposed to physiological signals [6]. However, importance of recognizing emo-
tions with physiological signals cannot be ignored, as the study by Lindh et al., to assess
pain based on the heart rate variability during heel lancing procedure [7], says that there
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is a strong relation between pain intensity and increase in the heart rate. The experiments
show that heel squeezing, which is a painful event, generated the highest heart rate.
In this thesis, We conduct experiments on BP4D+ [1] and DEAP [2] datasets which are
the two largest databases having physiological data for emotions. For the BP4D+ dataset,
we combine a total 8 physiological signals across 4 types, namely blood pressure (BP), heart
rate (HR), EDA, and respiration. For the DEAP dataset, we combine multiple variations of
the 32 channels of EEG signals along with 8 peripheral signals, listed in table 3.3 on page
13. We use this data to train a deep convolutional neural network to identify emotions. For
our experiments, we first do smoothing and normalization for data preprocessing to remove
noise and make the physiological signals consistent. We are using a 9 layer convolution
neural network to process this data and recognize emotion. We also compare our results to
the current state of the art showing superior performance. Figure 1.1 on page 3 gives an
overview of the way our system works.
2
Figure 1.1 System overview.
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1.2 Contributions
The main contribution of the work is a new method for recognizing emotion based on
physiological signals by using deep convolutional neural network. The contributions of this
thesis are 5-fold and are detailed below.
1. We develop a new method for recognizing emotion using physiological data and deep
convolutional neural networks (CNN): We fed sequential physiological signals of multiple
subjects, collected at different instances, to a deep convolutional neural network model and
evaluated the results on the accuracy matrix. The model was designed using multiple convo-
lutional, maxpooling and fully connected layers. We used regularization to avoid overfitting
and evaluated the model against fully unseen data.
2. We used the new BP4D+ database: BP4D+ [1] is a large database that contains
spontaneous emotional data sequences of 140 subjects and 10 emotion classes. To the best
of our knowledge, we are the first to use the physiological signals from this database for
emotion classification and achieved good classification results.
3. Comparison of our results to state-of-the-art methods: We did our experiments on
two databases – BP4D+ [1] and DEAP [2]. We show state of the art performance on DEAP
and to the best of our knowledge we are the first to report results using physiological data
on BP4D+, contributing a base-line result to the community.
4. Analysis of gender-specific models of emotion, using physiological signals from BP4D+
[1]: To the best of our knowledge, we are the first to develop physiological signal-based
gender-specific models for emotion, by training 2 separate CNNs. This part of our work is
useful to study generalization of the CNN model, because in the real world, there may be
instances when we do not have enough data for one gender. The first is trained on data
only from female subjects and the second is trained on data only from male subjects. We
report results of testing both genders on both models, showing some physiological differences
between genders when modeling emotion.
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5. One of first works to use deep learning with EEG data for emotion: To the best of
our knowledge, deep convolutional neural network classifier has not been used before with
EEG data for emotion recognition. This thesis can be the baseline for this kind of work.
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CHAPTER 2
RELATED WORK
Deep learning with physiological signals for emotion recognition was first used by [8].
Skin conductance and blood pressure were combined to use for this method. The efficiency
of this model was compared with standard feature extraction and feature selection methods.
Results show that deep learning performed better than standard feature selection algorithms
and the method shows more generalization. In another study [9], physiological data was used
to measure stress. For 5 days, skin conductance for 18 participants was collected with wrist
sensors, as well as their mobile phone usage like call, SMS, and location were monitored. A
survey was done to know stress, mood, sleep, tiredness, general health, alcohol or caffeinated
beverage intake and electronics usage. Correlation analysis was applied to find important
features that shows stress and machine learning was used to classify whether the participant
is stressed or not.
Electroencephalography (EEG) signals contain information about electrical activity of
the brain, and can be useful in diagnosis of epilepsy. A computer-aided diagnosis (CAD)
system was developed to automate the classification of EEG signals in three categories -
normal, preictal, and seizure. This method achieved 88.67%, 90.00% and 95.00% accuracy
for respective classes[10]. In another research, EEG signals were used to classify different
emotions such as happiness, fear, and sadness. The experiments were performed on DEAP
database. Shannon Entropy was used for feature extraction and a multi-class Support Vector
Machine (MCSVM) was used for training. The accuracy obtained for classification was
94.097% [11].
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Some works have combined multiple physiological signals to find the affective state. A
musical induction method was used to ignite real emotion in subjects for data collection[12].
Electromyogram, electrocardiogram, skin conductivity and respiration signals were collected
in the laboratory. Classification of four musical emotions (positive/high arousal, nega-
tive/high arousal, negative/low arousal, and positive/low arousal) was performed by feature-
based multiclass classification. The accuracies they obtained were 95% for subject-dependent
and 70% for subject-independent classification.
Another study was done that shows variations in physiological signals on a daily basis.
They claim that ‘the features of different emotions on the same day tend to cluster more
tightly than do the features of the same emotion on different days’ [13]. The technique of
seeding a Fisher Projection with the results of Sequential Floating was proposed to handle
this variation. The accuracy obtained with this approach was 81% on 8 emotion classes.
There is another database DEAP, that presents a multimodal set of data with varieties of
human emotional states. In this database, the EEG and peripheral physiological signals of 32
participants were recorded [2]. Using DEAP, an emotion classification method based on the
Bayes classifier was developed [14]. A new function called weighted-log-posterior function
for the Bayes classifier was proposed which is the weighted sum of likelihood function of each
feature plus bias factor under the assumption of feature independence. Supervisory learning
was used to calculate weights and bias. The accuracies they obtained for valence and arousal
classification are 66.6% and 66.4%. Another study on DEAP was done which uses single-trial
binary classification for each of four emotional dimensions - arousal, valence, dominance and
liking. Average classification accuracies for each subject were reported - arousal (68.4%),
valence (76.9%), dominance (73.9%) and liking (75.3%) [15]. A recent study by Liu et al.
[16], using Bimodal Deep autoencoder (BDAE) for feature extraction and deep learning for
training, got the results - arousal (80.5%), valence (85.2%), dominance (84.9%) and liking
(82.4%).
7
These works motivated us to research further about techniques to recognize emotions
using physiological data. The technique we are using for classification is deep convolu-
tional neural networks, which has really improved state-of-the-are of classification methods
in speech, face recognition and object recognition [17]. A recent study is done by Google,
developing a system called FaceNet [18], in which they trained a deep convolutional network
on the facial images in Wild (LFW) dataset and achieved 99.63% accuracy.
Deep neural networks has been proved to work well on multimodal data as well. In
a study done using multiple modalities related to series of different tasks [19], researchers
used cross modality feature learning using audio and video data, with training the optimizer
on audio-only data and testing on vidio-only data and vice-versa. They used CUAVE and
AVLetters datasets. Motivated by these studies, we propose a new method for emotion
recognition by training a CNN on combined physiological signals, using BP4D+ and DEAP
datasets. Our proposed method is detailed in the next chapter, followed by our results,
related discussion, and thoughts on the future of this work.
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CHAPTER 3
METHOD
3.1 Data
Our body generates various signals during the functioning of its physiological systems.
These signals are called physiological signals and include but are not limited to heart rate,
pulse rate, muscle movement, skin conductance and brain activities. Dynamic changes in
these signals’ effect perceptual, affective, and cognitive state [20]. Physiological signals can
be a compelling approach in recognizing internal cognitive and emotional state. Because of
the high temporal resolution of these signals, a large amount of authentic and relevant data
can be gathered [21]. For our experiments, we are using two databases- BP4D+ and DEAP.
BP4D+ [1] is a multimodal spontaneous emotion corpus (MMSE) which includes physi-
ological data sequences like blood pressure, EDA (skin conductance), heart rate and respira-
tion as well as 2D, 3D and thermal images and videos. The huge versatility of gathered data
makes BP4D+ the largest database of this kind. This data was gathered from 140 subjects
(58 males and 82 females) from 18 to 66 years age range. Each participant went through 10
tasks as listed in table 3.1, to evoke a range of authentic emotions in a laboratory setting
[1].
In the dataset BP4D+, physiological signals were captured under a sampling rate of
1000 points per seconds. Figure 3.1 on page 11 illustrates different physiological signals for
various emotions. Refer Table 3.1 on page 10 for corresponding emotion for each task. The
dataset contains 8 different sequences representing 8 different signals which are measured for
each participant and every combination of signals at an instance corresponds to a specific
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Table 3.1 Activities to elicit emotions, taken from BP4D+ [1].
Task Activity Target Emotion
1 Interview: Listen to a funny joke Happiness or Smusement
2 Graphic show: Watch 3D avatar of participant Surprise
3 Video clip: 911 emergency phone call Sadness
4 Experince a sudden burst of sound Startle or Surprise
5 Interview: True or false question Skeptical
6 Improvise a silly song Embarressment
7 Experience physical threat in dart game Fear or Nervous
8 Cold pressor: Submerge hand into ice water Physical pain
9 Interview: Complained for the poor performance Anger or upset
10 Experience smelly odor Disgust
emotion. These details are provided in separate text files for each participant which are
listed below in table 3.2 [1].
Table 3.2 Details about physiological signals, taken from BP4D+ [1].
Feature File Associated Measurement
Blood Pressure
BP Dia mmHg.txt
LA Systolic BP mmHg.txt
LA Mean BP mmHg.txt
BP mmHg.txt
[-25, 300 mmHg]
Respiration
Respiration Rate BPM.txt
Resp Volts.txt
[0, 200 breaths/min
Voltage]
Heart Rate Pulse Rate BPM.txt [30, 300 beats/min]
EDA EDA microsiemens.txt] Micro Siemens
10
Figure 3.1 Signal vs task.
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Another effective physiological signal that directly relates to emotions is brain activity
which is measured in terms of flow of neurons as the large number of active neurons generate
electrical activity at the surface of the scalp and recorded with EEG electrodes. EEG devices
read these electrical brain activities from the scalp with high temporal resolution. DEAP [2]
contains EEG data which is based on Valence-Arousal emotion model depicted in Figure 3.3.
The database also has sequences of peripheral data which includes EOG (eye movements),
EMG (muscle movement), GSR, respiration, blood pressure and temperature. The data was
collected from 32 participants (19-37 years age, 50% male and 50% female) playing total
40 one-minute long music video to elicit emotions. 32 EEG channels based on the 10–20
system [22] for recording EEG data and 8 channels for peripheral physiological data were
used. These channels are listed in table 3.3 on page 13. In this table, the first 32 channels are
the EEG channels and last 8 channels are the peripheral channels used in DEAP database.
These signals were recorded with a sampling rate of 512 Hz which was downsampled to 128
Hz after preprocessing. The data was labeled with arousal, valence, dominance, and liking
values ranging from 1 to 9 showing intensity of each emotional state. Figure 3.2 shows effect
of intensities of these emotions on affective state.
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Table 3.3 40 Channels (32 EEG and 8 peripheral) used in DEAP dataset [2].
Channel # Channel Name
1 Fp1
2 AF3
3 F7
4 F3
5 FC1
6 FC5
7 T7
8 C3
9 CP1
10 CP5
11 P7
12 P3
13 Pz
14 PO3
15 O1
16 Oz
17 O2
18 PO4
19 P4
20 P8
21 CP6
22 CP2
23 C4
24 T8
25 FC6
26 FC2
27 F4
28 F8
29 AF4
30 FP2
31 Fz
32 Cz
33 hEOG (horizontal EOG, hEOG1 - hEOG2)
34 vEOG (vertical EOG, vEOG1 - vEOG2)
35 zEMG (Zygomaticus Major EMG, zEMG1 - zEMG2)
36 tEMG (Trapezius EMG, tEMG1 - tEMG2)
37 GSR (Ohm)
38 Respiration belt
39 Plethysmograph
40 Temperature
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Figure 3.2 Effect of intensity of affective state on emotions.
As can be seen in figure 3.2, when a user has high arousal they are alert and excited,
however, low arousal implies disinterest or boredom. For valence, when it is high the person
can generally be considered happy, on the other-hand they can be considered sad when it is
low. High dominance results in feeling empowered, while low dominance implies a feeling of
helplessness. Intuitively, a high liking level implies a feeling of love, while low is dislike (or
even disgust). The level of valence and arousal together can determine the emotional states
as detailed in figure 3.3 [23] on page 15.
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Figure 3.3 Effect of valence and arousal on emotions.
3.2 Preprocessing
Raw data can be noisy and inconsistent, and it can be difficult to obtain reliable results
with such data. Data preprocessing can help to resolve such issues and prepares raw data
sequences to be processed further as the input to a neural network. We used Smoothing
and Scaling for preprocessing of BP4D+ signals. We detail both of these in the following
subsections.
3.2.1 Smoothing
Smoothing is a technique to increase signal to noise ratio without deforming the signal
a lot by removing rough, fast edging components and highlighting slow changes in values,
which makes it easier to see trends in the data. This is done using various filters. These
filters replace each data point with the best fit value with respect to its neighbors. Three
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types of filters are used in this technique: Moving average filter, Savitzky-golay filter and
Median filter. In our experiments we are using savitzky-golay filter [24] as it is more efficient
in handling delay alignment and the transient effect at the start and end of the sequence,
compared to the other two [25]. This keeps the signal from getting deformed, making the
filter better than the other two for our requirement.
Savitzky-golay filter, also known as digital smoothing polynomial filter or least square
filter performs polynomial filtering to data frames which are the segments of whole data. The
approach is to find a filter coefficients c, that preserve higher moments, and a polynomial
of higher order within for each point in the sequence within a moving window of filter. The
point at center position in the moving window is the target point and it is replaced by the
result obtained by least-squares fitting done for the polynomial to all n L + n R + 1 points
in the moving window. The next iteration is done by moving the window to the i+1 point
and repeating this procedure for all points in the dataset [24].
gi =
nR∑
n=−nL
cnfi+n (3.1)
Here, i is the position in sequence for target data point, nL is the number of points to
the left of the data point within the moving window, nR is the number of points to the
right of the data point within the moving window, cn is the filter coefficient and fi+n is the
polynomial function used for filtering. Figure 3.4 on page 17 shows the signals before and
after applying savitzky-golay filter.
16
Figure 3.4 Physiological signals before and after applying savitzky-golay filter.
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3.2.2 Scaling
The range of values of different features in the raw data may have a large variation. Some
machine learning algorithms are sensitive to this variation. Normalization is a way to bring
signals to identical levels which leads to faster optimization of machine learning models [26].
In our experiments we used scaling which is a technique to perform normalization by
bringing the dataset between range 0 to 1. Figure 3.5 on page 18 shows the data sequences
after scaling.
Figure 3.5 Data sequences after scaling.
We did not do any extra preprocessing on DEAP database the required preprocessing
like normalization and artifact removal were already done on it [2].
3.3 Procedure
We used Deep Learning [17] as our supervised learning technique. Deep neural networks
are the latest state of art in classification techniques. It has been proved highly efficient and
has outperformed the ability of human in audio, images and text classification [27]. This
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machine learning approach is based on representation learning, i.e. it processed multiple
layers of input data and automatically learns and finds the features required for classification
by modifying training parameters recursively [28]. It is being used in wide verities of tasks
in medical, gaming and entertainment fields like medical image classification [29], time series
classification and prediction of future sales prices [30]. Considering this effectiveness of deep
learning architectures, we chose to use it for our experiments.
Deep learning with neural networks can use hundreds of hidden layers and it requires
large amounts of training data. Building a good neural network model always requires
careful consideration of the architecture of the network as well as the input data format
[31]. We created a 9-layer deep neural network [17] and used multiple layers of convolution,
pooling, regularization, flattening and fully connected layers. We optimized the model using
RMSProp optimizer [32].
The first layer of our network model is a convolution layer. It generates output in form
of array of tensors as a convolution kernel convolved with the input of this layer. Input
shape and dimensions must be determined if this layer is used as the first layer of network
[33] [34]. The activation function used in this layer is Rectified Linear Unit (ReLU). ReLU
has become very popular in recent years and it is proved to have 6 times improvement in
convergence from Tanh function [35] as well as it gives better speed and performance than
standard sigmoid function [35]. Mathematical formula of ReLU is:
R(x) = max(0, x) (3.2)
R(x) =

0, ifx < 0
x, ifx >= 0
(3.3)
The next layer is max pooling which does down-sampling of data to avoid overfitting by
reducing the dimensionality. Another benefit of max pooling is that it reduces computa-
tional cost by decreasing number of parameters [36]. We are using two sets of convolutions,
activation and max pooling layers in our CNN model.
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We are using dropout for regularization, which helps the model to generalize better by
reducing the risk of overfitting [35] [37]. Dropping out random nodes and their connections
in the network makes nodes in the network insensitive to the weights of the other nodes,
which makes the model robust [35] [37].
The next layer is Flatten which converts the 2-dimensional output of previous layer into a
single long continuous linear vector. This is required before the flow goes to fully connected or
dense layer. A dense layer is just an artificial neural network (ANN) classifier and requires
individual features. Flattening is needed to convert the input array into a feature vector
[38]. Next layer of the network is a fully connected or dense layer. In this layer, each
input node is connected to each output node. It takes a flattened vector as input and gives
n-dimension tensor as output. Using dense layer has several advantages. “It solves the
vanishing-gradient problem, strengthen feature propagation, encourage feature reuse, and
substantially reduce the number of parameters” [39]. There are two fully connected layers
used in the model. Activation function used in the last fully connected layer is softmax. It
converges the output between 0 and 1 which makes it preferable to use it in the last layer of
network for classification problems. [27]. It is used in categorial probabilistic distribution.
Mathematical formula of softmax function is:
σ(z)j =
ezj∑K
k=1 e
zk
(3.4)
The model is compiled with the RMSprop optimizer which works by dividing the learn-
ing rate by an exponentially decaying average of squared gradients [32]. Default value of
learning rate for RMSprop is 0.001 [40]. The objective function used to compile the model is
categorical crossentropy, which is commonly used when number of classes on the dataset is
more than two [41]. Experiments were done with keeping number of epochs 150 and batch
size 32. Learning is evaluated on accuracy metrics. Architecture of our CNN is depicted in
figure 3.6.
20
Figure 3.6 CNN architecture.
3.3.1 Experiment 1 : Training on BP4D+
BP4D+ database has 140 subjects consisting 58 males and 82 females. There is data for
10 emotions for each subject and 8 different physiological sequences for each emotion. Each
set of features is labeled as a specific emotion as detailed in table 3.1. Figure 3.7 shows the
feature vector structure of data used for training.
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Figure 3.7 BP4D+ feature vector structure.
The following 6 iterations were performed on this data, with a ratio of 4:1 for training
and testing for all experiments:
1. The first set of experiments was done on all subjects individually, which creates
140 different models for all different subjects and 140 sets of results. Mean and standard
deviation of the results are calculated to evaluate the learning.
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2. The second set of experiments was done on all female subjects individually, which
creates 82 different models for all different female subjects and 82 sets of results. Mean and
standard deviation of the results are calculated to evaluate the learning.
3. The third set of experiments was done on all male subjects individually, which creates
58 different models for all different male subjects and 58 sets of results. Mean and standard
deviation of the results are calculated to evaluate the learning.
4. Fourth experiment was done using whole data at once. In this experiment 80% subjects
were used for training and remaining 20% for testing the model.
5. Fifth experiment was done taking only females to train the model and testing was
done for both males and females.
6. Sixth experiment was done taking only males to train the model and testing was done
for both males and females.
3.3.2 Experiment 2 : Training on DEAP
DEAP database has 32 subjects participating in data collection. 40 trials were done for
each participant and in every trial a one minute long video was shown to the participant to
elicit different emotions. 32 EEG and 8 peripheral channels were recorded, which constitutes
total 40 channels of data, listed in table 3.3 on page 13. Each channel has a sequence of 8064
data points. Each set of features is labeled positive(1) and negative(0) for all four emotions
- valence, arousal, dominance and liking. We consider it positive if the emotion rating >=
5, otherwise it is negative. Figure 3.8 shows the feature vector structure of data used for
training.
23
Figure 3.8 DEAP feature vector structure.
All experiments are done individually on each subject and evaluation is done by calcu-
lating mean and standard deviation for every set of experiments. 12 sets of experiments are
performed for all 3 sets of channels (EEG, peripheral, both) against all 4 emotions (valence,
arousal, liking, dominance) and each set contains 32 experiments for all 32 participants.
Data was divided into training and testing sets with the ratio 4:1 before feeding it to the
neural network.
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CHAPTER 4
RESULTS
4.1 BP4D+
The first set of experiments was done on all subjects individually creating 140 different
models and 140 sets of results. The second set of experiments was done on all female subjects
individually creating 82 different models and 82 sets of results. The third set of experiments
was done on all male subjects individually creating 58 different models and 58 sets of results.
Table 4.1 shows these results in terms of mean and standard deviations for every set.
Table 4.1 BP4D+ results for training individually.
Data Mean Standard Deviation
All participants 98.89 % 1.647
Female 99.09 % 1.212
Male 98.88 % 1.916
As can be seen in Table 4.1, both male and female data had a relatively high mean
accuracy, with a low standard deviation. This shows that the majority of the subjects (both
male and female), where recognized with high accuracy. The rest of the experiments were
done combining all the data which consist of 1- all participants, 2- all females and 3- all
males. 80% subjects are picked randomly for training and testing was done on rest of the
20% of subjects. It is important to note that the same subjects did not appear in both the
training and testing datasets. A gender specific comparison is done by training a model of
female data and testing on male data and vice versa. Table 4.2 shows these results in terms
of mean and standard deviations for every set.
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Table 4.2 BP4D+ results for combining whole data.
Data Test Data Accuracy
All participants All 94 %
Female Female 96.77 %
Male Male 93.60 %
Female Male 15.35 %
Male Female 15.08 %
These results give some insight into gender-specific models of emotion. When tested on
the opposite gender, both models performed poorly at approximately 15% accuracy. Similar
to the results in Table 4.1, the female model outperformed the male model in terms of overall
accuracy. It is unclear why the female models perform better on this dataset. One possible
explanation is the data has more variance resulting in an overall better model. This is an
interesting and open question for future works. Figure 4.1 shows a distribution of results
among all models trained on data for individual participants.
Figure 4.1 BP4D+ result.
As can be seen in Figure 4.1, many of the subjects were very consistent in their accuracy
with a lot at or near 100% accuracy. There are some interesting outliers as subjects 1 and 3
are close to 94% accuracy, and even more so with subject 140 at approximately 88% accuracy.
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More detailed analysis of this data, may lead to better models of emotion, thus increasing
the overall accuracy of the proposed method.
4.2 DEAP
For DEAP, all experiments are done on each subject individually. There were 12 sets
of experiments performed for 3 sets of channels (EEG, peripheral, both) against 4 emotions
(valence, arousal, liking, dominance) and each set contains 32 experiments. For every ex-
periment, 80% data was used for training and rest of the 20% for testing. Table 4.3 shows
mean and standard deviations for all sets of experiments. We show the distribution of results
among all models trained on all 12 sets of data in following figures from 4.2 - 4.13.
Table 4.3 DEAP dataset results.
Emotion Category EEG Peripheral Both
Valence
Mean: 60.21%
SD: 6.306
Mean: 86.31%
SD: 6.186
Mean: 86.09%
SD: 5.367
Arousal
Mean: 65.03%
SD: 9.486
Mean: 88.83%
SD: 4.455
Mean: 90.61%
SD: 3.579
Liking
Mean: 67.59%
SD: 11.295
Mean: 88.38%
SD: 6.416
Mean: 90.48%
SD: 4.954
Dominance
Mean: 66.22%
SD: 12.528
Mean: 89.12%
SD: 5.484
Mean: 90.95 %
SD: 4.667
As can be seen above, EEG data performs the worst, and has some of the overall highest
stand deviations. In 3 out of the 4 emotions combining both EEG and peripheral signals
resulted in a higher accuracy compared to using just EEG or just peripheral signals. This
result in intuitive, as it has been shown that a multimodal approach to classification can
lead to higher accuracy rate compared to a single modality [42].
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Figure 4.2 Valence results (EEG+peripheral).
Figure 4.3 Valence results (EEG).
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Figure 4.4 Valence results (peripheral).
While the EEG accuracy was lowest for valence accuracy compared to the other 3
(arousal, dominance, and liking), the standard deviations are more consistent for the three
different experiments (EEG, peripheral, and EEG + peripheral). A more detailed study into
how EEG data correlates to the peripheral data could yield interesting results for future
fusion of these signals.
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Figure 4.5 Arousal results (EEG+peripheral).
Figure 4.6 Arousal results (EEG).
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Figure 4.7 Arousal results (peripheral).
Arousal results had the lowest standard deviation for peripheral and EEG + peripheral
experiments, although it is higher, compared to valence, for EEG data alone. This could be
partially explained by EEG data not being able to easily generalize across subjects [43]
Figure 4.8 Dominance results (EEG+peripheral).
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Figure 4.9 Dominance results (EEG).
Figure 4.10 Dominance results (peripheral).
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Figure 4.11 Liking results (EEG+peripheral).
Figure 4.12 Liking results (EEG).
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Figure 4.13 Liking results (peripheral).
For both dominance and liking, the standard deviation was highest for EEG data alone
with liking over 11% and dominance over 12%. Similar to arousal, this can partially be
attributed to EEG data’s inability to easily generalize across subjects. A question that
arises from this work is ”Is it possible to generalize across subjects with EEG data alone?”
With valence having the lowest standard deviation, that can be a good starting point for
future experiments to answer this question.
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CHAPTER 5
DISCUSSION
In our research, we worked upon utilizing deep convolutional neural network for classifica-
tion of emotions based on physiological signals generated in human body upon any emotional
elicitation. We used two different databases, BP4D+ and DEAP for our experiments. The
proposed method generated encouraging results on both datasets. We also showed how our
results outperforms previous works done using DEAP. We can see in the figure 4.1 on page 26
that the results using BP4D+ are very consistent among the subjects and have low standard
deviation as shown in table 4.1 on page 25.
To investigate generalization, we compared gender specific models. Upon observing these
results in table 4.2 on page 26, we can see that model trained on female physiological data
worked good when tested on female data, and did not gave good results when tested on male
data. Similarly model trained on male physiological data worked good when tested on male
data, and did not gave good results when tested on female data. Interestingly, a previous
study notes that physiological signals are similar during similar emotions in male and female
[44], however, our results show that they are different from a machine learning standpoint.
These results are supported by another study that notes that the neurons flows in different
parts of brain in men and women during emotion elicitation. For women, these neurons
connect the parts of brain that regulates internal areas of body that impacts blood pressure,
respiration and hormones, while in men, these neurons connects to the areas of brain that
controls vision and movement [45] [46]. This can cause the difference in physiological signals
in men and women. This contradiction requires more detailed analysis.
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We can also observe in table 4.1 and 4.2 that the results for data for females are a little
better than the results for data for males, this can be because females have more intense
expression of emotions than males [47] [44]. The articles [47][44] talks about difference in
perception of emotions in men and women saying that women feel the same emotion in a
richer and more intense way than men.
Moving forward, we can observe that for DEAP database, we got good results for periph-
eral signals and combining EEG with peripheral signals and our results for all the modalities
outperforms the current state of art. We can say that for this data, deep convolutional
network performed better than previous studies which used other methods like single-trial
binary classification by Rozgic et al. [15] for each of four emotional dimensions, or recent
work using DEAP which was done by Liu et al. [16] using Bimodal Deep autoencoder
(BDAE) for feature extraction and deep learning for training. Table 5.1 shows a comparison
of results with previous researches on DEAP database.
Table 5.1 Comparison with current state of art for DEAP database.
Valence Arousal Dominance Liking
Proposed 86.31% 90.61% 90.95% 90.48%
Liu et al. (arXiv, 2016) [16] 85.2% 80.5% 84.9% 82.4%
Rozgic et al. (ICASSP, 2013) [15] 76.9% 69.1% 73.9% 75.3%
Li et al. (SIGIR, 2015) [48] 58.4% 64.3% 65.8% 66.9%
Koelstra et al (IEEE Trans.
Affective Computing, 2012) [2]
65.2% 63.1% N/A 64.2%
Observing table 4.3 on page 27 in results section, we can see that results for peripheral
data and combination of EEG with peripheral data are good, but results for EEG alone are
not as good as other set of modalities. Figures 4.2 - 4.13 also shows in similar way that the
results obtained with EEG data are less consistent and distributed over a large scale from
50% to 100% accuracy, while the results of peripheral data and the combination of EEG with
peripheral data are much more consistent. The reason may be because EEG data may have
several artifacts while getting recorded, for example there are chances that heart beats can
be misinterpreted as a brain activity which can introduce noise while recording data. These
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results with EEG data may be improved by trying some different methods for preprocessing
or post processing and noise removal. Further analysis is needed for improving results with
EEG data.
Another observation can be made upon comparing results of BP4D+ and DEAP databases
for physiological data that results for BP4D+ are better than results for DEAP for multi-
modal experiments with physiological data. BP4D+ has the combination of blood pressure,
heart rate, respiration and EDA, while DEAP database has a different combination of phys-
iological data i.e. EOG, EMG, GSR, respiration, blood pressure and body temperature.
Based on our proposed method and experimental design, it can be said that the first combi-
nation of physiological data is better than the second combination. However, more detailed
analysis of these data types if required to confirm or deny this. Due to this being the first
work to report on BP4D+ physiological data, in this manner, our work can be used as a
baseline for future experiments.
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CHAPTER 6
CONCLUSION AND FUTURE WORK
Affective computing is a highly promising field of study due to advantageous applications
that can make people’s lives better. Various techniques are being tried for emotion recogni-
tion. In our experiments we study the capability of physiological signals to determine human
emotion. For classification of emotions, we used deep learning which is the latest state of
art in classification techniques. The goal of our study is to determine if the combination of
multimodal data along with deep learning can be useful for classifying emotions with high
accuracy.
The results we have from our experiments are very exciting and enlightens some un-
touched aspects like the gender specific comparison using physiological signals. We have
developed a new method of emotion recognition which is a multimodal approach that com-
bines different physiological signals of a person together to classify their emotional state. We
used two databases – BP4D+ and DEAP for our experiments and deep learning as the clas-
sification technique. We also compared our results with the current state of art on DEAP,
which is outperformed by our method, and we detail a baseline for future experiments on
BP4D+.
The work we did opens doors for very exciting studies for classification of emotions using
physiological signals especially brain data. We are doing more analysis of EEG signals and
working on training classifiers with data of channels from particular parts of brain that are
responsible for emotions specifically, for example frontal and temporal lobes [49]. We are
also planning to try building multiple classification models using a single EEG channel, to
compare the contribution of different EEG channels for classification of emotions.
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Further studies can be done using multimodal fusion i.e. how different EGG channels can
be combined to improve results with EEG data. Combining EEG and with other physiolog-
ical signals can be tried for further studies. We are also planning to try heterogeneous data
correlations i.e. combining images, audio, thermal and physiological data. We are going to
do detailed investigation into age, gender, and ethnicity for emotion recognition. We are
also working on improving results for EEG signals and making it more consistent by trying
more preprocessing techniques for noise removal and planning to try a different deep net
architectures (e.g. LSTM) for further experiments.
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