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A bstract
In this thesis we examine various aspects of supersymmetric Wilson lines. 
First we study Pestun’s matrix model for the N =  2 N j  =  2N  SCFT, 
and compute expectation values of Wilson loops. This informs us about 
possible holographic duals. We then turn to Wilson lines as a model for 
dense states in N =  4 Super Yang-Mills theory. Working in the dual IIB 
string theory, we construct supersymmetric geometries which we expect to 
govern the stable T  = 0 ground state of an N — 2 QCD-like theory at finite 
baryon density. These exhibit a z =  7 Lifshitz scaling symmetry in the IR.
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Chapter 1
B PS W ilson lines
1.1 Supersym m etric gauge theories
Supersymmetric non-Abelian gauge theories in four dimensions have many nice prop­
erties. There is no space to give a complete overview here - for references see e.g. [6]. 
Here we simply discuss the material we will need in this thesis.
N =  1
4D theories are built out of two types of multiplet: the vector multiplet, consisting 
(on-shell) of one gauge field and one Weyl spinor
V : {A„, A}
and the chiral multiplet, comprising one Weyl spinor and one complex scalar
X : {A, $}
These are representations of N =  1 SUSY (four real supercharges.) Gauge theories 
invariant under this supersymmetry can be formed by choosing a gauge group, and 
then minimally coupling some number of chiral multiplets to the vector multiplet 
in various representations. In addition, we can add gauge invariant interaction 
terms between the the chiral multiplets - these are encoded in the ‘superpotential’
N  =  2
The N =  2 vector multiplet is one vector multiplet and one chiral multiplet in 
N =  1 language:
Vn=2 : {V, X}
1
The N =  2 ‘hypermultiplet’ is two N = 1 chiral multiplets of opposite chirality:
•X.'N—2 ’ {'X 'left) ^ r ig h t}
N =  4
On flat space, the 3\f = 4 theory is completely specified by the gauge group, and 
goes by the name of N = 4 Super Yang-Mills (SYM) theory. Its field content is all 
in the same multiplet: one Tsf =  2 vector multiplet and one hypermultiplet
N = 4 multiplet : {'VjSf=2, ^ 7^ =2}
Since this contains the gauge field, all its fields must be in the adjoint of the gauge 
group.
1.1.1 N SV Z  b e ta  function
N = 1 gauge theories in the absence of a tree-level superpotential, and all N =  2 gauge 
theories that we have described, are scale invariant at the classical level: their actions 
are invariant under a homogeneous rescaling of the 4D spacetime coordinates
x* 1—y I T 1 x*
providing we also rescale the field variables, each by its appropriate ‘scaling dimension’
Ax
x ^ n A xx
where X  represents any field. In particular, we can guarantee scale invariance by taking 
3
A a = = 1, A ^ =  - .  However, at the quantum level the symmetry is broken. The
functional integral has the effect of introducing scale dependence in the couplings, and 
renormalizing the fields as Ybare =  V%x X ren. We must introduce a renormalization 
scale fi in a particular way (‘scheme’) - the details of the running will depend on the 
scheme. However the qualitative features, like the direction of running of coupling 
constants or the existence of fixed points, are scheme independent. We define the 
gauge coupling as the coefficient in the gauge action
Given an N =  1 SU (TV) gauge theory coupled to various chiral multiplets X? in S U (N ) 
representations Ri, remarkably [7, 8] it is possible to find a renormalization scheme in 
which the following /3-function for the gauge coupling is exact to all orders in pertur­
bation theory, and also non-perturbatively:
-  aiogM ^ gl J 1 _ g2Nj ^  (L l)
which is the celebrated ‘NSVZ beta function’ (Novikov-Shifman-Vainshtein-Zakarov). 
In (1.1), T/?t are the quadratic casimirs and 7? are the anomalous dimensions of the 
chiral multiplets
=  dlog 
^ 1 d log /i
We now describe in more detail the theories we will need.
1.1.2 IN' =  4 Super Y ang-M ills th eory
This theory was first considered in [9]. It is very convenient, especially for AdS/CFT 
purposes, to view this theory as coming from 10D SYM (one gauge field Am and one 
Major ana-Weyl spinor 4/) by dimensional reduction on T 6. The six real scalars 0? are 
the internal components of Am-, and the single 10D spinor splits into four 4D Weyl 
spinors X1. Dimensional reduction breaks 50(9 ,1) —» 50(3 ,1 ) x 50(6)/?, and in 4D 
50(6)/? ~  SU(4)/? is the R-symmetry group under which the 0? tranform in the 6  and 
the X1 in the 4. None of the fields have anomalous dimensions, so the NSVZ /3-function 
with three adjoint chiral multiplets tells us the theory is conformal, which combines 
with the Poincare SUSY to form a superconformal algebra. These transformations are 
all bundled into one 10D Majorana-Weyl spinor with linear coordinate dependence:
e =  es +  r r ^ e c  (1 .2)
where the constant MW spinors eS)C are the Poincare and superconformal SUSY pa­
rameters, respectively. We use a chiral basis for the 10D Clifford algebra
V M  _  (  1 M  
The on-shell SUSY transformations of the bosonic fields are
SA^ = 7Me 
6<f)i = e
1.1 .3  N  =  2 th eories
We generate N =  2 superconformal transformations, following [10], by restricting to 
,y6789e = ^ 6 ,^7^8^9e _  e (1.2). Setting also ec =  0 gives us the 3sf = 2 superpoincare 
algebra. Setting 7 6789^  = *!> and throwing away the corresponding scalars gives pure 
N =  2 SYM. Hypermultiplets in the fundamental of S U ( N ) with masses can then be 
added in an 3sf = 2 covariant way, however this is all we need to know since Wilson lines 
will fall in the gauge sector, therefore to prove their supersymmetry we will not need 
the details. However we will sometimes be working in the Veneziano limit N f  ~  TV, so 
the fundamentals will run in loops, contributing to the running of the gauge coupling 
and adding functional determinants to our formulae. 3\f =  2 theories have vanishing 
anomalous dimensions, so that if we add N f  = 27V fundamental hypermultiplets the 
NSVZ formula is enough to show that the gauge coupling is exactly marginal - this 
theory is therefore believed to be conformal. It is sometimes known as the A\ CFT, 
since it can arise as the low energy theory of a stack of D4 branes stretched between 
two NS5 branes - upon T-dualizing this setup we obtain an Ai-type singularity. This 
can be generalized to obtain a complete ADE-type class of theories.
1.2 W ilson lines
Wilson lines are natural operators to consider in any gauge theory. They are defined 
as the trace of the holonomy of the gauge field along a contour C:
WR[e] = T r ^ ( A ,e )  = T r3?Texp7 f  A 
Je
and are specified by G and a representation 3? of the gauge group1. When the contour 
is closed we refer to them as Wilson loops. Under a gauge transformation U ( x ) the 
holonomy transforms by a ‘conjugation’ between the group element at either end of the 
contour:
« (e ) ^  u  (xstart) M(e) u ~ \ x e „d)
therefore for a closed loop the trace makes W  gauge invariant (at least under single­
valued gauge transformations, see below). This is a useful property. We can in fact
1In this thesis we only consider S U ( N )  gauge group.
reconstruct all local gauge invariant operators out of Wilson lines instead of the gauge 
field. This is what is done in the lattice formulation [11], where the fundamental 
variables are Wilson loops around ‘plaquettes’ (small squares with vertices at the lattice 
sites.) We here outline two salient uses of Wilson lines as probes of gauge theory
t
*x
T
Figure 1.1: Rectangular Wilson line for the calculation of the qq potential.
dynamics.
The first is in the computation of the potential energy between an infinitely massive, 
(‘probe’) static quark-antiquark pair. Consider the loop in figure 1.1 - the potential 
V(L)  is extracted as
lim WD{G) = e~TV(L)
T  —f o o
The second example is this. In a thermal S U ( N ) gauge theory with only adjoint 
fields (and therefore no ‘quarks’ as such), we can still define a notion of ‘confined’ and 
‘deconfined’ phases. In such theories, we must integrate over ‘large’ gauge transforma­
tions
^largel7”)
/uk{r)  
0
V
\
where uJk{T) = e27n with k £ Z and { S l3 : 0 < r  < /?} the Euclidean thermal circle 
of the equilibrium QFT at temperature 1//3. They have the property that U(t + 0) = 
g •U(t ), with g = e2nik:/N an element of the centre Zyv of S U (V), and the adjoint fields
are therefore single-valued. All local gauge-invariant operators are invariant under 
U]a,Tge, but the Wilson loop1 around 5g transforms as
Ws i 9 • Ws i
(this is allowed to happen since U\aTge is not single-valued.) Its expectation value 
therefore serves as an order parameter for a transition between a Z^-symmetric and a 
Zjv-broken phase.
The connection with confinement is that Ws 1 is the free energy e~@F of an isolated 
probe fundamental quark, inserted by hand into the theory. A Ws i = 0 phase corre- 
sponds to infinite free energy, so that isolated quarks are always thermodynamically 
disfavoured and there is confinement. In a ^  0 phase where the centre is broken, 
isolated quarks have finite free energy and the theory ‘deconfines’.
1.3 W ilson lines in supersym m etric gauge theories
In most2 supersymmetric gauge theories, Wr[C] is an operator which does not preserve 
any SUSYs for generic C. However, if the SUSY is sufficiently extended, the vector 
multiplet will contain adjoint scalars. If we view the theory as a dimensional reduction 
from a higher dimensional theory, these can be viewed as the components of the gauge 
field along the reduction coordinates. Therefore their SUSY transformations ‘match’ 
those of the gauge fields in a sense to be made explicit later, and by adding specific scalar 
couplings in the exponent of the loop we can preserve a fraction of the supersymmetries. 
Consider the generalized Wilson line
ITR[e] =  T r ^ ( A ,e )  =  T r ^ e x p  + (1.3)
J  c
1.3.1 N  =  4 th eory
Here i =  1, • • • 6 . Taking the variation of the integrand in (1.3) gives (setting ec =  0 for 
now)
+  nlli£s =  0
lrThe Wilson loop around the thermal circle is often called the ‘Polyakov loop’.
2Sometimes the Wilson loop with no scalar coupling can be considered to be supersymmetric, for 
example in pure Chern-Simons theory.
for a BPS loop. This projection guarantees SUSY locally at a point on the contour. 
However we will in general need to impose an infinite number of projections, one for each 
point on the loop. For the whole loop to be BPS, we must have at most 4 independent 
projectors, which all commute. In [12] this is solved by setting
n* =  (1.4)
for a constant 6 x 4  matrix M^. Then for the whole loop we need to impose only 4 
constant projections
(7m +  M * 7 i) c s =  0  fi  =  0 , 1 , 2 , 3
These imply that M^Ml = r i.e. when viewed as vectors in R6 the i\/M are orthonor­
mal. For a generic contour we must also restrict to ec = 0.
For general contours we must impose 4 projections, preserving one real supercharge 
(‘^j-BPS’). But if the contour is restricted to a linear subspace we need fewer projec­
tions. For example if x3(s) =  0 Vs then we do not need the fi =  3 condition, and 
preserve 2 charges. A planar loop inside some R2 C R4 preserves 4, and a straight line 
has constant scalar coupling1 and preserves 8 (we will see later that for this loop the 
SUSY is enhanced again.) Prettily, it was shown in [12] that one may expect all the 
and |-BPS loops within this ansatz to have (W ) =  1 exactly.
1.3.2 C ircular loops and loops on S 3
This does not exhaust the list of SUSY Wilson loops. In particular one can consider 
loops invariant under some superconformal generators ec ^  0. Into this class falls the 
circular spatial loop with constant scalar coupling:
„ x 1 = rn cos 6 x 3 =  0
6  : 2 • a 0 n n  ~x * = ro sin 0 ar =  0
n\
0
0
0
0
\ 0/
The variation of this gives
■ 4 1 2es =  r 0 17 7 7 Cc
1This is known as the ‘Maldacena-Wilson line’.
(1.5)
This last case is one of a further class of loops introduced in [13]. Their contours 
are all contained within a spatial S 3 subspace. We decompose the motion along C into 
the right-invariant one-forms, and use these components as the couplings for three of 
the scalars, say </> 1,2,3- That is we take
w = L s  3 +
where are the right-invariant one-forms, and without loss of generality we take
These loops will generically have (W) ^  1. Note that this applies therefore to the cir­
cular loop, even though it is related to the straight line by a conformal transformation. 
This is because the mapping is ill-defined at the point |r | =  00 .
1.3 .3  P arallel stra igh t lines
As a final example which will be relevant later, let us consider the SUSYs preserved by 
two parallel straight lines lying along the t axis with x 2,3 =  0 , one at x 1 =  0 , the other 
at x 1 = x. For x 1 = 0 we find
(7° +  74)es + t( l -  747 °K  = 0 Vt
satisfied by cs and ec with the projections (7 47 ° + l)es =  0 , (7 47 ° — l)ec =  0 , giving 16 
supercharges.
For the x 1 = x  line the projection conditions have an extra piece:
(7° _|_ 7 4)Cs _|_ t(l -  7 47 °)ec -  X7 1(7 ° +  7 4)ec =  0 Vt, fixedz
This is solved by the same projections as the other line, except now the preserved 
spinors are es (with ec =  0 ) and the linear combination
f c = - ^ ( 1 +  747°71)es ’
which is a rotated version of the superconformal paramter for the x 1 = 0 line. It is 
different for every x, so that only the 8 real Poincare SUSYs (7 47 ° +  l)es = 0 are
preserved by the pair of lines, and the same applies to an array of any number of 
parallel lines.
Note also that for a single line, the SUSY projector is left invariant if we flip both 
the orientation of the line and the sign of the scalar coupling. Thus two anti-parallel 
lines at the same point preserve the same SUSYs as a single line.
1.4 SU SY  lines in N  =  2 theories
As mentioned in section 1.1, the N =  2 vector multiplet is a restriction of the N = 4 
version, so as long as we stick to the vector multiplet many of the results carry over 
to any N =  2 theory. In particular the ansatz involving N ai still works, but now since 
we only have two real adjoint scalars we must restrict to two of the right-invariant 
one-forms <j^.  In any case, the circular loop (a great circle of the 5 3) imposes the same 
number of projections and so preserves 8 of the 16 superconformal SUSYs. This loop 
will be the subject of chapter 2 .
1.5 H olographic duals o f W ilson  lines
In this thesis we will be concerned largely with the role of Wilson lines in the AdS/CFT 
correspondence, which is by now well known and passes many highly non-trivial tests 
at both strong and w eak’t Hooft coupling A = g y ^ N  [14-16]. The simplest case is the 
mapping between S U (N ) N =  4 SYM on flat space and type IIB string theory with 
AdS$ x S 5 boundary conditions. This conjecture arises by considering the physics very 
close to a stack of N  parallel D3 branes, which leads one to identify the low energy 
field theory living on the branes with gravity in the near-horizon geometry.
Since a fundamental string ending on one of the D3s is decribed on the worldvolume 
as the insertion of an operator T tq  exp(z f e A  +• • • ) ,  it is natural to identify FIs with 
certain boundary conditions at the AdS  boundary as Wilson lines in N = 4 in the 
fundamental representation. It is generally expected that this carries over to other ex­
amples of gauge/string duality. At large A, when the coupling of the string worldsheet 
theory is small, the leading terms in the path integral come from saddle point configu­
rations with Dirichlet boundary conditions tracing out the contour C on the boundary. 
The unit scalar coupling in R6 which appears in SUSY loops is identified as the path
traced on 5 5. We may also impose 50(6)-invariant Neumann boundary conditions, 
and there is evidence [17, 18] that this loop is dual to the pure Wilson line without 
scalar coupling. In [18], a holographic RG flow is constructed between the pure gauge 
loop in the UV and the SUSY loop in the IR.
This correspondence works for loops in the fundamental representation. What are 
the duals of loops in other representations? We now describe what is known about 
this. We deal here with the ^-BPS straight Wilson line studied in the last section1. 
Different representations of SU(N)  can be specified by a Young tableau [19]. Loops 
have different types of description depending on the order of magnitude of the number 
of boxes in the Young tableau for IR, or equivalently its dimension dim[IR].
1.5.1 P rob e branes
If dim[IR] ~  0(1), the loop is described by several coincident FIs, appropriately sym­
metrized. For dim[IR] ~  0(N),  the dual description is in terms of D3 and D5 branes 
with worldvolume flux. These can be understood els follows: in a process analogous 
to the brane dielectric effect [20], the dynamics of many coincident strings may induce 
some D-brane charge. As such they must ‘blow up’ into a higher-dimensional brane, 
which must still carry the original string charge - this is now realized as a non-vanishing 
worldvolume gauge field F. These branes wrap contractible cycles in AdS*, x S5, but 
are stabilized by F  [21].
In particular, a loop in the rank-/c symmetric representation S& is dual to a D3 on 
AdS2 x S 2 C AdS$. We choose the ‘2’ type AdS$ coordinates, in which the boundary 
corresponds to 2 =  0 (we set the AdS  radius L =  1):
j 2  —di2 +  d22 +  d r2 +  r 2(d-0 2 +  sin2 'ip d0 2) ( 2 . 2 a m 2\ ^  a\
dsAdSb = ------------------------- ^ -------------------------- +  (d<9 + sin 9 dn i) (L6)
and parametrize the S 4 with angles (f)1, i =  1,2,3,4. Then explicit embedding is 
desribed in the box. It looks like an S 2 which ‘fans out’ into the boundary directions 
as it comes away from 2 =  0 , although the gravitational warping means that covariant 
size of this S 2 is actually constant. Importantly, this worldvolume is entirely on the 
non-compact AdS  part of the geometry.
1The corresponding story for more general lines has not been widely studied. This would be an 
interesting avenue for research, although challenging because of the reduced symmetry of the problem.
The antisymmetric representation (Ak) loop is a D5 on AdS2 C AdS$ and S4 C 
S5. In constrast to the symmetric case, this brane has its worldvolume partly on the 
compact »S5 part of the geometry. The S 4 is embedded along a latitude of S'5, as 
described by a constant-0 slice in (1.6). The latitude Qk of the slice is determined 
by the rank of the representation, as follows. Totally antisymmetric representations 
of SU(N)  cannot be arbitrarily large, in the sense that the rank-AT representation is 
equivalent to the singlet, as can be seen by contracting with the invariant completely 
antisymmetric tensor eai"'aM. This means there cannot be more than N  — 1 rows in 
the Young tableau (this contrasts with the symmetric case, since a single row can be 
arbitrarily long (see figure 1.2.) This means that as we take k , N  —»• oo with the ratio 
/  = k / N  (which is held fixed in the limit) takes continuous values in the range [0,1), 
which is mapped to the finite range of the 6 coordinate. In particular, loops with small 
/  are mapped to branes near the North pole of S 5. As /  increases, the brane is pulled 
down over the sphere, and at /  just below one the brane is near the South pole. The 
equation mapping rank to latitude is 6k — sin Of- cos Ok = 7r / .
Figure 1.2: The antisymmetric (left) vs. the symmetric (right) representations of SU(N ): 
whereas a column can be at most N — 1 boxes tall (if we want to avoid redundancy), a row 
can go on forever.
In each case, symmetric and antisymmetric, the SL(2, R) subgroup of the conformal 
transformations preserved by the straight Wilson line is realized through the SL(2, R) 
isometry of the AdS2 factor in the worldvolume, and a non-zero flux For = F  ^  0 
indicates the dissolved FI sources. These embeddings are described in their respective 
boxes., where we also note the preserved supercharges of the configurations, which
agree with the field theory. The matching between the supercharges on either side 
of the duality is worked out in appendix B - the spinors cSiC make reference to this 
appendix; X  and 3 are complex conjugation and multiplication by i, respectively.
D3
In the coordinates (1.6), the brane embedding is (in units 2na' = 1, k = ^ 77):
z = cr] t = <r° r = kz  
ip - <7 3 0 = a 1
where cr0,1,2,3 are the worldvolume coordinates.
A d S s boundary
r
z
Calculating the induced metric, we find
(da0)2 + (da1)2
dsind = 0  + k4
which is the product of AdS2 (radius \ / l  + k 2 ) and an S 2 (radius k ) .
SUSY conditions: We use the kappa projection conditions for the D-brane 
to see which supersymmetries of the background are preserved by this embedding:
r„  =
1
Vl  -  F 2
7 r0es =  0 , 7 rucrO, _ +^c
D5
Embedding:
z = crl t = a° x 1 = 0 
= Ok = constant 0 a =  aa
where Ok is related to the rank of Ak by Ok — sin ^  cos =
AdS5 boundary
SUSY conditions:
r K =
s / l  -  F 2 tz4>i<j>24>34>4'
F T 3
7 r0es =  0  . 7 ruec = +ec.fO, _
1.5.2 B u b b lin g  g e o m e trie s
For generic representations in which dim[^ R] ~  0 ( N 2) or higher, the actions of the 
probe D3/D5 branes become S d b i+ w z  ~  0 ( N 2) and backreact on the AdS$ x S 5 
geometry. The description must now be a smooth solution of 1 IB supergravity with the 
appropriate symmetries and fluxes. These were constructed in an impressive series of 
papers [4, 22, 23]. The idea in constructing these geometries is represent the symmetries 
of the Wilson loop as isometries of the spacetime: 5L(2,R) becomes A dS‘2 , the spatial 
rotational symmetry 50(3) becomes 5 2, and the 50(5) preserved R-symmetry becomes 
an 5 4. In order to incorporate these we make an ansatz for the geometry as a fibration 
of all of these spaces over a ‘base’ Riemann surface £: The metric ansatz is
dsj0 =  e2 '4 ds2AdS2 + e2 /*d.s| 2 T e2(7 ds | 4 + h2(dy2 + g2d x 2) (1.7)
where A, B, C, g and h are functions of x  and y , i.e. we have the three factor spaces 
fibered over E {x,y). We also make appropriate ansatze for the field strengths
F5 =  (1 +  *)d / Avol{S4) (1.8)
F3 = f 3 Avol{AdS2) (1.9)
H3 =  h3 / \vol(S2) (1.10)
4, = <j>(x,y) C<°> =  0 (1.11)
It so happens that by plugging these ansatze into the supersymmetry variations (‘BPS 
equations’) of IIB supergravity and solving them, we automatically solve all the equa­
tions of motion and Bianchi identities. The BPS equations reduce to a set of non-linear
differential equations on E. Remarkably, it is possible to linearize them [23] and there­
fore to find a complete solution to the problem of backreacting Wilson lines.
The emergent picture is this - the whole solution is determined by two real harmonic 
functions fiQ, hp on E. An important role is played by the boundary of E. Since the 
imaginary and real parts of any holomorphic function are harmonic, we may always 
choose our coordinate 2 = x+iy  on E such that y =  hp, and we then choose the real axis 
hp — 0 to be the boundary of E, such that E is the upper half-plane. This boundary 
is not to be confused with the boundary of AdS$ - rather it is a certain privileged 
line inside the geometry which will in general only intersect the AdS  boundary at one 
point, which we can take to be the point at infinity. We have now fixed some of the 
diffeomorphism invariance, and the solutions are described completely by ha. In order 
to have a smooth geometry, we must impose either vanishing Dirichlet (D) or Neumann 
(N) boundary conditions on ha on the y — 0 line.
The product of the radii of the two spheres vanishes on the real axis: eB+c oc hp, 
therefore along this line either the S 2 or the S 4 must shrink to zero size. Also, ha is 
proportional to ec  times some never-zero function. Therefore for (D) segments of the 
axis (when ha vanishes) the S 2 radius eB is non-vanishing, while for (N) segments S 4 is 
non-vanishing. If we take paths straddling these regions, as in figure 1.3, we find non- 
contractible S'3 and S 5 homology cycles1. These homology cycles are like ‘holes’ in the 
geometry, so the backgrounds have been dubbed ‘bubbling’. The integrals of and P5
1This is because fibering an S d~1 over a line interval such that its radius only vanishes at the end 
points produces a space that is topologically an S d.
ec=0
F igure 1.3: The homology cycles of the ‘bubbling’ geometries corresponding to  straight 
Wilson lines in 0 ( N 2) representations. Here we picture a representation involving a rect­
angular tableau as in figure 1.4.
Figure 1.4: Rectangular Young tableau corresponding to the bubbling geometry in figure 
1.3. The lengths of the sides should be scaled up to 0 ( N ) .
over these cycles are related to the sizes of different blocks in the corresponding Young 
tableau - for example, in figures 1.3 and 1.4, the width of the tableau is proportional
to the integral of over the S3, while its height is proportional to the integral of F5 
over the right of the two smaller S ° ’s.
1.5.3 C irc u la r  loop  e x p e c ta t io n  values
We note that all of the above straight line D branes have vanishing 011-shell action, 
confirming field theory expectations. The on-shell action for these so-called ‘bubbling
geometries’ does not seem to have been calculated, but the expected value is 5'on-shell =
0. Some progress in this direction was made in [24]. There are two subtleties: finding 
10-dimensional counterterms, and knowing which action to use for the self-dual five- 
form F5.
As noted before, upon conformal mapping to a circle the expectation values of these 
loops pick up an anomalous contribution from infinity. The corresponding string/D 
brane embeddings are known [25] (they are obtained by performing an £0(4 ,2) trans­
formation in AdS*> on the straight line embeddings), and they have non-zero actions. As 
an example, let us take the fundamental representation, dual to a fundamental string 
(FI). For a circular loop of radius R , in coordinates (1.6) we find the embedding
t =  0, 2 =  \ JR 2 -  r2 , r = a 1 , 'ifj = ^  , </> =  <x° , 0 =  0' =  0
which solves the equations of motion for the Nambu-Goto action. The on-shell action 
is
S n g  = Tp i  J  V det gind = 7>i /  ^  1(7)2 ^ 1 +  2'(r)2
fR A~
= —27rR.T / - j  =  (—27T + divergent) T L 2 
J e z
where we have restored the AdS  radius L in the final expression. Thus, using the saddle 
point technique and adding a counter-term to cancel the divergent piece in action, we 
find a prediction for the expectation value of the circular fundamental loop at large A:
(Wn ) =  exp(-5^nGshe11) =  exp(2?r L 2 TF1) = e x p (^ )  = e ^  (1.12)
Where we used the string length ls = Vo'.
There are corresponding calculations for circular versions of the D3/5 branes de­
scribed above - we only quote them here. For the antisymmetric case Afc, in the A 1 
limit, this takes the value
W  ~  e^Ny/\sin3ek (L13)
while for we have
As in the straight line case, the D5 brane embedding for the circular case is specified by 
the rank k / N  alone, therefore the dependence on A and N  in (1.13) can be worked out by
simple considerations: it is the exponential of the action of a D brane S  1 /{.9al*), and 
all of the brane dimensions are fixed by the AdS  radius L. Therefore the expectation 
value must take the form exp(-^ ^  9 ( f ) )  =  exp(iV\/A g ( f ) ) ,  for some function g ( f ) .  In 
particular note that in this expression the size of the brane in string units is measured 
by the parametric dependence of the exponent on A.
1.6 Localization and m atrix m odels
We now describe the remarkable work done by Pestun in [10]. It turns out that when 
an !N =  2 gauge theory is placed on a (round) Euclidean S4, Wilson loops preserving 
a certain supercharge can be calculated exactly using a (0 +  0 )-dimensional matrix 
model. That this is so can be deduced using the old technique of localization of the 
path integral ([26] and references therein.)
1.6.1 G eneral loca liza tion  argum ent
The basic idea is the following. Let there be a QFT invariant under a fermionic su­
percharge Q which squares to some 1/(1) bosonic symmetry. The action S  is invariant, 
as is the measure T>4>, ((f) respresents all fields.) Consider the expectation value of an 
operator 0  which is Q-invariant:
(0 ) =  J  V ( f ) O e - s
Now let us deform the action by a positive-definite Q-exact term, with some coefficient 
t E M+
( 0 ) t  =  J  V ( f ) 0 e - s - t { Q y }
then differentiate with respect to t :
§-t (0 )t = -  f
=  -  J  Txf, {<5, 0 V e ~ s ~ ‘ } =  0
The last equality follows since the integral is a total variation in field space, and holds 
if appropriate boundary conditions are specified. Thus (0)t = (0) V£. The idea 
is now to send t —> oo, in which limit we may use a saddle point approximation to
the path integral. Since {Q,V}  > 0 , the saddle points are those field configurations 
giving {Q, V} = 0. We say the integral has ‘localized’ onto this locus. The standard 
prescription tells us to evaluate the exponent at the saddles, multiply by the fluctuation 
determinant of the fields, and then sum over saddles.
1.6 .2  T he case o f S U S Y  Y ang-M ills on  S 4
Pestun begins by considering N =  4 SYM on a Euclidean 5 4 of radius R. The com­
pact Euclidean space is convenient for the purposes of calculating functional deter­
minants, since then the spectra of kinetic operators will typically be positive definite 
and discrete1. He formulates the theory as a dimensional reduction from 10D NT = 1 
SYM on T6 as in section 1.1, regarding a:1-2,3,4 as four unreduceci coordinates. 
We have the bijection R4 <-> S'4, by viewing R4 as embedded in R5 (Y 1,2,3,4,5) with 
( X b — R )2 + ^ / = i ( ^ 7)2 =  -R2 and considering the stereographic projection (as de­
picted in figure 1.5):
X ^
=  ______
1 _ X 1
1 2 R
In this mapping, \x\ =  2R  maps to the equator. Note that locally it is a conformal 
transformation, since <754 =  ---- ^ — gK4. However there axe global issues, since this
(1+z b )2
conformal factor vanishes as x^ —> 00 so that all points on a large S'3 C R4 map to a 
single point (the North pole.)
The SUSY parameter e must be a conformal Killing vector on S4, which we can 
write as
€ = , 1 (eg +  ^ 7m£c)
This satisfies
1Note that although the Majorana-Weyl condition is not consistent Euclidean space, and we there­
fore must consider complexified spinors, we can instead think of integrating over two independent 
spinors \&, but taking the contour to be such that 'k =  'k.
Figure 1.5: The stereographic projection: the S 4 sits with its South pole resting at the 
origin of R4 (green). A point on the equator (red dotted) of the sphere is mapped to a 
point on a circle (blue) of radius 2R on the plane.
Since the localization argument involves the SUSY invariance of fields inside the 
path integral, it is necessary to close the supersymmetry transformation Q off-shell. 
While it is not known how to close supersymmetry algebras off-shell for more than four 
supercharges using a finite number of auxiliary fields-', there does exist a prescription, 
due to Berkovits [27], to close the 1 0 D IN' — 1 (equivalently the 4D IN’ =  4) algebra off- 
shell for any one given supercharge. Seven real auxiliary scalar fields K \  (A = 1 , • • • 7) 
are necessary. The action takes the form
S = —J ~  J  A4xlr( 4  F m n Fm n  -4'7M£>a,'I' + + ] (1.15)2 -w,v , R2
and is invariant off-shell under the supersymmetry transformations
8, A m =
<5,4- = § 7  MNFMn  + + K a va
8fK A =
where uA are seven MW spinors satisfying
f 7  Mva
uA l  VB =  8AB e 7  e
2But using ‘harmonic superspace’, which contains an infinite number of fields, we can close the 
algebra for 8 supercharges simutaneously. The complete off-shell closure of the 16 Poincare SUSYs of 
the N = 4 theory is, to the best of the author’s knowledge, still an open problem.
Provided these conditions on the 174 are satisfied, the supersymmetry algebra closes. It 
can be shown that for any given e we can always find seven such spinors 174, but their 
form will not be relevant to our computations - suffice to say that they exist. Also note 
that, although the SUSY transformation look like they are indepedent of i?, R  does 
appear in because of (1.14) - indeed the variation of the conformal scalar mass 
term is cancelled by a term in the variation of the fermion kinetic term.
The supersymmetric operator 0  whose expectation value we will be interested in 
computing is the Wilson loop around the equator with constant unit scalar coupling. 
This is defined by setting ro =  2R  in the flat space circular loop of section 1.3.2 
and mapping to the equator of 5 4 using the stereographic projection. Therefore the 
supercharge Q which is used in the localization should satisfy the projections (1.5) for 
that loop - this is condition (a) below. Explicitly, we demand that Q being generated 
by a SUSY parameter e subject to the following conditions:
(a ) =  27?7012^
(b) 7 5678es = cs
(c) 7 1234es =  - c 8
In this notation we have reduced over x 5,6,7,8,9 and Euclideanized coordinate x°, pro­
ducing scalars 00,5,6,7,8,9- So sending 7 0 —*7 ° and comparing with (1.5), (a) are the
SUSYs preserved by a circular loop of radius 2R, i.e. equatorial on 5 4, (b) restricts to 
the N = 2 superconformal algebra, and (c) fixes the chirality of e so that the algebra 
closes onto the SO(5) isometries of S 4 rather than the full 50(5 ,1) conformal group - 
this means that localization is compatible with an Isf =  2 mass deformation.
As mentioned in section 1.1.3, we can move from N =  4 SYM to pure N = 2 SYM 
by restricting the spinor to 7 6789^  =  We may then add hypermultiplets in any 
given dimension of SU (N ) - we do not write down the action or field transformations 
here. The only place in which these fields enter is in the 1-loop determinant , which we 
discuss later.
The preceding restricts e to four real independent components. In order to com­
pletely specify it, we require that its bilinear vM = c generates in its spactime (p.) 
components equal U( 1) rotations in the (xl —x2) and (x3- x 4) planes. The internal
components should be
i
— cos 0 
0
and the normalization is such that =  sin0, where 6 is the polar angle on S4.
The i comes from the Euclidean signature, and does not cause problems.
We must now chose a Q-exact localizing term - in Pestun’s case it is V  =  Tr {Q , 'I'}).
Thus the bosonic part of the deformation is positive definite:
{Q, V } |bosonic =  T*" ({Qi > {Qi ^}) Ibosonic ^  0
The locus of saddles then consists of those configurations for which = 0. This
condition turns out to be very restrictive. The result is that, if we only consider smooth 
field configurations, we must have
(p o =  constant = a 
K a = 2 (ua e)a 
all other fields = 0
The path integral therefore reduces to a integral over the entries of the adjoint scalar 
zero mode a, i.e. a zero-dimensional matrix model. Since the original path integral 
had S U (N ) gauge invariance, this is inherited by the matrix model. Indeed the gauge 
invariant information about an adjoint-valued matrix a is given in terms of its eigen­
values {a*} (here the i index labels the eigenvalue, i = 1, • • • TV, should not be confused 
with the index labelling the scalar as earlier - for the rest of this chapter we will only 
use i to label the eigenvalue.
The integrand of the matrix model will have the following factors, corresponding 
to the implementation of the saddle point method. The first is the action evaluated on 
the saddle. This has two contributions: one from the conformal coupling of the scalars 
to the curvature of S'4, and one from the auxiliary field term K AK A:
1 V{S4) , n _  2 87T2i?2 2
S  saddle =  ~ 2 — 7>2~  ( 2  +  1 )  G =  ------ 2— a
% R %
I,9 =
V 5,6,7,8 _
where we have replaced gyM with the bare coupling go, in anticipation of its renorml- 
ization.
The second factor comes from the one-loop fluctuation determinant - this is simply- 
given by the product of determinants of the field kinetic terms, when expanded around 
the saddle. As usual, this is given by the product of eigenvalues of the kinetic terms 
- here we must include the contribution of any extra hypermultiplets we have added. 
In general it will have a UV divergence which must be appropriately dealt with. We 
can write the determinant as (we specialize to the case of S U  (N ) gauge group with N f  
massless fundamental hypermultiplets, as in our applications):
where zo is a (divergent) constant which can be taken into the normalization of the path 
integral, and we have cut off the Fourier sum at some UV scale no = AR. This formula
in [44] - though a more straightforward calculation should be possible, working directly 
with the action (1.15).
At large no we can write
with 7  Euler’s constant.
When we combine this determinant factor with the classical action factor, it becomes
=  zoeR2(2N Nf ^ ^ n =i rj)(X)ja?) x (convergent)
is derived quite formally in section 4.4 of [10] using index theory, and is also discussed
71=1
possible to absorb the divergence by renormalizing the ’t Hooft coupling A = g2N.  
Explictly, we write
R 2+ R 2( 2 N - N f ) ( ' Y+log A0R))  £ i  a;
87f2jV R2 = 0 Aren
where we have defined Aren = A through
87t2N  8tt2N  —  + ( 2 N  -  N f ) (7  + logAofl) - —  -----
^0 ^ren
8 n 2 N
This can be expressed in terms of the dynamically generated scale A = Aoe7e Ao as
8 n 2 N  ____1
AR = e A 2N~Nf (1.16)
which agrees exactly with the NSVZ beta function (1.1) when we identify the dynamical 
scale with the renormalization scale /z. Since localization is an exact technique, (1.16)
NSVZ formula is also exact. Since the anomalous dimensions vanish, this is a one-loop 
result. It is independently known that 'N = 2 beta functions are one-loop exact [28] 
- in the present case this fact follows from the saddle point limit. Specifically, when 
N f  = 2N  there is no divergence, indicating a conformal theory with exactly marginal 
gauge coupling. This matrix model has interesting scaling behaviour, which we examine 
in the next chapter.
In addition to these factors, there will be a term that arises when we go to the 
diagonal gauge for a. This is known as the ‘Vandermonde determinant’:
As noted before, the supercharge used in the localization leaves invariant the Wilson
the operator insertion of this Wilson loop into the matrix model. The insertion reads
The exact form of this in terms of the eigenvalues {a^} will depend on the representation 
IR of the loop - a fact that will be important later.
Putting all of these elements together, we find that the matrix model computing the 
expectation value of the supersymmetric equatorial Wilson loop with constant scalar 
coupling and in a representation IR, in N =  2 SYM on a Euclidean S'4, coupled to N f  
massless hypermultiplets in the fundamental representation, is
demonstrates in the case of N =  2 theories (at least when placed on 5 4) that the
det(Vandermonde) = (a* — a^)2
i<j
line with constant scalar coupling which wraps the equator of 5 4. Lastly, we must make
( W r ( C ) )  =
V o \ ( S U ( N ) )
1 / (n dai) ■IZinstMpTrae2™
(1.17)
where
(1.18)
There is one factor in (1.17) which we have not mentioned - this is the instanton factor
theory on R4. However, in our applications we will be interested in the large-iV limit in 
which we expect instanton contributions to be exponentially suppressed, and a careful 
consideration of these terms confirms this expectation [30].
The result can be extended to include Na hypermultiplets in the adjoint represen­
tation:
1.7 M atrix m odels: large N  and saddle points
It is an old idea that the path integral of an S U (TV) gauge theory, in the limit N  —> oo,
general this has proved difficult to find (in a sense, AdS/CFT proves an answer at least 
for N = 4 SYM with A —> oo). However, in 0-dimensional matrix models like that of the 
previous section things are more tractable: in the large-N  limit, the integral over the 
matrix eigenvalues is dominated by a single ‘saddle point1 eigenvalue configuration (or 
possibly some discrete set of them). Since in this limit the number of eigenvalues also 
goes to infinity, it is convenient to work with an eigenvalue density instead of individual 
eigenvalues. This will be a real-valued function on the space in which the eigenvalues 
take their values. Therefore in the case of a single Hermitean matrix it is simply a 
function p(x) on the reals x 6  JR.
By saddle point distribution, we mean so in the standard sense of a saddle point 
approximation to the path integral, which becomes exact in the limit N  —» oo. The 
point is best explained by working explicitly with a simple model: the Gaussian matrix 
model which obtained by coupling one adjoint hypermultiplet to N =  2 SYM in our
|£inst(a)|2- ^inst is Nekrasov’s instanton partition function [29] for the equivariant
(WR{C)) = Vol (SU(N))
1 ~^rJ2 iai TT r T i < j aj) H  (ai aj) 
rii<, H 2N°(a i -  a-,)
(1.19)
. . . n -7 ^ | W « ) | 2 T V * e -  (1.20 )
should be governed by a single field configuration, known as the ‘master field1 [31]. In
setup, i.e. N j  =  0, N a = 1 in (1.20). This is just Jsf =  4 SYM on 5 4. Futhermore in 
turns out that the instanton factor is precisely unity in this case. Let us also remove 
the Wilson line insertion - then we are calculating the free energy of the theory, F  = 
~ { ^ / N 2) log Z:
we now take the Vandermonde factor inside the exponent, to produce an ‘effective 
action’
Seff =  ~ 2 i^2  S log(a* -  ai) (L22)A 1 N 2
i i < j
so that whole integral is now
z  Vol(SU(N)) /  ( n ^ J e N ^
Now 1/N 2 is playing the role of h in a standard quantum mechanical saddle point 
method. To proceed we must find the saddle point. The condition for this is that Seff 
is minimized with respect to all eigenvalues. Differentiating (1.22) with respect to an 
eigenvalue on we obtain
8tt2 1 ^—r 1 ! . .
— a* -  — > --------- =  0 (1.23)A N  ^  on -  a* v ’
We now must take the continuum limit, by passing to the (spectral) eigenvalue density
1 N
i= 1
which becomes a (piecewise) continuous function in the limit. Then (1.23) can be 
written as
p(y) 8?r2/ * (1.24)x - y  A
where f  denotes the Cauchy principle value of the integral, since the integrand has a 
simple pole at x = y.
This integral equation is solved by an eigenvalue density which has support only in 
the compact intervalLarge-iV eigenvalue distributions with compact support are typical
in matrix models such as these. — \/A/(27r) < x < +\/A/(27r), the so-called ‘Wigner 
semi-circle distribution’
(1.25)
We might therefore say that this configuration of scalars is the master field for N =  4
field - since the Wilson loop is a supersymmetric observable, we are justified in expecting
the path integral. Indeed, this is just what the localization procedure is doing for 
us: it tells us that a very particular locus of field space is all that contributes to the 
expectation value of this BPS object. The large-N  limit, we might say, further finds 
the intersection of this locus with the master field.
Using this saddle point distribution, we can now calculate the expectation value of 
a Wilson loop in the fundamental representation:
The large-A result (1.27) is in agreement with the result (1.12) from the saddle point 
evaluation of the string action. The extra power of A outside the exponential in (1.27) 
comes from contributions of ghosts when fixing residual conformal gauge symmetry of
SYM on 5 4. However, we do not know that this is the only component of the master
that other parts of the master field configuration have cancelled out when computing
(1.26)
Expanding at large A we find the leading piece is
(1.27)
Where ~  denotes the leading term in A. On the other hand, expanding at small A we 
obtain
(IVb) =  l  +  ^  +  0(A2)
the 2D metric1. Discussion of the matrix model computations of loops in more general 
representations is delayed until the next chapter.
lrThe correct normalization for these modes seems to be slightly non-trivial to derive, however. See 
for example section 3.1 of [32] for some discussion on the issue.
Chapter 2
SQCD and large rank W ilson  
loops
In this chapter we consider N = 2 SQCD, that is N =  2 Yang-Mills coupled to N f  
massless fundamental hypermultiplets, on 5 4 as described in section 1.6. Most of the 
chapter in concerned with an example interesting for holography, namely the N f  =  2 N  
conformal theory. Finally in section 2.8 we consider the N f  < 2N  non-conformal case.
2.1 N f  =  2 N  W ilson loops
Recently, Passerini and Zarembo [30] explored properties of Pestun’s matrix integral for 
the N f  =  2 N  N = 2 conformal theory in the large-N  limit, and deduced the behaviour of 
the circular Wilson loop in the fundamental representation at strong ’t Hooft coupling. 
The focus of the present chapter is to use the large-N  matrix integral for the 1ST = 2 
SCFT to explore properties of supersymmetric Wilson loops in large representations, 
when the rank of the representation is of order N .  Our primary motivation is to 
compare and contrast the results with corresponding quantities in the !N = 4 theory at 
strong coupling, and hence draw inferences about the possible nature of the large-AT 
string dual, if any, of the N =  2 SCFT.
Finding a string dual to this theory in the large-./V Veneziano limit [33] at strong ’t 
Hooft coupling, is a long standing problem. Recent proposals in this direction include 
[34-37]. In all cases the proposed backgrounds either contain regions of high curvature 
or are partly non-geometric as in [34, 37]. It is therefore interesting to ask if field
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theory probes such as Wilson loops can shed light on features of a putative large- 
N  string dual. Experience with the N = 4 theory indicates that Wilson loops in 
generic (large) representations can indeed act as effective probes of the dual geometry. 
In particular we saw in section 1.5 that Wilson loops in symmetric and antisymmetric 
tensor representations are computed by probe D3 and D5-branes in Ad,S§ x S'5 [4, 25, 38- 
43]. These have world-volumes AdS2 ~xS2 C AdS$ and AdS2x S 4 (S 4 C S5) respectively, 
and are thus sensitive to different aspects of the geometry.
In [30], a careful evaluation of the circular Wilson loop in the fundamental represen­
tation was performed at strong coupling in the N = 2 SCFT, making use of the Pestun 
matrix model. Interesting, there is a non-exponential growth of its expectation value 
with A at large A1. This is to be contrasted with the circular Wilson loop in AT = 4 
SYM, which grows exponentially at strong coupling as ~  e ^ .
The behaviour follows from a particularly curious feature of the Pestun one-matrix 
model for the A\  N =  2 SCFT: the \aige-N eigenvalue distribution has an infinite 
support at infinite ’t Hooft coupling, but most of the eigenvalues remain at finite values2. 
The limiting form of the eigenvalue distribution does not describe the fundamental 
Wilson loop, since the latter follows the end point of the distribution and so diverges 
in the limit A —> oo. However, in this chapter we show that the limiting distribution 
does describe Wilson loops in large enough tensor representations.
Specifically, Wilson loops in the antisymmetric tensor representation with rank k 
of order N  can converge to a result that is independent of A. In the large-iV limit 
with /  =  fixed, we find that the antisymmetric Wilson loops are determined by 
the endpoint of the eigenvalue distribution only for /  Vln A/A 1, and beyond 
this range approach a regular limit determined completely by the limiting eigenvalue 
distribution at infinite ’t Hooft coupling. This behaviour strongly suggests that the 
internal/compact factors in the large-N  string dual, probed by the corresponding D- 
branes, remain highly curved or non-geometric as in [34].
The situation with Wilson loops in the symmetric tensor representation of rank k 
turns out to be somewhat different. Their expectation values are determined by the 
endpoint of the eigenvalue distribution at strong coupling and essentially track the
1The non-exponential dependence had already been deduced via scaling arguments applied to the 
associated matrix model in [44].
2This was realized in [30]. In earlier work [44], it was noted, using scaling arguments that the  
eigenvalue density approaches a limiting shape.
behaviour of the fundamental Wilson loop up to a critical value of /  =  f c ~  \/ln A/A. 
Beyond this point the Wilson loop experiences a non-analyticity characterized by the 
splitting of a single eigenvalue from the rest of the large-iV distribution. A related 
non-analyticity was observed for the symmetric loop in N =  4 SYM, in [42]. In that 
case, the position of the split eigenvalue from the large-A" distribution was mapped to 
the position of the probe D3-brane in AdS5 x S 5 [4] which computes the symmetric 
Wilson loop.
The approach we use to compute the large rank Wilson loops is identical to that of 
[42]. We further emphasize the connection of the symmetric and anti-symmetric rep­
resentations to the free Fermi and Bose gas pictures. This in turn suggests a potential 
tantalizing connection to the multichannel Kondo model [45-48].
The most straightforward inference we can draw from our results is that the string 
dual to the N = 2 SCFT should have a weakly curved AdS^ part which can be probed 
by any D-branes that compute Wilson loops in symmetric representations. The expo­
nential growth of the latter with th e ’t Hooft coupling indicates that the corresponding 
D-branes which compute them must be semiclassical, bearing some resemblance to the 
situation in the A =  4 theory. On the other hand, the behaviour of Wilson loops in 
the antisymmetric representation suggests that the internal or compact factor of the 
geometry must be highly curved. Our results may be viewed as predictions for the 
tensions of corresponding probe D-branes.
2.2 The m atrix m odel
We are only interested in evaluating Wilson loops at large-A with A = g2N  fixed. We 
therefore take the continuum limit of the saddle point equation for (1.17), and specialize 
to the case at hand, 2A  massless fundamental hypermultiplets:
^ - x  -  K(x) = 9  J  dy px(y) -  K (x  -  y)^J , z e [ - / i , ^ ]  (2 .1)
H'(x)
/  px{x)6x  = l ,  K  (x) = - - i i
J —/j, H \x )
where here and in the rest of the chapter we set R  =  1 - it is simple to reinstate 
these factors when needed by dimension analysis. An exact solution of the saddle 
point equation is not (yet) known, but crucial properties of the eigenvalue density at
p\{x) can be inferred from the behaviour of function K ( x ) which appears both as a 
central force term and in the pairwise interaction of eigenvalues. As observed in [30], 
for small x, K(x)  «  2£(3)x3 while for large x, K(x)  —>• 2x\nx.  This implies that the 
pairwise interaction between eigenvalues is repulsive at short separation (dominated 
by Vandermonde repulsion) and attractive at very large eigenvalue separation. On the 
other hand the central quadratic potential (attractive) dominates at short distances, 
but is overwhelmed by the repulsive K ( x ) at large distances. Importantly, at large 
distances the one-body term K(x)  precisely counteracts the two-body force K(x  — y), 
so that for a large enough spread of the eigenvalue distribution, the behaviour at the 
endpoints is controlled by the Vandermonde repulsion and the quadratic one body 
potential.
We list below the main consequences [30] of these observations:
• The spectral density associated to the eigenvalues of the matrix model (2.1) above, 
attains a limiting form in the limit of infinite’t Hooft coupling, which is indepen­
dent of the coupling,
Po° ^  =  2 cosh ( f )  ' ^
The spread of the eigenvalues is infinite (p —> oo). An important feature of
the limiting form of Poo{x ) is that it cannot be used to yield a finite expecta­
tion value for the Wilson loop in the fundamental representation. In particular, 
=  f^°ood x p 00(x)e2'nx is divergent at face value.
• Hence, the finite A corrections to the exponential tail of the limiting distribution 
are crucial for determining the correct value of the Wilson loop at strong coupling. 
For finite (but large) A, since the force on an eigenvalue at large distances is de­
termined by the quadratic one-body potential and the Vandermonde repulsion, it 
can be argued that near its endpoints the eigenvalue distribution should smoothly 
interpolate between the limiting distribution and the Wigner semi-circle law,
P\(x ) -  -y \/V2 -  r 2 , (2.3)
The location of the endpoint p  can be estimated by requiring the interpolating 
distribution to be correctly normalized i.e., f ^ d x p \ ( x )  =  1 , assuming that the 
crossover between (2.2) and (2.3) occurs at x  ~  0(1). This implies,
A ~  yfjle"*1/ 2 , p =  — In A + __  (2-4)7r
• It is then straightforward to infer the A-dependence of (Win) in the large-A regime. 
The relevant integral is dominated by the endpoint of the spectral density, i.e. 
(2.3), so that
{Wa) = K ^ -  (2'5) 
Comparison with the standard result 1 for the Wilson loop at strong ’t Hooft 
coupling, in theories with weakly curved AdS duals [14, 32, 50-53], then suggests 
that the effective string tension is Teff = ^  In A in a putative string dual of the 
N f  = 2N  theory.
As we have seen, in the large-A" limit, Wilson loops in large representations are com­
puted by semiclassical D-brane probes in the (weakly curved) dual geometry [4, 25, 38- 
40, 42] of the form Ad,S§ x X 5. The antisymmetric and symmetric tensor representa­
tions are computed probe D5- and D3-branes, respectively. The former are probes of 
the internal geometry and their dependence on the ratio is determined essentially 
by the volume of the four-cycle inside X 5, wrapped by the puffed up D5-brane. On 
the other hand, the D3-branes are embedded completely in the AdS§ directions with 
world-volume AdS2 x S 2.
It is conceivable that the behaviour of such high rank Wilson loops in the N = 2 
superconformal theory will contain some hints of a large-A string dual. It is a priori 
unclear whether such a string dual will have weak curvatures or not, but we expect 
that exact results from field theory may allow us to draw some inferences.
2.3 A ntisym m etric representation
Given that supersymmetric Wilson loops in the N =  2 SCFT are computed by Pestun’s 
matrix model (1.17), Wilson loops transforming in various representations can be ex­
pressed as expectation values of appropriately symmetrized polynomials of eigenvalues 
of the random matrix e27ra. Explicitly, we must form the the trace of e2na in the given 
representation. Let us stop to make this clear. If we think of a as an adjoint-valued
1For large-A superconformal gauge theories with a supergravity dual (e.g. A  =  4 SYM) , the 
Wilson loop W  ~  exp(\/A i4)/A 3//4. Here A  is the area of a minimal string (disk) world-sheet in A d S,  
whose boundary traces out the Wilson loop in the dual gauge theory. The pre-factor of A_3//4 arises 
from gauge-fixing on the world-sheet and depends on the number of zero modes, determined by the 
Euler character of the world-sheet [49].
N  x N  Hermitian matrix, e2ira is a matrix in the fundamental representation. Taking 
the trace of this, we obtain
T rne27m = ^ 2  e2-7T a,
where {aj} are the eigenvalues of the N  x N  matrix a. Another way to view this is 
the following: by diagonalizing the matrix e27ra, we have moved to a particular basis 
of iV-dimensional vector space on which the fundamental acts: one for which the basis 
vectors
( V \
0
Vi  =
\ 0/
(where the 1 is in the i ’th row) satisfy e27rai>j = e2nait The trace in this representation 
is then a sum over the states (basis vectors) of the representation of their eigenvalues.
Now let us consider the rank-fc totally antisymmetric representation Ak. This is de­
fined by taking the tensor product of k copies of the fundamental, and antisymmetrizing 
in all indices. Thus the independent states in Ak with definite eigenvalues are simply 
all possible tensor products of basis vectors of the constituent fundamentals, with no 
two copies of the same vector in the tensor product (since these are not independent 
states anymore), and with only one representative from each orbit of the permutation 
group Perm-(k) acting on the k vectors, for the same reason. So each state takes the 
form
y (Ak)iii2 ~ik = vh ® vi2 ® ® vik 1 < i\ < 12 < • • • < ik < N
where we have used Perm(k ) to order the indices. Since SU (N ) acts in the fundamental 
on each of the factor spaces, this state has eigenvalue Yla=i e2naia with respect to e2na 
(viewed now as an group element in Ak). Thus the trace in this representation, which 
is the sum of the eigenvalues over all states, reads
T r Ake2na = exp[27r(ail +  ai2 + . . . a ifc)]
When inserted into the path integral, this becomes
dim(vlfc) dim(^4jt) 5 3  <exP [M °ii +  Oi3 +  . . .  ah )]>
(2 .6)
where the expectation value on the right hand side is within the random matrix model 
(1.17), and the result is normalized by the dimension of the representation, dim(Afc) =
To evaluate this, we will follow the technique of [42], assuming that the insertion
matrix model itself. This assumption is consistent in the strict large-TV limit, since the
operator introduces a ‘perturbation’ of order TV and cannot alter the large-TV saddle 
point distribution.
Since our primary interest is in the strong coupling limit of the N = 2 gauge theory, 
we will compute the expectation value (2 .6) simply by using the limiting form of the 
eigenvalue density pOQ(x). Despite the fact that this distribution cannot provide a finite 
result for the fundamental representation, we will find that large enough antisymmetric 
tensor representations (jj fixed as TV —> oo) can converge to a smooth result (at infinite 
A), independent of the ’t Hooft coupling A. (Independently of this, the Wilson loops 
for such large rank representations will always scale exponentially with TV).
The Wilson loops in the antisymmetric representation can be read off as coefficients 
of the characteristic polynomial for the matrix e27m:
This generating function for the antisymmetric representation has the form of a parti­
tion function for fermions in a system with TV energy levels - this can be seen already 
in the trace over Ak, where the same eigenvalue cannot appear twice in the exponent, 
just as in the Pauli exclusion principal. The integral over t picks out a total number of 
particles k. This connection will be made more explicit later.
The large-TV limit provides a particularly convenient representation of this expres­
sion as an integral over the auxiliary spectral parameter t, which can then be evaluated 
in a saddle point approximation,
of the Wilson loop operator does not change the large-TV eigenvalue distribution of the
matrix model exponent e7v2‘?eff is 0(TV2), whilst the insertion of the rank k Wilson loop
mm (2.7)
(2 .8)
Note that this integral representation takes in the eigenvalue distribution (at infinite
N)  as input, and can be used, in principle, to evaluate higher rank Wilson loops for any 
A. It also enjoys a symmetry under the operation k —» N  — fc, which can be understood 
by performing the variable change t and from the symmetry of p\{x).  This
symmetry is equivalent to charge conjugation, so that W&k =  WAN_k as expected for 
sources transforming in the antisymmetric tensor representation of SU(N).
-oo
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Figure 2.1: The integral along the contour C, on the cylinder yields the rank k antisym­
metric Wilson loop. The contour lies to the left of the branch cut between —p +  ^ and 
/x + 5 where p  ~ ^ In A. The saddle point on the first sheet lies on the real axis at zsp, well 
away from the branch cut.
Another feature of the formula (2.8), is that the exponent (as a function of t) has a 
branch cut singularity. This branch cut arises from the N  zeroes of the characteristic 
polynomial coalescing in the large-./V limit to form a continuum. The branch points 
are at t = —e~2n^  ~  —A_4 (lnA) 2 and t = —c2n^ ~  A4 (lnA)-2 . In the limit of infinitely 
large ’t Hooft coupling the branch cut stretches along the entire negative Taxis, and 
we must be careful whilst considering this limit to evaluate the Wilson loop.
In the limit k. N  —> oo with fixed, the Tintegral can be evaluated by the method 
of steepest descent. The condition for the existence of a saddle-point in the t-plane is 
then,
r  dx PX^ -------/  =  0 , /  = 4 -  (2.9)1 + e2™t N  v '
An interesting and potentially useful interpretation of the system can be obtained by 
adopting a different parametrization,
t = e-2"*. ( 2 . 10)
This maps the plane to the cylinder with a branch cut along —p +  |  < z < +p +  |
(figure 2.1). Along the branch cut the integrand develops an imaginary part. Given the 
analytic structure of the integrand, we can use this procedure as long as the location 
of the saddle points is away from the branch cut singularity. With the exponential 
parametrization, the saddle point equation acquires a nice interpretation,
This equation gives the occupation number of fermions in the presence of a chemical 
potential 2: and with a density of states p\. Depending on the specific form of p\{x), we 
may be able to infer an effective ‘temperature” of the system by appropriate rescalings 
of the integration variable.
2.3 .1  In fin ite A lim it
The large-A distribution function has the property that its endpoints run off to infinity 
in the limit of infinite’t Hooft coupling. We know that the fundamental Wilson loop 
(2.5) diverges in this limit because its expectation value is dominated by the largest 
eigenvalues in the vicinity of the endpoint of the eigenvalue density p\. However, we 
can expect large rank representations to behave differently. While individual terms 
in the sum (2.6) may diverge as A is taken to infinity, in the limit of large k , TV with 
fixed, the total number of terms in the sum grows exponentially with TV. As the 
distribution poo is peaked about x =  0 , a majority of eigenvalues reside in the bulk 
of the distribution and their contribution to the sum can dominate the result for high 
rank representations. Indeed, this is precisely what occurs.
The integral representation for the antisymmetric loop at A =  00 explicitly reads,
Despite the fact that the integrand in the original expression (2.8) for Wa w is manifestly 
periodic under 2 —> 2 +  T, its explicit form above in the A —)■ 00 limit, is only periodic
(2 .11 )
W O h -to o  =  exp N  (2 !" (cosllT  +  7 2 )  -  ( /  -  5 ) 2lrz + ln4) ■ (2-12)
under the shift 2 —>• 2 + 4i. This is due to the branch cut shown in Figure(2.1) which 
now has an infinite extent.
The large-TV saddle point equation follows directly from the above result,
This equation has distinct roots with Im 2 =  0 and Im z  = 2i. For the moment, we 
focus our attention only on the real root. The complex root lies on a different sheet, due 
to the branch cut discussed above. We find one saddle point on the real axis satisfying,
c o t h ( |2sp) =
/
(2.14)
As a function of / ,  in the domain 0 < /  < 1, 2sp takes on all values on the real axis. 
For small /  and /  approaching unity, the saddle point runs of to infinity,
s^p =  |  in /  +  . . . ,  /  «  1,
=  - 2  ln ( l - / )  +  . . .  , (1 -  / )  «  1 .
A nice property of this solution as a function of / ,  is that
zsp{f) — ~ Zsp(l — / )  •
(2.15)
(2.16)
This reflects the symmetry of the integral representation for the antisymmetric Wilson 
loop, under z —z accompanied by the replacement /  —> 1 — / .  In the free fermion 
interpretation, 2sp acts as a real chemical potential. Since the distribution Poo(x) is 
independent of A, the effective temperature for the Fermi-Dirac distribution in (2.11) 
is 0 (1).
We now proceed to evaluate the Wilson loop itself. After deforming the contour to 
pick up the saddle point contribution (formally, before taking the A —> oo limit) from 
the first sheet, we have
sinh (§z8p)
A—too exp N  2 In sp (2.17)
The explicit expression is not particularly illuminating, but the expansion of the expo­
nent in a power series in /  =  ^  is interesting:
k
N <<U 
(2.18)
The most notable features of this formula1 are the non-analytic (logarithmic) de­
pendence on /  for small / ,  the complete absence of any dependence on the ’t Hooft
1Note that our definition of Wa*., (2.6), does not include the normalization factor given by the 
dimension of the representation.
coupling A and that beyond the leading order, subsequent terms are organized in a 
power series in (as opposed to 775, for instance). The logarithmic behaviour is an 
immediate consequence of (2.17) and that zsp ~  In /  for small / .
2.3 .2  Large but fin ite  A
For any finite value of the coupling constant, the eigenvalue distribution has a finite 
extent [30], and the exponential tail of p\(x)  smoothly matches on to a Wigner semi­
circle distribution which vanishes at |x| =  p  ~  ^ In A + .... In the fixed k, large-N  
limit, we expect that the value for the (exponent of) the antisymmetric Wilson loop 
is k times that of the fundamental loop (from large-AT factorization). The result for 
the fundamental loop (2.5) depends on A, whereas we have seen that for large enough 
representations with /  =  77 fixed, the observables have a A-independent limit at large 
A. We will now see how these two results can be reconciled.
To understand that there must be a qualitative change in the behaviour, we do not 
need the explicit form of p\. All we require is that the eigenvalue distribution has a 
finite extent for finite ’t Hooft coupling. In particular we know that the distribution 
is non-zero only in the domain —p < x < p .  The relevant question is whether the 
solution to (2.9) is sensitive to this finite extent of the distribution. When /  is taken 
to be sufficiently small, we can find a saddle point with e~2nz e27r/i, by expanding 
(2.9) in powers of e2nz and keeping the leading term
e-2„z 1 r  d x p ^ x ) e-2nx =  1 ^  _ e- 2„* >  e2„„ (2 j g)
J J  —jj, J
We already know that (Wn) ~  e37r/1/ 2 ~  A3/(lnA )3/ 2 at strong coupling, and therefore 
the above solution applies for small /  such that
/  <  e-7r/X//2 ~  A-1  Vh^X <  1. (2.20)
Substituting the small /  saddle point into the integral representation for the antisym­
metric Wilson loop, we obtain
^  ^ L ^ e x p ^ l Z  +  Z l n f r 1^ ) ) ] )  =  ( W D ) h . (2.21)
Note that the overall normalization given by the dimension of the representation is
precisely cancelled by contributions to the exponent at the saddle point. Therefore,
explicitly, we have
\3 k
f° r f « e~*W2- <2'22)
Hence, the antisymmetric Wilson loop at strong coupling exhibits a crossover from 
A-dependent behaviour (2.22) for <C A-1  \/ln A to a A -independent limit (2.18) for 
parametricaly larger /  =  77 • We do not know if the cross-over is actually smooth, but 
given that the saddle-point 2sp (see figure(2 .2)) is located well away from the branch 
points, we do not expect non-analyticities in the associated configuration. Furthermore, 
we have not seen evidence of more than one saddle point, so a first order transition 
due to competition between two or more configurations appears unlikely. Settling the 
actual nature of the crossover behaviour described above will require a more detailed 
analytical or numerical understanding of the finite-A eigenvalue distribution.
2.4 Com parison w ith  N  =  4 SYM
A comparison of the result above with the corresponding one for N = 4 SYM is quite 
useful. We showed in section 1.7 that circular Wilson loops in Jsf =  4 SYM are computed 
by the Gaussian matrix model, whose saddle point density is the Wigner semi-circle 
law (1.25). Using this eigenvalue distribution and upon rescaling variables in (2.11), 
x  = ^  x and 2 = ^ 2 , the saddle point value of the rank k antisymmetric Wilson 
loop is determined by the condition,
-  f '  = / .  (2.23)
7T J - \  1 +  e V \ ( x - z )
The crucial difference with respect to the N =  2 theory studied previously, is the explicit 
dependence on th e ’t Hooft coupling of the Jsf =  4 theory, which now plays the role of 
the temperature of the Fermi-Dirac distribution.
The limit of infinitely strong coupling (A —> 00) can be interpreted as a ‘zero tem­
perature’ limit for free fermions and therefore all Fermi levels x below the chemical
potential 2 are ‘occupied’, whilst all x > z remain ‘empty’. Hence, the saddle point 2sp
is determined by setting the total number of fermions (eigenvalues) in the ground state 
to k
2 r*sp /-----------  k
-  J  dy yj 1 -  x 2 =  — . (2.24)
This leads to the known result, quoted at the end of chapter 1 [4, 39, 42],
/  2 \/A \  1 k
(w^4fc)N=4 |A_>00 =  exp ( N  sin3 9k 1 , ~{6k -  sindk cosOk) = — . (2.25)
This result is only valid when A —> oo. For any finite A, our free fermion interpretation 
above shows that there will be corrections due to occupation of all levels above the 
chemical potential. It would be interesting to look at the detailed form of the cor­
rections to the infinite coupling limit. The leading corrections include powers of A-1  
and exponentially suppressed terms ~  e_v^ 1- l2spD which are suggestive of world-sheet 
instanton corrections to the D5-brane saddle point. In the free Fermi picture, these cor­
rections can be thought of as contributions from excited levels at a finite temperature 
of order A-1/2.
The salient features of the formula (2.25) are the dependences on N  and y/X. The 
exponential growth with N  is due to the large k limit with k ~  0(N) ,  while the 
factor of y f \  is a consequence of the large ’t Hooft coupling. In the IIB string dual 
description on AdS§ x S 5, the dependence on N  and \/X arises straightforwardly from 
the tension of a semiclassical D5-brane wrapping a flux supported 5 4 C S'5, which 
computes the antisymmetric Wilson loop [4, 38-40]. The D5-brane tension Tbs = 
1/(27Tgsa'3) expressed as a function of the ’t Hooft coupling and AdS radius i?AdS 
becomes iV\/A/87r4I?.5dS. Since all the curvature scales are set by i?AdS? the scaling of 
the Wilson loop is completely determined. The angular variable 9k introduced above 
determines a specific latitude in S5 and the supergravity result precisely matches (2.25).
The result for the N =  2 SCFT suggests that the antisymmetric Wilson loop for 
large k , in a putative large-Af string dual, should indeed be computed by a D-brane 
since its action is O(N)  ~  p j 1, where gs is the string coupling. However, the absence 
of any dependence on th e ’t Hooft parameter A also indicates that this D-brane must 
probe (internal) portions of the geometry with string scale curvatures, since we saw 
in section 1.5.3 that the A dependence in the exponent measures the size of the of 
brane in string units. For sufficiently small jj  the antisymmetric loop is k times the 
fundamental Wilson loop, which, due to its growth with A is likely computed by a 
string in AdS§ with a large effective tension Teff =  ^ ln A . The transition/crossover 
from this semiclassical picture to a less familiar situation could be driven by k ~  O(N)  
strings “puffing up” into a D-brane probing highly curved or non-geometric portions of 
the dual string theory.
2.5 Sym m etric R epresentation
The states of the rank-fc totally symmetric representation Sk are again formed as tensor 
products of k fundamentals. The only difference is that now we have extra states in 
which some of the vectors in the tensor product are the same:
V { S k ) i i i 2- i k =  v h  ®  v i2 ®  • • • ® v ik i i  <  i 2 <  ■ ■ • <  ik
again with eigenvalue Yia=i e27rttia. When inserted into the matrix model this gives 
dimCSt”/  =  (JV +  Jfc-1)! ^  <exp[2ir(ai l + a i2 +  . . . o i l )]>nlm. (2.26)
The symmetric tensor representations can be obtained by considering a generating 
function which is the inverse of the characteristic polynomial,
^  1 ( n ^ a - t - ' e 2™ . ) ) ^  ’ (2’27)
—> i(j) dz exp - N  j  dx p\(x) ln(l -  e_27r^ x_z )^ -  2 ixkz .
As noted above, the main difference between this and the antisymmetric tensor rep­
resentation is that now the eigenvalues a* appearing in each term of the polynomial 
need not all be distinct - indeed the generating function now takes the form of a par­
tition function for a system of bosons. In fact, we may separate out the terms into 
two categories: those with i\ ^  22 7^  . . .  7^  ik, and those where some of the ie coincide. 
The contribution from the former is identical to the antisymmetric representation; the 
latter includes terms where most eigenvalues coincide so that their behaviour is like a 
multiply wound loop. In fact we will see below that the integral representation is dom­
inated by two distinct saddle points, related precisely to the two categories of terms 
in the symmetrized polynomial. At strong coupling the saddle point related to the 
multiply wound loop grows exponentially with th e ’t Hooft coupling and dominates the 
symmetric loop.
The integral representation above which leads to the large N  limit, involves a func­
tion with a branch cut along the real axis —f i < z < f i .  Therefore, we need to first 
determine whether putative saddle points that contribute to the integral, lie in the 
vicinity of the branch cut on the real axis. Now the large-A saddle point equation can
be interpreted as fixing the number of bosons at a chemical potential 2 , with a density 
of states given by p\{x ),
j y * & x i = f - <2-28)
Formally, the equation for the symmetric representation can be obtained from (2.9) 
after the replacement /  —> — f  and 2 z +  However, now the analogy with the 
Bose-Einstein distribution implies that the system could display a phase transition 
analogous to Bose-Einstein condensation as the chemical potential is dialled from low 
to high values.
2 .5 .1  Large A and a n on -an a ly tic ity
Small /  solution: We begin by locating the solution to (2.28), with the finite A
distribution function. It is clear that the equation is likely to have solutions with
2 < —p, for then the integrand is positive definite. A quick check will now confirm 
this expectation. Assuming that the equation is solved by some e2nz <g. e~2nfl, and 
expanding (2.28) to the lowest order in e2nz, we find a saddle point given by
Og37r/x/2 \3Jfc
exp(—2ttzsp) «  = >  (WSk) ot ^ nAj3/2 , / <  A-1v/l n A <  1. (2.29)
This is identical to the antisymmetric loop in the same limit, and is consistent with 
the view that in the fixed k large N  limit, the two should be equivalent to k coincident 
Wilson loops in the fundamental representation. In fact, we can be more precise. 
Following the same arguments that led to (2.21), we find
-> {Waek for (2.30)dim (St)
What is now interesting in the case of the symmetric representation is that for a given 
(large) A, as /  is increased smoothly, the saddle point moves to larger values of 2 , 
towards the branch-point at 2 =  - p .  Beyond this, the nature of the saddle point must 
change as it moves through the branch cut joining 2 = —p and 2 =  +p. Let us now 
ascertain the critical value /  =  f c at which this occurs. A useful way to proceed is to 
first formally expand (2.9) as a power series in e27rz, assuming 2 < —p:
00 r y
dx p\(x) e~2nnx = f .  (2.31)
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Figure 2.2: L eft: The branch cut singularity associated to the integral representation
value f c the saddle point 2sp also lies on the real axis. Right: When /  > f c the saddle 
crosses the branch point. Beyond, a qualitatively new saddle point dominates the integral: 
a single eigenvalue well-separated from the continuum, reminiscent of Bose condensation.
A similar configuration in N = 4 SYM was related by [4] to the position of a probe D3-brane 
in AdSr, x S 5.
The coefficients in this expansion are the VEVs of multiply wound loops in the fun­
damental representation. Following the logic of the arguments presented in [30], these 
should be determined completely by the endpoint of the eigenvalue distribution at 
strong coupling i.e. the endpoint of the Wigner semi-circle law (2.3). At strong cou­
pling (p 1), we have
where the right hand side follows completely from the square root behaviour near the 
endpoints of the eigenvalue distribution. This assumption yields /? =  2; a more careful 
estimate of R  performed in [30], gave R = 2.18 (for n = 1). We note that in principle 
R  could depend on n, but we take this dependence to be weak. With increasing n, the 
integral is more sharply peaked near the endpoint at x = p and we expect that taking 
R = 2 becomes a better approximation. The strong coupling saddle point equation can 
then be rewritten (assuming e2nz < e~2nft),
The critical value of /  for which the saddle hits the branch point at 2 — - p  is,
Pushing further the analogy with the boson gas, this phenomenon is reminiscent of the 
onset of Bose-Einstein condensation, as the chemical potential 2 is dialled towards the
of the symmetric Wilson loop lies 011 the real axis in the 2-plane. For /  less than a critical
(2.32)
R  L i| ( e27r(A+2) ) =  / . (2.33)
(2.34)
lowest energy level (eigenvalue) at x =  — p. At this point one should treat the lowest 
level (eigenvalue) and its occupation number separately, so that it is ‘split’ from the 
higher levels. Motivated by this line of thinking we find a result quite similar to that 
of [4] for the multiply wound Wilson loop in N =  4 SYM.
Large /  so lution ( /  > f c): Following the intuition gained from the free boson gas
picture, we allow for the possibility that for /  > / c, the occupation number associated
to the lowest eigenvalue a\ , at the edge of the distribution, is macroscopic
S  e 2 » (a ,-z )  _  X ~  W  • <2 -3 5 )
This assumption alters the saddle point equations obtained from the matrix model 
(2 .1) for this eigenvalue alone, while leaving unaltered the large-N  distribution of the 
remaining N  — 1 eigenvalues.
To extract the behaviour of the symmetric Wilson loop for /  > / c, we turn to the 
discrete (finite N)  version of the saddle point of the matrix integral (2.1), but in the 
presence of an insertion of the generating function for symmetric loops, i.e. (2.27). In 
the large-N  limit (assuming n\ ~  0(7V)), we arrive at two saddle point equations upon 
varying with respect to a\ and with respect to t :
a i  -  K ( a i )  — J  d x p x ( x )  -  K ( a i  -  x)^) =  ' t2 -3 6 )
^ + r da = f .  (2.37)
N  J_il e2n(x~z) -  1
The rest of the (N — 1) eigenvalues continue to be governed by the unperturbed dis­
tribution p\{x). To establish the exact form of the split eigenvalue solution for /  > / c, 
just above the transition, we would need the explicit form of p\{x) for finite, large 
A. However, the exact solution of the large-Af equation (2.1) is unknown at finite A. 
Despite this, it is easy to infer the nature of this saddle point for large enough A or jj , 
as we now see.
We look for a solution to the above set of equations by assuming that z <C — pi. 
We may then safely ignore the exponentially small contribution from the continuum in
Using the asymptotic form of K ( x ) we find that the force on an eigenvalue, a\, at 
large distances from the continuum distribution, is only due to the harmonic central 
potential. This must be balanced by the constant force on the right hand side of (a), 
yielding,
(2.39)
This result is valid as long as,
A k 2
ai <  —/i, or — — > - l n A ,  (2.40)o7T iV 7T
which is easily satisfied at strong coupling if we take /  =  ~  0(1). Notice that this
implies a lower bound on /  for fixed large A, which is safely above f c and so the solution 
above describes the Wilson loop in the correct ‘phase’.
Substituting our solution into (2.27), and taking care to include the contribution 
from the quadratic potential term in (2 .1) we find
«  exp (2.41)
A kThis result has corrections to its exponent, scaling as ~  e~47v. We have introduced 
a superscript to identify the contribution to the Wilson loop from this saddle point. 
Below we will encounter another strong coupling saddle point.
Interestingly, the entire analysis above could have been adapted to calculate the 
symmetric Wilson loop in N =  4 SYM, yielding exactly the same result as (2.41), 
provided is taken to be large enough. Indeed, the known exact formula for that case 
(both from the probe D3-brane calculation [25] and the Gaussian matrix model [4, 41, 
42]) reduces to (2.41) when VXj? 1. These observations indicate that symmetric 
Wilson loops may be computed by a semiclassical object (D-brane) in the large-N  string 
dual of the N =  2 SCFT and that, in particular, the AdS$ portion of the geometry 
probed by it may not be highly curved.
2.5 .2  A  second  stron g  coup ling  saddle poin t
We found above that the saddle point contribution for the circular Wilson loop in the 
symmetric tensor representation grows exponentially with A (and with N ) at large A. 
This is in stark contrast to the antisymmetric loop. However, it turns out that there is
another saddle point which contributes to the expectation value of the symmetric Wil­
son loop and is A-independent at infinite A. The quickest way to see this is to note that 
the integrand in (2.27) and its associated saddle point equation can be obtained, up to 
an overall sign, from those for the antisymmetric representation after the replacements: 
z —> z +  |  and / —> —/.  At this new saddle point
w f V o o  =  (2.42)
exp - N  (2  In (coshf(zsp +  5 ) +  ^ )  +  ( / +  5 ) 2 t r (z sp +  ±) +ln4^
“  ( /  +  ~ 1 
coth (2  (-2Sp + 2)) — , 1
j 2
Expanding the contribution for small /  =  77,
" f  * Ia^oc =  ™PN
40 /  k '  3 (2.43)
The full symmetric Wilson loop at large A, is given by the sum of the contributions 
from the two saddle points,
(WSh) =  H/*1’ +  w f ] . (2.44)
Hence the symmetric Wilson loops can exhibit yet another type of non-analyticity, 
namely, a first order phase transition at large N  due to a competition between these 
two configurations. However, for fixed /  and large A, it appears that will always 
dominate over the second saddle point, which remains exponentially suppressed.
The existence of two saddle points for the symmetric representation can be intu­
itively understood from the symmetrized polynomial representation (2.26). One con­
figuration is dominated by the terms which compute the multiply wound Wilson loop 
(Tre27rfca) and these have i\ = %2 = . ..  ifc, whilst the second type of configuration is 
dominated by the terms with all or most eigenvalues being distinct and is therefore 
similar to the antisymmetric loop. A similar transition has also been noted in N =  4 
SYM [41, 42].
2.6 D iscussion
The matrix model described in section 1.6 provides a powerful tool for extracting pre­
dictions for a large class of observables in N =  2 SCFTs. It may also serve as a potential 
window into large-A string duals of SCFTs at strong coupling. The analysis in this 
chapter presents us with one class of observables in the Ay = 2A theory that could 
shed light on the corresponding large-A dual. Below we discuss some related questions 
and directions for future study.
R elation  to  K ondo m odels : Wilson loops in different representations can be viewed 
as impurity spins [40] coupled to an ambient theory which, in our case, is an 3\f =  2 
SCFT. These may be regarded as supersymmetric versions of the Kondo model (see e.g. 
[45, 46]). An antisymmetric Wilson loop computes the action of a fermionic impurity 
interacting with the SCFT. There is at least one SCFT namely, A =  4 SYM, for which 
the circular Wilson loop in the ambient theory at zero temperature, has been related 
to the impurity model (or Polyakov loop) at finite temperature 1 [47, 48].
It is therefore not unreasonable to expect a connection between the Wilson loops 
we have computed and certain large-A Kondo models. In this context it would be 
interesting to understand the physical origin of the non-zero effective “temperature” 
we see in our zero temperature calculations, both for N = 4 theory (2.23) and for 
the N = 2 SCFT (2.11). In the former case the effective “temperature” associated to 
the fermion impurity action scales as 1/y/X and parametrizes the stringy corrections 
to the D5-brane action computing the antisymmetric Wilson loop. For the N =  2 
SCFT at infinite ’t Hooft coupling the corresponding equation (2.11) which fixes the 
occupation number of the impurity fermions has no free parameters and appears to be 
fixed at an effective temperature of 0(1). The resulting action for the antisymmetric 
Wilson loop (2.18) bears a striking resemblance to the impurity entropy for the large-A 
multichannel Kondo model of [45] (setting K  = A in that model). In particular, both 
share the same logarithmic dependence on the fermion occupation number k / N .
1The origin of this relation has been explained in [47] at strong coupling. In an SCFT the size of 
a circular loop, or the temperature, can always be rescaled to unity. It is not a pr ior i  clear that the 
circular loop at zero temperature should be related to the Polyakov loop at finite temperature since one 
is supersymmetric while the other has anti-periodic boundary conditions for ambient fermions around 
the thermal circle.
Motivated by this resemblance between the two systems, we make a purely empirical 
observation which appears to follow solely from the strong coupling eigenvalue density 
Poo(x) =  1 /(2  cosh 2y ). Suppose that we introduce a fictitious “temperature” (3 into our 
large-A/" equations for the antisymmetric loop so the equation for the fermion occupation 
number (2 .11) reads,
/.
o° l x
, dX 2 cosh Tf 1 +  e 2 n 0 ( x - z )  =  ^  (2>45)
In the zero temperature limit /3 —> oo, where only the states below the chemical poten­
tial z are occupied, we obtain that the saddle point (chemical potential) and impurity 
action are
z =  | l n t a n ( ^ ) ,  ImLi2 (i tan ^  In tan >
(2.46)
When expanded out for small f  = tt this yields,
= 4/JJV
, . 7T k \  7T2 /  /c \  3
1 “ ln| 2 iv)  “ 36 (iV > + ' • (2.47)
precisely matching the impurity entropy for the large-A/" multichannel Kondo model 
[45, 48]. The physical significance of this is unclear at the moment as we do not really 
have a means to introduce a tunable effective “temperature” in the matrix model for 
the Ay = 2N  theory. In the Jsf =  4 theory, as explained earlier, the ’t Hooft coupling 
appears to play this role. It is possible that studying Wilson loops in more general 
Af =  2 quiver SCFT’s (such as the S U (N ) x S U (N ) theory) might shed light on this 
connection, if any, to Kondo models.
A spects of large-A  duals: The study of supersymmetric Wilson loops in even larger
representations, with ranks of order A 2, proved to be remarkably fruitful in the context 
of the AT =  4 theory. The relation between the matrix model picture for such operators 
in terms of back-reacted eigenvalue distributions [4, 54], and their gravity duals, has 
been understood via explicit construction of half-BPS type IIB “bubbling geometries” 
[22, 23]. These geometries incorporate the complete back-reaction of the D3 and D5- 
branes dual to the large Wilson loop operators. It would be interesting to pursue the 
study of these large rank (0 (A 2)) Wilson loops in the Ay =  2A  theory using Pestun’s
matrix model. It is possible that the large-A behaviour of these operators will pro­
vide us with further clues about the large-A string dual of this theory. The first steps 
towards this computation are sketched in section 2.7.
Finally, it has been argued recently [34] that the string dual to the AT = 2 SCFT in 
the Veneziano limit is a non-critical string background with seven geometric dimensions. 
It would be extremely interesting to know if the results found for large Wilson loops 
in this chapter could be naturally interpreted as expected features of branes in such 
non-critical backgrounds.
2.7 0 ( N 2 )  Y oung Tableaux in N  =  2 SCQ CD
In this section we derive a matrix model for ‘even larger’ representations of 5f/(A ), i.e.
those whose Young tableaux are made up of 0 (A 2) boxes, by restating a derivation
appearing in [55].
There is a well known formula for the character of an SU (A) representation, ex­
pressed in terms of its Young tableau:
,2„„ det(e2»<w+R- - ^ )
det(e2’'<A' -•>“:() ( J
The following formulae hold:
detANxN = ^  sg n ( ^ ) n Aa(i) (2 -49)
ctCS/v *
det(e27r^ - ^ ) =  f ] ( e 27ra' -  e2na>). (2.50)
i < j
We want to insert this into the path integral to find the matrix model for the Wilson 
loop in representation B:
(Wr ) =  \  f [da] TVHe2,m (2.51)
=  /[do] ••• Y ,  sgn(<r)fJe2,' <Af+fli- ')“■>(« [ J p e 2™' -  e2^ )
» \ i < j
Manipulating the sum over the symmetric group:
i r ^  FT e27r(W+rti-OMO
(WR) = ^  /  [da] • • • V  -^------  (2.52)
z  J  I li< j(e t,(,) -  e "U>)
We now use the fact that the a^s are ‘dummy variables’ within the integral, and so we 
can relabel them at will. This leads to
1 r  FT p 2 i r ( N+Ri - i ) a i
^  = (2'53)
Now we label the eigenvalues. We use the notation of e.g. [55]. The eigenvalues split 
into groups labelled by the blocks of the Young tableau:
U \ ] ■' ' u n }
1 7lm
uSm+1) • • • u ^ +1) 1 1
We then have:
J  N \  e 2i : ( N - ( N m+2- I + i ) + K I )a(i I) x (2.54)
I i
x fnn^-’ - e2'05'1) n IF62’"15” -
\  I i < j  I < J  i , j
Now we can use the identity
n  I K ^ ' ’ -  J ]  J J (1 _  (2.55)
I < J  i , j  I < J  i , j
to obtain
/ m n ne 2 ’' ( " ' - i+ 'f 'K <,, n n(i - n n^ '1 -
I i I < J  i , j  I  i < j
(2.56)
We can again manipulate the dummy ‘a ’ variables to write
/, da]... ;v! n IK-2™-’ e  n n; C w „ i nn<i- ^ l,')~1
1 I i <,£S N rii<j(e -  e  •< » ) K J  i , j
(2.57)
But using the identity for the determinant we stated earlier, the sum in the second 
term here is equal to one. Including the Vandermonde determinant, we can write our 
final result for the matrix model partition function as
fflj] ( n ^ n ^ M 0)2) x (2-58)
I  \  i i < j  )
-  <4J))2
The new terms in this expression introduced by the trace insertion are those involv­
ing exponentials: there is an extra force on each block of eigenvalues (labelled by I) 
proportional to Kj,  and there is an inter-block interaction.
So we write down the matrix model to be solved to evaluate large tableaux in the 
N = 2 theory:
w  = I /n  ,2+2^ 'a!'1l*2>.<')) n
J I \  i i < j  \ a i ~  a i )
V)  ’(a>n -  a - )
TTTT _________ —____^
K J  >J U 1 -  -  a<'>
(2.59)
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This has saddle point equations:
¥•!'’ - » §  -  «•!'■> - i  £  - "<•!" - -S'1') <“ >
~ a j  J
N  ^  ^ \ a { I ) - a {J) 3 2 , 2™(/)-2™SJ) )  'j & i )  j  \ a i a j  1 -  e  1 j /
If the model behaves qualitatively like that for N = 4 SYM, the different groups 
of eigenvalues will be situated at intervals along the real line, with the aj1^ furthest to 
the right, and each group having a profile as for the model without the trace insertion. 
This picture should be correct if one could establish that the eigenvalue spread within 
each group (~ log A) were parametrically smaller than the spacings between groups. 
This would be an interesting avenue for future work. For N =  4 this model yields 
a prediction for the IIB supergravity action evaluated on a weakly curved ‘bubbling
geometry’. The equivalent here would be informative about the curvatures involved in 
a gravity dual.
2.8 N f  <  2 N  SQCD
Now we consider more general numbers of flavours, which we take to obey N f  < 2 N  
in order to preserve asymptotic freedom. Note that these theories are no longer scale- 
invariant, and the ’t Hooft coupling needs to be renormalized as in section 1.6. Thus 
the coupling is no longer a free parameter - A 1 corresponds to the IR physics R  A, 
while small A is the UV.
2.8 .1  P u re N  =  2 SY M
The large-N saddle point of Pestun’s model for pure N =  2 SYM has the scaling form
p(x) =  -p(y)  x = i±y 
A4
p l y )  = --------------------   ■ ■
PKV) « ^ / r ^
where the end point p, of the distribution is related to the 5 4 radius R  and the dynamical 
scale A by p =  2e_1_7/?A = cqRA. The (anti-)symmetric loop is computed by
TrSktAk[U] = e x p ^ N  p{x) log(l t  e2nxt) -  f  logt
Let us consider the antisymmetric representation. The saddle point condition becomes
/ d,  * # > —  =  /y e-2n^yt - l ^ l  ■>
Now let t = e 2n^ z:
f
i p(y) = f
y  e 2 n n ( z - y )  _ (_  J
Let us study the IR dynamics, so that p »  1. In this limit the saddle condition becomes
dyI f
*  J zv J z  y i - y 2
which is solved by 2 =  sin 7r( l — /) .
=  /  (2.61)
Now, according to the saddle point approximation, we evaluate the exponent 011 the 
saddle point. At large p this is
(Trsk.Ah[U]) = exp2n^iN ( J  dyp{y)y
= exp {2,1: f iN s/ l  — z2 j^ 
k
=  e x p 2 7 r c o A r / ? A s i n ( 7 r  — )
N
Thus the pure N = 2 antisymmetric loop (‘k-string’) exhibits the well-known sine law 
behaviour. Note also that it obeys an perimeter law rather than an area law. The 
same dependence on k / N  was found for the k-string tension by Douglas and Shenker. 
There, the moduli space froze into this configuration by the introduction of an N = 1 
breaking mass term. Here the moduli space is lifted by the compact space (conformal 
mass of the adjoint scalars), but the same distribution results.
Figure 2.3: Saddle point and VEV for the SQCD Wilson loop
g( k/N)
(a) The saddle point as a function of /  = k/N,  
for a range of a  from a = 0 (violet) through to 
a  =  0.6 (red)
(b) The exponent a(k/N)  in the antisymmet­
ric Wilson loop expectation value, for the same 
range of a
k/N
2.8 .2  M assless flavours
Now let us add N f  massless hypermultiplets in the fundamental representation. It was 
shown in [56] that the large-A saddle point eigenvalue distribution is changed from the 
Yang-Mills case by the clumping of N f  of the eigenvalues in a delta function at the 
origin. It is interesting to note that this is exactly the point 011 the moduli space wdiere
classically the hypermultiplets are massless and the Coulomb branch joins on to a Higgs 
branch. Explicitly, we have (a =
p{y) = (1 -  Q)~  r ^ - ^  +  a 5 (y)
v 1 y
so that the IR saddle equation (2.61) becomes
{ l - a ) ~  f  —f = = =  + aG(z)  = f  
7T Jz V I -  y2
where 0 (2:) is the Heaviside step function. The solution is plotted in fig. 2.3a. The 
VEV it gives rise to is given by
(TrsfciJ4fc [U]) = exp 2'kcqNRK  g(f)
where
fsin(7Ty^) / < 1?
IIICn
Ism OrfrS) / > i ± 2
is plotted in fig. 2.3b.
2.9 Conclusions
In this chapter we have studied large-rank Wilson loops in N =  2 SQCD, with massless 
flavours and for N f  < 2 N .  For the conformal case we found interesting behaviour 
which may shed light on a gravity dual - this was discussed in section 2.6. For pure 
SYM, we found a familiar sine law, while for general numbers of flavours we found 
interesting behaviour which it would be informative to study from the large-N limit of 
the Seiberg-Witten solution [57].
Chapter 3
Solving the B PS equations
The finite density physics of strongly interacting quantum systems presents significant 
challenges for existing theoretical frameworks. The questions of physical interest range 
from the behaviour of quark/baryonic matter at high densities [58-60] to the physics 
of quantum critical points in condensed matter systems [61]. In lattice approaches 
to QCD, a problem arises when considering a real chemical potential for the U(l)v  
symmetry under which opposite chiralities transform similarly (qL,R e%e<lL,R) > and 
whose charge is called ‘baryon number’ since mesons (qq) are invariant. This arises in 
the following way. QCD-like theories are generally quadratic in the fermions (in 4D, 
four-fermi interactions are irrelevant), and so it is natural first to perform the Gaussian 
integral so that one is left with an effective action only for the gauge fields. The fermion 
integral produces an insertion of the determinant of the quark kinetic operator
For real fi, this operator has complex eigenvalues, and so the standard lattice impor­
tance sampling approach does not work. One may attempt to cirumvent this in a num­
ber of ways [62], for example by the complex Langevin technique, which is an extension 
of a stochastic process incorporating complex actions. This has met with some success, 
however in order to study low temperature one needs increasingly large lattices which 
require considerable computing power [63]. There axe interesting phenomena which 
are conjectured to occur in this region of the phase diagram [64], including dense and 
deconfined ‘quark m atter’ phases about which little is known, and colour-flavour locked 
or colour superconducting phases - see figure 3.1.
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Figure 3.1: Cartoon phase diagram in the p — T  plane showing broadly expected features 
of QCD-like theories
AdS/CFT provides an avenue for tackling such phenomena within toy models that 
can be constructed and analyzed using the framework of gauge/string duality [65, 66]. 
One of the directions that has attracted considerable attention in recent years is the 
possible emergence of Lifshitz [67. 68] and Lifshitz-like (with hyperscaling violation) 
[5, 69, 70] scaling symmetries as infrared (IR) descriptions of strongly coupled field 
theories with holographic duals. A particularly fascinating feature of such scaling is the 
possibility of observing logarithmic violation of the area law for entanglement entropies 
indicating the presence of hidden Fermi surfaces [69, 70], and other possible signatures 
of holographic fermionic physics [71].
The aim of the next two chapters is to find supersymmetric backgrounds in string 
theory resulting from the backreaction of distributions of fundamental strings (Fl- 
strings) within A d S $ x S ;' which as described in chapter 1 are dual to Wilson lines in N = 
4 SYM. These in turn can be interpreted as infinitely heavy quarks in the fundamental 
representation. We will find that this gives rise to (IR) geometries exhibiting a range 
of Lifshitz-like scalings with and without hvperscaling violation. Spatially uniform 
distributions of macroscopic strings correspond to a finite density of heavy quarks 
in the gauge theory1. It has been found in [72] that a specific non-supersymmetric
'it  can also be argued that such configurations in the bulk should control the IR geometry produced 
by the backreaction of massive and massless flavour D7-branes with chemical potential for baryon
smearing of such string sources, preserving global 50(6) symmetry, produces a flow 
from AdSs x S5 to a Lifshitz geometry with critical exponent 2 =  7 and a logarithmically 
running dilaton (see also [73]).
3.1 F inding supersym m etric solutions
The flow constructed in [72] has the perhaps conceptually disfavourable feature that the 
string sources are uniformly smeared so as to preserve 50(6) symmetry. This is hard 
to understand from a field theoretic perspective; since it is not supersymmetric one 
might also ask whether the solution is stable. In particular, since the corresponding 
supersymmetric probe configuration is localized on the 5 5 so as to break 50(6) —> 
50(5), it would be interesting to find what might be the supersymmetric geometries, 
and whether the 50(6) solutions are unstable to flows towards them. In the following 
we tackle this problem by explicitly constructing such SUSY geometries. In this chapter 
we take a constructive approach: inspired by excellent work such as [23, 74], we write 
down the most general ansatz consistent with the symmetries of the problem, then 
solve the supersymmetry conditions within this ansatz. It is then left to solve those 
equations of motion which are not automatically satisfied.
3.2 B P S  equations
Type IIB supergravity has 32 real supercharges parametrized by a complex chiral ten­
dimensional spinor Te =  —e. We begin by writing down the SUSY variations in the 
Einstein frame:
«5tA = t ( r - P ) ® - V - ^ ( r . G ) e  (3.1)
= DMe + ^ ( r - F ) r M£ -  A ( r M(r-G) + 2(r-G )rv]3-V  . (3.2)
We use the conventions of [23], which axe stated explicitly in [75]. Note that the 
normalization of F5 differs from that usually used in string theory by a factor of 4.
number. We thank D. Mateos and J. Tarrio for stimulating discussions on this point.
Some notation
Type IIB supergravity is written in terms of two field strengths P  and Q, and 
string theory in terms of the dilaton 0 and axion Following e.g [74], we write 
the map between the supergravity and string theory variables:
P = ^(10+ (3.3)
Q =  — i e*dC<0> (3.4)
The supergravity equations of motion have a local U{ 1) invariance with associated 
gauge field Q. Each field has a definite charge q under this U{ 1): e has q =  1/ 2 ,
P  has q = 2 and O3 has q = 1. The field strengths have corresponding Bianchi 
identities written in terms of the [/(l)-covariant derivative D = V — iqQ
D P = 0 (3.5)
dQ =  - i P  A P* (3.6)
which are automatically satisfied when we use the map to string theory variables. 
This formulation comes from a gauge fixing of the version of the theory with an 
extra auxiliary scalar field, and the remnant of this is that each SL{2 ,R) action is 
accompanied by a local U( 1) gauge transformation. This is the only way in which 
5L(2, R) duality acts on the variables G, P, Q.
The ansatz we make is:
^Einstein =  e2Adxldxl +  e2B dftl +  g ^ d x ^d x v (3.7)
which describes a Euclidean 3-plane (i,j, ••• indices) and 5 4 (a, 6, ••• indices) both
fibered over a base Lorentzian (2+l)D manifold which itself has a metric g ^ .  This 
ansatz is invariant under the rotational and translational symmetries 750(3) of the 
R3, as well as the 50(5) isometry group of the 5 4.
For the other fields we choose the most general ansatz consistent with the same 
symmetries:
P5 =  T2 A vol^ 3 +  d /  A vols 4 (3.8)
O3 =  gvolR 3 +  hvolM 3 (3.9)
P = P{x») Pi = Pa = 0 (3.10)
where /  G R ,g,h  G C are functions on M3, and T2 is a real two-form on M3. O3 is a 
complex three-form which encodes both the RR and NS three-forms as (for example in
the case of vanishing axion) G3 =  e +  ie^^Fs.  Ten dimensional self-duality of
F5 implies that
3-2 =  e<3''1- 4B>(»3d / )  (3 .11)
where *3 is the Hodge star on M3.
The next step is to choose a basis of gamma matrices in ten dimensions. We choose:
r* =  7i 0  754 0  1 0  cr1
Ta =  1 0  7 “ 0  1 0 a 1
TM =  1 ( g )  1 0  7^ 0  cr2
where 754 =  -f7 67 T7 87 9 is the chirality matrix on 5 4. The ten dimensional chirality 
matrix is T = 1 <g) 1 <g) 1 <g) <r3, so that the IIB chirality condition reduces to
cr3e =  - e  (3 .12)
We complete the basis by specifying gamma matrices within each factor space: 
i  : 7 3 =  cr1, 7 4 =  o2 , 75 =  <^ 3
a  : 7 6 =  cr1 g> 1 , 7 7 =  <r2 0  1, 7 8 =  <73 0  cr1, 7 s =  <r3 0  cr2 (=>■ 754 =  —cr3 <g> cr3)
(i : 7 0 =  icr2, 7 1 =  cr1, 7 2 =  cr3
Note that the basis for the gamma matrices on M3 is real (Majorana).
In this basis, the ten dimensional complex conjugation matrix 3 , defined by { 3T fi3~1 = 
(px)*5 3 * 3  =  1 }, is
3 — cr2 ®  (a2 (g) cr1) <g> 1  <g> a3 (3 .13)
=  63 g  64 g  1 g  cr3 (3 .14)
where 63 and 64 are charge conjugation matrices in M3 and 5 4 respectively:
* > 3 7 V  =  - ( V ) *  &47 V  =  - ( 7 a)*
We plug our ansatz and our Clifford algebra basis into the IIB SUSY variations, and 
after a few pages of careful work we end up with the following set of BPS conditions 
on our ten dimensional complex spinor e:
P 3 ~ l e* -  \ { e - 3Ag l s * -  h )e  =  0 (3 .15)
^ e ~ A j l V l e +  ^ 0A j S4e +  ^ e ~ 4B 0f e  -  J ^(3e~3A9 +  h ^ S4)3 ~ l e* =  0 (3 .16)
e -f? V ae -  %~ 1 a $ B e  +  \ e ~ AB^a$ f l s ^  -  ^ 7 a ( e _3A^754 -  h )3 ~ l e* =  0 (3 .17)2 2 lb
D^e +  ^ e _4S$ / 7 547Me +  ^ ( e ~ 3A g 754 +  3/i)7M:B_1e* =  0 (3 .18)
where here and in the following DM and denote derivatives on M3 , and Vj>a are 
derivatives on R3 and S4 respectively. Also note that when an operator appears which 
naturally acts within only one Clifford subspace, it should be taken as the tensor 
product with the identity matrix in the other tensor factors. For example, by 754 c we 
mean (1 0  7 54 0  1 0  l)c.
To proceed we must make an ansatz for the form of the ten dimensional spinor t
e =  r f  0  Xa ® e%0 0  0"'8 . (3.19)
All repeated indices are to be summed over. The rja  are the linearly independent 
constant spinors on R3, a  =  1,2, and the x^  are the two sets of linearly independent
Killing spinors on S'4, = 1,2,3,4, which can be taken to satisfy
^ b X a  =  ^ 7 s n b X a  I S ^ X a  =  X - a  (3 -20)
where we hope it is clear that the a = ±  appearing here is not a spacetime index on 
S4 but rather a label of the two different signs in the Killing spinor equation. The 
are commuting spinors on M3 , and the 9 are two-component spinors. The chirality 
condition (3.12) implies that cr36a® =  —0%^ , so that without loss of generality we can 
set
^ =(i) Va-a "8 -
Following [23], we also note that, again without loss of generality, we can impose a 
reality condition on the basis Killing spinors1. Specifically, we impose2
(63 <8>&4)(»7* ®Xa) = V ® x - a  (3.21)
:We thank John Estes for pointing this out.
2It is impossible to impose 6 3 7 7 * =  rf on  our basis, since 6 3 6 3  =  — 1 (there are no Majorana spinors in 
three Euclidean dimensions.) Furthermore we see that we cannot impose ' fs4Xa — X - a  and b^Xa =  X - a  
simultaneously, since ( 7 5 4  6 4 ) *(7 ^ 4  6 4 ) =  —1. However, we can impose a reality condition on the whole 
basis (rather than each factor indivually), since (6 3 7 5 4 6 4 )*(6 3 7 5 4 6 4 ) =  1 .
We can now reduce the BPS to three dimensions, by writing them in terms of the 
two complex two-component spinors e± on M3:
2pt*-a ~ ^e~3Ag e - a +  \ hea = 0 (3.22)
+ ^e~4B0 fe a -  ^ { S e ~ 3Ag)e*_a -  ^he*a = 0 (3.23)
- ^ ~ Be-a + ^$Bea -  ^e~AB$ f e - a +  ^ { e ~ 3Ag)e*a -  j^he*_a =  0 (3.24)
D ^a  + ^e“4B$ /7 Me_a +  ^ ( e_3Ap) 1 ^ 1  +  ^ hV - a  = 0 (3-25)
Since no operators which affect the a,/3, • • • indices appear in (3.18), these indices can 
be omitted, with the understanding that there is a 2 x 4 =  8-fold multiplicity in each 
set of solutions {e+ , 6_} we shall find of (3.22)-(3.25).
It is convenient to introduce a ‘tau-matrix’ notation for these equations, as follows:
(r ‘ e)a = Tlbeb 1 = 0,1,2,3 (3.26)
where r 1,2,3 are the usual Pauli matrices acting on the a, b indices, and r°  =  12£ 2. Now
the BPS equations reduced to (2 +  1)D read
f c ’ -  i ( e “Ms  -  h r l )c =  0 (d)
$Ac -  -  l(3e~3'4<? + /ir1)e* = 0 (i)
8
—e~Br 2e +  $Be +  i e~AB$ f r l e +  ^ (e~3Ag — hr1)c* = 0 (a)
8
VMe -  %-Q^e  +  %-e~ AB$ f i ^ T l e + ^ ( e_3AS +  Shr1) ^ *  = 0 (/x)
3.3 Spinor bilinear analysis
In this appendix we solve the BPS system (d)-(/x) using the standard techniques of 
bilinear analysis.
3.3.1 B ilinears
We introduce the real bilinears
=  e t c r 2 r / e  y { i )  ^  j e t cr2 r / ^ e (3.27)
Likewise we have the complex bilinears
= e W e  V^> = e W  7/ie . (3.28)
Note that V(2) and / ( 0>1>3) all vanish identically since they are of the form clMe where M  
is an antisymmetric matrix, and we have taken e to be commuting. For typographical 
clarity, we use the (I) symbols as both subscripts and superscripts, but we intend no 
difference in meaning. The real bilinears have q =  0, and the complex ones have q = 1. 
We split the analysis into two, as is typical:
• On the one hand we have algebraic equations among the bilinears implied by the 
BPS equations. We will use these to define a preferred orthonormal basis for the 
tangent space of M3, namely an identity structure, and we express the fluxes in 
terms of this.
• On the other hand there are differential equations which give the ‘torsion’ of the 
identity structure, and which we use to define local coordinates and a metric.
At various points we will use the 3D Fierz identities (see section A.7), which express 
linear dependence between the bilinears. These are collected in full in appendix C.
3 .3.2 A lg eb ra ic  c o n s tra in ts
The first step is to the reduce the BPS equations to conditions 011 the minimum number 
of bilinears. We look at e^ cr2[(i)+(a)] and take real and imaginary parts to find that 
f ( 2) =  0 and • dB  =  0. Now taking eV0,1(T2 {(i),(d)*}, we find
F (0) • X  = 0 X  =  dA, dB,  d/ ,  P  (3.29)
Next eV 2r 27^[(i)-(a)]+c.c. gives
- 4 e ~ 4Bd / / (3) = 0
which is only solved for / ^  = 0 , assuming d f  ^  0. Since d f  =  0 would lead to solutions 
preserving more supersymmetry than the 8 SUSYs we are interested in (for example 
the Dl-brane solution), we ignore this possibility. Finally, using Fierz identities we can 
now show that
f ( 0) = o v ( 1) =  o (3.30)
I'd,3) =  -V(20) =  /(21) V ^ - V ^  = 0 V / ^ J  . (3.31)
Now we have simplified things considerably. In particular we see that {-^iyV(o)> 3)’ 707^(2)}
{ e ^ e ^ e 2} form an orthonormal basis for the cotangent space (and by raising indices, 
for the tangent space), and so we can take them as the vielbeine on M3 .
Thus the mininum set of bilinears to consider consists of one real scalar, one complex 
scalar, and three real vectors: |/(i)> /(2)> We next find expressions for
the fluxes in terms of them.
3.3.2.1 Complex 3-form
Since is the only complex bilinear, we expect its phase to control the phases of h, g 
and P. Taking e^r3,2cr2(d)* and solving for g and /i, we find that
h =  -= -tF (3) • P  / ( 2)
r 3Ag =  4 t ^ (2) • p  y  / ( 2)
(3.32)
(3.33)
3.3.2.2 Five-form
This can be obtained by taking eV 27^(i)+(i)V 27Me:
- 2 i /<*> e~4Bdpf  +  +  i  ((Se- 3-4g V ^ *  + h V ^ ' )  -  h.c) =  0 (3.34)
Completeness of the tangent space implies that the V are linear combinations of the 
other vector bilinears, and indeed a Fierzing gives V^0) =  y ^ V ^ 3\  V't1) =  i y ^ V ^ 2\
This leads to
d /  = V &  . ( dA  +  - e ~ 2l9P V&) _ F (3) ■ (dA  + ] ^ 2l9P yV)
(3.35)
where we have defined el9 to be the phase of /(2).
3.3.2.3 Axiodilaton
We take the three combinations eV 2r 2,3,0((i)+(a)). Plugging in the expressions for the 
fluxes obtained above we get
y (0) d(A +  B) +  e~2i6P  
F (2) • [<9(A +  B) +  e~2i9P  
• [d(A +  B)  +  e~2i9P
=  0 
=  0
= e"
(3.36)
-B f {1)
Using the orthonormality of our tangent space basis, the above equations imply that
p~Be~™ p = ——y(3) _  d(A  +  (3 .37)
We can therefore see that e~2l9P  is real (this is discussed in section 3.3.4). This implies
that P  =  e2l9P, where P  is a real one-form.
As a last piece of information to take from the algebraic conditions, we take e£cr2 [(z)+
(a)] and use the expressions for the fluxes to find that |/(2)|2 =  f f iy  so we can write
/ ( 2) =  eie / (1) . (3.38)
In summary, we have defined an identity structure, found the fluxes (3.32),(3.33),(3.35),(3.37) 
in terms of it, and obtained the relation (3.38).
3.3 .3  Torsion
In section 3.3.2 we reduced the problem of solving the BPS equations to finding two 
scalars {/(i), /(2)} and three vector bilineaxs { U ^ ,  V^2\  V^3)}. These satisfy a system 
of differential equations which is implied by the BPS equations:
d(eA+2B/ (1)) =  2eA+BV (3) (3.39)
D (eA+2Bf i2)) = 2eA+BV w  (3.40)
d(e2y4+4BU(0)) = - 4 e 2A+3B * U(2) (3.41)
d{e2A+4BV {2)) = —2e2Ad f  A U(3) -  4 e2A+3B * U(0) (3.42)
d(e2i4+4BU(3)) =  2 e"4Bd /  A U(2) (3.43)
We begin by showing that is a timelike Killing vector. It is timelike since =
—Z2^  is negative, and it satisfies
V (/-^()0) =  -9m>V(0) ' 9(A + 2B) =  0 , (3.44)
where the last equality follows from (3.29). Therefore satisfies the Killing equation
on M3, and together with (3.29) this implies it is a Killing vector of the whole 10D 
metric. We define the coordinate t such that d/dt  = where the notation denotes
as a vector.
We would like to find out about the phase el9, which as we have already seen governs 
the phases of the complex fields (g, h, P ). First we Fierz V^0), and then equate the LHSs
of (3.40) and (3.39). Together with (3.38) this gives Q = d0, so that the phase is just 
the U( 1) holonomy.
Next we consider the d e q u a t i o n  (3.39). This implies that eA+BV ^  is a closed 
form, and defining a local coordinate y2 = eA+2B we have that
V {3) = y e ~ (A+B)dy . (3.45)
Using (3.35) and (3.36), the d V ^  equation (3.42) becomes
dU(2) =  3 ( ^ -  -  dy(A +  B ) d y Sj  A V {2) (3.46)
so that we can write
V(2) =  y3e - ^ A+B  ^dx .
We take x  to be the final coordinate. We have automatically d jdx  • d /dy  =  0. 
Lastly we turn to the equation for d U ^ ,  which reads
d 3A
(3.47)
d U ^  =  (—2d(A + 2B) +  4— ) A U(0)
y
(3.48)
so that
K (0) =  y 4e - 2 / l - 4 B ( d (  +  w ) (3.49)
for some closed form do; =  0 .
In summary, we can now write down the full form of the metric in terms of the 
warp factors eA,eB:
ds^ =  - y 4e 2A 4B(dt +  cu)2 +  ^-z-dy2 +  y2 e 4A 2Ba~2y Z dx1
and the fluxes are
P  = e2ied ( \ o g y - A - B )  
g = —4iet6e5A+By~1dx(A +  B ) 
h = Ael6e~Bydy(logy -  A -  B)
d f  = y  [dx (y~6e2A+6B) dy +  dy{y~2e~2A+2B) dx]
(3.50)
(3.51a)
(3.51b)
(3.51c)
(3.51d)
3 .3 .4  R e a lity  c o n d itio n  a n d  S L ( 2,R)
We now address the reality condition implied by (3.37):
3m(e~2ieP) = 0 (3.52)
This implies that P  =  e2l&P, where P  is a real one-form. Then (3.5) and (3.6) imply 
dQ — 0 and Q = d0, so that Q is pure gauge (these relations are actually implied by the 
BPS equations, as shown in (3.3.3)). Therefore by a local U( 1) gauge transformation 
U =  e~l°, we can map to real P, i.e. vanishing axion. We know this must be the 
accompanying gauge transformation to an SL(2,R) action, so the BPS equations give 
just the solution with = 0 and its orbit under S-duality, parametrized by 6. This 
situation is familiar from e.g. [23].
3.4 Equations of m otion
Since we have found that our configurations have = 0 up to a duality, we set 
9 =  0 to zero in this section, with the knowledge that after dualizing we will also have 
solutions. We also set u  = 0. Thus we have P  =  d^<f). We will use a slightly cleaner 
version of the BPS configuration which is valid in this case:
ds2 =  — e2^ A+<^ d t2 +  e2Adxldx l +  e~2A {eT^{dy2 +  y2dCl2) +  e^dx2  ^ (3.53)
P 5 =  ^ j-( l 4- *) ( - d x(e~AA~3<t>)dy +  ^ ( e - 4^ - ^)dx) A vol(S4) (3.54)
H3 = dy(e24>) dt A dy A dx  P3 =  2e4i4- ^dx</>dx1 A dx2 A dx3 (3.55)
The purpose of this section is to show that once consistent string sources oc p(y) are 
added, all of the equations of motion and Bianchi identities are satisfied provided we 
have Fo =  — 2e4Adxe~<f>, where Fo is a (non-zero) real constant, and the following 
equation, which we will refer to as the ‘Poisson equation’, is satisfied:
^ d y{y4dye - 2<l)) +  ^ ^ e -4^ =  p{y) . (3.56)
y &
The case Fq = 0 will be dealt with in chapter 4.
3.4 .1  F 3 B ianch i id en tity
This states that F3 =  Fodx1 Adx2Adx3 for some constant Fo- Using the BPS expression
for F3 , we obtain Fo =  — 2e4Adxe~^, which is the relationship between A  and <f> stated
in the main text.
3.4 .2  F 5 B ianch i id en tity
This reads
dFs -  A F3 =  0 (3.57)
Substituting in the solutions of the BPS equations we obtain explicit expressions for 
F5
d f  = j^- dy(e~4A~^)dx -  dx (e~4A~3<t>)dy (3.58)
=> =  e3A~4B *3  d f  =  - e 7A+2<^  (e Ady( e - 4A“ ^)d?/ +  eA+2^ a x (e " 4A- 3^ )d x )  A dt
(3.59)
= ^ d ( e 4A+4>) + e2<^2e4A~^dx4>dx) A dt (3.60)
The Bianchi identity comes in two pieces: a piece proportional to vol(S4), and one
proportional to dx1 A dx2 A dx3. We deal with the second part first. Using the F3
Bianchi, we can express the two sides as follows:
= I(d (e4A+<^ ) -  e^Fodx) A dt (3.61)
=>■ dFs =  • • • +  ^ - d ye2<^dy A dx A dt A dx1 A dx2 A dx3 (3.62)
^G  A G* =  \ h z  A F3 =  ^ -dye2<^dt A dy A dx A (Fodx1 A dx2 A dx3) (3.63)
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so we see that this part is automatically satisfied. Now we turn to the first part. Setting 
this to zero amounts to saying we can locally find a function f ( x :y). Again using the 
F3 Bianchi we have
d/  =  -  Q<9y<9xe_2^dx -  ^ d 2e~4<t>dy'j A vol(S4) . (3.64)
Integrating this gives
dxf  =  ~ \ j ^ dx{y*dye 24>) (3.65)
f  = Jby*dye~24> +  9^  3^’6^
We now differentiate this last expression and set it equal to dyf\
9yf  = + a'(v) =  p r 3/4d2e“44, (3.67)
=  Fo~g'(y)  (3.68)
y  z y
The last expression gives our Poisson equation when we identify p(y) =  Fo^g'(y).
3.4 .3  H 3 eq u ation  o f m otion
For the first term, we can write
*Hz =  —e4A~^y4dye2^ dx1 A dx2 A dx3 A vol(S4) (3.69)
=> d(e“  ^ * H$) =  d(y4dy(e~2<^) A dx1 A dx2 A dx3 A vol(S4) (3.70)
=  ^(dy(y4dy(e~2<t>)dy +  y4dxdy(e~2^ )dx^ A dx1 A dx2 A dx3 A vol(S4)
(3.71)
And for the the second term, using (3.58) we immediately have
4 F3 A F5 =  —2 y4 ( ^ d xdye~2<^dx — ^ d 2e~4<t>dy^J A dx1 A dx2 A dx3 A vol(S4) (3.72) 
Finally we obtain
d(e“* * H z) +  4F3 A F5 = dt (y4dt e - 2*) + | - ^ e - 4* dy A d x 1 A d x2Adx3 A vol(S4) 
=  0 8 (3.73)
where is fi8 is an appropriate smeared source term.
3.4 .4  D ila to n  eq u ation  o f  m otion
This is
d . d ^ + l G 3 A . G 3  =  ^ ^ a , ( j / 4 9ve - 2*) +  l 9 I2 e - 4 A . l  =  0 . (3.74)
3.4 .5  E in ste in  eq u ation s
We quote the RHS side of the Einstein equations in the form
R m n  ~ ^ R q m n  + flux terms = T ^ ces
and find that the sources must take the form
-»sources
ii
e 2<f>+6A
(3.75)
(3.76)-sourcesaa
7 -sources
yy
e 3<i>+2A
so
sources
00 xx - — D M (3.77)
where D[<j>] refers to the LHS of the Poisson equation. Here we see that once we impose 
the Poisson equation, only Jjsources an(j j so u r c e s  are non_zero. It possible to show that a 
smeared distribution of strings stretched along the x axis with a smearing form oc p(y) 
gives precisely these source terms, as well as the correct source terms for the Hz and 
dilaton equations of motion.
3.5 C onclusions
Motivated by finding solutions describing 50(5) symmetric backreacted Wilson lines, 
in this chapter we found the most general solutions to the BPS equations of type IIB 
supergravity with 750(3) x 50(5) symmetry. We then reduced the solution of the 
equations of motion to one condition.
Chapter 4
Lifshitz geom etries and smeared  
strings
4.1 Introduction
Spatially homogeneous (d +  2)-dimensional spacetime metrics exhibiting Lifshitz-like 
scaling with dynamical critical exponent 2 and hyperscaling violation have the form 
[5, 69, 70]
ds2 =  r~29/d ^ - r 2z dt2 + + r 2d f 2^ , (4.1)
so that under the rescalings: f  4  a f ,  r  4  a -1  r and t i-» az t, the line element 
transforms covariantly as ds (->• a?ld ds.
Within the solutions of chapter 3, we will consider the case when F3 =  0, and so 
encounter such scaling backgrounds with d = 3, preserving 8 supersymmetries, as IR 
descriptions of N =  4 SYM at strong coupling with a smeared density of supersymmetric 
Wilson lines or heavy quarks. In the large-TV limit, we take the number density of such 
heavy quarks to scale as N 2, so that it becomes necessary to include their backreaction 
on the field theory vacuum. The specific class of backgrounds that we consider in 
this chapter are those which have the form of certain well known intersecting brane 
configurations [76-78]. The configurations within this class can be thought of as pairs of 
quarks and antiquarks which are mutually supersymmetric (by having opposite internal 
50(6) orientations) and are distributed uniformly in the spatial directions of the gauge 
theory. A particular solution within this class has appeared in [79] where its Lifshitz-like 
scaling properties have been pointed out.
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We find that one category of the intersecting F1-D3 configurations naturally leads 
to an exact scaling solution in the infrared, exhibiting Lifshitz-scaling with 2 =  7 which 
is mildly broken by a logarithmically running dilaton. The background preserves super­
symmetry and an 50(5) internal symmetry. This result is noteworthy since the 2 =  7 
Lifshitz scaling behaviour matches that of [72], a 50(6)-preserving non-supersymmetric 
setup. This is indicative that the 2 =  7 scaling is probably a universal feature of N =  4 
SYM with finite quark density (at strong coupling and large-N).  It points toward the 
possibility that when the quark flavours are made dynamical (by introducing D7-branes 
for instance [80]) and their backreaction taken into account at finite baryon density, 
then the low temperature IR physics may well be controlled by a similar scaling solution 
(see [81] for closely related discussions). A concrete framework where this possibility 
can be further investigated is the unquenched smeared flavour brane setup of [82-85].
Within the setting of the supersymmetric configurations in this paper, constructing 
the full flow from AdSs x S5 to the IR scaling solution remains a challenging task due 
to the reduced isometry of the dual gravity backgrounds. However, we analytically 
examine the departure of the flow induced by the supersymmetric smeared strings in 
the UV, and find close similarities to the 50(6) symmetric case of [72] wherein it was 
possible to obtain the entire flow numerically.
The supersymmetric intersecting brane configurations present us with a further 
interesting route for obtaining non-trivial scaling solutions. This is because of the 
existence of supersymmetric moduli spaces at zero temperature. In particular, it is 
possible to move out to a generic point on the Coulomb branch moduli space (where 
the gauge group is generically Higgsed to a product of Abelian factors) of 'N =  4 SYM 
and examine the effect of a finite quark density. In the dual gravity description this 
corresponds to a general distribution of N  D3-branes at large-N.  We consider such 
continuous distributions of the D3-branes and Fl-strings that are compatible with 
the supersymmetries preserved by the intersecting brane configurations. Specifically, 
we introduce distributions for these sources with power law scalings in the IR and 
solve the supergravity equations for such power law density functions. We thus find 
a two parameter family of Lifshitz-like scaling solutions with hyperscaling violation 
coefficients. Imposing the weak energy condition on each of the source distributions 
restricts the allowed values of 2 and 6 .
Perhaps the most interesting result within the class of Coulomb branch configura­
tions is the appearance of a solution with z ,6  —> oo and r) =  —6 / z  fixed (satisfying 
77 > 1). These give rise to geometries that are conformal to AdS2 x R3 with vanishing 
entropy at zero temperature. Such geometries have been argued to be relevant for 
holographic descriptions of fermionic physics [71].
All the solutions we find bear close resemblance to scaling solutions in Einstein- 
Maxwell-dilaton theories [68 , 86 , 87]. In particular the dilaton softly breaks the scaling 
invariance via logarithmic running. Furthermore since the dilaton runs to zero in the 
IR, it renders a' corrections important in the deep IR.
4.2 Sm eared strings and N  =  4 SYM
The Wilson lines we study in this chapter are the simplest cases within the ansatz 
(1.4), namely straight contours each preserving 16 of the 32 SUSYs and a subgroup 
50(5) C 50(6)#  of the R-symmetries. As shown in section 1.3.3, a configuration of 
such lines placed at different spatial points preserves 8 real supersymmetries.
Our goal in this chapter is to model a particular state with finite heavy quark 
density by taking a specific BPS Wilson line configuration and smearing it uniformly 
along all spatial directions of the N = 4 theory. The unsmeared configuration consists of 
a mutually BPS quark-antiquark pair i.e. antiparallel lines placed at antipodal points 
of the internal 5 5 [50, 88]. This preserves an 50(5) global symmetry and, prior to 
taking the near horizon limit of the D3-branes, can be viewed as a supersymmetric F I­
DS intersection. A specific delocalized version of this intersection has been discussed 
by Dey and Roy [79] and shown to lead to Lifshitz-like scaling. The backreacted 
geometries resulting from the spatially smeared configurations are |-BPS, preserving 8 
real supercharges.
We will consider two distinct classes of |-BPS configurations in this chapter:
• In the first category lies the so-called partially localized F1-D3 intersection [78], 
where F 1-strings are smeared along the relative transverse directions (spatial co­
ordinates) on the D3-branes, and the D3-branes are not smeared. We will argue 
that the corresponding gravity background represents a flow from AdSs x S5 to a 
2 =  7 Lifshitz-like geometry.
• The second class involves delocalized D3-brane and Fl-string distributions, allow­
ing for a general smearing density for both sets of sources. The solution of [79] 
is a special case within this category of solutions. We find a large class of zero 
temperature scaling solutions with a range of dynamical critical exponents and 
hyperscaling violation coefficients.
4.2 .1  M etric  an satz in 10D
Given the symmetries and supersymmetries of such configurations, we showed in chap­
ter 31 that the type IIB fermionic variations vanish if one takes the following ansatz 
for the Einstein frame metric, the Ramond-Ramond fluxes F3 , F5 and Neveu-Schwarz 
field strength H%:
warp factor A  and dilaton (f> are functions of the x and y coordinates only. The gauge
the ten-dimensional complex spinor e parametrising supersymmetry variations must 
satisfy the projection conditions
trix. The projections are those associated to fundamental strings and D3-branes, re­
spectively.
over the x-y plane. Therefore, these are time independent backgrounds with an SO(5) 
isometry and symmetry under translations and rotations in R3.
^ ls o  to appear in [3]
3
Einstein
_ e2(A+4>)d t2 +  +  e- 2A+cj>d x2 +  e- 2A-</> iy 2 +  y2^ 2) ?
Here dH4 is the metric of the unit radius four-sphere with volume form uo/(54); the
theory lives in the 4D spacetime spanned by the coordinates (£, x 1, x2, x3). In addition,
i r tX1X2X3e = (4.3)
leading to \-BPS solutions. Here D is the ten dimensional complex conjugation ma-
Within this ansatz, the geometry can be viewed locally as a fibration of R( x l 3x S'4
4 .2 .2  (P artia lly ) L ocalized  F 1-D 3  in tersection
In this chapter we will only study solutions with F3 =  0. This precludes a charge density 
for D5-branes that could be interpreted as baryon density as in [72]. It is also physically 
clear why this is the case: we are considering a uniform density of quark and anti-quark 
pairs (with opposite 50(6) orientations). With this choice, the backgrounds represent 
F1-D3 BPS intersections of the kind analyzed in [76-78]. We can make contact with 
the standard form of the metric for such backgrounds with the identifications:
e ~ 2*  =  ^ , e -4A-<*> =  h3  _ (4  4)
where h\ and /13 are the harmonic functions associated to the Fl-strings and D3- 
branes respectively. It is well known that in these types of solution (e.g. [78]) there is a 
smearing along the relative transverse directions of the strings/branes i.e. those which 
are parallel to the world volume of some of the branes (strings), but perpendicular to 
others. They are constructed by the so-called harmonic rule: to each type of brane 
(string) there is a corresponding function which is harmonic in the space transverse to 
their world-volumes. In order to source two sets of branes in the same solution one 
simply multiplies the two harmonic functions together in the appropriate way.
AdSs x S5 vacuum: The vacuum solution, namely AdSs x S5, is recovered when
h\ =  1 , /?3 ~ e~AA = , 0  ^ 0 . 0 , x = r cos 0 , y = r sin 0 , 0 < 0 < 7r .
(xz +  yz)z
(4.5)
This is indicated in figure 1. The five-sphere is obtained by fibering the 5 4 along a 
semicircle enclosing the origin.
Backreaction of string sources: The presence of macroscopic string sources will
lead generically to a non-vanishing NS-NS three-form flux i / 3. The form of i /3  =  d /?2 
in our ansatz (4.2) suggests that the strings must lie parallel to the x-axis (see figure 
4.1). Now, both the functions /13 and hi are non-trivial, and for sources localized in the 
x-y plane they are determined by the Bianchi identity for F5 and equation of motion 
for 7/ 3, namely,
d y  ( y * d y h 3 )  +  y A h i d l h $  =  0 , d y ( y 4 d y h i )  = 0 . (4.6)
Figure 4.1: Left: The x-y half-plane in AdS with x = r cos 9 and y = rsin#  where r is 
the radial coordinate in AdS and 6 the polar angle on the S5. Right: D3-brane positions 
(in red) on the x-y plane, with infinite Fl-strings oriented along the a:-axis. The thickened 
lines indicate that the respective distributions may have a non-zero extent along the x-axis.
These are Laplace-like equations for (partially) localized sources smeared along certain 
directions transverse to them (the transverse 5 4 and the spatial M3). Since F3 =  0, we 
also know that h\ is only a function of the y-coordinate,
e-2^ = hi(y)  = 1 + —  . (4.7)
y6
This is what we would expect for a localized, infinite string source oriented along the
x-axis. The additive integration constant has been set to unity by the requirement 
that the dilaton <f) vanishes for large y. Here Q\  is proportional to the number density 
of F-strings npi, which also measures the density of heavy quark sources in the gauge 
theory:
(48)
A being the ’t Hooft coupling of the N =  4 theory and V54 the volume of S 4. The 
number density of heavy quarks npi must scale as N 2 in order to keep Q\  fixed in the 
large-N  limit, and to consistently include their backreaction on the background.
The normalizations are fixed by demanding that the equation of motion for if3 yield 
a number density npi of macroscopic F-strings localized at y  = 0,
d(e-<i * i f 3 ) =  -^ F1 167tGtv S(y) dy  A eu\ A dx1 A dx2 A dx3 . (4.9)
27TQ!
Setting the AdS-radius to unity, th e ’t Hooft coupling A of the gauge theory is related to 
the tension of a fundamental string as (2na/) ~ 1 = In addition, Newton’s constant 
in ten dimensions is given by 16nG^ = (2n)7<^a/4, with A = 4ngsN.
With this solution for hi,  the full background is determined by hz(x,y),  which 
solves ((4.6)) subject to the requirement that the geometry is asymptotically, locally
AdSs x S5. It is not possible to solve this equation analytically, but we can analyze its 
UV and IR asymptotics.
4 .2 .3  z  = 7 L ifsh itz IR
In the IR limit, which corresponds to small y , we have that h\ «  Q i /y 3. The harmonic 
function hz(x,y) in this limit is [78]:
M z . y )  =  ^  ( z 2y +  4<3 i ) 5/2 • (4 -10)
We may view this as a ‘near horizon’ limit for the F-strings. In fact /13 can take the 
more general form, similar to that for multi-centred D3-brane sources,
h3 ~  ^ P i  ((s -  Xi)2 + 4Q i /y ) 5/2
i
but this generalization is not of particular interest to us at this point. It is easy to 
see that the solution for /13 follows from a scaling argument1. The second important 
remark is that such solutions cannot correspond to localized F1-D3 intersections, since 
hs increases as a positive power of x for large x. The D3-branes are in fact delocalized 
along the x-axis in this limit (y/Q \ 1^3 1). The reasons behind such ‘spontaneous
delocalization’ were explored in [89], including the case which is precisely the S-dual of 
the setup we are studying, namely Dl-branes smeared along the spatial directions of 
D3-branes. In this case the spontaneous delocalization was attributed to the analogue 
of the Coleman-Mermin-Wagner theorem in the 0+1 dimensional quantum mechanics 
of the intersection.
One can confirm that the D3-branes are indeed not localized by noting that F5 (in 
this limit) depends only on v = x 2y ,
5,F5 =  (l +  * )d /(v )A 6(4), v = x 2y,  (4.11)
d/ ( l0 = _ 7 ~7= (4Qi + v f /2dv.4a/ u
xAllowing for a source density p(x,  y)  on the right hand side of (4.6), we expect that under x sx,  
y  1 -4  s ay,  for a scaling solution we should have p  1 -4  p / s l ^ a. Comparing the two sides we find that 
a =  —1/2 and hz =  h ( x 2y ) / y 5 2^ for some function h. The differential equation for h(v  =  x 2y),  yields 
the general solution h(v)  =  c\ (v +  4 Q i)5//2 +  C2  \ / v { v 2 +  10Q v  +  30Q2).
Therefore, the D3-brane charge can be computed by J' d f (v)  where 7  is a path joining 
two points on the curves, say, v = v\ and v = V2- For any two points on the x-axis, 
which sits at v =  0 , the integral along a path joining them vanishes trivially, and 
therefore the D3-brane charge is not localized at the origin, nor at any other finite 
point on the axis. It also follows, by allowing axbitary deformations of the curve, that 
there are no localized D3-brane sources for any finite values of x and y. In fact the 
sources must be viewed as being placed at infinity. This is also related to the fact that 
the S 4 in the geometry does not shrink anywhere in the x-y plane in this IR limit. 
This should be contrasted with AdSs x S5 wherein the D3-brane charge is obtained by 
choosing a path with end-points on the x-axis and, importantly, enclosing the origin, 
as in figure 4.1.
This picture therefore suggests that the F-strings have ‘pulled apart’ the D3-branes 
so that they appear delocalized for scales set by y Q i 1^ 3.
Plugging in the expressions for /13 and h\ in this IR limit, defining a new radial 
coordinate p = y 1^  and after appropriate coordinate rescalings, we find
d  <?2  —  O 3/2U 6 Einstein — '‘e 1 ( -  p14 dt2 +  p2 dx*dxl) (x2p4 -I- 4) 5/ 4 -I- 16 (x2p4 4- 4)5//4
P
4  (dfij +  p4dx2)(x2p4 + 4)5/ 4 ] , (4.12)
This is an exact, supersymmetric solution to the type IIB equations. The background 
metric exhibits a scaling symmetry under
i ' h o i ' ,  1 1-» a7 1 , p i-^ a _1 p, x \ -» a 2 x , (4-13)
which is an anisotropic Lifshitz-like scaling, with dynamical critical exponent 2 =  7, in 
the 4D gauge theory. Note that the scaling symmetry is not exact, as it is broken by 
the logarithmic running of the dilaton with energy scale.
Let us point out certain noteworthy aspects of the scaling solution (4.12). The 
IR Lifshitz scaling is realized in an unusual fashion due to the non-trivial dependence 
of the metric on two holographic directions, x and p, and this will further affect the 
scaling properties of observables such as the entanglement entropy and thermodynamic
quantities. It is remarkable that the z = 7 Lifshitz scaling, with exactly the same 
running of the dilaton, was also observed in [72, 73] within the non-supersymmetric 
50(6)-symmetric ansatz for smeared Wilson lines in 3\T =  4 SYM. This suggests that 
the emergent Lifshitz symmetry with z = 7 may be a universal feature of a dense state 
of heavy quarks introduced in 3sf =  4 SYM, independent of the details of their internal 
SO(6 ) orientation. A further difference between the 50(6)-symmetric setup of [72, 73] 
and the supersymmetric configuration above, is that whilst the former has F3 7  ^ 0 
corresponding to D5-brane/baryon charge density, the latter has F3 =  0. However 
this detail does not appear to affect the dynamical critical exponent in the IR. A 
supersymmetric configuration with F% 7  ^ 0 is explored in chapter 5.
We can recover a more conventional form of the Lifshitz-like metric by taking a 
further limit of the IR solution, namely x 2p4 -C 1. After some coordinate rescalings, 
this yields
d s Einstein ~  C { ~ ^ 2  ~  +  P 2 ^ 2 ^ l d x l +  p 4 d x 2 +  ^ d f t |
\  p  1= 1
e* = p6 , (4.14)
where c is a constant. The four-sphere has a constant size in this limit, and the 
background (4.14) is not, by itself, an exact solution to the supergravity equations of 
motion; it is a limiting form of the IR (small y ) metric. An interesting aspect of the IR 
physics that is manifest in this limit, is that it is effectively a six-dimensional geometry 
(after reduction on S'4). In this sense the situation is reminiscent of certain Coulomb 
branch configurations of N = 4 SYM that deconstruct a higher dimensional field theory 
[90]. We will return to this picture in the next section when we discuss smeared strings 
on the Coulomb branch.
Entanglement entropy: An important probe of the IR physics of the gauge the­
ory is the entanglement entropy, which can be computed using the Ryu-Takayanagi 
prescription [91]. For the metric in (4.12), this is not a straightforward calculation 
since the components depend both on x and p coordinates and the solution for the ex­
tremal surface (with a prescribed boundary) could depend non-trivially on both these 
dimensions.
We can, however, make a simplifying approximation by assuming that the physics
Then we can use the approximate form (4.14) to calculate the entanglement entropy of 
a ‘strip’ in R3, specified by
Extremizing the functional and extracting its finite part in the usual way (e.g. [5. 69]) 
we find
where we have omitted various constants of proportionality and traded Newton’s con­
stant in ten dimensions for a factor of N 2 according to the holographic dictionary. 
The scaling of the entanglement entropy with £ is characteristic of hyperscaling vio­
lation with negative 6 [5, 69]. If we view the (IR) gauge theory as having 3 spatial 
dimensions (e.g. with the x-coordinate compactified), then 9 = - 2 .
The hyperscaling violation could also be directly inferred by reducing the ten dimen­
sional metric (4.14) to five dimensions, by assuming the x-coordinate to be compact. 
The reduction to five dimensions yields
For the configurations on the Coulomb branch studied below, the emergence of the 
extra spatial coordinate x can be interpreted via deconstruction and the size of this 
dimension is controlled by the inverse spacing between D3-branes [90, 92].
an approximation. It would be interesting to have a more precise computation in the 
exact scaling background (4.12), and to check whether these qualitative expectations 
are reproduced.
in the deep infrared should be governed by sufficiently small p and x, so that x 2p4 <C 1.
—£ < x l < £, 0 < x2,3 < L , 0 < x < L (4.15)
with £ <C L, L at a UV-slice of the geometry, p = p\.  The effective area functional for 
the 3D surface E3 with the strip as its boundary, can be defined as [91]
(4.16)
finite
(4.17)
(4.18)
which exhibits Lifshitz scaling with z = 7 and hyperscaling violation with 6 = — 2.
We stress that the calculation of the entanglement entropy outlined above is only
4 .2 .4  U V  A dS asy m p to tics
We will now attempt to understand how the solution to (4.6) will modify the UV 
AdS asymptotics. In order to find a solution which asymptotes to AdSs x S5, and 
also includes string sources, we need to use the general form (4.7) for h\(y). Whilst 
the problem is not analytically tractable, we can make progress by noting that (4.6) 
exhibits translational invariance in x. Fourier transforming with respect to this variable 
[93] yields
t y iyw )  +  ^ 3(y;p) -  p2 M y )M y ;p )  =  M y ) =  1 + ^ ’ (4-19)
where primes denote derivatives with respect to y. The equation has irregular singular 
points of order 1/2 at y = 0 and order 1 at y =  oo. Around either of these points, 
the equation can be solved as a power series using a so-called Thome expansion [94]. 
Around y = oo, this leads to solutions of the type,
71=0
where the coefficients can be determined via a recursion relation and p can be either 
positive or negative. A slightly different expansion which has overlap with the large y 
limit is a formal series expansion in powers of Q\ -  the string or ‘heavy quark’ density:
OO
M y ;p ) = ^ 2 Q \1 fn{y-p) ■ (4.21)
71=0
Substituting into (4.6), and solving the resulting equations order by order in Q\, we 
find,
/o(y,p) =  ( i  -  “ )  > h ( y ,p )  =  - ^ r r >  (4-22)y z \  p y j  4 y4
h{y'p) - “4^ r i 1 + ^  + W?) + EW ~Ei{2pv) ( 1 + ^
for the first few terms in the expansion (p can be either positive or negative). Ei(x) is 
the exponential integral function. The correct superposition of the Fourier-transformed 
solutions must reproduce AdSs x S5 in the limit Q\ —> 0. This picks out the required 
combination,
/ eipx r idp —  0(p)phz(y \-p)  -  pO(-p)h$(y\p)  . (4.23)
In terms of the standard radial coordinate of AdS and the polar angle 0 on the S'5 
(x = r cos#, y =  rsin#) to linear order in <2 i, we have,
M  r, 0) =  i  (1 + %  1 ~ 4 ° f ^  +  0 (q ? ) )  . (4.24)r 4 \  r 3 4sin30 
The dilaton, on the other hand, is exactly determined by
e* =  ft- 1/2 =  ( l  +  ~ t x ) V2 , (4-25)\  r6 sin 9 J
and vanishes at 9 = 0, n i.e. the north and south poles of the S 5 in the UV geometry, 
as expected for F 1-string sources localized at y = 0. It is instructive to look at the 
corrections to the metric components in the above expansion,
<4'26>
with similar corrections appearing for gtt■ The 1/ r  corrections to AdS asymptotics 
are characteristic of the backreaction due to string sources, as also noted in [72, 95, 
96]. A similar analysis for the internal directions suggests that upon inclusion of the 
backreaction from the strings, the 5 4 does not shrink at 0 = 0 , 7r, and that there are 
curvature singularities at these points. We should stress, however, that we cannot trust 
the expansion in Q\ in the vicinity of the string sources at 6 = 0 , 7r. Away from these 
points (fixed generic 9 and large r) the geometry is asymptotically, locally AdSs x S5.
To summarize, we have argued in this section that the introduction of an 0 ( N 2) 
density of heavy quarks (specifically, mutually BPS quark-antiquark pairs), preserving 
some supersymmetry in N =  4 SYM at large-N  and strong coupling, induces a flow 
from AdSs x S5 to a scaling Lifshitz-like IR background with z = 7. The anisotropic 
scaling solution in the IR is somewhat novel due to the presence of two non-compact 
holographic directions, which scale differently to ensure that the resulting metric is 
scale invariant.
4.3 Coulom b branch solutions and hyperscaling violation
A notable feature of the supersymmetric intersections discussed above is that they 
inherit the Coulomb branch moduli space of the N = 4 theory (where SU (N ) is Higgsed 
to C/(1) '/V—1 generically). In particular a probe D3-brane (spanning t, x l , x 2, x 3) placed
at any point in the x-y plane, in the general background (4.2), experiences no force due 
to an exact cancellation between the Dirac-Born-Infeld (DBI) and Wess-Zumino terms 
in the probe action. A similar cancellation occurs (between the Nambu-Goto action 
and the coupling to B 2) for a probe F-string oriented parallel to the x-axis at any 
value of the ^/-coordinate. This points towards the existence of more general smeared 
solutions where both D3-branes and the F-strings are smeared with some distribution 
functions on the x-y plane. We show that for certain choices of such distribution 
functions the backreacted (IR) geometries can exhibit a range of Lifshitz-like scalings 
with hyperscaling violation.
General solutions with D3-branes on the Coulomb branch (within our 50(5)-symmetric 
ansatz) can be obtained by considering a general D3-brane density, so that
hiix.y)  =  /  /  dx' Ay’ /W a '.S /')------- (4.27)
U> J J  [(x -  x ' f  + (y -  y ' f f  ’
A general density function PDz{x,y) preserves all supersymmetries whilst also leading 
to a violation of the Bianchi identity for F5 due to the extended source distribution.
Since we want to interpret our solutions below as IR limits of Coulomb branch 
distributions it is useful to illustrate this with a simple example which allows to make 
contact with the F1-D3 intersection of [79]. Let us first consider a uniform distribution 
of D3-branes, in an interval along the x-axis with
PD3{x,y) = Po&{y) 1 0 < | x | < ± p 0 , (4.28)
and no macroscopic string sources. For large (x, y) the geometry asymptotes to AdSs x 
S5, whilst in the IR, for small y and |x| < |p o 5 we obtain
ks ~  2 ^  Po +  ‘ ‘ "  (4-29)
This is a scaling regime where all metric components in (4.2) only depend on powers of 
y. Upon performing a reduction of (4.2) on S 4 and the x-coordinate, the resulting 5D 
geometry precisely matches the reduction on a torus of the AdS7 x S4 solution in 11D 
SUGRA [90]. This SO(5) symmetric Coulomb branch configuration can therefore be 
viewed as a flow at strong coupling and large-N,  to an IR theory which appears to be 
(a subsector of) the 6D superconformal theory with (2,0) supersymmetry realized on a 
stack of M5-branes (compactified on a two-torus). The Coulomb branch configuration
therefore deconstructs a higher dimensional field theory. In the deconstruction picture, 
the sizes of the extra dimensions are controlled by the inverse spacings between individ­
ual D3-branes on the Coulomb branch. The spacings ~  0(1/N )  determine the masses 
of the lightest W-bosons and dyonic states on the Coulomb branch, which in turn are 
related to the Kaluza-Klein harmonics of the deconstructed compact dimensions. We 
would now like to understand how the IR dynamics on the Coulomb branch is modi­
fied by smeared, macroscopic fundamental strings viewed as heavy quarks in the gauge 
theory.
4.3.1 Sm eared F 1-D 3 in tersection s
In the presence of macroscopic string sources, both h \  and h 3 will be non-trivial and 
the Bianchi identity for F5 modified by D3-brane sources becomes
d y ( y 4 d y h 3 )  + y 4 h i d l h 3 = - p D 3 ( x , y ) .  (4.30)
We will focus attention on distributions that, at least in some limit as in the above 
example, only depend on y, so that po3 =  P'Dz(y)- Hence, for simplicity, we also 
assume that h3 is a function of y alone. Similarly the equation of motion for H3 with 
a general smeared distribution of F-strings leads to the equation
i  (y4tr)= ~ PFl(y)■ (431)
As pointed out above, probe F-strings experience no force when they are aligned along 
the z-axis and placed at any value of y. Therefore a general y-dependent distribution 
should preserve 1/4-supersymmetry. In the Appendix we show that such smearing of 
sources satisfies a calibration condition which ensures that the string/brane embeddings 
we study respect the supersymmetries. The equations of motion follow from the type 
IIB supergravity action coupled to the smeared D3-brane and string sources,
S  =  S lIB  +  S n G  +  'S'dBI + 27T<y f  ^ 2  A f ig  + 4 T d 3  j  C 4 A ^ 6- (4.32)
The actions for the sources are the smeared versions of the Nambu-Goto and DBI 
actions with a particular choice of smearing forms 0 8 and 0 6 ) respectively
7Tq/
0 8 = -----2~ PFi(y) dy A dari A dx2 A d^3 A e(4) (4.33)AC
n 6 = - ( 2 k2TD3) 1 pD 3(y )  d* Adj/ A e(4) , (4.34)
where we have defined 2k2 = 167r(7 yv. The sources alter the equations of motion 
for the dilaton, H3, F$ and the metric. In particular they contribute to the stress 
tensor. Imposing the weak energy condition (WEC) on the source stress tensor leads 
to positivity of the source density functions
Tabuaub > 0 , =J> po3 , Pf i  > 0, (4.35)
where ua is some timelike vector. For more details on the equations of motion and
their consistency with supersymmetry, we refer the reader to appendix D.
To obtain scaling solutions, we simply choose power laws for the smearing densities
Pfi =  a- (3 — a) Qi y2~Q , pDz =  P (3 -  /3) Qz y2_/? • (4.36)
Then the equations of motion for h\ and h3 are also solved by power laws
hi = %  . h3 = %  . (4.37)y a  y p
Positivity of the source densities requires 0 < a, < 3. Further imposing the null 
energy condition (NEC) on the complete stress tensor leads to a weaker condition on 
the parameters a,/3 which is consistent with the WEC . The case a =  ft = 3 gives 
us the homogeneous solution of Dey and Roy [79]. This is the situation wherein the 
D3-branes and strings are all at y =  0, but the branes are uniformly smeared along the 
x-axis.
Inserting the general scaling solution into the metric (4.2) and reducing carefully 
over the SA and the x-coordinate (which we treat as a deconstructed compact dimen­
sion) to five-dimensional Einstein frame we obtain a family of Lifshitz geometries with 
hyperscaling violation:
ds\ = R 2 r ~ l 9 ^ - r 2zdt2 +  ^  +  r 2 J ^ d x M x ^  . (4.38)
i i
Here the radius is R? =  j ^ z^pQ zQ l an<^  we have changed the radial coordinate ac-
2
cording to y =  rP~2 and rescaled the rest. The coefficients are related to the exponents 
of the sources as
0
8
6
4
2
0
2
- 2  0 2 4 6 8
Figure 4.2: The shaded region represents the allowed values for the dynamical exponent 
z and hyperscaling violation coefficient 0 for the solutions discussed in the text. If we 
impose an additional requirement that 6 < d for stability (e.g. [5]), this would also exclude 
the shaded region top-left corner (which has /3 < 2).
The case (3 = 2 needs to be treated separately, as we do below. Given that the 
weak energy conditions for the sources, considered separately, restrict the values of the 
parameters to lie in the range 0 < cc, /3 < 3, the allowed values for 2 and 9 in this class 
of solutions are shown in figure 4.2. Note that if we also require 9 < d for stability as
survive. These correspond to D3-brane distributions with (3 > 2. Finally, there are no 
solutions with 9 = 2, which would lead to a logarithmic violation of the area law for 
entanglement entropy.
(3 = 2 : Conformally AdS2 x R3: As stated before, the case (3 = 2 has to be treated
separately, since the change of variables used for the radial coordinate is not well defined 
for that value of the parameter. Importantly as /5 -> 2, both z and 9 diverge,
In the allowed range for a, we have r) > 1. The (3 2 limit is also interesting because
it corresponds to a uniform distribution of D3-branes on the x-y plane,
and h\ = Q i /y a as before. Hence we obtain a one-parameter (a ^  0) family of
solutions. Again, substituting this into the ten-dimensional metric and reducing to
2the five-dimensional Einstein frame with the change of variable y = r« we arrive at a 
metric conformal to AdS2 x R3,
to have certain properties desirable for a holographic description of Fermi surfaces
background is vanishing since r) > 0 and the entanglement entropy has no extensive
argued in [5], only the solutions shown in the lower right corner of figure 4.2 with 9 < 1
P-*2
lim 2 ,9 —y oo (4.40)
PD3 =  2 (33 (4.41)
so that the harmonic function is
(4.42)
(4.43)
where the radius is now R 2 = 4a 2Q\  . Geometries with an IR factor conformal
to AdS2 x R2 have been used to describe locally quantum critical theories and argued
[71]. The zero temperature entropy density associated to the conformally AdS2 x R3
finite contribution. As pointed out in [71], the entanglement entropy of a strip in this 
case has a rather puzzling behaviour in that the extremal surface only exists for a 
specific value of the strip width.
In all the geometries, including the conformally AdS2 x R3 backgrounds, curvature 
singularities appear in the deep IR (see e.g. [97]). In particular, since the dilaton is 
given by e^ = h11//2, and runs to zero in the IR, the string frame metric leads to 
divergent curvatures and the solutions will be expected to receive large a ' corrections. 
One can S-dualize the backgrounds, and then the problem becomes one of large string 
coupling in the IR. It is a compelling question to ask what low energy physics arises 
and resolves such curvature singularities [98, 99]. This may be an interesting avenue 
to explore since we have some knowledge of the microscopic field theory the geometries 
describe.
4.4 D iscussion
The supersymmetric scaling geometries we have discussed in this chapter were obtained 
from previously known intersecting brane configurations along with a new ingredient, 
namely, generic source distributions compatible with the supersymmetries. Our mo­
tivation was to understand whether any universal features emerge within a tractable 
holographic framework, when a state of finite (quark) density is introduced into a known 
field theory (with a large-N  string/gravity dual). The physical interpretation of the 
setup explored in this paper is that it corresponds to a uniform density of mutually BPS 
quarks and anti-quarks (with opposite 50(6) orientations) in N = 4 SYM. In particu­
lar, these configurations all have vanishing three form flux, F3. In the next chapter we 
discuss solutions with non-zero F3, which can be interpreted as a finite baryon density, 
as was the case in [72] (see also [100] for related discussions).
One of the larger aims of this study is to understand whether the simplistic picture 
of backreacting smeared heavy quarks can be embedded into holographic setups with 
dynamical flavours, most notably the smeared D3-D7 system explored, for instance, in 
[83-85].
An important observation is the emergence of a 2 =  7 IR scaling regime from 
the partially localized intersection described by homogeneous (sourceless) equations. 
Despite having different global symmetries and no supersymmetry, the same scaling
was observed in [72, 73]. The value of 2 can now be understood within the intersecting 
brane framework. Following the results of [78], it is easy to verify that, more generally, 
partially localized Fl-Dp intersections give rise to anisotropic scaling with 2 =  1| , 
when p < 4.
Finding finite temperature, black brane generalizations of the solutions discussed 
in this paper appears difficult. For the partially localized intersection (with 2 =  7), the 
solutions are functions of two coordinates, v =  x2y and y , and this makes the problem of 
‘blackening’ the solutions challenging1. We leave this question for future investigation. 
When the sources are smeared, as for the Coulomb branch configurations, the zero 
temperature delocalization is possible only because the theory has a moduli space of 
vacua. Finite temperature lifts such moduli spaces so that the free energy is minimized 
at the origin of moduli space2. A possible approach towards the finite temperature 
physics of smeared Coulomb branch distributions is to introduce chemical potential for 
charges under the global symmetry group, i.e. to consider rotating brane configurations 
along the lines of [102, 103].
Within the context of the Coulomb branch intersctions, it is interesting to note that 
by engineering appropriate string/D3-brane sources we should be able to obtain zero 
temperature flows between different scaling geometries.
1 See however [101]
2Away from the origin, various degrees of freedom are rendered massive, and their contribution to 
the entropy thus decreases.
C h a p te r  5
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Figure 5.1: The baryon vertex in N = 4 SYM
In this chapter we consider the same smeared string supergravity ansatz as in chap­
ter 4, but now with non-zero RR three-form flux F3 . This flux is magnetically sourced 
by D5-branes, which provide the baryon vertex construction of [104], in which N  strings 
end 011 a D5 brane wrapping S ’. The Gauss law on the compact space is satisfied since
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the WZ coupling
A Fb
couples the five-form as a charge for the gauge field. This pictured in figure 5.1. It is 
natural to interpret these solutions as being dual to a finite density of iV-quark baryon 
states.
5.1 Solutions
The metric and fluxes take same form (4.2), as do the SUSY projections (4.3). The 
supergravity fields are now sourced by D3, D5 branes and fundamental strings, which 
are introduced through the standard combined DBI and WZ action and are fully back- 
reacted.
The functions A and (f> are not arbitrary, but are determined by the consistent 
coupling to these sources, which enter into the Einstein equations and flux equations of 
motion. We look for solutions which have at most localized (delta function) sources for 
D3 and D5 branes, but we will allow for a smeared distribution of fundamental strings. 
Inspection of the equations of motion for the system shows that the branes must have 
the configuration
The kappa symmetry conditions for these brane orientations are consistent with the 
SUSY projectors.
The form equations of motion and Bianchi identities are given by
where fig is the (appropriately normalized) smearing form for the FI distribution. We 
will consider the case in which F3 ^  0 ; the F3 =  0 was treated in chapter 4. As shown 
in section 3.4, the endpoint of the analysis is that the whole system is governed by a 
non-linear Poisson-type equation
t yy x x l x 2 x 3 6l 62 63 94
D 3 x 
D5 x x 
F I  x
x x x  
x x x x
X
d(e  ^* i / 3 ) -f- 4 F5 A F3 = Clg d(e^ * F3 ) + 4 i f 3 A F5 = 0
dF3 =  0 dFs -  \H%  A F3 =  0
A is expressed in terms of the dilaton through e~4A = — (2/Fo)dxe~^, where Fq is a 
constant. This solves the above equations of motion as well as the Einstein and dilaton 
equations with source terms for the FIs, when we identify Qs = y4p(y)dy A dx1 A 
dx2 A dx3 A vol(S4). It is similar to the Toda equation which appears in the analysis 
of [35, 105]. In that case there was an implicit variable change which mapped the 
problem into a linear electrostatics problem. However it seems to us unlikely that a 
similar variable change can be made in our case.
5.2 U V  perturbation  about AdSb x S 5
Taking e^ =  1, we recover vacuum AdS,  in the coordinates (4.5). If we linearize around 
this, e-2<^  =  1 +e/i(i) + 0 (e 2), we find that h satisfies the SO(5) symmetric Laplace 
equation on flat R6:
^ d y ( y 4dyh{ i)) + d2xh{1) =  0 (5.2)
Imposing AdS asymptotics, we find a family of solutions of this Laplacian which as 
usual takes the form of sum over point charges
, 1 ^  T (x — xA I f  x -  Xi  7 f \
?  > - * 0 *  + !^ +  y ( “ «*“  —  + 4 J . (5.3)
As a simple example we can take two charges <51,2 =  +1 at x\ =  — xo, £2 =  +#o- In 
order to normlize the AdS  correctly, we are forced to make the identification Fo =  — 2e, 
which implies that the e expansion is equivalent to an expansion in F q . Then we find 
the following asymptotic metric in polar coordinates:
ha =  r 2 -  x§(2 + 3 cos26) -  ^ -  . \  (2(7r -  9) +  sin26) +  0 ( t~4,Fq) (5.4)
lo r sm 6
This displays the 1 f r  potential term typical of backreacted string sources, and also the 
expected term corresponding to vevs for the adjoint scalars of the field theory. The 
dilaton is
e. „  =  1 —
2 sm° 6 r -3
and to this order in Fq the S 5 is the same as for the vacuum AdS5 x S5
5.3 Scaling solution
It is interesting to observe that (5.1) has an exact solution of the form e-2<^  =  ^a(p ) ,  
where p = x2y. Indeed when we substitute in this ansatz, the p-dependence decouples 
and we are left with
p{ 4a +  p )a "  + 4 p a '2 + 2 (a  — p)oi = 0 (5-6)
In particular we have been able to find at least one closed form solution to this equation, 
by separation of variables: a(p)  =
We can again find the function /  =  +  ^ )  whose difference along a curve
counts the number of Z)3-branes contained within that curve. It is only a function of 
p, so that the D3-branes are ‘delocalized’ in the same sense as in section 4.2.3. The 
constant u f i tells us something about the number density of fundamental strings, as a 
calculation of the F I Page charge shows:
=  f  ( e -+  * H 3 +  4 F3 A Ct )  =  Tin Vrs
J R3x54 V J
However since we are free to choose n y i  without changing the flux F5 , N ^ ge does not 
seem to tell us any invariant information. This is to be expected since the Page charge 
is not gauge invariant [106]. There may however be some ‘preferred’ choice of gauge 
which fixes n p  1 on physical grounds. Such an argument might come from the Dl-brane 
Page charge
Qm  = ( e ^ f 3 - 4 H 3 A C4) (5.7)
— j r  J  ( a ’o ne^^OyCp + y i ((0v4>)1 + dt A <li A Ay A n o K S 4) (5.8)
which is also gauge dependent, since, again, n  is a constant related to the gauge of C 4 .
On the other hand the constant F q,  which tells us the number of units of F3 flux 
which are needed to satisfy Gauss’ law at the endpoint of the Fl-string, is gauge 
invariant and should also do the job of counting the number of strings.
What we want to stress is that for all solutions solving (5.6), the metric is invariant 
under a z = 7 Lifshitz scaling (x ax, y a~2y, t i-» a7t, x l i-» ax1) in which both
‘holographic’ directions scale non-trivially. The scaling can be made most transparent 
if we change to new coordinates (p, a):
ds2 = a 2 Q ( ~ p 10a4dt2 + p2 dxldxl +  +  ^ d  a2 + - ^ ^ d  0%~z 4 o'4 16 aza
F5 = T58Q2(1 + *) d ( $ )  Avo1^
3Hz =  - Q  p a dt A dp A da 
Fz =  Q drr1 A dx2 A da:3 
e^ =  p4a2
where a = | ^ ,  and we defined Q = — F q (we see here that Fo must be negative for 
the metric to have the right signature). Now the symmetry is realized as
.t1 H f lx 1, 1 1—>• a71. p H  a _1p, j  H  a_1(j
This metric has vanishing Ricci scalar R = 0. We also have the curvature invariant
(5.9)
Therefore there is a curvature singularity situated right the way along the cr-axis. This 
may be related to the FI string which could be regarded as lying there.
It therefore seems that a non-zero baryon density, which should be interpreted as 
confinement of the probe quarks, does not change the fact that we have a Lifshitz scal­
ing. When taken with the results of [72] , 2  =  7 scaling therefore seems to be a robust 
feature of a finite density of heavy quarks in N =  4 SYM which is indenpendent of 
supersymmetry, baryon density. Since we did not need to specify the SU (N)  represen­
tation of the Wilson lines, we may also be able to say the results are independent of 
this too. However without a detailed picture of a complete RG flow it is difficult to 
make this statement with complete confidence.
5.4 D iscussion
Our setups are in the infinitely massive limit of the D3/D7 system, dual to N =  4 
SYM coupled to N f  hypermultiplets. This system has been most rigorously studied in 
the probe approximation, for both (T, p) ^  0, with the rationale that in the ’t Hooft
limit we have N f  27V, and so the D7 brane backreaction is negligible. However at 
(T = 0, p /  0), fluctuations of the probes are governed by a near-horizon AdS2 x R3 
geometry. The fact that this has non-zero entropy violates the 3rd law, and suggests it 
is not the actual gound state. Analysis has however shown that it is thermodynamically 
stable [107]. Motivated by this, [108] searched for solitonic extrema of the D7 brane 
action. They found a Higgs branch-like moduli space of vacua, which is surprising since 
non-zero p  breaks all supersymmetry.
A possible resolution to these puzzles is suggested by the following simple argument: 
if the true vacuum has zero energy Eq = 0 , and there is a non-zero density of flavours 
which sets a scale p1//4, we cannot be in a regime where p1/4/ E q <C 1 (such that the 
ground state energy dominates over the energy of the flavours.) Therefore we should 
leave the probe approximation and include their backreaction.
The backreaction of flavours in this setting { p , T  ^  0) has been considered [84], in 
the context of the Veneziano limit N f  ~  N  of the theory1, perturbatively in N j / N .  
However, perhaps unsurprisingly in light of the previous argument, these solutions cease 
to be valid as T / p  —» 0.
We may view our own solutions as encoding the appropriate backreaction, at least 
in the large mass limit for the flavours. It seems that these backreacted geometries 
carry inside them a subsector (the metric and five-form flux) with z = 7 Lifshitz 
scaling symmetry. Since these are the fields representing the S U ( N )  gauge sector, it 
is tempting to think of a picture where the ‘flavour’ degrees of freedom run in loops 
and cause the ‘colour’ degrees of freedom to become scale invariant. It is mysterious 
from the field theory viewpoint why there should be such an emergent symmetry. A 
natural question to ask is whether this effect is a feature specific to strong coupling, or 
whether it can be seen in the perturbative regime. If it could, then perhaps a mean-field 
analysis, along the lines of [109] but at finite density, would be illuminating.
Lattices:
Another perspective on our setup is to view it as the IR limit of an infinite lattice 
of string/D5 brane defects in AdS$ x S 5. This problem has been considered in [110], 
which argued that the gravitational warping means that backreaction of the lattice 
always becomes important in the IR because the covariantized density becomes large. 
They sought AdS2 x R3 backreacted solutions (which as we have seen is a reasonable
1 Backreaction in the p  — 0 case has also been considered. For a review see [85].
idea of what to expect at T  =  0), but to no avail. We suggest that our Lifshitz solutions 
also give the backreaction of these lattices.
2 — 7 Lifshitz:
Let us discuss the implications of the scaling symmetry. Lifshitz scaling was first 
discovered in field theory at critical points in certain condensed matter systems [61, 111]. 
It is a spacetime symmetry under which
t ^ a z t x 1 i-h a x%
The simplest example is a free theory, the ‘Lifshitz field theory’, with 2 =  2:
S  =  J  d td2x [(dt<t>)2 -  K(didi4>)2]
which has a line of fixed points parametrized by k .
In order to attain such a symmetry, the effective action of such a theory must be 
such that the coefficients of all spatial derivative terms vanish up to 2z derivatives. For 
example, in the scalar field example above, the coefficient of did{<p must have vanished. 
As 2 increases, in the general case there will be more and more lower order spatial 
derivative terms which are allowed by the symmetries, all of which must vanish at the 
fixed point. It therefore seems as if a point with 2 as high as 7 is a very special one. 
Alternatively one may speculate that there is a symmetry which forbids all such lower 
derivative terms from appearing.
A ppendix A
N otes on Clifford algebras and 
spinors
Start with the Clifford algebra in d spacetime dimensions:
=  2 7 ^ 1
We use (— !- + ••■) signature, and in this appendix 7  ^ will refer to the gamma matrices 
themselves, as opposed to the 10D van der Waerden-type matrices used elsewhere in 
this thesis.
A .l  Even dim ensions
We can recursively find a representation for the Clifford algebra in any even dimension. 
For example:
d — 2 : 7 0 =  ia2 7 1 =  a 1
d =  4 : 7 0’1 =  ia2, a 1 <g) 1
7 2’3 =  a3 <g> a 1’3
This an irreducible representation of the Clifford algebra. Can show that this repre­
sentation is unique up to a change of basis (similarity transformation, 7  ^ —>
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Although the Dirac representation is irreducible as a representation of the Clifford 
algebra, it is reducible as a representation of the Lorentz algebra. This generated by 
the matrices:
S /u, = —[7
One sees this by constructing the chirality matrix:
■p _______ 1«,2 -;c/— 11 =  I 7  7  7  • • • 7
where is either 0 or 1, which guarantees that T2 =  1 .
This matrix anti-commutes with all the 7^, so commutes with the EM„. Since 
T2 =  1, the eigenvalues of T are ± 1  (‘chirality’). This divides the Dirac representation 
space into two subspaces invariant under the action of the Lorentz group. Therefore 
the Dirac representation is a reducible representation of the Lorentz group, consisting 
of a direct sum of two Weyl representations of opposite chirality.
A .2 Odd dim ensions
In order to extend our Clifford algebra representation in the basis of section A.l to the 
odd d of one dimension higher, we must an extra gamma matrix j d~l . We choose
7d~1 =  ± r
i.e. the chirality matrix in one dimension down. The choice of sign actually defines two 
representations which are inequivalent (not related by a rotation of basis.) Therefore 
the representation is not uniquely defined up to similarity transformations: there are 
two inequivalent irreducible reps of the Clifford algebra. However now either of these 
are irreducible as representations of the Lorentz group. We can still form a ‘chirality 
matrix’ T oc 7 0 • • • 'yd~1 which squares to one and commutes commutes with the Lorentz 
generators. However now T commutes with all the 7 /J. Given the fact that either Dirac 
rep is an irreducible rep of the 7  matrices, Schur’s lemma tells us that any matrix which 
commutes with all the 7  ^ must be a multiple of the identity matrix. So while T can 
be defined, it is trivial and does not define distinct subspaces. Another way of saying 
this is that although its eigenvalues are ± 1, it transpires that all of them are actually 
of the same sign.
A. 3 Intertw iners
Note that ± 7 ^, ± (7 ^)*, ± (7 )^* and ± (7 ^)^ all satisfy the Dirac algebra. In even di­
mensions, by the above uniqueness property, they are therefore related to the original 
7 ’s by a change of basis. Thus we have
_ 7m = r 7^ r - 1 
± (7 ^)* =  3 ±y*13 ± l
H i *1)1 =  e± 7 /xe± 1
±(7M)f =
{A-t, 3± ,  6 ±} = {U±} are called ‘intertwiners’ [112], since they relate different bases of 
similar representations. 3  (sometimes also referred to as D) is often sometimes called 
the ‘complex conjugation matrix’ [23], and G the ‘charge conjugation matrix’.
So in even dimensions, all of the intertwiners exist, and indeed we have the relations 
3- — r j +. In odd dimensions, and 7  ^ are in opposite conjugacy classes, and so 
there is no interwiner between them. Thus only one of 3+,J~ exists for each type of 
intertwiner. The three interwiners will always be related as A  = ±!BC. Let us take as 
an example the 3D basis
7 0 =  ia2 7 1 =  er1 7 2 =  cr3 
in which 23+ = 1, C_ = A -  =  a2.
A. 4 M ajor ana spinors
The definition of the 3  intertwiner ensures that the ‘complex conjugate’ spinor \jjc = 
3 ~ l ip* transforms in the same way as ip under Lorentz transformations. Therefore the 
condition
ip =  ipc (A.l)
is Lorentz covariant. A spinor satisfying this condition is known a ‘Majorana’ spinor. 
The consistency condition for the existence of Majorana spinors, as can be seen from 
plugging A.l back into itself, is that 3*3  = 1. This is possible in d =  2,3,4, and again 
for d = 8,9,10,11. In such dimensions, it may be possible to find a basis in which
3  =  1, so that the gamma matrices are either all real or all imaginary. This is known 
as a ‘Majorana basis’ - the Lorentz covariant conjugation reduces to simple complex 
conjugation, and a Majorana spinor is just a spinor with real components.
If the complex conjugation operation preserves the eigenvalue of T, we can simul­
taneously impose that the spinor is chiral and Majorana. In this case tj) is known as a 
‘Majorana-Weyl’ spinor. This possible in d = 2 and d =  10.
A .5 K illing spinors (KS)
On round Euclidean spheres with coordinates {i}, Killing spinors satisfy:
Where 7  is the chirality matrix. On AdS  spaces we have the same equation, with the
into (A.3).
A .5.1 D ecom p osin g  K illing  sp inors on S n+1 in  term s o f K S on  S n , for 
n  even
In certain applications, it is useful to be able to decompose KS of higher dimensions 
spaces in terms those on lower dimensional ones. The example we want to consider 
is odd dimensional spheres in terms of the even dimensional sphere in one dimension 
lower, as dealt with an appendix of [22]. We wish to clarify the procedure as much as 
possible. We will set the sphere radii to unity.
For simplicity and explicitness we deal with S 3 in terms of S 2. We want to decom­
pose the spinor on S 3 satisfying
(A.2)
where A = ±  and R  is the radius. On even spheres, we have in addition
(A.3)
AdS  length L in place of 1?, and the factor of i now removed from (A.2) and inserted
in terms of the two spinors on S 2 satisfying the ‘chiral’ relation
Vm<4 = ± ^ 7 7 ^ 4
We choose a basis of Killing spinors S'3: 7 ^ =  cr3, 7  ^ =  7 1 =  a 1, 7 ^ = j 2 = a2, 
where on S 2, 7  = 7 ^ is the chirality matrix1.
Explicit relations for these Killing spinors are found in [113]:
e3 =  e ^ 7e-2^27e- ! w 2 eo (A.4)
4  =  Q±¥ii2e- \ w i i HQ (A.5)
where the eo’s are arbitrary spinors. The space of c±’s can t*e split into two pieces (call 
them K±), with the projection 760 =  ±£o- The two spinors are related by on K±
2 1 2e+ =  ± 7 e-
respectively. We deal with each in turn. From the expression above we can see that
4  =  e 2 ^ 4  =  (cos(^) +  zsin( | ) 7^ e2 ,
so that using (A.5.1) on the two subspaces K± we can write the higher dimensional
spinor as the linear combinations
 ^ 0 9 . . 0 9e i =  cos —c l ± 1 sin — e .+ 2 + 2
Combining K± together again, we get back the same number of independent compo­
nents as we expect.
We can also see this by decomposing the Killing spinor equations on S 3. First we 
write the metric of S'3 as
ds | 3 =  d0 2 +  sin2 0(d02 -f sin2 Bdip2)
then the spin connection is
/  0 -  cos 0 d0 — cos 0  sin 0d0 N
(cuab) =  I cos 0d B 0 — cos 0d0
\cos 0  sin 9d(j) cos 6d(f) 0
Using this we can write down the Killing spinor equations on 5 3:
g \ ( j2  0-3 j^ 2  ^
d ^ e  — cos B e   — cos 0  sin Be = -  sin 0  sin 0(j2e (A.6)
1 i
0q€ — 2 <j3(j1 cos 0 € = -^smipale (A. 7)
d^e =  ^cr3e (A.8)
:Note we could have chosen the inequivalent basis 7 ^ =  —7 . The results should be the same.
Now we make an ansatz for the decomposition of the spinors into linear combinations 
of 4 -  We write:
e = X ^ aea a = ±
a
and we note that 4  satisfy
1 2
V ^ a  = 4>ea -  ^ ~ cos04  = T ^ ^ s in t f c 2 (A.9)
V0e2 = d0e2 =  ^cr3cr^a (A.10)
where we note that since this is just the derivative on S 2, vielbein-like factor sin0  from 
the warp factor should not be added.
Substituting in this ansatz, and distinguishing between the two subspaces K± in 
the factor ± , we find that the r)a satisfy
c l i  1—i — sin0 ?7a +  -  cos 0  s in ^ 7ya ±  -  sin0sin07/_a = 0 (A.11)
ia r}a — i cos 0  r)a =F sin 0  r/_a =  0 (A. 12)
although these are the ip and 6 components of the Killing spinor equation, we see they 
are in fact the same equation here.
We can solve this system neatly by arranging the two coefficients into a vector 
H = • We think of Pauli matrices r 1,2,3 acting on this vector space. Then we can
express the equations as M H  =  0, where M  is given by
M± = t 3 — cos 0 1  ± i sin 0  r 1 .
The determinant of this matrix vanishes identically, so it is a good projector. Half of 
its eigenvalues are zero, corresp 
the linear combination (A.5.1).
cos ^onding to the eigenvector ( 2^ ). This reproduces
\±* sin
A .6 Bilinears
We want to form bilinears which transform as scalars/vectors/tensors. 
First define
0  =  0^A
and
\p'c =  B ~ l xp*
There are two types of tensor bilinears, formed with either xp or xpc on the left. For 
example here are some scalars:
Xc$
These are scalars since both xp and xpc transform with the inverse Lorentz transformation 
on the right. To see this, consider an infinitesimal Lorentz transformation, A = 1 +
= ^ ( - ^ " 7 +7 *) A = 7 ^ )
So we have proven the result. To see that the same thing follows for xpc , note that 
as the Majorana conjugate, xpc is designed to transform in the same way as ip under 
Lorentz transformations. Taking the bar of this, again it transforms as the inverse.
A .7 Fierz identities
Fierz identities express the fact that the gamma matrices and their antisymmetrized 
products furnish a complete basis for S x S matrices, where S is the spinor dimension. 
Also it is an orthogonal basis with the respect to the trace inner product A • B  =  
Tr (A B ). In particular the basis is formed by
1 (A.13)
i l (A. 14)
Y“' =  I ( y V ' - 7 'V )  (A. 15)
(A.16)
sign(CT)7 ',,'‘l)7 '7('‘2). - - 7'7("") (A.17)
n v€Sn
where in even dimensions n goes from 1 to D, and past D/2 we can rewrite in terms 
of the chirality matrix. In odd dimension the matrices past D/2  are linear dependent 
on those before, so n goes from 1 to [D/2]. We evaluate the inner products:
TV (11) = S (A.18)
Tr ( 7 ^ )  =  Sr/^ (A .19)
Tr ( 7 ^ 7 ^ )  =  - S ^ V ' 3 (A -20)
(A-21)
and all other inner products vanish. The pattern of signs seems to alternate after the 
first two pluses, between plus and minus.
Lem m a: Given a complete orthogonal basis of matrices 0 / satisfying Tr (0 /0  j )  =
N jd i j , we can expand any matrix M  in terms of this basis as follows:
M  =  c10] where c1 =  —  Tr (MO/)
Using this lemma, we can express any matrix in the Clifford algebra representation as:
M  =  i  (T r(M ) +  T V ~  jT r (A /7^ b ' “/ +  ■ ■ ■)
The  ^factor, which is generalized to ^  in higher terms, is present because to complete
the basis it is sufficient to have only e.g. the 7^  for // < u. More conventional versions
of the Fierz identities can all be derived from this.
A .7.1 E xam ple: 4D
A basis of 4 x 4 matrices is formed by 1, 7 M, 7 ^", 757 M, and 75. The traces are:
Tr (1) = 4  Tr (7 ^) =  4 r f v Tr (7 /xl/7 a,S) =  Tr (757M7s7 I/) =  —4 r f v Tr (7575) = 4
Thus we have, for any 4 x 4  matrix M:
M  =  i  ( T r  ( M)  +  TV (7„M ) ^  -  i lV  7"" -  Tr (757»M)  ^  +  Tr (75M )  75 j
Using this, we can derive interesting results for the norm of vector and pseudo-vector 
bilinears, which often arise in supergravity. Define
K» =  67Me =  e757^e /  =  ce /  =  675c
where we take e to be a commuting spinor. Now K 2 =  K ^ K 12 = and we can
expand the matrix ee in our basis. This gives:
(e7 ^ e)2 =  I (4(ee)2 -  2 (e7 ^e)2 -  2 (e757 /ie)2 -  4(e75e)2)
where we have used
l a l ^ l a =  -2 7 m l a l ^ l a = o 7a757/i7a = +27s7M 7a757a =  -475
so we have:
+  5l 2 =  /2 -  /2
We can do the same expansion for L2, to obtain
5i2 + iA'2 = - /2 + /2.
We now solve these two simultaneous equations to find that
K 2 =  - L 2 = f 2 -  f 2
which is our result. Notice in particular the corollary that if e is chiral (75c =  ±e), 
then /  =  / ,  and so K 2 = L2 = 0. This recalls for us the well documented association 
in 4D between a chiral spinor and a null vector, as utilized for example in the Petrov 
classification of geometries.
A .8 Spinor projections
In supergravity, the BPS equations for a given ansatz impose projectors on the super­
symmetry parameters of the theory.1 Therefore it is useful to study projection operators 
acting 011 spinors. A projector II is defined as an ‘idempotent’ linear operator, i.e. one 
satisfying
n 2 -  n  (A.22)
They are typically of the form II = P ±  1, so that the projection condition typically 
takes the form
Pe = Xe A = ±1
1 Spinors satisfying these projections, and also satisfying the differential BPS equations, are typically 
called ‘Killing spinors’, by analogy with the usual mathematical definition.
where e is a spinor (we take these to be commuting unless explicitly stated otherwise.) 
For this to have non-trivial solutions, we must have d e tll =  det(P -  A)e = 0.
A useful consistency condition is P 2 =  1. Indeed if we have the equation Pe =  ge 
for some number p, by acting twice twice with the projector in the appropriate way, 
we see we must have that g2, i.e. g = A =  ±1, and we recover the projection above.
A .8.1 R o ta ted  projectors
g\e + xFle + yV2e = 0 A =  ±1 (A.23)
where without loss of generality we set x, y > 0 For this to be a projector, we must have 
g2 — x2 +  y2. The killing spinor takes the form e = e~2rlr2e0, and we must impose the 
projection
( r 1 + A)e0 = 0 
Proof: We can write the projection equation as
<7Ac + y /x2 + y2 earctan * rlp2c =  0
We call arctan ^ = 6. Defining Co by e = e_ i rlr2co the equation becomes
e- 21112(1 + A)e0 = 0
So that (1 +  A)eo = 0. Then the equation is satisfied.
A .8.2 V anishing b ilinears
If a spinor e satisfies the projection He =  Ac (where A is therefore real), then any 
bilinear of the form e^M He vanishes if {M, H} — 0.
Proof:
e^MHe = - e ]HMe  =  - ( He)]Me = -AefMe = - e ]MHe  =» e]MHe =  0 .D  
A .8.3 P rojectors in volv in g  com p lex  conjugation
These typically arise in the formulation of IIB supergravity in which we have one 
complex Weyl SUSY parameter c rather than two Majorana-Weyl spinors. Look at the 
projector
Me* =  e (A.24)
then the consistency condition, akin to P 2 = 1 for the normal projectors, is
M*M = 1 (A.25)
We see this by using (A.24) again inside the LHS of (A.24). Note that we cannot make 
the projection consistent by e.g. letting M  iM, since this leaves (A.25) invariant.
Example: in order for the Majorana condition 3 _1e* = e to be consistent in a given 
dimension and signature, we must have (‘B~1)*'B~1 =  1 => !B*!B = 1.
A ppendix B
Killing spinors of A d S §  x S'5
Here we quote wholesale from [40] the 32 Killing spinors of the AdS5 x S 5 solution 
of IIB supergravity, for reference and in order to make the identification with the 
superconformal algebra of N =  4. The metric is
L 2
dsjo =  ~2 (d^ 2 +  ^/ii/da;Mda:l/) + L 2 (d02 + sin2 0df22)
where we have chosen a slicing convenient for the brane embeddings in section 1.1. We 
parametrize S 4 with 4>a a =  1,2,3,4 in the standard (ds2 =  d + sin2 0nd s |n_x) 
coordinates. Then the (32-component) chiral Killing spinors are
e = -21/2rf/l(0,0ft) + 2 1/2h(0, (pn)r]/ll/X^ r1'} 72 + 2 1/2h(0,(f)a)m
where
h(0,(pn) =
is related to that appearing in [113]. 771,2 are 10D spinors of opposite chirality
Tt7i =  -771 
Tt72 = +772
( z T 0 1 2 3  +  =  o
(*T6i23 -  1)772 =  0
Then we parametrize these in terms of two Majorana-Weyl spinors:
0
m  =  l £- m
and identify es,c as the SUSY generators in section 1.1.
Ill
A ppendix C
(2-fl)E ) Fierz identities
Here we give, for reference, the Fierz identities relating different bilinears on M3. In 
general these can be derived from standard formulae appearing elsewhere, but in our 
case the analysis is relatively simple, and in practice we derived them with some playing 
about in Mathematica.
First, we can express the norms of the vectors in terms of the scalars:
O II 1
to _ / ( 2 ) 2 _ / ( 3 ) 2
y 2 _  
K(i) “
_ / ( ° )  2 +  / (2)2 +  j (  3)2
II _ / ( °) 2 + f W2 +  f (  3)2
0^ 
to II _ / (°)2 + f m 4 . / ( 2)2
( C . l )  
(C.2) 
(C.3) 
(C.4)
and the inner products between them:
y{l)  . y{J)  = (C.5)
In three dimensions, we know that not all the Vj7 ), can be linearly independent
- we should be able to express them all in terms of three real vectors, for example 
^(0 ,2 ,3) • Indeed there are the relations
f ( 0 ) y { 0 )  _  f ( l ) y ( l )  _  j ( 2 ) y ( 2 )  _  j { 3 ) y ( 3 )  _  q (C.6)
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and
(»7(1)/<2) + /<3>/(2)) (^0) - (i/<2)/<3) - /<3>/pV <2) - (/*, + /f3))F(3)
(C.7)
(i/(°)/(2) + /W/P))^0) - i(/2) + /2 jJl/P) - (/<°>/(1) - i/(2)/(3))^ (3)
(C.8)
(/<0) - fm)v(0) - + /<°>/<2>)v<2> + (i/p)/*2) - /0)/P))i/<3)
(C.9)
A ppendix D
Calibration conditions and 
equations of m otion for the  
smeared F1-D3 system
We work in Einstein frame in the conventions of [23]. We restrict our discussion to the 
situation with F3 =  0 , and y-dependent density distributions and harmonic functions. 
Smearing the fundamental strings along all the transverse directions, the Nambu-Goto 
action plus coupling to the NS form are schematically,
S fi  = -  f  (A  K2 -  B2) A fi8 , (D.l)
with a particular choice of smearing form
Os =  ~ P F i ( y )  d y  A d x i  A d x 2  A dx3 A e(4) . (D -2)
The function of the radial coordinate PFi(y) describes the string charge distribution. 
Associated to a string world-sheet embedding, one introduces a calibration form, given 
essentially by the induced metric on the string,
%2 = —h-L^dtAdx.  (D-3)
In the presence of smeared sources the calibration condition, which ensures that the 
embedding of the branes/strings respects supersymmetry, has to be modified (see for 
instance [85]). In the case of fundamental strings the modified condition is
d ( e i  3C2) =  Hi . (D.4)
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Using that h\ = e~2^ , one can easily check that this condition is verified in our ansatz, 
establishing that general backreacting string distributions are consistent with the su­
persymmetries of the setup. Similarly, we introduce a set of D3 branes extending along
the 4D Minkowski directions and smeared on the transverse coordinates , with action
SD3 =  -  J  (X, -  4C4) A n 6 . (D.5)
In this case the smearing form is
^6  =  ~pDz{y) dx Ady  A C(4) , (D.6 )
while the calibration form reads
X 4 =  — fig 1 di A da:i A da?2 A da:3 , (D-7)
where again the function /t>D3(y) parametrizes the brane charge along the radial direc­
tion. The pertinent calibration condition
dX 4 = 4d C4 (D.8 )
is also straightforwardly satisfied, again in line with the expected supersymmetry of
the backgrounds.
The presence of these smeared sources alters several equations of motion, that now 
read
d (e~* * JJ3) + fl8 =  0 
d * F5 + =  0
d * d(j) +  Hs A *Hs — 2 %2 A fis =  0
G m n  =  T jjfif +  T j} N +  T m 3n  (D-9)
The equations for F\ and F3 are not modified and turn out to be automatically sat­
isfied within our ansatz. Notice that B 2 couples electrically to the strings through 
the Nambu-Goto action, so the Bianchi dHs = 0 remains intact. As is customary the
Bianchi for F5 coincides with its equation of motion. The stress tensors for the smeared 
sources are
T MN  =  =  2 e * ~  ( * ^ 2) )
Tm n  =  ~ ~ ^ g S g^ N =  2 ( 9MN ^ 6 J (* ^ 4) ~  Hm ^ j Ln ) (*3Q)) (D IO)
where for arbitrary p-forms up and we have defined the operations
LMUJp ~  (p -  1 y ^ P^ MN^-Np-  ^dxNl A ‘ ‘ ' A d x ^ - 1
wp-*£p =  ^( u p )m i - m p (£p ) M i ' " M p  ( D d l )
Using the known ansatz for the forms, all the equations above boil down to the equations
determining the harmonic functions sourced by the charge distributions
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