Currently industrial design is mainly done by CAD and mock-up is created to evaluate the design. This process is repeated from the rough sketches to the final detailed mock-up until the designer is satisfied. In this process, creating the mock-up, especially detailed mock-up, is quite costly. Hence, there is a need to improve the efficiency of mock-up fabrication. One of the strategies for realizing this is to use virtual models (VM) instead of mock-up. VM is a model which is created on computer by 3D computer graphics, and it allows realistic graphical modeling which can be modified easily, reduces time considerably, and enables dynamic viewing of models from any angle and orientation. Despite this, mock-ups are still required because the process of design evaluation by touching physical models (PM) is still important to designers. To resolve this disadvantage of VM, this paper proposes a new evaluation system for industrial design. With this system, VM and the rapid prototyping mock-up are overlapped in virtual space to produce a tangible VM. This new type of VM functions just like a detailed mock-up but can be created much faster and cheaper. This system employs the concept of Augmented Virtuality (AV), which is mainly based on virtual space and real objects are added to reinforce the virtual space. In this case, haptic information from the rapid prototyping mock-up is added to optical information from the VM. When estimating the 3D position of a real object, optical information is used considerably more than haptic information. Therefore, if there are only a few positional or geometrical differences between the rapid prototyping mock-up and the VM, the differences can be offset by the (incorporated into the) optical information. For this reason, if the designer needs to modify the product shape, only the VM needs to be modified, allowing old mock-ups to be used repeatedly. This means that designers can evaluate a variety of product designs with only one mock-up, thus reducing both time and the costs for creating a mock-up. The operator wears a data glove on his/her hand to construct a virtual hand in the virtual space. With this virtual hand, the operator can also evaluate the user interface (UI) of the product by means of pushing buttons or watching display on the VM. This paper also provides a new method for overlapping the virtual space and real space.
INTRODUCTION
The intensifying competition over development speed by adding new functions, miniaturization of products, and increasing low-cost competition can be witnessed in the field of household appliances. Under such circumstances, manufacturers cannot survive in the market without cutting the development time to maintain the quality of products. Furthermore, product design is also an important factor in enhancing product value as customer tastes become increasingly diversified. Hence, cutting time and improvement of design quality have to be achieved simultaneously in the style design process.
To achieve this, rapid prototyping (RP) is increasingly introduced into the style design process. RP is a technique that allows physical models (PM) to be created from the CAD data automatically. It is used to present product shape in an early stage to customers and to evaluate the product design by holding the PM in operators' hands [1] . Using the RP technique, design evaluation time can be reduced in early stages of the design process. However, the RP model cannot be used in later stages of the design process because the RP model lacks reality in terms of phase of color, luster, and hand feeling of texture.
Virtual models (VM) are currently being studied as another design evaluation method applicable to early stages of the design process. VM is built in the virtual space as 3D computer graphics (CG) from CAD data. VM allows realistic graphical modeling based on full color and natural texture, free viewing of models, structural and physical phenomena analysis, and simulation of products' functions around user interface (UI) [2] , [3] . VM also allows easy modification of shapes, parameters of analyses, and UI functions. However, VM can also not be used in the later stage. Design evaluation without sense of touch is unacceptable no matter how realistic the graphics and functions of VM are. Figure 1 shows a simple design process of a general digital camera. Evaluations and modifications are repeated by the designer in each stage of this process. In the later stage of the process, a detailed mock-up is used for design evaluation. These detailed mock-ups are relatively realistic PM materialwise, but are costly and take a long times to build. Therefore, the number of detailed mock-ups built affects the efficiency of the design process.
This paper proposes an evaluation method for style design with a new type of model that works just like a detailed mockup and can be built at a low costs in a short time.
This new type of mock-up is realized by combining PM and VM, both of which can be built at low costs and in a short time. The combination of PM and VM helps make up for their respective shortcomings, realizing high quality models. These models are not inferior to detailed mock-ups in quality except for the hand-felt texture. Functionality is also inherited from VM. Figure 2 shows the advantages and disadvantages of each model.
To provide sense of touch to the VM, some researches have used haptic display [4] , [5] , for example, a large-scaled haptic display with linkage and servomotors has been developed [4] . When an operator touches the VM in virtual space holding a display in his/her hands, the computer calculates the torque for the servomotors, and the operator can feel the reactive force from the display. However, it has following disadvantages: sense of touch. The proposed method resolves these problems by using Mixed Reality (MR) technology. MR is a technology that builds environments by seamlessly integrating both real and virtual spaces [6] . This method provides a new type of model by overlapping the VM onto the PM allocated in the real space. The shapes of the VM and the PM have to resemble, if not corresponded perfectly. Because the movement of the VM corresponds to that of the PM, operators only need to operate the PM physically to move the VM freely. Furthermore, operators can feel sense of touch directly from the PM and do not need to use the haptic display. After evaluation, Figure 1 : Design process of digital camera Figure 3 shows the hardware components of this system. A PM is built on a rapid prototyping machine from the CAD model of the evaluation target. A magnetic tracking sensor is attached on the PM, and it detects 3D position and pose data. Polhemus Fastrak ® is employed as a 3D tracking sensor. These data are input into a computer, and are recognized as the PM position and pose in the virtual space. The VM can be overlapped onto the PM using these position and pose data. The VM is built from the same CAD data which is used to create the PM. Another tracking sensor is attached to the head mound display (HMD) worn by the operator. This tracking sensor detects the operator's head position and pose. The computer calculates the viewing point and viewing orientation vector from these data. It allows free viewing according to movement of the operator's head. Furthermore, stereoscopic viewing is achieved by dividing the built virtual space into two images which have binocular disparity and drawing them on the corresponding HMD screen. The data glove which the operator wears on his/her hand is also attached with a tracking sensor. This tracking sensor detects the position and pose of the operator's hand. Using these data and finger joint angle data detected from the data glove, a virtual hand (VH) is built in the virtual space. The VH is used not only to display the operator's hand in virtual space, but also to evaluate UI operations like pushing button of the target.
HARDWARE COMPONENTS

SYSTEM COMPONENTS
MR is a technology that builds environments by seamlessly integrating both real and virtual spaces. And it covers the whole continuum ranging from reality to virtual. At one end is the real environment of the real world. On the other end is the virtual environment that is completely created in the virtual world. MR can be classified into Augmented Reality (AR) and Augmented Virtuality (AV) according to the composition ratio of reality and virtuality [7] . The AR system has a higher ratio of reality than that of virtuality. Hence, the AR system is built based on the real space and the virtual space is used to reinforce the real space. On the other hand, the AV system has a higher ratio of virtuality than that of reality. The AV system is built based on the virtual space and the real space is used to reinforce the virtual space. Figure 4 shows the definition of AR and AV.
The aim of this research is to provide a design evaluation method which has the advantages of both RP and VP by means of combining them using MR technology. As shown in Figure  2 , the combined model inherits only sense of touch from the PM and other advantages are inherited from the VM. Therefore, this system is built as an AV system based on virtual space, i.e. the only virtual space is presented for the operator as visual information and it is reinforced by haptic information from the real space. Hence, this system does not require high geometric alignment accuracy between the real space and virtual space, unlike the AR system which provides both real space and virtual space as visual information. This is because operators cannot estimate the PM position and shape accurately without visual information. Hence, the estimated position and shape of the PM obtained from only the haptic information is ambiguous. Therefore, operators cannot recognize certain geometrical differences between the PM and VM if the estimated position of the VM is included in the area of the estimated position of the PM as shown in Figure 5 . In contrast, using this ambiguity, multiple VMs with different shapes can be overlapped onto the same PM and operators can perform design evaluation without any sense of discomfort. Still geometrical alignment between real space and virtual space with a certain level of accuracy is required, because operators feel a sense of discomfort if the difference is so big that the estimated VM position is not included in the area of the estimated PM position. Usually, HMD is used as an output device of the MR system. HMD used in the MR system has a see-through function which provides real space and virtual space simultaneously for the operator. HMD is classified as an optical see-through HMD or projective see-through HMD according to how the real space is provided [8] . The optical see-through HMD provides the real space optically using a half mirror, and the projective see-through HMD videos the real space using a camcorder which is attached onto the HMD and provides the operator with the video of the real space. For the AR system, which requires high accuracy of alignment, many methods to overlap the virtual space onto the real space using a projective see-through HMD have been researched [9] , [10] . In these methods, noncoplaner markers allocated in the real space as fiducial points are videoed by the camcorder which is attached on the HMD. These markers are recognized and tracked continuously by means of processing the video at each frame. The coordinate system of the real space is recognized using information of these markers and the coordination system of the virtual space is defined so as to correspond to that of the real space. Although this enables high accuracy overlapping, these methods require markers to be seen at all times. In addition, these systems have heavy loads because markers are recognized and tracked at each frame. Because the proposed system is an AV system, overlapping accuracy is not the first priority. Rather than that, there is a need to focus on the robustness and the lightness of loads. Therefore, this paper proposes an overlapping method using optical see-through HMD and magnetic tracking sensor.
The proposed method builds the virtual space based on the data of the magnetic tracking sensor so as to correspond with real space. However, the data of magnetic tracking sensor is destroyed by the magnetic field of circumstance. Therefore, the data needs to be calibrated. The calibration method for Polhemus Fastrak proposed [11] is applied by the proposed system. Grid points are arranged every 20cm in the real coordinate system and interpolating data of the tracking sensor is calibrated at each grid point. Because the real coordinate system is defined so as to correspond to that of the tracking sensor, the position of the tracking sensor in the real coordinate system corresponds to the data of the tracking sensor after the calibration. The coordinate system of the virtual space is also defined to correspond to that of the tracking sensor. Hence, the coordinate systems of the real space and virtual space correspond.
Correspondence of the real space and virtual space coordinate systems makes it easy to overlap the virtual space onto the real space. The only requirement is to provide the same view point in both spaces. The view point in the real space matches the operator's view point. On the other hand, the view point on the virtual space is decided by the data of the tracking sensor on the HMD. The relation between the tracking sensor position and the operator's eye is constant because the tracking sensor is fixed onto the operator's head. This means the coordinate transformation matrix from the tracking sensor to the operator's eye is constant. Hence, once the viewing point and viewing vector are estimated, the transform matrix can be computed using the position and pose data detected by the tracking sensor. The data detected by the tracking sensor and the transformation matrix can be used to calculate the view point and the viewing vector on the virtual space which corresponds to those in the real space. The estimation method of the view point and viewing vector is described as follows.
Real markers are allocated on the origin and any two points on the poles of the real coordinate. In a similar way, three virtual markers are allocated on the origin of the HMD screen coordinate and any two points in the virtual space and they are drawn on the HMD screen. These markers are named as shown in Figure 6 . The operator can see both the real markers and virtual markers using the see-through function of the HMD. The operator sets his/her view so that M RO and M VO are overlapped. M VY and M VZ are moved by dragging the mouse drag so that each is overlapped on M RY and M RZ . From the relation between the real markers and the virtual markers, the operator's view is calculated.
As shown in Figure 7 , the eye coordinate system is defined as the polar coordinate. The origin of this coordinate system indicates the position of the operator's eye. The coordinate value of M RY is defined as (0,C,0) W T and that of M RZ is defined as (0,0,C) W T . C means both distance between M RO and M RY and distance between M RO and M RZ . Equation (1) is derived transforming these values to the eye coordinate system.
Generally, the screen coordinate value (U,V) S T is provided as equation (2). (2) f means focus of the view. From equation (1) and equation (2), the following equations are derived.
(3)
The righthand side of equation (3) corresponds to the screen coordinate value of the visual markers. Because the screen coordinate value of the visual markers are known, parameter θ, φ, ρ are calculated from this relationship, and the view point can be calculated. In addition, the viewing orientation vector can also be calculated by flipping the sign of the view point (by reversing the view point) because the operator sees the origin of real coordinate at this instant.
Using this system, operators can evaluate not only the style design, but also the UI operation. Usually, UI operations of household appliances are done by finger-pushing buttons. Hence, this system implements the function of pushing button using VH. The following describes the algorithm of the function.
When a user pushes a button of the household appliance, the pose of the finger against the target button is not always the same every time, i.e. the touching point of the finger varies. Hence, to achieve this function, the finger pose has to be recognized and the touching point has to be calculated. For that purpose, a tracking sensor is attached to the tip of the operator's thumb. In this case, the operator uses the thumb to push buttons. From the data of the tracking sensor, VH is built. Because the real space and the virtual space are overlapped by the said method, the operator's thumb and VH's thumb are also overlapped. Therefore, if the touching point in the virtual space is calculated, it corresponds to that of real space. The following describes how to calculate the touching point. Figure 8 shows the concept of deciding the touching point. Firstly, the coordinate system is set for each button as shown in Figure 8 . Because the touching point is the nearest point on the finger surface from the button, it is defined as the cross point of the VH finger surface and a vertical line against the datum plane passing through the tracking sensor. Using this touching point, the operator can push the button naturally.
RESULTS AND EVALUATION
This section discusses the results of this evaluation system targeting digital camera. Figure 9 shows the PM of the digital camera created by the rapid prototyping machine. A tracking sensor is attached at the bottom of the PM. Figures 10 and 11 shows the VM based on the same CAD model as the PM shown in Figure 9 . These PM and VM are overlapped using the said method. Figure12 shows the operator's view through the HMD after the overlapping. As Figure 12 shows, the PM and the VM are not overlapped perfectly. It is because the overlapping operation is Touching Point done manually and the tracking sensor itself does not have high accuracy. Despite this gap between the PM and the VM, the operator does not experience a sense of discomfort because the real space is not presented to the operator during the design evaluation process.
As described above, slight geometric differences between the PM and the VM are not major obstacle for design evaluation. Hence, if the VM is modified slightly, the same PM can be used again without any discomfort. Figure 13 shows a modified VM from that of Figures 10 and 11 . Even though the shape of the modified VM is different from that of the PM shown in Figure 9 , the overlapped model can be operated and evaluated by natural sense.
The operator's hand is not visible to the operator during the evaluation process with this system because real space is not presented to the operator. Therefore, the VH is built in the virtual space and presented to the operator instead of operator's hand. Figure 14 shows the built VH. Furthermore, UI evaluation can be done by means of pushing buttons on VM by VH's finger.
To verify the availability of this system, a subjective assessment by 5-point scale questionnaire was conducted. The examinees were six males and females in their 20's. Table 1 shows the evaluation items and results of the assessment. In Table 1 , "Model A" means the VM shown in Figure 10 , and "Model B" means the VM shown in Figure 13 .
The results of the subjective assessment suggest the following: a) Operability of the VM is good to operators; b) Viewing in the virtual space is relatively natural to operators; The resultss described in a) and b) verify high usability of the design evaluation process using this system. In addition, c) confirms that multiple VMs with different shapes can be overlapped on to the same PM without any discomfort. The difference between VH movement and operator's hand movement caused by time lag and sensing error is possibly the cause of d). However, time lag to some extent is inevitable on the MR system, as is sensing error when a magnetic tracking sensor is used as a sensing device. One of the solutions for this problem is to provide real space only around the operator's hand using mask image. With this method, operator would be able to see his/her hand in virtual space and it would enable high usability of UI operations. This will be the future work for this system.
CONCLUSIONS
This paper proposed a design evaluation method with tangible VM using MR technology. The following issues were achieved with this research: 1) To evaluate style design, a new model which has advantages of both PM and VM was proposed; 3) An overlapping method for optical see-through HMD was proposed; 4) A UI operation method considering the touching point of the finger was proposed; 5) Usability of this system was verified by subjective assessment; 6) It was verified that multiple VMs with different shapes can be overlapped on to the same PM without any sense of discomfort
