Do incumbents alter budgets before elections in order to secure the support of voters? Known as political budget cycles, research on this question has become a well-established literature in political economy. As of May 2016, a Google Scholar search for "political budget cycle" yields over 1000 results. Despite this large volume of studies, the theoretical underpinnings, empirical findings, and literature reviews of many articles often are at odds with one another. While some scholars have found substantial evidence that governments tend to increase expenditures around elections (Brender and Drazen 2005; Veiga 2012 ), others have found little to no such evidence (Vergne 2009; Katsimi and Sarantides 2012; Enkelmann and Leibrecht 2013) . Although various fiscal instruments have been analyzed by scholars-such as expenditures, revenues, fiscal balance, and public-sector debt-no theory establishes why incumbents might prefer one over the other.
More disconcerting, well-argued theories often lead to opposing empirical expectations. For instance, while some scholars theorize that governments increase current transfers during elections at the cost of capital expenditures (Kneebone and McKenzie 2001; Gonzalez 2002; Vergne 2009 ), others argue that capital expenditures (commonly road or building construction) are more likely than current spending to increase before an election (Schuknecht 2000; Khemani 2004; Drazen and Eslava 2010) . All of this begs the question: what do we know about political budget cycles, and how can we reconcile such a large body of literature?
To address this question I use a meta-analysis to conduct the first comprehensive overview of political budget cycle studies. This approach is gaining popularity in economics and political science, having been used to study the relationship between democracy and economic growth, (Doucouliagos and Ulubaşoglu 2008) , oil and democracy (Ahmadov 2014) , the factors that influence voter turnout (Smets and Van Ham 2013) , and partisan effects on spending (Imbeau et al 2001) . Surprisingly, no quantitative meta-analysis has studied the relationship between elections and fiscal policies. By treating a regression coefficient from each model in each article as a single observation, this research design offers an ideal way of synthesizing all available information on political budget cycles. This paper is motivated by the contexts that make political budget cycles more or less likely to occur. The broad notion that context matters is not new (Franzese 2002; Alt and Rose 2009; Dubois 2016) . For instance, countries may have political budget cycles of greater frequency and larger amplitude if they are new democracies (Barberia and Avelino 2011) , have less transparent fiscal policies (Alt and Lassen 2006a) , or lack balanced-budget requirements (Rose 2006) . However, attributing how changes in context affect the evidence for political budget cycles is difficult, given that empirical tests are conducted using different data sources, levels of aggregation, and econometric methods. Meta-regression analysis can account for these differences, thus giving us a cleaner assessment as to whether-and in what contexts-political budget cycles exist.
The meta-analytic approach is subject to two common critiques: a meta-analysis combines studies of varying quality, and it compares studies that are fundamentally incomparable owing to study-specific differences (e.g., methodology, data, controls). The first critique is easily addressed by weighting the studies by a measure of "quality", such as the impact factor of the journal in which the article was published, or by the number of citations it has received. The second critique is handled by accounting for any differences between studies that might explain variation in the sizes of estimated effects in a meta-regression analysis. Although excellent qualitative reviews exist (Franzese 2002; De Haan and Klomp 2013; Dubois 2016) , by considering all empirical results published from 2000 to 2015, and by quantifying and controlling for observable differences between them, this paper is more systematic and takes into account more studies than is possible with a single literature review.
Using 1198 estimates from 88 studies, I find evidence that fiscal expenditures and government borrowings increase around elections, while revenues and fiscal balance decline. Although the magnitude of this effect is small, it remains robust to publication bias, which I find evidence of throughout the literature. I also test empirically how certain contexts may be influencing the results by accounting for data-and methodological-specific differences between studies. I find that a number of factors appear to be driving the differences in estimated effects, among them how the election is coded, whether elections are pre-determined, and if dynamics are addressed. After controlling for other confounders, I find evidence that a number of important factors influence the size of the political budget cycle effect, among them democracy and development. In contrast, others-such as electoral competition and ideology-do not. I also test for and find evidence of publication bias. A statistically significant political budget cycle remains even after accounting for this bias.
The rest of this paper is structured as follows. I first review the literature on political budget cycles. Next I discuss the research design and data collection. I then present calculated effect sizes across a variety of budgetary categories and sub-categories. Next I examine differences in the magnitudes of the political budget cycles by applying a meta-regression analysis. Finally, I discuss publication bias and conclude with a discussion of the implications of these findings.
Political budget cycles: A review
Political budget cycles developed out of the literature on opportunistic fiscal policies. According to this theory, politicians take advantage of the Phillips curve, or the negative relationship between inflation and unemployment (Nordhaus 1975) . Early works posited that an incumbent will reduce unemployment rates before an election to appeal to voters, only to endure the impending rise in inflation after the election. Hibbs (1977) adapted this conjecture by theorizing how an incumbent may spend based on partisan preferences, thus explaining why left-leaning governments favor low unemployment, while right-leaning governments show concern about the growth rate of the money supply. After the paradigm shift towards rational expectations in political business cycles, a new wave of scholars began to focus on the short-run changes in fiscal expenditures around electionsthe theory being that these are used to deceive voters into believing that the economy is doing better than it actually is (Rogoff 1990; Persson and Tabellini 1990; Alesina and Roubini 1992) . Out of this came two distinct literatures. One centered on budget cycles that governments create around elections. For the other, scholars of political business cycles focused on public-sector spending as well as monetary policy and growth. Since then, three broad trends have emerged in the literature on political budget cycles.
The first expanded the unit of analysis. While early studies tested theories in the United States or Western European democracies (Schultz 1995) , the literature has moved on recently to developing countries, such as Brazil (Sakurai and Menezes-Filho 2011) , Indonesia (Sjahrir et al 2013), or India (Sáez and Sinha 2010) . Combinations of developed and developing countries have been studied in order to examine how other factors, such as the level of democracy and governmental transparency, affect political budget cycles (Brender and Drazen 2005; Shi and Svensson 2006; Klomp and De Haan 2013b) , with the broad consensus being that countries with low levels of development, democracy and transparency tend to show more evidence of political budget cycles.
Scholars also have begun to focus on elections held at intermediate (Galli and Rossi 2002; Khemani 2004) and local levels of government (Drazen and Eslava 2010; Veiga 2012; Aidt and Mooney 2014) , although no theoretical argument has been advanced as to why such cycles may be stronger or weaker at different levels of government.
Second, scholars have theorized about contextual conditions in which political budget cycles may be more or less likely to occur (De Haan and Klomp 2013; Dubois 2016) . For instance, fiscal transparency (Alt and Lassen 2006b) , international oversight (Hyde and O'Mahony 2010) , and fiscal stability rules (Rose 2006; Streb and Torrens 2013) may moderate budget deficits around elections. Poor economic conditions may make cycles more likely (Schultz 1995) , as may election dates that are fixed (i.e., predetermined) rather than called "early" so that incumbents can take advantage of good economic news (Shi and Svensson 2006) . These analyses contribute to the heterogeneous findings found in the literature. Thus, while the theoretical underpinnings of political budget cycles have become richer, comparing studies has become more difficult.
Third, the fiscal variable under analysis has become ever more disaggregated over time. Studies look at multiple budgetary instruments, such as revenues, expenditures, or debt (e.g., Rose 2006; Gonzalez 2002) . Although highly aggregated fiscal categories, such as deficits or total expenditures, rise as elections draw near (Alt and Lassen 2006b) , scholars now argue that disaggregated expenditures are more likely to be manipulated, since it is easier to allocate budgetary resources to a single spending category than to revise the entire public budget. Moreover, particular budget categories may be more visible to voters. For instance, infrastructure spending (Aidt et al 2011) and administrative expenditures (Enkelmann and Leibrecht 2013) have been shown to increase around elections.
How have these three shifts in the literature affected the evidence on political budget cycles? As analyses become more diverse in terms of their data, methodological, and theoretical sophistication, it becomes more difficult to explain why results differ across studies. This should not be seen as a disadvantage, since theories of political budget cycles are richer than ever, and tested in a growing number of countries and contexts. However, it makes comparisons between studies more problematic. Moreover, study-specific differences make it hard to identify the potential causes of changes in political budget cycle effects across studies. A meta-analysis addresses these challenges in two ways. First, it can establish whether an effect exists and, if so, whether it differs across contexts. Second, it allows us to parse out which specific data-, study-and methodology-specific choices influence the findings.
Research design
To conduct a meta-analysis, I first created a specific set of criteria that had to be met for a study to be included in the current study. 1 First, a search using the terms "political budget cycle" and "political business cycle" was conducted, using both Web of Science and Google Scholar, on articles published from 2000 to 2015. Next, study titles, abstracts, and keywords were screened. For a study to proceed past that stage, it had to mention either political budget cycles or discuss a theoretical relationship between elections and a fiscal outcome. For instance, "the prevalence of electoral cycles in fiscal balance," in the abstract of Alt and Lassen (2006b, p. 530) made it eligible for inclusion. In addition, studies had to be published in English in peer-reviewed journals. 2 Borderline cases were included rather than excluded. All told, 232 studies passed the screening stage.
Next, studies that made it beyond the first screening had to meet the following set of eligibility criteria through a full-text reading. First, articles had to contain an empirical test, ruling out studies that included exclusively formal models or qualitative overviews of political budget cycles. Second, articles must have used a fiscal measure as a dependent variable, ruling out studies of monetary policy. While studies of monetary cycles are important, these dependent variables (typically output, inflation, and money growth) are too distinct from fiscal cycles to be included in a combined metaanalysis. Third, since the main variable of interest in studies of political budget cycles is the election, studies that did not include some form of election variable were dropped. Fourth, I did not include any studies that exclusively tested an interactive effect between elections and another covariate, since conditional coefficients are not directly comparable across studies. Instead, the meta-analysis below offers a way to tease out how important factors affect political budget cycles indirectly. Finally, an estimate of the size of the effect of elections on budgets had to be reported, 1 Further details are in the Supplemental Materials. along with an associated measure of statistical precision. A total of 88 studies were eligible for inclusion in the meta-analysis. Included studies, as well as the full list of excluded studies are available in the Supplemental Materials.
When conducting a meta-analysis, raw coefficients reported in a study must first be converted into an associated magnitude in order to make them comparable across studies (Stanley 2001; Borenstein et al 2011) . One of the most useful metrics of standardized effects are partial correlation coefficients:
where ε i j is the partial correlation coefficient of study i and model j, t 2 i j is the squared t-statistic from the regression, and d f i j represents the degrees of freedom (Stanley and Doucouliagos 2012). 3 Since this calculation creates a positive ε i j by construction, it must be converted into a negative correlation if the t-statistic carried that sign, thus bounding ε i j between -1 and 1. Alternatives to calculating partial correlations exist, such as "vote-counting" (a tabulation of significant and non-significant results), meta-probit analysis (Smets and Van Ham 2013) , or a "success-rate" of hypothesized directions (Imbeau et al 2001) . However, partial correlations are preferable since this technique accounts for the sampling error of the estimated effect by adding weights, as shown below (Stanley and Doucouliagos 2012) .
The standard error of the partial correlation is given as
Its inverse is used as a measure of estimate precision.
After obtaining partial correlations for each study, the total size of the political budget cycle 3 Standard errors and p-values were converted into t-statistics if they were reported.
effect can be obtained as follows:
where the size of the total effect, ε, is given by the sum of the partial correlations calculated in Equation 1 multiplied by an assigned weight N i j for each study, divided by the sum of the weights, 
Results
To summarize the results of the partial correlations visually, I use funnel plots, shown in Figure   1 . The calculated sizes of the 1198 models' partial correlations are shown on the the vertical axis, while the precision of the partial correlation (inverse of the standard error) is on the horizontal axis.
I disaggregate the calculated partial correlations into four distinct groups:
• Expenditures are the most often-studied dependent variable, and constitute the largest category in the sample (699 of the 1198 study observations).
• Revenues are another important category in the literature, comprising 243 of the 1198 total observations. Evidence suggests that revenues tend to decline around elections (Barberia and Avelino 2011; Katsimi and Sarantides 2012; Aidt and Mooney 2014) .
• Fiscal balances (revenues minus expenditures) show the net effect of elections on budgets, and are not directly comparable to either expenditures or revenues. Out of the 1198 observations coded for this analysis, 234 were of fiscal balance. 5
• Last, debt is a rarely studied (only 22 out of 1198 observations) dependent variable that is distinct from the other categories. As shown in Figure 1 , expenditures tend to be above the horizontal dashed line. Since the calculated partial correlation is positive with an average of around 0.05, this indicates that expenditures tend to increase in the election year. Although the effect lies in the expected positive direction, it is not large; Cohen (2013) suggests that a standardized effect is small if less than 0.10, moderate if it is around 0.25, and large if greater than 0.40. With an average partial correlation of 0.01, the same appears to be true for debt, although with only 22 observations the evidence is much less conclusive. In contrast to these two categories, revenues always tend to have negative calculated partial correlations, with an average of -0.05. This suggests-in line with the literature-that revenues fall in an election year. The fiscal balance category shows a similar effect; calculated partial correlations tend always to be negative, indicating that deficit spending increases in election years.
In fact, the average partial correlation for fiscal balance is -0.11, about double the magnitude of the other types of dependent variables.
Disaggregation and measures of uncertainty
Based on Figure 1 , expenditures and public debt appear to increase during an election year, and revenues and fiscal surpluses to decline. However, these are simple averages and do not take into account the precision associated with each calculated partial correlation. To examine this further, I plot calculations of magnitude in Figure 2 , along with 95% confidence intervals. Recall from Equation 3 that the size of an estimated effect, ε, is the sum of each partial correlation multiplied by an assigned weight (such as the number of observations), divided by the sum of the weights.
Confidence intervals are calculated four ways. The first is an estimate of the unweighted effectanalogous to an unweighted average effect. Since the other three confidence intervals weight by the number of observations, the sizes of their effects are identical. However, the estimated effects differ in terms of how the error term is modeled. Confidence intervals calculated using random effects model the error as a function of a purely stochastic component, u i j , as well as a studyspecific residual, v j . In contrast, fixed effects do not allow for study-specific errors. The random effects model is almost always preferable to the fixed effects model since the latter is inappropriate if unexplainable heterogeneity remains in the true effect size; this is common in nearly all social science applications (Stanley and Doucouliagos 2012) . 6 The final confidence interval calculation comes from Hunter and Schmidt (2004) and estimates the "heterogeneity variance by calculating the difference between the total variance of the effect estimates and an average of the estimated within-study variances" (Sánchez-Meca and Marín-Martínez 2008, p. 35).
Fiscal Surplus (234)
Revenues (243) Debt (22) Expenditures (699 As shown in Figure 2 , even after accounting for sampling error using random effects, fixed effects, or Hunter-Schmidt confidence intervals, a political budget cycle exists that is statistically significantly different from zero for all four types of dependent variable. The sizes of the effects of expenditures and debt are nearly identical, positive (albeit small), and around 0.05. This means that, taken as a whole, the literature finds statistically significant evidence that expenditures and debt increase in an election year. In contrast, scholars who have examined revenues and fiscal surplus tend to find a statistically significant negative relationship. Moreover, the magnitude of this effect appears to be about twice as large for fiscal surpluses as it is for revenues.
While To investigate whether certain budgetary categories may be driving the sizes of the effects reported above, I disaggregate the calculated effect sizes further, as other meta-analyses have done (Lau et al 2007) . I divide the 243 revenue-study observations into three of the largest categories, and the 699 observations for expenditures into seven categories. 7 The results for revenue are shown in Figure 3 . The overall effect of all 243 revenue observations is shown for reference at the top.
I disaggregated revenues into studies that modeled total revenues, those that explicitly modeled tax revenues, and those that modeled "other" types of revenues (mostly non-tax sources). It is clear from Figure 3 that studies of total revenue tend to have the largest negative relationship with 7 A detailed breakdown of these categories is in the Supplemental Materials.
elections. Tax revenues, such as those on income and property, have an estimated effect size of -0.03, while those for other revenue sources are not statistically significantly different from zero.
Taken together, this evidence suggests that total revenues and tax revenues tend to decline the most around elections. Non-tax revenues do not appear to be manipulated around Election Day.
Other Revenue (19)
Tax Revenue (160) Total Revenue (64) Overall (243) - In Figure 4 , I show the size of the overall effect for expenditures as well as the seven largest sub-categories: inter-governmental grants, total expenditures, administrative expenditures, education and health expenditures, capital expenditures, other, and current expenditures. As with revenues, substantial differences are evident in the political budget cycle effect, depending on the fiscal variable considered. The strongest evidence of an effect in Figure 4 appears to be for intergovernmental grants. For instance, Veiga (2012) reports evidence that grants from the European Union to Portuguese municipalities tend to increase during election years. John and Ward (2001) find that central government grants to UK local authorities increase in election years, and Padovano (2012) finds a similar effect for Italian regions. Overall, the estimated effects of intergovernmental grants are more than double the overall effect. For studies that use total expenditures as a dependent variable, the effect is slightly larger than the overall effect, although some overlap is evident after accounting for sampling error.
The last five categories presented towards the bottom of Figure 4 include some of the most disaggregated components of spending that have been studied in the literature. In fact, theories about "visible" expenditures suggest that capital and current expenditures are some of the most likely budget categories to be manipulated. This makes the finding that these fiscal categories have some of the weakest evidence for a political budget cycle effect notable. The findings here may be explained best by the conflicting state of the literature. Some authors find that capital expenditures, which typically create some form of asset in a one-time event, tend to increase before elections (Schuknecht 2000; Khemani 2004; Drazen and Eslava 2010) . In contrast, others find that current expenditures, which involve ongoing payments, such as salaries or subsidies, are more susceptible (Kneebone and McKenzie 2001; Gonzalez 2002; Katsimi and Sarantides 2012 (130) Other (96) Capital Expenditure (171) Health/Education (52) Administrative (55) Total Expenditures (123) Inter-Govt. Grants (72) Overall (699) - positive effect, Enkelmann and Leibrecht (2013) find virtually no effect, while Aidt and Mooney (2014) find a negative effect. For models that focus on education and health spending, a small, insignificant effect is evident. Since these two expenditures are often viewed as likely targets for fiscal manipulation, this finding is particularly interesting. The last calculated effect in Figure 4 is an "Other" category, which consists of fiscal variables, such as spending on agriculture, media, and defense. As with the other disaggregated categories, little evidence of a significant political budget cycle effect can be found.
Explaining context through meta-regression
The previous section reported clear evidence of a political budget cycle for fiscal surplus, expenditures, revenue, and debt. While calculating the effect of the partial correlation adds a measure of uncertainty to our estimates, it does not inform us as to how much a particular data-specific or methodological choice alters the magnitude of the budget cycle. Moreover, although calculated effects appear to vary greatly across the various disaggregations explored above, the findings did not account for the possibility that other confounding variables may be explaining some of these differences. To examine this I turn to meta-regression analysis (MRA). This approach attempts to explain between-study variance by regressing the partial correlation of model j of study i on so-called "moderator variables"-data characteristics, methodological choices, and author-or paper-specific characteristics: covariates that may contribute to differences among partial correlations. These are shown in Table   1 , along with means, standard deviations, and a brief description. Based on the earlier findings as well as the previous literature, I expect a number of covariates to be particularly influential. Since there was substantial heterogeneity in estimated effects across the seven expenditure categories and three revenue categories, these are each included as dichotomous variables, with "other expenditures" and "other revenues" as the omitted category for each analysis.
A number of data characteristics also may influence the results. The standard error of the calculated partial correlations is included to proxy for estimation precision (Stanley and Doucouliagos 2012) .
I also include regional dummies since some regions may be more susceptible to political budget cycles than others, as cross-national analyses of recently democratic countries in Latin America A variety of dichotomous variables are entered to account for the methodology used in the analysis. I include a dichotomous variable equal to one if the model contained unit fixed-effects.
I also include a variable controlling for whether or not a lagged dependent variable was entered in the model, as well as if a simple OLS or a GLS model was estimated.
Since the election indicator is the key independent variable of interest, I explore how differences in coding affect political budget cycles. Three variables account for the most common types seen in the literature. The first, Election dummy, takes on a value of one if the election variable also takes on a value of one in the election period. Elec. half-yr. accounts for studies that establish a half-year cutoff for which the dummy variable equals one in the year of the election if it is held after May or June, or equals one in the year before the election if the election is held prior to May or June.
Last, some studies adopt the technique attributed to Franzese (2000) , which enters a variable equal to M 12 in the election year (where M equals the month of the election), and 1 − M 12 in the year before the election, thus weighting the election-year indicator based on the month in which the election is held. I also account for whether the study controlled for the period before an election, Election t−1 , as well as the period after the election, Election t+1 .
MRAs can also control for a variety of study characteristics that may proxy quality. To investigate how this may affect the size of the partial correlations, I include the total number of models in a given study, the average number of citations per year an article has received, and the 2013 impact factor of the journal in which the article was published. I expect that, especially if any form of publication bias exists, studies with more citations or published in journals with high impact factors will have stronger evidence for political budget cycles.
Results
Results from the MRA for expenditures are shown in Table 2 . Model 1 uses the random-effects specification described earlier by regressing the calculated partial correlations on the list of charac-teristics that could be influencing the estimated political budget cycle effect. Model 2 assumes no between-study variance using the fixed-effects specification, so its large proportion of statistically significant results should be interpreted with caution. Both Models 1 and 2 are weighted by the number of study observations. In addition to a frequentist approach, Model 3 uses a data-driven approach to see which moderator variables are important for explaining differences in the partial correlations through Bayesian model averaging (BMA). This strategy has been used in previous meta-analyses (Iršová and Havránek 2013; Moeltner and Woodward 2009) , and is useful for a number of reasons. First, it can be used to find the model that explains more variation than all others the algorithm covers. Second, we obtain posterior inclusion probabilities for each covariate-or the likelihood that a given variable enters the final model. By convention, variables with posterior inclusion probabilities exceeding 0.10 are deemed important; these are shown in italics in Model 3. Third, the resulting model produces a posterior mean and standard deviation, which are analogous to a coefficient and standard error in a frequentist model. Finally, by searching for the model that maximizes explained variance by including or excluding candidate covariates, BMA offers an ideal tradeoff between a parsimonious (yet potentially underspecified) model, and one that-by including all covariates-is as comprehensive as possible, yet potentially over-saturated and full of extraneous variables (Aguinis et al 2011) . Model 3 is estimated using a Markov chain Monte Carlo approach to select candidate models using the Metropolis-Hastings algorithm (Feldkircher and Zeugner 2009). 9 Last, Model 4 re-estimates a random-effects model using only variables that had posterior inclusion probabilities of 0.10 or larger in Model 3. Notes: Dependent variable is the partial correlation of study-model i j. Coefficients with standard errors in parentheses for Models 1, 2, and 4. Posterior means with posterior standard deviations in parentheses for Model 3. * p < 0.10, ** p < 0.05, *** p < 0.01 for frequentist models. Estimates in italics in Model 3 indicate a posterior inclusion probability greater than 0.10. 699 model-study observations for 61 studies for all models, with a total sample size of 1,027,186.
Data characteristics
In a MRA, characteristics of the data often influence the sizes of the partial correlations. The variable that accounts for the standard error of the partial correlation has a large negative effect in Models 1 and 2 and a somewhat smaller positive effect in Models 3 and 4. These mixed yet strong effects are not surprising given that the funnel plot in Figure 1 suggested that estimates with less precision (larger standard errors) tend to produce large positive or negative partial correlations.
In other words, studies with less precision find evidence of a substantial political budget cycle effect, but they also are likely to report evidence that expenditures decline around elections. With the exception of the OECD, the five regional dummies generally reveal no statistically significant effects on the partial correlation. This OECD finding is surprising; after controlling for other factors, a substantial relationship exists between elections and expenditures in OECD countries.
The same is true for studies examining countries of Eastern Europe and the former Soviet Union, though the effect is smaller. In contrast, Asian countries appear to be less susceptible to political budget cycles. The average year covered by the sample appears to have some influence on the partial correlation, though this effect is negative in Models 1 and 2 and positive and near-zero in Models 3 and 4.
Characteristics relating to the temporal aggregation and level of analysis also appear to affect the sizes of political budget cycles. Relative to studies using annual data, those using quarterly and monthly observations tend to find more positive partial correlations, all else equal. This suggests that temporally disaggregated data are better at detecting political budget cycles. Studies of one country only appear to produce results similar to studies examining multiple countries. In contrast, the level of government at which an election is held appears to be driving some of the differences in partial correlations; studies of municipal elections are positive (albeit near-zero for Models 1 and 2) across all models. Studies at the state or provincial level find even stronger political budget cycle effects, with the positive coefficient remaining robust across all estimates except Model 3. All of this evidence suggests that sub-national political budget cycles tend to be stronger than national ones.
Moderating variables
The significance of some of the moderating variables in Table 2 suggests that important conditional relationships may play important roles in the political budget cycle literature. The consolidation and duration of democracy has been theorized to lead to smaller political budget cycles (Brender and Drazen 2005; Barberia and Avelino 2011; De Haan and Klomp 2013) . Table 2 supports this finding; studies that control for the effects of democracy tend to produce a larger partial correlation, all else equal. Thus, democracy appears to be a key factor in explaining the relationship between elections and public spending. Controlling for coalition goverments does not have a statistically significant effect, which suggests that coalition and non-coalition governments are equally likely to create political budget cycles. While accounting for debt tends to reduce the partial correlations, deficits appear to be unrelated to the political budget cycle effect. Neither GDP in levels nor GDP growth appears to influence the size of the partial correlations, suggesting that both advanced and Table 2 .
Methodology
A number of variables that account for the methodology used in the study appear to influence the magnitude of the estimated partial correlations. The unit fixed effects variable is statistically significant only in Model 2, which suggests that many of the findings reported in the literature do not hinge on choosing between fixed-or random-effects models. In contrast, the variable for a lagged dependent variable is negative and has a large posterior inclusion probability in Model 3 (and therefore is entered in Model 4). This result indicates that models entering a lagged dependent variable are likely to have smaller partial correlations than those that do not, all else equal. Models that address dynamics (either by including a lagged dependent variable, error correction model, or utilizing a generalized method of moments model) are much better reflections of the data-generation process, since fiscal variables tend to exhibit strong autoregressive tendencies. Given this finding, models that do not address dynamic issues appear to be overstating political budget cycles, since they inflate the size of the election year coefficient. Interestingly, studies that used simple estimation methods, such as OLS, have tended to understate the amplitudes of political budget cycles, although these negative coefficients become positive in Models 3 and 4.
Election variables
Since many studies investigate robustness by varying the electoral "window" (e.g., Streb et al 2012) , or the coding of the election variables, the results in Table 2 are of particular importance. I find evidence that coding the election as a simple dummy variable in the year of the election tends to lead to smaller partial correlations. In contrast, fine-grained approaches, such as coding with a half-year cutoff point, tend to lead to larger partial correlations. This result suggests that, all else equal, political budget cycles may be influenced by how the election timing is controlled for, although note that the method used by Franzese appears not to affect the size of the partial correlations. Moreover, the significance of the pre-determined election variable suggests that differences exist between fixed and non-fixed election dates. This finding is in line with the large body of literature on how elections are not always exogenous to the public budget process (Shi and Svensson 2006) . Last, pre-and post-election dummy variables often are included in studies of political budget cycles. I find that studies that enter such control variables tend to find more positive partial correlations. Accounting for pre-and post-election periods thus seems to be important in studying electoral effects on public budgets. Taken together, these results suggest that political budget cycles are sensitive to the coding of elections (more fine-grained indicators are better at uncovering the underlying effect) as well as varying the electoral window.
Study characteristics
Study characteristics appear to have only minor effects on political budget cycles. The total number of models appear to be unrelated to the partial correlations. Both the number of study citations per year and the journal's impact factor are positively related to the partial correlations in Models 1, 2, and 3, although this effect is substantively very small. However, the fact that both variables enter into Model 4 (i.e., had a high posterior inclusion probability using Bayesian model averaging)
suggests that they are important predictors of the partial correlations.
Fiscal variables
Out of the six fiscal variables in Table 2 , only intergovernmental grants, education and health spending, and total expenditures appear to explain differences among the partial correlations. Although nearly all fiscal variables are statistically significant in Model 2, the result should be interpreted with caution, since the large I 2 value in Models 1 and 4 suggest that the random-effects model is preferable because of the large share of variance explained by study heterogeneity. Model 4
indicates that intergovernmental grants are positively associated with the partial correlations, as are total expenditures, although the latter is not statistically significant. That a highly aggregated category such as total expenditures produces some of the strongest evidence for political budget cycles runs contrary to the theoretical arguments about how disaggregated categories of spending (e.g., administrative, capital, or current expenditures) should be the most likely to reveal a political budget cycle effect (Vergne 2009; Brender and Drazen 2013) .
Revenues
The previous section examined evidence of political budget cycles in public spending in the context of a MRA. Do similar patterns emerge in public revenues? Table 3 uses the same estimation strategy as before, but examines the 243 studies in which revenue was the dependent variable.
Interestingly, neither the impact factor nor the standard error of the partial correlation produced posterior inclusion probabilities large enough to merit inclusion in Model 8. This result suggests that publication bias may be less of a problem for studies that examine revenues rather than expen-ditures. While temporal aggregation and the level of analysis influence governmental expenditures,
only quarterly aggregation appears to be an important predictor for revenues (albeit not statistically significant) in Model 8. All else equal, studies using quarterly data tend to find that revenues increase prior to Election Day. The only regional dummies that reveal a posterior inclusion probability exceeding 0.10 are studies examining the countries of Eastern Europe and the former Soviet Union. Since the coefficient is positive, it appears that both revenues and expenditures increase in these regions during elections, all else equal.
Unlike expenditures, few moderating variables have significant effects on the partial correlations for revenues. GDP growth is positively signed in Model 8, suggesting that it may be necessary to include that variable in studies of revenue cycles. Controlling for revenue and unemployment, both of which have negative signs (i.e., including these variables tends to intensify the decline in revenues during elections), may also be important. The finding that unemployment matters is similar to the findings for expenditures in Table 2 . Taken together, these results suggest that incumbents manipulate budget balances-either by increasing expenditures or reducing revenues-only when the unemployment rate is high.
The results for the methodology and election variables in Table 3 have some similarities and some differences with respect to the expenditure results. For both, I find that dynamics are particularly important to incorporate into models of political budget cycles by entering a lagged dependent variable. However, less fine-grained election indicators, such as simple election year dummies, are associated with more negative partial correlations for both the revenue and expenditure results. For revenues, the negative coefficient indicates that revenues are reduced more around elections when a coarse electoral window is defined. Last, in both models of revenues and expenditures, differences seem to exist between elections that are fixed and those that are called early.
A few study characteristics seem to affect the size of the partial correlations for revenues. Both Notes: Dependent variable is the partial correlation of study-model i j. Coefficients with standard errors in parentheses for Models 5, 6, and 8. Posterior means with posterior standard deviations in parentheses for Model 7. * p < 0.10, ** p < 0.05, *** p < 0.01 for frequentist models. Estimates in italics in Model 7 indicate a posterior inclusion probability greater than 0.10. 243 model-study observations for 23 studies for all models, with a total sample size of 245,404. Due to the smaller number of observations, the variables on democracy, presidential, proportional, win margin, deficit, inflation, election half-year were excluded.
the total number of models in a study and the average number of citations received per year largely are significant across all models, although the magnitude of this effect is small and switches signs when moving to Model 8. The journal's impact factor is positive and significant in Models 5
and 6, indicating that higher quality journals (according to impact factor) often find that revenues increase during elections. Last, in contrast to public spending, I find no evidence of any systematic differences across the types of dependent variable used in the analysis. These results suggest that, after accounting for other factors, political budget cycles are equally likely in all revenue categories.
Fiscal balance
As shown in Figure 2 , studies specifying fiscal surplus as a dependent variable tended to find some of the strongest evidence of political budget cycles. To see that result remains robust to the addition of study and data characteristics, Table 4 shows the results from the 234 such studies in the sample that use fiscal surplus as a dependent variable. I find few differences across regions, and, moreover, temporal aggregation does not appear to influence the results. In contrast, while single-country analyses tend to find evidence of a "reverse" political budget cycle (the positive coefficent indicates that fiscal surpluses rise during elections), Table 4 suggests that municipalities tend to run budget deficits during elections.
Although a number of moderating variables are statistically significant across Models 9 and 10, none had high enough posterior inclusion probabilities in Model 11 to be entered into Model 12. Nor did any of the election variables or study characteristics. In contrast, the coefficient on lagged dependent variables is positive and statistically significant across all models, indicating that studies accounting for dynamics find evidence of less deficit spending during elections. All of this suggests that relatively few differences across studies help explain the underlying political budget cycle effect of fiscal surpluses. Notes: Dependent variable is the partial correlation of study-model i j. Coefficients with standard errors in parentheses for Models 9, 10, and 12. Posterior means with posterior standard deviations in parentheses for Model 11. * p < 0.10, ** p < 0.05, *** p < 0.01 for frequentist models. Estimates in italics in Model 11 indicate a posterior inclusion probability greater than 0.10. 234 model-study observations for 39 studies for all models, with a total sample size of 201,888. Due to the smaller number of observations, the variables on expenditures (control), proportional, and deficit were excluded.
Discussion
The findings in this paper have substantial implications for the political budget cycle literature. I emphasize a number of key points. First, I disaggregated the dependent variables common in these studies into four categories: expenditures, revenues, fiscal balance, and public debt, as well as a number of sub-categories. As expected, I find that expenditures and debt increase during elections, while revenues and fiscal surpluses decline. Based on funnel plots of the weighted partial correlations, as well as the absence of significant variables in the meta-regression analysis, it appears that public budget balance shows the most consistent evidence of a robust political budget cycle;
governments consistently run larger deficits around elections.
Using meta-regression analysis, I find that political budget cycles may be more likely to occur in some expenditure categories than in others. Although many scholars have theorized that highly disaggregated "visible" spending categories are most likely to be manipulated, I find instead that total expenditures rise during elections. This evidence suggests that incumbents may be manipulating multiple budgetary line items at once rather than increasing spending in a single category. I also find that grants between tiers of government show some of the strongest political budget cycle effects.
I also find that aggregating data annually rather than quarterly tends to reduce the sizes of observed political budget cycles for expenditures, but less so for revenues and fiscal surpluses.
This finding complements existing work on how raising the level of temporal aggregation may hide an important dimension of variation (Streb et al 2012; Klomp and De Haan 2013b) . In addition, this study was the first to test how the level of government at which elections are held affects the evidence for political budget cycles. Municipal-and national-level elections appear to be associated with increases in public spending and budget deficits. In contrast, election-based cycles in revenues are not more prevalent at sub-national levels of government.
The results indicate that political budget cycles are present in a variety of contexts. Continental dummies largely are inconsequential throughout much of the meta-regression analysis, and factors thought previously to condition the budget cycle, such as electoral competitiveness and government ideology, have negligible effects in the MRA reported herein. Neither were most methodological choices, or decisions about coding the electoral window. Several important exceptions to that conclusion emerged, however. First, it appears that specifying dynamics is important; the significance of a lagged dependent variable in the meta-regression results suggests the need to account for budgetary incrementalism. Second, democracy and economic development appear to be two important moderating variables that have conditioning effects on political budget cycles, as evidenced by the significant coefficients in the meta-regression, and by previous studies (e.g., Brender and Drazen 2005) . In addition, governmental revenues and expenditures, when entered as control variables, tend to affect the size of the partial correlations. In addition, building on Streb et al (2012) , I find that more fine-grained election coding is associated with stronger political budget cycles, and that controlling both for pre-and post-election periods may be necessary, at least for public spending.
Meta-analyses can also test for publication bias. There is evidence that many bodies of literature in the social sciences suffer from that bias (Stanley and Doucouliagos 2012) . To see if this is true for political budget cycles, I performed a series of simple tests to explore whether the size of the overall political budget cycle effect remains robust to various measures of article and journal quality, as measured by a journal's impact factor. 10 To be brief, the results are not reported here but are available in the Supplemental Materials. I find evidence that publication bias exists in the literature. However, the existence of political cycles across the four budget categories remains robust after accounting for such bias. I also find that budgetary surpluses remain the most manipulated budget category during elections.
Conclusion
This paper was motivated by the importance of addressing the conflicting theories, literature reviews, and inconclusive empirical results on political budget cycles. By combining all available studies over the last 15 years, a meta-analytic approach offered an ideal way to synthesize our knowledge of this topic. The meta-analysis herein does not provide conclusive evidence that political budget cycles exist in every context. Factors such as the quality of government institutions and fiscal transparency could not by analyzed in this paper. Moreover, exploring the magnitudes of conditional relationships (interactions) is difficult when using meta-regression analysis. Still, this paper goes beyond qualitative literature reviews by summarizing and evaluating the current state of the empirical literature, as well as by identifying the circumstances under which we are more or less likely to observe political budget cycles. Rather than relying on a single dataset, by aggregating multiple study results I was able to identify the extent to which particular study-, methodological-, and data-specific choices affect the evidence for political budget cycles. I investigated these differences across four different types of commonly studied variables in a number of ways, including testing for publication bias, using Bayesian model averaging, and calculating and plotting the sizes of the overall effects across budgetary subcategories.
Several important conclusions were reached. First, the strongest evidence for political budget cycles appears to be for public budget balance (the "fiscal stance"). Second, the lack of evidence in disaggregated expenditure categories suggests either that no effect exists, or that scholars have not yet pinned down a mediating variable that explains why these categories are manipulated only at certain times. Third, while the results are robust across many types of data and coding decisions, dynamics appear to be an important component to account for across all meta-regression results. Fourth, I find evidence that context matters. While this issue has been discussed widely in the literature, differences in data and methodology have made identifying particularly important contextual elements (or comparing them while controlling for other factors) difficult. The results reported herein also suggest that the level of government at which the election is held, as well as the level of temporal aggregation, may merit further investigation. Last, although publication bias exists in the literature, the size of the overall effect remains robust to this bias.
The purpose of this paper was to begin reconciling the conflicting state of the political budget cycle literature. Results from the meta-analysis suggest that although budget cycles are present in expenditures, revenues, fiscal balance, and debt, the effect is substantively small. The results also indicate the importance of accounting for context-conditional situations as well as controlling for study-and data-specific factors when probing the robustness of future empirical studies. Scholars of political economy should take note since meta-regression analysis suggests the necessity of making cross-study comparisons more carefully. Responding to a recent question posed by Klomp and De Haan (2013b, p. 329) , "do political budget cycles really exist?"-the answer appears to be yes, but they are small and depend on a number of factors that must be taken into account.
