Abstract
Introduction
The problem of computing the product of two matrices is one of the most studied computational problems: We are given two [12] . This bound was later improved and the best upper bound today is f § t 3u r w v [5] (see also [7] for a survey). The best lower bound is a lower bounds of
, on the number of products needed to compute the function [3, 1] . Thus the following problem is still open: Can matrix product be computed by a circuit of size f § y 
Bilinear Rank
An important notion that is highly related to the problem of computing matrix product in bilinear circuits is the notion of bilinear rank.
A bilinear form in two sets of variables 
is the smallest number of rank 1 bilinear forms that span¨2
, where a rank 1 bilinear form is a product of a linear form in the 
¥
. For further background see [4, 7] . We denote by 
6
The following inequality is less obvious, but also not so hard to see. 
¥
, is equal to the total number of gates in the circuit.
Results and Methods
We prove that any quadratic circuit that computes ¡ § ¢ over the field
¤ ¦ ¥ §©
has at least A § product gates (i.e.
¤¥ §¡ £ ¢` F
, in the first case the node is a plus gate and in the second case a product gate. The computation is done in the following way. An input just computes the value of the variable that labels it. Then, if
are the vertices that fan into then we multiply the result of each F with the value of the edge that connects it to . If is a plus gate we sum all the results, otherwise is a product gate and we multiply all the results. Obviously the value computed by each node in the circuit is a polynomial over ¥ in the input variables. We are interested in the problem of computing the product of two 
is hence a bilinear form in Then there is one level of product gates that compute bilinear forms, and finally there are many plus gates that eventually compute the outputs. We will be interested in bounding from below the number of products in any bilinear circuit for
¡ § ¢
. This model is more restricted than the general model of arithmetic circuits but we note that all the known upper bounds (over any field) for ¡ § ¢ are by bilinear circuits. Another model that we will consider is the model of quadratic circuits. A quadratic circuit is an arithmetic circuit with the additional restriction that product gates are applied only on two linear functions. Notice that the only difference between quadratic circuits and bilinear circuits is that in the quadratic model the product gates compute quadratic forms in C U Q
, whereas in the bilinear model the product gates compute bilinear forms in C U Q . This model is more general than the model of bilinear circuits, but it is still more restricted than the general model. However it is interesting to note that over infinite fields we can assume w.l.o.g. that any arithmetic circuit for ¡ § ¢ is a quadratic circuit [13] .
Algebraic and Combinatorial tools
In this section we present some algebraic and combinatorial tools that we will use. The following lemma is an extremely weak variant of the famous Schwartz-Zippel lemma which shows that every non zero polynomial (non zero as a formal expression) over a large enough field has a non zero assignment in the field (see [11, 15] 
We say that two polynomials " U ¤ in variables are equivalent over a field . The way to find such matrices that are contained in the span of a small subset of the¨F 's, is based on lemma 2. So let¨2 
satisfy the requirements of the lemma.
The next lemma will enable us to translate properties of matrices over large fields of characteristic " to properties of matrices (of higher dimension) over
Lemma 4
There exist an embedding,
. That is there exist a mapping
is a one to one linear transformation.
¢ § D ©
, where
we have that
This embedding also induces an embedding
This lemma is a standard tool in algebra, but for completeness we give the proof.
Proof:
is an dimensional vector space over
can be viewed as a linear transformation
in the following way:
Clearly this is a linear transformation of
into itself, as a vector space over
. Therefore, by picking a basis to
we can represent the linear transformation corresponding to each
. Thus, we have defined a mapping
, and it is easy to verify that this mapping is an embedding of
. The way to generalize it to an embedding of 
In addition to the algebraic lemmas we also need the following combinatorial tools. 
The next lemma shows that if a vector space contains a set of vectors such that every pair/triplet of them don't agree on many coordinates (i.e. their Hamming distance is large) then it is of large dimension. There are numerous similar lemmas in coding theory, and in particular the first part of our lemma is the famous Plotkin bound (see [14] 
The proof of the second claim is similar. We give two different estimates to
(the number of coordinates on which F U 8 P
, and ( are the same). In the same manner as before we get that , such that
and the result follows.
Lower bound over GF(2)
In this section we prove our main theorems.
(in other words
).
The second theorem that we shall prove is a lower bound for quadratic circuits. 
Clearly theorem 2 imply theorem 1, but we first prove of theorem 1 as it is more intuitive and simple. We begin by introducing the notion of linear codes of matrices. 
Linear Codes of Matrices

6
For any matrix ,
From the linearity of¨and the requirement on
we get the following corollary.
Corollary 2¨is a one to one mapping, and for any two matrices and¨,
The following theorem shows that the dimension of the range of any linear code of matrices is large (i.e.
A must be large).
be a linear code of matrices, then
The proof is based on the following lemma that shows that we can find
, with the following properties.
is an invertible matrix. 
. We take distinct elements in
such that the difference of every two of them,
, is an invertible matrix. This is because the C F ' s are distinct (i.e.
C F C PD
) , and every nonzero element in
are exactly the matrices that we were looking for. This concludes the proof of the lemma.
We proceed with the proof of the theorem. Let
D ' 7
. Since¨is a one to one mapping, there are independent linear forms among
. Therefore we can use lemma 6 and get that there are
such that for every
is invertible, and such that, w.l.o.g.,
. Since the last , we get that
which is what we wanted to prove. This concludes the proof of the theorem.
Proof of Theorem 1
Assume that© 
A
. Thus, according to theorem 3 we will get that
, which is what we wanted to prove. So we begin by defining a mapping from Therefore¨is a linear code of matrices, so according to theorem 3 we get that
which is what we wanted to prove. This concludes the proof of theorem 1.
Proof of Theorem 2
As in the proof of theorem 1 we will show that every quadratic circuit for ) is exactly the number of product gates in the circuit. Thus, according to theorem 3 we will get that
, which is what we wanted to prove. Let 
can be written as a sum of these quadratic forms:
. We would like to have a proof similar to the proof of theorem 1. In that proof we defined a code of matrices using the linear transformation 
. The computation that we just performed shows that the ¢ b 's that we introduced are quite natural. We also notice that 
The following lemma shows that¨is indeed a linear code of matrices.
Lemma 8¨is a linear mapping and it has the property that for every matrix
Proof: Clearly¨is a linear mapping. So we only have to prove the claim about the weights. Let ¡ § be a matrix of rank r, and assume w.l.o.g. that
. We wish to prove that #
. From equation 1 we get that
We now consider the discrete derivatives of this equation. Let
F I H P
be the matrix of all zeros but 1 in the § I T V U W X 'th place. Define
On the other hand we have that
where the last equality follows from the linearity of the 
is a linear form the third summand of equation 2 sums to ) . In the same manner we define
the set of all the discrete partial derivatives
is contained in the linear span of
in the vector space of all linear forms in
We also showed that
Therefor, using our assumption that
Other Finite Fields
In this section we prove the following theorem.
Theorem 4 The number of product gates in any bilinear circuit that computes the product of two
A ¡ E matrices over
Let $ be a bilinear circuit for
are the bilinear forms computed in the product gates of $ . The following lemma of Bläser is the main tool in the proof of the theorem. 
Proof: An analog of lemma 6 over
guarantees that we can find
, such that for
is invertible, and such that 
We now do the following trick:
can be computed using the bilinear forms
. This trick is called sandwiching, for further background see [1, 6] .
So by combining the sandwiching method and lemma 10 we get that we can assume w. We prove the lemma only for even. Clearly this will not affect theorem 4, as the lower bound for odd follows from the lower bound for even . 
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