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Abstract. The paper reports on the methodology and preliminary results of a case
study in automatically extracting ontological knowledge from Italian legislative
texts. We use a fully–implemented ontology learning system (T2K) that includes a
battery of tools for Natural Language Processing (NLP), statistical text analysis and
machine language learning. Tools are dynamically integrated to provide an incre-
mental representation of the content of vast repositories of unstructured documents.
Evaluated results, however preliminary, show the great potential of NLP–powered
incremental systems like T2K for accurate large–scale semi–automatic extraction
of legal ontologies.
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Introduction
Ontology building is nowadays a very active research field, as witnessed by the fast
growing literature on the topic and the increasing number of Knowledge Management
applications based on automated routines for ontology navigation and update. This task,
however, requires harvesting domain–specific knowledge on an unprecedented scale, by
tapping and harmonizing knowledge sources of highly heterogeneous conception, format
and coverage, ranging from foundational ontologies and structured databases to elec-
tronic text documents. As electronic texts still represent the most accessible and natural
repositories of specialised information worldwide, there is a reasonable expectation that
the increasingly growing demand for ontologically–interpreted knowledge can eventu-
ally be met by making automatically–interpreted text information more and more avail-
able.
Different methodologies have been proposed to automatically extract information
from texts and provide a structured organisation of extracted knowledge in as diverse do-
mains/sectors as bio–informatics, health–care, public administration and company doc-
ument bases. The situation in the legal domain is in line with this general trend.
The work illustrated in this paper reports the results of a case study carried out in the
legal domain to automatically induce ontological knowledge from texts with an ontol-
ogy learning system, hereafter referred to as T2K (Text–to–Knowledge), jointly designed
and developed by the Institute of Computational Linguistics (CNR) and the Department
of Linguistics of the University of Pisa. The system offers a battery of tools for Natu-
ral Language Processing (NLP), statistical text analysis and machine language learning,
which are dynamically integrated to provide an accurate representation of the content
of vast repositories of unstructured documents in technical domains [8]. Text interpre-
tation ranges from the acquisition of lexical and terminological resources, to advanced
syntax and ontological/conceptual mapping, that are annotated as XML metadata to offer
growing interoperability with automated content management systems for personalised
knowledge profiling. Prototype versions of T2K are currently running on public admin-
istration portals and have been used for indexing E–learning and E–commerce materials.
Customised versions of the T2K tool have been used to extract terminological and onto-
logical knowledge from Italian legislative text collections. In what follows, we report the
ontology learning results of two case studies carried out respectively on Italian legislative
texts belonging to the environmental domain [21,14] and on EC texts on consumer law;
the second case study has been performed in the framework of the DALOS (DrAfting
Legislation with Ontology–based Support) European project 1.
1. Background
The last few years have seen a growing body of research and practice in constructing le-
gal ontologies and applying them to the law domain. A number of legal ontologies have
been proposed in different research projects: yet, most of them focus on a upper level of
concepts and were mostly hand–crafted by domain experts (for a survey of legal ontolo-
gies, see [20]). It goes without saying that applications with realistically large knowledge
bases in the legal domain need more comprehensive ontologies incorporating up–to–date
knowledge: ontology–learning from texts could be highly effective in this direction. To
our knowledge, relatively few attempts have been made so far to automatically induce
legal domain ontologies from texts: this is the case, for instance, of [13], [19] and [24].
According to [6], the task of ontology learning is primarily concerned with the def-
inition of concepts and relations (both taxonomical and non-hierarchical) holding be-
tween them. Ontology learning also includes the acquisition of linguistic knowledge
about the terms used to designate a given concept in running texts as well as about syn-
onym relations among terms. The various steps of ontology learning can be arranged in
a layer cake of increasingly complex subtasks, as illustrated in Figure 1 from [6].
Figure 1. Ontology Learning Layer Cake from [6]
1http://www.dalosproject.eu/
All ontology learning experiments carried out in the legal domain are mainly focused
on concept extraction as a primary step of the ontology development process. There are
different methods illustrated in the ontology–learning literature used to learn concepts
and relations from legal texts.
One approach exploits the frequency of definitions in legal texts as a valuable source
of information from which it is possible to learn domain relevant concepts as well as
(both taxonomic and non–taxonomic) relations. This is the method followed by [24]
whose focus is on definitions in a large collection of German court decisions. The extrac-
tion and analysis of definitions are carried out through a rule–based approach operating
on 6000 German court decisions within the field of environmental law and are shown to
have a significant impact on the ontology learning process.
Another methodology typically followed in the ontology–learning literature focuses
on term extraction as a fundamental prerequisite for the identification of concepts and
relations in normative texts. The basic assumption is that domain–specific concepts are
typically phrased as terminological units. Semantic relations holding among concepts
are conveyed through syntactic relations linking domain terms. In [13], the extraction of
terms, concepts and (lexico–)semantic relations is carried out on a corpus of French le-
gal texts through natural language processing techniques combined with statistical mea-
sures. Starting from the results of the terminology extraction step, the final ontology is
built organising and structuring the knowledge implicitly contained in legal documents
[12]. A similar approach is followed by [19], in which NLP tools are used to identify le-
gal concepts and their defining properties. The new domain ontology bootstrapped from
texts is then integrated and merged with an externally defined upper foundational legal
ontology, with the result of creating a new domain ontology combining low–level con-
cepts with top–level ones. The work reported in [23] belongs to the same line of research,
where a combination of machine learning and natural language techniques are resorted
to to extract domain–relevant terms, ontological concepts, instances and relations from
Spanish legal texts. In particular, [23] focuses on the customisation effort carried out
to specialise the Text2Onto ontology learning system [7] to support the Spanish legal
ontology learning task in the framework of the European SEKT Project2.
The present paper contributes to this latter line of research: first, relevant domain ter-
minology is extracted, then both taxonomical and non–taxonomical relations (e.g. syn-
onymy) between terms are acquired. This is done by combining NLP technologies with
statistical techniques. It is interesting to note that in all cases surveyed so far natural lan-
guage processing techniques play a central role in the process of legal knowldge extrac-
tion and organisation. In what follows we will focus on this specific issue.
2. From text to knowledge: the role of NLP tools
Technologies in the area of knowledge management and information access are con-
fronted with a typical acquisition paradox. As knowledge is mostly conveyed through
text, content access requires understanding the linguistic structures representing con-
tent in text at a level of considerable detail. In turn, processing linguistic structures at
the depth needed for content understanding presupposes that a considerable amount of
domain knowledge is already in place. Structural ambiguities, long–range dependency
2http://ontoware.org/projects/text2onto/
chains, complex domain–specific terms and the ubiquitous surface variability of phrase-
ological expressions require the operation of a battery of disambiguating constraints, i.e.
a set of interface rules mapping the underlying conceptual organization of a domain onto
the surface language. With no such constraints in place, text becomes a slippery ground
of unstructured, strongly perspectivised and combinatorially ambiguous information bits.
In our view, there is no simple way out of this paradox. Pattern matching tech-
niques allow for fragments of knowledge to be tracked down only in very limited text
windows, while foundational ontologies are too general to be able to make successful
contact with language variability at large. The only effective solution, we believe, is to
understand and face the paradox in its full complexity. An incremental interleaving of
robust parsing technology and machine learning techniques can go a long way towards
meeting this objective. Language technology offers the jumping-off point for segmenting
texts into grammatically meaningful syntagmatic units and organizing them into non-
recursive phrasal “chunks” that do not seem to require domain–specific knwoledge. In
turn, chunked texts can sensibly be accessed and compared for statistically–significant
patterns of domain–specific terms to be tracked down. Surely, this level of paradigmatic
categorization is still very rudimentary: at this stage we do not yet know how chunked
units are mutually related in context (i.e. what grammatical relations link them in texts)
or how similar they are semantically. To go beyond this stage, we suggest getting back
to the syntagmatic organization of texts. Current parsing technologies allow for local de-
pendency relations among chunks to be identified reliably. If a sufficiently large amount
of parsed text is provided, local dependencies can be used to acquire a first level of
domain–specific conceptual organization. We can then use this preliminary conceptual
map for harder and longer dependency chains to be parsed and for larger and deeper con-
ceptual networks to be acquired. To sum up, facing the bootstrapping paradox requires
an incremental process of annotation–acquisition–annotation, whereby domain–specific
knowledge is acquired from linguistically–annotated texts and then projected back onto
texts for extra linguistic information to be annotated and further knowledge layers to be
extracted.
To implement this scenario, a few NLP ingredients are required. Preliminary term
extraction presupposes pos–tagged texts, where each word form is assigned the contex-
tually appropriate part–of–speech and a set of morpho–syntactic features plus an indi-
cation of lemma. Whenever more information about the local syntactic context is to be
exploited, it is advisable that basic syntactic structures are identified. As we shall see
in more detail below, we use chunking technology to attain this level of basic syntactic
structuring. NLP requirements become more demanding when identified terms need to
be organised into larger conceptual structures and connected through long–distance rela-
tional information. For this purpose syntactic information must include identification of
dependencies among lexical heads.
The approach to ontology learning adopted by T2K differentially exploits all these
levels of linguistic annotation of texts in an incremental fashion. Term extraction operates
on texts annotated with basic syntactic structures (so-called “chunks”, see below). Identi-
fication of conceptual structures, on the other hand, is carried out against a dependency–
annotated text. In what follows, the general architecture of the Italian parsing system
underlying T2K (henceforth referred to as AnIta, [3]) is briefly illustrated.
Il presente decreto stabilisce le norme per la prevenzione ed il contenimento dell’inquinamento da rumore [...]
‘this decree establishes the rules for prevention and control of noise pollution [...]’
[[CC:N_C][DET:IL#RD@MS][PREMOD:PRESENTE#A@MS][POTGOV:DECRETO#S@MS]]
[[CC:FV_C][POTGOV:STABILIRE#V@S3IP]]
[[CC:N_C][DET:LO#RD@FP][POTGOV:NORMA#S@FP]]
[[CC:P_C][PREP:PER#E][DET:LO#RD@FS][POTGOV:PREVENZIONE#S@FS]]
[[CC:COORD_C][CONJTYPE:E#CC]]
[[CC:N_C][DET:IL#RD@MS][POTGOV:CONTENIMENTO#S@MS]]
[[CC:di_C][DET:LO#RD@MS][POTGOV:INQUINAMENTO#S@MS]]
[[CC:P_C][PREP:DA#E][POTGOV:RUMORE#S@MS]]
Figure 2. A sample of chunked text
2.1. An outline of AnIta
The AnIta system consists of a suite of linguistic tools in charge of:
1. tokenisation of the input text;
2. morphological analysis (including lemmatisation) of the text;
3. parsing, articulated in two different steps:
(a) “chunking”, carried out simultaneously with morpho-syntactic disambigua-
tion;
(b) dependency analysis.
In what follows we will focus on the syntactic parsing components in charge of the
linguistic pre-processing of texts for the different ontology learning tasks of T2K.
Text chunking is carried out through a battery of finite state automata (CHUG–IT,
[10]), which takes as input a morphologically analysed and lemmatised text and seg-
ments it into an unstructured (non-recursive) sequence of syntactically organized text
units called “chunks” (e.g. nominal, verbal, prepositional chunks). Chunking requires
a minimum of linguistic knowledge; its lexicon contains no other information than the
entry’s lemma, part of speech and morpho–syntactic features. A chunk is a textual unit
of adjacent word tokens sharing the property of being related through dependency rela-
tions (es. pre–modifier, auxiliary, determiner, etc.). A chunked sentence, however, does
not give information about the nature and scope of inter–chunk dependencies which are
identified during the phase of dependency analysis (see below). Morpho–syntactic dis-
ambiguation is performed simultaneously to the chunking process.
To be more concrete, the sentence fragment reported in Figure 2 is segmented
into eight chunks, each including a sequence of adjacent word tokens mutually related
through dependency links of some kind. For example, the first nominal chunk (N_C)
covers three word tokens, il presente decreto ‘the present deliberation’: the noun head de-
creto ‘deliberation’, the adjectival premodifier presente ‘present’ and an introducing def-
inite article. Although the representation is silent about the relationship between stabilire
‘establish’ and le norme ‘the rules’, this is not to entail that such a relationship cannot
possibly hold: simply, the lexical knowledge available to this parsing component makes
it impossible to state unambiguously how chunks relate to each other and the nature of
this relationship. This is the task for further analysis steps.
Dependency parsing is aimed at identifying the full range of syntactic relations (e.g.
subject, object, modifier, complement, etc.) within each sentence: syntactic relations are
MODIF(DECRETO[34544.1],PRESENTE[34544.1]<role=RESTR>)plaus=100
SUBJ(STABILIRE[34544.2],DECRETO[34544.1])plaus=50
OBJD(STABILIRE[34544.2],NORMA[34544.3])plaus=50
COMP(NORMA[34544.3],PREVENZIONE[34544.4]<intro=PER>)plaus=50
COORD(PREVENZIONE[34544.4],CONTENIMENTO[34544.6]<role=CONJ>)plaus=50
ARG(CONTENIMENTO[34544.6],INQUINAMENTO[34544.7]<intro=DI>)plaus=60
COMP(INQUINAMENTO[34544.7],RUMORE[34544.8]<intro=DA>)plaus=50
Figure 3. A sample of dependency–parsed text
represented as dependency pairs between lexical heads. It is carried out by IDEAL [2],
a finite state compiler for dependency grammars. The IDEAL general grammar of Ital-
ian is formed by ca. 100 rules covering the major syntactic phenomena. The grammar
rules are regular expressions (implemented as finite state automata) defined over chunk
sequences, augmented with tests on chunk and lexical attributes. The rules are organized
into two major modules: structurally–based rules and lexically–based rules, the latter
accessing a syntactic lexicon of more than 26,000 subcategorization frames for nouns,
verbs and adjectives. A “confidence value” (PLAUS) is associated with identified depen-
dency relations, to determine a plausibility ranking among competing analyses. Figure 3
reports the dependency representation of the same sentence.
The output consists of binary relations between content words, typically a head and
a dependent. There may be features associated with both participants in the relation con-
veying other types of information such as the semantic type of a dependent (ROLE) or the
preposition introducing a certain relation (INTRO). The sentence fragment is described
by seven dependency relations including subject, object as well as other modification
relations: for instance, decreto has been identified as the subject of the verb stabilire and
norme as its direct object.
There are some reasons to believe that chunked texts are a suitable starting point
for term extraction from a continuously expanding document base. First, thanks to its
knowledge–poor lexicon, chunking is fairly domain–independent. Moreover, its finite–
state technology makes chunking very robust and flexible in the face of parse failures:
unparsed sequences are tagged as unknown chunks and parsing can resume from the
first ensuing word–form which is part of a parsable chunk. Thirdly, chunking provides
a first level of syntactic grouping which, however crude, paves the way to reliable and
wide–coverage identification of candidate domain terminology, including both single and
multi–word terms. As chunks standardise a considerable amount of grammatical infor-
mation, searching for candidate terms in a chunked text can be done at a considerable
level of abstraction from language nitty–gritty. On the other hand, identification of clus-
ters of semantically related terms or acquisition of relations between terms constitute
more demanding tasks requiring deeper levels of linguistic analysis such as dependency
parsing.
3. T2K architecture
T2K is a hybrid ontology learning system combining linguistic technologies and statisti-
cal techniques. T2K does its job in two basic steps:
1. extraction of domain terminology, both single and multi–word terms, from a doc-
ument base, including term variants;
2. organization and structuring of the set of acquired terms into proto–conceptual
structures, namely
(a) fragments of taxonomical chains and
(b) clusters of semantically related terms.
Figure 4 illustrates the functional architecture of T2K:
Figure 4. T2K architecture
The two basic steps are represented in the central part of Figure 4, showing the in-
terleaving of NLP and statistical tools. Acquired results are structured in the ontology
box on the right–hand–side of the diagram, whose stratified organization is reminiscent
of the hierarchical cascade of knowledge layers in the “Ontology Learning Layer Cake”
by [6] (see Figure 1), going from terminological information to proto–conceptual struc-
tures corresponding to taxonomical and non-hierarchical relationships among terms. Ac-
quired knowledge is also used for document indexing, on the basis of extracted terms
and acquired conceptual structures. In what follows we focus on the ontology learning
process.
3.1. Term extraction
Term extraction is the first and most–established step in ontology learning from texts.
Terms are surface realisations of domain–specific concepts and represent, for this reason,
a basic prerequisite for more advanced ontology learning tasks. In principle, they need to
be recognized whatever the surface form they show in context, irrespectively of morpho–
syntactic and syntactic variants. For our present purposes, a term can be a common noun
as well as a complex nominal structure with modifiers (typically, adjectival and prepo-
sitional modifiers). Term extraction thus requires some level of linguistic pre-processing
of texts.
T2K looks for terms in syntactically chunked texts such as those illustrated in Sec-
tion 2.1 (Figure 2). Candidate terms may be one word terms (“single terms”) or multi–
word terms (“complex terms”). The acquisition strategy differs in the two cases.
Single terms are identified on the basis of frequency counts in the chunked source
texts, after discounting stop–words. The acquisition of multi–word terms, on the other
hand, follows a two–stage strategy. First, the chunked text is searched for on the basis
of a set of chunk patterns. Chunk patterns encode syntactic templates of candidate com-
plex terms and cover the main types of modification observed in complex nominal terms:
i.e. adjectival modification (e.g. organizzazione internazionale ‘international organisa-
tion’), prepositional modification (e.g. tutela del territorio ‘protection of the territory’),
including more complex cases where different modification types are compounded (e.g.
incenerimento dei rifiuti pericolosi ‘incineration of dangerous waste’). The set of chunk
patterns used to identify candidate terms has been tailored to meet the specific needs
of the legal domain, characterised by the frequent use of deep PP-attachment chains
including a high number of embedded prepositional chunks (see [22]). Secondly, the
list of acquired potential complex terms is ranked according to their log–likelihood ra-
tio [9], an association measure that quantifies how likely the constituents of a complex
term are to occur together in a corpus if they were (in)dipendently distributed, where the
(in)dependence hypothesis is estimated with the binomial distribution of their joint and
disjoint frequencies. We tested the log–likelihood ratio against other association mea-
sures such as mutual information, chi–square etc., log-likelihood scoring consistently
better than the others. Moreover this measure is known to be less prone to assigning
high scores to very sparse pairs. It should be recalled that the log–likelihood ratio is
commonly used for discovering collocations. Hence, we are treating complex terms as
though they belonged to the more general class of collocations. However, T2K uses
the log–likelihood ratio in a somewhat atypical way: instead of measuring the associ-
ation strength between adjacent words, T2K measures it between the lexico–semantic
heads of adjacent chunks. The main and often underestimated advantage of defining co–
occurrence patterns over syntactic structures is that we can broaden our search space
(the text window) in a controlled way, by making it sure that there is a syntactic pattern
linking two adjacent lexical heads.
So far, acquisition of potential complex terms has involved chunk pairs only (bi-
grams). In T2K recognition of longer terms is carried out by iterating the extraction pro-
cess on the results of the previous acquisition step. This means that acquired complex
terms are projected back onto the original text and the acquisition procedure is iterated
on the newly annotated text. The method proves helpful in reducing the number of false
positives consisting of more than two chunks [4]. Interestingly, the chunk patterns used
for recognition of multi–word terms need not necessarily be the same across different
iteration stages. In fact, it is advisable to introduce potentially noisy patterns only at later
stages. This is the case, for instance, of coordination patterns.
The iterative process of term acquisition produces a list of candidate single terms
ranked by decreasing frequencies, and a list of candidate complex terms ranked by de-
creasing scores of association strength. The selection of a final set of terms to be included
in the TermBank requires some threshold tuning, depending on the size of the document
collection and the typology and reliability of expected results. Thresholds define a) the
minimum frequency for a candidate term to enter the lexicon, and b) the overall percent-
age of terms that are promoted from the ranked lists. For a corpus of about one million
tokens we adopted the following thresholds: minimum frequency threshold equal to 7
for both single and complex terms; selected single terms are the topmost 10% in the
ranked list; selected multi-word terms are the topmost 70% in the ranked list of potential
complex terms.
For each acquired term, either single or complex, the variants attested in the doc-
ument base are also extracted. Term variation represents a crucial issue which is usu-
ally under–discussed and rarely accounted for in terminological processing (see [16]).
Quite the contrary, it deserves specific attention, from both the theoretical and applica-
tive points of view. From the the theoretical point of view, the range of detected term
variants can help shedding light on the nature of the term, e.g. whether it is a frozen
multi–word term or it presents itself as a flexible linguistic construction (for instance, if
it allows for the insertion of modifiers). On the applicative front, term variants can be
usefully exploited to improve indexing and retrieval results. T2K treats as term variants
all instantiations of the same (either single or complex) term showing the same abstract
representation at the chunking level, and covering at least 5% of the occurrences of the
term in the acquisition corpus. Term variants acquired in this way cover a wide spec-
trum of linguistic phenomena, ranging from orthographic to morphological and syntactic
variation. A typology of acquired term variants follows:
1. orthographic variants, e.g. tasso d’interesse / tasso di interesse ‘interest rate’;
2. inflectional variants:
(a) singular vs plural form, e.g. convertitore catalitico / convertitori catalitici
‘catalytic converter(s)’;
(b) simple vs articulated prepositions, e.g. bonifica di aree inquinate / bonifica
delle aree inquinate ‘drainage of polluted zones / drainage of the polluted
zones’;
3. structural variants, e.g. fornitore per il servizio finanziario / fornitore di servizi
finanziari ‘supplier for the financial service/of the financial service’;
4. variants including modifiers, e.g. adempimento del detto obbligo / adempimento
dell’obbligo ‘fulfilment of the said obligation / fulfilment of the obligation’;
5. variants combining different types of variation, e.g. contratto di fornitura / con-
tratti di fornitura / contratti per la fornitura ‘supply contract / supply contracts /
contracts for the supply’.
3.2. Term organization and structuring
In the second extraction step, proto–conceptual structures involving acquired terms are
identified. The basic source of information is no longer a chunked text, but rather the
dependency analysis exemplified in Figure 3, with the original text containing an explicit
indication of the multi–word terminology acquired at the previous extraction stage.
We envisage two levels of conceptual organization. Terms in the TermBank are first
organized into fragments of head–sharing taxonomical chains, whereby ambiente urbano
‘urban environment’ and ambiente marino ‘marine environment’ are classified as co–
hyponyms of the general single term ambiente ‘environment’.
Moreover, T2K clusters semantically–related terms by using CLASS, a distributionally–
based algorithm for building lexico–semantic classes [1]. According to CLASS, two
terms are semantically related if they can be used interchangeably in a statistically sig-
nificant number of syntactic contexts. The starting point for the CLASS algorithm is
provided by a dataset of dependency triples – <T , C, s> –, where T is a target linguistic
expression, C is a linguistic context for T , and s is the particular syntagmatic depen-
dency relation between T and C. For our present concerns, variables are interpreted as
follows:
1. T corresponds to an acquired term in the TermBank;
2. s stands for either a subject or a direct object dependency relation;
3. C corresponds to a verb with which T is attested to co–occur as a subject or a
direct object. In fact, of all verb–term pairs attested in the corpus only a subset
of highly salient such pairs is considered for clustering by CLASS. Light verbs
such as take or make are likely to give very little information about the semantic
space of the terms they select in context. Hereafter we shall refer to the set of
highly salient verbs keeping company with subject/object T as the best verbs for
T, or BV T . For each term T , BV T contains those verbs only whose strength of
association with subject/object T (measured by the log–likelihood ratio) exceeds
a fixed threshold.
For all terms (both single and complex) in the TermBank, we extract from the
dependency–annotated text the best verb/subject and verb/object pairs. CLASS then
computes the degree of semantic relatedness between two terms T1 and T2 by measuring
the degree of overlapping between BV T1 and BV T2, according to the metric described
in [1]. This corresponds to the assumption that the semantic similarity between two terms
is a function of the possibility for the entities denoted by the terms to be involved in
similar events, where the latter are expressed by the term best verbs. The cluster of terms
semantically related to a target term T is finally ordered by decreasing similarity scores
with respect to T . For each term, the user can define the maximum number of related
terms to be returned by the system; this parameter can be set on the basis of the user’s
needs (it should be kept in mind that going down in the ranked list of related terms the
semantic distance from T increases; therefore, it becomes more likely to find spurious
associations).
4. Ontology learning from legislative texts
In this section we summarise the results of two case studies carried out on two different
corpora of Italian legal texts.
4.1. The corpora
Two different sets of experiments were carried out with T2K on two legal corpora, dif-
fering at the level of the regulated domains (i.e. the environmental and the consumer
protection domains) and of the releasing agencies (i.e. European Union, Italian national
state and Piedmont local authority). These two corpora will be henceforth referred to as
Environmental Corpus and Consumer Law Corpus respectively.
The Environmental Corpus consists of 824 legislative, institutional and administra-
tive acts concerning the environmental domain, for a total of 1,399,617 word tokens,
coming from the BGA (Bollettino Giuridico Ambientale) database edited by the Pied-
Table 1. An excerpt of the automatically acquired TermBank
ID Term Freq Lemmatised headwords Stop
2192 acqua calda 11 acqua caldo NULL
974 acqua potabile 36 acqua potabile NULL
501 acqua pubblica 121 acqua pubblico NULL
47 acque 1655 acqua NULL
2280 acque costiere 10 acqua costiero NULL
2891 acque di lavaggio 6 acqua lavaggio NULL
2648 acque di prima pioggia 8 acqua pioggia NULL
3479 acque di transizione 5 acqua transizione NULL
1984 acque meteoriche 12 acqua meteorico NULL
1690 acque minerali 16 acqua minerale NULL
400 acque reflue 231 acqua refluo NULL
505 acque sotterranee 120 acqua sotterraneo NULL
486 acque superficiali 131 acqua superficiale NULL
2692 acque utilizzate 8 acqua utilizzato NULL
mont local authority for environment.3 The corpus includes acts released by three differ-
ent agencies, i.e. the European Union, the Italian state and the Piedmont region, which
cover a nine years period (from 1997 to 2005). It is a heterogeneous document collection
including legal acts such as national and regional laws, european directives, legislative
decrees, etc. as well as administrative acts such as ministerial circulars, decisions, etc.
The Consumer Law Corpus was built in the framework of the DALOS project by
legal experts within European normative sources on consumer law and includes Direc-
tives, Regulations and case law: the resulting corpus is composed of the Italian version
of 16 Directives and 42 Case Law texts, for a total of 292,609 word tokens. Unlikely
the Environmental Corpus, it represents a homogeneous document collection, including
Italian European law texts only.
The corpora were converted into a suitable format and then preprocessed with a view
to a) extending the general purpose morphological lexicon with missing lexical items,
and b) tailoring the multi–word term recognition grammar to the main linguistic pecu-
liarities of legal and administrative acts identified in a contrastive corpus study (whose
results are reported in [22]).
4.2. The acquired TermBank
Table 1 contains a fragment of the TermBank automatically acquired from the Environ-
mental Corpus. For each selected term, the TermBank reports its prototypical form (in
the column headed “Term”, and corresponding to the term form most frequently attested
in the corpus), its frequency of occurrence in the whole document collection, and the
lemma of the lexical head(s) of the chunk(s) covering the term (see column “Lemmatised
headwords”). Finally, the column headed “Stop” is used to mark potentially noisy terms:
whereas the NULL value applies to those terms for which a variety of different surface
realisations have been recorded, in the case of potentially noisy terms the “Stop” column
records the preposition always introducing the candidate term in the acquisition corpus
(see below).
3http://extranet.regione.piemonte.it/ambiente/bga/
Table 2. An excerpt of the automatically acquired TermBank with potentially noisy terms
ID Term Freq Lemmatised headwords Stop
12 sensi 691 senso ai
42 sensi dell’ art. 332 senso art. ai
380 sensi dell’ articolo 35 senso articolo ai
377 sensi della direttiva 37 senso direttiva ai
The choice of representing a domain term through its prototypical form rather than
the lemma (as typically done in ordinary dictionaries) follows from the assumption that
a bootstrapped glossary should reflect the actual usage of terms in texts. In fact, domain-
specific meanings are often associated with a particular morphological form of a given
term (e.g. the plural form). This is well exemplified in Table 1 where the acquired terms
headed by acqua ‘water’ can be parted into two groups according to their prototypical
form: either singular (e.g. acqua potabile ‘drinkable water’) or plural (e.g. acque super-
ficiali ‘surface runoff’). It should be noted, however, that reported frequencies are not
limited to the prototypical form, but refer to all occurrences of the abstract term.
Due to the specific stylistic conventions of the legal language characterised by the
massive use of formulaic expressions, the set of acquired terms also includes wrongly
interpreted domain relevant terms such as sensi della legge lit. ‘sense of the law’ or fini
della protezione del consumatore lit. ‘end of consumer protection’ and the like, corre-
sponding to the multi–word prepositions ai sensi di ‘under (the law, clause, etc.)’ and
ai fini di ‘in order to’. In order to avoid these multi–word prepositions to be wrongly
acquired as candidate domain relevant terms, T2K keeps track of the preposition intro-
ducing the term in all its textual occurrences: when the term is always introduced by the
same preposition, it is very likely that the candidate term is a multi–word preposition
or adverb. Since with low frequency thresholds this may also occur with real terms, it
was decided to keep the candidate noisy term in the resulting TermBank and to mark
it as potentially noisy by recording the preposition introducing it in the “Stop” column.
This is well exemplified in Table 2, where a TermBank excerpt with potentially noisy
terms is reported. On the basis of this information type, potentially noisy terms can be
removed from the TermBank, either automatically or – more appropriately – through
manual inspection and validation.
As already pointed out in Section 3.1, acquired information about terms also in-
cludes significantly attested term variants. In fact, the selection of the prototypical form
of a term does not represent an uncontroversial choice; it is often the case that the same
term appears in different terminological resources under different prototypical forms,
differing, for instance, in number (e.g. accordo di programma vs accordi di programma
‘programmatic agreement’) or at the level of the linking prepositions (e.g. acquisizione
dati vs acquisizione di dati ‘acquisition of data’, abbandono di rifiuti vs abbandono dei
rifiuti ‘waste abandon’, contratto di fornitura / contratti di fornitura / contratti per la
fornitura ‘supply contract / supply contracts / contracts for the supply’). These simple
examples show that term variation represents an important issue which needs to be ad-
equately accounted for. According to [11], on average approximately one third of the
occurrences of a term appear to be variants; moreover, they show up not only in text,
but also in controlled, manually built terminological resources. From this it follows that
automatic term recognition cannot be restricted to the identification of the most likely
Table 3. An excerpt of the automatically acquired term variants
var_ID term variant_form freq
680 acquisto del bene immobile acquisto dell’ immobile 5
681 acquisto del bene immobile acquisto del bene immobile 12
682 acquisto del bene immobile acquisto di un bene immobile 10
1050 adempimento dell’ obbligo adempimento di obblighi 2
1051 adempimento dell’ obbligo adempimento del detto obbligo 2
1052 adempimento dell’ obbligo adempimento degli obblighi 6
1053 adempimento dell’ obbligo adempimento dell’ obbligo 6
1244 administrative court administrative court 6
505 adozione adozione 114
1631 adozione di misure adozione della misura 2
1632 adozione di misure adozione di misure 6
1629 adozione di misure adozione di tutte le misure 2
1630 adozione di misure adozione delle misure 3
1633 adozione di misure adozione di una misura 3
784 affari esteri affari esteri 8
937 agente agente 87
938 agente agenti 67
378 contratti di fornitura contratto di fornitura 3
379 contratti di fornitura contratti per la fornitura 4
380 contratti di fornitura contratti di fornitura 17
candidate term forms attested in texts, but it should also correlate them with their corre-
sponding variants.
T2K deals with two different types of term variation:
1. lexical variation, i.e. genuine lexical synonyms, acronyms and abbreviations;
2. orthographic, morphological and structural variation.
Variants of the first type are acquired in the term structuring step (see Section 3.2); in
particular, acquired clusters of semantically related terms can include lexical synonyms,
acronyms as well as abbreviations, a very frequent form of term variant attested in tech-
nical sublanguages, which in some cases represents the unmarked usage of terms (e.g.
PBC for policlorobifenile ‘polychlorinated biphenyl’ or l.r. for legge regionale ‘regional
law’). Variants of the second type are extracted during the term extraction phase (see
Section 3.1), based on their sharing the same abstract syntactic representation. Table 3
exemplifies acquired information for each identified variant. Each raw represents a term
variant: the column “var_id” contains the variant identifier; the column “term” specifies
the term the variant being described refers to; the column “variant_form” records the
term variant, and the “freq” column its frequency of occurrence in the whole document
collection.
4.3. Evaluation of the acquired TermBanks
As expected from the specific nature of processed documents, in both case studies the
acquired TermBanks include both legal and regulated domain terms, environmental and
consumer protection terms respectively. Since the two classes of terms show quite dif-
ferent frequency distributions in the acquisition corpora, different extraction experiments
were carried out by setting different thresholds (see Section 3.1). With the Environmen-
tal Corpus, a standard threshold configuration yielded a TermBank of 4,685 terms (both
single and multi–word terms): minimum frequency of both single and multi–word terms
was set to 7, while the percentage of selected terms from the ranked lists was 10% for
single terms and 70% for multi–word terms. Environmental terms, however, turned out
to scarcely be represented, due to their low frequency. Since the focus of our interest
was on both types of terminology, we carried out two further acquisition experiments, by
setting the minimum frequency threshold to 5 and 3 respectively. The expected increase
in the number of acquired environmental terms (a minimum frequency threshold set to
3 raises the numer of extracted candidate terms to 11,103) was attained at the cost of
getting a larger number of spurious candidate terms. With the Consumer Law Corpus,
the best configuration resulted to be the following one: the selected minimum frequency
threshold for both single and multi–word terms was 5, the percentage of selected terms
from the ranked lists was 20% in the case of single terms and 70% for multi–word terms.
With this configuration a TermBank of 1,443 terms (both single and multi–word terms)
was obtained.
4.3.1. Evaluation criteria
Evaluation of acquired TermBanks was carried out by comparing T2K results against
selected gold standard resources.
Different types of matches were taken into account. Besides the full match between
the T2K term and the term in the reference resource, different types of partial matches
were also considered, i.e.:
1. the same term appears both in the T2K TermBank and in the gold standard re-
source but under different prototypical forms: this is the case, for instance, of
the term accordi di programma ‘programmatic agreement’ which appears in the
plural form in T2K and in the singular form in the legal reference resources taken
into account. At this level, two terms may also differ for the prepositions linking
the nominal headwords of a complex term, as in the case of acquisizione dati vs
acquisizione di dati ‘acquisition of data’ or abbandono di rifiuti vs abbandono
dei rifiuti ‘waste abandon’;
2. the gold reference resource contains a more general term whereas T2K acquired
one of its hyponyms: this is the case of the T2K term abrogazione di norme
‘repeal of rules’, which in the legal reference resource occurs in its more general
form abrogazione ‘repeal’;
3. the reverse case with respect to 2 above, i.e. the gold reference resource contains
a more specific term with respect to T2K which extracted a more general term,
typically its hyperonym: e.g. agente di polizia ‘policeman’ (T2K) vs agente di
polizia giudiziaria ‘prison guard’ (legal reference resource).
In the cases described in 2 and 3 above, a distinction is made – again – between
matches concerning the prototypical form and matches at the level of stemmed words.
Evaluation of extracted terms was carried out against the selected gold standard re-
sources by taking into account both full and partial matches. In particular, the reliability
of the bootstrapped Term–Banks was measured in terms of type precision, which was
calculated as the percentage of correctly acquired term types with respect to all acquired
term types. On the other hand, an evaluation in terms of type recall (calculated as the per-
centage of correctly acquired term types with respect to all term types in the gold stan-
dard lexicon) was not easily applicable since this measure does not permit to discrimi-
nate between effectiveness and reliability of the term extraction system and the coverage
of the reference resource with respect to the acquisition corpus. In the specific context of
‘legal–environmental’ TermBank, the selected reference resources could not be used for
this specific purpose due to their wider coverage, not circumscribed to the environmental
domain. A partial recall evaluation could instead to be carried out for what concerns the
consumer law TermBank, with respect to a subset of domain relevant concepts 4.3.3.
4.3.2. Evaluation of the legal–environmental TermBank
Evaluation was based on the TermBank of 4,685 terms (with minimum frequency thresh-
old equal to 7). Due to the highly heterogeneous nature of the terms in the glossary,
belonging to both the legal–administrative and the environmental domains, two differ-
ent resources were taken as a gold standard: the Dizionario giuridico (Edizioni Simone)
available online4 was used as a reference resource for what concerns the legal domain
(henceforth referred to as Legal_RR), and the Glossary of the Osservatorio Nazionale sui
Rifiuti (Ministero dell’Ambiente) available online5 for the environmental domain (hence-
forth referred to as Env_RR), which contain respectively 6,041 and 1,090 terminological
entries recorded in their prototypical form.
The results of the evaluation carried out on the basis of the criteria described in
Section 4.3.1 can be summarised as follows: in 51% of the cases a match, either full
or partial, was found between the T2K glossary and the reference resources. In partic-
ular, 89% of identified matches were found to be legal terms and 34.5% environmental
ones, meaning that 23.5% terms are present in both reference resources. A natural ques-
tion to be answered at this point is whether the remaining 49% of terms for which no
match was found was represented by errors and noisy terms or were domain–specific
terms not appearing in the selected reference resources. To address this issue, we selected
two additional resources available on the Web: the list of keywords used for the online
query of the Archivio DoGi (Dottrina Giuridica)6 for the legal domain, and the thesaurus
EARTh (Environmental Applications Reference Thesaurus)7 for the environmental do-
main, against which a manual evaluation was carried out for 25% of the automatically
acquired T2K glossary. Results are encouraging: by including these two richer reference
resources, the percentage of matching terms increases to 75.4%. This percentage grows
up to 83.7% if we also include terms which, however absent in the selected reference
resources, were manually evaluated as domain–relevant terms: this is the case, for in-
stance, of the terms anidride carbonica ‘carbon dioxide’ for what concerns the environ-
mental domain or beneficiari ‘beneficiary’ for the legal one. The percentage of manually
detected errors is 21.1%, which includes some of the terms for which a partial match was
detected.
4http://www.simone.it/cgi-local/Dizionari/newdiz.cgi?index,5,A
5http://www.osservatorionazionalerifiuti.it/ShowGlossario.asp?L=Z
6http://nir.ittig.cnr.it/dogiswish/dogiConsultazioneClassificazioneKWOC.php
7http://uta.iia.cnr.it/earth.htm#EARTh%202002
Table 4. An example of acquired taxonomical chain
applicazione
applicazione dei paragrafi
applicazione dell’ articolo
applicazione della direttiva
applicazione della legge
applicazione della tariffa
applicazione delle disposizioni
applicazione delle sanzioni
applicazione delle sanzioni amministrative
applicazione delle sanzioni previste
applicazione del presente decreto
applicazione del regolamento
applicazioni di quarantena
4.3.3. Evaluation of the consumer law TermBank
In spite of the fact that the evalution results illustrated above are to be considered quite
satisfactory and in line with state of the art term acquisition systems, more promising re-
sults were obtained with the Consumer Law Corpus [15]. The consumer law TermBank
automatically acquired by T2K was evaluated both against the Archivio DoGi (Dott-
rina Giuridica) and against JurWordNet [18], containing respectively 9,127 keywords
recorded in their prototypical form and 5,353 lemmata. In particular, by considering both
full and partial matches, the observed precision of the bootstrapped TermBank improved
to 85.38%, while the cases of non–matching terms decreased from 21.1% to 14.62%.
Moreover, the percentage of manually detected errors dropped to 6.1%.
A partial recall evaluation was carried out in this context with respect to a subset of
56 of the European Union Legal Concepts (EULG concepts) from LOIS (see [17] and
[15] for the complete list) with encouraging results: 80.69% of the terms in the subset
were acquired by T2K, of which 52.17% was represented by full matching terms and
47.83% by partially matching ones.
4.4. Proto–conceptual organisation of terms
A first step towards the conceptual organization of terms in the TermBank consists in
building taxonomical chains. This is to say that single and multi–word terms are struc-
tured in vertical relationships providing fragments of taxonomical chains such as the one
reported in Table 4, where the acquired direct and indirect hyponyms of the term appli-
cazione ‘enforcement’ are reported. In this example, it can be noticed that terms sharing
the head only are the direct hyponyms of the root term. Further hyponymy levels can
be detected when two or more multi–word terms share not only the head but also modi-
fiers, as in the case of the applicazione delle sanzioni amministrative ‘enforcement of ad-
ministrative sanctions’ with respect to the more general term applicazione delle sanzioni
‘enforcement of sanctions’.
In the Environmental Corpus, with minimum frequency threshold set to 7 the numer
of extracted hyponymic relations is 2,181 referring to 272 hyperonym terms; with the
threshold set to 3, identified hyponymic relations increase to 6,635 regarding 454 hyper-
onym terms. Concerning the Consumer Law Corpus, the numer of extracted hyponymic
Table 5. Examples of acquired clusters of semantically related terms
disposizioni ‘provision’
norme, disposizioni relative, decisione, atto, prescrizioni
legge ‘law’
regolamento, protocollo, accordo, statuto, amministrazioni
comunali
inquinamento ‘pollution’
danno ambientale, inquinamento marino, effetti nocivi,
conseguenza, inquinamento atmosferico
impatto ambientale ‘environmental impact’
esposizione, danno, esigenze, conseguenza, pericolo
relations is 623 referring to 229 hypernym terms; due to the smaller size of the corpus,
these results were achieved with with the minimum frequency threshold set to 5.
The second structuring step performed by T2K consists in the identification of clus-
ters of semantically related terms which is carried out on the basis of distributionally–
based similarity measures (see Section 3.2). In Table 5, clusters of semantically related
terms are exemplified. For each target term, the set of the first 5 most similar terms is
returned, ranked for decreasing values of semantic similarity. In the Environmental Cor-
pus, the number of identified related terms is 3,448 referring to 665 terminological head-
words (this result was obtained with the minimum frequency threshold set to 7). With
the minimum frequency threshold set to 5, the number of related terms identified from
the Consumer Law Corpus is 1,258 referring to 279 terminological headwords.
As illustrated in Section 3.2, these clusters of related terms were computed with
respect to the most salient verbs associated with each target term: for instance, for dis-
posizione ‘provision’ the most strongly associated verbs included applicare ‘enforce’,
adottare ‘pass’, abrogare ‘repeal’, decorrere ‘to have effect from’ etc., whereas for in-
quinamento ‘pollution’ they range from combattere ‘fight against’, ridurre ‘reduce’, pre-
venire ‘prevent’, eliminare ‘eliminate’ to causare ‘cause’, provocare ‘bring about’ and
controllare ‘watch’. The terms similarity chains acquired with respect to different best
verbs (BVT) are then merged and ranked according to decreasing similarity weights. It
should be appreciated that in these clusters of semantically related words different clas-
sificatory dimensions are inevitably collapsed; they include not only quasi–synonyms (as
in the case of disposizioni ‘provision’ and norme ‘regulations’ or inquinamento ‘pollu-
tion’ and danno ambientale ‘environmental damage’), hyperonyms and hyponyms (e.g.
inquinamento ‘pollution’ and inquinamento atmosferico ‘atmospheric pollution’), but
also looser word associations. As an example of the latter we mention the relation hold-
ing between legge ‘law’ and amministrazione comunale ‘municipal administration’, or
between pericolo ‘danger’ and conseguenza ‘consequences’ and the environmental term
impatto ambientale ‘environmental impact’.
5. Conclusions and further directions of research
We reported the results of applying an automatic ontology learning system, T2K, on two
different corpora of Italian legislative texts belonging to the environmental and consumer
protection domains.
The elements of novelty of the T2K approach are at least twofold. First of all, the
incremental interleaving of robust NLP and machine–learning technologies allows us to
successfully tackle what we termed above as the “acquisition paradox”. Secondly, T2K
is able to acquire both fairly abstract pieces of conceptual knowledge in the form of se-
mantic associations between terms, and low-level term properties, such as the variants in
which a term can appear in texts. Although these types of information lie at the opposite
extremes of a continuum spanning from abstract knowledge to its actual realization in
texts, it is essential that they can be simultaneously targeted by a term acquisition system.
T2K is also easily customizable, as shown by its successfull adaptation to the legal
domain. Actually, our work shows that linguistic peculiarities of legal texts need to be in-
vestigated and taken into account for any higher–level content analysis. By bootstrapping
base domain–specific knowledge from texts through knowledge–poor language tools we
can incrementally develop more and more sophisticated levels of content representa-
tion. In the end, the purported dividing line between language–knowledge and domain–
specific knowledge proves to be untenable in language use, where language structures
and bits of world–knowledge are inextricably intertwined.
There is an enormous potential for this bootstrapping technology. Acquired
TermBanks can be transformed into semantic networks linking identified legal and envi-
ronmental entities. Current lines of research in this direction include a) semi–automatic
induction and labeling of ontological classes from the proto–conceptual structures iden-
tified by T2K, and b) the extension of the acquired ontology with concept–linking rela-
tions (first steps in this direction are reported in [21]).
Our experiments also highlighted some interesting open issues which need to be
tackled in the near future. As pointed out in Section 4.3, running T2K on a corpus of
legislative and administrative acts results in a two–faced terminological glossary, which
includes terms belonging to both the legal–administrative and regulated domains. Estab-
lishing the domain relevance of each acquired term represents a central issue when deal-
ing with legal–administrative texts. Some preliminary experiments have already been
carried out in order to semi–automatically identify the domain–relevance of each ac-
quired term. In particular, terminology acquisition was carried out with T2K on themati-
cally different legislative corpora. By comparing the TermBanks automatically extracted
from different corpora, we could classify the terms belonging to their intersection as be-
longing to the legal–administrative lexicon. This is in line with the contrastive approach
to term extraction proposed by [5]. Similarly, the relevance of regulated domain (e.g.
environmental) terms will be validated by running terminology extraction on domain–
specific literature.
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