Abstract. In this paper we present a very general method to construct generalized Euler parameterizations for compact simple Lie groups w.r.t. maximally symmetrically embedded simple Lie groups. Our construction is based on a detailed analysis of the geometry of these groups, which moreover gives rise to an interesting connection with certain generalized Dyson integrals. In particular, we obtain a geometry based proof of the generalized Macdonald conjecture correspondent to the root systems associated to all irreducible symmetric spaces.
Introduction
A simple procedure to construct compact simple Lie groups is provided by the generalized Euler parametrization [CDS, BCCS1, BCCS2, CCDOS, CC, C, BCC, TS1, TS2] . In this paper we will analyze the geometry underlying this general procedure. Interestingly, this will provide a novel proof of a conjecture of Macdonald [Mc1] , for certain particular cases, regarding a suitable generalization of a conjecture due to Dyson. 1.1. Geometry of the Euler parametrization. Let us consider the geometric structure underlying the generalized Euler parametrization of a simple Lie group. Let g g g ≡ Lie (G G G) the Lie algebra of a real compact Lie group G G G. More precisely, we will assume that g g g is some matrix realization supporting a faithful representation G G G = exp g g g of the group, that is the universal covering of the group.
1 Our strategy is to start from the lower dimensional maximal compact subgroup H H H of G G G. We will call it "the minimal maximal subgroup". This has the property dim G G G = 2dim H H H + r ≡ 2h + r, where r is the rank of G G G. Thus, the generalized Euler parametrization of G G G takes the form This is easily accomplished by accordingly restricting the range. The second problem is due to the fact that on T T T r := exp(y 1 c 1 + . . . + yrcr) we have the non trivial action of the Weyl group W W W ,
so that we must reduce the range of the y coordinates too. We will show that this problem can be completely characterized in terms of the highest root of G G G: after a suitable linear change of variables s i = r j=1 A ij y j we will see that the right range of coordinates is expressed by the set of inequalities 0 ≤ n 1 s 1 + . . . + nrsr ≤ π, 0 ≤ s i ≤ π, i = 1, . . . , r,
where (n 1 , . . . , nr) are the coefficients of the highest rootα w.r.t. a basis of simple roots:α = n 1 α 1 + . . . + nrαr. The volume of the whole group G G G can be expressed in terms of the volume of the maximal compact subgroup H H H and the integration over the region (1.2) of a measure function which results to give rise just to a generalized Dyson integral. On the other hand, the volumes of the compact groups can be computed directly by the Macdonald formula [Mc2] . Thus, incidentally, we see that our construction will turn out to be equivalent to prove certain particular cases of a conjecture due to Macdonald, generalizing the Dyson integrals [Mc1] . Next, we will extend all the results to the case when an arbitrary maximal subgroup H H H symmetrically embedded in G G G is considered. In this case the construction is a little bit more involved and will turn out to be related to a version of the Macdonald conjecture for certain integrals associated to non reduced root lattices. In fact, the more interesting point is not the proof of this conjecture, which can be obtained in a more general form using different methods ( [O] , see also [OP] ), but its relation to the geometry of compact symmetric spaces.
We remark that this construction is also useful for concrete applications in Physics. Indeed, one often needs to work with an explicit realization of the parametrization of a Lie group, including the right range for the parameters.
1.2. The Macdonald conjecture. We summarize the basic steps in the origin of the Macdonald conjecture following the clear and punctual paper of P. J. Forrester and S. O. Warnaar [FW] to which we refer for a more extensive introduction. The story of the Macdonald conjecture begins in the 1940s in the paper of Atle Selberg "Über einen Satz von A. Gelfond" [S1] where the author considered what now is known as Selberg integral:
This integral is valid for complex α, β and γ such that: 4) corresponding to the domain of convergence of the intergral. To avoid to make the paper too long, Selberg did not present there the proof of his claim, but in 1944, three years later, in the work "Bemerkninger om et multiplet integral", [S2] . Note that the Euler beta integral is itself a Selberg integral with n = 1. The Selberg integral for over thirty years was essentially unnoticed, with the exception of a study by S. Karlin and L. S. Shapley in 1953 [KS] where they considered the special case α = 1, β = 1 and γ = 2 in relation to the volume of a certain moment space. However, in the 1960s there were good reasons to make use of (1.3). F. J. Dyson wrote a series of papers in the context of the statistical theory of energy levels of complex systems. A part of this series was written jointly with M. L. Mehta and published in 1963 . Here, random Hermitian matrices were used to model highly excited states of complex nuclei. They considered systems with different symmetries described by matrices with real, complex or real quaternion elements. The ensembles of random matrices are called Gaussian orthogonal (GOE), unitary (GUE) and symplectic ensembles (GSE) respectively. The joint probability density function for the three ensembles con be computed explicitly as [Me] : 5) where β = 1, 2, 4 for the GOE, GUE and GSE respectively, and Fn is the normalization 6) referred to as Mehta's integral. In [MD] Mehta and Dyson evaluated Fn(β/2) for each of the three special values of β. Combining this with the evaluations for n = 2 and n = 3 for general β led them to conjecture that
The conjecture (1.7) can be proved evaluating the Mehta's integral using the Selberg integral, however in 1963 the Selberg's result was yet unknown. The proof was finally given in the late 1970s by Enrico Bombieri. The considerations on the symmetries of the complex systems that led to consider the three ensembles of Hermitian matrices can be applied also to unitary matrices [D] . Making this choice of matrices one obtains what are referred to as circular orthogonal ensemble (COE), circular unitary ensemble (CUE) and circular symplectic ensemble (CSE), and their joint eigenvalues probability density function is given explicitly by:
where Cn is the normalization 9) and β = 1, 2, 4 for the COE, CUE and CSE respectively. As for (1.6), the random matrix calculations give (1.9) in terms of gamma functions for the three special values of β. The case n = 2 for general β can be related to the Euler beta integral, and the case n = 3 gives a sum which is a special instance of an identity of Dixon for a well-poised 3 F 2 series (cf. [AAR, FW] for details). Using these results, Dyson made the conjecture [D] :
Moreover, Dyson observed that with γ a nonnegative integer, say k, (1.9) can be rewritten as the constant term (CT) in a Laurent expansion. This allows (1.10) to be rewritten as
This constant term identity and the conjecture (1.10), was soon proved by J. Gunson and K. Wilson [W] , and later by I.J. Good [G] . R. Askey [A] observed that the Selberg integral can be used to prove Dyson's conjecture (1.10) directly. The Macdonald's conjecture [Mc1] may be considered as a generalization of the Dyson's conjecture (1.11). Let R be a reduced root system, e α denote the formal exponential corresponding to α ∈ R and k a nonnegative integer, then Macdonald conjectured (cf. [Mc1] , Conjecture 2.1) that the constant term in the polynomial
(1.12)
should be equal to
, where the d i are the degrees of the fundamental invariants of the Weyl group of R and l the rank of R. Macdonald wrote this relation in an equivalent form which will turn out to be useful later. Let G be a compact connected Lie group, T a maximal torus of G, such that R is the root system of (G, T ) and define: 13) where t = expX ∈ T , the exponentials are regarded as characters of T and R + is a choice of positive roots. Then |∆(t)| 2 = α∈R (1 − e α (t)) is a positive real-valued continuos function on T . This function enters in Weyl's integration formula
for any continuos class function f on G, dx and dt are the normalized Haar measure ( G dx = T dt = 1). Thus, the conjecture can be rewritten as (cf. [Mc1] Conjecture 2.1'):
The equivalence of the two formulations follows from the fact that the integration over T kills all but the trivial character, or in other words, selcts the constant term in |∆(t)| 2k = α∈R (1 − e α (t)) k . An observation that generalizes further the conjecture is that (1.15) makes sense if the integer k is replaced by a complex number, s, with positive real part, ℜ(s) > 0. In this case the right hand side is replaced by
In the same paper the author generalized the conjecture further (cf. [Mc1] Conjecture 2.3). For this scope, let R be a root system, now not necessarily reduced, and for each α ∈ R let kα be a nonnegative integer such that kα = k β if |α| = |β|, then the constant term in the Laurent polynomial
(1.17)
should be equal to the product
|α| 2 is the coroot corresponding to α, k α/2 = 0 if 1 2 α ∈ R and , is the usual product induced by the Killing form. When the kα are all equal this reduces to the previous conjecture. The Macdonald's conjecture was finally proved in a slightly more general form by Opdam [O] considering kα a complex valued Weyl invariant function with positive real part. This is the content of Theorem 4.1 of [O] :
Theorem 1 (Macdonald-Opdam) . Let R be a possibly non reduced root system, and
and T is the compact part in the "polar decomposition" of the maximal torus.
Minimal maximal compact subgroups
Let G G G be a real compact simple Lie group and H H H a maximal compact Lie subgroup symmetrically embedded in G G G, and let g g g and h h h be the corresponding Lie algebras. Let us first assume that H H H is minimal: with this we mean that dim
Moreover, in this case rank (G/H G/H G/H) = rank G G G, which means that we can choose a Cartan subalgebra c c c of g g g such that c c c ∩ h h h = 0. This can be obtained by the analytical continuation of the split form (or normal form), which, by definition, is the real form associated to a symmetric space of maximal rank (rank (G/H G/H G/H) = rank G G G) . In this case, the generalized Euler construction of the group takes the form We write
and dimc c c = r. Now consider the complexification g g g C C C of g g g. It has also the decomposition g g g = W W W − ⊕ c c c ⊕ W W W + , where W W W ± is the direct sum of the root spaces W W W α such that ±α is a positive root. We can thus pick out the following two bases for g g g C C C :
, where λα is the eigenvector corresponding to the root α and the αa are the positive roots;
, where ta and p b generate h h h and p ′ p ′ p ′ respectively, and are chosen so that adt a and adp b are diagonalizable, and the decomposition is Killing orthogonal.
Notice that only the second one is a basis for the compact algebra g g g. It satisfies the following relations:
Indeed, the maximal compact subalgebras are in biunivocal correspondence with the real forms or, equivalently, with the Cartan decompositions of the algebra. This means that there exists an involution θ : g g g → g g g, θ 2 = id, such that h h h and p p p are the corresponding eigenspaces, with eigenvalues 1 and −1 respectively. Since θ is a homomorphism, this implies 4) and the Killing orthogonality between the two spaces. Moreover, ad-invariance of the Killing form , implies
to provide a simple relation between the two bases defined above. Indeed, we can obtain a new real form from g g g by means of the Weyl's unitary trick which consists in defining the new generators
This is the noncompact form g g g (r) , with signature r. In this case, the operators adh j are represented by symmetric matrices since ad invariance and symmetry of the Killing form give 6) and the form is positive definite over thet b and negative over the complementary space. This means that such matrices can be diagonalized, with real eigenvalues, by means of real combinations of the vectorsta,p b . Then, an eigenvector corresponding to a non null root α will have the form λα = tα + ipα, with tα ∈ h h h and pα ∈ p p p. Notice that both tα and pα are necessarily non vanishing. Indeed, [c, λα] = α(c)λα for all c ∈ c c c implies
and tα = 0 or pα = 0 would imply α(c) = 0 for any c ∈ c c c.
In conclusion, we can choose the basis ta, p b , c i , so that the relation between the two bases is
Moreover, since λα, λ β = 0 if and only if α + β = 0, we can normalize the basis so that it becomes an orthonormal basis. Now, we show that these known facts have interesting consequences for the Euler construction. We can write
The invariant measure expressed in terms of this parametrization is 
11)
J being the h × h matrix with components Since the roots are real onc i , if we define αa ≡ (α 1 a , . . . , α r a ) with α i a = αa(c i ), we get αa(c c c)
Thus, the invariant measure takes the form
The range of the z coordinates is such to cover the subgroup H H H, whereas the range Ry for the y coordinates is defined by the conditions 0 ≤ αa · y ≤ π, and the range for the x coordinates is such to cover
Notice that this implies the interesting relation 17) where the volumes can be computed by means of the Macdonald's formula [Mc2] and |Γ Γ Γ| is the cardinality of Γ Γ Γ. It is now easy to see that Γ Γ Γ ≃ Z Z Z r 2 . Indeed, the elements of Γ Γ Γ = H H H ∩ e c c c are the elements of e c c c whose square is the identity [H] . Since the basis c 1 , . . . , cr of c c c can be chosen so that e tc i has period T , Γ Γ Γ is generated by e T 2 c i that proves our claim. In particular, |Γ Γ Γ| = 2 r .
Connections with the generalized Dyson integrals.
Let us now look better at the integral (2.17). It is convenient to introduce the following change of variables. Let αa 1 , . . . , αa r be a choice of simple roots. Then, we define the new coordinates s i , i = 1, . . . , r by
From this we get 20) whereαa i are the coroots and V F is the volume of the fundamental region (parallelogram) defined by the simple coroots. Then, the integral takes the form 21) where na are the coordinates of the positive roots expressed w.r.t. the simple roots and take value in N N N r . In particular, for the simple roots we have 22) so that the range of coordinates is a subset of the cube 0 ≤ s i ≤ π, which indeed represents the maximal torus T T T r in G G G. The remaining conditions are 0 ≤ na · s ≤ π for all the other positive roots. The hyperplanes na · s = kπ, with k integer, cut the cube in a tiling whose sectors are all equivalent. Indeed, on T T T r there is the action of the normalizer N N N : N N NT T T r N N N −1 ⊆ T T T r . Moreover, N N N /T T T r = W W W is the Weyl group. Since the invariant measure restricted to the torus is just dµ T T T r = r i=1 ds i , we see that the action of the Weyl group sends T T T r isometrically onto itself. Thus, the cube is divided in equivalent sectors by the Weyl group action. The maximal number of such sectors is thus |W W W |, the cardinality of the Weyl group. More precisely, the map σ : T T T r → W W WT T T r W W W −1 is a surjective homomorphism over T T T r , with a non trivial kernel given by Kerσ ≃ Λ W W W /Λ R R R , the quotient between the weight lattice Λ W W W w.r.t. the root lattice Λ R R R . This lattice is isomorphic to the center Z Z Z of the (covering) group. Then we find that the number of cells in the cube is
However, we have a second way to compute ν. Let us select any elementary cell. We know that for a simple group the highest root (relative to the simple root system) αã = r i=1ñ i αa i has the propertyñ i ≥ n i a for all a and i (indeed, it is nothing but the highest weight of the adjoint representation). Thus, the inequalities 0 ≤ na · s ≤ π defining the tiling reduce just to one. Indeed,
inside the cube implies all the remaining inequalities and then defines a fundamental region ∆. The volume of this region is 25) whereas the torus has volume π r , so that
Notice that this relation implies that for a simple group r! r i=1ñ i divides the product of the invariant degrees
In particular we get the relation
(2.27)
In conclusion, we can write
28)
Q being the cube. By setting 2s i = ζ i this can also be written as 
This formula is known as the Macdonald conjecture, in fact it has been proven for all reduced root systems [O] . From (2.17) and (2.29) we get
This formula provides a proof of (2.31) for s = 1 2
and for all the reduced simple lattices.
Arbitrary maximal compact subgroups
We can extend the results of the previous section to the general case when H H H is not minimal. In this case 
Since h h h is maximal, we have
Notice that the roots of g g g can be divided as follows. Since c c c h is the Cartan subalgebra of both k k k and h h h, Rank(k k k) = Rank(h h h) = s. We represent the roots as the simultaneous eigenvalues of the operators (ad k 1 , . . . , ad ks ; ad h 1 , . . . , ad h l ). The eigenvectors of the 3 They are related to the spheres S n i in the rational cohomology of G G G by n i = 2d i − 1 and to the Weyl group by
For example, for E E E 7 the highest root is ñ = (2, 2, 3, 4, 3, 2, 1) and the invariant degree are d = (2, 6, 8, 10, 12, 14, 18) . Thus, in this case we have ν = 2roots α h h h,a , a = 1, . . . , k − s (k := dimK K K), of k k k are in the complexification of k k k and thus in the kernel of ad h i , i = 1, . . . , l: the last l components are zero. Indeed, these are all the nonvanishing roots with this property, the remaining ones have necessarily non vanishing elements out of the first s ones. We will call the corresponding roots 5 α p p p,b , b = 1, . . . , 2q, where q is the number of positive roots. Indeed, these correspond to the non vanishing roots of the h i . As usual, we can divide all roots in positive and negative, R = R + ⊕ R − . This will determine a corresponding decomposition of the quotient root system:
The main difference w.r.t. the case of a minimal maximal subgroup is that now Rp p p is not a reduced lattice system and generically each root α is characterized by a multiplicity mα ≥ 1. All such systems are classified in [A] , see also [H] . From now on, we can proceed exactly as in the previous section, by choosing an orthonormal basis B of g g g as follows:
• ks, g 1 , . . . , g k−s } is an orthonormal basis for k k k, the ta generateh h h, and the p b generatep p p. The Euler parametrization for G G G is then
where H H H can be constructed itself by means of the Euler parametrization, but is not important here. The range of the z coordinates must be chosen in such the way to cover the whole subgroup H H H. The invariant measure can be computed exactly as in the previous section, giving
where αp p pa := (α 1 p p pa , . . . , α l p p pa ), a = 1, . . . , q are the last l components of the positive αp p pa, corresponding to the eigenvalues of the ad h i only. As before, we can choose a basis of l simple roots α 1 , . . . , α l in R + p p p , to prove that the range for the coordinates y is given by [O] in the form:
where Rp p p is a root system, R + p p p is a choice of corresponding positive roots, (3.10) and k is a Weyl invariant function over Rp p p whose values kα have positive real part. For example, the multiplicities mα select such a function. Finally, ρ(k),α indicates the invariant product with the corootα. Repeating the same procedure as in Section 2.1 we get the following formula:
Compared with Theorem 4.1 in [O] , with the invariant functions kα = mα/2, this expression indeed provides the right value for the generalized Dyson integrals J and for the lattices associated to all the irreducible symmetric spaces. The ingredients necessary to compute (3.11) are given in Table 1 . One then easily checks, case by case, that formula (3.11) provides the same result as (3.9).
Euler parameterizations of the simple groups
Now let us summarize how to construct the generalized Euler parametrization of any simple compact Lie group G G G w.r.t. a maximal symmetrically embedded Lie subgroup H H H. This is given by expression (3.6) which we repeat here for convenience:
The construction of H H H[z 1 , . . . z h ] can be done inductively in the same way. As we have seen, this obtain by putting the subgroup K K K in evidence so that z 1 , . . . , z h are chosen in such the way to cover the whole H H H, the coordinates x 1 , . . . , x h−k have the same range as z 1 , . . . , z h−k . Finally, the range for y 1 , . . . , y l is specified by (3.8). All possible Euler constructions of the groups are listed in Table 1 .
From the same table one can easily verify that formula (3.11) indeed agrees with (3.9), thus providing an alternative proof of the Macdonald-Dyson conjecture for all simple groups, for the case kα = mα 2
. The volumes of the groups can be computed as in [Mc2] .
We point out the fact that not all subgroups H H H and K K K are semisimple but can contain U (1) factors which must be discussed separately. The measure is normalized so that the volume of a U (1) factor is just the length of its period. It is interesting to notice that such periods can be related to the length of the roots. We will provide a proof of this fact together with a detailed construction of Table 1 , which requires much more space, in a separated publication. Here we limit ourselves to specify the length of the period for the U (1) factors appearing in the table, after normalizing the long roots of G G G to √ 2. They are the following:
• in the AIIIa case there is a phase factor in H H H with period T H = 2π , and p − 1 phase factors in K K K with periods
• in the AIV case there is a phase factor in H H H with period T H = 4π
√ n, and a phase factor in K K K with period T H = 4π √ n − 1; • in the CI case the phase factor in H H H has period T H = 4π √ n;
• in the DI b case the phase factor in K K K has period T K = 4π;
• in the DIIIa case the subgroup H H H is U (2n + 1) ≃ SU (2n + 1) × U (1)/Z 2n+1 and the period of the phase factor is T H = 4π √ 2n + 1, whereas the phase factor in K K K has period T K = 4π; • in the DIII b case the subgroup H H H is U (2n) ≃ SU (2n) × U (1)/Z 2n and the period of the phase factor is T H = 4π √ 2n; • in the EII case the two phase factors in K K K have periods T K 1 = 4π and T K 2 = 4π √ 3; • in the EIII case the periods of the phase factors in H H H and in K K K are T H = 4π √ 3 and T K = 4π √ 3;
• in the EV II case the period of the phse factor in H H H is T H = 2π
Moreover, there are some particular cases that must be considered separately in the table, so that we list them apart:
• AI: for n = 1, H H H = SO(2) with period T = 4π and obviously α h is not defined; for n = 2, H H H = SO(3) which has only the short root, so that |α G |/|α H | = 2; • BIa: for n = 2, H H H = SO(2) × SO(3) whose phase factor has period T = 4π and |α G |/|α H | = √ 2; for n = 3, H H H = SO(3) × SO(4) and the ratios of the root lengths are |α G |/|α SO(3) | = √ 2 and |α G |/|α SO(4) | = 1; • BI b : for p = 2 and q > 3, H H H = SO(2) × SO(q) whose phase factor has period T = 4π and the ratio of the root lengths is |α G |/|α SO(q) = 1; for p = 3 and q > 5, H H H = SO(3) × SO(q) and the ratios of the root lengths are |α G |/|α SO(3) | = √ 2 and |α G |/|α SO(q) | = 1; • BII: for n = 1 is the same as AI for n = 1; • DIa: for n = 2, H H H = SO(2) × SO(2) whose phase factors have both period T = 4π; • DI b : for n = 3, H H H = SO(2) × SO(4) whose phase factor has period T = 4π; • DIc: for p=2 q > 3, H H H = SO(2) × SO(q) whose phase factor has period T = 4π; for p = 3 and q > 4, H H H = SO(3) × SO(q) and the ratios of the root lengths are |α G |/|α SO(3) | = √ 2 and |α G |/|α SO(q) | = 1; • DII: for n = 2, H H H = SO(3) and the ratio of the root lengths is |α G |/|α SO(3) = √ 2. In this list the unspecified data can be read from Table 1 . 
CIIb USp USp USp(4n) USp USp USp(2n,2n) 8n 2 + 2n Z Z Z2 USp USp USp(2n)×USp USp USp(2n) 4n 2 + 2n Cn (2, 2, . . . , 2, 1) 1 (3,4), (0,0) √ 2 SU SU SU (2) n √ 2 DIa SO SO SO(2n) SO SO SO(n,n) n(2n − 1) Z SO SO SO(n)×SO SO SO(n) n(n − 1) Dn (n > 1) (1,2,. . . ,2,1,1) 1 (1), (0) 1 Z Z Z n 2 -DIb SO SO SO(2n) SO SO SO(n-1,n+1) n(2n − 1) Z SO SO SO(n-1)×SO SO SO(n+1) n 2 − n + 1 Bn−1 (n > 2) (1,2,. . . Table 1 . Minimal maximal compact subgroups (mMcs) for the compact simple Lie algebras. Note that we are referring to the universal coverings, so that SO SO SO(3) ≃ SU SU SU (2), U Sp U Sp U Sp(4) ≃ SO SO SO(5), U Sp U Sp U Sp(2) ≃ SU SU SU (2), SO SO SO(6) ≃ SU SU SU (4), SO SO SO(4) ≃ SU SU SU(2) × SU SU SU (2), and SO SO SO(n) ≃ Spin Spin Spin(n); in EVII Ss Ss Ss(16) ≃ SO SO SO(16)/Z Z Z 2 is a semispin group. In the second column we indicate the compact form associated to the real form listed in the third column. Z indicates the center of the compact form. In particular, Z is Z 4 if the dimension of the spin group is 4k + 2 and Z 2 × Z 2 if the dimension is 4k. In the column Λ G/H we indicate the reduced form of the root system associated to the symmetric space G/H. However, these in general can contain also double roots. Notice that the rank of the reduced system gives the rank of the symmetric space. The quotients |α G |/|α H |, |α G |/|α G/H | and |α H |/|α K | indicates the ratio of the long roots (including eventual double roots) of the indicated root systems. (n 1 , . . . , nr) are the coefficients of the highest root of the root system for the symmetric manifold. Finally, m λ = (m λ l , m λs ) and m 2λ = (m 2λ l , m 2λs ) indicate the multiplicities of the roots of the reduced lattice and of the double roots respectively, where l and s denote long and short respectively.
