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INTRODUCTION 
As usual let @” be the space of the complex variables z = (zi , z2 ,..., a,). 
We write z = x + iy, where x = Re z T (x1 , x2 ,..., x,), y = Im z = 
(Y, ? Ya v.*** y,), zi = x5 + iyj , j = I,..., n, and / z I2 = 1 Re z j2 + 
jImzj2 = ~~=, xj2 + Cyz1yj2 so that we have @” = Iw,” + AR,“. We denote 
by E,n the set of entire functions of exponential type at most o, i.e., the functions 
such that ] f(z)/ < AFetofr)lzl, 6 > 0, z E @“, and by BOn the subset of functions 
bounded on Iw,*. 
This paper is concerned with the functions in Eon that grow no faster than any 
polynomial on [w,“. In Section 1 we give new proofs of some theorems of the 
type of the famous theorem of Wiener and Paley; these are slightly simpler than 
the known proofs. We obtain a theorem characterizing the functions in EDn 
belonging to L,(IW,n). In the case n = 1 the corresponding results have been 
proved by Wiener [I l] and Boas [l]. 
It is well known that the Wiener-Paley theorem can be stated in two ways: 
1. (Strong form). Afunctionf(z) in Eon satisjes the condition 
s If(x)l” dx < co (4 W” 
if and only if it has the form 
f(z) = I,. e-i(zJ’g(t) dt, (1) 
where (z, t) = ~~S1 zjtj and the function g(t) EL,(W) vanishes almost everywhere 
outside the sphere 1 t j < c. 
2. (Weak form). A function f (2) in E,,” satis$es condition (a) and 
/ f(z)1 < MeO~lmZI (b) 
if and onZy if if has the form (1). 
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While a short and natural proof of the theorem in its weak form is well 
known [.5], all known proofs of the theorem in its strong form are relatively 
complicated [2, 8,9]. In this paper, we prove that (b) follows from (a) by using an 
elementary analog of the well-known Bernstein inequality and in this way we 
get simple proofs of almost all known theorems of the Wiener-Paley type, 
Furthermore, by using the same method we prove a theorem implying that 
every function in E,,” such that In” jf(x)lp(l + 1 x 1)” dx < 03 for somep > 1 
and m 3 0 is a polynomial. In the case n = 1 the last result is due to Boas [l]. 
In Section 2 we use distribution theory to give a simple proof of the theorem 
of Plancherel and Polya that the integral JOB,, 1f(x)lP dx and the series 
xYEr If(v) > 1 are equiconvergent, Z being the lattice of the vectors Y = 
(Vl 7 v2 >--., v,) with integral components. Using this fact, we find a necessary 
and sufficient condition for a function in E,n to be in L,(R,“), p 3 1 and in 
particular, to be in B,“. (For backg round in distribution theory, refer to [5, 
Chap. 11). 
Finally, in Section 3 we prove some inequalities related to results of Korevaar 
[6] and Nikolskii [7]. 
Besides the notation used above, we use the following: If 9 is a domain in Iw”, 
by Cm(Q) we denote the set of the functions whose partial derivatives of all 
orders exist and are continuous in Q. By Ct,m(sZ) we denote the functions in 
r?(Q) having compact support in Q. By Y we denote the Schwartz space 
consisting of the functions cp(x) E Cm(lRn) such that sup,, ] XY%&)] < co, 
where (y. = (CX~ , 01~ ,..., an), @ = (/3r , p2 ,..., &) are arbitrary n-tuples of non- 
negative integers and, as usual xa = xpxp ... x2, gs = 9393 *.. g$, .Qj = 
a/axj . The set of all distributions with compact support in [w” will be denoted 
by b’(Rn) and the Fourier transform of an element u of a’(5Y) by d. Finally, 
for the norm of a functionfEL,(Rzn) we use the notation Ijflj,. 
1. SOME THEOREMS OF THE TYPE OF THE WIENER-PALEY THEOREM 
We need some lemmas. 
LEMMA 1. Let f(z) E E,l und let the inepuality 
If(4l < MU + I x I)nrP (2) 
where M 2 0 and m > 0 are constants, hold on R,l. Then we have the inequality 
This lemma is well known [2] for m = 0. In the general case the proof 
follows the same lines: We consider the functions f(z) e(O+zC)iz(i + z)- and 
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f(z) e-(u+2c)iz(z _ ;)-m in the half-planes Im z 3 0 and Im z < 0, respectively, 
and apply the Phragmen-Lindelof principle. 
This lemma can be extended as follows: 
LEMMA 2. Let f(z) E I?,” and let the inequality 
If( G MU + I x I)““, 1 x 12 = i xj2 (4) 
j=l 
hold on R,“. Then we have in Cn 
Lemma 2 is not as precise as Lemma 1, but it is quite sufficient for our 
purposes. 
Proof. Let z, = x,, + iy, be an arbitrary vector in @” and let the orthogonal 
matrix B be chosen so that we have an equality of the form B-y,, = (h, 0, O,..., 0). 
This is possible because the orthogonal group acts transitively on the spheres 
with centers at the origin. Let us set B-‘zO = &, . Because of the choice of B 
we have &, = t,, + iTo, where Q, = (h, 0,O ,..., 0). Now let us consider the 
vector 5 = (7, (a0 , &, ,..., fnO), where .&,, , k = 2, 3 ,..., n are the corresponding 
components of &, and 7 is an independent complex variabIe. Applying Lemma I 
to the function g(7) = f(B[) we get /g(T)/ < CzO(I + i T I)meo!lmnl, where 
is a constant which may depend on z,, . Finally, by the inequalities 
and 
l+lB5l= I+151 ,~+I~I+(C;=~~:O)~‘~~~~ 




whence, setting 7 = 7. = [r. + ih we find 
1 f(zo)l < M,(l + 1 z. I)‘mnen’rmzo’ 
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since the matrix B was chosen so that 1 as ) < 1 5, 1 = 1 z, 1 and ) Im z, 1 = 
I Im To I. 
Lemma 2 is now established because z0 was arbitrary. 
The following variant of this lemma will be useful. 
LEMMA 2’. Let f(z) be holomorphic in the domain 9: Im z* > 0, j = 1, 2,..., n 
and continuous in the closure of 9. Furthermore, let the inequalities 
and 
If(x)l G M fi (1 + I %j 1)“~ XER~ 
&l 
hold. Then we have the estimate 
I f(z)l G C fi (1 + l Zj I)” exp ( f Uj I Im Zj I) , 
j=l 5-l 
wh.ere C is a constant depending only on M and m > 0. 
This lemma can be proved by applying Lemma 1 to the functionf(z, ,zs,..., z,J 
considered first as a function only on z, , then only of zs , and so on. 
The following lemma gives us the inequality of Bernstein’s type mentioned 
in the introduction. 
LEMMA 3. Letf(z) E Eon and let the inequality JR., If(x)1 dx < co be satisfied. 
Thenf(z) is bounded 011 Iw,“. 
Proof. Let us consider the function 
which also belongs to Eon. Since we have 
F(z) is bounded on Iw,“. Let us set M = supa II If(z)/ and let x0 = (xrs , 
xss ,..., x,s) be an arbitrary point in W. Using Cauzhy’s formula 
s 
F(z, , z2 ,..., z,,) dz, dz, -.- dz, 
lzi-l,ol’+ h - %Y -*I (zn - %rJ2 
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and the inequality [F(z)/ < Me 1 D rmzl, which follows from Lemma 2, we get 
immediately 1 f(x,,)[ < Mr-nenor, whence by setting t = l/o we obtain 
I f&J < anenM- 
Thus Lemma 3 is proved. 
Now we are in a position to prove a theorem characterizing the polynomials 
among the other functions in Eon. 
THEOREM 1. Let f(x) E Eon and let P(z) be a polynomial satisfying the 
inequality 1 P(z)/ > 6 > 0 in the domain 9: Im zj > 0, j = 1, . . . . n. If the 
function 
is bounded on Rzn, then f (z) is a polynomial. 
Proof. Since F(z) is a function of exponential type zero in 9, by applying 
Lemma 2’ with u = 0 we get 
1 F(z)] < M = const, ZE23. 
Now, using the Cauchy formula as in the proof of Lemma 3, we obtain 
If 6% + i, x2 + i,..., xn + i>l < Ml I P(x, + i, x2 + i,..., x, + i)I 
< M20 + I x I)~‘, XEW 
where K is the degree of P(z). Applying Lemma 2 (with u = 0) we get 
If& + i, x2 + i,..., z, + i) I < M,(l + I z 1)2k, ZEt? 
and the conclusion follows from Liouville’s theorem. 
COROLLARY. If f (z) E E,,n and the inequality 
I w” If(~)l”(l + I x I>-” dx < ~0 
holds for some p > 1 and any integer m > 0, then f (z) is a polynomial. 
In view of the Holder inequality, it is sufficient to consider only the case 
p = 1. In this case we complete the proof by applying Theorem 1 with P(z) = 
ny=, (zj + i)“. For 71 = 1 this result is due to Boas [l]. 
The main application of Lemmas l-3 will be the proof of some theorems of 
the type of the Wiener-Paley theorem. We recall a well-known property of the 
functions in C,m(lR~) which we state as a lemma. 
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LEMMA 4. Let p)(t) E C’,“(W) and let supp r+~ C {t: 1 t 1 < u}. Then the Fourier 
transform of v(t), namely, 
e-i(z-t) v(t) dt, 
belongs to Eon and its restriction to IF& n is in the Schwartz space 9. Moreover, for 
each m > 0 we have the estimate 
(6) 
where C, is a constant. 
The proof of this lemma is immediate [5] and could be obtained by integration 
by parts .The role of g(z) is similar to the role of the function z-1 sin z in earlier 
papers. 
THEOREM 2. Let f (z) E E,,n and let the condition 
I If(x)1 dx < ~0 R” 
hold. Then f (z) has the form 
f(z) = jRn e-i(z*t) g(t) dt 
(7) 
03) 
where g(t) is a continuous function in Rn with support in the sphere 1 t ( < a. 
Proof. By Lemmas 3 and 2 we conclude that f (a) is bounded on R,” and is 
subject to the inequality 
1 f (z)j < MeulImzI, M = const. (9) 
Now, let us consider the function 
gc(t) = & 
s 
w” ei(“m” f (x) I$(EX) dx 
where E > 0 is fixed and +5(x) is the Fourier transform of a p(t) E C,,m(W~) such 
that JR” p)(t) dt = 1 and with support in the sphere [ t 1 < 1. By (6) with 
m = 1z + 1 and (9), we get 
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where the constant C does not depend on l . Using (10) and applying the Cauchy 
theorem, we obtain 
a(t) = & 
s 
Wn ei(z+iu*t)f(x + iy) $J(E(X + iy) dx (11) 
for every real vector y. Now by using (10) and (11) we obtain the estimate 
so that, setting y = pt, p > 0 and letting p + 0~’ (E > 0 and t being fixed), 
we get gE(t) = 0 in the domain ) t ( > u + E. 
On the other hand, it is obvious that as E + 0, the function gJt> tends 
uniformly on LP to the continuous functiong(t) = (2rr)-$ -t). Indeed, we have 
and, since I -+ 1 as E -+ 0, the assertion follows. Hence g(t) has support 
in the sphere 1 t ( < LT. We complete the proof by E -+ 0 in the equality 
f(z) +(cz) = lRn e-i(z-t)gE(t) dt. 
For TZ = 1 this theorem was proved by Boas [I] by a different method. 
In Section 2 we shall improve on this theorem by proving 
THEOREM 3. A function f (z) in E,,“, u < T belongs to L,(Rzn) if and only if 
it hu.s the form (8), where g(t) is subject to the condition 
g(t) = C aVe-((t-v), 
VPZ 
2 Ia,1 < 03 
andsuppgC{t:JtI <a}. 
In the case n = 1 the s@kiency of (12) was proved by Wiener [ 1 I]. 
(12) 
THEOREM 4. Let f (z) E EOn and let the condition 
I If(4l” dx < 00, 
l<p<2 
Pm 
hold. Then f (z) has the form 
f(z) = JR. e-i(“*t) g(t) dt, 
where g(t) &ARn), (I/P) + (I/q) = 1 and Suppg C {t: I t I < 4 
(13) 
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This theorem is due to Plancherel and P6lya [8]. The proof below is con- 
siderably simpler. 
Proof. Let us introduce, as in the proof of Theorem 2, the function f (z)Q(cz), 
which obviously belongs to Ez+, . By means of Holder’s inequality 
IIf@ Ill Q Ilf 1121 II 9 II* 
we conclude that f(x) Q(Ex) ~Lr(tl%~) because $5(z) EL,@“) for every p > 1. 
Hence, according to Theorem 2, we have 
f(z) &z) = s,. e-i’“*” gc(t) dt, (14) 
where gE(t) is continuous and supp g, C {t: 1 t 1 < G + E>. Thus, by the Fourier 
inversion formula we get 
gc(t) = din s 
~~ e”t*z) f (x) +x) dx. 
Now, let {Q}, l i + 0, be an arbitrary sequence of positive numbers. Applying 
the well-known Hausdorff-Young inequality [12], we obtain 
so that {gJt)> is convergent in L,(llV) to any function g(t) EL,@“). Since by 
Theorem 2 we have suppg, C {t: ( t ( < u + E}, we conclude that supp g C 
(t: 1 t ] < CT); letting E + 0 in (14) completes the proof. 
This theorem has an important corollary. 
COROLLARY [8]. If f(z) E E,,n n&,(bkzn), p > 1, then o?z lJ&* we have 
f(x) + 0 us 1 x I + 0. 
Proof. If 1 < p < 2, the assertion follows at once from (8) or (13) by the 
Riemann-Lebesgue lemma. In the case p > 2 we complete the proof by con- 
sidering the function f (z)[pl E&&T&~), where [p] is the integer part of p and 
k = pj[p], 1 Q k < 2. 
We conclude this section by noticing that our method could be used also 
in proving the following result. 
WIENER-PALEY-SCHWARTZTHEOREM(WPSTHEOREM). Letf(z)~~ E,,nandZet 
f(x) = O(l x I”), us 1 x / -+ co on R”. Then f(z) is the Fourier transform of a 
distribution u E b’(W) with support in the sphere ] t 1 < 0. 
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Proof. According to Lemma 2 we have an estimate of the form 
1 f (z)I < M(l + j z I)z~e~llmz~ 
and now the proof can be completed as in [5]. 
2. AN EXTENSION OF A LEMMA OF WIENER 
Being a central result in the theory of the entire functions of exponential type, 
the WPS theorem easily implies some important and complicated theorems 
obtained before its discovery. An illustration of this fact is the following fairly 
simple proof of a well-known result due to Plancherel and Polya. 
THEOREM 5. Let Z be the lattice of the vectors v = (Y* , V~ ,..., v,) E I&“, 
vi being integers, and let lIV be the n-dimensional cube de$ned by the inequalities 
vj < ZC~ < vi + 1, v = 1, 2 ,..., 12. If f (z) E E,“, a < r, then the inequalities 
(j,. If(41pd$‘p G C, ( gz If(~)lp)l'"~ P 2 1 
("2 yx IfW) 1/P < cs( "; If(v)l")l'p~ P 3 1 
(b) 
(c) 
are equivalettt. The constants C, , k = 1,2, 3 depend only on (T. 
In the case n = 1, p = 1 a similar result was proved by Wiener [ll, Chap. 2, 
Lemma 6,]. In the general case, this theorem was proved by Plancherel and 
Polya [8], who also considered the case 0 < p < 1 without any use of Fourier 
transforms. To some extent our reasoning is similar to Wiener’s, but it is based 
on the WPS theorem. 
It will be convenient for us to begin with some simple lemmas. 
LEMMA 5. Let h(t) E COm(W). Then on [w,” we have 
2 1 h(x - v)I < M = const, (15) 
where h is the Fourier transform of h. 
Proof. According to Lemma 4 we have 1 &r - v)/ < A(1 + [ x - Y I)-“-‘. 
Since the sum of the series (15) is a periodic function of X, it is sufficient to 
consider only the case when 0 < xj < 1. Let r, be the set of the points with 
409/60/I-8 
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integer coordinates lying on the boundary of the cube 1 xi 1 < k, j = 1,2,..., n 
and let N(k) be the number of these points. Since N(k) = O(k+l) we get at once 
2 1 h(x - 41 < A 2 (1 + I x - u I)-+’ = A go; (1 + I x - v I)+l 
h! 
< AB f kn-l(l + k)-‘+l < 00 
k=ll 
and the lemma is proved. 
The following two lemmas are easy consequences of the WF’S theorem, but 
they are of some interest in themselves and could be useful in many problems. 
LEMMA 6. Let f(z) E E,n and let f(x) = O(/ x 1”) as 1 x ) -+ co on F&n. 
Then we have 
f(z) =& Wn & - t)f(t) d 1 s 
where h(t) E C,“(W) is such that h(t) = 1 in some neighborhood of the sphere 
) t ( < u. (Compare [lo, Lemma 21.) 
Proof. By the WPS theorem we have f = zi, where II E 8’(W) and supp u C 
{t: 1 t 1 < u}. Since u = hu, we complete the proof by taking the Fourier 
transform in (16). 
LEMMA 7. Let f(z) be the function of Lemma 6 and in addition let o < r. 
If Q is the cube 1 tj ( < r, j = 1, 2,..., n, ane h(t) E C,,“(Q) is such that h(t) = 1 
in some neighborhood of the sphere I t ) < a, then we have the equality 
Proof. By the WPS theorem we have f = 22, where u E S’(W) and supp u C 
{t: ) t ) < u}. Moreover, the equality 
f(z) = u,(e-i’2-t)) = u,(h(t) e-“(z*t)) 
holds [5]. Expanding the function pz(t) = h(t) e-“(z*t) in a Fourier series, we 
obtain t&t) = xVEZ a,(z) e-i(v*tJ, where 
a,(z) = (2~r)-~ J^, h(t) e-i(*-v*t) dt = (27r)-” h(z - u). 
Now let p(t) E Csm(Q) be such that p(t) = 1 in a neighborhood of supp h. 
Since the Fourier series of FZ(t) is uniformly convergent in Q together with all 
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the series obtained by partial differentiation, the same is true for the sequence 
S,(t) = p(t) 1 a,(z) f+(“J). 
IYlW 
Moreover, we have supp S, C Q so that lim,,, u(S,) = u(v,(t)) = f(z). 
Since, on the other hand, 
u(S,) = C a,(z) u(e-i’“*t)) = (27r)-” 1 f(u) fi(z - u), 
Ivl<m. Ivl<-” 
Lemma 7 is proved. 
In proving (c) we shall also make use of the following well-known result. 
THEOREM OF CARTWRIGHT. Let f(z) E Eon, CT < TT and let the inequality 
1 f(v)/ < M be satisfied for v E Z. Then f (z) E Bun and on Rzn we have 1 f (x)1 < 
h6’A, with A depending only on u and n. 
In the case n = 1 several proofs of this theorem can be found in [2]. For 
n > 1 the theorem follows immediately by induction. 
Now we are in a position to prove Theorem 5. Because 
it is sufficient to prove only (a) and (c). 
Proof of (a). Let f (z) E Ecn n LP([w,“), p > 1. Then, according to the corol- 
lary of Theorem 4 we have f(x) + 0 as I x 1 -+ CO, and applying Lemma 6 
we get 
f(z) = & I Iw” b - 4 f(t) dt. 
Now Holder’s inequality gives us 
lf(dl” < (‘Wnp (j-, I &)I dt)“l Ln I A(, - 0 IfM” dt 
d GP I I & - t)l If(t)l”dtv R” 
where C, = (27~)” 11 h II1 so that 
and by Lemma 5, (a) is proved. 
In the case p = 1 the proof is similar but simpler. 
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Z+uo~of (c). Let us set M,, = maxrr 1 f(x)I, ,u E Z and let xU E U, be a point 
for which ( f(x,J = MU . Assuming &at CveZ If(~)l” < co, we conclude by 
means of Cartwright’s theorem thatf(z) is bounded on If&“, and consequently 
Lemma 7 is applicable. Applying Lemmas 4 and 7 we get 
< A2 c IfWlU + I P - v l)-n-2. (18) 
vez 
Now we can apply the Holder inequality to get 
Mu” < &’ (x If(v (1 + I TV - y I)-n-2)(~ (1 + I EL - v I)-n-2)p’* 
Y Y 
and finally 
In the case p = 1 the assertion follows immediately from (18). This completes 
the proof. 
The theorem proved above has several corollaries. 
THEOREM 6. A function f (z) belongs to E,,” n L,(Rzn), u < T, p > 1, ;f and 
only if it is the Fourier transform of a distribution u(v) with support in the sphere 
) t / < CT and such that the estimate 
I 494 G c ( 2 I $(4Q)1’Q, r; + ; = 1 
holdsfor every cp(t) E COm(9), 23 being.the spk 1 t j < 7~. In particular, f (z) f B,“, 
CT < v if and only if the ineqklity 
I 49J)l G c x& I $k)I, ‘p E G-w 
is satisfied. 
Let us note that e(v) is nothing but the,vth Fourier coefficient of p)(t), multiplied 
by (2~)“. 
Proof. First let f (z) E E,” n L,(!R,n), ET < rr, p >, 1. Then, according to the 
corollary of Theorem 4, f(z) is bounded on IW,n and by the WPS theorem we have 
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f = 12 where supp u C {t: 1 t 1 < o}. Now, 
identity [5, Theorem 1.7.31 
I f(x) $(-ix) dx = R” 
we get at once 
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let p(t) E Corn(~). In view of the 
(274” 4?4 
Since, on the other hand, by Theorem 5 we have I/Q Ila < Ci(xYEa ) $(~)l~)l/g, 
the necessity of (19) is proved. 
Now set f = G, where u E 6’(P) is such that supp u C {t: j t 1 < u} and (19) 
holds with any q > 1. If h(t) E C,,“‘@) is such that h(t) = 1 in a neighborhood 
of supp u, for an arbitrary v E Y we have 
Further, in view of the identity $ = (2a)-4 * 9 and the inequality jl h * Q lip. < 
II h Ill II $ II,, Q > 1 we get I @p)l d C3 II $ Ilo , which in turn, by the equdity 
a($(---t)) = (27r)%(tp), gives us 
1 j-ef(s) H-4 dx 1 G (277)” G II 4 II* 9 4 3 1. 
Since the Fourier transform maps Y onto Y and Y is dense in L,(R,n), we 
conclude thatf (z) EL,(R,~), where (1 /p) + (l/q) = 1, and the proof is complete. 
Now we are in a position to complete the proof of Theorem 3 (see Section 1). 
In view of Theorem 2 it remains to prove that for the function 
f(z) = 1,. e-i(z*t) g(t) dt, 
where g(t) is continuous and such that suppg C {t: / t 1 < a}, u < r, we have 
f(z) E Li(Rzn) if and only if g(t) has the form 
g(r) = 1 uye-t(“*t), 
vsz 
2 141 < CQ 
Proof. Since obviously a, = (2rr)-“f ( -v), th e assertion follows immediately 
from (a) and (b) of Theorem 5 in the case p = 1. 
From the proof of the W!FS theorem [5] we know that iff = #, where II E b’(W), 
supp u C {t: I t 1 < u} is subject to the condition 
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then f(z) E B,” but, as Theorem 6 shows, (20) is not necessary for f(z) E Bun. 
The following theorem characterizes the function which are Fourier transforms 
of distributions subject to (20). 
THEOREM 7. A function in B,,” can be represented in the form 
f(2) = S, e-i(z*t) p(dt), S, = {t: 1 t 1 < CT} C-21) 
where p(dt) is a regular, countably additive measure, if and only if it is the Fourier 
transfotm ofa distribution u E b’(W), supp u C {t: ) t ) ,< u}, for which (20) holds. 
This theorem follows immediately from Riesz representation theorem 
[3, p. 2651 and implies easily that the functions in B,,n which cannot be repre- 
sented in the form (21) are dense in Ban [4]. 
As a last application of Theorem 5 we prove the following theorem. 
THEOREM 8. Let f(z) E E,n, u < 7r and let the inequality ( f(v)/ < 
M(l + ( u l)o, (y. > 0 holdfor v E Z. Then on IWxn we have 1 f (x)1 < CM(1 + 1 x I)“. 
Proof. Let x0 = (x1,, , xsO ,..., xnO) be a fixed point in Iw,” and let us set 
a = ([x1,,], [xsO],..., [~~a]), [x~,,] being the integer part of xjo . Further let p)(t) E 
C,,m(lWn) be subject to the conditions supp v C {t: 1 t 1 < l} and SW” v(t) dt = 1. 
Now consider the entire function F(z) = f (z) $@(a - z)), where S > 0 is 
chosen so that u + 8 < n and for ) z ( < n + 1 the inequality ( @kz)l > + 
holds. Since according to Lemma 4 we have 
1 F(v)1 < MC(1 + ) v i)or(l f I a - v l)-n-e-2, 
by applying the obvious inequality (1 + ) v I)0 < (1 + I a Ip(l + 1 a - y I)“, 
we get for p > 1 
( 1 IF(~)IP)~‘~ < MC(1 + I a I)” ( 1 (1 + 1 y - a l)-(n+2)p)1’P~ 
vez VEZ 
< MC(1 + I a I)11 (“5 (1 + I v l)-n-2)1’p- 
On the other hand, F(z) E E,“,, , 0 + 6 < r and Theorem 5 is applicable. 
So we obtain 
(S IS-&IS1 1 Fly dx)“’ < (j- W" 1 F(x)lp dx)“’ 
< MC,(l + I a I)” ( “5 (1 + I y lIFn-a)l’p 
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and letting p + co we get maxlx-x.,lGl / F(x)1 < MC,(l + ! a I)“. Finally, since 
from~x-.~o~\<1itfollowsthat~a-~~~~u-~x,~+~x-xx,~~nfl, 
we have I ~#(a - z))I > 4 for 1 x - x0 I < 1 and therefore 
If(x,)l < 2 ,zyyf<l I F(x)1 < C&v + I x0 I)“. 
0 
Since C, does not depend on x0, Theorem 8 is proved. 
COROLLARY 1. Let f(z) E Eon and let the inequality If(v)1 < M( 1 + / u I) 
be satisfied for v E Z. Then f ( ) . z ts a o p Iy nomiul of degree not exceeding [a]. 
Proof. Theorem 8 together with Lemma 2 gives us 1 f(z)1 ,( C(1 + 1 z I)*” 
so that by Liouville’s theorem f (z) is a polynomial. 
COROLLARY 2. If f (z) E E,“, 0 < r and zf we huve f (v) = O(l v I,‘), f (iv) = 
0( / v / “) for v E H, then f (z) is a polynomial. 
Proof. By Theorem 8 and Lemma 2 we have 
) f(z)/ < M(l + 1 z ))W’mz’, If (z)i < M( 1 + 1 z I)aaeolRezl. 
Now by the PhragmCn-Lindelof principle the assertion is obvious for n = 1. 
In the general case it can be proved by induction. 
3. SOME INEQUALITIES 
Lemma 6 easily implies some slight improvements of two inequalities of 
Korevaar [6] and Nikolskii [7]. H ere, for the sake of brevity, we confine ourselves 
to the case n = 1, but the reasoning is applicable for every n. 
Let 4~’ be the set of those functions in Com(R1) which are equal to 1 in some 
neighborhood of the interval [- U, U] and let f(z) E E,l n Lp(Rzl), p 3 I. 
Applying Lemma 6 we get 
If@ + ir>l G &II 4% + i)ll, Ilf(x)llu , j + t = 1, h E A, 
which implies the inequality 
I f@ + i3l < & 4 r>llf(x)llp , where 4,(y) = i~$ /I h(x + iy)ll, . 
Now let q > 1. Approximating the characteristic function of the interval 
[-(J, a] by functions in A, we find 
A,(Y) < t?,(y) = (j-= ( 2 si;u$; iy) I*dx)*‘*, 
-m 
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so that we obtain 
In the case q > 2 we estimate B,(y) by means of the Hausdorff-Young inequality 
and get from (22) 
If@ + @)I < ,yyp llf(x)ll, , 1 < P < 2, 
which is due to Korevaar [6]. 
Now let p > 1, q 3 1, (l/p) + (l/q) 2 1, I/r = (I/P) + U/P) - 1. AS 
above, we obtain the inequality 
Il.+ + ir)ll, -=-I g~*wl/fwll, I q > 1. (23) 
Suppose 1 < p < 2, l/r < (I/p) - (l/2) and define q by the equality l/y = 
U/P) + (l/P) - 1. s ince q > 2, the Hausdorff-Young inequality is applicable 
again and from (23) we get 
IW + ir)llT 6 (sin~q~~l~)l’q’llf(x~lI. 9 (24) 
where l/q1 = (I/p) - (I/Y) > l/2. In particular, for y = 0 we obtain 
llf(4lIr < (yql IW)ll, - 
These inequalities are more precise than the corresponding estimates of 
Nikolskii [7j (compare also [2, p. 1021). Finally, applying (24) to the function 
fW”’ E qzq > in the casep > 2, l/r < (l/p) - (1/(2[p])) we get 
Ilf(x + ti)ll, < (sinh;qly)l’ql IIf(.$lls , f = ; - ; > & * 
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