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Abstract
The main result of this article provides a characterization of re-
ductive homogeneous spaces equipped with some geometric structure
(non necessarily pseudo-Riemannian) in terms of the existence of cer-
tain connection. The result generalizes the well-known result of Am-
brose and Singer for Riemannian homogeneous spaces, as well as its
extensions for other geometries found in the literature. The mani-
fold must be connected and simply connected, the connection has to
be complete and has to satisfy a set of geometric partial differential
equations. If the connection is not complete or the manifold is not
simply-connected, the result provides a characterization of reductive
locally homogeneous manifolds. Finally, we use these results in the
local framework to classify with explicit expressions reductive locally
homogeneous almost symplectic, symplectic and Fedosov manifolds.
Key words. Ambrose-Singer theorem, Fedosov manifolds, homogeneous
manifolds, homogeneous structures, locally homogeneous manifolds, sym-
plectic manifolds.
1 Introduction
Locally symmetric spaces are characterized, as it is well known since E´lie
Cartan [5], either by the existence of local geodesic involutions or by having
parallel Riemann curvature tensor. The global version of this classical result
requires some conditions on the topology of the manifold: connectedness,
simply connectedness and completeness. Recall that, in this global ver-
sion, symmetric spaces become a special type of homogeneous Riemannian
1
manifolds. In 1958, Ambrose-Singer [2] generalized the result for arbitrary
homogeneous manifold, still assuming the same topological conditions:
Theorem 1.1. Let (M,g) be a connected and simply-connected complete
Riemannian manifold. Then, the following statements are equivalent:
1. The manifold M is homogeneous.
2. The manifold M admits a linear connection ∇˜ satisfying:
∇˜R = 0, ∇˜S = 0, ∇˜g = 0, (1)
where R is the curvature tensor of the Levi-Civita connection ∇LC and S =
∇LC − ∇˜.
In fact, the classification of the tensor S (also known as homogeneous
structure tensor) into O(n)-irreducible classes explicitly, n = dimM , pro-
vides interesting and powerful geometric results taking benefit from the in-
terplay between PDEs, Algebra and Geometry, an ambitious program that
formally started with [16] (for a recent reference giving a panoramic view of
most of these geometric results, the reader can go to [4]). It is important
to note that if M is not simply-connected or complete, the existence of ∇˜ is
still extremely useful, as it characterizes locally homogeneous manifolds, a
kind of spaces that are more than a mere local version global spaces (there
are locally homogeneous spaces that are not locally isometric to global ho-
mogeneous spaces).
Important extensions of the Theorem of Ambrose-Singer have been car-
ried out in the literature. On one hand, the characterization of (local)
homogeneity on pseudo-Riemannian manifolds was developed in [6]. This
situation shows a relevant difference with the original Riemannian work since
the existence of the metric connection with parallel torsion and curvature
characterizes (locally) homogeneous spaces of reductive type only. As we
know, the Lie algebra of the group acting transitively on reductive spaces
can be decomposed into two factors, invariant under the adjoint action of
the isotropy subgroup. Since every Riemannian homogeneous manifold is
automatically reductive, this particularity only shows up when dealing with
metrics with signature. The second main extension of the homogeneous
structure tensors was given when additional geometric structures are con-
sidered together with the pseudo-Riemannian metric, see [8] and [11]. With
geometric structure they mean a reduction of the orthogonal frame bundle,
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that is, a G-structure, for a subgroup G of the orthogonal group of the cor-
responding signature. This reduction is understood to be determined by the
existence of a tensor or set of tensors on the manifold characterizing the
frames of the corresponding reduction. From that point of view, the group
G is the stabilizer of a canonical tensor (or set of canonical tensors) on Rn
by the natural action of O(p, q), p + q = n. When this geometry struc-
ture is included in the picture, the notion of homogeneous spaces requires
the transitive action of an isometry group that also conserves the geomet-
ric tensors on M . Important instances of this situation include Ka¨hler,
quaternion-Ka¨hler, Sasaki or G2 spaces among others. The generalization
now requires the existence of a metric connection making parallel curvature
and the torsion and the tensors defining the geometry (see [8]).
The main goal of this article is the presentation of a complete general-
ization of all these result in the case of homogeneous spaces in broad sense,
that is, independently of the presence of a pseudo-Riemannian metric on the
manifold (see Theorem 2.2 below). More specifically, we here give a charac-
terization of reductive and homogeneous spaces equipped with a structure
defined by a tensor (or a set of tensors) non-necessarily associated to a G-
structure, through the existence of a complete connection satisfying certain
conditions of the Ambrose-Singer type. With homogeneity we understand
that a Lie group acts transitively and leaves the tensors invariant. For the
local version of the results, we can drop again the topological conditions on
the manifold as well as the completeness of the connection to have only the
so-called notion of AS-manifold. In that case, reductivity must be defined
carefully (in particular, we follow some of the ideas in [12]) and we show
that every reductive locally homogeneous manifold in the broad sense can
be equipped with as Ambrose Singer connection.
As a particular instance of our results, if one of the tensors is a pseudo-
Riemannian metric, we recover all the traditional theorems in the literature.
With respect to that, we also explore the case where the manifold is also
equipped with an additional connection for which its (local) transformations
are affine for the Ambrose Singer connection. Then, the difference tensor
of the connection and the Ambrose-Singer connection is a generalization of
the homogeneous structure tensor.
One of the main goals of these results aim at following the fruitfully phi-
losophy exploited in the pseudo-Riemannian case, that provides geometric
and explicit results through the classifications of homogeneous structure
tensors (in particular, the reader can go to [3] for survey of some results).
3
Here, we show a similar idea with the classification of the torsion of the
Ambrose-Singer connection or, whenever these ir another fixed connection,
the corresponding classification of homogeneous structure tensors. This is
an ambitious project to develop in future works. Nevertheless, we tackle
in this article a purely non-metric example: almost symplectic, symplectic
and Fedosov manifolds, where both the classes of torsion and homogeneous
structures are given together with some first geometric result.
2 A generalization of Ambrose-Singer Theorem
2.1 The main result
Let G be a Lie group acting transitively on a smooth manifoldM . Choosing
a point p0 ∈M , we can identify M with G/H where H ⊂ G is the isotropy
subgroup of p0. Note that M need not be pseudo-Riemannian and G is
not necessarily a group of isometries. The manifold is said to be reductive
homogeneous if there is a Lie algebra decomposition g = h ⊕ m for certain
vector subspace m ⊂ g such that Adh(m) = m, ∀h ∈ H. In this case,
the subspace m can be identified with m through the map m −→ Tp0M ,
X 7→ d
dt
∣∣∣
t=0
exp(tX)p0.
The action of G on M naturally lifts to the frame bundle L(M). It is well
known that there is a unique connection in L(M), that is, a unique linear
connection ∇˜, such that for every reference u at p ∈M and for each X ∈ m,
the orbit exp(tX) · u is horizontal. This is called the canonical connection
of the reductive decomposition g = h ⊕ m. This connection satisfies the
following important result.
Proposition 2.1 (Prop. 1.4.15, [4]). Let M = G/H be a reductive homo-
geneous manifold equipped with the canonical connection ∇˜ and let K be an
invariant tensor field on M with respect to the action of G. Then ∇˜K = 0.
In this work, a n-dimensional manifold M with a geometric structure
is understood as a manifold equipped with a tensor or a set of tensors
P1, . . . , Pr, r ∈ N. This definition is initially more relaxed than the clas-
sical notion of geometric structure in the literature (see for example de
[13]). More precisely, a traditional approach defines a geometric structure
as a reduction of the frame bundle through a canonical model linear tensor
P0 ∈ (⊗
s(Rn)∗)⊗(⊗lRn) in Rn. If H is its stabilizer by the natural action of
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Gl(n,R) on (⊗r(Rn)∗)⊗ (⊗lRn), a (r, l)-tensor P on M defines a traditional
geometric structure with model P0 if the map
k : L(M) −→ (⊗s(Rn)∗)⊗ (⊗lRn)
is defined as
k(u)(v1, ..., vs, α1, ..., αl) = P (u(v1), ..., u(vs), (u
∗)−1(α1), ..., (u
∗)−1(αl)),
takes values in the Gl(n,R)-orbit of P0. In particular, the subset Q =
k−1(P0) ⊂ L(M) is a H-reduction of the frame bundle.
Essential examples of this situation cover the (pseudo-)Riemannian, Ka¨hler,
complex, symplectic or Poisson manifolds, among others. Note that some
of these examples are metric, in the sense that one of the tensors Pi is a
(pseudo)-Riemannian metric, but some other instances are not metric. The
Poisson case shows a geometric structure that is not necessarily traditional
since the bivector tensor associated to a Poisson structure may have sin-
gularities that are incompatible with the existence of a model linear tensor
P0.
Theorem 2.2. Let M be a connected and simply-connected manifold and
let P1, ..., Pr tensor fields defining a geometric structure on M . Then, the
following statements are equivalent:
1. The manifold M = G/H is reductive homogeneous with G-invariant
tensor fields P1, ..., Pr.
2. The manifold M admits a complete linear connection ∇˜ satisfying:
∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜Pi = 0 i = 1, ...r, (2)
where R˜ and T˜ are the curvature and torsion tensors of ∇˜.
2.2 Proof of the main result
Suppose M = G/H is a reductive homogeneous manifold with G-invariant
tensors fields P1, ..., Pr . If ∇˜ is the canonical connection associated to the
reductive decomposition, it is well know that the canonical connection leaves
invariant R˜ and T˜ , that is ∇˜R˜ = 0, ∇˜T˜ = 0. We also have ∇˜Pi = 0, i =
1, ..., r, from Proposition 2.1. The completeness of this connection comes
from [9, Ch. X, Cor. 2.5].
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Conversely, let ∇˜ be a complete connection on M satisfying ∇˜R˜ = 0, ∇˜T˜ =
0, ∇˜Pi = 0, i = 1, ..., r. We fix a frame u0 ∈ L(M). Let (P˜ (u0) −→
M, H˜ol(u0)), P˜ (u0) ⊂ L(M), be the holonomy bundle of the connection ∇˜.
To simplify the notation, we denote P˜ (u0) by P˜ and the subgroup H˜ol(u0)
by H˜. We will denote by h˜ and h the Lie algebras of H˜ and H, respectively.
We now proceed by parts.
A construction of a complete distribution in P˜ :
On one hand, if we choose {A1, ..., Am} a basis of h˜, the associated funda-
mental vector fields {A∗1, ..., A
∗
m} in P˜ are complete. On the other hand, for
the canonical basis {e1, ..., en} of R
n, the standard vector fields on L(M),
B(e1) = B1, . . . B(en) = Bn.
are complete on L(M) since ∇˜ is a complete connection (see [9, Vol. I, Prop.
6.5, p. 140]). Note that, since ∇˜ restricts to P˜ and each Bi is horizontal
with respect to it, these standard vector fields are tangent to P˜ ⊂ L(M).
Hence {A∗1, ..., A
∗
m, B1, ..., Bn} is span complete distribution on P˜ .
The structure coefficients of the generating vectors are constant:
We have
[A∗k, A
∗
l ] = [Ak, Al]
∗, [A∗k, Bi] = B(Ak(ei)).
We now check that [Bi, Bj ] has constant coefficients. We denote by θ the
contact form on L(M) and by ω the connection form associated to ∇˜. The
curvature and torsion of ω are denoted by Ω and Θ, respectively. Then,
Θ(Bi, Bj) = −θ([Bi, Bj]) ∈ R
n,
Ω(Bi, Bj) = −ω([Bi, Bj ]) ∈ h˜.
Hence, the splitting [Bi, Bj ] = [Bi, Bj ]
h+ [Bi, Bj]
v with respect to ω can be
written as
[Bi, Bj ] = B(θ([Bi, Bj])) + ω([Bi, Bj ])
∗ = −B(Θ(Bi, Bj))− (Ω(Bi, Bj))
∗.
For every horizontal vector X ∈ TuP˜
X(Θu(Bi, Bj)) = u
−1((∇˜X T˜ )(Xi,Xj)) = 0,
X(Ωu(Bi, Bj)ek) = u
−1((∇˜XR˜)(Xi,Xj ,Xk)) = 0,
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where X, Xi, Xj , Xk ∈ Tpi(u)M are the projections of X, Bi, Bj, Bk, re-
spectively. Then Θ(Bi, Bj) and Ω(Bi, Bj)ek are constants and hence [Bi, Bj ]
is a combination of {A∗1, ..., A
∗
m, B1, ..., Bn} with constant coefficients.
M is a homogeneous space.
Let G be the universal covering of P˜ and let ρ : G −→ P˜ be the covering
map. The vector fields A∗k and Bi on G projecting to A
∗
k and Bi are complete
and the coefficients of the brackets are constant. Hence ([15, p. 10, Prop.
1.9]), given a chosen point e ∈ ρ−1(u0), we can endow G with a structure
of Lie group with neutral element e and such that the Lie algebra g of G is
generated by {(A∗k)e, (Bi)e}. As [A
∗
k, A
∗
l ] = [Ak, Al]
∗, we can consider the Lie
subalgebra g0 ⊂ g generated by {(A∗k)e} and let G0 ⊂ G be the associated
Lie subgroup to g0.
Lemma 2.3. The manifold M is diffeomorphic to G/G0 and hence it is
homogeneous.
Proof. The map π1 = π ◦ρ : G −→M is a fibration of M . We take its exact
homotopy sequence:
... // Π1(M,y) // Π0(π
−1
1 (y), b)
// Π0(G, b)
0 0
where b ∈ G and ρ(b) = y. We infer that Π0(π
−1
1 (y), b) = 0, that is, π
−1
1 (y)
is connected. Since π1 is continuous, we obtain that it is closed as well.
Finally, by the equality π1∗(A∗k) = 0, we can deduce that the fibres are
isomorphic to G0 and closed.
We define
p : G/G0 →M
[b] 7−→ π1(b).
This map p is well defined. Indeed, if we take a fixed point b0 ∈ G0 and we
express it as b0 = exp(Y1)... exp(Ys), with Y1, ..., Ys ∈ {π1∗(A
∗
k) = 0}, then
we have π(b · b0) = π(b), for all b ∈ G. Furthermore, p is a diffeomorphism
since it is bijective and its differential is an linear isomorphism at each point.
The injectivity of the differential can be obtained from the fact that π−11 (y)
is isomorphic to G0, where surjectivity is straightforward since ρ and π are
both surjective. ,
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The structure tensors are invariant and M is reductive.
Lemma 2.4. For any a ∈ G, the lift L˜a : L(M) −→ L(M) of the map
La :M −→M
[b] 7−→ [a · b]
restricts to the reduction bundle L˜a : P˜ −→ P˜ .
Proof. Let La be the left multiplication on G by a ∈ G. Note that La ◦π1 =
π1 ◦ La. Then
La∗ ◦ π1∗(Bi)b = π1∗ ◦ La∗(Bi)b = π1∗(Bi)ab,
and
La∗ρ(b) = (La([b]);La∗ ◦ π1∗(B1)b, ..., La∗ ◦ π1∗(Bn)b) =
= ([ab];π1∗(B1)ab, ..., π1∗(Bn)ab) =
= ρ(ab) ∈ P˜ .
Hence if y = ρ(b),
L˜a(ρ(b)) = ρ(ab).
,
Since P˜ is included in the reduction of L(M) defined by the tensors P1, ..., Pr ,
we have that L˜a preserves them.
On the other hand, P˜ is a Lie group. The action of G on P˜ introduced in the
previous lemma 2.4 is transitive, since L˜a(ρ(b)) = ρ(ab), and also effective
because it is constructed by linear transformation. In particular, the Lie
algebra of P˜ is isomorphic to the Lie algebra of its universal covering G,
through the isomorphism ρe∗ in the neutral element.
Finally, we have g = g0 ⊕ m, where m is the subspace generated by {Bi},
which clearly satisfies [g0,m] ⊂ m. Since G0 is connected, we have the Ad
invariance of m, and the proof of Theorem 2.2 is completed. ,,
Remark 2.5. The case with no geometric structure on M (r = 0) was
treated in [9, Vol II, Ch. X, Th. 2.8] or [10]. There, the authors characterize
connected and simply connected reductive homogeneous manifolds M = G/H
by the existence of a complete connection ∇˜ such that ∇˜R˜ = 0, ∇˜T˜ =
0. Theorem 2.2 thus provides the generalization of this result to manifolds
endowed with additional structures (r ≥ 0).
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Definition 2.6. Let (M,P1, ..., Pr) be a manifold equipped with a geometric
structure defined by a set of tensors P1, ..., Pr. A connection ∇˜ is called
generalized Ambrose-Singer connection if it satisfies that:
∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜Pi = 0, i = 1, ..., r
where R˜ and T˜ are the curvature and torsion of ∇˜.
For short, generalized Ambrose-Singer connection are called AS-connection,
and the manifold (M,P1, ..., Pr) where it is defined, an AS-manifold.
We note that Theorem 2.2 generalizes Ambrose-Singer Theorem 1.1 on
Riemannian manifolds (M,g) by setting r = 1 and P1 = g. In this case,
the AS conditions (2), that is, ∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜g = 0, are known to be
equivalent to the more classical conditions ∇˜R = 0, ∇˜S = 0, ∇˜g = 0, where
S = ∇˜−∇LC , and R is the curvature of the Levi-Civita connection ∇LC . We
now show that this equivalence can be analysed from a broader perspective
for manifolds equipped with a fixed connection of which the group acting
transitively must be of affine transformations. More precisely, we have the
following result.
Theorem 2.7. Let M be a connected and simply-connected manifold with
an affine connection ∇ and let P1, ..., Pr tensor fields defining a geometric
structure on M . Then, the following statements are equivalent:
1. The manifold M = G/H is reductive homogeneous with G-invariant
tensor fields P1, ..., Pr. Being G a subgroup of Aff(M,∇).
2. The manifold M admits a complete linear connection ∇˜ satisfying:
∇˜R = 0, ∇˜T = 0, ∇˜S = 0, ∇˜Pi = 0 i = 1, ...r, (3)
where R and T are the curvature and torsion of ∇ and S = ∇ − ∇˜ is the
tensor.
Proof. Let G ⊂ Aff(M,∇) be a group acting transitively on M and preserv-
ing P1, ..., Pr. Additionally, G preserves the tensor S = ∇ − ∇˜. Hence, by
Theorem 2.2 we have that
∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜S = 0, ∇˜Pi = 0, i = 1, ..., r
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which are equivalent to
∇˜R = 0, ∇˜T = 0, ∇˜S = 0, ∇˜Pi = 0 i = 1, ..., r
by the following observation,
TXY − T˜XY = SXY − SYX, R˜XY = RXY + [SX , SY ] + SSXY−SYX .
Conversely, by Theorem 2.2, we have that there exist a Lie group G pre-
serving S, P1, ..., Pr . Every transformation of G on M preserves S and is
an affine transformation of ∇˜. Hence, G preserves S + ∇˜ = ∇ which means
they are affine transformations of ∇. ,
Remark 2.8. In particular, Theorem 2.7 covers the case of homogeneous
Riemannian manifold when r = 1, P1 = g the metric tensor and ∇ = ∇
LC
is the Levi-Civita connection.
Definition 2.9. Let (M,P1, ..., Pr) be a manifold equipped with a geometric
structure defined by a set of tensors P1, ..., Pr and an affine connection ∇
and an AS-connection ∇˜. Then, we call Homogeneous Structure of ∇ to
the tensor S = ∇− ∇˜ and it is satisfied:
∇˜R = 0, ∇˜T = 0, ∇˜S = 0, ∇˜Pi = 0 i = 1, ...r.
where R and T are the curvature and torsion of ∇˜.
In particular, homogeneous structure of ∇LC are the classical homoge-
neous structures of Riemannian manifolds.
In the following sections, for the sake of brevity and simplicity, we consider
M with a geometrical structure defined by one tensor K = (P1, ..., Pr), the
following results being analogous for a finite set of tensors (P1, ..., Pr).
3 Reductive locally homogeneous manifolds
The conditions involved in Theorem 2.2 are of three different types. First,
there is a group of partial differential equations expressed as the vanishing of
some covariant derivatives. Second, the completeness of the AS-connection.
And finally, a couple of topological conditions (connectedness and simply-
connectedness) of the manifold M . Connectedness is not an issue, since one
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usually works with connected components. With respect to simply connect-
edness, even though essential, it is a condition that can be implemented
by working with the universal cover of the manifold, and then project the
structures back to the original space. The projection will probably imply
that the space is locally homogeneous only, but locally isomorphic to the
global homogeneous cover. The completeness, however entails more delicate
information since non-complete AS connections may induce locally homoge-
neous manifolds that are not locally isomorphic to homogeneous spaces. In
the Riemannian case we have the following classical result (see [15]).
Theorem 3.1. Let (M,g) be a Riemannian manifold. Then, (M,g) is a
locally homogeneous manifold if and only if there exists a linear connection ∇˜
satisfying, ∇˜R˜ = 0, ∇˜T˜ = 0 and ∇˜g = 0, where R˜ and T˜ are the curvature
and torsion of ∇˜.
However, if one wants to move forward, the generalization to pseudo-
Riemannian manifolds with signature implies the understanding of the no-
tion of reductibity in the local case. That construction was recently achieved
in [12]. We generalize below the definition of reductive locally homoge-
neous manifolds with non-necessarily metric structure, and we also char-
acterize these manifolds through a transitive Lie pseudo-group and an AS-
connection.
First of all, we are going to determine the notation related to this section.
Let M be a manifold with a geometric structure defined by a tensor or a set
of tensors K = (P1, ..., Pr).
Definition 3.2. Let (M,K) a manifold with a geometric structure defined
by K. A pseudo-group G is a collection of locally diffeomorphism, ϕ : Uϕ −→
M , such that:
• Identity: IdM ∈ G.
• Inverse: If ϕ ∈ G, then ϕ−1 ∈ G.
• Restriction: If ϕ ∈ G, ϕ : U −→M and V ⊂ U , then ϕ|V ∈ G.
• Continuation: If dom(ϕ) =
⋃
Uk and ϕ|Uk ∈ G, then ϕ ∈ G.
• Composition: If im(ϕ) ⊂ dom(ψ), then ψ ◦ ϕ ∈ G.
In addition, we will require that G leave K invariant, that is, for every ϕ ∈ G,
we have that ϕ∗K = K.
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A space endow with geometric structure (M,K) is a locally homogeneous
manifold if there exist a Lie pseudo-group G acting transitively on M . In
order to define a reductive locally homogeneous manifold, we have to know:
• The meaning of isotropy representation related to pseudo-groups.
• The meaning of adjoin function.
We again fix a frame u0 ∈ L(M) over p0 ∈ M . We define G(p0) as
the set of transformations which that p0 belongs to the domain of ϕ and
G(p0, p0) ⊂ G(p0) the set of transformations such that ϕ(p0) = p0. The
quotient H(p0) = G(p0, p0)/ ∼ with respect to the relation ϕ ∼ ψ ⇐⇒
ϕ|U = ψ|U for certain neighbourhood U of p0, is a topological group. We
say that the action of G on M is effective and closed if the map
H(p0) −→ GL(n,R) (4)
ϕ 7−→ u−10 ◦ ϕ∗ ◦ u0
is a monomorphism and the image H(u0) is closed, respectively, in particu-
lar, H(u0) is a Lie subgroup of GL(n,R). The morphism (4) will be called
the isotropy representation of G on (M,K).
Proposition 3.3. The action of G on M is effective if and only if for every
ϕ,ψ ∈ G such that ϕ(p0) = ψ(p0) and ϕ∗,p0 = ψ∗,p0, then ϕ = ψ in a open
neighbourhood of p0.
Proof. It is obvious that if we have the second condition then we have an
effective action.
Conversely. If ϕ,ψ ∈ G are such that ϕ(p0) = ψ(p0) and ϕ∗,p0 = ψ∗,p0 , we
have ψ ◦ ϕ−1 ∈ H(p0), ψ ◦ ϕ
−1(p0) = p0 and (ψ ◦ ϕ
−1)∗,p0 = IdTp0M . Then,
ψ ◦ ϕ−1 = IdM in a open neighbourhood of p0. ,
We now consider
P (u0) := {ϕ∗ ◦ u0 : R
n −→ Tf(p0)M : ϕ ∈ G(p0)}. (5)
This bundle is a reduction of (L(M) −→M,GL(n,R)) to the group H(u0).
Proposition 3.4. If u0, u1 ∈ L(M) are two frames on p0 and p1 ∈ M
respectively, then
P (u1) = P (u0)g,
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where g is the element in GL(n,R) such that ψ∗u0 = u1g
−1, with ψ ∈ G,
ϕ(p0) = p1.
Proof. We define the homomorphism σ : H(p0) −→ H(p1), ϕ 7−→ ψ∗ ◦ ϕ ◦
ψ−1
∗
. For the sake of simplicity, we also denote by σ : H(u0) −→ H(u1) the
induced homomorphism by the identification (4). It is a matter of checking
that Rg : L(M) −→ L(M) induces a principal bundle isomorphism between
P (u0) and P (u1) with associated Lie group homomorphism σ. ,
In particular, the groupsH(u0) andH(u1) are always isomorphic. Because
of this, we may simply write H for any H(u0).
Given an element ϕ ∈ H(p0), we define
Adϕ : Tu0P (u0) −→ Tu0P (u0)
d
dt
∣∣∣
t=0
(ϕt)∗(u0) 7−→
d
dt
∣∣∣
t=0
(ϕ ◦ ϕt ◦ ϕ
−1)∗(u0)
where ϕt ∈ G, t belonging to certain interval (−ǫ, ǫ).
Definition 3.5. Let (M,K) a manifold with a geometric structure, we
will say that is reductive locally homogeneous manifold if there exist a Lie
pseudo-group G acting transitively, effectively and closed on M , and we can
decompose Tu0P = h+m, where h is the lie algebra associated to H(p0) and
m is a Ad(H(p0))-invariant subspace.
The definition depends at first sight on the chosen frame u0. However,
this dependence is not real as the following result proves.
Proposition 3.6. Let u0, u1 ∈ L(M) two linear frames. Then Tu1P (u1)
decomposes as h + m1 for an Ad(H(p1))-invariant subspace m1 if and only
Tu0P (u0) decomposes as h+m0 for an Ad(H(p0))-invariant subspace m0.
Proof. Given the decomposition Tu0P (u0) = h+m0 such that Ad(H(p0))ϕ(m0) ⊂
m0, we write Tu1P (u1) = h + m1 with m1 = Ψ∗m0, where Ψ = Rg ◦ ψ∗
and ψ ∈ G is that ψ∗u0 = u1g
−1 and g ∈ GL(n,R). The subspace m1 is
Ad(H(p1))-invariant. Indeed, for any element X =
d
dt
∣∣∣
t=0
ϕt(u0) ∈ m0 and
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ϕ ∈ H(p0), we have that
Ψ∗(Ad(H(p0))ϕ(X)) =
=
d
dt
∣∣∣
t=0
Rg ◦ ψ∗ ◦ ϕ∗ ◦ (ϕt)∗ ◦ ϕ
−1
∗
(u0) =
=
d
dt
∣∣∣
t=0
ψ∗ ◦ ϕ∗ ◦ ψ
−1
∗
◦ ψ∗ ◦ (ϕt)∗ ◦ ψ
−1
∗
◦ ψ∗ ◦ ϕ
−1
∗
◦ ψ−1
∗
◦ u1 =
= Ad(H(p1))(ψ∗◦ϕ◦ψ−1∗ )(
d
dt
∣∣∣
t=0
ψ∗ ◦ ϕt ◦ ψ
−1
∗
(ψ∗u0g)) =
= Ad(H(p1))(ψ∗◦ϕ◦ψ−1∗ )(
d
dt
∣∣∣
t=0
Rg ◦ ψ∗ ◦ ϕt(u0)) =
= Ad(H(p1))σ(ϕ)(Ψ∗(X)).
,
Now we give a local version of Theorem 2.2 above. Furthermore, it pro-
vides a generalization of the Ticerri’s result Theorem 3.1.
Theorem 3.7. Let (M,K) be a differentiable manifold with a geometric
structure K. Then the following assertions are equivalents:
1. The manifold (M,K) is a reductive locally homogeneous space, asso-
ciated to the Lie pseudo-group G.
2. There exists a connection ∇˜ such that:
∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜K = 0,
where R˜ and T˜ are the curvature and torsion of ∇˜ respectively.
Proof. Given a Lie pseudo-group G acting transitively on (M,K) in a reduc-
tive locally fashion, let (P −→ M,H) the principal bundle associate to the
structure of reductive locally homogeneous space as in (5), for a fixed frame
u0 ∈ L(M). We define a horizontal distribution D in P by Du = Ψ∗(m),
Ψ = ψ∗, for the unique ψ ∈ G such that ψ∗(u0) = u, where Tu0P = h+m is
the reductive decomposition. The distribution D is also H-invariant, that
is, given Y = Ψ∗(X) ∈ Du, X ∈ m, we have that (Rh)∗(Y ) ∈ Du·h, for
h ∈ H. Indeed, we write X = d
dt
∣∣∣
t=0
(ϕt)∗(u0) and, by (4), h = u
−1
0 ◦ϕ∗ ◦ u0
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for certain ϕ ∈ H(p0). Then
(Rh)∗(Y ) = (Rh ◦Ψ)∗(X) =
d
dt
∣∣∣
t=0
Rh ◦ ψ∗ ◦ (ϕt)∗(u0) =
=
d
dt
∣∣∣
t=0
ψ∗ ◦ (ϕt)∗(u0 ◦ u
−1
0 ◦ ϕ∗ ◦ u0) =
=
d
dt
∣∣∣
t=0
ψ∗ ◦ (ϕt)∗ ◦ ϕ∗ ◦ u0 =
=
d
dt
∣∣∣
t=0
ψ∗ ◦ ϕ∗ ◦ ϕ
−1
∗
(ϕt)∗ ◦ ϕ∗ ◦ u0 =
= (ψ∗ ◦ ϕ∗)∗Ad(H(p0))ϕ−1(X).
As Ad(H(p0))ϕ−1(X) ∈ m by reductive condition, and ψ ◦ ϕ ∈ G we get the
invariance. This means that D can be understood as a linear connection ∇˜.
We now show that
∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜K = 0.
For p, q ∈ M , let γ be a path connecting them. The horizontal lift γ˜ with
respect to ∇˜ from u ∈ Pp to v ∈ Pq, can be regarded as the the parallel trans-
portation TpM −→ TqM . But since v = ψ∗u, for an element ψ ∈ G, we have
that the parallel transportation is exactly ψ∗. We have that ψ∗ preserves K
and the connection ∇˜ (and hence, its curvature and torsion) by construc-
tion. Therefore K, R˜ and T˜ are invariant under parallel transportation and
their covariant derivatives vanish.
Conversely, given a linear connection ∇˜ such that ∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜K =
0, let G the its Lie pseudo-group of local transvections. Since ∇˜K = 0, the
elements of G preserve K. Furthermore, see [9, V. I, p. 262, Cor. 7.5], G
acts transitively.
To finish the proof we only have to show the reductive condition. Let
(P˜ (u0) −→ M, H˜ol(u0)) be the holonomy reduction of the frame bundle
associated to ∇˜ and an element u0 ∈ L(M). We first prove that G(p0) acts
transitively on P˜ (u0), being p0 = π(u0). Given v ∈ P˜ (u0), there exists a
horizontal curve connecting u0 with v. The projection to M of that curve
can be regarded as a parallel transportation from p0 to q = π(v) that,
in addition, preserves curvature and torsion. Hence by [9, V. I, p. 261,
Thm. 7.4] there exist a local transvection ψ ∈ G(p0) from p0 to q such
that ψ∗ is that parallel transportation. Therefore, ϕ∗(u0) = v and G(p0)
acts transitively on P˜ (u0). By construction, P (u0) (see (5)) coincides with
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P˜ (u0). In particular, H˜ol(u0) = H(u0) which is closed and the effective
condition it is satisfied because Proposition 3.3.
Finally, if we consider Tu0P˜ (u0) = h+m, where m is the horizontal distri-
bution of ∇˜. To prove thatm is Ad(H(p0))-invariant, letX =
d
dt
∣∣∣
t=0
(ϕt)∗(u0) ∈
m, ϕG(p0) such that ϕ(p0) = p0 and h = u
−1
0 ◦ (ϕ
−1)∗ ◦ u0 ∈ H(u0). We
consider,
Ad(H(p0))ϕ(X) =
d
dt
∣∣∣
t=0
ϕ∗ ◦ (ϕt)∗ ◦ ϕ
−1
∗
(u0) =
=
d
dt
∣∣∣
t=0
ϕ∗ ◦ (ϕt)∗ ◦ u0 ◦ u
−1
0 ◦ ϕ
−1
∗
u0 =
=
d
dt
∣∣∣
t=0
Rh ◦ ϕ∗ ◦ (ϕt)∗(u0) = (Rh ◦ ϕ∗)∗(X).
Hence, (Rh ◦ ϕ∗)∗(X) belongs to the horizontal distribution (m), because
affine transvections preserve the horizontal distribution. ,
If we apply this last Theorem in the framework of Theorem 2.7 above, we
get the following result.
Corollary 3.8. Let (M,K) be a differentiable manifold with an affine con-
nection ∇. Then the following assertions are equivalents:
1. The manifold (M,K) is a reductive locally homogeneous space, asso-
ciated to a Lie pseudo-group contained in Aff loc(M,∇).
2. There exists a connection ∇˜ such that:
∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜S = 0, ∇˜K = 0,
or
∇˜R = 0, ∇˜T = 0, ∇˜S = 0, ∇˜K = 0,
where R,T and R˜, T˜ are the curvature and torsion tensor of ∇ and
∇˜, respectively, and S = ∇− ∇˜ is the tensor.
Definition 3.9. Let (M,K,∇) a manifold endowed with a geometrical struc-
ture and an affine connection ∇. We will say that (M,K,∇) is a reductive
locally homogeneous manifold with ∇ if it is reductive locally homogeneous
associated to a Lie pseudo-group contained in Aff loc(M,∇).
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4 AS-manifolds and Homogeneous Structures
Theorem 2.2 provides a characterization of reductive homogeneity in terms
of a set of tensor differential equations for complete connections on connected
and simply-connected manifolds. The goal now is the results obtained by
AS-tensor equations when we drop the mentioned three condition. In other
words, we are going to work from an infinitesimal, or even pointwise, point
of view.
Let V be a vector space of dimension n. Let
R˜ : V ∧ V −→ End(V ), T˜ : V −→ End(V ),
be linear homomorphism and let K be a set of linear tensors on V . We will
say that (R˜, T˜ ) is an infinitesimal model associated to K if it satisfies
T˜XY + T˜YX = 0, (6)
R˜XY Z + R˜Y XZ = 0, (7)
R˜XY · T˜ = R˜XY · R˜ = 0, (8)
S
XY Z
R˜XY Z + T˜T˜XY Z = 0, (9)
S
XY Z
R˜T˜XY Z = 0, (10)
R˜XY ·K = 0, (11)
where S
XY Z
is the cyclic sum, and R˜XY acts in a natural way in the tensor
algebra of V as a derivation. In addition, we say that two infinitesimal model
(V, R˜, T˜ ) and (V ′, R˜′, T˜ ′) are isomorphic if there exist a linear isomorphism
f : V −→ V ′ such that
f R˜ = R˜′, f T˜ = T˜ ′, f K = K ′. (12)
This notion of infinitesimal model is a generalization of the one given, for
example, in [14].
Theorem 4.1. Given a point p0 ∈ M of an AS-manifold (M,K, ∇˜), then
(V = Tp0M, T˜p0 , R˜p0) is an infinitesimal model associated to Kp0, where R˜
and T˜ are the curvature and torsion of ∇˜.
Proof. Let (M,K, ∇˜) be an AS-manifold. It satisfies
∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜K = 0,
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given a point p0 ∈ M and we recall V = Tp0M , R˜0 = R˜p0 , T˜0 = T˜p0 and
K0 = Kp0 , hence, (R˜0, T˜0) is an infinitesimal model. Indeed, we deduce
(6) and (7) from the skew-symmetric definition of torsion and curvature.
Equations (8) and (11) come from ∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜K = 0. Finally,
equations (9) and (10) are the Bianchi identities. ,
Note that, Theorem 4.1 provides an infinitesimal model for every point
in an AS-manifolds. Now, we show it does not matter the chosen point
p0 ∈M . Indeed,
Theorem 4.2. Let (M,K, ∇˜) be an AS-manifold. Given two different points
p0, p1 ∈M their associated infinitesimal model are isomorphic.
Proof. By [9, Vol. 1, p. 262, Cor. 7.5], there exists a locally affine trans-
formation ϕ sending p0 to p1. Because of being affine, we have that ϕ∗ is
a linear isomorphism between Tp0M and Tp1M satisfying ϕ∗T˜p0 = T˜p1 and
ϕ∗R˜p0 = R˜p1 . By ∇˜K = 0, we conclude that ϕ∗Kp0 = Kp1 . ,
Hence, associated to any AS-manifold there exist unique infinitesimal
model up to isomorphism. Furthermore, when different manifolds have iso-
morphic associated infinitesimal models, from [9, Vol. 1, p.261, Thm. 7.4]
we get the following result.
Theorem 4.3. Let (M,K, ∇˜) and (M ′,K ′, ∇˜′) be two AS-manifold and let
p0 ∈ M and p
′
0 ∈ M
′ be two points, such that their associated infinitesimal
models are isomorphic. Hence, there exists an local affine diffeomorphism
between p0 and p
′
0 sending to Kp0 to K
′
p′
0
.
So, we define the notion of AS-isomorphism between AS-manifolds.
Definition 4.4. Let (M,K, ∇˜) and (M ′,K ′, ∇˜′) be two AS-manifold and
let p0 ∈ M and p
′
0 ∈ M
′ be two point. We say (M,K, ∇˜) and (M ′,K ′, ∇˜′)
are AS-isomorphic if there exists an local affine diffeomorphism between p0
and p′0 sending K to K
′.
Conversely, the following Theorem we show that every infinitesimal model
is isomorphic to the infinitesimal model of one and only one simply-connected,
connected and reductive homogeneous space. Hence, in particular, every AS-
manifold is AS-isomorphic to one simply-connected, connected and reductive
homogeneous space.
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Theorem 4.5. Let V be a vector space and (R˜0, T˜0) an infinitesimal model
associated to tensors K0. Then, there is a unique (up to affine-isomorphism)
connected, simply connected and reductive homogeneous manifold M with a
geometrical structure defined by the tensors field K and a point p0 ∈M such
that
Kp0 = K0,
as well as a complete AS-connection ∇˜ for which the curvature R˜ and torsion
T˜ verify that R˜p0 = R˜0 and T˜p0 = T˜0.
Proof. We fix a point p0 ∈ M , from [10, p. 34, Thm. I.17], there exists
a simply-connected and connected reductive homogeneous manifold (M, ∇˜)
with ∇˜R˜ = 0, ∇˜T˜ = 0 and T˜p0 = T˜0, R˜p0 = R˜0. In addition , from [10, p.
43, Prop. I.39], the manifold is equipped with a set of tensors K such that
Kp0 = K0, ∇˜K = 0. ,
Corollary 4.6. Let (M,K) and (M ′,K ′) two simply-connected and con-
nected reductive homogeneous manifolds which are AS-isomorphic. Hence,
there is an affine diffeomorphism between M and M ′ sending K to K ′.
Summarizing, there exists a surjective morphism between the class of AS-
manifolds and the class of infinitesimal models such that for the class of
AS-manifolds with a fixed infinitesimal model there is one and only one
connected, simply-connected and reductive homogeneous manifold.
Finally, from every infinitesimal model (R˜, T˜ ) on V associated to K, we
can construct a transitive Lie algebra using the so-called Nomizu construc-
tion, see [14]. Let
g0 = V ⊕ h0,
where h0 = {A ∈ end(V ) : A · R˜ = 0, A · T˜ = 0, A ·K = 0}, equipped with
the Lie bracket
[A,B] = AB −BA, A,B ∈ h0,
[A,X] = AX, A ∈ h0, X ∈ V,
[X,Y ] = −T˜XY + R˜XY , X, Y ∈ V.
Alternatively, we can also consider the so-called transvection algebra g′0 =
V ⊕ h′0, where h
′
0 is the lie algebra of endomorphism generated by R˜XY
with X,Y ∈ V , equipped with brackets as above. In particular, this Lie
algebra coincides with the holonomy algebra of the connection ∇˜. Then,
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we have shown that every infinitesimal model has Nomizu and transvection
constructions.
Two Nomizu constructions (g0, h0, T˜ , R˜,K) and (g
′
0, h
′
0, T˜
′, R˜′,K ′) are iso-
morphic if there exist a Lie algebra isomorphism F : g0 −→ g
′
0 such that
F (V ) = V ′, F sends K to K ′ and F (h0) = h
′
0.
Proposition 4.7. Two infinitesimal model are isomorphic if and only if
their Nomizu constructions are isomorphic.
Proof. Suppose that V and V ′ are two vector space with two infinitesimal
models (R˜, T˜ ) and (R˜′, T˜ ′). Then there is a isomorphism f : V −→ V ′ such
that satisfies (12). We thus consider f˜ : g0 −→ g
′
0 such that f˜ |V = f and
f˜ |h0(A) = f ◦A ◦ f
−1.
Conversely, given a Lie algebra homomorphism F : g0 −→ g
′
0 such that
F (V ) = V ′ and F (h0) = h
′
0, then f = F |V is the isomorphism. Indeed, by
definition f sends K to K ′ and, taking into account that F is a Lie algebra
morphism, we obtain that f sends R˜ to R˜′ and T˜ to T˜ ′. ,
Surprisingly, the converse is no true: two different Nomizu constructions
could arise the same Lie algebra, see [11, p. 36].
Obviously, by Proposition 4.7 and Corollary 4.6 we have that connected,
simply-connected and reductive homogeneous manifolds with isomorphic
Nomizu constructions are isomorphic. The same applies to the transvec-
tion algebras
Remark 4.8. To study the different representations of a reductive homo-
geneous space M as a coset G/H we can study the different Nomizu con-
structions. In particular, if M is connected and simply-connected, there is
a bijection between different representations of homogeneous spaces as G/H
and different Nomizu constructions on M .
We finally the particular case where M is a manifold with a geometric
structure K equipped with a connection ∇ and an AS-connection ∇˜ such
that,
∇˜R˜ = 0, ∇˜T˜ = 0, ∇˜S = 0, ∇˜K = 0,
where S = ∇− ∇˜. So we can consider,
TXY = T˜XY + SXY − SYX, RXY = R˜XY + [SY , SX ] + SSYX−SXY .
where R and T are the curvature and torsion of ∇.
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Corollary 4.9. Let (M,S,K, ∇˜) and (M ′, S′,K ′, ∇˜′) be two AS-manifolds
with homogeneous structures S and S′. Then, there exist an AS-isomorphism
between M and M ′ if and only if there exists an affine local diffeomorphism
between (M,∇) and (M ′,∇′) sending S to S′ and K to K ′.
Given a fixed point p0 ∈M , by Theorem 4.1, we can consider an infinites-
imal model (Tp0M, R˜p0 , T˜p0) associated to Sp0 and Kp0 with
(Tp0)XY = (T˜p0)XY + (Sp0)XY − (Sp0)YX,
(Rp0)XY = (R˜p0)XY + [(Sp0)Y , (Sp0)X ] + (Sp0)(Sp0 )Y X−(Sp0 )XY ,
where Rp0 and Tp0 are the curvature and torsion of ∇ in p0.
Corollary 4.10. Let (V, R˜, T˜ ) and (V ′, R˜′, T˜ ′) be two infinitesimal models
associated to S, K and S′, K ′, respectively, with
TXY = T˜XY + SXY − SYX, RXY = R˜XY + [SY , SX ] + SSYX−SXY ,
T ′XY = T˜
′
XY + S
′
XY − S
′
YX, R
′
XY = R˜
′
XY + [S
′
Y , S
′
X ] + S
′
S′
Y
X−S′
X
Y .
Hence, there exist a isomorphism of infinitesimal models if and only if there
exist an linear isomorphism f : V −→ V ′ such that,
f R = R′, f T = T ′ f S = S′, f K = K ′. (13)
5 Invariant Sp(V, ω)-submodules of S2V ∗ ⊗ V ∗ and
∧2V ∗ ⊗ V ∗
Let (V, ω) be a symplectic vector space. Based on the classifications given in
[1], we give bellow explicit expressions of the invariant Sp(V )-submodules of
S2V ∗ ⊗ V ∗ and ∧2V ∗ ⊗ V ∗. For that, we identify a symplectic vector space
V and its dual V ∗ as
(·)∗ : V −→ V ∗
X 7−→ X∗(Y ) = ω(X,Y ).
Furthermore, we can transfer the symplectic form to V ∗ as ω∗(X∗, Y ∗) =
ω(X,Y ), that is, we regard (V, ω) and (V ∗, ω∗) as symplectomorphic.
For the sake of symplcity, from now on, we denote ωXY = ω(X,Y ).
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Theorem 5.1. The space of contorsion-like tensors has the decomposition
in irreducible Sp(V )-submodules as
S2V ∗ ⊗ V ∗ = S1(V ) + S2(V ) + S3(V )
where,
S1(V ) = {S ∈ S
2V ∗ ⊗ V ∗ : SXY Z = ωZY ωXU + ωZXωY U , U ∈ V },
S2(V ) = {S ∈ S
2V ∗ ⊗ V ∗ : S
XY Z
SXY Z = 0, s13(S) = 0},
S3(V ) = {S ∈ S
2V ∗ ⊗ V ∗ : SXY Z = SXZY } = S
3V ∗,
and
s13(S)(Z) =
n∑
i=1
(
SeiZei+n − Sei+nZei
)
,
for a symplectic base {e1, . . . , en, en+1, . . . , e2n}.
The dimensions of the subspaces are
dim(S1(V )) = 2n, dim(S2(V )) =
8
3
(n3 − n), dim(S3(V )) =
(
2n+ 2
3
)
.
Proof. Given a symplectic basis {e1, . . . , en, en+1, . . . , e2n} of V , we define
the morphisms
ϕ : S2V ∗ ⊗ V ∗ −→ V ∗
(u∗1u
∗
2 ⊗ v
∗) 7−→ ωu1,vu
∗
2 + ωu2,vu
∗
1,
π : S2V ∗ ⊗ V ∗ −→ S3V ∗
(u∗1u
∗
2 ⊗ u
∗) 7−→
1
3
u∗u∗1u
∗
2,
and
ξ : V ∗ −→ S2V ∗ ⊗ V ∗
u∗ 7−→
1
2n+ 1
n∑
i=1
e∗iu
∗ ⊗ e∗i+n − e
∗
i+nu
∗ ⊗ e∗i .
By Theorem 1.1 in [1], applied to (V ∗, ω∗), we decompose
S2V ∗ ⊗ V ∗ = S3V ∗ +A′ + V ∗
where A′ = ker(ϕ) ∩ ker(π) and V ∗ is isomorphic to im(ξ). We define
S1(V ) := V
∗, S2(V ) := A
′ and S3(V ) := S
3V ∗.
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For the explicit expression of S1(V ), given W
∗ ∈ V ∗ we have
ξ(W ∗)XY Z =
1
2n+ 1
(
n∑
i=1
xi+nωWY zi + yi+nωWXzi
− xiωWY zi+n − yiωWXzi+n)
=
1
2n+ 1
(ωZXωWY + ωZY ωWX).
Hence, taking U = 12n+1W , we get the required result for S1(V ).
With respect to the explicit expressions of S2(V ), for
S =
1
2
2n∑
i,j,k=1
Seiejeke
∗
i e
∗
j ⊗ e
∗
k ∈ S
2V ∗ ⊗ V ∗,
we have
ϕ(S) =
1
2
2n∑
i,j,k=1
Seiejeks13(e
∗
i e
∗
j ⊗ e
∗
k) =
=
1
2
2n∑
i,j,k=1
Seiejek(ωeieke
∗
j + ωejeke
∗
i ) =
=
2n∑
i,j,k=1
1
2
(Seiejek + Sejeiek)ωeieke
∗
j =
=
2n∑
j=1
n∑
i=1
1
2
(Seiejei+n + Sejeiei+n − Sei+nejei − Sejei+nei)e
∗
j =
=
2n∑
j=1
n∑
i=1
(Seiejei+n − Sei+nejei)e
∗
j .
Hence, S ∈ kerϕ if and only if s13(S) = 0 as in the statement. Moreover,
1
3e
∗
i e
∗
je
∗
k = e
∗
i e
∗
j ⊗ e
∗
k + e
∗
ke
∗
i ⊗ e
∗
j + e
∗
je
∗
k ⊗ e
∗
i and therefore
π(S)XY Z = S
XY Z
SXY Z ,
so that we have the expression for the tensors in S2(V ). The dimensions
come from Theorem 1.1 of [1]. ,
Now, using these expressions we are going to give the explicit classes of
torsion-like tensors.
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Theorem 5.2. The space of torsion-like tensors has the decomposition in
irreducible Sp(V )-submodules as
∧2V ∗ ⊗ V ∗ = T˜1(V ) + T˜2(V ) + T˜3(V ) + T˜4(V )
where
T˜1(V ) = {T˜ ∈ ∧
2V ∗ ⊗ V ∗ : T˜XY Z = 2ωXY ωZU + ωXZωY U − ωY ZωXU , U ∈ V },
T˜2(V ) = {T˜ ∈ ∧
2V ∗ ⊗ V ∗ : S
XY Z
T˜XY Z = 0, t12(T˜ ) = 0},
T˜3(V ) = {T˜ ∈ ∧
2V ∗ ⊗ V ∗ : T˜XY Z = ωXY ωUZ + ωY ZωUX + ωZXωUY , U ∈ V },
T˜4(V ) = {T˜ ∈ ∧
2V ∗ ⊗ V ∗ : T˜XY Z = −T˜XZY , t12(T˜ ) = 0},
and
t12(T˜ )(Z) =
n∑
i=1
(
T˜eiei+nZ
)
,
for a symplectic basis {e1, . . . , en, en+1, . . . , e2n}. In addition,
dim(T˜1(V )) = dim(T˜3(V )) = 2n, dim(T˜2(V )) =
8
3
(n3−n), dim(T˜4(V )) =
2
3
n(2n2−3n−2).
Proof. For a symplectic basis {e1, . . . , en, en+1, . . . , e2n} of V , we define the
morphisms
A2 : S
2V ∗ ⊗ V ∗ −→ ∧2V ∗ ⊗ V ∗
(u∗1u
∗
2 ⊗ v
∗) 7−→ v∗ ∧ u∗1 ⊗ u
∗
2 + v
∗ ∧ u∗2 ⊗ u
∗
1,
C : ∧2V ∗ ⊗ V ∗ −→ V ∗
(u∗1 ∧ u
∗
2 ⊗ v
∗) 7−→ ωu1u2v
∗ + ωvu1u
∗
2 + ωu2vu
∗
1,
and
η : V ∗ −→ ∧3V ∗
u∗ 7−→
n∑
i=1
e∗i ∧ e
∗
i+n ∧ u
∗.
By Theorem 1.2 of [1], applied to (V ∗, ω∗), we decompose
∧2V ∗ ⊗ V ∗ = V ∗1 +A
′ + V ∗2 + T
′
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where, V ∗1 = A2(S1(V )), A
′ = A2(S2(V )), T
′ = kerC ∩ ∧3V ∗ and V ∗2 =
Im(η) is the vector space such that V ∗2 ⊂ ∧
3V ∗ and V ∗2 + T
′ = ∧3V ∗. We
define T˜1(V ) := V
∗
1 , T˜2(V ) := A
′, T˜3(V ) := V
∗
2 and T˜4(V ) := T
′.
First, as
A2(S)XY Z = SY ZX − SXZY , (14)
we get the expression for the tensors in T˜1(V ) in view of the expression of
S1(V ) in Theorem 5.1.
Indeed, by equation (14), we infer the explicit expression of T˜1(V ).
To study the explicit expression of T2(V ), we have to consider the following
exact sequence, [1, Eq. (1.3)],
0 −→ S3V ∗
A1−−→ S2V ∗ ⊗ V ∗
A2−−→ ∧2V ∗ ⊗ V ∗
A3−−→ ∧3V ∗ −→ 0
where A1 = π and A3(u
∗
1 ∧u
∗
2⊗ v
∗) = u∗1 ∧u
∗
2∧ v
∗. Note that, u∗1∧u
∗
2∧ v
∗ =
u∗1 ∧ u
∗
2 ⊗ v
∗ + v∗ ∧ u∗1 ⊗ u
∗
2 + u
∗
2 ∧ v
∗ ⊗ u∗1, hence,
A3(T˜ )XY Z = S
XY Z
T˜XY Z .
Therefore, T˜2(V ) is generated by T˜XY Z = SY ZX−SXZY with S ∈ S
2V ∗⊗
V ∗ and s13(S) = 0. The first condition is equivalent to T˜ ∈ ker(A3), or
equivalently, S
XY Z
T˜XY Z = 0. The second condition is equivalent t12(T ) = 0
straightforwardly. For the explicit expressions of T˜4(V ), given
T˜ =
1
2
2n∑
i,j,k=1
T˜eiejeke
∗
i ∧ e
∗
j ⊗ e
∗
k ∈ ∧
2V ∗ ⊗ V ∗,
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we have
C(T˜ ) =
1
2
2n∑
i,j,k=1
T˜eiejekC(e
∗
i ∧ e
∗
j ⊗ e
∗
k) =
=
1
2
2n∑
i,j,k=1
T˜eiejek
(
ωeieje
∗
k + ωekeie
∗
j + ωejeke
∗
i
)
=
=
1
2

 2n∑
i,j,k=1
T˜eiejekωeieje
∗
k +
2n∑
i,j,k=1
T˜eiejekωekeie
∗
j +
2n∑
i,j,k=1
T˜eiejekωejeke
∗
i

 =
=
1
2
2n∑
i,j,k=1
(
T˜eiejek + T˜ekeiej + T˜ejekei
)
ωeieje
∗
k =
=
2n∑
k=1
n∑
i=1
1
2
(
T˜eiei+nek + T˜ekeiei+n + T˜ei+nekei − T˜ei+neiek − T˜ekei+nei − T˜eiekei+n
)
e∗k =
=
2n∑
k=1
n∑
i=1
(
T˜eiei+nek + T˜ekeiei+n + T˜ei+nekei
)
e∗k.
Therefore, for T˜ ∈ ∧3V ∗, C(T˜ ) = 0 is equivalent to t12(T˜ ) = 0.
Finally, with respect to the explicit expressions of T˜3(V ), given U
∗ ∈ V ∗
with dual element U ∈ V ,
η(U∗) =
n∑
i=1
e∗i ∧ e
∗
i+n ∧ U
∗ =
=
n∑
i=1
(
e∗i ∧ e
∗
i+n ⊗ U
∗ + U∗ ∧ e∗i ⊗ e
∗
i+n + e
∗
i+n ∧ U
∗ ⊗ e∗i
)
,
evaluating in X,Y,Z, we infer,
η(U∗)XY Z =
n∑
i=1
((xiyi+n − xi+nyi)ωUZ+
+ (ωUXyi+n − ωUY xi+n)(−zi)+
+(−xiωUY − (−yi)ωUX)zi+n) =
= ωXY ωUZ + ωY ZωUX + ωZXωUY
Therefore, T˜3(V ) has the claimed form.
,
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Remark 5.3. We have the following sums
• T˜1(V ) + T˜2(V ) = {T˜ ∈ ∧
2V ∗ ⊗ V ∗ : S
XY Z
TXY Z = 0},
• T˜2(V ) + T˜4(V ) = {T˜ ∈ ∧
2V ∗ ⊗ V ∗ : t12(T˜ ) = 0},
• T˜3(V ) + T˜4(V ) = ∧
3V ∗.
The first two come directly from the expressions of the classes in the previous
Theorem. With respect to the last identity, we note that IdV ∗ =
1
3(n−1)C ◦ η,
so that we can decompose ∧3V ∗ = kerC + Im η = T˜3(V ) + T˜4(V ).
6 Classifications for almost symplectic and Fedosov
AS-manifolds
6.1 Almost symplectic AS-manifolds
We now want to classify the infinitesimal models in the case of vector
spaces V endowed with a linear symplectic tensor K = ω. If (V, R˜, T˜ )
and (V ′, R˜′, T˜ ′) are two infinitesimal models associated to symplectic linear
tensors ω and ω′, respectively, with dimV = dimV ′, since there are sym-
plectomorphisms between V and V ′, we can identify V ′ with V and ω′ with
ω. From (12), isomorphisms f : V −→ V of almost symplectic infinitesimal
models satisfy
f R˜ = R˜′, f T˜ = T˜ ′, f ω = ω,
and in particular f ∈ Sp(V, ω) = Sp(V ). If we decompose curvature-like or
torsion-like tensor spaces in Sp(V )-irreducible submodules, then we get a
necessary condition to be isomorphic as models, by virtue of Theorem 4.3,
also as AS-manifolds.
For the classification of the torsion T˜ into Sp(V )-classes, we will work
both with (1, 2)-tensors and (0, 3)-tensors given by the isomorphism
T˜XY Z = ω(T˜XY,Z), X, Y, Z ∈ V.
Let (M,ω) an almost symplectic AS-manifold. We denote by T˜ the
set of homogeneous almost symplectic torsions, that is, the torsions of an
AS-connection on (M,ω). Given any p0 ∈ M , from Theorem 4.1, (V =
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Tp0M, R˜p0 , T˜p0) is an infinitesimal model associated to ωp0 . Thus Tp0 ∈
∧2V ⊗ V , and the classification given in Theorem 5.2 gives us the following
decomposition
T˜ = T˜1 + T˜2 + T˜3 + T˜4
where
T˜1 = {T˜ ∈ T˜ : T˜XY Z = 2ωXY ωZU + ωXZωY U − ωY ZωXU , U ∈ X(M)},
T˜2 = {T˜ ∈ T˜ : S
XY Z
T˜XY Z = 0, t12(T˜ ) = 0}
T˜3 = {T˜ ∈ T˜ : T˜XY Z = ωXY ωUZ + ωY ZωUX + ωZXωUY , U ∈ X(M)},
T˜4 = {T˜ ∈ T˜ : T˜XY Z = −T˜XZY , t12(T˜ ) = 0}.
Definition 6.1. Let T˜ ∈ T˜ be an homogeneous almost symplectic torsion.
It is of type i if T˜ lies in T˜i and correspondingly is of type i+j if lies in
T˜i + T˜j with i, j ∈ {1, 2, 3, 4} and i 6= j.
Summarizing, we described almost symplectic AS-manifolds in sixteen
classes defined by its torsion tensor.
Theorem 6.2. Let (M,ω) be an almost symplectic AS-manifold. Then,
(M,ω) is a symplectic manifold if and only if the torsion of ∇˜ lies in T˜1+T˜2.
Proof. If (M,ω) is a symplectic manifold, there is a torsion-free symplectic
connection ∇ (see [1, Theorem 2.1]). The difference S = ∇− ∇˜ is a (1, 2)-
tensor such that T˜XY = SYX − SXY . Then T˜XY Z = A2(−S) = SXZY −
SY ZX , where SXY Z = ω(SZX,Y ) and T˜XY Z = ω(T˜XY,Z). In particular, T˜
lies in T1 + T2.
Conversely, if T˜ lies in T1 + T2, then there exists at least one tensor
S ∈ S2T ∗M⊗T ∗M , such that, T˜XY Z = SY ZX−SXZY . We can consider the
tensor SXY with ω(SZX,Y ) = SXY Z . It satisfies that T˜XY = SXY −SYX
with ω(T˜XY,Z) = T˜XY Z and preserves the symplectic form. The connection
∇ = ∇˜ − S is symplectic. ,
6.2 Fedosov AS-manifolds
We now want to study infinitesimal models associated to a linear symplectic
tensor ω and a homogeneous structure S as in Corollary 4.10. Let (V, R˜, T˜ )
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and (V ′, R˜′, T˜ ′) be two infinitesimal models associated to (1,2) linear tensors
S and S′, respectively, with
TXY = T˜XY + SXY − SYX, RXY = R˜XY + [SY , SX ] + SSYX−SXY ,
T ′XY = T˜
′
XY + S
′
XY − S
′
YX, R
′
XY = R˜
′
XY + [S
′
Y , S
′
X ] + S
′
S′
Y
X−S′
X
Y ,
and also associated to symplectic linear tensors ω and ω′, respectively, with
dimV = dimV ′. Since there are symplectomorphisms between V and V ′, we
can identify V with V ′ and ω with ω′. Therefore, by (13), there is a linear
isomorphism f : V −→ V such that,
f R = R′, f T = T ′, f S = S′, f ω = ω, (15)
and in particular f ∈ Sp(V, ω) = Sp(V ). If we decompose contorsion-like,
curvature-like or torsion-like tensor spaces in Sp(V )-irreducible submodules,
then we get a necessary condition to be isomorphic as models, by virtue of
Theorem 4.3, also as AS-manifolds.
Let (M,ω,∇) be a Fedosov manifold [7] of dimension 2n with homoge-
neous structure S = ∇− ∇˜ satisfying
∇˜R = 0, ∇˜S = 0, ∇˜ω = 0.
Note that we drop condition ∇˜T = 0 as ∇ is torsionless. Since ∇ω = 0, the
second condition is equivalent to S · ω = 0. We will work with S both as a
(1, 2)-tensor and a (0, 3)-tensor by the isomorphism
SXY Z = ω(SZX,Y ).
The condition S · ω = 0 is equivalent to
SXY Z = SY XZ
that is, S ∈ S2T ∗M ⊗ T ∗M .
From Theorem 4.1, given p0 ∈M , we can consider the infinitesimal model
(V = Tp0M, R˜p0 , T˜p0) associated to Sp0 and ωp0 with
(Tp0)XY = (T˜p0)XY + (Sp0)XY − (Sp0)YX,
(Rp0)XY = (R˜p0)XY + [(Sp0)Y , (Sp0)X ] + (Sp0)(Sp0 )Y X−(Sp0 )XY ,
where Rp0 and Tp0 are the curvature and torsion of ∇ in p0 and Sp0 ∈
S2V ∗⊗V ∗. We denote by S the set of homogeneous structures on a Fedosov
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manifold (M,ω,∇). Hence, by Theorem 5.1, we have the following classifi-
cation of homogeneous structure tensors in Sp(V )-invariant subspaces:
S = S1 + S2 + S3,
where
S1 = {S ∈ S : SXY Z = ωZY ωXU + ωZXωY U , U ∈ X(M)},
S2 = {S ∈ S : S
XY Z
SXY Z = 0, s13(S) = 0},
S3 = {S ∈ S : SXY Z = SXZY },
and
s13(S)(Z) =
n∑
i=1
(
SeiZei+n − Sei+nZei
)
,
for a symplectic basis {e1, . . . , en, en+1, . . . , e2n} of Tp0M .
Definition 6.3. Let S ∈ S be an homogeneous Fedosov structure. It is of
type i if S lies in Si and correspondingly is of type i+j if lies in Si + Sj
with i, j ∈ {1, 2, 3} and i 6= j.
Hence, Fedosov homogeneous structure are classified into eight different
classes.
Remark 6.4. In [17] the author gives a decomposition of the curvature
tensor of a symplectic connection in two Sp(V )-irreducible submodules: Ricci
type and Ricci flat. Hence, by virtue of (15) and Theorem 4.3, there is as
much as four different classes of symplectic curvature tensor of Fedosov AS-
manifolds. We can combine this idea to refine the classification in Definition
6.3 to get as much as thirty two different classes of Fedosov AS-manifolds.
With respect to the classification of homogeneous structures in Definition
6.3 and the classification of torsions T˜ o AS-manifolds in Definition 6.1, we
have the following result which is a consequence of the expression of A2 in
(14).
Proposition 6.5. Let (M,ω,∇) a Fedosov manifold equipped with homoge-
nous structure S.
• If S ∈ S1, then the torsion T˜ of ∇˜ = ∇− S belongs to T˜1.
• If S ∈ S2, then the torsion T˜ of ∇˜ = ∇− S belongs to T˜2.
• If S ∈ S3, then the torsion T˜ of ∇˜ = ∇ − S vanishes. The manifold
(M,ω, ∇˜) is a Fedosov manifold with parallel curvature.
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