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Abstract
The coherent quantum dynamics of a single bosonic spin variable, subject to a con-
straint derived from the quantum spherical model of a ferromagnet, and coupled to an
external heat bath, is studied through the Lindblad equation for the reduced density ma-
trix. Closed systems of equations of motion for several quantum observables are derived
and solved exactly. The relationship to the single-mode Dicke model from quantum optics
is discussed. The analysis of the interplay of the quantum fluctuation and the dissipation
and their influence on the relaxation of the time-dependent magnetisation leads to the
distinction of qualitatively different regimes of weak and strong quantum couplings. Con-
sidering the model’s behaviour in an external field as a simple mean-field approximation
of the dynamics of a quantum spherical ferromagnet, the magnetic phase diagram appears
to be re-entrant and presents a quantum analogue of well-established classical examples
of fluctuation-induced order.
PACS numbers: 05.30.-d, 05.30.Jp, 05.30.Rt, 64.60.De, 64.60.i, 64.70.qj
1 Introduction
The statistical mechanics of phase transitions continues to raise many physical and mathemati-
cal challenges for the improved understanding of collective effects, as they arise in systems made
up from a large number of strongly interacting degrees of freedom, either at thermodynamic
equilibrium [3, 16, 62, 50, 73] or else in dynamics [16, 20, 38, 39, 65]. Besides general schemes,
such as the renormalisation group or conformal invariance, much useful information has been
gleaned from the study of exactly solvable models. In this respect, one of the most-studied
models is the so-called ‘spherical model’ of a ferromagnet [9, 48]. It combines the attractive
features of (i) admitting an exact solution for any space dimension d, yet (ii) the resulting
critical behaviour is generically not of a mean-field type. While it is well-established that the
original formulation in terms of classical ‘spherical’ spins Si ∈ R is physically not entirely satis-
factory in the limit of low temperatures T → 0, this difficulty can be eliminated by going over
to a quantum spin formulation [51], which does not modify the critical behaviour. There exists
many detailed studies of the critical behaviour of both the classical and the quantum version of
the spherical model, see e.g. [45, 37, 49, 70, 14, 52, 35, 71] and references therein.1 Similarly,
the slow long-time non-equilibrium dynamics of the classical spherical model has received a lot
of attention, both in studies of glassy [19, 20, 18] and non-glassy magnetic systems [59, 32, 34].
Recent developments include an analysis of the distribution of global fluctuations [27], and
relationships with the distribution of the gaps of the eigenvalues of random matrices [29] and
the kinetics of interface growth [40].
In this work, we shall consider the dynamics of the quantum spherical model. Since the
system is coupled at least to an external thermal reservoir, a description convenient for an
open quantum system is required. Specifically, how to write down a ‘quantum version’ of the
Langevin equation of the spherical model ? While in the statistical mechanics community,
such attempts are often considered ‘. . . very much model-dependent and difficult to generalise’
[20, p. 394], these are routinely studied by the quantum optics or mathematics communities,
see e.g. [17, 15, 24, 63, 4, 5, 25, 68] and references therein. In these studies, the classical
master equation is replaced by the Lindblad equation, where the evolution of the time-dependent
reduced density matrix of the system is described by a quantum Liouville operator involving
the system’s quantum Hamiltonian and additional terms which describe the coupling to the
bath.
Before we shall turn to this, let us briefly recall, following [17] and generalising to a large
number of degrees of freedom, why a straightforward-looking extension of a classical Langevin
equation is insufficient for the description of coherent quantum dynamics. Consider a pre-
quantum spherical model, where the dynamical variables are the spherical spin-operators Sn
(at each site n ∈ L of a hyper-cubic lattice L ⊂ Zd, with N = |L | sites) and the canonically
conjugate momenta Pn. By analogy with [51], the Hamiltonian is
H =
∑
n∈L
(
g
2
P 2
n
+
µ
2
S2
n
−
d∑
j=1
JSnSn+ej
)
(1.1)
Herein, g is a coupling constant, µ denotes a Lagrange multiplier, to be found self-consistently
from the spherical constraint 〈∑
n
S2
n
〉 = N , and ej is the jth cartesian unit vector. Taking
1For quantitative applications of the spherical model to spin liquids, see [30, 42, 8, 43].
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into account the momenta, one may write down a Kramers equation [66]
∂tSn = {Sn, H} , ∂tPn = {Pn, H} − γPn + ηn(t) (1.2)
with a damping parameter2 γ and the standard centred white-noise ηn(t), with correlator
〈ηn(t)ηm(t′)〉 = 2γTδnmδ(t − t′). Herein, the brackets {., .} denote the Poisson brackets.
Eq. (1.2) is a well-defined and interesting dynamics with non-trivial properties, such as a
hidden super-symmetry [66]. It might also appear as a natural starting point for going over
to the dynamics of the quantum case. According to the natural-looking procedure suggested
in [64], one replaces in (1.2) (i) the classical variables Sn 7→ ŝn(t) and Pn 7→ p̂n(t) by time-
dependent operators ŝn(t) and p̂n(t), which (ii) at the initial time t = 0 obey the canonical
equal-time commutation relations [ŝn(0), p̂m(0)] = i~δn,m, (iii) replaces the Poisson brackets
{., .} 7→ 1
i~
[., .] by a commutator and (iv) introduces a noise operator η̂n(t) = ηn(t)1̂. Applied
to the spherical model Hamiltonian (1.1), this procedure would lead to the quantum operator
equations of motion [64]
∂tŝn = gp̂n
∂tp̂n = −µŝn − γgp̂n + J
µ
d∑
j=1
(
ŝn−ej + ŝn+ej
)
+ η̂n (1.3)
However, if one defines the commutator ĉn(t) := [ŝn(t), p̂n(t)], one promptly obtains the equa-
tion of motion
∂tĉn(t) = −gγ ĉn(t) (1.4)
Hence, ĉn(t) = i~ e
−t/tdeco which means that the dynamics (1.3) dissipates the quantum struc-
ture on a finite time-scale, of order tdeco = 1/(γg) [17].
3 Indeed, one may define more general
quantum spherical models by adding interactions between the momenta into the Hamiltonian
(1.1), see eq. (A.1) in appendix A. At equilibrium, this is known to lead to new quantum effects,
such as a re-entrant quantum phase transitions in sufficiently small dimensions d . 2.065 [71].
However, as we shall show in appendix A, a corresponding generalisation of the equations of
motion (1.3) always leads, for times t ≫ tdeco, back to the well-known relaxational dynamics
[59, 32, 22] of the classical spherical model with g = 0. In consequence, any quantum effects of
the equilibrium state are washed out by this incoherent dynamics, which does not even relax
to the required equilibrium state.
If a dynamical description is sought which maintains the quantum coherence of an open
quantum system with γ > 0 and g > 0, and evolves towards the correct quantum equilibrium
state, a different approach is required. Here, we shall adopt the result of a profound analysis of
the interactions of the system with its environment, see e.g. [17, 15, 24, 4, 5, 63] and references
therein, and shall take as our starting point the Lindblad equation for the time-dependent
density matrix ρ̂ = ρ̂(t) of the system
dρ̂
dt
= − i
~
[
Ĥ, ρ̂
]
−
∑
α
(
Lαρ̂L
†
α −
1
2
L†αLαρ̂−
1
2
ρ̂L†αLα
)
(1.5)
where the Lindblad operators Lα describe the damping through the coupling of the system to
the reservoir. It is well-known that the Lindblad equation preserves the trace, the hermiticity
2Throughout, units are such that the Boltzmann constant kB = 1.
3Formally, one might introduce an ‘effective Planck constant’ ~eff(t) = ~e
−t/tdeco decaying to zero.
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and the positivity of the density matrix [17, 15, 63]. In section 2, we shall specify the Lindblad
operators completely and shall also re-derive that the Lindblad equation dynamics preserves
the canonical commutator relations between spins and momenta, at least on average.4
In this work, we shall consider a thermal reservoir of bosonic particles and the Lα will be
chosen accordingly (see section 2). In the past, much work has been done on systems with only
two energy levels per site. Remarkably, for several quantum chains, exact results on the non-
equilibrium stationary states have been derived through techniques of quantum integrability
[56, 46, 55, 12, 7], see [57, 13] for recent reviews. Here, we present first results of an exploration
of a quantum system where the space of states of a single site is larger. Indeed, we hope to
make use of the solvability of the quantum spherical model in order to construct exact solutions
of the corresponding Lindblad equation. The aim of such an approach should be a comparative
analysis of quantum vs classical phase transitions, see [53] for an example in the Ising model
universality class. As a first step towards the realisation of this programme, we consider here
the quantum dynamics of a single spherical spin, which might also be viewed as a simple mean-
field solution of the dynamics of a N -body problem and to discuss the resulting phase diagram
in the stationary state. Surprisingly, it appears that the resulting phase-diagram appears to be
re-entrant and thereby presents a quantum analogue of a mechanism, well-known from classical
systems [47, 36, 74, 58, 23, 11], where it is often referred to as ‘freezing-by-heating’ or ‘getting
more from pushing less’.
This work is organised as follows. In section 2, we precisely define the single-spin quantum
spherical model and derive from (1.5) the quantum equations of motion of several observables.
We also comment on its relationship with the Dicke model. In section 3, the equations of
motion are solved exactly at temperature T = 0 and for a vanishing external field. In section 4,
an external field is included and this is used to derive a quantum mean-field theory of the
non-equilibrium stationary state. The roˆle of the couplings g and γ on the phase diagram, as
well as the corrections implied by a sufficiently small temperature T > 0 will be discussed.
Section 5 gives our conclusions. Several appendices treat technical details of the calculations.
2 The Model
2.1 A single spherical quantum spin
The Hamiltonian of a single spherical quantum spin (sqs), in an external magnetic field B,
reads [51]
Ĥ =
g
2
p̂ 2 +
µ
2
ŝ 2 −Bŝ (2.1)
with the canonical commutation relation [ŝ, p̂ ] = i~. This is the quantum version of the classical
Hamiltonian (1.1), reduced to a single degree of freedom. Herein, g is the quantum coupling
of the system with the classical limit g → 0. The Lagrange multiplier µ = µ(t) is chosen5 to
ensure the (mean) spherical constraint [48]〈
ŝ 2
〉
= 1 . (2.2)
4From the point of view of classical dynamics, one might say that the Lindblad equation (1.5) automatically
contains a large number of conserved quantities, corresponding to the canonical commutators.
5The time-dependence of µ(t) is essential for a correct description of the relaxation properties [59, 19, 32],
in contrast to the approach followed in [64].
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Consequently, µ/2 · ŝ 2 is simply an effective energy shift of the Hamiltonian.
It is convenient to go over to creation and annihilation operators, in the usual way [51]
ŝ =
√
~g
2ω
(
â† + â
)
, p̂ = i
√
~ω
2g
(
â† − â) , with ω = ω(t) :=√µ(t)g (2.3)
which recasts the Hamiltonian into the form
Ĥ = ~ω(t)
(
â†â+
1
2
)
− B
√
~g
2ω
(
â† + â
)
. (2.4)
The spherical constraint (2.2) introduces a functional relationship between the (effectively time-
dependent) frequency and the two-particle-operator expectation values, via
ω = ω(t) =
~g
2
(〈
â†â†
〉
+ 〈ââ〉+ 2 〈â†â〉+ 1) (2.5)
This condition, along with the explicit Hamiltonian (2.4), defines the closed system completely.
If coupled to an external bath, a coherent quantum dynamics is formulated by adopting
a Schro¨dinger picture and writing down a Lindblad equation for the time-dependent density
matrix ρ̂ = ρ̂(t) of this open quantum system. We assume a thermal coupling to the zero-field
modes [17, 15, 63] and consider the following Lindblad equation
˙̂ρ = − i
~
[
Ĥ, ρ̂
]
+γ(nω+1)
[
âρ̂â† − 1
2
(
â†â ρ̂+ ρ̂ â† â
)]
+γnω
[
â†ρ̂â− 1
2
(
ââ† ρ̂+ ρ̂ â â†
)]
(2.6)
where the bath, of given temperature T , is characterised by the Bose-Einstein statistics nω =(
e~ω/T − 1)−1 and γ is a coupling constant. Because of the spherical constraint (2.5), the
frequency ω = ω(t) must be considered as a time-dependent function. In consequence, the
occupation number nω = nω(t) becomes effectively time-dependent as well.
The three equations (2.4,2.5,2.6) define completely our time-dependent, open, quantum
model system, of a single sqs. It depends on the physical parameters temperature T , magnetic
field B, dissipation coupling γ and quantum coupling g. We shall consider these equations
as a phenomenological ansatz and shall concentrate from now on how to extract their time-
dependent behaviour.
Consequently, we deduce the closed set of equations of motion for the following averages
∂t 〈ââ 〉 = −2
[γ
2
+ iω
]
〈ââ 〉+ i
√
2g
~ω
B 〈â 〉 (2.7)
∂t
〈
â†â
〉
= −γ 〈â†â〉+ γnω + i√ g
2~ω
B
(〈
â†
〉− 〈â 〉) (2.8)
∂t 〈â 〉 = −
[γ
2
+ iω
]
〈â 〉+ i
√
g
2~ω
B (2.9)
where ω = ω(t) is given by (2.5). Clearly,
〈
â†
〉
= 〈â 〉∗ and 〈â†â†〉 = 〈ââ 〉∗.
In the chosen form (2.6) of the Lindblad equation, where the bosonic creation and annihi-
lation operators â† and â are guaranteed to be time-independent, we can now briefly comment
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on the preservation of the quantum coherence. Specifically, the average of their commutator
becomes 〈[
â, â†
]〉
(t) = tr
([
â, â†
]
ρ̂(t)
)
= tr
(
1̂ρ̂(t)
)
= 1 (2.10)
Inverting (2.3), it also follows that the canonical commutation relations between ŝ and p̂ are
kept, at least on average, viz. 〈[ŝ, p̂]〉 = i~ for all times t.
Conceptually, the constraint (2.2) means that besides the coupling to an external thermal
bath with a fixed temperature T , as described by the dissipative terms in (2.6), effectively there
is a second external bath which acts on the system in a way that (2.2) holds true, where µ is
canonically conjugate to ŝ 2. In principle, we could have followed the standard derivation of
Lindblad equations, see [17, 15, 5, 63], in order to obtain explicitly the corresponding Lindblad
operators Lα, as in eq. (1.5). We shall not carry this out here, since we expect that for a large
number of degrees of freedom, this explicit construction would merely correspond to a change
of the statistical ensemble. That should be analogous to a change between, say, canonical and
grand canonical ensembles. In the classical spherical model, this would correspond to requiring
the spherical constraint either exactly on each microscopic spin configuration, or merely on
average. It is well-known that this distinction becomes unimportant for the analysis of the
critical behaviour in the limit N → ∞ of a large number of spins, both at and far from
equilibrium [48, 28].6
Turning now to the analysis of the long-time behaviour following from the equations of
motion (2.7,2.8,2.9), we keep in mind that the combined action of two distinct external baths
may lead the system to evolve towards a non-equilibrium stationary state.
2.2 Relationship with the Dicke model
The single-mode Dicke model [21] describes the cooperative interaction ofM atoms in a cavity
with a single mode of the radiation field. In the rotating-wave-approximation (rpa), the Dicke
model Hamiltonian reads [31, 67] (in this section, we set ~ = 1 throughout)
ĤD = ω
(
Ŝz +
M+ 1
2
)
+
γ√M
(
r̂ †Ŝ− + r̂Ŝ+
)
+ ωrr̂
†r̂ (2.11)
Herein, the M atoms are each represented by a two-level system, with ground states |gj〉 and
excited states |ej〉, j = 1, . . . ,M. The transitions in each atom are described in terms of spin-12
operators
Ŝ
(j)
+ = |ej〉 〈gj| , Ŝ(j)− = |gj〉 〈ej | , Ŝ(j)z =
1
2
(|ej〉 〈ej | − |gj〉 〈gj|) (2.12)
and the collective atomic operators read Ŝ± =
∑M
j=1 Ŝ
(j)
± and Ŝz =
∑M
j=1 Ŝ
(j)
z . The state of
the cavity (reservoir) is described by the bosonic raising and lowering operators r̂ † and r̂, with[
r̂, r̂ †
]
= 1. The two energy scales ω and ωr, as well as the coupling γ, are taken to be constants.
The Dicke model is known to undergo a continuous phase transition, from a normal to a super-
radiant phase, with the order parameter limM→∞M−1
〈
r̂ †r̂
〉
. This transition either occurs at
6Since we consider this study as preliminary work on the dynamics of the quantum spherical model with
N → ∞ spins, we do not go further into the distinction of ensembles. In this respect, the present results on a
single spherical spin should rather be viewed as some mean-field approximation of that full N -body problem.
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a finite critical temperature Tc > 0 and then is thermally driven, or else is a quantum phase
transition at T = 0 and is driven by γ, see the reviews [31, 67] and references therein.
Within this setup, the model can be re-written through a Holstein-Primakoff transformation
[41, 31], which replaces the collective atomic operators by a bosonic degree of freedom via
Ŝ+ = â
†M1/2 (1− â†â/M)1/2 , Ŝ− =M1/2 (1− â†â/M)1/2 â , Ŝz = â†â−M/2 (2.13)
where we recognise the system’s bosonic creation and annihilation operators â† and â.
Inserting (2.13) into (2.11) and expanding this up to leading order in â†â/M, gives in the
limit M→∞ the effective low-energy Hamiltonian
ĤD ≈ ω
(
â†â +
1
2
)
+ γ
(
r̂ †â + r̂â†
)
+ ωrr̂
†r̂ (2.14)
This Hamiltonian has the general form ĤD = Ĥsys+ Ĥint + Ĥres and describes, as a ‘system’, a
single boson with Hamiltonian Ĥsys analogous to (2.4), interacting through the term Ĥint with
a ‘bosonic single-mode reservoir ’ described itself by Ĥres. This is the usual starting point for
deriving a Lindblad equation for the dynamics of the ‘system’ by tracing out the degrees of
freedom of the ‘reservoir’. Indeed, if one adopts the usual procedure of fixing the properties
of the ‘reservoir’, for instance its temperature T , and also assumes the ‘reservoir’ large enough
as to be not influenced by the properties of the ‘system’, a lengthy but standard calculation
shows that the quantum dynamics of the reduced density matrix of the ‘system’ is given by the
Lindblad equation (2.6) with the Hamiltonian (2.4), with B = 0 [15, 17, 63].
In spite of this formal analogy, the sqs and the single-mode Dicke model are still different.
First, the phase transition in the Dicke model refers for the definition of the order parameter
to the properties of the ‘reservoir’, which is traced out in the sqs. This is probably not
very important, since in the low-energy Hamiltonian (2.14), ‘system’ and ‘reservoir’ can be
exchanged according to (â, â†) ←→ (r̂, r̂ †), along with ω ←→ ωr. In this respect, the sqs
and the Dicke model are dual to each other. Second, this averaging is normally done for a
fixed temperature and the assumed properties of the reservoir in general do not allow for a
phase transition.7 Third, and probably most important, the Dicke model considers the angular
frequency ω as a fixed parameter, whereas in the sqs, its time-dependent value ω(t) has to
found self-consistently from the spherical constraint (2.5). In the next section, we shall see that
this leads to an important qualitative difference in the behaviour of the two models.8
3 Analytic solution in zero field and at zero temperature
We focus on the case where B = 0 and T = 0. This particular case is analytically solvable for
all times t.
7We hope to return elsewhere to an exploration of the consequences of an assumed phase transition in an
external reservoir.
8In the limit ωr → 0, the Dicke Hamiltonian (2.11) becomes the one of the integrable Tavis-Cummings model,
whose dynamics for an arbitrarily prescribed time-dependent ω = ω(t) can be studied through the Bethe ansatz
[6].
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Due to the vanishing field B = 0, the equations (2.7,2.8) decouple from (2.9), such that the
single-particle operators can be treated separately. We must investigate the system
∂t 〈ââ 〉 = − [γ + 2iω(t)] 〈ââ 〉 (3.1)
∂t
〈
â†â
〉
= −γ 〈â†â 〉 . (3.2)
Obviously, the particle-number-operator expectation value decays exponentially〈
â†â
〉
= Ne−γt , N ∈ R+ . (3.3)
By means of this solution and the spherical constraint (2.5), the expectation value of the pair-
annihilation operator obeys the equation
∂t 〈ââ 〉 = −
[
γ + i~
(
1 + 2Ne−γt
)] 〈ââ 〉 − i~g |〈ââ 〉|2 − i~g 〈ââ 〉2 . (3.4)
Separating amplitude and complex phase, via 〈ââ 〉 = R(t)eiΘ(t), leads to
R˙(t) = −γ R(t) (3.5)
Θ˙(t) = −~g [2R(t) cosΘ(t) + 2N e−γt + 1] . (3.6)
These equations allow to separate the two basic physical mechanisms and show in particular
that the exponential decay is an intrinsic fact of the classical spherical model, whereas the
time-dependent phase Θ(t) is a quantum effect of the sqs (for ~g = 0, eq. (3.6) simply states
that Θ˙ = 0).
The amplitude equation (3.5) simply gives R = R(t) = Ae−γt, with A ∈ R+.9 However, the
phase equation is more complicated. In appendix B, we show that the solution of (3.6) is
cosΘ = Re
(
−N
A
− i
√
1− N
2
A2
+
~g
γ
(√
1− N
2
A2
− iN
A
)
i γ
~g
KM(T(1,1))− U(T(1,1))
KM(T )− U(T )
)
(3.7)
for A 6= N and
cosΘ = −Re
1 + i√
A
e
γ
2
t
KJi ~g
γ
(
2i~g
γ
√
Ae−γt
)
− J
−i ~g
γ
(
2i~g
γ
√
Ae−γt
)
KJ1+i ~g
γ
(
2i~g
γ
√
Ae−γt
)
+ J
−1−i ~g
γ
(
2i~g
γ
√
Ae−γt
)
 (3.8)
for A = N , respectively. Herein, the constant K is related to the initial condition, M = M(T ),
U = U(T ) are Kummer’s hypergeometric functions [1], with the triple argument
T :=
(
−~g
2γ
(
i +
1√
A2/N2 − 1
)
; −i~g
γ
; 2
~g
γ
√
A2 −N2 e−γt
)
(3.9)
and the further abbreviation T(x,y) := T + (x; y; 0). Furthermore Jp(z) denotes the Bessel
function of the first kind and order10 p. We have checked that −1 ≤ cosΘ(t) ≤ 1 for all times
and all ratios A/N .
9At equilibrium, it follows from the Hamiltonian (2.1) that 〈ââ 〉eq =
〈
â†â†
〉
eq
= 0. Hence the amplitude A
can be viewed as a measure of the initial distance from the equilibrium state.
10Confluent hypergeometric or Bessel functions with complex indices/orders are often met in the dynamics
of quantum systems, see e.g. [31, 7, 13].
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The functions (3.7) and (3.8) can be analysed in the long-time limit t → ∞, respectively
e−γt → 0+. A Taylor-series expansion in e−γt yields, to leading order
cosΘ ≃ Re
{
−N
A
− i
√
1− N
2
A2
+ ǫ1 cos ~gt+ ǫ2 sin ~gt
}
(3.10)
with appropriate (complex) constants ǫ1 and ǫ2. Thus the long-time limit provides the expected
harmonic oscillator with frequency Ω = ~g. This asymptotic expansion reveals the oscillations
at least for large times in the effective frequency ω(t) (while for all other models like the
Dicke model or the Jaynes-Cummings model, the frequency ω is a constant). As the effective
oscillation frequency ω(t) tends to zero for ~g → 0, we observe here a quantum effect of the
system.
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Figure 1: Left panel: Time-dependence of the effective frequency ω(t) (main plot) and of the
magnetisation m(t) = 〈ŝ 〉 (t) (inset), for the parameters A = N = 3 and g = 0.1J/~2 in the
weak quantum-coupling regime. A simple exponential decay for the frequency is seen, which
leads to a time-varying oscillation frequency in the magnetisation. Right panel: analogous plots
with parameters A = N = 4 and g = 10J/~2 in the strong quantum-coupling regime. Here,
the exponential decay of ω(t) is modulated by strong oscillations with sharp peaks. These lead
to a rather complex oscillatory behaviour in the magnetisation.
Now, combining eqs. (3.7, 3.8) with the definition of 〈ââ〉 = R(t)eiΘ(t), the time-dependent
effective frequency ω = ω(t) can be reconstructed from eq. (2.5), using also (3.3). After-
wards, the magnetisation m(t) = 〈ŝ(t)〉 =
√
~g
2ω(t)
(〈
â†
〉
+ 〈â〉), see (2.3), follows by integrating
eq. (2.9). Fig. 1 shows the resulting oscillation frequency ω(t) and the magnetisation m(t), for
the special case A = N . Already in this more simple case, we observe a distinction between
(i) a weak-quantum-coupling regime g ≪ 1J/~2, characterised by a simple monotonous decay
of ω(t) and a simple oscillatory relaxation of m(t) and (ii) a strong-quantum-coupling regime
g ≫ 1J/~2, where on the decay of ω(t) is superposed strongly peaked non-harmonic oscillations,
which leads to a complex oscillatory behaviour of m(t).
The same two regimes also arise when A 6= N . In fig. 2, the behaviour in the weak-
quantum-coupling regime is illustrated for choices such that either A≪ N , A ≃ N or A≫ N ,
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Figure 2: Time-dependence of the effective frequency ω(t) and of the magnetisation m(t) =
〈ŝ 〉 (t), in the weak-quantum-coupling regime with g = 0.1J/~2, for different ratios A/N :
Left panel: A = 0.1, N = 10 Centre panel: A = 4, N = 5 Right panel: A = 10, N = 0.1. In
all cases, ω(t) decays monotonously, in analogy with the case A = N , see left panel in fig. 1.
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Figure 3: Time-dependence of the effective frequency ω(t) and of the magnetisation m(t) =
〈ŝ 〉 (t), in the strong-quantum-coupling regime for the following parameters:
Left panel: A = 0.1, N = 10 and g = 7J/~2, Centre panel: A = 4, N = 3, g = 10J/~2,
Right panel: A = 1, N = 0.1, g = 10J/~2.
respectively. In this regime, we find qualitatively the same behaviour already shown in fig. 1
for A = N : the effective frequency ω(t) decays monotonously (almost exponentially) and the
decay of the magnetisation is a simple damped oscillation, of which the frequency decreases,
towards ω(∞) = ~g/2.
Fig. 3 displays the behaviour in the strong-quantum-coupling regime, again for different
choices such that either A ≪ N , A ≃ N or A ≫ N , respectively. When A ≪ N , quantum
effects, after a rapid initial drop, merely lead to a small modulation of an essentially still
monotonic decay of ω(t), which in turn is not very visible in the oscillating decay of the
magnetisation, see the left panel in fig. 3. On the other hand, quantum effects do become
much more pronounced whenever A & N . After a clearly visible drop in ω(t) at short times,
followed by a monotonous decay up to times t ∼ O(1/γ), strong peaks overlay the background
evolution. These are also visible in the relaxation behaviour of the magnetisation, where a
secondary periodic behaviour appears, see centre and right panels in fig. 3. This is qualitatively
analogous to the right panel in fig. 1.
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In order to better appreciate the roˆle of the spherical constraint, let us recall the well-known
behaviour of a quantum harmonic oscillator without it [15, 17, 63], as was also encountered
in section 2 for the single-mode Dicke model. The Hamiltonian is again taken to be given by
(2.4), with the fixed frequency ω = ωh = cste.. Upon coupling the system to a thermal bath,
the dynamics is again described by the Lindblad equation (2.6). From this, the equation of
motion for 〈â〉 is rapidly written down, being the analogue of (2.9), and solved [15, 17, 63]. It
follows that the average magnetisation has the form
〈ŝ 〉 = e− 12γt (a cosωht + b sinωht) (3.11)
where a, b are constants. One has a regular damped oscillation, with fixed frequency ω = ωh.
The distinct regimes of weak and strong quantum couplings seen in figure 1 do not appear.
Although the long-time limit looks to be analogous to the one derived in eq. (3.10) the finite-
time behaviour of the single-spin spherical model allows for considerable more complexity. For
example, even in the weak-coupling regime, the decrease of the oscillation frequency ω(t) is
clearly visible in the non-harmonic oscillations of the magnetisation in the inset of the left
panel in figures 1, 2 and 3.
4 Steady-state solution in the mean-field description
In this section, we consider the single sqs at T = 0 as a mean-field approximation of an N -body
problem. In the most simple mean-field scheme of magnetic phase transitions, one replaces the
spin-spin interactions by an effective external magnetic field B = Beff [44], which is then self-
consistently related to the magnetisation, by writing Beff = κ 〈ŝ 〉 with some appropriately
chosen proportionality constant κ.
We formally keep the above Lindblad equation (2.6) for the description of the dynamics,
even if B 6= 0. Our main interest will be the determination of the structure of the phase
diagram which means that essentially, we are going to look at the stability of the disordered
phase with a vanishing magnetisation. In principle, the Lindblad operators Lα no longer couple
directly to the eigenmodes of the system, and one cannot expect a relaxation to an equilibrium
state [15]. Rather, the relaxation should be towards some non-equilibrium steady-state (ness)
whose properties we are going to study. On the other hand, since we are mainly interested in
the regime Beff ∼ 〈ŝ 〉 ≪ 1, these differences should not be very large. Also, in the quantum
spherical model one expects that a mean-field approximation should correctly describe the
quantum critical behaviour at T = 0 above the upper critical dimension, d > d∗ = 3 [62, 65].
4.1 Zero-temperature phase diagram
In order to start with the zero-temperature case (T = 0), we introduce the definitions
x1 := Re 〈â 〉 , x2 := Im 〈â 〉 , x3 := Re 〈ââ 〉 , x4 := Im 〈ââ 〉 , x5 :=
〈
â†â
〉
(4.1)
and find from eqs. (2.7), (2.8) and (2.9) the following set of real-valued equations of motion of
the sqs in an external magnetic field B
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x˙1 = −γ
2
x1 + ωx2 (4.2)
x˙2 = −γ
2
x2 − ωx1 + 1
2
√
2g
~ω
B (4.3)
x˙3 = −γx3 + 2ωx4 −
√
2g
~ω
Bx2 (4.4)
x˙4 = −γx4 − 2ωx3 +
√
2g
~ω
Bx1 (4.5)
x˙5 = −γx5 +
√
2g
~
x2 (4.6)
We now cast this system of equations as a self-consistent mean-field approximation by relating
the external field B to the magnetisation, viz. B = κ 〈ŝ 〉. Then, recall (2.3) and also use
the spherical constraint (2.5) in order to eliminate the variable x5. We wish to analyse the
stationary state, for which we have the system of equations
0 = −γ
2
x1 + ωx2 (4.7)
0 = −γ
2
x2 − ωx1 + gκx1
ω
(4.8)
0 = −γx3 + 2ωx4 − 2gκx1x2
ω
(4.9)
0 = −γx4 − 2ωx3 + 2gκx
2
1
ω
(4.10)
0 = −γ ω
~g
+ γx3 +
γ
2
+ 2gκ
x1x2
ω
(4.11)
with the five independent variables x1, x2, x3, x4 and ω = ω(∞).
This system has two distinct solutions for ω: one corresponds to a disordered state, labelled
d, with frequency ωd =
1
2
~g and x1 = x2 = x3 = x4 = 0 and the other one corresponding
to a magnetically ordered state, labelled o, with frequency ω2o = gκ − γ2/4 and the x1, . . . , x4
non-vanishing. Compactly, the two physically distinct stationary states can be distinguished
by their frequencies
disordered: ωd =
~g
2
; ordered: ωo =
√
gκ− γ
2
4
. (4.12)
In the left panel of fig. 4, we characterise the different stationary states by displaying the
stationary frequencies ω as a function of the quantum coupling g, for several values of the
dissipation coupling γ. The red (dotted) straight line corresponds to the disordered solution
ωd, while the other lines correspond to the ordered solution ωo, for different values of the
damping γ. Depending on the value of γ, we either find
• two intersections, for 0 < γ < 2κ/~, at
g1,2 = 2
κ
~2
∓
√
4
κ2
~4
− γ
2
~2
(4.13)
• one intersection, for γ = 2κ/~, at
gc = 2
κ
~2
(4.14)
• no intersection, for 2κ/~ < γ.
It turns out that the larger of these solutions ω is stable, in the sense of a linear stability analysis
of the system (4.2-4.6), as shown in appendix C. In other words, whenever no intersections
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Figure 4: Left panel: stationary frequency ω as a function of the quantum coupling g for the
two distinct steady-state solutions, for several values of γ, and for temperature T = 0.The full
lines give ωo, the dotted line ωd.
Right panel: average magnetisation m as a function of g, for γ = 1 and T = 0. There are two
quantum critical points for γ < 2κ/~ and one multi-critical point for γ = 2κ/~.
between ωo and ωd occur, the disordered solution, with frequency ωd, is always stable and the
ordered solution, with frequency ωo, is always unstable. On the other hand, in the case of
two intersections, the disordered solution, with frequency ωd, is only stable if either g < g1 or
g > g2, while the ordered solution ωo is stable in the intermediate region g1 < g < g2. In this
intermediate regime, there is a non-vanishing spontaneous magnetisation
m2 = 〈ŝ 〉2 = γ
2
4κg
(
1− ~g
2ω
)(
1 +
4ω2
γ2
)
, (4.15)
whose dependence on g, for a fixed value γ = 1, is shown in the right panel of figure 4.
This makes apparent the physical origin of the labels ‘ordered’ and ‘disordered’. Two distinct
quantum phase transitions occur at g1 and g2, respectively. Near these quantum critical points,
we can rewrite the magnetisation as follows, with j = 1, 2
m2 ≈ γ
4κg2j
(
1 +
~
2g2j
γ2
) √
4κ2 − γ2~2
2κ−
√
4κ2 − γ2~2 |g − gj| . (4.16)
Recalling the standard definition of the magnetisation critical exponent, m2 ∼ |g − gj|2β, we
read off the expected mean-field value β = 1/2.
The mean-field phase diagram is shown in the left panel of fig. 5. The ordered and the
disordered phases are clearly separated. For sufficiently large values of the damping coupling
γ, any ordered structure is simply dissipated away, for all values of the quantum coupling g.
Analogously, for sufficiently large values of g, quantum disorder destroys any magnetic order.
Surprisingly, we find a re-entrance of the disordered phase also when the quantum coupling
becomes small enough ! This means that in order to have an ordered stationary state, a
cooperative effect between the quantum fluctuations, parametrised by g and the dissipation,
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Figure 5: Left panel: mean-field phase diagram of the sqs at T = 0 with its two distinct phases.
The critical line is a parabola, given by eq. (4.13). Right panel: relaxation of the magnetisation,
along the line γ = 1. In the disordered phase with g < g1, there is a monotonous exponential
decay (red curve), in the disordered phases with g > g2, there is an oscillatory decay (blue
curve). In the intermediate phase g1 < g < g2, there is a relaxation towards a magnetically
ordered stationary state (green curve).
parametrised by γ, is required. This is a highly non-intuitive effect of the coherent quantum
dynamics, without an analogue in the classical spherical model.
The distinction between the two regions of the disordered phase is further illustrated through
the relaxation of the magnetisation, see the right panel of figure 5. Although the stationary
magnetisation always vanishes in the disordered phase, the approach to this stationary value
depends on value of the quantum coupling g. If g > g2 is large enough, there are magneti-
sation oscillations while for g < g1 small enough, the approach towards to stationary value is
monotonous. Some magnetic oscillations are also seen for relaxations within the ordered phase.
To what extent could one take these results, interpreted as coming from a mean-field ap-
proximation, as a useful guide for more complex systems with stronger fluctuation effects ? The
pronounced difference in the shape of the magnetisation curve m = m(g), near to g = g1 and
g = g2, respectively, might suggest that fluctuation effects might turn the continuous transition
at g = g1 into a first-order transition. Of course, it would be important to check if the presence
of a disordered state for quantum couplings 0 < g < g1 remains valid beyond the mean-field
approximation. However, since mean-field theory is considered as a reliable qualitative guide
(and even quantitatively for the critical behaviour of the spherical model in d > 3 dimensions),
it appears plausible that the qualitative features of the phase diagram figure 5 and the different
types of relaxation behaviour could reflect more than an artefact of a simple approximation
scheme. To answer this questions requires a solution of the Lindblad equation of a full N -body
version of the quantum spherical model in dimensions d > 1 and we hope to return to this
problem in the future.
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Figure 6: Effective frequencies ω of the different solutions of the steady-state, for a small
temperature T > 0 and γ = 1, as a function of g. The frequency ωo of the ordered phase is
given by the full red line. The frequencies ωd for the disordered phase is given by the dotted
blue, magenta and green lines for T/κ = [0, 0.5, 2], from bottom to top.
4.2 Finite-temperature corrections
For a sufficiently small temperature T > 0, we shall calculate the first-order correction to the
above zero-temperature solution by expanding the occupation number for T ≪ ~ ·mint≥0 ω(t)
nω =
(
e~ω/T − 1)−1 ≃ e−~ω/T . (4.17)
Since the temperature T enters explicitly only into the the average
〈
â†â
〉
via the equation of
motion (2.8), if follows that the the ordered zero-temperature solution and its frequency ωo
remains unaffected by the temperature, to leading order, while the frequency of the disordered
solution is slightly shifted, according to
ωd(T, g) ≈ ~g
2
+
T
~
W
(
~
2g
T
e−
~
2g
2T
)
. (4.18)
where W denotes the Lambert-W function [1]. In figure 6, we compare the the frequency ωo
of the ordered phase with the temperature-dependent frequencies ωd of the disordered state.
As the temperature T increases, the curves of ωd(g) bend downwards but provided T does not
grow too large, one can still find two intersections. This indicates that the topology of the phase
diagram (left panel of figure 5) should remain unchanged for a sufficiently small temperature
T > 0 such that the two quantum phase transitions obtained at T = 0 persist.
5 Conclusions
We have studied the coherent quantum dynamics, as described by a Lindblad equation, of a
simple toy model, consisting of a single quantum oscillator which was also assumed to obey
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a constraint analogous to the quantum spherical model of ferromagnetism. While the low-
energy modes of that model look very similar to the ones of the Dicke model (in the rotating-
phase approximation), an essential difference arises from the effective time-dependence of the
frequency ω(t), as determined from the spherical constraint, while in the Dicke model, the
frequency is usually taken to be a constant. Our aim has been to understand better the
phenomenological consequences of describing a coherent quantum dynamics of an open quantum
system, coupled to a bosonic heat bath via the Lindblad equation. We have found:
1. the exact time-dependent solution, without an external field and at zero temperature,
allows to distinguish two distinct relaxational regimes, of weak and of strong quantum-
coupling, respectively. In the weak-quantum-coupling regime, the relaxation is dom-
inated by the dissipation, as described by the dissipation coupling γ, whereas in the
strong-quantum-coupling regime, intrinsic quantum oscillations lead to a more complex
phenomenology of the relaxation of physical observables, such as the magnetisation, see
figure 3.
2. when considering our single-spin model, in the presence of an external magnetic field,
as an effective mean-field approximation of a quantum ferromagnet, the stationary state
displays a surprising structure of its phase diagram. Remarkably, it turns out that a
magnetically ordered state can only arise if both quantum disorder, parametrised by the
coupling g, as well as dissipation, parametrised through γ, are present. For fixed values
of γ (not too small and not too large) we find two distinct quantum phase transitions at
couplings g1,2, such that an ordered magnetic state is stable for couplings g1 < g < g2
and is unstable otherwise, see figure 5.
These zero-temperature quantum phase transitions are stable under a small thermal per-
turbation.
For the interpretation of these quantum phase transitions, recall that the quantum coupling g
plays for quantum phase transitions at T = 0 in d dimensions a roˆle analogous to the temper-
ature T > 0 in classical phase transitions in d + 1 dimensions [62, 37, 70, 52, 71]. Therefore,
fixing a value of γ < 2κ/~ and looking at the phase diagram in fig. 5, when increasing the
value of g, starting from a small value g ≪ g1, we see that increasing the quantum fluctuations
leads to a magnetic ordering of the system. Only if g > g2 becomes rather large, this order
will melt again. In classical systems, this phenomenon is well-known and was first observed in
non-equilibrium steady-states [47, 36, 74, 11, 2] (and refs. therein), although it was pointed
out that it is not intrinsically a non-equilibrium effect [58] and simple examples of it are known
even when detailed balance is maintained [74]. In the wide sense of order induced by larger
fluctuations, names such as ‘freezing-by-heating’ [36] or ‘getting more from pushing less’ [74]
have been invented for this phenomenon, although such re-entrant behaviour has been known
long before in equilibrium systems [58]. In non-equilibrium steady-states, this is related to
the occurrence of negative responses. Freezing-by-heating was also observed experimentally in
super-cooled water on negatively charged surfaces of the pyroelectric material LiTaO3 [23]. A
negative response of the system’s energy with respect to the bath temperature was also reported
in the Dicke model [61].
Apparently we have observed a true quantum analogue of this well-known phenomenon,
which one might call ‘quantum order by quantum fluctuations’, since our control parameter is
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the quantum coupling g and not the bath temperature T .11 A common feature of systems
undergoing freezing-by-heating or their quantum analogue is that their Hamiltonians conserve
the total number of quasi-particles [47, 36, 74, 61, 11].12
Can one extend this observation in quantum systems, going beyond a simple mean-field
scheme, towards a larger number of degrees of freedom ? A comparison with non-perturbative
methods in field theory, with the view of a possible collective-state interpretation or else with
other examples of coherent quantum dynamics might lead to new insights. The answer to this
question is left for future work [72].
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11By analogy with [61], this suggests that experimental observations of this effect could also use purely
quantum control parameters and are not restricted to purely thermodynamical variables. However, in the sqs
the average energy
〈
Ĥ
〉
of the stationary state increases monotonically with g. At the critical points g = g1,2
the derivative ∂
〈
Ĥ
〉
/∂g taken from the left is clearly smaller than its analogue taken from the right.
12Since there is no obvious breaking of a symmetry between a macroscopic number of ground states, there
is no immediate relationship to the well-known ‘order-by-disorder’ phenomenon, see [69, 8] and [60] for an
experimental observation in the pyrochlore magnet Er2Ti2O7.
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Appendix A. Phenomenological dynamics in the quantum
spherical model
The so-called ‘spin-anisotropic quantum spherical model’ (saqsm) is defined, on a d-dimensional
hyper-cubic lattice, and for a vanishing magnetic field B = 0, by the Hamiltonian [71]
Ĥ =
∑
n
(
g
2
p̂ 2
n
+ S J ŝ 2
n
−
d∑
j=1
(
1 + λ
2
J ŝnŝn+ej +
1− λ
2
g
2S
p̂np̂n+ej
))
(A.1)
with the commutation relations [ŝn, p̂m] = i~δnm. The spherical parameter S := µ/2J is
found self-consistently from the (mean) spherical constraint 〈∑
n
ŝ 2
n
〉 = N , where N is the
number of lattice sites. The model’s parameters are g, λ and J (we shall almost always re-scale
to J = 1). Because of the symmetry in λ [71], we restrict throughout to λ > 0. The usual
quantum spherical model [51] is the special case λ = 1. At equilibrium, for all λ 6= 0 and d > 1,
the model has a continuous quantum phase transition at temperature T = 0. The associated
exponents and universal amplitude ratios are λ-independent, as expected from universality [71].
Remarkably, for dimensions 1 < d . 2.065, that phase transition is re-entrant in the sense that
the critical coupling gc = gc(λ) is a non-monotonous function of λ [71]. The saqsm therefore
allows to analyse non-trivial quantum effects on its critical behaviour. Here, we shall show
that if the dynamics is taken to be the analogue of the phenomenological ‘quantum Kramers
equation’ (1.3), the system’s behaviour becomes equivalent to the classical case g = 0, λ = 1 for
sufficiently large times.
Step 1: Generalising the procedure leading to (1.3) to generic values of λ, we find the ‘quantum
Kramers equations’ of motion (with J = 1) [66, 22]
∂tŝn = gp̂n − 1− λ
2
g
2S (t)
d∑
j=1
(
p̂n−ej + p̂n+ej
)
(A.2)
∂tp̂n = −2ŝn +
d∑
j=1
(
1 + λ
2
(
ŝn−ej + ŝn−ej
)
+
1− λ
2
g
2S (t)
(
p̂n−ej + p̂n−ej
))
−γgp̂n + η̂n (A.3)
Step 2: Using the Fourier representation (on a hyper-cubic lattice with N = Nd sites)
˜̂sk =
∑
n
ei
2pi
N
k·n ŝn , ˜̂pk =
∑
n
ei
2pi
N
k·n p̂n , ˜̂ηk =
∑
n
ei
2pi
N
k·n η̂n (A.4)
decouples the modes and brings the equations of motion to the form
∂t˜̂sk =
g
S (t)
Λ22(t,k)
˜̂pk , ∂t
˜̂pk = −2Λ21(t,k)˜̂sk −
gγ
S (t)
Λ22(t,k)
˜̂pk +
˜̂ηk(t) (A.5)
with the following eigenvalues of the Hamiltonian [71]
Λ(t,k) = Λ1(t,k) · Λ2(t,k) :=
√√√√S (t)− 1 + λ
2
d∑
j=1
cos kj
√√√√S (t)− 1− λ
2
d∑
j=1
cos kj (A.6)
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If one defines Ω(t,k) := exp
(
− ∫ t
0
dτ gγ
S (τ)
Λ22(τ,k)
)
and denotes the convolution by ∗ (with
respect to k), the formal solution of (A.5) for the momenta reads
˜̂pk(t) =
˜̂pk(0)Ω(t,k) +
(
−2Λ1(t,k)˜̂sk(t) + ˜̂ηk(t)
)
∗ Ω(t,k) (A.7)
(with a slight ab-use of notation concerning the convolution with respect to k). Inserting this
solution into the other eq. (A.5) for ˜̂sk, we find in the long-time limit
∂t˜̂sk(t) ≈ −1
γ
(
−Λ21(t,k)˜̂sk(t) + ˜̂ηk(t)
)
∗ ∂tΩ(t,k) , (A.8)
where we dropped the contribution of the initial values of the conjugate momenta. For suffi-
ciently large times, this is justified, since for λ > 0, the spherical parameter S (t) ≥ 1+λ
2
d [71],
hence Λ22(t,k)−Λ21(t,k) ≥ λ
∑d
j=1 cos kj ≈ λd in the low-momentum limit which is relevant for
the slowest modes. Therefore, the conjugate momenta decay at least as fast as
˜̂p(t) ∼ exp
(
− 2λ
1 + λ
gγ t
)
= exp
(
− 2λ
1 + λ
t
tdeco
)
whereas the decay of the slowest spin modes in the system is according to
˜̂s(t) ∼ exp (−Λ21(t,k)/γ) ∼ exp (− [S (t)− (1 + λ)d/2] /γ +O(k)2).
Step 3: We want to show how, in the long-time limit, the equation of motion (A.8) reduces to
the Langevin equation of the classical spherical model, with g = 0 and λ = 1.
In order to extract the leading long-term behaviour (A.8), one first maps this differential
equation to an algebraic one, by using the Laplace transform
⋆˜̂sk(u) := L
(
˜̂sk(t)
)
(u) =
∫ ∞
0
dt e−ut ˜̂sk(t) (A.9)
We find
u ·⋆ ˜̂sk(u)− ˜̂sk(0) = 1
γ
(1− u ·⋆Ω(u,k)) · L
(
−2Λ21(t,k)˜̂sk(t) + ˜̂ηk(t)
)
(u) (A.10)
We shall need the large-time asymptotics of Ω(t,k), and its Laplace transform ⋆Ω(u,k). In-
deed, in the long-time limit, the integral in the exponential can be approximated by a time-
independent average, as follows
⋆Ω(u,k) =
∫ ∞
0
dt e−ute
−γ
∫ t
0
dτ g
S (τ)
Λ22(τ,k) =
∫ ∞
0
dt e
−(u+t−1
∫ t
0
dτ gγ
S (τ)
Λ22(τ,k))t
≃
∫ ∞
0
dt e−(u+gγ〈 1S Λ22(k)〉)t =
(
u+ gγ
〈
1
S
Λ22(k)
〉)−1
(A.11)
where we define the average
〈
1
S
Λ22(k)
〉
:= t−1
∫ t
0
dτ 1
S (τ)
Λ22(τ,k). Inserting this result into eq.
(A.10), we find
u · ⋆ ˜̂sk(u)− ˜̂sk(0) = 1
γ
〈Λ22(k)/S 〉
1
γg
u+ 〈Λ22(k)/S 〉
L
(
−2Λ21(t,k)˜̂sk(t) + ˜̂ηk(t)
)
(u) . (A.12)
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Standard Tauberian theorems [26, ch. XIII.5] relate the asymptotic long-time behaviour of a
function f(t) as t→∞ to the behaviour of its Laplace transform L(f)(u) as u→ 0+. Therefore,
in order to find the leading long-time behaviour of the spin operators ˜̂sk(t), we first analyse the
leading u→ 0+-behaviour of the expression (A.12), which gives
u · ⋆˜̂sk(u)− ˜̂sk(0) ≃ 1
γ
L
(
−2Λ21(t,k)ŝk(t) + ˜̂ηk(t)
)
(u) (A.13)
and then, via an inverse Laplace transform, we find the sought effective long-time form of the
equations of motion for the spin variables (herein, we also restore the coupling J)
∂t˜̂s(t,k) ≃ −2J
γ
Λ21(t,k)
˜̂s(t,k) +
1
γ
˜̂ηk(t)
= −2J
γ
(
S (t)− 1 + λ
2
d∑
j=1
cos kj
)
˜̂s(t,k) +
1
γ
˜̂η
k
(t) , (A.14)
which we now compare to the Langevin equation of the classical spherical model [59, 32].
Indeed, if we take λ = 1, we see that (A.14) reproduces the classical Langevin equation if
we choose
γ = 2J . (A.15)
and renormalise the temperature T 7→ γT (unimportant for a quantum phase transition at
T = 0). Moreover, the result (A.14) shows that the parameter λ 6= 1 merely gives rise to a
renormalisation of the time t and of the spherical parameter. Therefore, the supposed ‘quantum
dynamics’ (A.2,A.3) does not relax to the equilibrium state of the saqsm-model (A.1), but
rather dissipates away the non-trivial quantum effects [71] on the phase boundary gc = gc(λ).
Appendix B. Solution of equation (3.6)
In the main text, the phase Θ = Θ(t) was shown to obey the equation (3.6), which reads
− Θ˙
~g
= 2Ae−γt cosΘ + 2N e−γt + 1 . (B.1)
and where A, N , γ and ~g are real constants. We shall solve this equation explicitly by mapping
it to a well-known Riccati equation.
Let y(t) := eiΘ(t) and re-write eq. (B.1) as
i
~g
y˙eγt = yeγt + 2Ny + A
(
y2 + 1
)
(B.2)
A change of the time-scale, according to τ = e−γt, together with the definitions
Y (τ) := y(t), A := ~g
iγ
A, B :=
2~gN
iγ
, C :=
~g
iγ
. (B.3)
reduces this to the following Riccati equation
τ Y˙ (τ) + (Bτ + C)Y (τ) +AτY 2(τ) +Aτ = 0 (B.4)
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which depends on the three parameters A, B, C. A standard method for solving this kind
of equation consists in mapping it to a second-order linear differential equation, by changing
variables according to λY =: u˙/u [54, sec. 1.2.2, eq. (45)]. Hence
τ u¨+ (Bτ + C)u˙+A2τu = 0 . (B.5)
Next, simplify (B.5) by separating off an exponential, according to u(τ) = e−κτw(τ), where κ
remains to be chosen. We arrive at the following equation, for the unknown function w(τ)
τw¨ + [C − (2κ− B)τ ] w˙ + [τ(κ2 − κB +A2)− κC]w = 0 . (B.6)
We now choose the free parameter κ in order to render the pre-factor of w in eq. (B.6) time-
independent. This will allow us to recognise (B.6) as a Kummer or Bessel differential equation.
In principle, one might take either of the two possibilities κ = B/2 ±√B2/4−A2. Without
loss of generality, we prefer the choice κ = B/2 +
√
B2/4−A2. Eq. (B.6) turns into the form
τw¨ +
(
C −
√
B2 − 4A2 τ
)
w˙ +
C
2
(
B +
√
B2 − 4A2
)
w = 0 (B.7)
for which we have to distinguish two different cases.
1. Case B/2 6= A. This case may stated alternatively by requiring A 6= N . We can define a
rescaled time variable T = τ
√
B2 − 4A2, which reduces (B.7) to a Kummer equation
T w¨ + (C − T )w˙ − C
2
(
1 +
B√
B2 − 4A2
)
w = 0 (B.8)
A basis of solutions is given by Kummer’s functions M and U [1]. The general solution of (B.8)
is consequently a linear combination of both
w(T ) = K1U(T ) +K2M(T ) , (B.9)
with the triplet of indices and the argument
T :=
[
−~g
2γ
(
i +
1√
A2/N2 − 1
)
; −i~g
γ
; 2
~g
γ
√
A2 −N2e−γt
]
. (B.10)
Back-transformation to the required solution of the original first-order differential equation
will introduce a relation between the two integration constants K1 and K2 of the second-order
equation (B.8).
Finally, we transform this result back to our original variable Θ = Θ(t). For this purpose,
we introduce the shorthand T(x,y) = T + (x; y; 0). The phase Θ then reads
cosΘ(t) = Re
(
−N
A
− i
√
1− N
2
A2
+
~g
γ
(√
1− N
2
A2
− iN
A
)
i γ
~g
KM(T(1,1))− U(T(1,1))
KM(T )− U(T )
)
(B.11)
Herein, the constant K is related to the initial condition.
As a ‘sanity check’ of the whole procedure, we illustrate in figure 7 an example of the right-
hand-side of eq. (B.11). It is satisfying to see that cosΘ(t) assumes as values the full range
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Figure 7: Illustration of the right-hand-side of eq. (3.6), over against the time t, for the param-
eters ~g/γ = 1, A = 1, N = 2.
[−1, 1], but does not exceed it, as it should be for a well-defined cosine function. This also
holds true for all other parameter values.
2. Case B/2 = A. This case can also be specified by the condition A = N . Now, eq. (B.7)
turns into a Bessel differential equation
τw¨ + Cw˙ +
BC
2
w = 0 (B.12)
with the general solution [10]
w(τ) = K1τ
(1−C)/2J1−C
(
i
√
2BCτ
)
+K2τ
(1−C)/2JC−1
(
i
√
2BCτ
)
(B.13)
where Jp(x) denotes the Bessel function of the first kind of order p [1] (C is not an integer, see
(B.3)). Transforming back to the original variables, we find
cosΘ(t) = −Re
1 + i√
A
e−
γ
2
t
KJi ~g
γ
(
2i~g
γ
√
Ae−γt
)
− J
−i ~g
γ
(
2i~g
γ
√
Ae−γt
)
KJ1+i ~g
γ
(
2i~g
γ
√
Ae−γt
)
+ J
−1−i ~g
γ
(
2i~g
γ
√
Ae−γt
)
 (B.14)
The constant K is related to the initial condition. We also checked that the function cosΘ(t)
in (B.14) has the full range [−1, 1], in analogy with figure 7, as it should be.
Eqs. (B.11,B.14) are the main result of this appendix and are quoted in the main text.
Appendix C. Linear stability of the steady state
We analyse the stability of the stationary solutions found in section 4 with a linear stability
analysis. Consider the equations of motion (4.2,. . . ,4.6) and use the spherical constraint to
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eliminate the variable x5. The jacobian matrix J of the resulting system of five equations, in
the variables x1, . . . , x4, ω, is
J =

−γ/2 ω 0 0 ~gx2
κg/ω − ω −γ/2 0 0 −~gx1 (1 + gκ/ω2)
−2gκx2/ω −2κgx1/ω −γ 2ω 2~g (x4 + κgx1x2/ω2)
4κgx1/ω 0 −2ω −γ −2~g (x3 + κgx21/ω2)
0 0 0 2ω ~g (2x4 − γ/~g)
 (C.1)
Inserting the disordered solution ω = ωd gives the following list of eigenvalues ei of J :
e1 = −γ (C.2)
e2 = −γ − i~g (C.3)
e3 = −γ + i~g (C.4)
e4 = −γ/2−
√
κg − ~2g2/4 (C.5)
e5 = −γ/2 +
√
κg − ~2g2/4 (C.6)
In the range g ∈ (0, g1)∪ (g2,∞), with g1,2 given by (4.13), all real parts of the eigenvalues are
negative and thus the disordered solution is stable under small perturbations. On the other
hand, for g ∈ (g1, g2), the disordered solution is unstable, since the real part of the eigenvalue
e5 is positive and yields consequently an amplification of an infinitesimal perturbation.
For the ordered solution, there is no simple closed representation of the eigenvalues. How-
ever, we have checked that the numerical computation of the eigenvalues of J at the ordered
solution ω = ωd does imply linear stability of the ordered solution in the region g ∈ (g1, g2) and
instability outside of this region.
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