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hinaus gehende begleitende Ratschläge und Lebensweisheiten.
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Symbolverzeichnis
Diese Übersicht beinhaltet vorwiegend jene in der Literatur gebräuchlichen Symbole, die
im folgenden Text nicht ausführlicher erklärt, aber dennoch häufig verwendet werden.
Rd d-dimensionaler euklidischer Raum, d ≥ 1;
R Menge der reellen Zahlen;
〈x,y〉 übliches Skalarprodukt für Vektoren x,y ∈ Rd;
‖x‖ euklidische Norm von x ∈ Rd;
o Nullvektor des Rd;
∠(x,y) kleinerer der beiden Winkel zwischen x,y ∈ Rd;
Bd(x, r) = {y ∈ Rd : ‖y − x‖ ≤ r}, Kugel mit Mittelpunkt x ∈ Rd und Radius r ≥ 0;
Bd = Bd(o, 1), Einheitskugel des Rd;
Sd−1 = {y ∈ Rd : ‖y‖ = 1}, Einheitssphäre des Rd;
Hk k-dimensionales Hausdorff-Maß, k ≥ 0;
bd = Hd(Bd);
aj = (d− j)bd−j für j ∈ {0, . . . , d− 1};
Kd System aller kompakten und konvexen Teilmengen des Rd;
Sd erweiterter Konvexring des Rd;
∂K Rand einer Menge K ⊂ Rd;
⊕ Minkowski-Addition, d. h. A⊕B = {x + y : x ∈ A, y ∈ B}, A,B ⊆ Rd;
tA = {tx : x ∈ A} für t ∈ R und A ⊆ Rd;
Ǎ = −A für A ⊆ Rd;
At = A⊕ tBd für t ≥ 0 und A ⊆ Rd;
SOd Gruppe der eigentlichen Drehungen des Rd;
σd−1 sphärisches Lebesgue-Maß auf Sd−1;
ν bezüglich SOd invariantes Wahrscheinlichkeitsmaß auf SOd;
B(E) Borelsche σ-Algebra eines lokal kompakten Raums E mit abzählbarer Basis;
NRd×Kd Menge aller Zählmaße ψ auf B(Rd ×Kd) mit ψ(B ×Kd) < ∞ für alle
kompakten Mengen B ⊂ Rd;
NRd×Kd σ-Algebra auf NRd×Kd , die von allen Abbildungen ψ 7→ ψ(A), ψ ∈ NRd×Kd ,
A ∈ B(Rd ×Kd), erzeugt wird;
δe Dirac-Maß im Punkt e ∈ E;
1{·} = 1, falls Aussage in {·} wahr, sonst = 0;
1A(e) = 1, falls e ∈ A, sonst = 0, Indikatorfunktion der Menge A;
ψ\ δ(x,K) = ψ − 1{ψ({(x, K)}) > 0}δ(x,K) für ψ ∈ NRd×Kd und (x, K) ∈ Rd ×Kd;
[Ω,F ,P ] abstrakter Wahrscheinlichkeitsraum, auf dem alle zufälligen Größen definiert
sind;




In der Stochastischen Geometrie existiert mit dem Begriff der zufälligen abgeschlossenen
Menge ein leistungsfähiges Werkzeug zur Beschreibung zufälliger geometrischer Struk-
turen. Eine besonders wichtige Klasse zufälliger abgeschlossener Mengen sind die soge-
nannten Keim-Korn-Modelle in Rd, und unter diesen wiederum jene, die sich als lokal
endliche Vereinigung zufälliger nichtleerer konvexer kompakter Mengen darstellen lassen.
Die Realisierungen einer solchen zufälligen Menge Ξ sind somit Elemente des erweiterten




(ξn + Zn) (1.1)






auf Rd mit Marken Zn, n = 1, 2, . . ., aus der Menge der nichtleeren konvexen kompakten
Mengen in Rd gegeben sind, wobei Ψ({(x, K) : (x + K) ∩ B 6= ∅}) < ∞ P-f. s. für alle
kompakten Mengen B ⊂ Rd gelte. Ψ wird auch Keim-Korn-Prozess genannt.
Diese Klasse zufälliger Mengen umfasst bereits viele Anwendungssituationen und erlaubt
aufgrund der besonderen Struktur der betrachteten Mengen oftmals einfache geometrische
Interpretationen abgeleiteter Größen. Die Darstellung (1.1) ist dabei sogar für jede zufälli-
ge Menge mit Realisierungen in Sd möglich (Weil und Wieacker, 1988), wobei zudem Ψ in
(1.2) so gewählt werden kann, dass Ψ die gleichen Invarianzeigenschaften wie die zufällige
Menge besitzt. Für eine allgemeine Einführung in die Theorie und Anwendung zufälliger
abgeschlossener Mengen sei stellvertretend auf Stoyan, Kendall und Mecke (1995) sowie
Schneider und Weil (2000) verwiesen.
2 Kapitel 1. Einleitung und Überblick
Die vorliegende Arbeit enthält drei verschiedene Beiträge zur Theorie und Anwendung
von Keim-Korn-Modellen (1.1) und der zugrunde liegenden markierten Punktprozesse
(1.2). Der folgende Überblick gibt eine Einführung in die betrachteten Fragestellungen.
1.1 Größen zweiter Ordnung für zufällige Mengen
Eine gemäß (1.1) definierte zufällige abgeschlossene Menge Ξ in Rd, d ≥ 2, ist der Aus-
gangspunkt für eine ganze Vielzahl zufälliger Maße, vgl. z. B. Schneider (1993), Stoyan,
Kendall und Mecke (1995) sowie Heinrich und Molchanov (1999). Ein solches zufälliges
Maß ist beispielsweise das durch
VΞ(B) := Hd(B ∩ Ξ), B ∈ B(Rd), (1.3)
definierte zufällige Volumenmaß VΞ. Neben der durch
V
(d)
V (x) := P(x ∈ Ξ), x ∈ Rd, (1.4)
bestimmten lokalen Volumendichte V
(d)
V (x) ist in der Theorie und Anwendung zufälliger
Mengen die durch
C(x1,x2) := P(x1 ∈ Ξ,x2 ∈ Ξ), x1,x2 ∈ Rd, (1.5)
gegebene Kovarianz C(x1,x2) eine häufig zur Beschreibung und Charakterisierung ver-
wendete Größe zweiter Ordnung (siehe z. B. Stoyan, Kendall und Mecke, 1995, und Ver-
weise). Sehr einfach lässt sich zeigen, dass die Kovarianz eine zweite Produktdichte von
VΞ ist, also eine Dichte des zweiten Momentenmaßes E[VΞ(·)VΞ(·)] von VΞ bezüglich H2d.
In ähnlicher Weise zur Definition von VΞ lässt sich durch
SΞ(B) := lim
t↓0
Hd−1(B ∩ ∂[Ξ⊕Bd(o, t)]), B ∈ B(Rd), (1.6)
das zufällige Oberflächenmaß SΞ von Ξ einführen. Dabei ist die Wohldefiniertheit von SΞ
durch die in (1.1) an Ξ gestellten Bedingungen gewährleistet. (Man beachte, dass die in
(1.6) gegebene Definition des zufälligen Oberflächenmaßes von jener in Abschnitt 7.3.4 in
Stoyan, Kendall und Mecke, 1995, abweicht, welche für eine (d− 1)-dimensionale Menge
Ξ nur die Hälfte des Oberflächeninhalts ergibt.)
Aus den in SΞ enthaltenen Informationen über den Rand von Ξ lassen sich weitere Kenn-
größen zufälliger Mengen ableiten. Eine wichtige Größe ist hier die lokale Oberflächen-
dichte (auch spezifische Oberfläche) S
(d)
V (x). Sie kann beispielsweise über
S
(d)
V (x) := lim
t↓0
ESΞ(Bd(x, t))
Hd(Bd(x, t)) , x ∈ R
d, (1.7)
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eingeführt werden (siehe z. B. Hahn u. a., 1999) und ist als Dichte des Intensitätsmaßes
ESΞ(·) interpretierbar (vgl. zur Existenz Proposition 4.10 in Hug und Last, 2000).
Ein Analogon zur Kovarianz als zweiter Produktdichte von VΞ ist die zweite Produktdichte
von SΞ. Sie sei im Folgenden mit %
(2)
S bezeichnet. Grundsätzlich kann diese Dichtefunktion
%
(2)
S als eine weitere Möglichkeit zur Beschreibung zufälliger Mengen betrachtet werden.
Sie spielt auch in der Statistischen Physik eine Rolle, wo sie beispielsweise zur Berechnung
von Schranken für die Flüssigkeitsdurchlässigkeit von Modellen poröser Medien verwendet
wird (vgl. Kapitel 21 in Torquato, 2002). Erste diesbezügliche Überlegungen und Ergeb-
nisse gehen bereits auf Doi (1976) zurück.
Die Existenz von %
(2)
S ist allerdings nicht mehr auf so einfache Weise wie die der Kovarianz
nachweisbar und erfordert zusätzliche Voraussetzungen an die zufällige Menge Ξ (siehe
Abschnitt 2.3). Zudem ist eine Bestimmung von Formeln für %
(2)
S auf der Grundlage ei-
nes Modells i. A. schwierig. Basierend auf unterschiedlichen Ansätzen sind bisher für das
Boolesche Modell mit Kugeln in R2 (Mecke, 2001) und in R3 (Doi, 1976; Torquato, 2002)
sowie mit Strecken in R2 (Mecke, 2001) exakte Formeln sowie für das Gibbssche Hartkugel-
Modell in R3 (Torquato, 1986) Näherungen bestimmt worden. Für stationäre und isotro-
pe Boolesche Modelle mit ausschließlich (d− 1)-dimensionalen kompakten und konvexen
Körnern sind darüber hinaus Herleitungen von %
(2)
S als Ableitung der K-Funktion für das
zufällige Maß SΞ (Abschnitt 7.2.2 in Stoyan, Kendall und Mecke, 1995) ähnlich einer
Beziehung zwischen der K-Funktion und der zweiten Produktdichte eines gewöhnlichen
Punktprozesses (Stoyan, Kendall und Mecke, 1995, S. 129) möglich. Ähnlichkeiten gibt es
auch zur Untersuchung von Produktdichten zufälliger Faserprozesse, vgl. hierzu z. B. Stoy-
an, Mecke und Pohlmann (1980). Insbesondere der in Formel (5.16) in Torquato (2002)
verfolgte Ansatz scheint jedoch auch für andere Modelle und kompliziertere Körner ein
möglicher Zugang zu sein.
Dieser Zugang hängt eng mit einer für stationäre zufällige Mengen Ξ seit längerem be-
kannten Eigenschaft zusammen: Unter gewissen Glattheitsvoraussetzungen an die Körner




V über die Beziehung (Formel (6.2.4)
in Stoyan, Kendall und Mecke, 1995)
S
(d)
V = (1− V (d)V )H ′s(0) (1.8)
verknüpft. Dabei ist H ′s(0) die Ableitung der sphärischen Kontaktverteilungsfunktion
Hs(t) := P(o ∈ Ξ⊕ tBd | o /∈ Ξ). (1.9)
bei t = 0. (1.8) ist dabei in der Literatur in unterschiedlichen Darstellungen und Ver-
allgemeinerungen betrachtet worden. So gehen entsprechende Ergebnisse zur absoluten
Stetigkeit von Hs auf Last und Schassberger (1998) sowie Hansen u. a. (1999) zurück.
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Eine Verallgemeinerung von (1.8) auf den instationären Fall wird vor allem in Micheletti
und Stoyan (1998) sowie Hug und Last (2000) diskutiert. In letzterer Arbeit wird zudem
eine Theorie im Sinne von (1.8) für den Fall entwickelt, dass das in (1.9) verwendete
Strukturelement Bd durch einen strikt konvexen Körper ersetzt wird.
In Torquato (2002, Formel (5.16)) wird nun für das stationäre Boolesche Modell mit Ku-
geln in R3 die Produktdichte %(2)S (dort ”surface-surface correlation function“ Fss genannt)
in zu (1.8) ähnlicher Weise über
%
(2)









H(2)s (r, t1, t2) (1.10)
bestimmt, wobei C(r) die Kovarianz des Komplements von Ξ ist und H
(2)
s durch
H(2)s (r, t1, t2) := P(o ∈ Ξ⊕ t1Bd, r ∈ Ξ⊕ t2Bd | o /∈ Ξ, r /∈ Ξ), r ∈ Rd, (1.11)
gegeben ist (vgl. auch die Definitionen in Abschnitt 2.1). Dabei wird (1.10) allerdings
ohne Angabe eines Beweises verwendet.
Ziel des Kapitels 2 ist zu untersuchen, unter welchen Voraussetzungen an das Keim-Korn-
Modell Ξ und weitergehend an den zugrunde liegenden Punktprozess auf Rd × Kd Glei-
chung (1.10) bzw. ihre Verallgemeinerung auf den instationären Fall gültig ist (Abschnitte
2.2, 2.3, 2.5). Hilfreich sind dabei einige der Methoden aus Hug und Last (2000), die vor
allem auf den verallgemeinerten Krümmungsmaßen und einer Formel vom Steiner-Typ
für Mengen aus dem erweiterten Konvexring Sd (vgl. Abschnitt 2.1) basieren. Im Fall
des stationären Booleschen Modells ist es dann möglich, Formeln für die Dichte %
(2)
S für
weitere Kornverteilungen anzugeben (Abschnitt 2.6).
Für eine Anwendung von %
(2)
S stellt sich prinzipiell auch die Frage nach geeigneten Schätzern.
Diese soll hier jedoch nicht diskutiert werden.
1.2 Der Matérn-Prozess mit konvexen Körnern
Eine wichtige Aufgabe in der Stochastischen Geometrie/ Räumlichen Statistik und in der
Statistischen Physik ist das Studium zufälliger Systeme harter (d. h., sich nicht schnei-
dender) Kugeln (vgl. auch Kapitel 4). Zwei bedeutende Modelle sind hierfür der Hard-
Core-Gibbs-Prozess (siehe Löwen, 2000, Mase u. a., 2001) und das RSA-Modell (
”
random
sequential addition/ adsorption model“, so vor allem in der Statistischen Physik gebräuch-
lich, siehe Evans, 1993; Talbot u. a., 2000; in der Literatur zur Stochastischen Geometrie
auch
”
simple sequential inhibition process“ genannt, siehe z. B. Stoyan, Kendall und Me-
cke, 1995). Beide Modelle sind analytisch gar nicht oder nur schwer zugänglich, weshalb sie
1.3. Modellierung zweier Proben eines Feuerbetons 5
im Wesentlichen mit Hilfe von Simulationen untersucht werden. Für den Gibbs-Prozess
kommen dabei Markov-Chain-Monte-Carlo-Simulationen zur Anwendung, siehe Binder
(2001) und Mase u. a. (2001); für das RSA-Modell wurden z. B. von Döge (2001) effizien-
te Algorithmen entwickelt. Ein deutlich einfacheres Modell hinsichtlich der Herleitbarkeit
expliziter Formeln ist Matérns zweiter Hard-Core-Prozess (Matérn, 1960; Stoyan, Kendall
und Mecke, 1995, S. 162), welcher jedoch nur vergleichsweise geringe Intensitäten zulässt.
Die Annahme kugelförmiger Objekte reicht bei der Modellierung realer Sachverhalte in
vielen Situationen nicht aus, weshalb vorwiegend in der physikalischen Literatur entspre-
chende Gibbs-Modelle mit beispielsweise Ellipsoiden und Zylindern betrachtet wurden,
siehe z. B. Schmid und Phuong (2002) und Blaak u. a. (1999). Ebenso wurden schon
zufällige Systeme von Kreisscheiben in R3 u. a. von Eppenga und Frenkel (1984) sowie
Léger und Levesque (2002) untersucht. Insbesondere bei diesen Systemen mit stark von
der Kugelform abweichenden Partikeln ist zu erwarten, dass einige Effekte, die im Fall
harter Kugeln überhaupt nicht auftreten, besonders deutlich sichtbar werden. So kann
zum Beispiel bei dichteren Strukturen eine gegenseitige Ausrichtung (Parallelisierung)
nahe beieinander liegender Partikeln beobachtet werden.
Ziel des Kapitels 3 ist es, zunächst das ursprüngliche Modell von Matérn auf den allge-
meineren Fall mit konvexen Körpern zu übertragen und Formeln für reduzierte fakto-
rielle Campbellmaße und faktorielle Momentenmaße herzuleiten (Abschnitt 3.1). Dabei
sind einige Ergebnisse und Methoden für Spezialfälle dieses Modells bereits aus Stoyan
und Stoyan (1985) sowie Månsson und Rudemo (2002) bekannt. Die nun verallgemei-
nerte Formulierung macht es möglich, die Ergebnisse insbesondere in Abschnitt 2.5.3 im
Zusammenhang mit der Gültigkeit von (1.10) anzuwenden. Mit Blick auf die in der Li-
teratur betrachteten Gibbs-Prozesse mit harten Kreisscheiben werden in Abschnitt 3.2
dann zwei analoge Beispiele (Strecken in R2, Kreisscheiben in R3) für das verallgemei-
nerte Matérn-Modell diskutiert. Obwohl dabei ebenso wie im Kugelfall nur vergleichswei-
se geringe Intensitäten möglich sind, treten auch hier lokale Anisotropieeffekte auf. Für
gleiche Intensitäten werden abschließend das Matérn-Modell, das Gibbs-Modell und das
RSA-Modell für den Fall harter Kreisscheiben in R3 verglichen.
1.3 Modellierung zweier Proben eines Feuerbetons
Beton ist ein wichtiger Baustoff, der in äußerst vielfältigen Zusammensetzungen und For-
men verwendet wird. Typischerweise kann Beton als ein aus zwei verschiedenen Kom-
ponenten (Phasen) bestehendes Material angesehen werden, wobei eine Komponente aus
(zufällig verteilten) harten Partikeln besteht, die von einer aus Zement als Bindemittel
bestehenden zweiten Phase umgeben sind.
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Bei der Erforschung von Beton sind vor allem dessen mechanische Eigenschaften wie das
Bruchverhalten bei äußeren Drücken und Spannungen, aber auch Transporteigenschaften
(Bentz u. a., 1999) von besonderem Interesse. Wie auch bei vielen anderen Materialien ste-
hen diese Eigenschaften in einem engen Zusammenhang zur inneren geometrischen Struk-
tur (Torquato, 2002; Sahimi, 2003). In den wenigsten Fällen hängen diese Eigenschaften
allein vom Volumenanteil der Partikelphase ab. Daher ist i. A. sowohl die statistische Ana-
lyse von Beton als auch dessen Modellierung eine sinnvolle und wichtige Aufgabe. Da die
Zementphase in der Regel als homogene Masse anzusehen ist, spielt vor allem die durch
das System der eingebundenen Partikeln gebildete Struktur eine Rolle.
Modelle für Beton gehören meist zur Klasse der Modelle für Systeme zufällig verteilter
harter Partikeln. Viele dieser Modelle sind dabei auch auf andere reale Situationen au-
ßerhalb der Betonforschung anwendbar, z. B. im Zusammenhang mit Sintermetallen und
granularen Materialien. Bei der Herstellung der in diesem Kapitel untersuchten Beton-
proben (siehe auch Abschnitt 4.1) wurden kugelförmige Partikeln verwendet, weshalb im
Folgenden nur Modelle für zufällige Systeme harter Kugeln eine Rolle spielen werden. Sehr
erfolgreiche Modelle sind hier vor allem von Physikern und Ingenieuren entwickelt wor-
den (siehe z. B. Löwen, 2000; Sollich, 2002; Winslow u. a., 1994; Bentz u. a., 1999). Dies
sind allerdings oftmals aus mathematisch-analytischer Sicht nur schwer oder gar nicht
zugängliche Modelle, selbst ihre Simulation ist häufig nicht offensichtlich. Es existieren
zwar einfachere, auf Poisson-Prozessen basierende Modelle wie das Matérn-Modell (siehe
insbesondere Kapitel 3 und Verweise), das Stienen-Modell (Stoyan, 1998), das lilypond-
Modell (Häggström und Meesters, 1996) sowie das dead-leaves-Modell (Jeulin, 1997), die
allerdings für den vorliegenden Fall schon wegen der relativ geringen Volumenanteile der
zugehörigen Kugelsysteme ausscheiden.
Ziel des Kapitels 4 ist es, Modelle harter Kugeln aus der Stochastischen Geometrie/
Räumlichen Statistik und der Statistischen Physik zu finden, durch die zwei Proben eines
selbstfließenden Feuerbetons mit kugelförmigen Partikeln gut beschrieben werden können.
Dabei erweist sich neben dem in Bentz u. a. (1999) beschriebenen Modell ein weiteres,
in der Literatur bisher nicht betrachtetes, endliches Modell als besonders passend. Alle
hierzu nötigen Vergleiche basieren auf Größen der Stochastischen Geometrie/ Räumlichen
Statistik für markierte Punktprozesse und zufällige abgeschlossene Mengen wie z. B. der
Paarkorrelationsfunktion und der sphärischen Kontaktverteilungsfunktion. Diese können
für die Betonproben aus Datensätzen bestimmt werden, die mit Verfahren der Bayesschen
Bildanalyse aus den CT-Bildern der realen Betonproben rekonstruiert werden.
Die in diesem einführenden Abschnitt und dann Kapitel 4 untersuchte Thematik ist weit-
gehend identisch mit dem Inhalt eines gemeinsamen Artikel des Autors mit Daryl J. Daley
und Dietrich Stoyan (vgl. Ballani u. a., 2005), vgl. ebenfalls Ballani (2005).
Kapitel 2
Größen zweiter Ordnung für
zufällige Mengen
2.1 Vorbereitungen
Dieser Abschnitt dient der Einführung weiterer, vor allem für dieses Kapitel wichtiger
Begriffe, Größen und Eigenschaften. Hinsichtlich hier verwendeter, aber nicht bewiesener
Aussagen sei auf die Literatur, insbesondere die Bücher von Schneider (1993), Stoyan,
Kendall und Mecke (1995), Schneider und Weil (2000) sowie den Artikel von Hug und
Last (2000) verwiesen.
2.1.1 Punktprozesse in Rd ×Kd
Die im Laufe dieses Kapitels zu zeigenden Eigenschaften für ein gemäß (1.1) definiertes
Keim-Korn-Modell Ξ basieren auf Voraussetzungen an den zugrunde liegenden markier-
ten Punktprozess Ψ auf Rd mit Marken in Kd. Ψ ist dabei ein auf einem abstrakten
Wahrscheinlichkeitsraum [Ω,F ,P ] definiertes zufälliges Zählmaß mit der Eigenschaft, dass
Ψ(B × Kd) < ∞ für alle kompakten Mengen B ⊂ Rd erfüllt ist. Die Menge aller dieser





sei im Folgenden auch dann gewählt, wenn nur von n = 1 bis κ summiert wird, wobei
κ eine Zufallsgröße mit Werten in {0, 1, . . . ,∞} ist. Obwohl Ψ als ein zufälliges Maß
definiert ist, soll im Folgenden auch die Schreibweise (x, K) ∈ Ψ, falls Ψ({(x, K)}) > 0
gilt, möglich sein.
Viele der Voraussetzungen an Ψ lassen sich als Voraussetzungen an die entsprechenden
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auf B(Rd ×Kd) bzw. B(Rd ×Kd × Rd ×Kd) definierten Intensitätsmaße
αΨ(·) := E
[∫
1{(x, K) ∈ ·}Ψ(d(x, K))
]
(2.1)
und zweiten faktoriellen Momentenmaße
α
(2)
Ψ (·) := E
[∫ ∫
1{(x, K,y, L) ∈ ·}(Ψ \ δ(x,K))(d(y, L))Ψ(d(x, K))
]
(2.2)




Voraussetzung 2.1. Das Intensitätsmaß αΨ des Punktprozesses Ψ auf Rd × Kd sei in
der Form
αΨ(d(x, K)) = %(x, K)Hd(dx)Q(dK) (2.3)
darstellbar. Dabei seien % : Rd × Kd → [0,∞) eine messbare Funktion und Q ein Wahr-
scheinlichkeitsmaß auf Kd.
Voraussetzung 2.2. Das zweite faktorielle Momentenmaß α
(2)
Ψ des Punktprozesses Ψ auf
Rd ×Kd sei in der Form
α
(2)
Ψ (d(x1, K1,x2, K2)) = %
(2)(x1, K1,x2, K2)Q2(d(K1, K2))Hd(dx1)Hd(dx2) (2.4)
darstellbar. Dabei seien %(2) : Rd × Kd × Rd × Kd → [0,∞) eine messbare Funktion und
Q2 ein Wahrscheinlichkeitsmaß auf Kd ×Kd.
Voraussetzung 2.1 ist dabei insbesondere für ein stationäres Ψ mit einer konstanten Funk-
tion % erfüllt, erlaubt aber auch allgemeinere (instationäre) Fälle. Voraussetzung 2.2 trifft
auf viele bekannte Modelle (siehe z. B. Kapitel 3) zu und ist somit keine wesentliche Ein-
schränkung.
Für αΨ und α
(2)
Ψ wird weiterhin häufig eine lokale Endlichkeit in folgendem Sinne gefordert.
Voraussetzung 2.3. Für das Intensitätsmaß αΨ des Punktprozesses Ψ auf Rd×Kd gelte
∫
1{(K + x) ∩B 6= ∅}αΨ(d(x, K)) < ∞ (2.5)
für alle kompakten Mengen B ⊂ Rd.
Voraussetzung 2.4. Für das zweite faktorielle Momentenmaß α
(2)
Ψ des Punktprozesses
Ψ auf Rd ×Kd gelte
∫
1{(K1 + x1) ∩B1 6= ∅}1{(K2 + x2) ∩B2 6= ∅}α(2)Ψ (d(x1, K1,x2, K2)) < ∞ (2.6)
für alle kompakten Mengen B1, B2 ⊂ Rd.
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Mit Voraussetzung 2.3 wird beispielsweise gefordert, dass die mittlere Anzahl der Mengen
K + x, (x, K) ∈ Ψ, die eine kompakte Menge schneiden, endlich ist. Aus Voraussetzung
2.3 folgt für Ψ die Eigenschaft
∫
1{(x + K) ∩B 6= ∅}Ψ(d(x, K)) < ∞ P-f. s. (2.7)




(x + K) (2.8)
P-f. s. abgeschlossen ist. Es sei dann durch T diejenige messbare Abbildung auf NRd×Kd
bezeichnet, die implizit durch (2.8) gegeben ist und damit T (Ψ) = Ξ erfüllt.
Es bezeichne P die Verteilung von Ψ, also das durch P (A) := P(Ψ ∈ A), A ∈ NRd×Kd ,
gegebene Wahrscheinlichkeitsmaß auf NRd×Kd . Bei der Formulierung einiger Ergebnisse
spielen die durch P !(x,K), (x, K) ∈ Rd × Kd, und P !(x,K),(y,L), (x, K), (y, L) ∈ Rd × Kd,
bezeichneten ersten bzw. zweiten reduzierten Palmschen Verteilungen von Ψ eine Rolle.
Sie existieren, falls αΨ und entsprechend α
(2)
Ψ σ-endlich sind, was beispielsweise bei Gültig-
keit der Voraussetzung 2.1 und entsprechend der Voraussetzung 2.2 der Fall ist, und sind
αΨ-f. ü. bzw. α
(2)
Ψ -f. ü. eindeutig bestimmt (siehe Abschnitt 12.3 in Kallenberg, 1983). Für
einen einfachen Punktprozess Ψ ist beispielsweise P !(x,K) als die bedingte Verteilung von
P unter der Bedingung, dass Ψ in (x, K) einen Punkt besitzt, der aber nicht mitgezählt
wird, interpretierbar. Es gelten die (auch als Definition zu verstehenden) Beziehungen
∫ ∫
g(x, K, ψ \ δ(x,K))ψ(d(x, K))P (dψ) =
∫ ∫
g(x, K, ψ)P !(x,K)(dψ)αΨ(d(x, K)) (2.9)
und
∫ ∫ ∫
h(x, K,y, L, ψ \ δ(x,K) \ δ(y,L))(ψ \ δ(x,K))(d(y, L))ψ(d(x, K))P (dψ)
=
∫ ∫
h(x, K,y, L, ψ)P !(x,K),(y,L)(dψ)α
(2)
Ψ (d(x, K,y, L)),
(2.10)
wobei g : Rd × Kd × NRd×Kd → [0,∞] und h : Rd × Kd × Rd × Kd × NRd×Kd → [0,∞]
beliebige messbare Funktionen seien (vgl. Kallenberg, 1983; für einfache Punktprozesse
auch Theorem 1 in Hanisch, 1982). Ähnlich wie in Hug und Last (2000) werde für mess-
bares l : NRd×Kd → R gelegentlich E(x,K)[l(Ψ)] für
∫




Ist speziell Ψ ein Poisson-Prozess, dann folgen aus (2.9) und (2.10) sowie dem Satz von
Slivnyak-Mecke (siehe z. B. Satz 3.1 in Mecke, 1967) die charakteristischen Eigenschaften
P !(x,K) = P für αΨ-f. a. (x, K) ∈ Rd ×Kd (2.11)
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und
P !(x,K),(y,L) = P für α
(2)











für ϑ ∈ SOd heiße Ψ stationär, falls für alle y ∈ Rd P(Ψy ∈ ·) = P(Ψ ∈ ·) erfüllt ist, und
isotrop, falls für alle ϑ ∈ SOd P(ϑΨ ∈ ·) = P(Ψ ∈ ·) erfüllt ist.
Die folgenden Unterabschnitte gehen nun auf wichtige Größen und Begriffe im Zusam-
menhang mit zufälligen Sd-Mengen ein.
2.1.2 Steiner-Formeln, Krümmungsmaße und Randstruktur
Für eine Menge A ⊂ Rd sei
d(A,x) := inf{t ≥ 0 : A ∩ (x + tBd) 6= ∅} (2.15)
der Abstand von x ∈ Rd zu A bezüglich der euklidischen Einheitskugel Bd in Rd. Falls
A = ∅, sei d(A,x) = ∞. Der Abstand d(A,x) genügt dabei einer Bewegungsinvarianz in
folgendem Sinne: Für alle y ∈ Rd und alle ϑ ∈ SOd gilt
d(ϑA + y, ϑx + y) = d(A,x). (2.16)
Im Folgenden sei K ∈ Sd eine Menge aus dem erweiterten Konvexring in Rd. Da K
abgeschlossen ist, gibt es einen Punkt y ∈ K mit d(K,x) = ‖x − y‖. Jedes y ∈ K mit
dieser Eigenschaft heißt Projektion von x auf K. Besteht die Menge aller Projektionen
von x auf K nur aus einem Punkt, sei dieser durch p(K,x) bezeichnet. Gilt in diesem





der zugehörige Richtungsvektor aus Sd−1. (Ist K insbesondere konvex, dann ist für alle
x ∈ Rd der Projektionspunkt von x auf K eindeutig bestimmt.) Die Bewegungsinvarianz
(2.16) von d(·, ·) überträgt sich entsprechend auf p(·, ·) und u(·, ·).
Alle Punkte x ∈ Rd \ K, die mehr als einen Projektionspunkt auf K haben, bilden das
äußere Skelett exo(K) von K (siehe dazu z. B. Hug und Last, 2000). Für K ∈ Sd heißt
die Menge
N(K) := {(p(K,x),u(K,x)) : x /∈ K ∪ exo(K)} (2.18)
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Normalenbündel von K. Mit p(K,x) ∈ ∂K und u(K,x) ∈ Sd−1, x ∈ Rd \K, gilt folglich
N(K) ⊆ ∂K×Sd−1. Für Punktepaare (z,b) ∈ N(K) ist weiterhin die Reichweitenfunktion
δ(K, ·) durch
δ(K, z,b) := inf{s > 0 : z + sb ∈ exo(K)} (2.19)
erklärt, wobei inf ∅ := ∞ gelte. Für (z,b) /∈ N(K) sei δ(K, z,b) := 0. Folglich gilt
N(K) = {(z,b) ∈ ∂K × Sd−1 : δ(K, z,b) > 0}. (2.20)
Der folgende Satz ist eine Verallgemeinerung der bekannten Steiner-Formel für konvexe
Körper K und führt Maße ein, die auf Sd fortgesetzt werden können. Sowohl diese Maße
als auch ihre Fortsetzungen auf Sd werden in diesem Kapitel eine wichtige Rolle spielen.
Satz 2.1 (Theorem 4.2.1, Schneider, 1993). Für jeden konvexen Körper K ∈ Kd existieren
endliche positive Maße Θi(K, ·), i = 0, . . . , d− 1, auf B(Rd × Sd−1), so dass




für alle t > 0 und alle D ∈ B(Rd × Sd−1) gilt.
Die Maße Θi(K, ·), i = 0, . . . , d− 1, sind auf N(K) konzentriert und heißen verallgemei-
nerte Krümmungsmaße von K ∈ Kd. Aus diesen Maßen sind durch
Ci(K, A) := Θi(K,A× Sd−1), A ∈ B(Rd), (2.21)
die Krümmungsmaße C0(K, ·), . . . , Cd−1(K, ·) von K ableitbar. Insbesondere sind
Vi(K) := Ci(K,Rd) (2.22)
die inneren Volumina des konvexen Körpers K. Auch hier gilt für alle y ∈ Rd und alle
ϑ ∈ SOd eine Bewegungsinvarianz im Sinne von
Ci(ϑK + y, ϑA + y) = Ci(K, A), A ∈ B(Rd). (2.23)
Die Maße Θi(K, ·), i = 0, . . . , d−1, können additiv auf den Konvexring des Rd fortgesetzt
werden (siehe Abschnitt 4.4 in Schneider, 1993). Diese Fortsetzungen sind i. A. signier-
te Maße. Es stellt sich aber heraus, dass die Maße Θi(K, · ∩ N(K)), i = 0, . . . , d − 1,
für Mengen K aus dem Konvexring nichtnegativ sind. Man kann deshalb für K ∈ Sd
nichtnegative und lokalendliche Maße auf B(Rd × Sd−1) gemäß
Θ+i (K, ·) := Θi(K, · ∩N(K)), i = 0, . . . , d− 1, (2.24)
definieren. Diese sind eindeutig durch ihre Werte für Mengen B ∈ B(Rd×Sd−1) bestimmt,
deren Projektion auf Rd beschränkt ist (siehe Hug und Last, 2000). In Verallgemeinerung
von Satz 2.1 existiert auch für Mengen K ∈ Sd eine Formel vom Steiner-Typ, in der nun
die Maße Θ+i auftreten.
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Satz 2.2 (Theorem 3.3, Hug/Last, 2000). Für alle Mengen K ∈ Sd und für alle messbaren
nichtnegativen Funktionen g : Rd × Sd−1 × [0,∞) → [0,∞] gilt
∫






1{δ(K, z,b) > s}g(z,b, s)sd−i−1Θ+i (K, d(z,b))ds.
In den Abschnitten 2.2, 2.3 und 2.5 wird dieser Satz ein viel verwendetes Hilfmittel sein.
Für einige der späteren Betrachtungen sind neben den (verallgemeinerten) Krümmungs-
maßen eines konvexen Körpers auch noch weitere Begriffe hinsichtlich seiner Randstruktur
von Interesse. Sei daher nun K ∈ Kd.
Besteht für den Randpunkt z ∈ ∂K die Menge N(K, z) := {b ∈ Sd−1 : (z,b) ∈ N(K)}
aus genau einem Vektor, sei dieser Vektor mit n(K, z) bezeichnet. z wird in diesem Fall
ein regulärer Randpunkt genannt, und n(K, z) ist dann der eindeutig bestimmte Nor-
maleneinheitsvektor im Punkt z an K. Die Menge aller regulären Randpunkte sei durch
regK bezeichnet. Sind sogar alle Randpunkte von K regulär, wird K glatt oder aus der
Klasse C1 genannt, da in diesem Fall der Rand von K eine stetig differenzierbare Unter-
mannigfaltigkeit des Rd im Sinne der Differentialgeometrie ist.
Es ist somit n : regK → Sd−1 mit z 7→ n(K, z) das sphärische Abbild von K (vgl.
Schneider, 1993). Für ein K ∈ Kd aus der Klasse C1 ist n dann sogar stetig auf ∂K.
Der Rand ∂K eines konvexen Körpers K ∈ Kd heiße stückweise Ck-glatt, k = 1, 2, wenn
∂K in der Form
n⋃
i=1
Fi, n < ∞, (2.25)
mit (d − 1)-dimensionalen Seitenflächen Fi, i = 1, . . . , n, dargestellt werden kann, wobei
die Fi reguläre C
k-Untermannigfaltigkeiten des Rd mit relint(Fi) ∩ relint(Fj) = ∅, i, j =
1, . . . , n, i 6= j, seien. Dabei bezeichne relint(F ) das relativ Innere von F . Im Fall k = 2
sei zusätzlich angenommen, dass alle Fi ∩ Fj, i, j ∈ {1, . . . , n}, i 6= j, C2-Untermannig-
faltigkeiten sind.
2.1.3 Momentenmaße
Ist Ξ eine zufällige abgeschlossene Menge aus dem erweiterten Konvexring, dann sind die
Maße
Θ+j (Ξ, ·), j = 0, . . . , d− 1, (2.26)
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nichtnegative zufällige Maße auf Rd×Sd−1. Für Borelmengen B1, B2 ∈ B(Rd×Sd−1) seien
durch
Λ+j (B1) := E[Θ
+
j (Ξ, B1)], j = 0, . . . , d− 1, (2.27)
die zugehörigen Intensitätsmaße (Momentenmaße erster Ordnung, siehe Hug und Last,
2000) und durch
Λ+ij(B1 ×B2) := E[Θ+i (Ξ, B1)Θ+j (Ξ, B2)], i, j = 0, . . . , d− 1, (2.28)
die zugehörigen gemischten Momentenmaße zweiter Ordnung definiert.
In Vorbereitung von Abschnitt 2.2 seien durch
Ψ+j (A) :=
∫
1{(z,b, δ(Ξ, z,b)) ∈ A}Θ+j (Ξ, d(z,b)), j = 0, . . . , d− 1, (2.29)
für A ∈ B(Rd×Sd−1× [0,∞]) als Hilfsgrößen weitere zufällige Maße auf Rd×Sd−1× [0,∞]
eingeführt (vgl. Last und Schassberger, 1998; Hug und Last, 2000), die im Vergleich zu
Θ+j (Ξ, ·) zusätzliche lokale Informationen über die Reichweite zwischen Randpunkten und
äußerem Skelett enthalten. Die entsprechenden Intensitätsmaße seien
Λj(·) := E[Ψ+j (·)], j = 0, . . . , d− 1, (2.30)
und die entsprechenden gemischten Momentenmaße zweiter Ordnung seien
Λij(· × ·) := E[Ψ+i (·)Ψ+j (·)], i, j = 0, . . . , d− 1. (2.31)
Es gilt Λij(· × (0,∞]× · × (0,∞]) = Λ+ij(·, ·).
Sind die Maße Λ+ij(· × Sd−1 × · × Sd−1) lokal endlich, dann ist die Desintegration
Λij(d(z1,b1, ρ1, z2,b2, ρ2)) = G
+
ij(z1, z2, d(b1, ρ1,b2, ρ2))Λ
+
ij(dz1 × Sd−1 × dz2 × Sd−1)
(2.32)
möglich, wobei G+ij ein stochastischer Kern von Rd×Rd in Sd−1× [0,∞]×Sd−1× [0,∞] ist,
siehe z. B. Daley und Vere-Jones (1988, Exercise 6.1.7.) und Rao (1993, Abschnitt 5.4). Das
Maß G+d−1,d−1 lässt sich mit Hilfe bekannter Größen interpretieren. Eine Desintegration
von Λ+d−1,d−1 führt nämlich auf
Λ+d−1,d−1(d(z1,b1, z2,b2)) = R(2)(z1, z2, d(b1,b2))Λ+d−1,d−1(dz1 × Sd−1 × dz2 × Sd−1),
(2.33)
wobeiR(2) ein stochastischer Kern von Rd×Rd in Sd−1×Sd−1 ist. Da für alle (z,b) ∈ N(Ξ)
für die Reichweitenfunktion δ(Ξ, z,b) > 0 gilt, ist o. B. d. A.
G+d−1,d−1(z1, A1, (0,∞], z2, A2, (0,∞]) = R(2)(z1, z2, A1, A2) (2.34)
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für A1, A2 ∈ B(Sd−1) annehmbar.R(2) ist als gemeinsame bedingte Richtungsverteilung im
Sinne einer Zweipunkt-Markenverteilung (vgl. Stoyan, Kendall und Mecke, 1995, S. 114)
interpretierbar, wobei die Marken hier Richtungsvektoren aus Sd−1 sind.
Da aus der Jensenschen Ungleichung für B ∈ B(Rd)
(








Θ+i (Ξ, B × Sd−1)
)2]
= Λ+ii(B × Sd−1 ×B × Sd−1)
gefolgert werden kann, impliziert die lokale Endlichkeit von Λ+ii(· × Sd−1 × ·× Sd−1) auch
die lokale Endlichkeit von Λ+i (· × Sd−1). In Abschnitt 2.3 wird untersucht, unter welchen
Voraussetzungen die lokale Endlichkeit der Maße Λ+ij gegeben ist.
2.1.4 Kontaktverteilungsfunktion zweiter Ordnung
Für eine beliebige zufällige abgeschlossene Menge Ξ sei in Analogie zum Begriff der Kon-
taktverteilungsfunktion (vgl. Stoyan, Kendall und Mecke, 1995) für x1,x2 ∈ Rd, t1, t2 ≥ 0
und A1, A2 ∈ B(Sd−1) unter der Bedingung P(x1 /∈ Ξ, x2 /∈ Ξ) > 0 durch
H(2)s (x1, t1, A1,x2, t2, A2)
:= P(d(Ξ,x1) ≤ t1, u(Ξ,x1) ∈ A1, d(Ξ,x2) ≤ t2, u(Ξ,x2) ∈ A2 | x1 /∈ Ξ, x2 /∈ Ξ)
(2.35)
eine verallgemeinerte sphärische Kontaktverteilungsfunktion zweiter Ordnung definiert.
Im Fall P(x1 /∈ Ξ, x2 /∈ Ξ) = 0 sei H(2)s (x1, t1, A1,x2, t2, A2) := 1.
Insbesondere ist H
(2)
s (x1, ·,x2, ·) := H(2)s (x1, ·, Sd−1,x2, ·, Sd−1) als Verteilungsfunktion der
gemeinsamen bedingten Verteilung des Vektors (d(Ξ,x1), d(Ξ,x2)) unter der Bedingung
{x1,x2} ∩ Ξ = ∅ interpretierbar. Die Einbeziehung der zufälligen Richtungsvektoren
u(Ξ,x1) und u(Ξ,x2) berücksichtigt dabei zusätzliche lokale Informationen und ist an die
Ausführungen zur Kontaktverteilungsfunktion in Last und Schassberger (1998) sowie Hug
und Last (2000) angelehnt. Weitere Verallgemeinerungen von H
(2)
s sind sowohl hinsichtlich
des hier verwendeten Strukturelements Bd (vgl. hierzu insbesondere Hug und Last, 2000)
als auch nochmals weiterer lokaler Informationen (vgl. Hug u. a., 2002) möglich, werden
aber im Folgenden nicht betrachtet.
Die Wahrscheinlichkeit für das Eintreten der Bedingung {x1,x2} ∩ Ξ = ∅ ist gerade die
Kovarianz des Komplements von Ξ, die im Folgenden durch C(x1,x2) bezeichnet sei.
Falls Ξ stationär und isotrop ist, hängen H
(2)
s und C bezüglich x1 und x2 nur noch von
r := ‖x1 − x2‖ ab, und es seien in diesem Fall abkürzend
H(2)s (r, t1, t2) := H
(2)
s (x1, t1, S
d−1,x2, t2, Sd−1) und C(r) := C(x1,x2). (2.36)
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2.2 Ein Analogon zu (1.8) für den Fall zweiter Ord-
nung
Dieser Abschnitt überträgt die bekannte Beziehung (1.8) zwischen der sphärischen Kon-
taktverteilungsfunktion und der Oberflächendichte einer zufälligen abgeschlossenen Men-
ge auf den Fall zweiter Ordnung. Gleichzeitig wird damit die in Torquato (2002, Formel
(5.16)) gegebene Beziehung in verallgemeinerter Form bewiesen. Als besonders praktika-
bel erweist sich dabei der Zugang von Last und Schassberger (1998) sowie Hug und Last
(2000).
Satz 2.3. Es sei Ξ eine zufälliges Keim-Korn-Modell mit Körnern aus Kd. Die zugehöri-
gen Momentenmaße Λ+ij(· × Sd−1 × · × Sd−1), i, j = 0, . . . , d − 1, seien lokal endlich. Es












d−1,d−1(dx1 × A1 × dx2 × A2)
für alle stetigen Funktionen g : Rd × Rd → [0,∞) mit kompaktem Träger.
Beweis. Der Beweis erfolgt in zwei Schritten, innerhalb derer im Wesentlichen die im
Beweis von Theorem 4.1 in Hug und Last (2000) genutzten Techniken angewendet werden.
Es gelte abkürzend die Schreibweise d(x) := d(Ξ,x), und Entsprechendes auch für p, u
und δ.
Seien 0 < t1 ≤ 1 und 0 < t2 ≤ 1. Mit
P((d(x1),u(x1), d(x2),u(x2)) ∈ ·) = E[1{(d(x1),u(x1), d(x2),u(x2)) ∈ ·}]














g(z1 + s1b1,x2)1{s1 ≤ t1,b1 ∈ A1, δ(z1,b1) > s1}sd−i−11
×Θ+i (Ξ, d(z1,b1))ds11{d(x2) ∈ (0, t2],u(x2) ∈ A2}Hd(dx2)
]






g(z1 + s1b1,x2)1{s1 ≤ t1,b1 ∈ A1, δ(z1,b1) > s1}sd−i−11




(g(z1 + s1b1,x2)− g(z1,x2))1{s1 ≤ t1,b1 ∈ A1, δ(z1,b1) > s1}




g(z1,x2)1{s1 ≤ t1,b1 ∈ A1, δ(z1,b1) > s1}
×Θ+d−1(Ξ, d(z1,b1))ds11{d(x2) ∈ (0, t2],u(x2) ∈ A2}Hd(dx2)
]
=: R1(t1, t2) + R2(t1, t2) + R3(t1, t2).
Sei ‖g‖ := sup{|g(x1,x2)| : (x1,x2) ∈ Rd×Rd}. Die Stetigkeit von g auf einem kompakten
Träger sichert die Endlichkeit von ‖g‖. Ist U der kompakte Träger von g, dann gibt es
kompakte Mengen U1, U2 ⊂ Rd mit U ⊆ U1 × U2. Weiterhin sei U1 := U1 ⊕ Bd und






|g(z1 + s1b1,x2)|1{s1 ≤ t1,b1 ∈ A1, δ(z1,b1) > s1}sd−i−11



































wegen 0 < t1 ≤ 1. Dabei gilt c1 < ∞, da ‖g‖ < ∞ und Λ+i (· ×Sd−1) und Hd lokal endlich
sind.
Sei nun ε > 0 beliebig gewählt. Da g stetig auf einem kompakten Träger ist, ist g auch
gleichmäßig stetig. Daher gibt es ein tε ∈ (0, 1], so dass |g(z1 + s1b1,x2)− g(z1,x2)| < ε
für alle s1 ∈ (0, tε], (z1,b1) ∈ Rd×Sd−1 und x2 ∈ Rd gilt. Mit einer analogen Abschätzung
2.2. Ein Analogon zu (1.8) für den Fall zweiter Ordnung 17
wie für |R1(t1, t2)| erhält man für alle t1 ∈ (0, tε]
|R2(t1, t2)| ≤ εad−1
∫ ∫ ∫
1{s1 ≤ t1}1{z1 ∈ U1,x2 ∈ U2}Λ+d−1(dz1 × Sd−1)ds1Hd(dx2)
= εad−1Λ+d−1(U1 × Sd−1)Hd(U2)t1.










g(z1,x2)1{s1 ≤ t1,b1 ∈ A1, δ(z1,b1) > s1}Θ+d−1(Ξ, d(z1,b1))ds1






[∫ ∫ ∫ ∫
g(z1, z2 + s2b2)1{s1 ≤ t1,b1 ∈ A1, δ(z1,b1) > s1}1{s2 ≤ t2}







g(z1, z2 + s2b2)1{s1≤ t1,b1∈A1, ρ1 >s1}1{s2≤ t2,b2∈A2, ρ2 >s2}





∫ ∫ ∫ ∫
g(z1, z2 + s2b2)1{s1≤ t1,b1∈A1, ρ1 >s1}1{s2≤ t2,b2∈A2, ρ2 >s2}





∫ ∫ ∫ ∫
g(z1, z2 + s2b2)1{s1 ≤ t1}1{s2 ≤ t2,b2 ∈ A2, ρ2 > s2}sd−j−12





g(z1, z2 + s2b2)1{b2 ∈ A2, ρ2 > s2}G+d−1,j(z1, z2, A1 × (s1,∞]× d(b2, ρ2))ds1
= t1
∫





g(z1, z2 + s2b2)1{b2 ∈ A2, ρ2 > s2}G+d−1,j(z1, z2, A1 × (0, s1]× d(b2, ρ2))ds1










|g(z1, z2 + s2b2)|G+d−1,j(z1, z2, A1 × (0, t1]× d(b2, ρ2))














g(x1,x2 + s2b2)1{s2 ≤ t2,b2 ∈ A2, ρ2 > s2}sd−j−12
× G+d−1,j(x1,x2, A1 × (0,∞]× d(b2, ρ2))Λ+d−1,j(dx1 × Sd−1 × dx2 × Sd−1)ds2
∣∣∣∣







|g(x1,x2 + s2b2)|1{s2 ≤ t2,b2 ∈ A2, ρ2 > s2}sd−j−12
×G+d−1,j(x1,x2, A1 × (0, t1]× d(b2, ρ2))Λ+d−1,j(dx1 × Sd−1 × dx2 × Sd−1)ds2
















g(x1,x2 + s2b2)1{ρ2 > s2,b2 ∈ A2, s2 ≤ t2}sd−j−12






g(x1,x2 + s2b2)1{ρ2 > s2,b2 ∈ A2, s2 ≤ t2}sd−j−12
×G+d−1,j(x1,x2, A1 × (0,∞]× d(b2, ρ2))Λ+d−1,j(dx1 × Sd−1 × dx2 × Sd−1)ds2
+ a2d−1
∫ ∫ ∫
(g(x1,x2 + s2b2)− g(x1,x2))1{ρ2 > s2,b2 ∈ A2, s2 ≤ t2}
×G+d−1,d−1(x1,x2, A1 × (0,∞]× d(b2, ρ2))Λ+d−1,d−1(dx1 × Sd−1 × dx2 × Sd−1)ds2
+ a2d−1
∫ ∫ ∫
g(x1,x2)1{ρ2 > s2,b2 ∈ A2, s2 ≤ t2}
×G+d−1,d−1(x1,x2, A1 × (0,∞]× d(b2, ρ2))Λ+d−1,d−1(dx1 × Sd−1 × dx2 × Sd−1)ds2
=: R̃1(t2) + R̃2(t2) + R̃3(t2).
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wobei c2 < ∞, da Λ+d−1,j(· × Sd−1 × · × Sd−1) lokal endlich ist.
Sei ε > 0 beliebig gewählt. Da g gleichmäßig stetig ist, gibt es wieder ein tε ∈ (0, 1], so
dass |g(x1,x2+s2b2)−g(x1,x2)| < ε für alle s2 ∈ (0, tε], (x2,b2) ∈ Rd×Sd−1 und x1 ∈ Rd
gilt. Für alle t2 ∈ (0, tε] erhält man
|R̃2(t2)| ≤ εa2d−1
∫ ∫
1{s2 ≤ t2}1{x1∈U1,x2∈U2}Λ+d−1,d−1(dx1 × Sd−1 × dx2 × Sd−1)ds2
= εa2d−1Λ
+
d−1,d−1(U1 × Sd−1 × U2 × Sd−1)t2.









G+d−1,d−1(x1,x2, A1 × (0,∞]× A2 × (s2,∞])ds2
= t2G
+









G+d−1,d−1(x1,x2, A1 × (0,∞]× A2 × (0, s2])ds2
∣∣∣∣∣∣
≤ t2G+d−1,d−1(x1,x2, A1 × (0,∞]× A2 × (0, t2])
folgt unter Hinzunahme der Abschätzungen für R̃1 und R̃2 und unter Berücksichtigung










g(x1,x2 + s2b2)1{ρ2 > s2, s2 ≤ t2}sd−j−12





d−1,d−1(dx1 × A1 × dx2 × A2)
∣∣∣∣






d−1,d−1(x1,x2, A1 × (0,∞]× A2 × (0, t2])
× Λ+d−1,d−1(dx1 × Sd−1 × dx2 × Sd−1)
≤ c2t2 + |R̃2(t2)|
t2
+ a2d−1‖g‖Λd−1,d−1(U1 × A1 × (0,∞]× U2 × A2 × (0, t2]).
Die rechte Seite dieser Ungleichung konvergiert für t2 ↓ 0 gegen 0, womit die Behauptung
gezeigt ist.
Die Aussage des Satzes 2.3 ist (in Analogie zu Remark 4.2 in Hug und Last, 2000) gleich-
bedeutend zur vagen Konvergenz (siehe Definition 30.1 in Bauer, 1992) des Maßes
(t1t2)
−1C(x1,x2)H(2)s (x1, t1, A1,x2, t2, A2)H2d(d(x1,x2))
gegen das Maß
4Λ+d−1,d−1(dx1 × A1 × dx2 × A2)
für (t1, t2) ↓ (0, 0).
Unter zusätzlichen Voraussetzungen erhält man nun für H
(2)
s aus Satz 2.3 ein Ergebnis
im Sinne von (1.8).
Satz 2.4. Es sei Ξ eine zufälliges Keim-Korn-Modell mit Körnern aus Kd. Die zugehöri-
gen Momentenmaße Λ+ij(·×Sd−1×·×Sd−1) seien lokal endlich. Λ+d−1,d−1(·×Sd−1×·Sd−1)


























für H2d-fast alle (x1,x2) ∈ Rd × Rd.
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Beweis. Es seien g : Rd × Rd → [0,∞) eine stetige Funktion mit kompaktem Träger und
abkürzend
h(t1, t2) := H
(2)
s (x1, t1, A1,x2, t2, A2).





h(t1, 0) = lim
t1↓0
h(t1, 0)− h(0, 0)
t1
= 0.




































h(t1, t2) = lim
t1↓0






























existiert. Daher gibt es für jedes ε > 0 Zahlen δ1, δ2 > 0 derart, dass für alle t1, t2 mit














gilt. Wegen C(x1,x2) ≤ 1 ist damit (t1t2)−1g(x1,x2)C(x1,x2)h(t1, t2) für 0 < t1 < δ1,











h(t1, t2) + ε
)
beschränkt. Die Integrierbarkeit von g sichert die Integrierbarkeit der Schranke. Dann
folgt aus dem Satz von der majorisierten Konvergenz (siehe z. B. Bauer, 1992, Satz 15.6),
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dass es möglich ist, den Grenzübergang mit der Integration zu vertauschen. Aus Satz 2.3

















und die Behauptung folgt aus der Beliebigkeit von g.
Aufgrund der durch Satz 2.2 festgelegten Normierung der Krümmungsmaße ist nun die
Aussage von Satz 2.4 sehr einfach für die zweite Produktdichte %
(2)
S des zufälligen Maßes
SΞ formulierbar.
Folgerung 2.1. Es seien die Voraussetzungen des Satzes 2.4 erfüllt.










H(2)s (x1, t1,x2, t2) = %
(2)
S (x1,x2).
Beweis. Man setze A1 := S
d−1 und A2 := Sd−1. Mit Theorem 3.9 in Hug und Last (2000)
gilt für die additive Fortsetzung Cd−1 und die nichtnegative Fortsetzung C+d−1 für K ∈ Sd
Cd−1(K, ·) = C+d−1(K, ·). Aufgrund der Definition (1.6) von SΞ und der durch Satz 2.2
vorgegebenen Normierung von C+d−1 ist dann SΞ = 2C
+
d−1(Ξ, ·) P-f. s.
Die Voraussetzungen in Satz 2.4 sind in der vorliegenden Form nur schwer nachzuprüfen.
Die Aufgabe der folgenden Abschnitte ist es daher zu klären, welche hinreichenden Be-
dingungen an den der zufälligen Menge Ξ zugrunde liegenden markierten Punktprozess
gestellt werden müssen, damit diese Voraussetzungen an Ξ erfüllt sind.
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2.3 Lokale Endlichkeit und Existenz einer Dichte
In diesem Abschnitt wird untersucht, unter welchen Bedingungen die gemischten Momen-
tenmaße zweiter Ordnung Λ+ij eines Keim-Korn-Modells lokal endlich sind und in welchen
Fällen Λ+d−1,d−1 eine Dichte bezüglich H2d besitzt. Ähnlich den Ergebnissen für die ent-
sprechenden Momentenmaße erster Ordnung (Fallert, 1996; Hug und Last, 2000) sind
dies Bedingungen an das Intensitätsmaß und das zweite faktorielle Momentenmaß des
zugrunde liegenden Punktprozesses.
Satz 2.5. Es seien A1, A2 ∈ B(Sd−1). Für einen Punktprozess Ψ in Rd × Kd seien die
Voraussetzungen 2.3 und 2.4 (vgl. S. 8) erfüllt. Dann sind für alle i, j = 0, . . . , d− 1 die
gemischten Momentenmaße zweiter Ordnung Λ+ij(·×A1×·×A2) für das Keim-Korn-Modell
Ξ = T (Ψ) lokal endlich.
Beweis. Sei B ⊂ R2d kompakt. Dann gibt es kompakte Mengen B1, B2 ⊂ Rd mit B ⊆
B1×B2, und wegen A1, A2 ⊆ Sd−1 genügt es, Λ+ij(B1×Sd−1×B2×Sd−1) < ∞ zu zeigen.
Aufgrund von Lemma 2.1 in Fallert (1996) existieren Konstanten ci, d, B1 und cj, d, B2 , die
nur von i, d und B1 bzw. nur von j, d und B2 abhängig sind, so dass die Abschätzungen
Θi(K1, B1 × Sd−1) ≤ ci,d,B1 und Θj(K2, B2 × Sd−1) ≤ cj,d,B2
für alle K1, K2 ∈ Kd richtig sind. Da für ψ ∈ NRd×Kd
Θ+j (T (ψ), ·) ≤
∑
(x,K)∈ψ
Θj(x + K, ·)
gilt (siehe z. B. Beweis zu Proposition 4.10 in Hug und Last, 2000) und für K ∈ Kd der
Träger von Cj(K, ·) in K enthalten ist, folgt
Λ+ij(B1 × Sd−1 ×B2 × Sd−1)
= E
[
C+i (T (Ψ), B1)C
+








Ci(x1 + K1, B1)Cj(x2 + K2, B2)








1{(x1 + K1) ∩B1 6= ∅}1{(x2 + K2) ∩B2 6= ∅}


= ci, d, B1cj, d, B2
∫
1{(x1 + K1) ∩B1 6= ∅}1{(x2 + K2) ∩B2 6= ∅}α(2)Ψ (d(x1, K1,x2, K2))
+ ci, d, B1cj, d, B2
∫
1{(x + K) ∩ (B1 ∩B2) 6= ∅}αΨ(d(x, K))
< ∞
wegen der Voraussetzungen 2.3 und 2.4 und der Kompaktheit von B1 ∩B2.
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Satz 2.6. Es seien A1, A2 ∈ B(Sd−1). Für einen Punktprozess Ψ in Rd×Kd mit Verteilung
P seien die Voraussetzungen 2.1 und 2.2 (vgl. S. 8) erfüllt. Sei Q auf der Menge der strikt
konvexen Körper konzentriert. Dann ist das Maß Λ+d−1,d−1(· × A1, · × A2) für das Keim-
Korn-Modell Ξ = T (Ψ) absolut stetig bezüglich H2d.
Beweis. Voraussetzung 2.2 bedeutet insbesondere, dass α
(2)
Ψ eine Dichte bezüglich eines
σ-endlichen Maßes auf Rd ×Kd × Rd ×Kd (nämlich H2d ⊗Q2) besitzt. Mit
Ξn := ξn + Zn und Ξ
(n) := T (Ψ \ δ(ξn,Zn)), n = 1, 2, . . . , (2.39)




Θd−1(Ξn, · ∩ ((Rd \ Ξ(n))× Sd−1)), P-f. s. (2.40)
Sei D ∈ B(R2d), und sei µA1,A2(·, ·) := Λ+d−1,d−1(·×A1, ·×A2). Dann ist unter zweimaliger






















1{(z1, z2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 /∈ T (ψ \ δ(x1,K1))}





1{(z1, z2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 /∈ T (ψ \ δ(x1,K1))}





1{(z1, z2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 /∈ T (ψ \ δ(x,K))}
× 1{z2 /∈ T (ψ \ δ(x,K))}Θd−1(x + K, d(z1,b1))Θd−1(x + K, d(z2,b2))P (dψ)
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=
∫ ∫ ∫ ∫
1{(z1, z2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 /∈ T (ψ + δ(x2,K2))}
× 1{z2 /∈ T (ψ + δ(x1,K1))}Θd−1(x1 + K1, d(z1,b1))Θd−1(x1 + K2, d(z2,b2))
× P !(x1,K1),(x2,K2)(dψ)α
(2)
Ψ (d(x1, K1,x2, K2))
+
∫ ∫ ∫ ∫
1{(z1, z2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 /∈ T (ψ)}1{z2 /∈ T (ψ)}








Für den Anteil µ
(2)
A1,A2
gilt mit (2.4) nach Anwendung des Satzes von Fubini sowie der






∫ ∫ ∫ ∫ ∫ ∫
1{(z1, z2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 /∈ T (ψ)}1{z2 /∈ T (ψ)}
× 1{z1 /∈ x2 + K2}1{z2 /∈ x1 + K1}Θd−1(x1 + K1, d(z1,b1))Θd−1(x2 + K2, d(z2,b2))
× P !(x1,K1),(x2,K2)(dψ)%(2)(x1, K1,x2, K2)Q2(d(K1, K2))Hd(dx1)Hd(dx2)
=
∫ ∫ ∫ ∫ ∫
1{(z1 + x1, z2 + x2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 + x1 /∈ T (ψ)}
× 1{z2 + x2 /∈ T (ψ)}1{z1 + x1 /∈ x2 + K2}1{z2 + x2 /∈ x1 + K1}Θd−1(K1, d(z1,b1))
×Θd−1(K2, d(z2,b2))P !(x1,K1),(x2,K2)(dψ)%(2)(x1, K1,x2, K2)Q2(d(K1, K2))H2d(d(x1,x2))
=
∫ ∫ ∫ ∫ ∫
1{(z1 + x1, z2 + x2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 + x1 /∈ T (ψ)}
× 1{z2 + x2 /∈ T (ψ)}1{z1 + x1 /∈ x2 + K2}1{z2 + x2 /∈ x1 + K1}P !(x1,K1),(x2,K2)(dψ)
× %(2)(x1, K1,x2, K2)Θd−1(K1, d(z1,b1))Θd−1(K2, d(z2,b2))Q2(d(K1, K2))H2d(d(x1,x2))
=
∫ ∫ ∫ ∫ ∫
1{(x1,x2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{x1 /∈ T (ψ)}1{x2 /∈ T (ψ)}
× 1{x1 /∈ x2 − z2 + K2}1{x2 /∈ x1 − z1 + K1}P !(x1−z1,K1),(x2−z2,K2)(dψ)
× %(2)(x1 − z1, K1,x2 − z2, K2)Θd−1(K1, d(z1,b1))Θd−1(K2, d(z2,b2))Q2(d(K1, K2))
×H2d(d(x1,x2))




ist folglich bezüglich H2d absolut stetig mit der Dichte
∫ ∫ ∫ (∫
1{x1 /∈ T (ψ)}1{x2 /∈ T (ψ)}P !(x1−z1,K1),(x2−z2,K2)(dψ)
)
× 1{b1 ∈ A1}1{b2 ∈ A2}1{x1 /∈ x2 − z2 + K2}1{x2 /∈ x1 − z1 + K1}
× %(2)(x1 − z1, K1,x2 − z2, K2)Θd−1(K1, d(z1,b1))Θd−1(K2, d(z2,b2))Q2(d(K1, K2)).
Für den Nachweis der absoluten Stetigkeit von µ
(1)
A1,A2
wird nun die zusätzliche Voraus-
setzung an Q benötigt, positive Masse nur auf der Menge der strikt konvexen Körper zu






∫ ∫ ∫ ∫ ∫
1{(z1, z2) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 /∈ T (ψ)}1{z2 /∈ T (ψ)}
×Θd−1(x + K, d(z1,b1))Θd−1(x + K, d(z2,b2))P !(x,K)(dψ)%(x, K)Hd(dx)Q(dK)
=
∫ ∫ ∫ ∫ ∫
1{(z1 + x, z2 + x) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{z1 + x /∈ T (ψ)}
× 1{z2 + x /∈ T (ψ)}Θd−1(K, d(z1,b1))Θd−1(K, d(z2,b2))P !(x,K)(dψ)%(x, K)
×Hd(dx)Q(dK)
=
∫ ∫ ∫ ∫ ∫
1{(x, z2 − z1 + x) ∈ D}1{b1 ∈ A1}1{b2 ∈ A2}1{x /∈ T (ψ)}
× 1{z2 − z1 + x /∈ T (ψ)}P !(x−z1,K)(dψ)%(x− z1, K)Θd−1(K, d(z1,b1))
×Θd−1(K, d(z2,b2))Hd(dx)Q(dK)
(2.41)
nach den Substitutionen (z1, z2) 7→ (z1 + x, z2 + x) und x 7→ x− z1.
Sei nun D mit µ
(1)
A1,A2
(D) > 0 gewählt. Dann ist auch
∫ ∫ ∫ ∫
1{(x, z2 − z1 + x) ∈ D}Cd−1(K, dz1)Cd−1(K, dz2)Hd(dx)Q(dK) > 0. (2.42)
Unter den Voraussetzungen des Satzes ist nun zu zeigen, dass aus (2.42) auch H2d(D) > 0
und damit die absolute Stetigkeit von µ
(1)
A1,A2
bezüglich H2d folgt. Da die Abbildung
M : R2d → R2d mit M(x,y) = (x,y − x) umkehrbar eindeutig (und damit dimensi-
onserhaltend) ist, ist (2.42) äquivalent zu
∫ ∫ ∫ ∫
1{(x, z2 − z1) ∈ M(D)}Cd−1(K, dz1)Cd−1(K, dz2)Hd(dx)Q(dK) > 0.
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Hieraus folgt, dass es eine Borel-Menge A ⊂ Rd mit Hd(A) > 0 gibt, so dass für alle x ∈ A
für die (Borel-messbaren) Schnittmengen Bx := {y ∈ Rd : (x,y) ∈ M(D)}
∫ ∫ ∫
1{z2 − z1 ∈ Bx}Cd−1(K, dz1)Cd−1(K, dz2)Q(dK) > 0 (2.43)





gilt. Aus (2.43) folgt, dass es eine messbare Menge C ⊂ Kd mit Q(C) > 0 gibt, so dass für
alle K ∈ C jeweils Mengen Z1(K), Z2(K) ⊆ ∂K existieren, für die Cd−1(K,Z1(K)) > 0
bzw. Cd−1(K, Z2(K)) > 0 und Z2(K) ⊕ Ž1(K) ⊆ Bx gilt. Nach Voraussetzung sind die
Körper K (fast sicher) strikt konvex, weshalb Hd(Z2(K) ⊕ Ž1(K)) > 0 und damit auch
Hd(Bx) > 0 gilt.
Auch der folgende Satz gibt ein hinreichendes Kriterium für die Existenz einer Dichte von
Λ+d−1,d−1 bezüglich H2d. Die Voraussetzung der strikten Konvexität der Körner in Satz 2.6
wird hier durch die Voraussetzung der Drehungsinvarianz von Q ersetzt.
Satz 2.7. Es seien A1, A2 ∈ B(Sd−1). Für einen Punktprozess Ψ in Rd×Kd mit Verteilung
P seien die Voraussetzungen 2.1 und 2.2 (vgl. S. 8) erfüllt. Sei Q drehungsinvariant. Dann
ist das Maß Λ+d−1,d−1(· × A1, · × A2) für das Keim-Korn-Modell Ξ = T (Ψ) absolut stetig
bezüglich H2d.
Beweis. Der Beweis ist weitgehend identisch zu jenem von Satz 2.6. Es bleibt zu zeigen,
dass nun unter der Voraussetzung der Drehungsinvarianz von Q aus
∫ ∫ ∫
1{z2 − z1 ∈ Bx}Cd−1(K, dz1)Cd−1(K, dz2)Q(dK) > 0 (2.44)
Hd(Bx) > 0 folgt.
Unter Verwendung des invarianten Wahrscheinlichkeitsmaßes ν auf SOd folgt mit der
Drehungsinvarianz von Q aus (2.44)
∫ ∫ ∫ ∫
1{z2 − z1 ∈ Bx}Cd−1(ϑK, dz1)Cd−1(ϑK, dz2)Q(dK)ν(dϑ) > 0 (2.45)
und nach der Substitution (z1, z2) 7→ (ϑz1, ϑz2) mit der Eigenschaft (2.23) und dem Satz
von Fubini auch
∫ ∫ ∫ ∫
1{ϑ(z2 − z1) ∈ Bx}ν(dϑ)Cd−1(K, dz1)Cd−1(K, dz2)Q(dK) > 0. (2.46)
Es gibt folglich eine messbare Menge C ⊂ Kd mit Q(C) > 0 und eine messbare Menge
Θ ⊂ SOd mit ν(Θ) > 0, so dass für alle K ∈ C Mengen Z1(K), Z2(K) ⊂ ∂K mit
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Cd−1(K, Z1(K)) > 0 und Cd−1(K, Z2(K)) > 0 existieren, für die für alle ϑ ∈ Θ die
Inklusion ϑ(Z2(K)⊕ Ž1(K)) ⊆ Bx gilt. Dabei kann o. B. d.A. angenommen werden, dass
Z1(K) und Z2(K) zusammenhängend sind. Wenn es parallele Hyperebenen E1 und E2
mit Cd−1(K,Z1(K)) = Cd−1(K, Z1(K)∩E1) bzw. Cd−1(K, Z2(K)) = Cd−1(K,Z2(K)∩E2)







auch Hd(Bx) > 0. Andernfalls liegt ein Fall wie im Beweis zu Satz 2.6 vor, und es gilt
bereits Hd(Z2(K)⊕ Ž1(K)) > 0.
Dass auf die Voraussetzungen an das Wahrscheinlichkeitsmaß Q in den Sätzen 2.6 und
2.7 nicht vollständig verzichtet werden kann, zeigt folgendes Beispiel. Denkbar ist jedoch
eine Abschwächung dieser Voraussetzungen, vgl. auch die Diskussion in Abschnitt 2.7.
Beispiel 2.1. Sei Ψ ein stationärer Poisson-Prozess in R2×K2 mit Intensität 0 < λ < ∞.
Das typische Korn sei ein festes achsenparalleles Rechteck K0 = [−a, a] × [−b, b] mit
a, b > 0, d. h., Q = δK0 . Sei nun
D = {(x1, x2, x1 + x3, x2) ∈ R4 : (x1, x2, x3) ∈ R3}
gewählt. D ist eine Hyperebene in R4 und hat folglich H4-Maß Null. Für das Maß µ(1)S1,S1
der Menge D gilt gemäß (2.41) im Beweis zu Satz 2.6 mit der Eigenschaft (2.11) des






1{(x, z2 − z1 + x)∈D}C(x, z2 − z1 + x)Cd−1(K0, dz1)Cd−1(K0, dz2)Hd(dx)
= λ
∫ ∫ ∫
1{(x, z2 − z1)∈R3×{0}}C(x, z2 − z1 + x)Cd−1(K0, dz1)Cd−1(K0, dz2)Hd(dx)
> 0,
(2.47)
da für alle z1 und z2 aus der Kante [−a, a]×{b} von K0 z2−z1 ∈ [−2a, 2a]×{0} ⊂ R×{0}
gilt. Daher sind sowohl µ
(1)
S1,S1 als auch Λ
+
1,1(· × S1× ·× S1) nicht absolut stetig bezüglich
H4.
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2.4 Eine Anwendung der Koflächenformel
Dieser Abschnitt dient der Vorbereitung des Abschnitts 2.5, wo die Existenz der rechtsei-
tigen Ableitungen von H
(2)
s (x1, t1, A1,x2, t2, A2) bei (t1, t2) = (0, 0) untersucht wird. Der
folgende Satz 2.9 zeigt, dass das für zwei konvexe Körper K und L durch µ((0, t]) :=
Hd−1(∂L∩ (Kt \K)), t > 0, definierte Maß auf R eine Dichte bezüglich H1 hat. Er ist eine
Folgerung aus der Koflächenformel für Lipschitz-stetige Abbildungen (Theoreme 3.2.12
und 3.2.22 in Federer, 1969). Der folgende Satz 2.8 gibt zunächst eine den Erfordernissen
der vorliegenden Arbeit entsprechende Version der Koflächenformel wieder.
Satz 2.8 (Koflächenformel). Sei M eine m-dimensionale eingebettete C1-Untermannig-
faltigkeit in Rd, 0 ≤ m ≤ d, und f : M → Rk, k < m, eine Lipschitz-stetige Abbildung.
Dann gilt für jede Hm-messbare Menge A ⊆ M und jede Hm-integrierbare Funktion








wobei Jf die Jacobi-Funktion von f ist.
Mit Blick auf Satz 2.9 erfolgt die Diskussion von Jf nur für den Fall k = 1 (vgl. dazu
auch Hardt und Simon, 1986). Für den allgemeinen Fall sei auf Federer (1969) verwiesen.
Da die Funktion f : M → R Lipschitz-stetig ist, folgt (Satz von Rademacher, siehe
Theorem 3.1.6 in Federer, 1969), dass f in M Hm-f. ü. differenzierbar ist, d. h., dass es für




f(z)− f(y)− 〈a(y), z− y〉
‖z− y‖ = 0, (2.49)
gibt. Dabei bezeichne TyM den Tangentialraum an M im Punkt y. Überall da, wo a(y)
existiert, ist a(y) auch eindeutig bestimmt. In diesem Fall sei durch ∇f(y) := a(y) der
Gradient von f in y definiert.
Vermöge v 7→ 〈∇f(y),v〉, v ∈ TyM , ist eine durch f induzierte lineare Abbildung dfy :
TyM → Rd (das Differential von f in y) definiert. Bezeichnet (dfy)∗ die zugehörige




der Jacobi-Funktion Jf (für Hm-f. a. y ∈ M) unmittelbar
Jf (y) =
√
det((∇f(y))∗∇f(y)) = ‖∇f(y)‖. (2.50)
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Ist f : Rd → R eine (beliebige) Lipschitz-stetige Fortsetzung von f auf Rd, dann ist für
alle y ∈ M , in denen a(y) (wie in (2.49)) existiert, die Einschränkung f |(y+TyM) von f
auf y+TyM in y differenzierbar mit grad(f |(y+TyM))(y) = a(y) = ∇f(y) (vgl. Hardt




f(z)− f(y)− 〈∇f(y), z− y〉
‖z− y‖ = 0. (2.51)
Satz 2.9. Seien K und L konvexe Körper in Rd. L sei aus der Klasse C1. Außerdem sei
Hd−1({y ∈ ∂L : 〈n(L,y),u(K,y)〉2 = 1}) = 0 (2.52)












|sin ∠(n(L,y),n(K,y))|−1 falls y ∈ ∂L ∩ regK, n(L,y) ∦ n(K,y),
0 sonst.
(2.54)
Beweis. Es genügt, die Behauptung für die Funktion h(y, s) := h̃(y)1{s ≤ t} zu zeigen,
wobei h̃ : Rd → [0,∞) eine messbare Funktion sei und t > 0 gelte.
Da L aus der Klasse C1 ist, ist ∂L eine (d − 1)-dimensionale C1 Untermannigfaltigkeit
des Rd. Weiterhin ist die Abbildung f : ∂L ∩ (Kt \ K) → [0,∞) mit x 7→ d(K,x)
Lipschitz-stetig. Folglich kann die Koflächenformel (2.48) für Lipschitz-stetige Funktionen









Es wird weiter unten gezeigt werden, dass für alle Hd−1-f. a. y
Jf (y) = | sin ∠(n(L,y),u(K,y))|
gilt. Aus der Lebesgue-Messbarkeit von n : regL → Sd−1, y 7→ n(L,y), (Lemma 2.2.10
in Schneider, 1993) und der Stetigkeit von uK : Rd \K → Sd−1, y 7→ u(K,y), (folgt aus
der Stetigkeit von Abstandsfunktion und metrischer Projektion, siehe z. B. Theorem 1.2.2
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in Schneider, 1993) folgt die Messbarkeit von Jf . Da sowohl Jf als auch h̃ nichtnegativ






Jf (y) falls y ∈ ∂L ∩ (Kt \K), n(L,y) ∦ u(K,y),
0 sonst,
(2.56)
Hd−1-integrierbar und damit in (2.55) einsetzbar. Da für s > 0 ∂Ks = regKs gilt, kann
für y ∈ (Kt \ K) der Richtungsvektor u(K,y) durch n(Ks,y) ersetzt werden, und die
Behauptung folgt aus der Definition von η.
Mit Blick auf (2.50) ist nun noch ‖∇f(y)‖ = | sin ∠(n(L,y),u(K,y))| zu zeigen. Sei
dazu im Folgenden y ∈ ∂L ∩ (Kt \ K) so gewählt, dass ∇f(y) existiert und außerdem
n(L,y) ∦ u(K,y) gilt. Abkürzend seien p := p(K,y), u := u(K,y), n := n(L,y) und
∇f := ∇f(y). Sei H die zu u(K,y) orthogonale Hyperebene durch p(K,y). Sei außerdem
m ∈ TyL ∩ Sd−1 zunächst ein Tangentialvektor der Länge 1. Da d(K,y) > 0 gilt, trennt
H für alle r, 0 < r < d(K,y), den Punkt y + rm und den Körper K. Folglich gilt
d(K,y + rm) ≥ d(H,y + rm) = 〈y + rm,u〉 = d(K,y) + r〈m,u〉. (2.57)
Eine Lipschitz-stetige Fortsetzung f von f auf Rd ist in natürlicher Weise durch f(x) =
d(K,x) für x ∈ Rd gegeben, insbesondere gilt also auch f(y + rm) = d(K,y + rm). Aus
(2.51) folgt daher zusammen mit (2.57) 〈∇f(y),m〉 ≥ 〈m,u〉 für alle m ∈ TyL ∩ Sd−1.
Das zieht sogar die Gültigkeit von
〈∇f(y),m〉 = 〈m,u〉 (2.58)
für alle m ∈ TyL nach sich. Wegen (2.58) ist ∇f zu allen Tangentialvektoren m or-
thogonal, die ihrerseits zu u orthogonal sind, weshalb ∇f in der (wegen u ∦ n echt
zweidimensionalen) affinen Hülle A(u,n), die von u und n aufgespannt wird, liegt.
Falls n⊥u gilt, folgt aus (2.58) für m := u sofort ‖∇f(y)‖ = 1. Andernfalls sei u⊥ ein zu
u senkrechter Einheitsvektor in A(u,n). Mit n = 〈n,u〉u + 〈n,u⊥〉u⊥ gilt
0 = 〈∇f,n〉 = 〈n,u〉〈∇f,u〉+ 〈n,u⊥〉〈∇f,u⊥〉,
woraus
〈∇f,u⊥〉 = −〈∇f,u〉 〈n,u〉〈n,u⊥〉 (2.59)
folgt. Zusammen mit (2.58) ergibt sich
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womit man 〈∇f,u〉 = 〈n,u⊥〉2 und 〈∇f,u⊥〉 = −〈n,u⊥〉〈n,u〉 erhält. Folglich gilt
‖∇f(y)‖ =
√
1− 〈n(L,y),u(K,y)〉2 = | sin ∠(n(L,y),u(K,y))|. (2.61)
Bei Verwendung einer Verallgemeinerung der Koflächenformel für Lipschitz-stetige Funk-
tionen auf rektifizierbaren Mengen (Definition 3.2.14 und Theorem 3.2.22 in Federer,
1969) kann die Forderung in Satz 2.9 an L, aus der Klasse C1 zu sein, sogar fallen ge-
lassen werden, da der Rand eines konvexen Körpers eine solche rektifizierbare Menge ist
(Theorem 3.2.35 in Federer, 1969). Für die Anwendungen in Abschnitt 2.5 genügt aber
die vorliegende Formulierung.
Das folgende Beispiel zeigt, dass auf Voraussetzung (2.52) in Satz 2.9 dagegen nicht ver-
zichtet werden kann.
Beispiel 2.2. Es seien K und L konzentrische Kreisflächen mit Radien rK < rL und
t > rL − rK wie in Abbildung 2.1. Dann ist
∫
∂L\K
1{d(K,y) ≤ t}H1(dy) = 2πrL.















Abbildung 2.1: Illustration zu Beispiel 2.2.
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Die folgenden Sätze untersuchen das Verhalten einer durch Satz 2.9 gegebenen Dichte∫
∂L∩∂Kt h̃(y)η(L,Kt,y)Hd−2(dy) für t ↓ 0. Mit den entsprechenden Aussagen lässt sich
dann in Abschnitt 2.5 die Existenz der zweifachen rechtseitigen partiellen Ableitung von
H
(2)
s bei (0, 0) nachweisen. Zunächst wird eine Aussage für den d-dimensionalen Fall unter
recht starken Glattheitsvoraussetzungen an K gezeigt.
Satz 2.10. Es seien die Voraussetzungen von Satz 2.9 erfüllt. Zusätzlich sei K aus der
Klasse C2. Es gelte
|sin ∠(n(L,y),n(K,y))| > 0, y ∈ ∂L ∩ ∂K. (2.62)









Beweis. Der Beweis folgt der Argumentationskette von Abschnitt 4 in Last und Schass-
berger (2001), wo Aussagen im Zusammenhang mit der zweiten Ableitung der sphärischen
Kontaktverteilungsfunktion bewiesen werden. An die Stelle der dort verwendeten Reich-
weitenfunktion tritt nun die Abstandsfunktion.
Im Fall L∩K = ∅ gilt für alle genügend kleinen t > 0 auch ∂L∩ ∂Kt = ∅, und somit ist
(2.63) trivialerweise erfüllt. Im Folgenden sei nun ∂L ∩ ∂K 6= ∅ angenommen.
Seien B1 und B2 offene Teilmengen des Rd, so dass B1∩∂K C2-glatt und B2∩∂L C1-glatt
parametrisierbar seien. Die Parameterdarstellungen von B1∩∂K und B2∩∂L seien durch
die Abbildungen w = (w1, . . . , wd−1) 7→ x(w) und v = (v1, . . . , vd−1) 7→ y(v) gegeben,
wobei w aus einer offenen Menge E ⊂ Rd−1 und v aus einer offenen Menge D ⊂ Rd−1
seien. Wählt man w0 ∈ E, v0 ∈ D und t0 > 0 so, dass die Gleichung
x(w) + tn(K,x(w)) = y(v), t ∈ R, w ∈ E, v ∈ D, (2.64)
erfüllt ist, existieren wegen des Auflösungssatzes für implizit definierte Funktionen eine
offene Umgebung V des Punktes (t0, v02, . . . , v
0
d−1) und stetig differenzierbare Funktionen
(t, v2, . . . , vd−1) 7→ w(t, v2, . . . , vd−1) und (t, v2, . . . , vd−1) 7→ v1(t, v2, . . . , vd−1) von V in
Rd−1 bzw. von V in R, so dass w(t0, v02, . . . , v0d−1) = w0, (v1(v2, . . . , vd−1), v2, . . . , vd−1) ∈
D, w(t, v2, . . . , vd−1) ∈ E und
x(w(t, v2, . . . , vd−1)) + tn(K,x(w(s, v2, . . . , vd−1))) = y(v1(s, v2, . . . , vd−1), v2, . . . , vd−1)
(2.65)
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gelten. Voraussetzung für die Anwendung des Auflösungssatzes ist, dass für die durch
f(t,v,w) = x(w) + tn(K,x(w))− y(v) definierte Funktion die Bedingung
∂f(t, v1, . . . , vd−1, w1, . . . , wd−1)
∂(v1, w1, . . . , wd−1)




1, . . . , w
0
d−1) 6= 0 (2.66)
gilt. Da die Vektoren ∂f
∂wi
, i = 1, . . . , d− 1, zum Tangentialraum von ∂K in x(w) gehören
und ∂f
∂v1
im Tangentialraum von ∂L in y(v) liegt, ist (2.66) dann erfüllt, wenn der Vektor
∂y
∂v1
(v0) nicht zum Tangentialraum von ∂K im Punkt x0 = x(w0) gehört. Dies kann
wegen Voraussetzung (2.52) in Satz 2.9 angenommen werden, und o. B. d. A. dann auch
∂y
∂v1
(v1(t, v2, . . . , vd−1), v2, . . . , vd−1) /∈ Tx(w(t,v2,...,vd−1))∂K für alle (t, v2, . . . , vd−1) ∈ V . Mit
z(t, v2, . . . , vd−1) := y(v1(t, v2, . . . , vd−1), v2, . . . , vd−1) (2.67)
erhält man eine weitere Parametrisierung von B2 ∩ L, d. h.
{z(t, v2, . . . , vd−1) : (t, v2, . . . , vd−1) ∈ V } = B2 ∩ L. (2.68)
Hier gilt nun die Eigenschaft d(K, z(t, v2, . . . , vd−1)) = t für alle t ≥ 0.
Wegen Voraussetzung (2.62) kann angenommen werden, dass (2.65) für t0 = 0 erfüllt ist.
Ebenso kann angenommen werden, dass V als V = (t1, t2) × V ′ darstellbar ist, wobei
t1 < 0 < t2 gelte und V
′ eine offene Menge in Rd−2 sei. Wegen der Kompaktheit von
∂L∩ ∂K reicht es aus, den Fall ∂L∩ ∂K ⊂ B2 zu betrachten (vgl. die Diskussion in Last
und Schassberger, 2001). Dann gilt
∂L ∩ ∂K = {z(0, v2, . . . , vd−1) : (v2, . . . , vd−1) ∈ V ′}. (2.69)
Da die kompakten Mengen {y ∈ ∂L : d(K,y) ≤ t} für t ↓ 0 monoton von oben gegen
∂L∩∂K konvergieren, gilt dann für genügend kleines t auch {y ∈ ∂L : d(K,y) ≤ t} ⊂ B2,
und auf beiden Seiten von (2.63) kann somit die Integration auf das Gebiet B2 beschränkt
werden.
Es sei Jt(v2, . . . , vd−1) die Determinante der Matrix (〈 ∂z∂vi , ∂z∂vj 〉)i,j=2,...,d−1. In den Ko-
ordinaten (t, v2, . . . , vd−1) ist dann durch
√
Jt(v2, . . . , vd−1)dv2 · . . . · dvd−1 das Ober-
flächenelement von {y ∈ ∂L : d(K,y) = t} = ∂L ∩ ∂Kt gegeben. Da die Funkti-
on (t, v2, . . . , vd−1) 7→ z(s, v2, . . . , vd−1) stetig differenzierbar ist, ist (t, v2, . . . , vd−1) 7→
Jt(v2, . . . , vd−1) stetig auf V . Ebenso kann wegen (2.62) o. B. d.A. angenommen werden,
dass η(L,Kt, z(t, v2, . . . , vd−1) stetig auf V ist und somit
lim
t↓0
η(L,Kt, z(t, v2, . . . , vd−1)) = η(L, K, z(0, v2, . . . , vd−1)) (2.70)
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erfüllt ist, wobei dieser Grenzwert für alle (v2, . . . , vd−1) ∈ V ′ endlich ist. Da auch für
Jt(v2, . . . , vd−1) Beschränktheit angenommen werden kann, folgt mit den Voraussetzungen











h̃(z(t, v2, . . . , vd−1))η(L,Kt, z(t, v2, . . . , vd−1))1{(t, v2, . . . , vd−1) ∈ V }
×
√





h̃(z(0, v2, . . . , vd−1))η(L,K, z(0, v2, . . . , vd−1))1{(v2, . . . , vd−1) ∈ V ′}
×
√






Für die Dimensionen d = 2 und d = 3 werden nun entsprechende Aussagen für K mit
stückweise glattem Rand gezeigt. Dies schließt insbesondere den Fall ein, dass K ein
Polygon bzw. Polyeder ist.
Satz 2.11. Es sei d = 2, und es seien die Voraussetzungen von Satz 2.9 erfüllt. K habe
einen stückweise C1-glatten Rand und ein nichtleeres Inneres. Es gelte
H0(∂L ∩ [∂K \ regK]) = 0 (2.72)
und für alle y ∈ ∂L ∩ regK
|sin ∠(n(L,y),n(K,y))| > 0. (2.73)











η(L, K,y)H0(dy) < ∞. (2.75)
Anschaulich bedeuteten die Bedingungen (2.72) und (2.73), dass der Rand von L den
Rand von K nicht in einem Eckpunkt von K schneidet und dass sich beide Ränder nicht
berühren.
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Beweis. Falls ∂L ∩ ∂K = ∅ gilt, verschwindet die rechte Seite von (2.74). Außerdem gilt
dann auch ∂L ∩ ∂Kt = ∅ für alle genügend kleinen t > 0, womit (2.74) erfüllt ist.








Folglich besteht ∂L ∩ ∂K aus einer endlichen Anzahl n von Punkten yi ∈ regK, i =
1, . . . , n, und für genügend kleines t > 0 ist ∂L ∩ Kt die disjunkte Vereinigung von n
stetigen Kurvenstücken yi(t) ∈ ∂L ∩ ∂Kt, t ∈ [0, t], mit yi(0) = yi, i = 1, . . . , n, womit
auch ∂L ∩ ∂Kt aus n Punkten yi(t) besteht. Da ∂K stückweise C1-glatt ist, gibt es für
alle yi eine C







n(K,p(K,yi(t))) = n(K,yi) (2.76)
wegen der Stetigkeit von p(K, ·) und n(K, ·). Da L aus der Klasse C1 ist, folgt damit auch
lim
t↓0































Satz 2.12. Es sei d = 3, und es seien die Voraussetzungen von Satz 2.9 erfüllt. K habe





gemäß (2.25), wobei zusätzlich alle Fi ∩ Fj, i, j ∈ {1, . . . , n}, i 6= j, C2-Untermannig-
faltigkeiten seien. Es gelte für alle i, j, k ∈ {1, . . . , n} mit i 6= j 6= k 6= i
H0(∂L ∩ Fi ∩ Fj ∩ Fk) = 0 (2.78)
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und für alle y ∈ ∂L ∩ regK
|sin ∠(n(L,y),n(K,y))| > 0. (2.79)
Außerdem gelte für alle i, j ∈ {1, . . . , n} mit i 6= j und alle Punkte x ∈ ∂L ∩ Fi ∩ Fj
Tx(Fi ∩ Fj) * Tx∂L, (2.80)
d. h., kein Tangentenvektor von Fi∩Fj in x liege gleichzeitig auch in Tx∂L. Sei weiterhin











η(L, K,y)H1(dy) < ∞. (2.82)
Beweis. Es sei für t > 0 und i ∈ {1, . . . , n}
F ti := {y ∈ ∂Kt : p(K,y) ∈ relint(Fi)} (2.83)
der zu relint(Fi) gehörige Teil der äußeren Parallelmenge von K. Die Behauptung des























Dass ∂L und Fi∩Fj, i, j ∈ {1, . . . , n}, i 6= j, wegen (2.80) keine Berührungspunkte haben,
impliziert
H1(∂L ∩ Fi ∩ Fj) = 0 (2.86)
für alle i, j ∈ {1, . . . , n} mit i 6= j. Mit (2.86) und (2.82) kann damit (2.84) in ähnlicher
Weise wie Satz 2.10 gezeigt werden.
Es genügt wegen (2.78), zum Nachweis von (2.85) nur die Mengen relint(Fi ∩ Fj), i 6= j,
zu betrachten. Abkürzend seien nun für feste Indizes i 6= j F := relint(Fi ∩ Fj) und
F t := {y ∈ ∂Kt : p(K,y) ∈ F}. Gilt ∂L ∩ F = ∅, dann ist für genügend kleines t auch
∂L ∩ F t = ∅ erfüllt und lim
t↓0
H1(∂L ∩ F t) = 0 ist trivialerweise richtig.
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Andernfalls kann ∂L∩F nur aus endlich vielen Punkten bestehen: Angenommen ∂L∩F
besteht aus unendlich vielen Punkten. Dann gibt es mindestens einen Häufungspunkt in
der abgeschlossenen Menge Fi ∩ Fj. Da auch ∂L abgeschlossen ist, müssen wegen (2.78)
alle Häufungspunkte sogar in F liegen. Sei x ∈ ∂L ∩ F nun solch ein Häufungspunkt.





ist dann sowohl Element von Tx∂L als auch Tangentenvektor von F in x im Widerspruch
zur Voraussetzung (2.80).
Bezeichne nun x0 einen der endlich vielen Punkte aus ∂L ∩ F , und sei t > 0 so gewählt,
dass die Menge
A := {p(K,y) : y ∈ ∂L ∩ F t, 0 < t ≤ t} (2.87)
∂L∩F ∩A = {x0} erfüllt, also keine weiteren Punkte aus ∂L∩F enthält. Für jedes x ∈ A
enthält At := ∂[A⊕ tBd]\{y ∈ A⊕ tBd : p(F,y) /∈ A} die Menge x+ tN(K,x). Da es für
F eine C2-glatte Parametrisierung w 7→ x(w) von E ⊂ R in R3 gibt, lässt sich At in der
Form (w,m) 7→ x(w) + tb(x(w),m) mit w ∈ Ẽ ⊂ E und m ∈ tS1 parametrisieren. (Der
Schnitt einer zu F in x senkrechten Ebene durch x mit At ist gerade eine Kreislinie mit
Radius t.) ∂L sei durch D 3 v = (v1, v2) 7→ y(v) parametrisiert. Wegen Voraussetzung
(2.80) schneiden sich ∂L und F mit einem positiven Winkel. Daher lässt sich in einer
Umgebung von x0 die Gleichung
y(v) = x(w) + b(x(w),m) (2.88)
auflösen (Auflösungssatz für implizit definierte Funktionen). Das heißt, es gibt für je-
des genügend kleine t eine relativ offene Umgebung V des Punktes m0 und stetig dif-
ferenzierbare Funktionen m 7→ w(m) und m 7→ v(m) von V in R bzw. in R2, so dass
x(w(m0)) = x0, v(m) ∈ D, w(m) ∈ E und
y(v(m)) = x(w(m))) + b(x(w(m))),m) (2.89)
gelten. Die Funktion m 7→ y(v(m)) von tS1 in ∂L ∩ At ist für genügend kleine t stetig
differenzierbar und wegen (2.80) sogar Lipschitz-stetig. Bezeichnet c(t) die zugehörige
Lipschitz-Konstante, gilt mit Proposition 2.10.11 in Federer (1969)
H1(∂L ∩ At) ≤ c(t)H1(tS1) = c(t) · 2πt. (2.90)
Wegen (2.80) ist c(t) für alle genügend kleinen t beschränkt, so dass H1(∂L∩At) → 0 für
t ↓ 0. Da x0 beliebig gewählt war, ist damit auch (2.85) gezeigt.
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Die Voraussetzung der Sätze 2.11 und 2.12 an den Körper K, innere Punkte zu haben, ist
nicht notwendig. Jedoch bedarf es bei einem (d− 1)-dimensionalen K einer Erweiterung
der Funktion η, da es in diesem Fall keine regulären Randpunkte gibt. Für Hd−1-f. a.
Punkte y ∈ K besteht N(K, z) dann aus genau zwei Einheitsvektoren b1 und b2 mit





η(L,K, z) y ∈ ∂L ∩ ∂K, K hat innere Punkte
|sin ∠(n(L,y),b)|−1 b beliebig aus N(K,y), falls H0(N(K,y)) = 2,
y ∈ ∂L ∩K, n(L,y) ∦ b, K ohne innere Punkte
0 sonst.
(2.91)
Mit diesem η̃ sind die Sätze 2.11 und 2.12 bis auf einen Faktor 2 unmittelbar auf (d− 1)-










mit d ∈ {2, 3}.
Bemerkung 2.1. Satz 2.10 (und entsprechend auch Satz 2.11 und Satz 2.12) ist im Sinne
von Theorem 2.2 in Last und Schassberger (2001) auch folgendermaßen lesbar.
Die durch
t 7→ G(t) :=
∫
∂L\K
h̃(y)1{d(K,y) ≤ t}Hd−1(dy), t ≥ 0, (2.93)
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2.5 Existenz der rechtsseitigen Ableitungen bei (0,0)
Nachdem in Abschnitt 2.3 bereits für zwei wesentliche Voraussetzungen des Satzes 2.4
hinreichende Kriterien an den zugrunde liegenden Punktprozess gefunden wurden, ist
nun noch zu klären, unter welchen Voraussetzungen die zweifache rechtsseitige Ableitung
von CH
(2)
s bei (0, 0) existiert.
2.5.1 Absolute Stetigkeit
Für das weitere Vorgehen erweist es sich als hilfreich, die Größe CH
(2)
s in zwei Terme zu
zerlegen. Diese werden später getrennt untersucht.
Lemma 2.1. Für einen Punktprozess Ψ in Rd × Kd seien die Voraussetzungen 2.1 und
2.2 (vgl. S. 8) erfüllt. Es seien A1, A2 ∈ B(Sd−1). Dann gilt für die sphärische Kontakt-
verteilungsfunktion zweiter Ordnung H
(2)
s von Ξ = T (Ψ)
C(x1,x2)H
(2)
s (x1, t1, A1,x2, t2, A2) = J
(2)(x1, t1, A1,x2, t2, A2) + J
(1)(x1, t1, A1,x2, t2, A2)
(2.95)
mit





1{d(T (Ψ + δ(y2,K2)),x1) > d(y1 + K1,x1)}
×1{d(T (Ψ + δ(y1,K1)),x2) > d(y2 + K2,x2)}
]
1{0 < d(y1 + K1,x1) ≤ t1}
× 1{0 < d(y2 + K2,x2) ≤ t2}1{u(y1 + K1,x1) ∈ A1}1{u(y2 + K2,x2) ∈ A2}
× α(2)Ψ (d(y1, K1,y2, K2))
(2.96)
und





1{d(T (Ψ),x1) > d(y + K,x1)}1{d(T (Ψ),x2) > d(y + K,x2)}
]
× 1{0 < d(y + K,x1) ≤ t1}1{0 < d(y + K,x2) ≤ t2}
× 1{u(y + K,x1) ∈ A1}1{u(y + K,x2) ∈ A2}αΨ(d(y, K))
(2.97)
für H2d-f. a. (x1,x2) ∈ Rd × Rd.
J (2) beschreibt dabei jenen Anteil von CH
(2)
s , für den x1 und x2 in der t1-Parallelmenge
bzw. t2-Parallelmenge zweier verschiedener Körner y1 + K1 und y2 + K2 liegen, während
J (1) entsprechend den Anteil beschreibt, für den x1 und x2 in der t1-Parallelmenge bzw.
t2-Parallelmenge des gleichen Korns y + K liegen.
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Beweis. Es sei g : Rd × Rd → [0,∞] messbar.
Unter Verwendung der verallgemeinerten Steiner-Formel in Satz 2.2, der Zerlegung (2.40)
gemäß Proposition 4.9 in Hug und Last (2000) und dem Satz von Fubini (anwendbar




s (x1, t1, A1,x2, t2, A2)Hd(dx2)Hd(dx1)
=
∫ ∫
g(x1,x2)E[1{x1 /∈ Ξ, d(Ξ,x1) ≤ t1,u(Ξ,x1) ∈ A1}
× 1{x2 /∈ Ξ, d(Ξ,x2) ≤ t2,u(Ξ,x2) ∈ A2}]Hd(dx2)Hd(dx1)
= E
[∫ ∫
g(x1,x2)1{x1 /∈ Ξ, d(Ξ,x1) ≤ t1,u(Ξ,x1) ∈ A1}








[∫ ∫ ∫ ∫
g(z1 + s1b1, z2 + s2b2)
× 1{s1 ≤ t1, δ(Ξ, z1,b1) > s1,b1 ∈ A1}1{s2 ≤ t2, δ(Ξ, z2,b2) > s2,b2 ∈ A2}












∫ ∫ ∫ ∫
g(z1 + s1b1, z2 + s2b2)
× 1{s1 ≤ t1, δ(Ξ, z1,b1) > s1,b1 ∈ A1}1{s2 ≤ t2, δ(Ξ, z2,b2) > s2,b2 ∈ A2}








[∫ ∫ ∫ ∫ ∫ ∫
g(z1 + s1b1, z2 + s2b2)
× 1{s1 ≤ t1, δ(T (Ψ), z1,b1) > s1,b1 ∈ A1}1{s2 ≤ t2, δ(T (Ψ), z2,b2) > s2,b2 ∈ A2}
× sd−i−11 sd−j−12 1{z1 /∈ T (Ψ \ δ(y1,K1))}1{z2 /∈ T (Ψ \ δ(y2,K2))}
×Θi(K1 + y1, d(z1,b1))Θj(K2 + y2, d(z2,b2))ds1ds2Ψ(d(y1, K1))Ψ(d(y2, K2))
]
Für (z,b) ∈ N(K + y) und Ψ({(y, K)}) > 0 gilt (vgl. auch Beweis zu Theorem 4.16
in Hug und Last, 2000) z /∈ T (Ψ \ δ(y,K)) und δ(T (Ψ), z,b) > s genau dann, wenn
d(T (Ψ\δ(y,K)), z+sb) > s erfüllt ist. (Wenn also der Punkt z+sb innerhalb der zu y+K
gehörigen Zelle des äußeren Skeletts liegt, dann ist sein Abstand zur Menge T (Ψ \ δ(y,K))
größer als s.)
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[∫ ∫ ∫ ∫ ∫ ∫
g(z1 + s1b1, z2 + s2b2)1{s1 ≤ t1}1{s2 ≤ t2}
× sd−i−11 sd−j−12 1{b1 ∈ A1}1{b2 ∈ A2}
× 1{d(T (Ψ \ δ(y1,K1)), z1 + s1b1) > s1}1{d(T (Ψ \ δ(y2,K2)), z2 + s2b2) > s2}










[∫ ∫ ∫ ∫
g(z1 + s1b1, z2 + s2b2)
× 1{s1 ≤ t1}1{s2 ≤ t2}sd−i−11 sd−j−12 1{b1 ∈ A1}1{b2 ∈ A2}
× 1{d(T (Ψ + δ(y2,K2)), z1 + s1b1) > s1}1{d(T (Ψ + δ(y1,K1)), z2 + s2b2) > s2}













[∫ ∫ ∫ ∫
g(z1 + s1b1, z2 + s2b2)1{s1 ≤ t1}1{s2 ≤ t2}
× sd−i−11 sd−j−12 1{d(T (Ψ), z1 + s1b1) > s1}1{d(T (Ψ), z2 + s2b2) > s2}1{b1 ∈ A1}







g(x1,x2)1{0 < d(y1 + K1,x1) ≤ t1}1{0 < d(y2 + K2,x2) ≤ t2}
× 1{u(y1 + K1,x1) ∈ A1}1{u(y2 + K2,x2) ∈ A2}
× 1{d(T (Ψ + δ(y2,K2)),x1) > d(y1 + K1,x1)}
×1{d(T (Ψ + δ(y1,K1)),x2) > d(y2 + K2,x2)}Hd(dx1)Hd(dx2)
]





g(x1,x2)1{0 < d(y + K,x1) ≤ t1}1{0 < d(y + K,x2) ≤ t2}
× 1{u(y + K,x1) ∈ A1}1{u(y + K,x2) ∈ A2}1{d(T (Ψ),x1) > d(y + K,x1)}
×1{d(T (Ψ),x2) > d(y + K,x2)}Hd(dx1)Hd(dx2)
]
αΨ(d(y, K))







1{0 < d(y1 + K1,x1) ≤ t1}
× 1{0 < d(y2 + K2,x2) ≤ t2}1{u(y1 + K1,x1) ∈ A1}1{u(y2 + K2,x2) ∈ A2}
× 1{d(T (Ψ + δ(y2,K2)),x1) > d(y1 + K1,x1)}









1{0 < d(y + K,x1) ≤ t1}1{0 < d(y + K,x2) ≤ t2}
× 1{u(y + K,x1) ∈ A1}1{u(y + K,x2) ∈ A2}1{d(T (Ψ),x1) > d(y + K,x1)}





unter Verwendung von Satz 2.2 und dem Satz von Fubini. Da g : Rd×Rd → [0,∞] beliebig
gewählt ist, folgt die Behauptung.
Ohne weitere Voraussetzungen ist nun in gewisser Analogie zu Theorem 1.6 in Hug und
Last (2000) zunächst für J (2) ein Aussage hinsichtlich absoluter Stetigkeit bezüglich H2
möglich.
Lemma 2.2. Es seien die Voraussetzungen von Lemma 2.1 erfüllt. Dann ist die durch
Lemma 2.1 definierte Größe J (2)(x1, ·, A1,x2, ·, A2) für H2d-f. a. (x1,x2) ∈ Rd×Rd absolut














× %(2)(x1 − z1 − t1b1, K1,x2 − z2 − t2b2, K2)
×Θi(K1, d(z1,b1))Θj(K2, d(z2,b2))Q2(d(K1, K2)).
(2.98)
Für die zu untersuchende Existenz der zweifachen partiellen rechtseitigen Ableitung von
J (2) bei (t1, t2) = (0, 0) ist dann das Verhalten dieser Dichte für (t1, t2) ↓ (0, 0) von
Interesse.
Beweis. Mit d(K+y,x) = d(K−x,−y), u(K+y,x) = u(K−x,−y), den Substitutionen
y1 7→ −y1 und y2 7→ −y2 sowie zweimaliger Anwendung von Satz 2.2 gilt
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1{d(T (Ψ + δ(−y2,K2)),x1) > d(K1 − x1,y1)}
×1{d(T (Ψ + δ(−y1,K1)),x2) > d(K2 − x2,y2)}
]
1{0 < d(K1 − x1,y1) ≤ t1}
× 1{0 < d(K2 − x2,y2) ≤ t2}1{u(K1 − x1,y1) ∈ A1}1{u(K2 − x2,y2) ∈ A2}







∫ ∫ ∫ ∫ ∫
E!(−z1−s1b1,K1),(−z2−s2b2,K2)
[
1{d(T (Ψ + δ(−z2−s2b2,K2)),x1) > s1}
×1{d(T (Ψ + δ(−z1−s1b1,K1)),x2)>s2}
]
1{s1≤ t1}1{s2≤ t2}
× 1{b1 ∈ A1}1{b2 ∈ A2}sd−i−11 sd−j−12 %(2)(−z1 − s1b1, K1,−z2 − s2b2, K2)














× 1{b1 ∈ A1}1{b2 ∈ A2}sd−i−11 sd−j−12 %(2)(x1 − z1 − s1b1, K1,x2 − z2 − s2b2, K2)
×Θi(K1, d(z1,b1))Θj(K2, d(z2,b2))Q2(d(K1, K2))H2(d(s1, s2)),
wobei bei der letzten Umformung die Substitutionen z1 7→ z1−x1 und z2 7→ z2−x2 unter
Berücksichtigung der Eigenschaft Θi(K + x, (A + x)×B) = Θi(K,A×B) sowie der Satz
von Fubini angewendet wurden.
Ähnlich wie in Hug und Last (2000) erfordert die Konvergenz der Dichte für (t1, t2) ↓ (0, 0)
u. a. zusätzliche Voraussetzungen an die reduzierten Palmschen Verteilungen. Um dies zu
vermeiden, erfolgt in den folgenden Unterabschnitten eine Betrachtung bestimmter Bei-
spiele markierter Punktprozesse einschließlich einer Diskussion der Existenz der Ablei-
tungen von J (1). Neben den dabei untersuchten drei Beispielen des Poisson-Prozesses, des
Matérn-Prozesses und des Gibbs-Prozesses sind in ähnlicher Weise auch Ergebnisse für
z. B. Cox-Prozesse und Poisson-Cluster-Prozesse (vgl. für den Fall erster Ordnung Hug
und Last, 2000) möglich.
Für die Formulierung der Sätze der folgenden Unterabschnitte werden die folgenden In-
tegrabilitätsbedingungen benötigt.
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Voraussetzung 2.5. Für das Wahrscheinlichkeitsmaß Q auf Kd gelte für alle Indizes
j = 0, . . . , d− 1 ∫
Θj(K,Rd × Sd−1)Q(dK) < ∞. (2.99)
Voraussetzung 2.6. Für das auf der Menge der strikt konvexen Körper aus der Klasse
C1 konzentrierte Wahrscheinlichkeitsmaß Q gelte für Hd-f. a. r ∈ Rd
∫ ∫
1{z ∈ ∂K ∩ [∂K + r]}η(K, K + r, z)Hd−2(dz)Q(dK) < ∞. (2.100)
Voraussetzung 2.7. Für das drehungsinvariante Wahrscheinlichkeitsmaß Q auf Kd gelte
für H1-f. a. r > 0
∫ ∫ ∫
1{y ∈ ∂K ∩ ∂Bd(z, r)}η̃(Bd(z, r), K,y)Hd−2(dy)Cd−1(K, dz)Q(dK) < ∞.
(2.101)
2.5.2 Poisson-Prozess
Satz 2.13. Es seien A1, A2 ∈ B(Sd−1). Sei Ψ ein Poisson-Prozess in Rd × Kd, der die
Voraussetzungen 2.1, 2.3 (vgl. S. 8) und 2.5 erfüllt. Außerdem sei % beschränkt und %(·, K)
Hd-f.ü. stetig für Q-f.a. K∈Kd. Dann ist für das Boolesche Modell Ξ = T (Ψ) die Größe
J (2)(x1, t1, A1,x2, t2, A2) für H2d-fast alle (x1,x2)∈R2d zweimal partiell rechtseitig diffe-









J (2)(x1, t1, A1,x2, t2, A2)
= 4C(x1,x2)
∫ ∫
1{y /∈ x1 − x2 + K}%(x1 − y, K)Θd−1(K, dy × A1)Q(dK)
×
∫ ∫
1{y /∈ x2 − x1 + K}%(x2 − y, K)Θd−1(K, dy × A2)Q(dK).
(2.102)
Beweis. Mit den Eigenschaften α
(2)
Ψ = αΨ ⊗ αΨ und (2.12) des Poisson-Prozesses ist mit











∫ ∫ ∫ ∫
E
[
1{d(T (Ψ + δ(x2−z2−t2b2,K2)),x1) > t1}
×1{d(T (Ψ + δ(x1−z1−t1b1,K1)),x2) > t2}
]
1{b1 ∈ A1}1{b2 ∈ A2}
× %(x1 − z1 − t1b1, K1)%(x2 − z2 − t2b2, K2)
×Θi(K1, d(z1,b1))Θj(K2, d(z2,b2))Q(dK1)Q(dK2)
(2.103)
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gegeben. Die Beschränktheit von % und die Integrabilitätsbedingung (2.99) sichern für je-
den Integranden der Summe die Existenz einer von (t1, t2) unabhängigen und bezüglich des
Maßes P (dψ)Θi(K1, d(z1,b1))Θj(K2, d(z2,b2))Q(dK1)Q(dK2) integrierbaren Majorante.
Es genügt daher zu zeigen, dass für Θd−1(K1, ·)-f.a. (z1,b1) ∈ ∂K1×Sd−1, Θd−1(K2, ·)-f.a.
(z2,b2) ∈ ∂K2 × Sd−1, Q-f.a. K1 ∈ Kd und Q-f.a. K2 ∈ Kd
1{d(T (Ψ + δ(x2−z2−t2b2,K2)),x1) > t1}1{d(T (Ψ + δ(x1−z1−t1b1,K1)),x2) > t2}
× %(x1 − z1 − t1b1, K1)%(x2 − z2 − t2b2, K2)
(2.104)
für (t1, t2) ↓ (0, 0) P -f.s. gegen
1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > 0}1{d(x2 − x1 + K2, z2) > 0}
× 1{d(x1 − x2 + K1, z1) > 0}%(x1 − z1, K1)%(x2 − z2, K2)
(2.105)
konvergiert, da in diesem Fall die Behauptung des Satzes unter Berücksichtigung von
td−i−11 t
d−j−1
2 → 0, (i, j) 6= (d− 1, d− 1), für (t1, t2) ↓ (0, 0), unmittelbar aus dem Satz von
der majorisierten Konvergenz folgt.
Es gilt die Zerlegung
1{d(T (Ψ+δ(x1−z1−t1b1,K1)),x2)>t2}=1{d(T (Ψ),x2)>t2}1{d(K1−z1−t1b1,x2−x1)>t2}.
Für H2d-f.a. (x1,x2) ∈ R2d und für
Θd−1(K1, ·)⊗Θd−1(K2, ·)⊗Q⊗Q-f.a. (z1,b1, z2,b2, K1, K2)
sind weder x1 − z1 und x2 − z2 Unstetigkeitsstellen von %(·, K1) bzw. %(·, K2), noch gilt
x2 − x1 ∈ ∂K1 − z1 oder x1 − x2 ∈ ∂K2 − z2. Es seien im Folgenden (x1,x2) ∈ R2d
entsprechend gewählt.
Falls x2 − x1 /∈ K1 − z1 gilt, ist 1{d(K1 − z1,x2 − x1) > 0} = 1. Es gibt daher ein ε mit
0 < ε < d(K1 − z1,x2 − x1) < ∞. Damit gilt 0 < ε2 < d(K1 − z1 − t1b1,x2 − x1) für
alle 0 ≤ t1 < ε2 . Für alle 0 ≤ t2 < ε2 ist dann 1{d(K1 − z1 − t1b1,x2 − x1) > t2} = 1.
Ähnlich kann für x1 − x2 /∈ K2 − z2, x1 /∈ T (Ψ) und x2 /∈ T (Ψ) argumentiert werden.
Beim gleichzeitigen Eintreten aller vier Fälle wird folglich die Konvergenz von (2.104)
gegen (2.105) durch die Stetigkeit von %(·, K) für Q-f.a. K gesichert.
Für den Fall x2−x1 ∈ K1−z1 kann wegen x2−x1 /∈ ∂K1−z1 angenommen werden, dass
K1 innere Punkte besitzt. Dann liegt x2−x1 im Inneren von K1−z1, weshalb es ein ε > 0
gibt, so dass auch eine offene Kugel um x2 − x1 mit Radius ε noch ganz in K1 − z1 liegt.
Damit liegt für 0 ≤ t1 < ε2 auch Bd(x2 − x1, ε2) noch ganz in K1 − z1 − t1b1, weshalb für
alle t2 ≥ 0 1{d(K1− z1− t1b1,x2−x1) > t2} = 0 gilt. Analog kann für x1−x2 ∈ K2− z2
argumentiert werden. Falls x1 ∈ T (Ψ) oder x2 ∈ T (Ψ) gilt, verschwinden ebenfalls sowohl
(2.104) als auch (2.105). Tritt also mindestens einer dieser Fälle ein, ist damit wiederum
die Konvergenz von (2.104) gegen (2.105) gesichert.
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Um für J (1) ein ähnliches Ergebnis zu erhalten, sind zusätzliche Voraussetzungen an Q
notwendig.
Satz 2.14. Sei Ψ ein Poisson-Prozess in Rd ×Kd, der die Voraussetzungen 2.1 und 2.3
(vgl. S. 8) erfüllt. Q sei auf der Menge der strikt konvexen Körper aus der Klasse C2
konzentriert und genüge der Voraussetzung 2.6 (vgl. S. 45). Außerdem sei % beschränkt
und %(·, K) Hd-f.ü. stetig für Q-f.a. K ∈ Kd. Seien A1 und A2 offen in Sd−1. Dann ist
für das Boolesche Modell Ξ = T (Ψ) die Größe J (1)(x1, t1, A1,x2, t2, A2) für H2d-fast alle









J (1)(x1, t1, A1,x2, t2, A2)
= C(x1,x2)
∫ ∫
1{y ∈ [∂K + x1] ∩ [∂K + x2]}η(K + x1, K + x2,y)%(x1 + x2 − y, K)
× 1{n(K + x2,y) ∈ A1}1{n(K + x1,y) ∈ A2}Hd−2(dy)Q(dK).
(2.106)
Beweis. Aus der Darstellung gemäß Lemma 2.1 folgt mit der Eigenschaft (2.11) des
Poisson-Prozesses, der Voraussetzung 2.1 über das Intensitätsmaß αΨ, der Substitution
y 7→ −y + x1 und einer Anwendung der verallgemeinerten Steiner-Formel in Satz 2.2





1{d(T (Ψ),x1) > d(y + K,x1)}1{d(T (Ψ),x2) > d(y + K,x2)}
]
× 1{0 < d(y + K,x1) ≤ t1}1{0 < d(y + K,x2) ≤ t2}





1{d(T (Ψ),x1) > d(K,y)}1{d(T (Ψ),x2) > d(x1 − x2 + K,y)}
]
× 1{0 < d(K,y) ≤ t1}1{0 < d(x1 − x2 + K,y) ≤ t2}








1{d(T (Ψ),x1) > s}1{d(T (Ψ),x2) > d(x1 − x2 + K, z + sb)}
]
× 1{s ≤ t1}1{0 < d(x1 − x2 + K, z + sb) ≤ t2}%(x1 − z− sb, K)1{b ∈ A1}
× 1{u(x1 − x2 + K, z + sb) ∈ A2}sd−i−1Θi(K, d(z,b))Q(dK)ds
(2.107)
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Wegen der Beschränkheit von % und der Integrabilitätsbedingung (2.99) existiert für jeden








1{d(T (Ψ),x1) > t1}1{d(T (Ψ),x2) > d(x1 − x2 + K, z + t1b)}
]
× 1{0 < d(x1 − x2 + K, z + t1b) ≤ t2}%(x1 − z− t1b, K)1{b ∈ A1}
× 1{u(x1 − x2 + K, z + t1b) ∈ A2}td−i−11 Θi(K, d(z,b))Q(dK)
(2.108)
von J (1) eine von (t1, t2) unabhängige und bezüglich P (dψ)Θi(K, d(z,b)Q(dK) integrier-
bare Majorante. Für Θd−1(K, ·)-f.a. (z,b) ∈ ∂K × Sd−1 und Q-f.a. K ∈ Kd konvergiert
1{d(T (Ψ),x1) > t1}1{d(T (Ψ),x2) > d(x1 − x2 + K, z + t1b)}
× 1{0 < d(x1 − x2 + K, z + t1b) ≤ t2}%(x1 − z− t1b, K)
× 1{u(x1 − x2 + K, z + t1b) ∈ A2}
(2.109)
für t1 ↓ 0 P -f.s. gegen
1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > d(x1 − x2 + K, z)}1{0 < d(x1 − x2 + K, z) ≤ t2}
× %(x1 − z, K)1{u(x1 − x2 + K, z) ∈ A2}.
(2.110)
Dieses kann auf ähnliche Weise wie im Beweis zu Satz 2.13 gezeigt werden: Für H2d-f. a.
(x1,x2) und für Θd−1(K, ·)⊗Q-f. a. (z,b, K) ist P -f. s. weder x1−z eine Unstetigkeitsstelle
von %(·, K), noch gilt x2 − x1 ∈ ∂K − z, d(x1 − x2 + K, z) = t2 oder d(T (Ψ),x2) =
d(x1−x2 +K, z), noch liegt wegen der Stetigkeit von u(K, ·) der Vektor u(x1−x2 +K, z)
auf dem Rand von A2 relativ zu S
d−1. Seien nun (x1,x2) entsprechend gewählt.
Die Argumentation für die Terme 1{d(T (Ψ),x1) > t1}, 1{0 < d(x1−x2+K, z+t1b) ≤ t2}
und 1{d(T (Ψ),x2) > d(x1−x2+K, z+t1b)} hinsichtlich der Konvergenz von (2.109) gegen
(2.110) verläuft nun völlig analog zu jener im Beweis von Satz 2.13. Beispielsweise gibt es
für den Fall d(T (Ψ),x2) > d(x1−x2+K, z) ein ε, 0 < ε < d(T (Ψ),x2)−d(x1−x2+K, z), so
dass für alle t1 ≤ ε auch d(T (Ψ),x2) > d(x1−x2+K, z+t1b) richtig ist, usw. Da A2 offen in
Sd−1 ist, folgt aufgrund der Stetigkeit von u(x1−x2+K, ·) aus u(x1−x2+K, z) ∈ A2 auch
u(x1−x2+K, z+t1b) ∈ A2 für alle genügend kleinen t1. Ist hingegen u(x1−x2+K, z) /∈ A2,
liegt für H2d-f.a. (x1,x2) ∈ R2d u(x1 − x2 + K, z) im bezüglich Sd−1 relativen Inneren
von Sd−1 \ A2, und für alle genügend kleinen t1 ist auch u(x1 − x2 + K, z + t1b) /∈ A2
richtig. Aus der Stetigkeit von %(·, K) für Q-f.a. K folgt somit die Konvergenz von (2.109)
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1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > d(x1 − x2 + K, z)}
]
× 1{0 < d(x1 − x2 + K, z) ≤ t2}1{b ∈ A1}1{u(x1 − x2 + K, z) ∈ A2}
× %(x1 − z, K)Θd−1(K, d(z,b))Q(dK)
(2.111)
ergibt.
Da Q auf der Menge der strikt konvexen Körper aus der Klasse C2 konzentriert ist, gilt
für Q-f.a. K sowohl b = n(K, z) aufgrund der Glattheit als auch
ad−1Θd−1(K, dz× Sd−1) = 1{z ∈ ∂K}Hd−1(dz),
da die strikte Konvexität impliziert, dass K innere Punkte hat und folglich Theorem
4.2.5 in Schneider (1993) angewendet werden kann. Damit ist (2.111) in die für Satz 2.9










1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > s}
]
1{z ∈ ∂K ∩ ∂[Ks + x1 − x2]}
× η(K, Ks + x1 − x2, z)1{s ≤ t2}1{n(K, z) ∈ A1}1{u(x1 − x2 + K, z) ∈ A2}
× %(x1 − z, K)Hd−2(dz)Q(dK)ds.
(2.112)
Folglich existiert eine Dichte
t 7→ E
[
1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > t}
] ∫ ∫
1{z ∈ ∂K ∩ ∂[Kt + x1 − x2]}
× η(K, Kt + x1 − x2, z)1{n(K, z) ∈ A1}1{u(x1 − x2 + K, z) ∈ A2}
× %(x1 − z, K)Hd−2(dz)Q(dK).
(2.113)








1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > 0}
]
.
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Ebenso kann argumentiert werden, dass für genügend kleines t 1{n(K, z) ∈ A1} und
1{u(x1− x2 + K, z) ∈ A2} = 1{n(x1− x2 + K,p(x1− x2 + K, z)) ∈ A2} stetig in z sind.
Da K Q-f. s. strikt konvex ist, sind die Normalenvektoren n(K, z) und n(K + x1 − x2, z)
für H2d-f. a. (x1,x2) ∈ R2d nicht parallel, womit
sin ∠(n(K, z),n(K + x1 − x2, z)) > 0
gilt. Aus der Integrabilitätsbedingung (2.100) folgt nun für Q-f. a. K auch
∫
1{z ∈ ∂K ∩ ∂[K + x1 − x2]}η(K,K + x1 − x2, z)Hd−2(dz) < ∞,
so dass mit der Stetigkeit von %(·, K) für Q-f. a. K die Voraussetzungen des Satzes 2.10
erfüllt sind. Mit Integrabilitätsbedingung (2.100) existiert dann eine von t unabhängige
und bezüglich des Maßes P (dψ)Hd−2(dz)Q(dK) integrierbare Majorante für den Integran-
den in (2.113), und die Behauptung folgt aus dem Satz von der majorisierten Konvergenz
und der Substitution z 7→ z− x2.
Im Fall drehungsinvarianter Kornverteilungen kann insbesondere die Forderung nach strik-
ter Konvexität fallen gelassen werden.
Satz 2.15. Sei Ψ ein stationärer und isotroper Poisson-Prozess in Rd × Kd, d ∈ {2, 3},
mit Intensität λ, 0 < λ < ∞, und Kornverteilung Q, der die Voraussetzungen 2.1 und
2.3 (vgl. S. 8) erfüllt. Q genüge der Voraussetzung 2.7 (vgl. S. 45) und sei im Fall d = 2
auf der Menge der konvexen Körper mit stückweise C1-glattem Rand und im Fall d = 3
auf der Menge der konvexen Körper mit stückweise C2-glattem Rand konzentriert. Dann
ist die Größe J (1)(x1, t1, S
d−1,x2, t2, Sd−1) für H2d-fast alle (x1,x2)∈R2d zweimal partiell















η̃(Bd(z, r), K,y)Hd−2(dy)Cd−1(K, dz)Q(dK)
(2.114)
mit
• c = 1, falls Q auf der Menge der konvexen Körper mit inneren Punkten konzentriert
ist,
• c = 2, falls Q auf der Menge der konvexen Körper ohne innere Punkte konzentriert
ist.
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Beweis. Es sei x1 6= x2. Da im ersten Teil des Beweises von Satz 2.14 die Glattheit und
die strikte Konvexität der Körner nicht verwendet wurde, lässt sich dieser unmittelbar











1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > d(x1 − x2 + K, z)}
]





1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > d(x1 − x2 + ϑK, z)}
]





1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > d(ϑ−1(x1 − x2) + K, z)}
]





1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > d(K, z + ϑ−1(x2 − x1))}
]
× 1{0 < d(K, z + ϑ−1(x2 − x1)) ≤ t2}ν(dϑ)Cd−1(K, dz)Q(dK),
(2.115)
wobei weiterhin die Substitution z 7→ ϑz, die Invarianzeigenschaften von d(·, ·) und Cd−1
bei Drehungen und Verschiebungen und der Satz von Fubini angewendet wurden. Da mit
x2 − x1 ein Vektor gedreht wird, kann die Integration bezüglich ν durch eine Integration
bezüglich des sphärischen Lebesguemaßes σd−1 auf Sd−1 bei Normierung mit dbd ersetzt







1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > d(K, z + ‖x1 − x2‖u)}
]







1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > d(K,y)}
]
× 1{0 < d(K,y) ≤ t2}1{y ∈ ∂Bd(z, ‖x1−x2‖)}Hd−1(dy)Cd−1(K, dz)Q(dK)
unter Verwendung der Substitution y = z+‖x1−x2‖u. Auf das innere Integral bezüglich
Hd−1 ist Satz 2.9 mit den konvexen Körpern Bd(z, ‖x1−x2‖) und K anwendbar, da
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Bd(z, ‖x1−x2‖) aus der Klasse C1 ist und (2.52) für H2d-f. a. (x1,x2) und Cd−1(K, ·)-f. a.










∫ ∫ ∫ ∫
E
[
1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > s}
]
1{s ≤ t2}











η̃(Bd(z, ‖x1−x2‖), Kt,y)1{y ∈ ∂Bd(z, ‖x1−x2‖) ∩ ∂Kt}
×Hd−2(dy)Cd−1(K, dz)Q(dK)
(2.117)
sind die Sätze 2.11 und 2.12 bzw. (2.92) anwendbar, da auch hier für H2d-f. a. (x1,x2)
und Cd−1(K, ·) ⊗ Q-f. a. (z, K) die entsprechenden Bedingungen erfüllt sind. Zusammen
mit Integrabilitätsbedingung 2.101 ist dann der Grenzübergang für t ↓ 0 gesichert, womit
die Behauptung gezeigt ist.
Folgerung 2.2. Sei Ψ ein stationärer und isotroper Poisson-Prozess in Rd × Kd, d ∈
{2, 3}, mit Intensität λ, 0 < λ < ∞, und Kornverteilung Q, der die Voraussetzungen 2.1
und 2.3 (vgl. S. 8) erfüllt. Q genüge den Voraussetzungen 2.5 und 2.7 (vgl. S. 45) und
sei im Fall d = 2 auf der Menge der konvexen Körper mit stückweise C1-glattem Rand
und im Fall d = 3 auf der Menge der konvexen Körper mit stückweise C2-glattem Rand
konzentriert. Dann ist H
(2)
s (r, t1, t2) für H1-fast alle r > 0 zweimal partiell rechtsseitig





















η̃(Bd(z, r), K,y)Hd−2(dy)Cd−1(K, dz)Q(dK)
(2.118)
mit
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• c = 1, falls Q auf der Menge der konvexen Körper mit inneren Punkten konzentriert
ist,
• c = 2, falls Q auf der Menge der konvexen Körper ohne innere Punkte konzentriert
ist.
Bemerkung 2.2. Anhand von Folgerung 2.2 wird im Fall des stationären und isotropen
Booleschen Modells das Verhalten der Produktdichte %
(2)
S (r) bei r = 0 deutlich. Wegen
Voraussetzung 2.5 ist der Koeffizient von λ2 für alle r nach oben beschränkt. Dagegen
verhält sich der Koeffizient vor λ in der Nähe von r = 0 wie 1
r
(siehe auch Abschnitt 2.6):
Da sich der Mittelpunkt z von Bd(z, r) auf dem Rand von K befindet, sind für kleine r die
beiden Normalenvektoren in y ∈ ∂K∩∂Bd(z, r) senkrecht oder näherungsweise senkrecht
zueinander, und für Hd−2-f.a. y ist η̃(Bd(z, r), K,y) ≈ 1. Damit gleicht das innere Integral
bezüglich Hd−2 näherungsweise dem Oberflächeninhalt einer (d− 1)-dimensionalen Kugel
mit Radius r und ist somit näherungsweise proportional zu rd−2. ¤





























In dieser Form ist die Bestimmung von %
(2)
S für die Beispiele im Anhang A etwas einfa-
cher. (2.119) kann dabei im Übrigen aus der durch das Kapazitätsfunktional für Poisson-
Prozesse gegebenen Darstellung von H
(2)
s (r, t1, t2) gefolgert werden.
2.5.3 Matérn-Prozess
Als weiteres Beispiel sei im Folgenden der aus einem Poisson-Prozess in Rd×Kd abgeleitete
Matérn-Prozess (vgl. dazu insbesondere Kapitel 3) betrachtet.
Satz 2.16. Sei Ψ ein Poisson-Prozess in Rd × Kd mit Verteilung P , der die Vorausset-
zungen 2.1 und 2.3 (vgl. S. 8) erfüllt. Q sei auf der Menge strikt konvexen Körper aus der
Klasse C2 konzentriert und genüge den Voraussetzungen 2.5 und 2.6 (vgl. S. 45). Außer-
dem sei % beschränkt und %(·, K) Hd-f.ü. stetig für Q-f.a. K∈Kd. Seien A1 und A2 offen
in Sd−1. Für den von Ψ abgeleiteten Matérn-Prozess ist C(x1,x2)H
(2)
s (x1, t1, A1,x2, t2, A2)
54 Kapitel 2. Größen zweiter Ordnung für zufällige Mengen











H(2)s (x1, t1, A1,x2, t2, A2)
= 4
∫ ∫ ∫ ∫
E
[
1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > 0}h(x1 − y1, K1,x2 − y2, K2, Ψ)
]
× 1{y1 /∈ x1 − x2 + K1}1{y2 /∈ x2 − x1 + K2}%(x1 − y1, K1)%(x2 − y2, K2)





1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > 0} 1
1 + Ψ(Z(x1 + x2 − y, K))
]
× 1{y ∈ ∂[K + x1] ∩ ∂[K + x2]}η(K + x1, K + x2,y)%(x1 + x2 − y, K)
× 1{n(K + x1,y) ∈ A2}1{n(K + x2,y) ∈ A1}Hd−2(dy)Q(dK)
(2.120)
mit X(y1,y2) = {(K1, K2) ∈ Kd ×Kd : [y1 + K1] ∩ [y2 + K2] = ∅} und
h(y1, K1,y2, K2, ψ)
=
1X(y1,y2)(K1, K2)
2 + ψ(Z(y1, K1) ∪ Z(y2, K2))
(
1
1 + ψ(Z(y1, K1))
+
1
1 + ψ(Z(y2, K2))
)
.
Beweis. Wegen der Sätze 3.1 und 3.2 kann die Integration bezüglich der Campbell-
Maße des Matérn-Prozesses in Lemma 2.1 durch eine Integration der entsprechenden
Campbell-Maße des zugrundeliegenden Poisson-Prozesses Ψ mit den Dichten 1
1+ψ(Z(y,K))
bzw. h(y1, K1,y2, K2, ψ) ersetzt werden. Die Argumentation in den Beweisen von Lemma
2.2 und der Sätze 2.13 und 2.14 kann folglich auch im vorliegenden Fall angewendet wer-
den. Da beide Dichten offenbar durch 1 nach oben beschränkt sind, sind lediglich noch
die P -f. s. Konvergenzen
1
1 + ψ(Z(x1 − z− tb, K)) →
1
1 + ψ(Z(x1 − z, K)) (2.121)
für Θd−1(K, ·)-f. a. (z,b) ∈ ∂K × Sd−1 und Q-f. a. K ∈ Kd für t ↓ 0 und
h(x1 − z1 − t1b1, K1,x2 − z2 − t2b2, K2, ψ) → h(x1 − z1, K1,x2 − z2, K2, ψ) (2.122)
für Θd−1(K1, ·)-f. a. (z1,b1) ∈ ∂K1 × Sd−1, Θd−1(K2, ·)-f. a. (z2,b2) ∈ ∂K2 × Sd−1, Q-f. a.
K1 ∈ Kd und Q-f. a. K2 ∈ Kd für t1 ↓ 0, t2 ↓ 0 für H2d-f. a. (x1,x2) ∈ R2d zu zeigen.
Ist ψ(Z(x1−z, K) = 0, gibt es in ψ keinen Punkt (y, L), so dass y+L x1−z+K schneidet.
Da ψ P -f. s. lokal endlich ist und alle y + L abgeschlossen sind, gibt es ein ε > 0, so dass
für alle t ≤ ε auch der verschobene Körper x1 − z − tb + K kein y + L für (y, L) aus
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ψ schneidet, womit auch ψ(Z(x1 − z − tb, K)) = 0 ist und (2.121) gilt. Ist andernfalls
ψ(Z(x1 − z, K) = n > 0, kann angenommen werden, dass keiner der n Körper yj + Lj,
j = 1, . . . , n, für (yj, Lj) aus ψ den Körper x1 − z + K nur berührt. (Das Auftreten
mindestens einer solchen Berührung ist nur für eine Menge von Punkten (x1,x2) vom
H2d-Maß Null möglich.) Daher gibt es Zahlen εj > 0, j = 1, . . . , n, so dass für alle t ≤ εj
auch noch [yj +Lj]∩ [x1−z− tb+K] 6= ∅ richtig ist. Damit ist ψ(Z(x1−z− tb, K) = n
für alle t ≤ min{ε1, . . . , εn} erfüllt, und (2.121) gilt. Der Nachweis von (2.122) erfolgt
analog.
Satz 2.17. Sei Ψ ein stationärer und isotroper Poisson-Prozess in Rd × Kd, d ∈ {2, 3},
mit Intensität λ, 0 < λ < ∞, und Kornverteilung Q, der die Voraussetzungen 2.1 und 2.3
(vgl. S. 8) erfüllt. Q genüge den Voraussetzungen 2.5 und 2.7 (vgl. S. 45) und sei im Fall
d = 2 auf der Menge der konvexen Körper mit stückweise C1-glattem Rand und im Fall
d = 3 auf der Menge der konvexen Körper mit stückweise C2-glattem Rand konzentriert.
Für den von Ψ abgeleiteten Matérn-Prozess ist C(r)H
(2)
s (r, t1, t2) für H1-fast alle r > 0
zweimal partiell rechtsseitig differenzierbar bei (t1, t2) = (0, 0), und es gilt mit r = ‖r‖,










H(2)s (r, t1, t2)
= 4λ2
∫ ∫ ∫ ∫
E
[
1{d(T (Ψ),o) > 0}1{d(T (Ψ), r) > 0}h(−y1, K1, r− y2, K2, Ψ)
]







1{d(T (Ψ),o) > 0}1{d(T (Ψ),y − z) > 0} 1
1 + Ψ(Z(−z, K))
]
× 1{y ∈ ∂Bd(z, r) ∩ ∂K}η̃(Bd(z, r), K,y)Hd−2(dy)Cd−1(K, dz)Q(dK).
(2.123)
mit
• c = 1, falls Q auf der Menge der konvexen Körper mit inneren Punkten konzentriert
ist,
• c = 2, falls Q auf der Menge der konvexen Körper ohne innere Punkte konzentriert
ist.
Beweis. Aus einer zu den Beweisen der Sätze 2.15 und 2.16 völlig analogen Argumentation
folgt die Behauptung mit der Isotropie von Ψ, Eigenschaft (2.16) und T (ϑψ) = ϑT (ψ) für
alle ϑ ∈ SOd und alle ψ ∈ NRd×Kd .
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2.5.4 Gibbs-Prozess
Ein Gibbs-Prozess Ψ in Rd ×Kd mit Verteilung P ist durch die Gleichung (basierend auf
Nguyen und Zessin, 1979; vgl. auch Kallenberg, 1983)
∫ ∫
1{(x, K, ψ) ∈ ·}ψ(d(x, K))P (dψ)
=
∫ ∫ ∫
1{(x, K, ψ + δ(x,K)) ∈ ·}λ(x, K, ψ)P (dψ)Hd(dx)Q(dK)
(2.124)
charakterisiert. Dabei ist λ : Rd×Kd×NRd×Kd → [0,∞) eine Borel-messbare Funktion und
Q ein Wahrscheinlichkeitsmaß auf Kd. Das Maß Hd ⊗Q ist dabei als das Intensitätsmaß
eines dem Gibbs-Prozess zugrunde liegenden Poisson-Prozesses interpretierbar. Q sei auch
als Vorschlagskornverteilung bezeichnet. − ln λ ist die zugehörige lokale Energiefunktion.
Satz 2.18. Sei Ψ ein Gibbs-Prozess in Rd × Kd mit lokaler Energiefunktion − ln λ und
Vorschlagskornverteilung Q, der die Voraussetzungen 2.1 und 2.3 (vgl. S. 8) erfüllt. Q sei
auf der Menge der strikt konvexen Körper aus der Klasse C2 konzentriert und genüge den
Voraussetzungen 2.5 und 2.6 (vgl. S. 45). Außerdem sei λ beschränkt und λ(·, K, ψ) Hd-
f.ü. stetig für Q⊗ P -f.a. (K,ψ)∈Kd ×NRd×Kd. Seien A1 und A2 offen in Sd−1. Dann ist
die Funktion C(x1,x2)H
(2)
s (x1, t1, A1,x2, t2, A2) für H2d-fast alle (x1,x2) ∈ R2d zweimal










H(2)s (x1, t1, A1,x2, t2, A2)
= 4
∫ ∫ ∫ ∫
E
[
1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > 0}λ(x1 − y1, K1, Ψ)
×λ(x2 − y2, K2, Ψ + δ(x1−y1,K1))
]
1{y1 /∈ x1 − x2 + K1}1{y2 /∈ x2 − x1 + K2}





1{d(T (Ψ),x1) > 0}1{d(T (Ψ),x2) > 0}λ(x1 + x2 − y, K, Ψ)
]
× 1{y ∈ ∂[K + x1] ∩ ∂[K + x2]}η(K + x1, K + x2,y)
× 1{n(K + x1,y) ∈ A2}1{n(K + x2,y) ∈ A1}Hd−2(dy)Q(dK).
(2.125)
Beweis. Aus (2.124) und der Definition der reduzierten Campbell-Maße folgt für nicht-
negative messbare Funktionen g und h
∫ ∫
g(x, K, ψ)P !(x,K)(dψ)αΨ(d(x, K)) =
∫ ∫ ∫
g(x, K, ψ)λ(x, K, ψ)P (dψ)Hd(dx)Q(dK)
(2.126)
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sowie ∫ ∫
h(x, K,y, L, ψ)P !(x,K),(y,L)(dψ)α
(2)
Ψ (d(x, K,y, L))
=
∫ ∫ ∫ ∫ ∫
h(x, K,y, L, ψ)λ(x, K, ψ)λ(y, L, ψ + δ(x,K))P (dψ)
×Hd(dx)Q(dK)Hd(dy)Q(dL).
(2.127)
Nach einer Anwendung der Identitäten (2.126) und (2.127) auf die Darstellung der Funk-
tion C(x1,x2)H
(2)
s (x1, t1, A1,x2, t2, A2) in Lemma 2.1 kann wegen der Voraussetzungen
an λ ganz analog zu den Beweisen von Lemma 2.2 und der Sätze 2.13 und 2.14 für den
Poisson-Prozess argumentiert werden.
Satz 2.19. Sei Ψ ein stationärer und isotroper Gibbs-Prozess in Rd×Kd, d ∈ {2, 3}, mit
lokaler Energiefunktion − ln λ und Vorschlagskornverteilung Q, der die Voraussetzungen
2.1 und 2.3 (vgl. S. 8) erfüllt. Q sei drehungsinvariant, genüge den Voraussetzungen 2.5
und 2.7 (vgl. S. 45) und sei im Fall d = 2 auf der Menge der konvexen Körper mit
stückweise C1-glattem Rand und im Fall d = 3 auf der Menge der konvexen Körper
mit stückweise C2-glattem Rand konzentriert. Für alle y ∈ Rd und alle ϑ ∈ SOd gelte
λ(x + y, K, ψy) = λ(x, K, ψ) = λ(ϑx, ϑK, ϑψ) für Hd ⊗Q⊗ P -f. a. (x, K, ψ). Außerdem
sei λ beschränkt und λ(·, K, ψ) Hd-f.ü. stetig für Q⊗ P -f.a. (K,ψ)∈Kd ×NRd×Kd. Dann
ist C(r)H
(2)
s (r, t1, t2) für H1-fast alle r > 0 zweimal partiell rechtsseitig differenzierbar bei










H(2)s (r, t1, t2)
= 4
∫ ∫ ∫ ∫
E
[
1{d(T (Ψ),o) > 0}1{d(T (Ψ), r) > 0}λ(−y1, K1, Ψ)
×λ(r− y2, K2, Ψ + δ(−y1,K1))
]
1{y1 /∈ K1 − r}1{y2 /∈ r + K2}





1{d(T (Ψ),o) > 0}1{d(T (Ψ),y − z) > 0}λ(−z, K, Ψ)
]
× 1{y ∈ ∂Bd(z, r) ∩ ∂K}η̃(Bd(z, r), K,y)Hd−2(dy)Cd−1(K, dz)Q(dK)
(2.128)
mit
• c = 1, falls Q auf der Menge der konvexen Körper mit inneren Punkten konzentriert
ist,
• c = 2, falls Q auf der Menge der konvexen Körper ohne innere Punkte konzentriert
ist.
Beweis. Analog zum Beweis von Satz 2.18.
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2.6 Stationäres und isotropes Boolesches Modell
In diesem Abschnitt soll die Produktdichte %
(2)
S des von einem stationären und isotro-
pen Booleschen Modell erzeugten zufälligen Oberflächenmaßes für einige Beispiele von





Isotropie“ reduziert sich die Abhängig-
keit von %
(2)
S von (x1,x2) ∈ R2d auf r = ‖r‖ = ‖x2 − x1‖ ∈ [0,∞), und es sei abkürzend
%
(2)
S (r) := %
(2)
S (o,x2 − x1).
Im Fall des stationären und isotropen Booleschen Modells mit der Intensität λ, 0 < λ < ∞,










Hd(K ∩ [K − r])Q(dK)
))
(2.129)














was sich zu C(r) ≡ 1 und S(d)V = 2λ
∫
Vd−1(K)Q(dK) vereinfacht, falls Q auf der Menge
der konvexen Körper ohne innere Punkte konzentriert ist. In Übereinstimmung mit der
Literatur (vgl. z. B. Stoyan, Kendall und Mecke, 1995) gelten im Folgenden die Bezeich-
nungen LA = S
(2)
V und SV = S
(3)
V .
Ähnlich wie im Fall eines Punktprozesses ist es sinnvoll, die zweite Produktdichte %
(2)
S des
zufälligen Oberflächenmaßes mit dem Quadrat der Intensität S
(d)









)2 , r > 0, (2.131)
die Paarkorrelationsfunktion des zufälligen Oberflächenmaßes.
Im Fall des hier betrachteten stationären und isotropen Booleschen Modells lässt sich
einfach zeigen, dass die Paarkorrelation C(r)/(V
(d)
V )
2 des zufälligen Volumenmaßes VΞ
(siehe auch Abschnitt 1.1) als Funktion der Intensität λ für jedes r monoton fallend in λ
ist. (C(r) ist dagegen immer monoton wachsend in λ.) Diese Art der Monotonie ist bei
gS(r) nicht gegeben. Mit der aus den Folgerungen 2.1 und 2.2 resultierenden Darstellung
%
(2)
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Dabei sind T0, T1 und T2 nichtnegativ. Dies impliziert, dass gS(r) für jedes r > 0 eine in
λ konvexe Funktion ist, wobei für T0, T1, T2 > 0 die Minimumsstelle durch










gegeben ist. Damit lässt sich für jede Kornverteilung Q eine untere Schranke für gS(r)
bestimmen, die in der Regel selbst aber keine Paarkorrelationsfunktion des zufälligen
Oberflächenmaßes zu dieser Kornverteilung ist (vgl. auch Abbildung 2.3).
2.6.1 Kreisscheiben und Kugeln
Kreisscheiben in R2
Das typische Korn sei eine Kreisscheibe in R2, deren zufälliger Radius auf [0,∞) gemäß
der Verteilung M verteilt sei, wobei zur Gewährleistung der Voraussetzungen 2.5 und 2.6
(vgl. S. 45)
∫




4s2 − r2 M(ds) < ∞ für H1-f. a. r > 0
gelte.
Die Randlänge einer Kreisscheibe K mit Radius s, die außerhalb von K + r liegt, be-
trägt 2πs − 2s arccos ( r
2s
)
1(0,2s](r), vgl. Abbildung 2.2 bzw. (A.3). Für den Winkel β
zwischen den beiden Normalenvektoren in den Schnittpunkten von K und K + r gilt









Abbildung 2.2: Schnitt zweier Kreise mit Radius s und Abstand r der Mittelpunkte.
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A des von einem stationären
Booleschen Modell mit Kreisscheiben des konstanten Durchmessers D erzeugten zufälligen
Oberflächenmaßes für die Intensitäten λ = 0,5/D2 (----), λ = 0,1/D2 (---) und λ = 3,0/D2
(····). Eine untere Schranke für gS(r) ist durch -· -· dargestellt.
Unter Berücksichtigung von












und H0(∂K ∩ [∂K + r]) = 2 für 0 < r < 2s gilt mit Satz 2.13 und Satz 2.14 für die

































































speziellen Fall gleich großer Kreisscheiben (also M = δD
2
) für verschiedene Intensitäten.
Sehr deutlich ist dabei zu erkennen, dass sich die Kurven hinsichtlich der Intensität nicht
monoton verhalten.
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V des von einem stationären
Booleschen Modell mit Kugeln des konstanten Durchmessers D erzeugten zufälligen Ober-
flächenmaßes für die Intensitäten λ = 1,0/D2 (----), λ = 0,1/D2 (- - -) und λ = 5,0/D2
(····). Es sind Werte von gS(r) unterhalb von 1 möglich, wie es die Grafik beispielsweise
für λ = 5,0/D2 (····) zeigt (roter Pfeil, Minimum 0,970466 bei r =0,866049).
Kugeln in R3
Das typische Korn sei eine Kugel in R3, deren zufälliger Radius gemäß der Verteilung M
auf [0,∞) verteilt sei, wobei ∫ s3 M(ds) < ∞ gelte.
Der Inhalt der Oberfläche einer Kugel K mit Radius s, der in K + r enthalten ist, be-
trägt (2πs2 − πsr)1(0,2s](r). Für den Winkel β zwischen den beiden Normalenvektoren in
den Schnittpunkten von K und K + r gilt wieder (2.135). Unter Berücksichtigung von
H1(∂K ∩ [∂K + r]) = 2πp = 2π
√
s2 − r2/4 für 0 < r < 2s (vgl. auch Abbildung 2.2)
erhält man mit Satz 2.13 und Satz 2.14 für die Produktdichte des zugehörigen Ober-
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Eine Formel für %
(2)
S für den Fall konstanter Radien, also M = δD
2
für D > 0, ist be-
reits bei Doi (1976) bekannt; in Torquato (2002, S. 165) ist die Verallgemeinerung (2.138)
angegeben. Abbildung 2.4 zeigt die zugehörige Paarkorrelationsfunktion gS des Ober-



































gS(r) = 1 +
1
λ2πD3
hat gS(r) an der Stelle r = D eine Sprungstelle.
Die Unstetigkeiten im Fall konstanter Kreise (Pol, siehe Abbildung 2.3) bzw. konstan-
ter Kugeln (Sprungstelle, siehe Abbildung 2.4) bei r = D resultieren aus der speziellen
Radienverteilung M = δD
2
, da die jeweiligen Normalenvektoren in K ∩ (K + D) parallel
sind.
Jedoch hängt die Art der Unstetigkeit von der Dimension d ab. Diese bestimmt, ob und
wie schnell Hd−2(K ∩ [K + r]) für r → D gegen 0 konvergiert. Im Fall d = 2 ist dieser
Grenzwert 2, also größer als Null, was zu dem Pol führt. Im Fall d = 3 konvergiert für
r → D H1(K ∩ [K + r]) mit der gleichen Geschwindigkeit gegen 0 wie η gegen ∞. Dass
für die Dimensionen d > 3 im vergleichbaren Fall konstanter Kugeln K Hd−2(K∩ [K +r])
für r → D stärker fällt als η wächst, lässt vermuten, dass dann die Unstetigkeit bei r = D
verschwindet. Dies kann tatsächlich an dem Koeffizienten von λ (siehe Satz 2.14) – nur
dieser Term kann hier überhaupt zu Unstetigkeitsstellen von %
(2)
S beitragen – abgelesen
werden. Für alle d ≥ 2 ist dieser Koeffizient
∫
∂K∩[∂K+r]




















falls 0 < r < D gilt.
Eine Diskussion der Unstetigkeitsstellen kann in ähnlicher Weise auch für die beiden
folgenden Beispiele für Kornverteilungen geführt werden.
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(a) a = 0.0 (Strecke)












(b) a = 0.4b












(c) a = 0.8b












(d) a = b (Quadrat)




A des von einem stationären
und isotropen Booleschen Modell mit Rechtecken der konstanten Kantenlängen a und b er-
zeugten zufälligen Oberflächenmaßes für die Intensitäten λ = 1, 0/b2 (----) und λ = 0,2/b2
(- - -). Unstetigkeitsstellen in Form rechtsseitiger Pole gibt es gerade in den Punkten r = a
und r = b.
2.6.2 Rechtecke
Das typische Korn sei ein zufällig gemäß der Gleichverteilung auf SO2 gedrehtes Rechteck
in R2 mit konstanten Seitenlängen a und b, a ≤ b. Dabei sei mit 0 = a < b auch
der Spezialfall der Strecke (vgl. auch Example 9.1 in Stoyan, Kendall und Mecke, 1995)
zugelassen.
Für die zugehörige Produktdichte des zufälligen Oberflächenmaßes gilt mit den Folgerun-
gen 2.1 und 2.2 sowie den Rechnungen in Abschnitt A.1 für 0 = a < b
%
(2)
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b <r≤√a2 + b2,




Das typische Korn sei ein zufällig gemäß der Gleichverteilung auf SO3 gedrehter gerader
Kreiszylinder mit konstanter Höhe h und konstantem Radius R der Grundfläche mit
h ≤ 2R. Dabei sei mit 0 = h < 2R auch der Spezialfall der Kreisscheibe zugelassen.
Für die zugehörige Produktdichte des zufälligen Oberflächenmaßes gilt für 0 = h < 2R
%
(2)

















Für den Fall 0 < h ≤ 2R ergibt sich mit den Folgerungen 2.1 und 2.2 sowie den Rechnun-
gen in Abschnitt A.2 unter Verwendung der Abkürzungen
qV (α, r, R, h) =
2
π







− r sin α
2
√
4R2 − r2 sin2 α
)
sin α,









− r sin α
2
√
















4R2 − r2 sin2 α
























































































































































λ24π2R2(R + h)2 exp (−λ2πR2h) , r>
√
h2 + 4R2.
Die geometrische Form des typischen Korns führt hier zu zwei unterschiedlichen Arten der
Unstetigkeit. Bei r = h liegt i. A. eine Sprungstelle vor, bei r = 2R dagegen eine Polstelle,
die in der Formel für %
(2)
S in qT ablesbar ist.
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(a) h = 0.0 (Kreisscheibe)











(b) h = 0.4D











(c) h = 0.8D











(d) h = D




V des von einem stati-
onären und isotropen Booleschen Modell mit Zylindern der konstanten Höhe h und des
Grundflächendurchmessers D erzeugten zufälligen Oberflächenmaßes für die Intensität
λ = 0,05/D3.
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2.7 Bemerkungen und offene Probleme
Einige der zur Thematik dieses Kapitels gehörenden Fragen konnten durch den Autor
während der Erstellung der vorliegenden Arbeit nicht geklärt werden. U. a. auf diese sei
im Folgenden in Form kurzer Bemerkungen hingewiesen.
Die in den Abschnitten 2.3 und 2.5 angegebenen Bedingungen an den der zufälligen ab-
geschlossenen Menge Ξ zugrunde liegenden markierten Punktprozess Ψ für die Existenz
der Produktdichte %
(2)
S und der Ableitungen von CH
(2)
s sind vermutlich nicht notwendig.
Eine notwendige Bedingung für die Existenz der Produktdichte im stationären Fall wird




auf B(Sd−1) muss diffus sein. Andernfalls enthält Sd−1 ein Atom v ∈ Sd−1, und es lässt
sich ähnlich wie im Beispiel 2.1 in Abhängigkeit von v eine Menge D ⊂ R2d finden,
für die H2d(D) = 0 und µ(1)
Sd−1,Sd−1(D) > 0 gilt. Diese notwendige Bedingung ist durch
die Voraussetzungen der Sätze 2.6 und 2.7 gewährleistet, da beispielsweise bei strikter
Konvexität bereits Θd−1(K,R × ·) diffus ist. Ob im stationären Fall die Diffusität von
Sd−1 sogar hinreichend ist, konnte durch den Autor nicht geklärt werden.
Ebenso bleibt offen, inwiefern die Voraussetzungen der Sätze 2.10, 2.11 und 2.12 an die
Glattheit der konvexen Körper abgeschwächt werden können und welche Bedingungen
notwendig sind.
Im Beispiel des Booleschen Modells mit Kugeln in R3 (vgl. Unterabschnitt 2.6.1) ist offen-
sichtlich, dass Voraussetzung 2.7 bereits durch Voraussetzung 2.5 (vgl. S. 45) impliziert
wird und nicht extra gefordert werden muss. Es wurde nicht allgemeiner untersucht, in
welchen Fällen die Integrabilitätsbedingungen 2.6 bzw. 2.7 aus anderen Voraussetzungen
folgen und somit redundant sind.
Für Fragen der Messbarkeit sei weiterhin auf Schneider (1993), Schneider und Weil (2000),
Hug und Last (2000) sowie Last und Schassberger (2001) verwiesen. Insbesondere kann die
Messbarkeit der Abbildung (L,K,y) 7→ (1{y ∈ ∂L ∩ regK}, η(L, K,y)) von der Menge








Es sei Υ ein Poisson-Prozess in Rd ×Kd mit Intensitätsmaß
αΥ(d(x, K)) = %(x, K)Hd(dx)Q(dK), (3.1)
wobei % : Rd × Kd → [0,∞) eine messbare Funktion und Q ein Wahrscheinlichkeitsmaß
auf Kd sei. Außerdem gelte
∫
1{(K + x) ∩B 6= ∅}αΥ(d(x, K)) < ∞ für alle kompakten Mengen B ⊂ Rd. (3.2)
Diese Wahl von αΥ berücksichtigt die Erfordernisse von Abschnitt 2.5.3 und macht Υ zu
einem i.A. inhomogenen Poisson-Prozess.
Da αΥ atomfrei ist, ist Υ ein einfacher Punktprozess (Schneider und Weil, 2000, Lemma
3.2.1) und kann somit sowohl als zufälliges Zählmaß als auch als zufällige lokal endliche
Teilmenge in Rd ×Kd aufgefasst werden.
Jeder Punkt von Υ sei unabhängig von den anderen durch eine auf (0, 1) gleich verteilte
Zahl markiert. Um ein System sich nicht schneidender konvexer Körper zu erhalten, wird
Υ auf folgende Weise ausgedünnt: Jeder Punkt (x, K) aus Υ mit Marke s wird gelöscht,
falls Υ einen weiteren Punkt (y, L) mit Marke t enthält, so dass [x + K] ∩ [y + L] 6= ∅ und
s > t gilt. Die Menge aller verbleibenden Punkte bildet wieder einen einfachen Punktpro-
zess Ψ in Rd×Kd. Ψ ist damit eine Verallgemeinerung des von Matérn (1960) eingeführten
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(zweiten) Hard-Core-Prozesses, wo alle Partikeln K Kugeln gleicher Größe sind (betrach-
tet wird dort der gewöhnliche Punktprozess Ψ(· × Kd)), und sei daher auch der von Υ
abgeleitete Matérn-Prozess genannt.
Für einen Punkt (x, K) ∈ Rd ×Kd sei im Folgenden
Z(x, K) := {(y, L) ∈ Rd ×Kd : x + K ∩ y + L 6= ∅}. (3.3)
Weiterhin sei für x,y ∈ Rd
X(x,y) := {(K, L) ∈ Kd ×Kd : x + K ∩ y + L = ∅}. (3.4)
In Analogie zu NR×Kd bezeichne nun NR×Kd×(0,1) die Menge aller der Zählmaße ω auf
B(Rd ×Kd × (0, 1)), für die ω(B ×Kd × (0, 1)) < ∞ für alle kompakten Mengen B ⊂ Rd
erfüllt ist.
3.1.2 Campbell-Maße
Die reduzierten faktoriellen Campbell-Maße (siehe Kallenberg, 1983; Hanisch, 1982) erster
Ordnung CΨ und zweiter Ordnung C
(2)
Ψ , gegeben durch
CΨ(·) := E
[∫





Ψ (·) := E
[∫ ∫




sind für den Matérn-Prozess Ψ durch die Bestimmungsstücke des zugrunde liegenden
Poisson-Prozesses Υ festgelegt:
Satz 3.1. Sei Υ ein Poisson-Prozess in Rd×Kd mit Intensitätsmaß αΥ gemäß (3.1) und
(3.2) und Verteilung P . Für das erste reduzierte faktorielle Campbell-Maß CΨ des von Υ





1 + ψ(Z(x, K))
P (dψ)αΥ(d(x, K)). (3.7)
Beweis. Es sei PΨ die Verteilung von Ψ und
Y = {(x, K, s; ω) ∈ Rd ×Kd × (0, 1)×NRd×Kd×(0,1) : ω(Z(x, K)× (0, s)) = 0}.
Weiterhin sei P die Verteilung des Poisson-Prozesses Υ auf Rd × Kd × (0, 1) mit Inten-
sitätsmaß αΥ ×H1(· ∩ (0, 1)). Dann gilt
CΨ(B) =
∫ ∫
1B(x, K, ψ \ δ(x,K)) ψ(d(x, K))PΨ(dψ)
=
∫ ∫
1B(x, K, ω(· × (0, 1)) \ δ(x,K))1Y (x, K, s; ω) ω(d(x, K, s))P (dω).
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Der Punkt (x, K) mit Marke s ist nur dann auch ein Punkt des ausgedünnten Punkt-
musters, wenn alle anderen Punkte in Z(x, K) eine Marke größer als s haben. Die Wahr-
scheinlichkeit dafür ist jeweils 1− s. Wegen der Unabhängigkeit der Marken folgt daher
CΨ(B) =
∫ ∫
1B(x, K, ψ \ δ(x,K))
1∫
0
(1− s)ψ(Z(x,K))−1ds ψ(d(x, K))P (dψ)
=
∫ ∫













1 + ψ(Z(x, K))
P (dψ)αΥ(d(x, K)),
wobei aufgrund der aus (3.1) folgenden σ-Endlichkeit von αΥ Beziehung (2.9) angewendet
werden kann und sich die letzte Gleichung mit der Eigenschaft (2.11) des Poisson-Prozesses
und (x, K) ∈ Z(x, K) ergibt.
Satz 3.2. Sei Υ ein Poisson-Prozess in Rd×Kd mit Intensitätsmaß αΥ gemäß (3.1) und
(3.2) und Verteilung P . Für das zweite reduzierte faktorielle Campbell-Maß C
(2)
Ψ des von





1B(x, K,y, L, ψ)1X(x,y)(K, L)
1




1 + ψ(Z(x, K))
+
1
1 + ψ(Z(y, L))
)
P (dψ)αΥ(d(x, K))αΥ(d(y, L)).
(3.8)
Beweis. Sei PΨ wieder die Verteilung von Ψ und P die Verteilung des Poisson-Prozesses
Υ auf Rd ×Kd × (0, 1) mit Intensitätsmaß αΥ ×H1(· ∩ (0, 1)). Weiterhin sei nun
Y = {x, K, s,y, L, t; ω) ∈ Rd ×Kd × (0, 1)× Rd ×Kd × (0, 1)×NRd×Kd×(0,1) :
ω(Z(x, K)× (0, s) = 0, ω(Z(y, L)× (0, t) = 0}.






1B(x, K,y, L, ψ \ δ(x,K) \ δ(y,L)) (ψ \ δ(x,K))(d(y, L))ψ(d(x, K))PΨ(dψ)
=
∫ ∫ ∫
1B(x, K,y, L, ω(· × (0, 1)) \ δ(x,K) \ δ(y,L))
× 1X(x,y)(K,L)1Y (x, K, s,y, L, t; ω)(ω \ δ(x,K,s))(d(y, L, t))ω(d(x, K, s))P (dω)
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h(x, K,y, L; ψ)dtds (ψ \ δ(x,K))(d(y, L))ψ(d(x, K))P (dψ),
wobei die Überlebenswahrscheinlichkeit h der Punkte (x, K) und (y, L) durch
h(x, K,y, L; ψ) = (1− s)ψ(Z(x,K)\Z(y,L))−1 · (1− t)ψ(Z(y,L)\Z(x,K))−1
× (1−max(s, t))ψ(Z(x,K)∩Z(y,L))
gegeben ist, da sowohl (x, K) ∈ Z(x, K) als auch (y, L) ∈ Z(y, L) und wegen (K, L) ∈






















(1− s)n(1− t)m dt ds = 1






(1− s)n(1− t)m dt ds = 1
(m + 1)(m + n + 2)





1B(x, K,y, L, ψ \ δ(x,K) \ δ(y,L))1X(x,y)(K,L) 1









(ψ \ δ(x,K))(d(y, L))ψ(d(x, K))P (dψ)
=
∫ ∫ ∫
1B(x, K,y, L, ψ)1X(x,y)(K,L)
1









× P !(x,K),(y,L)(ψ)αΥ(d(x, K))αΥ(d(y, L))
=
∫ ∫ ∫
1B(x, K,y, L, ψ)1X(x,y)(K,L)
1




1 + ψ(Z(x, K))
+
1
1 + ψ(Z(y, L))
)
P (dψ)αΥ(d(x, K))αΥ(d(y, L))
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3.1.3 Faktorielle Momentenmaße und Produktdichten
Eng verknüpft mit den reduzierten faktoriellen Campbell-Maßen eines Punktprozesses
sind die faktoriellen Momentenmaße. Unter Verwendung des vorhergehenden Abschnitts
erhält man die zwei folgenden Aussagen.
Satz 3.3. Sei Υ ein Poisson-Prozess in Rd×Kd mit Intensitätsmaß αΥ gemäß (3.1) und
(3.2) und Verteilung P . Das Intensitätsmaß αΨ des von Υ abgeleiteten Matérn-Prozesses





Beweis. Es ist für B ∈ B(Rd ×Kd) nach (3.5)
αΨ(B) = CΨ(B ×NRd×Kd).






1 + ψ(Z(x, K))
P (dψ)αΥ(d(x, K)).

























womit die Behauptung gezeigt ist.
Satz 3.4. Sei Υ ein Poisson-Prozess in Rd×Kd mit Intensitätsmaß αΥ gemäß (3.1) und
(3.2) und Verteilung P . Das zweite faktorielle Momentenmaß α
(2)
Ψ des von Υ abgeleiteten
Matérn-Prozesses Ψ ist absolut stetig bezüglich αΥ ⊗ αΥ mit der Dichte
%
(2)









− 1−exp(−αΥ(Z(x, K) ∪ Z(y, L)))
αΥ(Z(x, K) ∪ Z(y, L))
)
.
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Beweis. Es ist für B ∈ B(Rd ×Kd × Rd ×Kd) gemäß (3.6)
α
(2)
Ψ (B) = C
(2)
Ψ (B ×NRd×Kd).





1B((x, K), (y, L))1X(x,y)(K, L)
∫
1




1 + ψ(Z(x, K))
+
1
1 + ψ(Z(y, L))
)
P (dψ)αΥ(d(x, K))αΥ(d(y, L)),
und die Dichte %
(2)
Ψ (x, K,y, L) existiert. Es ist
∫
1
2 + ψ(Z(x, K) ∪ Z(r, L))
(
1
1 + ψ(Z(x, K))
+
1









j + k + 2
1
j + 1







j + k + 2
1
j + 1
P ({ψ : ψ(Z(y, L)) = j, ψ(Z(y, K) \ Z(y, L)) = k}),
wobei





[αΥ(Z(y, L) \ Z(x, K))]k
k!
exp (−αΥ(Z(x, K) ∪ Z(y, L))) ,
da die Mengen Z(x, K) und Z(y, L)\Z(x, K) disjunkt sind. In Analogie zum Beweis von


































womit die Behauptung gezeigt ist.
Es sei im Folgenden Φ = Ψ(· ×Kd) der von einem Matérn-Prozess Ψ abgeleitete gewöhn-
liche Punktprozess in Rd. Fasst man Ψ als markierten Punktprozess in Rd mit Marken in
Kd auf, dann ist Φ der zugehörige unmarkierte Punktprozess.
Da in dem verbleibenden Teil dieses Kapitels nur der stationäre Fall von Interesse sein
wird, sei Υ von nun an immer ein homogener markierter Poisson-Prozess in Rd mit In-
tensität 0 < λΥ < ∞ und Marken in Kd, die gemäß der Kornverteilung Q auf Kd verteilt
seien. Damit (3.2) erfüllt ist, gelte für Q
∫
Hd(K ⊕B)Q(dK) < ∞ für alle kompakten Mengen B ⊂ Rd. (3.9)
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Ist insbesondere Q = δ{b(o,R)} für festes R, 0 ≤ R < ∞, dann ist Φ der ursprünglich von
Matérn (1960) eingeführten zweite Hard-Core-Punktprozess.
Aus Satz 3.3 ergibt sich mit {y ∈ Rd : x + K ∩ y + L 6= ∅} = x + K ⊕ Ľ unmittelbar
Folgerung 3.1. Sei Υ ein homogener markierter Poisson-Prozess in Rd mit Marken in
Kd, Intensität 0 < λΥ < ∞ und Kornverteilung Q, für die (3.9) erfüllt ist. Dann ist der




∫ Hd(K ⊕ Ľ)Q(dL))∫ Hd(K ⊕ Ľ)Q(dL) Q(dK).
Das Resultat von Folgerung 3.1 findet sich für spezielle Kornverteilungen bereits in Stoyan
und Stoyan (1985) und Månsson und Rudemo (2002).
Insbesondere folgende Kornverteilung ist dabei auch hier von Interesse: Sei K0 ∈ Kd ein
fester konvexer Körper und ϑ eine zufällige, von K0 unabhängige Drehung, die gemäß der
Gleichverteilung ν auf der Drehgruppe SOd des Rd verteilt ist. Dann sei ein gemäß Q ver-
teilter konvexer Körper K die zufällige Drehung ϑK0 von K0. Damit ist die Kornverteilung








Hd(K ⊕ Ľ)Q(dL) (3.11)
Q-f. s. unabhängig von K ist. Wie u. a. in Månsson and Rudemo (2002) vorgeschlagen,
kann c mit Hilfe einer Verallgemeinerung der Steiner-Formel (vgl. z. B. Stoyan, Kendall
und Mecke , 1995, S. 199) bestimmt werden.
Mit der obigen Kornverteilung im Sinne eines zufällig gemäß der Gleichverteilung auf SOd
gedrehten festen konvexen Körpers K0 erhält man weiterhin aus Satz 3.4
Folgerung 3.2. Sei Υ ein homogener markierter Poisson-Prozess in Rd mit Intensität
0 < λΥ < ∞ und mit Marken in Kd, die durch eine zufällige, auf SOd gleichverteilte
Drehung eines festen Körpers K0 hervorgehen. Das zweite faktorielle Momentenmaß α
(2)
Φ
des von Υ abgeleiteten gewöhnlichen Matérn-Punktprozesses Φ ist absolut stetig bezüglich
H2d. Für die zweite Produktdichte %(2)Φ (r) := %(2)Φ (o, r), r = ‖r‖, gilt
%
(2)









wobei v(r, K, L) :=
∫ Hd([K ⊕ M̌ ] ∩ [r + L⊕ M̌ ]) Q(dM).
76 Kapitel 3. Der Matérn-Prozess mit konvexen Körnern
3.2 Zwei Beispiele
Dieser Abschnitt untersucht zwei Beispiele stationärer und isotroper Matérn-Prozesse.
Dabei sei ΥI ein homogener markierter Poisson-Prozess in R2 × K2, dessen typisches
Korn eine Strecke konstanter Länge D > 0 mit Mittelpunkt im Ursprung und zufälligem,
gemäß der Gleichverteilung auf S1 verteilten Normalenvektor ist. Weiterhin sei ΥII ein ho-
mogener markierter Poisson-Prozess in R3 ×K3, dessen typisches Korn eine Kreisscheibe
konstanten Durchmessers D > 0 mit Mittelpunkt im Ursprung und zufälligem, gemäß der
Gleichverteilung auf S2 verteilten Normalenvektor ist. Die Wahl dieser Kornverteilungen
dient dabei vor allem dem Studium zufälliger Systeme stark von der Kreis- bzw. Kugel-
form abweichender Körner. Außerdem ist die geometrische Form der typischen Körner
verhältnismäßig einfach, so dass die entsprechenden Formeln für die zweite Produktdichte
der abgeleiteten Matérnschen Punktprozesse ΦI und ΦII zumindest für eine numerische
Bewertung geeignet sind.
3.2.1 Charakteristiken
Aus (3.10) erhält man die Intensitäten λI von ΦI und λII von ΦII. Wegen c = 2D
2/π im








Beide Intensitäten sind offensichtlich nach oben beschränkt, und zwar λI durch π/(2D
2)
bzw. λII durch 8/(π
2D3).




II erhält man keine ähnlich einfache Form wie
für die Intensitäten. Jedoch kann die Darstellung in (3.12) für eine numerische Bewertung
verwendet werden. Ebenso können einige qualitative Eigenschaften der zweiten Produkt-
dichten hergeleitet werden. Für r = 0 ist die Menge X(o, r) leer und daher %
(2)
I/II(0) = 0.




I/II. Für D < r ≤ 2D
ist 1X(o,r) ≡ 1, und da
1− exp(−λΥc)
c(c− v(r, K, L)) −
1− exp(−λΥ(2c− v(r, K, L)))
(c− v(r, K, L))(2c− v(r, K, L))
monoton fallend in r ist, gilt Gleiches auch für %
(2)
I/II(r). Daher muss %
(2)
I/II für r ≤ D
(mindestens) ein (globales) Maximum haben, vgl. dazu auch Abbildung 3.1 (a).
Bemerkung 3.1. Im Fall der Kreisscheiben in R3 (wie auch bei den meisten anderen
konvexen Körpern) kann der Term Hd([K ⊕ M̌ ] ∩ [r + L⊕ M̌ ]) nicht exakt, sondern nur
näherungsweise bestimmt werden, was neben der numerischen Integration bei höherer
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gewünschter Genauigkeit nochmals zusätzlichen numerischen Aufwand bedeutet. Im Ge-
gensatz dazu kann Hd([K ⊕ M̌ ] ∩ [r + L⊕ M̌ ]) für konvexe Polyeder (einschließlich dem
betrachteten Fall mit Strecken in R2) prinzipiell exakt berechnet werden: Die Eckpunkte
der ebenfalls konvexen Polyeder K⊕M̌ und L⊕M̌ ergeben sich aus den Eckpunkten von
K, L und M . Die Schnittmenge [K⊕M̌ ]∩ [r+L⊕M̌ ] ist wiederum ein konvexes Polyeder,
dessen Eckpunkte über lineare Gleichungssysteme bestimmbar sind. Bei Kenntnis der Eck-
punktvektoren ist das Volumen eines konvexen Polyeders über eine Simplizialzerlegung
im Sinne der Elementargeometrie (siehe Hadwiger, 1957) berechenbar.
Im hier nicht betrachteten Fall, dass K, L und M Kugeln sind (siehe dazu Stoyan und
Stoyan, 1985), ist Hd([K⊕M̌ ]∩ [r+L⊕M̌ ]) als Volumen des Schnitts zweier Kugeln noch
wesentlich einfacher und direkter erhältlich (vgl. für d = 2 beispielsweise Appendix K in
Stoyan und Stoyan, 1994). ¤
In den aus ΥI und ΥII abgeleiteten Matérn-Prozessen ΨI und ΨII – fasst man diese als
markierte Punktprozesse auf – sind die Marken im Gegensatz zum zugrunde liegenden
Poisson-Prozess wegen der Ausdünnungsprozedur nicht mehr unabhängig. Insbesondere
ist zu erwarten, dass zwei sehr dicht beieinander liegende Strecken oder Kreisscheiben ähn-
lich ausgerichtet sind, da sie sich nicht schneiden. Dieses Verhalten lässt sich u. a. durch
die Richtungskorrelationsfunktion kd (siehe Stoyan und Stoyan, 1994, S. 263) beschreiben.
kd(r) ist dabei der normierte mittlere Winkel zwischen den Normalenvektoren zweier Stre-
cken (Kreisscheiben) unter der Bedingung, dass deren Mittelpunkte den Abstand r haben.
Die Normierungskonstante bestimmt sich aus dem entsprechenden mittleren Winkel bei
Unabhängigkeit der Strecken (Kreisscheiben) und ist im Fall der Strecken π/4 und im Fall
der Kreisscheiben 2. Weitere Markenkorrelationsfunktionen, die Richtungsinformationen
berücksichtigen, sind beispielsweise in Beisbart u. a. (2002) zu finden.
Da kleine Winkel zwischen zwei Strecken (Kreisscheiben) weniger zu kd beitragen als
große, spiegeln Werte von kd unterhalb von 1 eine Tendenz zur gegenseitigen Ausrichtung
(Parallelisierung) der Strecken (Kreisscheiben) wider. Im Fall harter Strecken (Kreisschei-
ben) muss es für kleine Mittelpunktabstände eine solche gegenseitige Ausrichtung geben,
da die Forderung des Nichtüberlappens nur solche Anordnungen zulässt. Abbildung 3.1 (b)
zeigt für beide Beipiele genau dieses Verhalten. Ähnlich wie bei den Paarkorrelationsfunk-
tionen reichen die Korrelationen bis 2D. Allerdings sind diese für r > D offenbar sehr
klein.
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Φ und (b) Richtungskorre-
lationsfunktion kd des Matérn-Prozesses mit Strecken der Länge D bei einer Intensität
von λI = 1,4035/D
2 (λΥ = 3, 518/D
2) (----, durch numerische Auswertung von (3.12))
und des Matérn-Prozesses mit Kreisscheiben des Durchmessers D bei einer Intensität von
λII = 0, 8/D
3 (λΥ = 3, 518/D
3) (----, durch Monte-Carlo-Simulation).
3.2.2 Vergleich mit Gibbs-Modell und RSA-Modell
Mit den bereits in Kapitel 1 in der Einleitung zum vorliegenden Kapitel erwähnten Mo-
dellen, dem Gibbs-Modell und dem RSA-Modell, sind weitere Möglichkeiten für zufällige
Konfigurationen harter Partikeln bekannt. Um das Verhalten der im vorangegangenen
Abschnitt betrachteten Größen zweiter Ordnung für den Matérn-Prozess mit Kreisschei-
ben, dem aus physikalischer Sicht sicher interessanteren Beispiel der beiden, einordnen
zu können, sollen diese im Folgenden mit den entsprechenden Größen des Gibbs-Modells
bzw. des RSA-Modells mit Kreisscheiben verglichen werden. Wegen der Beschränktheit
der Intensität des Matérn-Prozesses mit Kreisscheiben ist ein Vergleich nur für Inten-
sitäten unterhalb von 8/(π2D3) möglich, obwohl in diesem speziellen Fall nicht echt drei-
dimensionaler Kreisscheiben sowohl im Gibbs-Modell als auch im RSA-Modell prinzipiell
beliebig hohe Intensitäten erreichbar wären.
In ähnlicher Weise wie das stationäre Gibbs-Modell mit harten Kugeln (siehe dazu Mase
u. a., 2001; Stoyan, Kendall und Mecke, 1995; sowie Kapitel 4) kann das entsprechen-
de stationäre Modell mit harten Kreischeiben in R3 definiert werden. Auch hier sind
interessierende Charakteristiken wie beispielsweise die Paarkorrelationsfunktion des zu-
gehörigen Punktprozesses der Kreisscheibenmittelpunkte meist nur über Simulationen
erhältlich, da keine einfach auswertbaren Formeln bekannt sind. Im Kugelfall sind je-
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Abbildung 3.2: Paarkorrelationsfunktion des Matérn-Prozesses mit Kreisscheiben (----)
und die 95%-Konfidenzbänder (----) der Paarkorrelationsfunktion (a) des Gibbs-Modells
mit Kreisscheiben und (b) des RSA-Modells mit Kreisscheiben, jeweils für die Intensität
0, 8/D3.
doch Näherungslösungen einiger Größen (Percus-Yevick-Theorie, Virial-Entwicklung, sie-
he u. a. Hansen und McDonald, 1986; Löwen, 2000) herleitbar, was zum Teil auch auf den
Kreisscheibenfall übertragbar ist, für eine akzeptable Genauigkeit aber als zu aufwändig
erscheint. Hinsichtlich der möglichen Simulationsmethoden sei auf Geyer (1999), Møller
(1999) sowie Møller und Waagepetersen (2003) verwiesen.
Die vorliegenden Ergebnisse für die Paarkorrelationsfunktion und die Richtungskorrelati-
onsfunktion wurden durch Simulationen endlicher Konfigurationen mit fester Anzahl (ka-
nonische Ensembles) mit Hilfe des Gibbs-Samplers bestimmt. Dabei wurden im Würfel
[0, 20)3 unter Verwendung periodischer Randbedingungen 1000 Kreisscheibenkonfigura-
tionen mit jeweils 6400 Scheiben des Durchmessers D = 1 erzeugt. Die einzelnen Korre-
lationsfunktionen wurden dann mit Hilfe eines Kernschätzers mit dem Epanečnikov-Kern
(vgl. Stoyan, Kendall und Mecke, 1995) geschätzt.
Für das RSA-Modell (siehe Kapitel 4 für eine detailiertere Beschreibung des Simulations-
prinzips) mit harten Kreisscheiben, für das ebenfalls keine Formeln bekannt sind, wurde
die ursprüngliche Simulation für harte Kugeln etwas abgeändert. Da die Kreisscheiben
nicht echt dreidimensional sind, wird beim sukzessiven Hinzufügen der Scheiben in ein
beschränktes Gebiet (theoretisch) niemals ein Zustand erreicht, bei dem im Gegensatz
zum Kugelfall kein neues Objekt mehr so Platz fände, dass es die schon vorhandenen
Objekte nicht schneidet. Daher wird der Prozess des Hinzufügens dann beendet, wenn
eine gewünschte Anzahl von Kreisscheiben erfolgreich in dem Gebiet platziert wurde.
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Abbildung 3.3: Differenzen der 95%-Konfidenzbänder (----) der Richtungskorrelationsfunk-
tion (a) des Gibbs-Modells mit Kreisscheiben und (b) des RSA-Modells mit Kreisscheiben
von der Richtungskorrelationsfunktion des Matérn-Prozesses mit Kreisscheiben (----), je-
weils für die Intensität 0, 8/D3.
Ebenso wie für das Gibbs-Modell wurden im Würfel [0, 20)3 unter Verwendung periodi-
scher Randbedingungen 1000 Kreisscheibenkonfigurationen mit jeweils 6400 Scheiben des
Durchmessers D = 1 erzeugt und die Korrelationsfunktionen geschätzt.
Auf Grundlage der jeweils 1000 durch Simulation gewonnenen Paarkorrelationsfunktio-
nen wurden Monte-Carlo-Konfidenzbänder bestimmt, innerhalb derer jeweils 95% der
Paarkorrelationsfunktionen verlaufen, siehe Abbildung 3.2. Das Verhalten der Paarkor-
relationsfunktionen ist offenbar ähnlich, insbesondere beim Vergleich von Matérn-Modell
und Gibbs-Modell gibt es jedoch signifikante Unterschiede. Dagegen sind beim Vergleich
der Richtungskorrelationsfunktionen praktisch keine Unterschiede erkennbar, d. h., kd ist
für das Gibbs-Modell und das RSA-Modell sehr ähnlich zu kd in Abbildung 3.1 (b), vgl.
dazu auch Abbildung 3.3.
Kapitel 4
Modellierung zweier Proben eines
Feuerbetons
4.1 Die Betonproben
Dieser Abschnitt enthält zunächst einige Angaben zur Herstellung der Betonproben, geht
dann auf die Rekonstruktion der Punktprozessdaten aus den CT-Bildern ein und be-
schreibt diese schließlich mit Hilfe verschiedener Statistiken.
4.1.1 Herstellung
Das untersuchte Material gehört zur Klasse der selbstfließenden Feuerbetone und besteht
aus zwei Komponenten, wobei eine Komponente von Partikeln (
”
refractory aggregates“)
gebildet wird und die zweite Komponente eine die Partikeln umgebende Zementmatrix
ist. Unvermeidlich sind auch immer Luftbläschen vorhanden, die aber im Weiteren als
vernachlässigbar angesehen und bei der späteren Rekonstruktion der Matrix zugeschla-
gen werden. Im Allgemeinen haben die verwendeten Partikeln eine sehr unregelmäßige
Form, häufig ähnlich der von konvexen Polyedern. Zu Forschungszwecken wurden am In-
stitut für Keramik, Glas- und Baustofftechnik der Technischen Universität Bergakademie
Freiberg spezielle Proben eines Feuerbetons u. a. unter ausschließlicher Verwendung ku-
gelförmiger Partikeln hergestellt. Hauptzweck dieses Experiments war zu untersuchen,
welchen Einfluss der Volumenanteil der Partikeln auf das Bruchverhalten des Betons bei
hohen Kompressionsdrücken hat, vgl. dazu Hubálková und Stoyan (2003).
Für die Herstellung des Feuerbetons wurden Korund-Kugeln (Al2O3), Zement sowie neben
Wasser auch ein Verflüssiger verwendet, der wesentlich zu dem Attribut
”
selbstfließend“
beiträgt. Diese Zutaten wurden zunächst ohne Wasser vier Minuten lang in einem Hobart-
Mixer gemischt. Nach dem Hinzufügen von Wasser erfolgte ein erneutes vierminütiges
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Mischen. Anschließend erfolgte einer Aushärtung der Masse für 24 Stunden bei einer rela-
tiven Luftfeuche von 90 Prozent und danach für weitere 24 Stunden bei einer Temperatur
von 110◦C. Den Abschluss bildete ein (ebenfalls namensgebendes) fünfstündiges Brennen
bei 1000◦C.
Aus mehreren Proben mit unterschiedlich hohen Volumenanteilen an Korund-Kugeln wur-
den für eine computertomografische (CT) Untersuchung kleine Würfel ausgeschnitten.
Die Untersuchungen dieses Kapitels basieren dabei auf zwei solcher würfelförmigen Pro-
ben der Kantenlänge 10 mm, welche im Folgenden mit Probe A und Probe B bezeichnet
seien. Die CT-Aufnahmen wurden am Fraunhofer-Institut für Zerstörungsfreie Prüfver-
fahren in Saarbrücken mit einem XCT-System auf der Basis von Röntgenschwächung
erzeugt. Für die Bestimmung der dreidimensionalen CT-Bilder wurde der Feldkamp-
Algorithmus (Feldkamp u. a., 1984) zusammen mit einer besonderen Regularisierungs-
methode zur Stabilisierung der Ergebnisse (Schmitt u. a., 2002) verwendet. Anschließend
wurden zur Kontrasterhöhung noch eine Shadingkorrektur und eine Kontrastspreizung
vorgenommen. Dadurch sind die Bilder sehr gut segmentierbar. Die Pixelgröße in den
Bildern beträgt 32,3 µm.
4.1.2 Rekonstruktion
Die Tatsache, dass bei der Herstellung dieses Forschungsbetons kugelförmige Partikeln
verwendet wurden, eröffnete die ungewöhnliche Möglichkeit, auf der Grundlage der CT-
Bilder die geometrische Struktur des durch die Partikeln gebildeten Kugelsystems etwas
genauer zu untersuchen. Mit Hilfe von Methoden aus der Bayesschen Bildanalyse (van
Lieshout, 1995; Winkler, 2003) wurden dazu zunächst die kugelförmigen Partikeln als
ideale Kugeln segmentiert. Dazu wurden diejenigen Konfigurationen X nicht überlappen-
der Kugeln B3(xi, ri) mit Mittelpunkten xi aus einem quaderförmigen Fenster W ⊂ R3
und Radien ri in einem gewissen Intervall I = [rmin, rmax], 0 < rmin < rmax, gesucht, die in
einem gewissen Sinn am besten zu den CT-Bildern passen. Eine solche Kugelkonfiguration
soll im Folgenden auch Rekonstruktion des CT-Bildes bzw. der Betonprobe heißen.
Zur Vereinfachung des Rekonstruktionsverfahrens wurden die CT-Bilder zunächst bina-
risiert, wobei der entsprechende Schwellwert mit einer Methode ähnlich der Diskrimi-
nanzanalyse (vgl. Klette und Zamperoni, 1995) ermittelt wurde. Abbildung 4.1 zeigt die
Grauwertverteilung für die Proben A und B. Es sind jeweils deutlich drei Gipfel erkennbar,
die zu den Luftblasen (kleine Grauwerte, schwarz), der Zementmatrix und den Partikeln
(große Grauwerte, weiß) gehören, siehe auch Abbildung 4.2(a). Um zwischen den Pixeln
der Matrix und der Partikeln noch etwas besser trennen zu können, wurde der Schwellwert
nur auf der Grundlage der Grauwertverteilung für Grauwerte größer als 100 bestimmt.
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Abbildung 4.1: Grauwertverteilung für Probe A (----) mit Schwellwert 195 (- - -) und Probe
B (----) mit Schwellwert 188 (- - -).
Zur Lösung des Optimierungsproblems, zu einem nun binarisierten CT-Bild eine möglichst
gut passende Kugelkonfiguration zu finden, wurde das Verfahren der simulierten Abkühl-
ung (
”
simulated annealing“) verwendet, vgl. insbesondere Winkler (2003). Es soll für den
vorliegenden Fall im Folgenden kurz beschrieben werden.
Bezeichne G die Menge aller weißen Pixel des binarisierten CT-Bildes. Das ist hier die
Menge aller im Wesentlichen zur Partikelkomponente gehörenden Pixel. Weiterhin sei
S(X) die Silhouette von X (vgl. van Lieshout, 1995), d. h. die Menge aller der Pixel, die die
Vereinigung aller Kugeln aus X in einem (binären) Bild repräsentieren. Eine Möglichkeit,
den Abstand zwischen einer Kugelkonfiguration X und dem binarisierten CT-Bild zu
messen, ist durch |S(X)4G| gegeben. Somit ist diejenige Kugelkonfiguration X gesucht,
die die Anzahl |S(X)4G| der unterschiedlichen Pixel minimiert und die gleichzeitig nur
aus nicht überlappenden Kugeln besteht. Letztere Bedingung ist mit Hilfe einer Energie
E(X) formalisierbar, die den Wert ∞ annimmt, wenn sich mindestens zwei Kugeln aus
X schneiden, und die andernfalls verschwindet (Hartkugel-Potential, siehe z. B. Stoyan,
Kendall und Mecke, 1995). Bezeichnet zusätzlich n(X) die Anzahl der Kugeln in X, dann
soll außerdem stets X ∈ (W × I)n(X) gelten. Es ist dann eine Minimumsstelle von
H(X) = |S(X)4G|+ E(X) +∞ · 1{X /∈ (W × I)n(X)}
gesucht. Dazu wird mit Hilfe eines Metropolis-Algorithmus mit Energie H(X) und einer
(nicht zu schnell) fallenden Temperatur T eine Markov-Kette erzeugt. Ausgehend von der
jeweils aktuellen Konfiguration X wird eine neue Konfiguration Y durch die Operatio-
nen (a) Hinzufügen, (b) Entfernen, (c) Verschieben und (d) Verkleinern/Vergrößern einer
Kugel mit den Wahrscheinlichkeiten pa, pb, pc bzw. pd = 1 − pa − pb − pc vorgeschlagen.
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(a) CT-Bild (b) Rekonstruktion
Abbildung 4.2: Veranschaulichung von Probe A. Die schwarzen Einschlüsse in (a) sind
Luftporen.
Falls n(X) = 0 gilt, wird bei (b), (c) oder (d) Y = X gesetzt. Andernfalls sehen die
Operationen im Einzelnen folgendermaßen aus:
(a) Hinzufügen einer Kugel mit auf W gleichverteiltem Mittelpunkt und auf I gleich-
verteiltem Radius zur Konfiguration X,
(b) Entfernen einer Kugel B3(xi, ri) aus X, wobei i gemäß der Gleichverteilung auf
{1, . . . , n(X)} bestimmt wird,
(c) Verschieben einer Kugel B3(xi, ri) aus X um einen auf [−c, c]3, c > 0, gleichverteilten
Vektor ∆x, Wahl von i wie in (b),
(d) Verkleinern/Vergrößern einer Kugel B3(xi, ri) aus X durch Neubestimmung von ri
gemäß der Gleichverteilung auf I, Wahl von i wie in (b).
Falls H(Y ) ≤ H(X) gilt, wird die Konfiguration Y immer als neuer Zustand akzeptiert.
Andernfalls wird Y nur mit einer Wahrscheinlichkeit von exp((H(X) −H(Y ))/T ) ange-
nommen, und X beibehalten, wenn Y nicht angenommen wird.
In der Theorie ist die Konvergenz dieses Algorithmus gegen ein globales Minimum von
H(X) gesichert (Winkler, 2003). Der in der Anwendung notwendige Abbruch nach end-
lich vielen Schritten gewährleistet ein Erreichen des globalen Minimums i. A. zwar nicht,
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jedoch sind im vorliegenden Fall angesichts der im Vorhinein vorgenommen, immer feh-
lerbehafteten Prozeduren (CT-Aufnahme, Binarisierung) die entstehenden kleinen Abwei-
chungen hinnehmbar.
Die auf diese Weise erhaltenen Daten werden im Folgenden als Realisierungen eines mar-
kierten Punktprozesses angesehen, wobei hier die Kugelzentren die Punkte und die Ku-
gelradien die Marken darstellen. Abbildung 4.2 zeigt für Probe A sowohl das CT-Bild als
auch das entsprechende zur Rekonstruktion gehörende Bild mit idealen Kugeln. Alle nun
folgenden Betrachtungen basieren auf den Rekonstruktionen der Betonproben.
4.1.3 Statistische Analyse
Die Rekonstruktionen bestehen aus 1454 (Probe A) und 1862 (Probe B) Kugeln, deren
jeweilige Vereinigungsmenge einen Volumenanteil von 0,368 (A) bzw. 0,423 (B) hat und
deren Radien empirische Verteilungen mit den in Abbildung 4.3(a) gezeigten Dichtefunk-
tionen besitzen. Da die in beiden Proben verwendeten Partikeln aus derselben Grundge-
samtheit stammen, sind die Unterschiede in Abbildung 4.3(a) vorwiegend statistischer Na-
tur. Ein Einfluss durch die CT-Analyse und die Rekonstruierung ist dennoch vorhanden.
Wesentlich und nachprüfbar sind dabei nur Auswirkungen durch die Wahl des Schwell-
wertes. Dabei stellt sich heraus, dass kleine Änderungen des Schwellwertes zwar kleine
Verschiebungen der Dichtefunktionen zur Folge haben, die Konfiguration der Kugelmit-
telpunkte aber nahezu unverändert bleibt, und somit auch das Wesen der im Folgenden
betrachteten strukturellen Größen.
Zur weiteren statistischen Untersuchung der Kugelsysteme wurden übliche Methoden der
Räumlichen Statistik, vor allem jene für markierte Punktprozesse und zufällige abge-
schlossene Mengen verwendet (vgl. Stoyan, Kendall und Mecke, 1995). Abbildung 4.3(b)
zeigt die empirischen Paarkorrelationsfunktionen für die Punktmuster der Kugelzentren.
Sie wurden mit den in Stoyan und Stoyan (1994, S. 284) sowie Møller und Waagepetersen
(2003) beschriebenen Methoden unter Verwendung des Epanečnikov-Kerns geschätzt. Im
vorliegenden Fall deuten sie auf eine sicherlich zu erwartende Nahordnung hin, die etwa
bis 1,5 mm reicht.
Die räumliche Abhängigkeit der Kugeln aufgrund der Nichtüberlappungsbedingung wirkt
sich auch auf die Kugelradien aus. Dabei ist zu erwarten, dass die räumlichen Korrela-
tionen zwischen den Radien mit steigendem Volumenanteil des Kugelsystems zunehmen.
Eine Charakteristik, die diese Eigenschaft gut beschreibt, ist die Markenkorrelationsfunk-
tion kmm(r) für die Radiusmarken, siehe Stoyan und Stoyan (1994, Seiten 264 und 291).
kmm(r) ist das normierte mittlere Produkt der Radien zweier Kugeln unter der Bedingung,
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Abbildung 4.3: Empirische Größen für Probe A (----) und Probe B (---).
dass deren Mittelpunkte den Abstand r haben, wobei kmm(r) so normiert ist, dass im Fall
unabhängiger Marken kmm identisch 1 ist. Die Schätzungen von kmm für die Betonproben
in Abbildung 4.3(c) zeigen die räumlichen Korrelationen sehr deutlich. Eng beieinander
liegende Kugeln haben im Mittel beide Radien, die kleiner als der mittlere Radius sind.
Schließlich werden auch die schon aus Kapitel 2 bekannte sphärische Kontaktverteilungs-
funktion Hs(r) (siehe Abbildung 4.3(d)) und später in Abschnitt 4.3.3 die Kovarianz
C(r) für die Vereinigungsmenge der Kugeln betrachtet. Die Schätzung von Hs(r) erfolgte
dabei mit dem in Stoyan, Kendall und Mecke (1995, Formel 6.3.7) angegebenen Horvitz-
Thompson-Schätzer.
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4.2 Klassische Modelle für Hartkugelsysteme
Die aus der Räumlichen Statistik und der Statistischen Physik bekannten Modelle für
dichte zufällige Systeme harter Kugeln können in die folgenden drei Klassen unterteilt
werden.
4.2.1 Dichte zufällige Packungen
Diese Modelle versuchen Strukturen nachzuempfinden, die dabei entstehen, wenn harte
Kugeln in einen Behälter gefüllt und durch Schütteln so verdichtet werden, dass sie eine
dichte, aber dennoch zufällige Konfiguration bilden. Während es bislang keine mathema-
tische Definition einer dichten zufälligen Packung gibt (siehe Abschnitt 3.5 in Torquato,
2002), existieren hingegen wohldefinierte und gut getestete Algorithmen zur Simulation
solcher Packungen. Dazu zählen der Lubachevsky-Stillinger-Algorithmus (Lubachevsky
und Stillinger, 1990) und der force-biased-Algorithmus von BargieÃl und Moscinski (1991).
Letzterer basiert auf einem Algorithmus von Jodrey und Tory (1985) und wurde von Bez-
rukov u. a. (2002) für den Fall verschieden großer Kugeln verallgemeinert. All diese Algo-
rithmen gehören zur Klasse der kollektiven Umordnungsalgorithmen, die sich von realen
physikalischen und technologischen Sedimentationsprozessen unterscheiden, die ebenfalls
zu Packungen führen (vgl. den Überblick in Stoyan, 2002). Algorithmen, die versuchen,
diese Prozesse nachzuempfinden (Jodrey und Tory, 1979; To und Stachurski, 2004), mo-
dellieren allerdings keine Verdichtungsvorgänge.
Es wurde das durch den force-biased-Algorithmus definierte Packungsmodell verwendet.
Proben mit jeweils 10000 Kugeln – diese Zahl ist etwa sechsmal größer als in den ursprüng-
lichen Proben – wurden simuliert, wobei die in Abbildung 4.3(a) dargestellten empirischen
Radienverteilungen nahezu vollständig realisiert wurden. Abbildung 4.4 zeigt die zugehöri-
gen Paarkorrelationsfunktionen im Vergleich mit jenen der rekonstruierten Betonproben.
Insbesondere für Probe A sind dabei deutliche Unterschiede erkennbar. Diese sind durch
einen höheren und schmaleren ersten Gipfel der Kurven zum Packungsmodell dahinge-
hend deutbar, dass es in den simulierten Proben zum Packungsmodell im Vergleich zu
den Betonproben mehr Kugeln geben muss, die sich berühren oder zumindest sehr nah
beieinander liegen. Letzteres ist insofern nicht allzu verwunderlich, als es wesentliches
Ziel und inherenter Bestandteil des force-biased-Algorithmus ist. Damit muss auch das
Packungsmodell als Modell für die rekonstruierten Betonproben verworfen werden. Die
Tendenz geringerer Unterschiede in Abbildung 4.4 von Probe A zu Probe B, und somit
vom geringeren zum höheren Volumenanteil, deutet jedoch an, dass das Packungsmo-
dell für entsprechende Betonproben mit höheren Volumenanteilen durchaus passend sein
könnte.
88 Kapitel 4. Modellierung zweier Proben eines Feuerbetons




















Abbildung 4.4: Paarkorrelationsfunktionen der Betonprobe (----) und des Packungsmodells
(- - -).
4.2.2 Klassisches RSA-Modell
Ursprünglich wurde das RSA-Modell (
”
random sequential addition/ adsorption model“)
in folgender Weise für ein beschränktes Gebiet W in R3 definiert: Kugeln mit zufälligen
Radien werden nacheinander und zufällig in W platziert. Bei jedem Versuch, eine neue
Kugel in W zu platzieren, wird getestet, ob die neue Kugel bereits vorhandene Kugeln
schneiden würde. Ist dies nicht der Fall, wird die neue Kugel akzeptiert und der Konfi-
guration hinzugefügt. Andernfalls wird diese Kugel verworfen und ein neuer Versuch mit
einem zufällig in W gleichverteilten Mittelpunkt und einem zufälligen, gemäß einer vorge-
gebenen Verteilung verteilten Radius gestartet. Dieser Vorgang wird dann beendet, wenn
es unmöglich ist, der vorhandenen Konfiguration eine zusätzliche Kugel ohne Überschnei-
dungen hinzuzufügen (Sättigungszustand,
”




Es ist möglich, mit Hilfe eines räumlichen Geburtsprozesses ein entsprechendes stationäres
Modell zu definieren, vgl. dazu Stoyan und Schlather (2000). Sowohl im endlichen als auch
im stationären Fall unterscheidet sich die Radienverteilung der tatsächlich platzierten Ku-
geln von der der vorgeschlagenen Kugeln. Es ist also wichtig, diesen Unterschied zwischen
Vorschlagsverteilung und resultierender Verteilung zu berücksichtigen (Stoyan und Schla-
ther, 2000). Dass es abgesehen vom trivialen Fall gleich großer Kugeln keine analytische
Beziehung zwischen beiden Verteilungen gibt, macht eine Anpassung des RSA-Modells an
reale Situationen i. A. recht schwierig.
Für das RSA-Modell mit gleich großen Kugeln im R3 konnte gezeigt werden, dass der
größtmögliche Volumenanteil der Kugeln bei etwa 0.38 liegt (vgl. z. B. Torquato, 2000).
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Es ist intuitiv klar, dass sich dieser maximale Volumenanteil bei Verwendung verschieden
großer Kugeln erhöht (siehe auch Stroeven und Stroeven, 1999). Verglichen mit den Vo-
lumenanteilen 0.368 und 0.423 der beiden Betonproben erscheint eine Modellierung mit
Hilfe des RSA-Modells zumindest unter diesem Gesichtspunkt als nicht aussichtslos.
Mit dem Ziel sowohl entsprechende Volumenanteile als auch gleichzeitig die in Abbildung
4.3(a) gezeigten resultierenden Radienverteilungen zu erreichen, hat der Autor verschiede-
ne Vorschlagsverteilungen getestet. Typischerweise wurde aber der Sättigungszustand zu
früh erreicht, und es war insbesondere schwierig, eine ausreichende Zahl größerer Kugeln
im Gebiet W unterzubringen. Dieses
”
klassische“ RSA-Modell scheidet damit als Modell
für die beiden Betonproben aus. Deshalb wird in Abschnitt 4.3 eine Modifizierung dieses
Modells betrachtet. Diese Modifizierung ist keinesfalls neu; sie wird schon seit etwa zwei
Jahrzehnten von Ingenieuren verwendet.
4.2.3 Stationärer markierter Gibbs-Prozess
Gibbs-Prozesse mit Kugeln basieren auf Ideen aus der Statistischen Physik. Während es
für den Fall gleich großer Kugeln eine umfangreiche Literatur gibt (siehe den Überblick
in Löwen, 2000), ist die Zahl der Publikationen für Kugeln mit zufälligen Radien geringer
(siehe z. B. Mase, 1986; Sollich, 2002), dennoch wird in einigen auch statistischen Frage-
stellungen sowohl für den kanonischen als auch großkanonischen (und damit stationären)
Fall nachgegangen (Wilding und Sollich, 2002; Döge und Stoyan, 2002).
Für eine exakte Definition des stationären markierten Gibbs-Prozesses mit unterschied-
lich großen Kugeln sei auf Mase (1986), Sollich (2002) sowie Stoyan und Stoyan (1994)
verwiesen. Heuristisch ist im vorliegenden Fall ein markierter Gibbs-Prozess als ein un-
abhängig markierter Poisson-Prozess unter der Bedingung definiert, dass sich die Kugeln,
die durch die als Marken zu betrachtenden Radien gegeben sind, nicht schneiden.
Der zugrunde liegende stationäre markierte Poisson-Prozess ist vollständig durch eine
Intensität λ und eine Dichtefunktion m(r) der Radienverteilung gegeben, wobei letztere
wie in Stoyan und Schlather (2000) Vorschlagsverteilung heiße. Wieder sind die Radien
in akzeptierten Kugelkonfigurationen tendenziell kleiner als die gemäß m(r) verteilten
Radien, was besonders durch eine Simulationsmethode für den stationären markierten
Gibbs-Prozess, nämlich den Metropolis-Hastings-Algorithmus (vgl. Møller und Waage-
petersen, 2003) deutlich wird: Versucht man einer vorliegenden Kugelkonfiguration eine
weitere Kugel, deren Radius gemäß m(r) verteilt ist, hinzuzufügen, ist es aufgrund der
Nichtüberlappungsbedingung wahrscheinlicher, dass eine kleinere Kugel akzeptiert wird.
Es gibt also auch hier eine weitere Radienverteilung, die Radienverteilung des Gibbs-
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Abbildung 4.5: Dichtefunktionen zu Radienverteilungen: empirische Verteilung (----), Vor-
schlagsverteilung (- - -), resultierende Verteilung (····).
Prozesses, welche wiederum resultierende Radienverteilung heißen soll. Die zugehörige
Dichtefunktion sei durch m∗(r) bezeichnet1.
Wenn man annimmt, dass eine vorliegende Kugelkonfiguration die Realisierung eines sol-
chen markierten Gibbs-Prozesses ist, dann ist zwar m∗(r) beobachtbar, aber nicht die
für eine Simulation nötigen Größen λ und m(r). Es ist aber durch Mase (1986) gezeigt
worden, dass Vorschlagsgrößen und resultierende Größen durch die analytische Beziehung
λ∗m∗(r) = λm(r)(1− VV )(1−Hs(r)) (4.1)
miteinander verbunden sind. Dabei sind λ∗ die Intensität des Gibbs-Prozesses, Hs(r)
die (resultierende) sphärische Kontaktverteilungsfunktion der durch die Vereinigung der
Kugeln des Gibbs-Prozesses bestimmten zufälligen Menge und VV der zugehörige (resul-
tierende) Volumenanteil.
Da die Größen λ∗, m∗(r), Hs(r) und VV geschätzt werden können, ist ähnlich der Mo-
mentenmethode mit Gleichung (4.1) auch ein Schätzer λ̂m(r) für λm(r) konstruierbar.
Eigenschaften von λ̂m(r) sind dabei jedoch nicht bekannt. Abbildung 4.5 zeigt die mit
dieser Methode geschätzen Dichtefunktionen der Vorschlagsverteilung und die aus der
Metropolis-Hastings-Simulation des Gibbs-Prozesses mit λ̂m(r) erhaltene zugehörige re-
sultierende Dichtefunktion. Offenbar unterscheiden sich die resultierende und die empiri-
sche Dichtefunktion für beide Proben deutlich. Wäre das Modell passend, sollten beide
Dichtefunktionen eng beieinander liegen.
1Mit (4.1) lässt sich zeigen: Ein gemäß m∗(r) verteilter zufälliger Radius ist kleiner im Sinne der
gewöhnlichen stochastischen Ordnung ≤st als ein gemäß m(r) verteilter zufälliger Radius, siehe zu ≤st
z. B. Müller und Stoyan (2002).
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Um die Richtigkeit dieser Schließweise zu testen, wurde nun ausgehend von den resultie-
renden Radienverteilungen in Abbildung 4.5 und den zugehörigen Größen Hs(r) und VV
das Schätzverfahren wiederholt. In diesem Fall wurden tatsächlich die Vorschlagsgrößen
reproduziert. Das legt nahe, auch den stationären markierten Gibbs-Prozess als Modell
für die Betonproben zu verwerfen. Auch hier wird sich aber zeigen, dass ein verändertes,
endliches Modell (Abschnitt 4.3.2) besser in der Lage ist, die Betonproben zu beschreiben.
4.3 Modifizierte Modelle
Die Untersuchungen in Abschnitt 4.2 haben gezeigt, dass eine Modellierung der beiden
Betonproben durch das klassische RSA-Modell, den üblichen (stationären) markierten
Gibbs-Prozess und das durch den force-biased-Algorithmus definierte Packungsmodell
nicht sinnvoll ist. Insbesondere bereitet offenbar die Existenz zweier verschiedener Radi-
enverteilungen in einem Modell Schwierigkeiten bei der Anwendung auf die Betonproben,
da es zur Vorschlagsverteilung keinen Gegenpart im Herstellungsprozess gibt. Im Folgen-
den werden daher nun Modifizierungen der beiden erstgenannten Modelle betrachtet, die
mit einer Radienverteilung auskommen.
4.3.1 Geordnetes RSA-Modell
Bentz u. a. (1999) beschreiben das Modell auf folgende Weise:
”
The first step in the computer program is to place the hard core particles at random
locations in the 3-D cubic volume. The particles are placed from largest to smallest and
are not allowed to overlap. . . [being so] ordered to assure that the larger particles can be
placed; if the placement were totally at random, there often would not be any remaining
space for the placement of a larger particle after many of the smaller particles had been
(randomly) placed. . . . Periodic boundaries are maintained during the placement process,
such that if a portion of a particle extends across one or more faces of the 3-D [region],
it is completed on the opposing [face]s.“
Ist ein Versuch, eine neue Kugel zu platzieren, nicht erfolgreich, wird im nächsten Versuch
eine Kugel mit dem gleichen Radius, aber einem neuen zufälligen Mittelpunkt verwendet.
Ziel dieses Algorithmus ist es immer, eine feste Anzahl harter Kugeln mit einem vorge-
gebenen Satz an Radien in einem beschränkten Gebiet W ⊂ R3 unterzubringen. Dabei
kann es durchaus vorkommen, dass die Simulation fehlschlägt. Das heißt, durch
”
ungüns-
tig“ liegende Kugeln kann es unmöglich sein, alle Kugeln entsprechend unterzubringen.
Solche Versuche sollen verworfen werden. Somit ist dieses Modell unter der Bedingung
definiert, dass tatsächlich alle Kugeln untergebracht werden können.
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4.3.2 Schiebemodell
Auch dieses Modell ist wiederum durch eine Simulationsvorschrift für eine feste Anzahl
n von Kugeln in einem quaderförmigen endlichen Gebiet W ⊂ R3 definiert, wobei für W
periodische Randbedingungen gelten sollen. Die Radien der Kugeln bleiben während der
gesamten Simulation fest. Sie können zu Beginn auf zufällige oder deterministische Weise
bestimmt werden.
Der Simulationsalgorithmus beginnt mit einer überlappungsfreien Konfiguration dieser
Kugeln in W , die beispielsweise als Ergebnis einer entsprechenden Simulation des geord-
neten RSA-Modells wählbar ist. Es wird im Folgenden schrittweise gemäß der Methode
von Metropolis u. a. (1953) zur Simulation des Gibbs-Prozesses mit gleich großen Kugeln
vorgegangen. In jedem Schritt wird gemäß der Gleichverteilung auf {1, . . . , n} eine Ku-
gel ausgewählt und um einen gemäß der Gleichverteilung auf [0, c]3 (c klein im Vergleich
zu den Kantenlängen von W ) zufälligen Vektor verschoben. Führt dies wieder zu einer
überlappungsfreien Kugelkonfiguration, wird diese als neuer Zustand des Algorithmus ak-
zeptiert, ansonsten wird die zu Beginn des Schritts vorliegende Konfiguration beibehalten.
Diese Verschiebungsprozedur wird solange fortgesetzt, bis ein Gleichgewichtszustand für
die Konfiguration der harten Kugeln erreicht ist.
Der Algorithmus gehört mit dieser Vorschrift zu den MCMC-Simulationen. Von den not-
wendigen theoretischen Voraussetzungen (siehe z. B. den Überblick in Gilks u. a., 1996)
für die entsprechende Markov-Kette fehlt insbesondere für die Irreduzibilität eine ähnliche
einfache Überprüfung wie im Fall zufälliger Kugelanzahlen. Jedoch erscheint die Irredu-
zibilität bei den hier betrachteten moderaten Volumenanteilen der Kugeln als äußerst
plausibel.
4.3.3 Überprüfung der modifizierten Modelle
Für die Simulationen des geordneten RSA-Modells und des Schiebemodells wurden genau
die Radien verwendet, die sich aus den Rekonstruktionen der Betonproben ergaben. Somit
sind Unterschiede der im Folgenden betrachteten Charakteristiken allein auf die Art des
Modells zurückzuführen. Die Kurven für die beiden Modelle basieren dabei auf jeweils
1000 Simulationen in einem zur jeweiligen Betonprobe vergleichbaren Fenster.
Abbildung 4.6 zeigt die durch Simulation gewonnenene Paarkorrelationsfunktionen des
geordneten RSA-Modells und des Schiebemodells. Die Unterschiede zu den empirischen
Kurven sind relativ gering, insbesondere im Vergleich zu Abbildung 4.4.
Um diese Unterschiede noch etwas besser bewerten zu können, wurde jeweils ein L-Test
(siehe Stoyan und Stoyan, 1994; Møller und Waagepetersen, 2003) durchgeführt. In Møller
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Abbildung 4.6: Paarkorrelationsfunktioncorrelationen der Betonprobe (----), des Schiebe-
modells (- - -) und des geordneten RSA-Modells (····).




















Abbildung 4.7: 99% Einhüllende der L-Funktion (dargestellt sind die Abweichungen von
der empirischen L-Funktion der Betonprobe) für das Schiebemodell (----) und das geord-
nete RSA-Modell(····).
94 Kapitel 4. Modellierung zweier Proben eines Feuerbetons






















Abbildung 4.8: Markenkorrelationsfunktionen der Betonprobe (----), des Schiebemodells
(- - -) und des geordneten RSA-Modells (····).
und Waagepetersen (2003) wird dafür die Darstellung der Funktion L(r)− r, r > 0, vor-
geschlagen. Für Werte von r unterhalb des kleinstmöglichen Kugelmittelpunktabstands
ist L(r) = 0 und damit L(r)− r = −r. Das ist betragsmäßig sehr viel größer als die Un-
terschiede zwischen den entsprechenden L-Funktionen für größere r. Abbildung 4.7 zeigt
deshalb stattdessen die Abweichungen der aus jeweils 999 Simulationen bestimmten 99%
Einhüllenden der zum Modell gehörenden L-Funktion von der empirischen L-Funktion.
Es ist daher nun von Interesse, ob die r-Achse, die hier die empirische L-Funktion re-
präsentiert, innerhalb der Einhüllenden liegt.
Abbildung 4.7 zeigt, dass dieser formale Test für beide Proben sowohl das Schiebemo-
dell als auch das geordnete RSA-Modell ablehnt, für Probe B sogar etwas deutlicher als
für Probe A. Diese formale Ablehnung wird ihre Ursache vor allem darin haben, dass
beide Modelle eben nicht vollständig zutreffend sind. Aus statistischer Sicht kann diese
Ablehnung jedoch auch eine Folge der relativ großen Anzahl von Kugeln (Größenordnung
103) in den simulierten Proben sein, die aufgrund von Mischungseigenschaften schon zu
jeweils relativ
”
genauen“ Schätzungen der L-Funktion führen und somit den Bereich der
Einhüllenden entsprechend schmal werden lassen.
Ein Vergleich der Markenkorrelationsfunktionen für die Kugelradien in Abbildung 4.8 zeigt
starke Ähnlichkeiten zwischen den Kurven für die Betonproben und das Schiebemodell,
während vor allem im Bereich zwischen r =0,8 mm und r =1,5 mm für die Kurven des
geordneten RSA-Modells deutlichere Unterschiede festzustellen sind.
In Abbildung 4.9 ist ein Vergleich der sphärischen Kontaktverteilungsfunktionen darge-
stellt. Darin ist wiederum eine größere Ähnlichkeit zwischen den entsprechenden Kurven
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Abbildung 4.9: Sphärische Kontaktverteilungsfunktionen der Betonprobe (----), des Schie-
bemodells (- - -) und des geordneten RSA-Modells (····).
der Betonprobe und des Schiebemodells als zwischen den Kurven der Betonprobe und
des geordneten RSA-Modells erkennbar. Jedoch führt auch hier ein dem L-Test entspre-
chender Test – nun unter Verwendung von Hs – zur Ablehnung beider Modelle.
Als weitere Charakteristik aus der Theorie der zufälligen Mengen wird nun noch die
Kovarianz C(r) betrachtet. Zur Schätzung von C(r) wurde dabei die Methode des Minus-
Sampling (Stoyan, Kendall und Mecke, 1995, S. 215) verwendet. Abbildung 4.10 zeigt
dabei weder ein völlige Übereinstimmung von empirischen und
”
theoretischen“ Kurven,
noch wird die eindeutige Bevorzugung eines der beiden betrachteten Modelle angedeutet.
4.4 Schlussfolgerungen
Die aus der Räumlichen Statistik und der Statistischen Physik bekannten Modelle für
zufällige Konfigurationen harter Kugeln sind meist einfach beschreibbar und nicht zuletzt
aus diesem Grund auf vielfältige Situationen anwendbar. Für die hier betrachteten rekon-
struierten Proben eines speziellen Betons konnte jedoch gezeigt werden, dass diese durch
die klassischen Modelle (RSA-Modell, markierter Gibbs-Prozess, Packungsmodell gemäß
force-biased-Algorithmus) nicht gut beschrieben werden können. Auch zwei weitere, mo-
difizierte Modelle werden aus formaler Sicht abgelehnt, scheinen aber dennoch deutlich
besser als die klassischen Modelle angepasst zu sein.
Im Vergleich des geordneten RSA-Modells und des Schiebemodells sollte insbesondere mit
Blick auf die Abbildungen 4.8 und 4.9 dem Schiebemodell der Vorzug gegeben werden. Dies
mag insofern nicht überraschend sein, als das Schiebemodell den realen Vorgängen bei der
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Abbildung 4.10: Kovarianzen der Betonprobe (----), des Schiebemodells (- - -) und des
geordneten RSA-Modells (····).
Herstellung des Betons möglicherweise näher als das geordnete RSA-Modell kommt. Der
sicherlich recht wesentliche Durchmischungsprozess der Korundkugeln während der Her-
stellung könnte durch das Verschieben der Kugeln im Metropolis-Algorithmus wesentlich
besser modelliert sein als durch die ortsunveränderlichen Anlagerungen im (geordneten)
RSA-Modell.
Anhang A
Herleitungen der Produktdichte des
Oberflächenmaßes
Im Fall des Booleschen Modells ist es möglich, die Produktdichte des zufälligen Ober-
flächenmaßes für bestimmte Kornverteilungen mit Hilfe von Folgerung 2.2 zu bestimmen,
wobei hier (2.119) verwendet wird. Die folgenden Rechnungen sind die Grundlage für die
Ergebnisse in den Abschnitten 2.6.2 und 2.6.3.
A.1 Boolesches Modell mit Rechtecken
Das typische Korn Ξ0 sei ein zufällig gemäß der Gleichverteilung auf SO2 gedrehtes Recht-
eck in R2 mit Kantenlängen 0 < a ≤ b. Für die mittlere Schnittfläche des typischen
Rechtecks mit dessen um den Vektor r, ‖r‖ = r, verschobenen Translat gilt (siehe auch
Abbildung A.1)




























































r2 − a2 + 2a
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√
r2 − b2 − a2+b2+r2
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(c) b < r ≤ √a2 + b2
Abbildung A.1: Schnittfläche zwischen einem Rechteck und dem um r verschobenen Trans-
lat des Rechtecks (graue Fläche).
Dabei ist eine Drehung des Rechtecks um den Winkel α äquivalent zu einer Drehung des
Vektors (r, 0)T um den Winkel −α. Es sei daher r = (r cos α, r sin α)T . Wegen der Symme-
trien des Rechtecks genügt es, α nur im Intervall [0, π/2) zu betrachten. Die betrachtete
mittlere Fläche ist im vorliegenden Fall nichts anderes als die isotropisierte Mengenkova-
rianz eines Rechteckes, vgl. dazu z. B. Stoyan und Stoyan (1994, S. 123).
Weiterhin ist (siehe auch Abbildung A.2)
































a + b− 4r
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, 0<r≤a,
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(c) b < r ≤ √a2 + b2
Abbildung A.2: Rand des Rechtecks, der in dem um r verschobenen Translat des Rechtecks
enthalten ist (dicke schwarze Linie).




ECd−1(Ξ0, (Ξ0)t− r). Es sei im Fol-
genden K ein achsenparalleles Rechteck mit Mittelpunkt im Ursprung und Kantenlängen






t2 − r2 sin2 αdα,
und für 0 ≤ a < r und 0 ≤ t < min{√r2 − a2, a} sei






t2 − (r cos α− a)2dα.
Wegen I1(0, r) = 0 und
√

























I2(t, a, r) = 0 (A.1)
Mit der Substitution β = π
2













t2 − (r sin β − b)2dβ.

















(c) arccos tr < α <
π
2
Abbildung A.3: Rand des Rechtecks, der in der um r verschobenen Parallelmenge des
Rechtecks enthalten ist (dicke schwarze Linie), im Fall 0 < r ≤ a.
1.Fall: 0 < r ≤ a (siehe auch Abbildung A.3).








. Mit 0 < α < π
2
gibt es folgende Fälle:




2a + b + t− 2r cos α +
√
t2 − r2 sin2 α, 0 < α < arcsin t
r
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(c) arccos tr < α <
π
2
Abbildung A.4: Rand des Rechtecks, der in der um r verschobenen Parallelmenge des
Rechtecks enthalten ist (dicke schwarze Linie), im Fall a < r ≤ b.
2.Fall: a < r ≤ b (siehe auch Abbildung A.4).




. Wegen t <
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r2 − a2
genügt es, folgende Fälle mit 0 < α < π
2
zu betrachten:
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(c) arcsin br < α < arcsin
b+t
r
Abbildung A.5: Oberfläche des Rechtecks, die in der um r verschobenen Parallelmenge
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3.Fall: b < r ≤ √a2 + b2 (siehe auch Abbildung A.5).




. Wegen t <√
r2 − b2 genügt es, folgende Fälle mit 0 < α < π
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zu betrachten:




b− r sin α +
√
t2 − (r cos α− a)2, arccos a+t
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< α < arccos a
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a + b + 2t− r sin α− r cos α, arccos a
r
< α < arcsin b
r
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√
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r




A.1. Boolesches Modell mit Rechtecken 103
Damit
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ECd−1(Ξ0, (Ξ0)t − r) = 0.
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A.2 Boolesches Modell mit Kreiszylindern
Es sei d = 3. Das typische Korn X0 sei ein gerader Kreiszylinder mit Höhe h, Radius
R der Grundfläche, wobei 0 < h ≤ 2R, sowie zufälligem Richtungsvektor u, der gemäß
1
4π
σ2 (Gleichverteilung auf der Kugeloberfläche S
2) verteilt ist. Es werden hier also nur
Zylinder betrachtet, deren Grundflächendurchmesser größer als die Höhe ist.
Mit der Darstellung u = (sin α cos β, sin α sin β, cos α)T durch die üblichen Polarkoordina-
ten α ∈ [0, π] und β ∈ [0, 2π) gilt σ2(du) = sin α dα dβ. Wegen der Rotationssymmetrie
des Zylinders sind alle im Folgenden betrachteten Größen unabhängig von β, und es wird
nur bezüglich α integriert. Dabei reicht es wegen der Symmetrien des geraden Kreiszy-
linders aus, α nur im Intervall [0, π
2
) zu betrachten. Die Drehung des Zylinders kann wie
im Fall der Rechtecke im vorhergehenden Abschnitt äquivalent durch eine Drehung des
Abstandsvektors r ersetzt werden. Für die Bestimmung der einzelnen Terme der Funktion
gS sind die folgenden zwei Größen des Schnitts zweier Kreisscheiben in R2 hilfreich.
Die Schnittfläche zweier Kreisscheiben mit Radien s1 ≤ s2 und Mittelpunktabstand p,
s2 − s1 < p < s1 + s2, ist durch








2 + s21 − s22
4p2
√
4p2s21 − (p2 + s21 − s22)2
+ s22 arccos
(




2 + s22 − s21
4p2
√
4p2s22 − (p2 + s22 − s21)2
= s21 arccos
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4p2s22 − (p2 + s22 − s21)2
(A.2)
gegeben, siehe z.B. Stoyan und Stoyan (1994). Weiterhin gilt für die Länge l(p, s1, s2) des
Randes des kleineren Kreises, der innerhalb des größeren Kreises liegt,
l(p, s1, s2) = 2s1 arccos
(




Mit (A.2) für gleich große Kreisscheiben gilt




















































(c) arccos tr < α <
π
2
Abbildung A.6: Schnitt entlang der Ebene, die durch die beiden Achsen (jeweils durch
Grund- und Deckflächenmittelpunkt) des Zylinders und seiner um r verschobenen Paral-
lelmenge geht. Die Oberfläche des Zylinders, die im Fall 0 < r ≤ h in der Parallelmenge
enthalten ist, ist hervorgehoben (dicke schwarze Linie).
Weiterhin ist mit (A.2) und (A.3) für gleich große Kreisscheiben
































ECd−1(Ξ0, (Ξ0)t− r) erfolgt wie im Fall der Rechtecke über
eine Fallunterscheidung. Dabei sei K ein entsprechender Kreiszylinder, dessen Achse durch
die Grund- und Deckflächenmittelpunkte mit der z-Achse zusammenfällt.
1.Fall: 0 < r ≤ h.








. Mit 0 < α < π
2
gibt es folgende Fälle:





πR2 + 2πR(h− r cos α) + T11(t, α), 0 < α < arcsin tr ,




< α < arccos t
r
,
A(r sin α, R, R + t) + A(r sin α, R, R +
√
t2 − r2 cos2 α)
+ l(r sin α, R, R + t)(h− r cos α) + T13(t, α),
arccos t
r
< α < π
2
.
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(A.4)
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Mit der Substitution x = r
t











r sin α,R, R +
√






























































(πR2 + 2πR(h− r cos α)) sin α dα = 0









































2.Fall: h < r ≤ 2R.




. Wegen t <
√
r2 − h2
genügt es, folgende Fälle mit 0 < α < π
2
zu betrachten:
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Dabei gilt T21(t, α) ≤ 2πRt, T23(t, α) ≤ 2πRt und T22(t, α) = T12(t, α). Mit der gleichen
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Mit der Substitution x = r cos α−h
t











r sin α, R,R +
√
























































r2 − h2, R, R).
(A.16)






















































4R2 − (r2 − h2).
3.Fall: 2R < r ≤ √h2 + 4R2.







r2 − 4R2 genügt es, folgende Fälle mit 0 < α < π
2
zu betrachten:
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Dabei gilt T31(t, α) ≤ 2πRt, T33(t, α) ≤ 2πRt und T32(t, α) = T12(t, α) Mit der gleichen
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4R2 − (r2 − h2).
4.Fall: r >
√






ECd−1(Ξ0, (Ξ0)t − r) = 0.





ECd−1(Ξ0, (Ξ0)t−r) können nicht in geschlossener Form dargestellt werden. Eine
Bewertung ist aber in allen Fällen durch eine einfache numerische Integration möglich.
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Verlag, Berlin.
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Månsson, M., und Rudemo, M. (2002). Random patterns of nonoverlapping convex
grains. Adv. Appl. Prob. 34, 718–738.
Mase, S. (1986). On the possible form of size distributions for Gibbsian processes of
mutually non-intersecting balls. J. Appl. Prob. 23, 646–659.
Mase, S., Møller, J., Stoyan, D., Waagepetersen, R. P., und Döge, G. (2001).
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