Abstract. In this study we investigate the approximation of the solutions of certain elliptic boundary value problems by the Method of Fundamental Solutions (MFS). In particular, we study the case in which the number of singularities (sources) exceeds the number of boundary (collocation) points and we propose two methods of determining which approximate solution is optimal. We also develop an efficient numerical algorithm for the Dirichlet problem for Laplace's equation in the special case the domain of the problem is a disk. Numerical experiments are presented which reveal that in the case where the number of singularities is twice the number of boundary points, the conditioning of the MFS matrices and the concomitant accuracy of the method improve significantly.
Introduction. The Method of Fundamental Solutions (MFS) is a meshless technique for
the numerical solution of certain elliptic boundary value problems. In it, the approximate solution is expressed as a linear combination of fundamental solutions of the partial differential operator of the governing equation of the problem under consideration. Singularities are avoided by placing the sources on a fictitious surface exterior to the problem geometry, known as the pseudo-boundary. Thus the approximate solution satisfies the governing partial differential equation everywhere inside the domain of the problem. In recent years, the MFS has become very popular primarily because it can be easily implemented. The merits and drawbacks of the method are elaborated in the survey papers [3, 7, 8, 11] . A disadvantage of the method is that it is applicable only when the fundamental solution of the differential equation in question is known.
for harmonic problems in the disk, appear in [13, 14, 24, 28] . A description of the linear least-squares MFS can be found in [10, 15, 16, 21, 24, 27] . Finally, the issue of the applicability of the method, that is, whether linear combinations of fundamental solutions with singularities on a suitable surface approximate the solutions of elliptic boundary value problems with known fundamental solutions, is addressed in [1, 2, 17, 23] .
In this paper, we consider a question apparently not previously addressed. In particular, we investigate the use of the MFS in the case when the number of singularities is larger than the number of collocation (boundary) points. In this case there exist, in general, infinitely many approximate solutions as the resulting system in under-determined. We propose two ways of determining the optimal approximate solution:
• One way is to choose the approximate solution minimizing the functional which corresponds to the variational formulation of the boundary value problem.
• Alternatively, one may choose the approximate solution resulting from the minimization of the norm of the coefficients in the linear combination which represents the approximate solution.
In Section 2, we present the MFS formulation for general second order linear elliptic boundary value problems, subject to Dirichlet boundary conditions. In Section 3, we describe the MFS in the case when there are more singularities than boundary points and propose two methods of choosing the optimal approximate solution. Efficient numerical algorithms which exploit the symmetries of the resulting MFS matrices in the special case when the domain of the problem is a disk are developed in Section 4. The proposed algorithms are tested on several examples in Section 5. Finally, in Section 6, we give some concluding remarks and suggest ideas for possible extensions. In order to avoid overloading the main text, certain proofs are relegated to the Appendix. then Lu = f, provided that the integral on the right-hand side of (2.1) is meaningful. Formula (2.1) can be written in the simpler form u = k * f .
Malgrange [19] and Ehrenpreis [6] independently established in 1955-56 the existence of fundamental solutions for partial differential operators with constant coefficients 1 . In particular, Malgrange proved the existence of bi-regular functions ϕ(x, y) for which
in the sense of distributions, where L x ϕ denotes differentiation of ϕ with respect to x, and δ y is the Dirac measure with unit mass at y. Also, if L is self-adjoint (i.e., L = L ) with constant coefficients, then there exists a fundamental solution of the form ϕ(x, y) = e(x−y).
The MFS formulation.
In the MFS, for second order 2 elliptic partial differential equations, the approximate solution is a linear combination of the form For example, the annulus A r1,r2 = x ∈ R 2 : r 1 < |x| < r 2 embraces the annulus A 1, 2 provided that 0 < r 1 < 1 < 2 < r 2 . Also, a disk cannot embrace an annulus. Note that, if Ω does not have holes and U = ∅ is open, such that Ω ∩ U = ∅, then R n U embraces Ω.
The boundary condition is imposed on a set of boundary points P 1 , . . . , P M :
This yields the M ×N linear system
where
2.3. The three possibilities. We have the following three cases:
e., the number of boundary points is equal to the number of singularities, then linear system (2.3) is square. In such a case, the unknown vector c is uniquely defined if the matrix G is nonsingular. Error estimates, stability analyses, efficient numerical algorithms and numerical tests, for harmonic problems in the disk, appear in [13, 14, 25, 28] . In particular, in [25, 28, 24] a numerical algorithm which solves system (2.4) in the case of the disk in O(N log N ) operations is proposed. Further, this algorithm ensures that the matrix G does not have zero eigenvalues, and is thus nonsingular. Similar results have been obtained in the case of the Helmholtz and modified Helmholtz equations and the Cauchy-Navier equations of elasticity.
Case II. If M > N , i.e., the number of boundary points exceeds the number of singularities, then system (2.3) is over-determined. The vector c could be determined via least-squares, in which case, the coefficients c 1 , . . . , c N , are usually chosen to minimize the standard l 2 −norm of Gc −f , or equivalently, the quadratic functional
Therefore, c 1 , . . . , c N must satisfy the normal equations
which can also be written as
where G * is the adjoint of G. Clearly, G * G is a square matrix, and if it is nonsingular, then system (2.5) has a unique solution. In [26] , an efficient algorithm which exploits the rotational symmetries of the matrix G is proposed in the case when Ω = B (where B is the disk of radius ). In this case, the matrix G * G is circulant and system (2.5) can be solved, via Fast Fourier Transforms, in O(M log M ) operations. In [21] a singular value decomposition technique is used to solve the MFS system. The minimization of Gc − f (which corresponds to the difference between the approximate solution and the exact solution on the boundary) with respect to suitable discrete Sobolev norms, instead of the standard l 2 −norm, is studied in [24] .
Case III. If M < N , i.e. the number of boundary points is less than the number of singularities, then system (2.3) is under-determined and is, in general, satisfied by infinitely many solution vectors c. In such a case, the vector c can be chosen, in general, with N −M free coordinates. Apparently, this case has not yet been the subject of any investigations. The question posed is:
How do we select vector c?
This question is considered in Section 3 where we propose two ways of choosing the vector c: • In the first approach, the approximate solution is the one which minimizes the functional of the variational formulation corresponding to the boundary value problem.
• In the second approach, the vector c is chosen so as to have minimum l 2 −norm. 3. The under-determined version of the MFS. In this section, we describe the case in which the number of collocation points M , is smaller than the number of singularities N . The MFS approximation u M,N (P ; Q, c) to the solution of the boundary value problem
where L is a second order linear differential operator, is of the form (2.2) where the vector c satisfies the system (2.3) or equivalently
where f and G are defined as in (2.4). The linear system (3.1) has more unknowns than equations and thus in general, infinitely many solutions.
In the following, we shall choose a unique approximate solution either by selecting the approximate solution which minimizes the functional of the variational formulation corresponding to the boundary value problem or by minimizing the norm of the vector of coefficients c.
Case A:
Minimization of the functional of the corresponding variational formulation. In the case of the Dirichlet problem for Laplace's equation in Ω, the solution u minimizes the functional
among all sufficiently smooth functions satisfying the boundary condition. Analogous variational formulations exist for a large class of elliptic boundary value problems. We therefore choose, among all the u M,N ( · ; c) satisfying (3.1), the approximate solution which minimizes the functional
where w µ (x) = k(x, Q µ ) and K is the N ×N matrix with elements
The matrix K is clearly symmetric and also positive definite. First, from (3.2),
Next, we need to show that if c, Kc = 0 for some vector c, then c = 0. To achieve this, let us assume that c, Kc = 0 for some nonzero vector c. Then, from (3.2) , 
We have
and thus
which implies that
and since Gc−f = 0, then
from which we obtain that γ = (GK −1 G * ) −1 f , provided that the matrix GK −1 G * is nonsingular. This is ensured if the matrix G * is of full rank i.e. rank(G * ) = M . In this case, the matrix GK −1 G * is also symmetric and positive definite. Finally, the minimizing vector c is given by
Algorithm A. The following algorithm calculates the (complex) vectors c:
Step 1:
Step 2: Compute the inverse of matrix K.
Step 3: Compute the matrices
Step 4: Solve system (3.5) to obtain γ.
Step 5:
Comments. In
Step 1, the elements of the matrix K can be calculated by using a suitable quadrature rule on ∂Ω since
which is a consequence of Green's identity and the fact that ∆w µ = 0 in Ω for all µ = 1, . . . , M . In
Step 2, since the matrix K is symmetric and positive definite its inverse may be calculated via Cholesky factorization. In
Step 4, we solve the M × M symmetric positive system using, again, Cholesky factorization. Note that in
Step 5, the matrix pre multiplying γ has already been calculated in Step 3.
Case B:
Minimization of the norm of the vector of coefficients c. Alternatively, one may choose, among all vectors c satisfying Gc = f , the one with minimum l 2 −norm. This optimal c can be obtained, once again, using Lagrange multipliers, i.e., by finding the extrema of the functional
from which we obtain that
and thus, if GG * is nonsingular,
and the minimizing vector c is given by
Algorithm B. Algorithm B is essentially a simplification of Algorithm A, by replacing the matrix K by the identity matrix I N . 
If the pair (c, γ) is an extremum of F, then
and therefore
4. Efficient implementation in the case of a disk. In this section we propose numerical algorithms for calculating the required vector c in (3.6) and (3.8) , in the case of the Dirichlet problem for the Laplace equation (i.e., L = ∆) in a disk of radius .
A fundamental solution k of the Laplace equation is
The collocation points {P µ } µ=1,...,M are defined by
The singularities {Q α ν } ν=1,...,N are fixed on the boundary S R of the disk B R concentric to B , where R > . We assume that the singularities are uniformly distributed on S R :
The angular parameter α where
2 ] corresponds to a rotation of the singularities by an angle 2πα/M . In the case when M = N , this rotation improves the approximation significantly, especially when R− 1. See [25, 28] .
The elements of the resulting matrix G = (g µ,ν ) ∈ R M ×N , are given by
In such a case, the matrix G has the form 
We observe that column n+1 is a rotation of column 1, column 2n+1 is a rotation of column n+1 and in general column µn+κ is a µ−ν rotation of column νn+κ, for κ = 1, . . . , n. We next examine the matrixĜ = U M GU * N , where 
where ν = 1, . . . , N . Note that h ν is periodic with period N . Then the circulant 3 matrix
3 A square matrix A is circulant (see [5] ) if it has the form
This means that the elements of each row are same as the elements of the previous row but moved one position to the right. The first element of each row is the same as the the last element of the previous row. The circulant matrix A in (4.5) is usually denoted by A = circ (a 1 , a 2 , . . . , a N ) .
can be decomposed [5] as H = U * N DU N , where D = diag(λ 1 , . . . , λ N ), and
for ν = 1, . . . , N . The matrix GU * N is then
We next develop numerical algorithms for both cases A and B described in Section 3.
Case A:
Calculation of the minimizer of the variational functional. The elements of the matrix K are given by (3.3). If we let
Since the matrix K is circulant, symmetric and positive definite, thenK is diagonal with positive eigenvalues. In particular,K = diag(κ 1 , . . . ,κ N ), where (see [5] )
Also,κ ν > 0, ν = 1, . . . , N . Therefore, (4.8) giveŝ Clearly, for n = N/M ≥ 2, from formula (4.10) it follows that none of the eigenvalues {ζ µ } µ=1,...,M can vanish, since on the right hand side of (4.10), there is at most one vanishing λ ν .
Next, from (4.9), we obtain the elements of the vectorc
Finally, 12) withw(P ) = U N w(P ) and
In order to implement this algorithm, we need to know the elements of the matrix K. (Note that the eigenvalues {λ j } j=1,...,N and the elements of the vector {f µ } µ=1,...,M can be obtained from the discrete Fourier transform.) The following proposition provides explicit expressions for the elements of the matrices K andK.
Proposition 4.3. The elements of the matrix K ∈ R N ×N , as defined by (3.3), are given by
Also, the elements of the diagonal matrixK are given bŷ
15a)
and, for ν = 2, . . . , N ,
15b)
Proof. See Appendix.
Description of the algorithm. The following algorithm calculates the (complex) vectorsc andw and subsequently the approximate solution u M,N (provided that M is a multiple of N ) at a given point P :
Step 2: Compute the eigenvalues λ ν , ν = 1, . . . , N, from (4.7).
Step 3: Compute the eigenvalues ζ µ , µ = 1, . . . , M from (4.10).
Step 4: Compute the vectorc from (4.11).
Step 5: Computew(P ) = U N w(P ).
Step 6: Compute the u M,N (P ) from (4.12). (
i) In the case of more general domains and/or different elliptic operators with known fundamental solutions and variational formulation, the method described above, can be applied only if we can calculate the elements of the corresponding matrix K. However, even if we do not have their exact formulae, we could still obtain good approximations by using numerical integration on the boundary of Ω.
(ii) This method is significantly less accurate than the methods described in Section 4. In fact, one can obtain (after some tedious calculations which we omit) 
log |P − Q|. Also, N is a multiple of M , i.e., N = nM , for some n ∈ N. In such case, we have cf., (4.8)
where Λ = diag(ζ 1 , . . . , ζ M ), with
Proposition 4.1 guarantees that ζ µ = 0, µ = 1, . . . , M , whenever N/M ≥ 2. Finally, the required vector c is given by 19) and, finally, (ii) 
is the Hankel function of order 1.
The ill-conditioning of the MFS matrices.
The convergence analysis of the MFS demonstrates that the approximation improves when R, the radius of the pseudo-boundary, tends to infinity. See [13, 14, 28] . However, in practice, a commonly encountered problem is the poor accuracy of the method for large R. See [25, 27, 28] . In particular, in the case of the Dirichlet problem for the Laplace equation in a disk, the eigenvalues of the resulting matrix G and the vector w have values which vary between O(1) and O ( R ) M/2 (cf., (4.21a)-(4.21b) and (4.22a)-(4.22b) when r = ). Such values cannot be captured by the FFT subroutines when ( R ) M/2 is less than the machine accuracy. This fact restricts the choices of M and R for which the numerical implementation the MFS, via FFTs, provides satisfactory results. This ill-conditioning is also present in the case of general domains and general elliptic operators, when the resulting systems are solved with standard solvers.
In the special case of the Dirichlet problem for Laplace's equation in a disk, we can obtain exact formulae for the eigenvalues λ µ , µ = 1, . . . , N , as well as for the elements of the vectorw(P ), from the following proposition:
and for ν = 2, . . . , N ,
Proof. Formulae(4.20a)-(4.20b) follow from Proposition 2.2 and Theorem 2.6 in [28] respectively.
In the case of the eigenvalues λ µ , µ = 1, . . . , M , as defined in (4.4)-(4.7) , Proposition 4.4 provides that
and for µ = 2, . . . , M , we have the expression
In the case of the vectorw(P ) = w 1 (P ), . . . ,w N (P ) = U N w(P ), we have the expressioñ
and if we let P = r e iϑ , then
Proposition 4.4 yields that 
5. Numerical Experiments. In this section we test the algorithms proposed in Sections 3-4 for Laplace's equation subject to Dirichlet boundary conditions. Since both the exact solution u and approximate solution u M,N are harmonic, then the maximum principle applies to their difference, and thus
In our experiments we calculate the maximum relative error of the approximate solution in the L ∞ −norm:
The maximum relative error was calculated on a uniform grid of L points on the boundary. The parameter L is taken to be up to 1001. In the case of circular domains, the FFT and inverse FFT operations are performed using the NAG 4 routines C06FPF, C06FQF and C06FRF.
The main conclusion of the numerical experiments was that when the number of sources is taken to be twice the number of boundary points, the conditioning of the MFS coefficient matrix improves considerably, and so does the MFS approximation. If the ratio of the number of sources to the number of boundary points is taken to be more than two, there is no significant improvement. Also, it should be mentioned that the algorithms A and B can be applied with equal ease to both two-and three-dimensional problems.
Example I. The algorithms described in Section 4 was applied to the Dirichlet problem of Laplace's equation in the unit disk (i.e., = 1), when the boundary data is a Fourier frequency, i.e., f (ϑ) = e ikϑ , k ∈ Z. Clearly, the exact solution in this case is
In Figure 2 , we present the behaviour of the maximum relative error versus r, where r ∈ ( , R) is the radius of the disk in which we minimize the variational functional F . See Remark 4.1(ii).
Example II. The algorithm described in Subsection 3.2 is applied to the Dirichlet problem of Laplace's equation in the unit disk (i.e., = 1), when the boundary data is the function
, the exact solution corresponding to f , is not as smooth as the ones corresponding to the Fourier frequencies. This implies that the convergence is expected to be slower.
In Figure 3 , we present the behaviour of the maximum relative error versus ε = R−1 (where R is the radius of the pseudo-boundary), when M = 2 k , k = 3, . . . , 11 and n = N/M = 2. The approximate solution is calculated from (4.19) . In particular, FFT subroutines compute the vectorf , whereas the eigenvalues λ 1 , . . . , λ N and the vectorw are calculated from their expansions, i.e., (4.21a)-(4.21b) and (4.22a)-(4.22b) respectively. The rate of decay of the error, as M increases, is algebraic. For n > 1 matrix GG * is nonsingular (cf., Proposition 4.1) and thus our algorithm is applicable. We observe that the accuracy improves when n = 2. For n > 2 the improvement is less visible.
Example III. We considered the solution of the Dirichlet problem for Laplace equation in the square Ω = (−1, 1) × (−1, 1), with exact solution u(x, y) = e y cos x. We first considered Algorithm B. In Figure 5 we present the plots of the logarithm of the maximum error versus the distance of the pseudo-boundary from the boundary for M = 96, 128, 160 in the cases N = M and N = 2M . As can be observed, as the distance varies, the optimal (most accurate) MFS approximation is of comparable size for the two cases N = M and N = 2M . However, in the case N = 2M the MFS approximation retains its high accuracy for a considerably wider interval. Also, the degradation of the accuracy as the distance increases, in the under-determined case, is much slower than in the case N = M . These phenomena are a consequence of the improvement in the conditioning of the MFS system for N = 2M . The improvement in the conditioning can be seen from Figure 6 , where we plot the logarithm of an estimate of the condition number of the matrix GG * versus the distance for different values of M , in the cases N = M and N = 2M . The estimate of the condition number in the L ∞ −norm was calculated using the NAG pair F07ADF-AGF. In the case of Algorithm A, we computed the elements of the matrix K using the composite trapezium quadrature rule. In Figure  7 , we present the logarithm of the maximum error versus the distance of the pseudo-boundary from the boundary for M = 64, 96, 128 in the cases N = M and N = 2M . Firstly, we observe that the degradation of the error in the case N = M , occurs much closer to the boundary. The improvement in the MFS approximation in the under-determined is more pronounced than in Algorithm B. The behaviour of the condition number in the cases N = M and N = 2M in Algorithm A is analogous In Figure 9 , we present the behaviour of the maximum error resulting from Algorithm B, as the distance from the boundary increases, in the cases (M, N ) = (24, 54), (96, 216) and (216, 486). From Figure 10 , it appears that taking approximately twice as many sources as boundary points leads to improved accuracy. In Figure 11 we present the error on the face z = −1 of the cube for the cases when M = 96, M = 384 and M = 384, M = 1536. Finally, in Figure 12 , we present the variation of the error for N = M and N ≈ 2M with the distance from the boundary, for Algorithm A. As in the case of the square, the matrix K was calculated using the composite trapezium quadrature rule. From this figure we again observe an improvement in the accuracy in the case when N ≈ 2M .
6. Concluding remarks. We have studied the MFS in the case when the number of singularities is larger than the number of collocation points. This leads to an under-determined linear system with N −M > 0 degrees of freedom and hence infinitely many approximate solutions. We propose two algorithms for selecting one of these infinitely many approximate solutions. In the first algorithm (Algorithm A) we minimize the functional which corresponds to the variational formulation of the problem while, in the second approach (Algorithm B), we minimize the norm of the vector of coefficients. The two algorithms were found to perform similarly. Also, the numerical experiments we carried out reveal that the conditioning of the MFS coefficient matrices (and hence the accuracy of the method) improves considerably in the case the number of sources is twice the number of collocation points. This is true in particular with respect to the case when these two numbers are equal. Further increase in the ratio of the number of sources to the number of collocation points results in little or no improvement. The improvement of the conditioning is probably the most interesting aspect of the proposed approach, that is taking more sources than collocation points. Our experiments we carried out primarily of two-dimensional problems. Some preliminary experiments for a three-dimensional geometry we carried out and indicate that conclusions analogous to the ones reported for the twodimensional cases are also valid in three dimensions. The extension of the new approach and its efficient implementation in the case of axisymmetric domains (see, [27] ) and in the case of different differential operators (see, [9] ) will be the subject of a different study. Proof. The expansion (A.2a) is a deduced from 1.447.2 and 1.447.3, page 47, of [12] , whereas (A.2b) is a consequence of 1.514, page 52, also of [12] . 
