ABSTRACT With the help of fog computing, urban computing and intelligence novel systems can be created to improve the urban environment and the quality of human life. Sensor-cloud systems based on urban fog computing (SCS-UFC) are new intelligent network systems, which combine a cloud platform with wireless sensor networks (WSNs) as well as fog nodes to provide functions such as sensing, computation, and storage of large-scale data. Since the sensor nodes in WSNs only have limited transmission capacity, they cannot transmit their data to the cloud platform directly. Therefore, fog nodes with stronger transmission capacity are deployed to relay the data from WSNs to the cloud platform. However, different fog nodes may be burdened with different workloads (i.e., amounts of data): usually, the fog nodes with heavier workloads mean longer transmission delay and more energy consumption. If a fog node exhausts its energy, it will die and then make the network cease to work. Therefore, it is necessary to balance the workload of all fog nodes so as to reduce transmission delay and energy consumption of the sensors. However, addressing the problem is challenging because each fog node only knows local information of its neighbors, and thus it is difficult to get a global optimization result by itself. In this paper, a distributed intelligent algorithm based on the Hungarian method is proposed. First, each fog node collects the information connected with its neighboring fog nodes that are located within its transmission range. Then, a new genetic algorithm is designed to find an approximate optimization solution. Finally, each fog node decides if it should forward parts of its workload to other fog nodes so that the workloads of all fog nodes are balanced. Simulation results show that our algorithm can achieve shorter delay and less energy consumption than existing works.
I. INTRODUCTION
As urbanization accelerates worldwide with the rapid advancement in science and technology, data storage and data collection have become easier and cheaper in urban areas [1] . Therefore, it becomes possible to create more and more intelligent systems to improve the urban environment. Recently, sensor-cloud systems based on urban fog computing (SCS-UFC) were proposed as a new paradigm of distributed data process [2] , [3] .
SCS-UFC integrates a cloud
The associate editor coordinating the review of this manuscript and approving it for publication was Lu Liu. platform with wireless sensor networks (WSNs) as well as fog nodes as a whole system [4] , which can sense, transmit and process large-scale data. Besides, SCS-UFC can be deployed in cities to perform long-term tasks such as urban environment monitoring, object tracking, and so on. In other words, SCS-UFC has broad application prospects in the fields of urban computing, agriculture, industry, etc. A general architecture of SCS-UFC is shown in Fig.1 with three layers [5] :
(1) The first layer is wireless sensor network layer. In this layer, multiple wireless sensor networks are deployed in different corners of cities, which can sense the environment and then transmit the sensed data to the second layer. (2) The second layer is fog layer which consists of multiple fog nodes. As fog nodes have strong communication capability and limited computing capability, they can relay the data from the first layer to the third layer. The amount of data that a fog node relays is defined as a workload of the node.
(3) The third layer is the cloud platform composed of many data centers. The data centers can store large-scale data and transform them as services to the users.
However, different fog nodes are usually responsible for relaying data from different numbers of WSNs, and each WSN uploads different amounts of data. Hence, different fog nodes hold different workloads. To be more specific, the heavier workload a fog node is burdened with, the longer delay may be caused and the more energy for data transmission may be consumed. On the one hand, long-time delay may harm application performance; on the other hand, if the limited energy of a fog node runs out, the node may die (stop working) and then SCS-UFC may collapse. Therefore, it is significant to discuss how to balance the workloads of all fog nodes so as to minimize the transmission delay under constrained energy.
The problem is concerned with combinatorial optimization and is difficult to deal with even in a centralized computing environment that contains global network information. SCS-UFC is distributed network systems, where every node only stores local network information. Therefore, the problem is also challenging in the context of SCS-UFC.
In this paper, a Distributed Intelligent Algorithm based on Hungarian method (DIHA) is proposed and features low transmission delay and low energy consumption. First, a fog node generates a cost matrix which is based on the neighbor information and calculates the cost of the workload to be forwarded to the adjacent nodes. Then, the Hungarian method is used to generate the population of a genetic algorithm according to the cost matrix. After multiple iterations a nearly optimal solution can be obtained. Finally, the fog node will be replaced if its energy consumption exceeds the threshold; if not, the fog node will deliver the workload to its neighbor nodes based on the solution of the genetic algorithm [6] or forward more workload to other fog nodes which cost less energy. In conclusion, main contributions of this paper are as follows:
1. It is justified why the workload balance problem in the fog layer of the sensor-cloud systems can be tackled as a combinatorial optimization problem. Moreover, a mathematical model is built to minimize delay under energy constraints.
2. A distributed intelligent algorithm based on Hungarian method with low delay and low energy consumption is proposed with the advantages of fast convergence and nearly optimal outputs in theory.
3. To analyze the performance of DIHA, extensive simulations are conducted and the results show that DIHA can effectively reduce the delay under the energy constraints in the network.
As to the layout of this paper, Section II reviews related work in this field. In Section III, the problem concerned is formally defined. DIHA is illustrated at length in Section IV. The experimental results are discussed in Section V. The last section concludes this study and highlights future work.
II. RELATED WORK
The research on workload balance in SCS-UFC is still in the initial stage. Here the workload balance problem of different systems and platforms is compared.
RandCentLB, GreedyLB and GreedyComm are typical algorithms for solving the workload balance problem in parallel systems [7] . For example, RandCentLB randomly selects a node to forward workload. When the amount of workload is large and the communication cost is low, such a strategy can bring about a reasonable result. In GreedyLB, the largest unassigned workload will be assigned to the node with the smallest workload, and this assignment does not consider communication cost. As to GreedyComm, it considers not only the node with the smallest workload but also the communication cost while assigning the workload [8] . However, these algorithms are centralized and hence cannot be used in distributed systems.
Since nodes are dynamic, algorithms dealing with workload balance in the cloud platform can be classified into two types: static workload balance algorithms and dynamic ones [9] . CLBDM [10] is of a static type which calculates the connection time between nodes. If the connection time of a node exceeds the threshold, the connection will be stopped and the node will forward the tasks to another node based on regular round-robin rules. Kumar [11] proposed a static workload balance algorithm which uses ant behavior to gather information about cloud nodes so that the workload can be transmitted to the specific node. Once the request is launched, the ants and pheromones are activated and the ants start their forward paths from the ''head'' nodes. In this movement, ants start from an overladen node and keep moving until other nodes that are not overladen are identified. Moreover, ants will keep forwarding their paths if they identify an underloaded node. If the next node is overladen, the ants will move back and forward the workload to the previous one.
On the other hand, dynamic workload balance algorithms in the cloud platform take into account different attributes of node functionality and network bandwidth [12] . These algorithms balance the workload based on prior information of cloud nodes and the run-time properties of selected nodes. Cloud nodes and their tasks need constant supervision in these algorithms, which thus makes them difficult to implement; however, they are more accurate and effective than static workload balance algorithms.
A dynamic workload balance algorithm based on weighted least connection [13] (WLC) is proposed in [14] . WLC assigns the workload according to the number of connections of cloud nodes, while jobs will be assigned to the node with the least connections. However, the processing rate, storage capacity and bandwidth of a node are not considered in WLC. ESWLC [14] improves WLC by taking time series and experiments into account. In other words, ESWLC assigns workloads to the nodes according to the capabilities of the nodes. ESWLC operates based on the CPU power, the number of connections, the memory of the node and disk space in use. Then, ESWLC predicts which nodes to be chosen according to exponential smoothing.
However, the algorithms above cannot be used in fog computing, because fog computing is the extension of cloud computing that has a more complex network structure and more properties to be considered including communication delay of dispatch between cloud and fog nodes, power consumption of the fog node and the cloud server concerned. Deng et al. [15] formulated a workload balance problem called the primal problem which refers to the tradeoff between power consumption and transmission delay in the fog-cloud system [16] . This problem can be divided into three sub-problems (SPs), power consumption-delay tradeoff for fog computing, power consumption-delay tradeoff for cloud computing and communication delay minimization for dispatch. SP1 is a convex problem with linear constraints, which can be solved by interior-point methods [17] , [18] . SP2 is a mixed integer nonlinear programming problem and GBD algorithm [19] , [20] is the proposed solution. SP3 is an assignment problem which can be solved by Hungarian method. The primal problem can be solved by applying the solutions to the three SPs iteratively as Input. However, the approximation ratio of the GBD algorithm depends on two parameters: the weight factor of the fog node i and the delay threshold of the cloud server j. It should be emphasized that these two parameters require careful selection.
III. SYSTEM MODEL AND PROBLEM DESCRIPTION
SCS-UFC can virtualize the physics resources (sensor nodes) that is rendered Sensors-as-a-Service (Se-aaS) [21] , [22] . Users can request sensor data through application of web templates. Multiple sets of WSNs deployed in different geographical locations can be activated to collect data and transmit them to the fog layer [23] . A set of fog nodes are labeled as F = {F 1 , F 2 , , F n } and a workload is the amount of data that is relayed to the cloud platform by the fog node [24] . As mentioned in section I, different fog nodes are burdened with different workloads; heavier workload means longer delay, which will do harm to application performances [25] ; each fog node has limited energy, so the node with small energy should not hold a large workload.
A. SYSTEM MODEL 1) PROCESSED AND UNPROCESSED WORKLOADS
A fog node can forward part of its workload to other fog nodes [26] . The workload of F i is labeled as w i . For simplification, w i consists of two parts, processed part w p i and unprocessed part w u i . w p i is the part of workload relayed to cloud data centers by F i and w u i is the part of workload forwarded to other nodes. They are formulated as:
where w avg is the average workload and ζ i is the weight factor for F i and defined as
. Only if w u i = 0, F i will forward w u i to other nodes which are in its transmission range, otherwise F i will not forward its workload to other fog nodes. To indicate the status of a given fog node, we introduce an indicator function r (x) to indicate whether to receive the workload from other fog nodes and whether to forward it to other fog nodes.
2) WORKLOAD JOBS w u i can be divided into multiple jobs. Each job carries different amounts of workloads. We consider a job set VOLUME 7, 2019
3) TRANSMISSION DELAY AND COMMUNICATION DELAY
Transmission delay is the time that job J is transmitted to the cloud platform, which is labeled as T p . Communication delay refers to the time that job J is forwarded to other fog nodes, which is labeled as T m . They are expressed as:
where d(F i , F x ) is the distance between F i and F x . V m x is the rate of F x when the job is forwarded to other nodes and V x is the rate of F x when the job is transmitted to the cloud platform.
4) SERVICE DELAY
We define that service delay as the time from when fog nodes start to transmit their data to the cloud to when all the data is received by the cloud. Since fog nodes work in parallel, the service delay is mainly affected by the fog node with the largest workload. The service delay is formulated as:
Energy consumption is another problem that needs consideration. Define that fog nodes with high transmission rate have high power and thus, cost more energy in a certain period of time. To minimize the system delay that forwards the workload to high-power fog nodes, the energy consumption should be great. Hence, it is significant to balance the system delay and energy consumption.
5) ENERGY CONSUMPTION OF FORWARDING WORKLOAD
Define that F i consumes its energy while forwarding the workload to other nodes, which is formulated as:
where ρ is the energy coefficient, g denotes the channel state and L bits are transferred from F i to F x . Since WSNs are deployed in severe environments and the communication of sensors is wireless, it is reasonable to assume that poor channel state will increase energy consumption.
6) ENERGY CONSUMPTION OF TRANSMISSION WORKLOAD
Energy consumption of transmission workload refers to the energy cost when F i transmits its workload to the cloud platform, which is labeled as E p and defined by a quadratic function:
As mentioned in [27] , fog computing devices can accommodate all power consumption functions if they satisfy two properties: (1) the energy consumption is increasing while the amount of computation amount is increasing; (2) the marginal power consumption for each fog device is increasing. The quadratic function is utilized to define the transmission cost: a, b and c are the predetermined nonnegative constants and x i denotes the amounts of the workloads which is allocated to F i . Since the capability of computation affects computational power, we define that the fog node with high transmission speed consumes much more energy. The function is rewritten as follows:
where λ is the impact factor of V i , 0 ≤ λ ≤ 1. The total energy consumption is the linear addition of E m and E p :
B. CONSTRAINTS
(1) Maximum Workload Constraint: for each fog node, there is an upper limit on the affordable workload that it can afford. Let ω i be the maximum workload of F i . Then, for each fog node, we have:
(2) Energy Constraint: the lifetime of F i depends on the capacity of its battery energy. F i will die when its energy runs out. We denote i as the current energy of F i and the total energy consumption of F i should be no more than :
On the other hand, the whole energy consumption should be taken into account as less energy consumption means less cost and longer life of the system. Users will not use the systems that cost too much energy. Hence, stipulate that the whole energy consumption should not exceed , which is expressed as:
C. FORMULATION OF THE PROBLEM
The goal is to minimize the service delay under the energy constraint so that the quality of service of SCS-UFC can be guaranteed [28] . Moreover, fog nodes cannot afford the workload that exceed the upper limit and the energy consumption should not exceed their current energy. The problem is formulated as follow:
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IV. A DISTRIBUTED INTELLIGENT GA BASED ON THE HUNGARIAN METHOD
The present problem is about combinatorial optimization in SCS-UFC, which cannot be properly treated by the traditional genetic algorithms [29] : due to the limited computing capability of fog nodes, the traditional genetic algorithms mean possibly more time on calculating the result. Therefore, a new distributed intelligent algorithm is proposed which combines the Hungarian method and a genetic algorithm. [30] .
A. BASIC IDEA
The Hungarian method is aimed at solving the assignment problem [31] in which jobs are assigned to fog nodes. The Hungarian method can get an optimal solution if the ratio of jobs and fog nodes is 1:1. However, in practice, jobs usually outnumber fog nodes and thus the Hungarian method cannot be directly used. On the other hand, the genetic algorithm can solve the optimization problem but it needs many times of repetition since the number of jobs in this paper is too large. Hence, we combine the Hungarian method and the genetic algorithm where the former is used to generate a basic solution and the latter to optimize it so as to get a near-tooptimal solution [32] .
B. HUNGARIAN METHOD
To introduce the Hungarian-method with an example, postulate that there are four fog nodes (F 1 , F 2 , F 3 , F 4 ) and four jobs (J 1 , J 2 , J 3 , J 4 ). The cost for each job is shown in Table 2 . The Hungarian method can assign jobs to fog nodes at the minimum cost as illustrated by the following steps: First, a 4 × 4 cost matrix can be derived from In this study, the Hungarian-method is used to generate the population of the genetic algorithm. The information of the job allocation scheme is encoded individually and is defined as I . I is a 1 × n one-dimensional vector, whose elements are integers in the range [0, m].
J 1 represents the first element and J 2 represents the second. The value of an element is the sequence number of a fog node to which jobs are forwarded. The population is defined as X , which consists of d individuals: where d is the size of the population. General genetic algorithms initialize population by randomly generating integers in each individual, which, however, requires the genetic algorithm to be iterated many times to converge. Thus, a new population generation algorithm is raised, which can generate high-quality individuals and improve the convergence rate. First, count the number of neighbor nodes which can receive jobs (assume N neighbor nodes). Then, N jobs are randomly extracted to calculate their T p , T m and E tol to form the cost matrix as Table 1 , and the Hungarian method is utilized to get a solution. Such extraction and employment of the method are repeated until the number of the jobs is less than N . If the number of the jobs is less than N , some virtual jobs will be added to the rest of the jobs until the number of the jobs equal to N . Finally, the jobs allocation scheme is encoded into I . The algorithm is presented as follow:
Algorithm 1 Individual Generation Algorithm

Input: Two sets
Output: a one-dimensional vector I .
1: Set j = 0; 2: while j ≤ m do 3: if d(F i , F j ) ≤ r then add the F j to the {N } which is the set of neighbor node; 4: J + +; 5: N ← count++; 6: while the number of jobs in set J is more than N do 7: randomly take N jobs from set J ; 8: use the Hungarian method for these N jobs and N neighbor nodes; 9: put the result into the 1 × n vector I ; 10: return vector I ; By executing Algorithm 1, an individual can be obtained. Since jobs are randomly sampled in Algorithm 1, different individuals can be generated if the Algorithm is executed several times, which means that Algorithm 1 can generate a population without reducing the search space. 
Algorithm 2 Fitness Calculation Algorithm
Input: A set of jobs J = J 1 , J 2 , , J j , j = 1, 2, , n; A set of neighbor nodes {N } = {F 1 , F 2 , , F i } , i = 1, 2, , n; an individual I . Output: Fitness value ϑ 1: Initialize E ← 0; T ← 0; E ← θ. 2: for i=1:length(I ) do 3: for j=1:length(N ) do 4: if I i == F j then 5: E j ← E j + E tol ; 6:
θ j ← θ j + E j + T j ; 8: break; 9: end 10: end 11: for i=1:length(E) do 12: if E i + E p (W i ) > i then 13: θ i ← ∞; 14: end 15: ϑ ← max(θ ); 16 : return ϑ;
D. FITNESS
Fitness refers to the function that evaluates individuals in a population. Each individual can get a fitness value by operating the fitness function. An individual with a large value of fitness entails an excellent solution. Hence, an algorithm is proposed that calculates the individual fitness and fully considers the energy consumption of fog nodes and service delay.
In the fitness calculation algorithm, if the energy of F i consumed by an individual exceeds θ, ϑ will tend to infinity, which means the fitness of this individual is zero and this individual will be eliminated in evolution. The fitness function is defined as follows:
Obviously, this function is the reciprocal of the sum of delay and energy cost and thus the individuals with less delay and energy cost will obtain larger values.
E. SELECTION
Selection refers to selecting the individuals to breed a new generation [33] . Individuals with larger fitness values are more likely to be chosen to breed the next generation and the remaining ones will be eliminated. Thus, with the evolution of the population, the individuals having larger fitness values are closer to the optimal solution. Under this circumstance, the roulette wheel method is employed to select individuals and is computed as follows:
This function calculates the probability of an individual being selected. The probabilities are represented by the area of individuals in the roulette wheel, and the position of individuals in the roulette wheel is presented by cumulative probability:
A number τ is randomly generated within the range [0, 1]. If P(x − 1) < τ < P(x), I (x) will be selected, where 2 < x < m. If τ < P(1), I (1) will be selected as the parent.
F. CROSSOVER
Crossover is a significant operation in the genetic algorithm. Two-point crossover is widely used in this circumstance: it generates two offsprings by exchanging the sub-chromosomes of parents. Another operation is linear crossover, which generates offsprings by multiplying a crossover rate. Both operations are tested in this paper, and the specific steps of the two operations are introduced as follows: Two-point crossover:
Step1: Name the parents individuals I 1 and I 2 .
Step2: Randomly generate an integer i in the range[0, n], where n is the length of chromosomes. Step3: Exchange i th sub-chromosomes of I 1 and I 2 to form two ensuing individuals I 1 , I 2 . Linear crossover:
Step2: Randomly generate a crossover rate c in the range [0, 1]. Step3: Form two offsprings by following functions:
By changing the gene of individuals, mutation can improve the diversity of the population that generates a new solution. Mutation is executed randomly through which only few individuals will evolve into new individuals. Assume that an individual I i is the offspring and the probability of the mutation occurring is P m . When a random number i is generated in the range [0, 1] and i < P m , then mutation is activated. Individual I i will evolve as the following formula indicates:
where I i is the new individual and α is the mutation rate which is randomly generated in the range [−1, 1].
H. GA BASED ON HUNGARIAN METHOD
DIHA is a distributed algorithm, which fully considers the energy consumption of fog nodes and the service delay of SCS-UFC. First, F i executes Algorithm 1 to generate a population. Then, operations including selection, crossover and mutation operation are repeated until the fitness is satisfied.
If the E tol i exceeds certain threshold, the excess part of the energy cost will be converted to the workload w t i and then to a set of jobs according to function (5) and the jobs are forwarded to other fog nodes which comsume less energy [34] . Finally, all the jobs are forwarded to fog nodes according to the solution. The algorithms are described as follow:
Algorithm 3 Distributed Intelligent Algorithm Based on the Hungarian Method
Require: The number of jobs is n, the number of neighbor fog nodes is m n and the set of jobs is J j ∈ J 
. Otherwise, execute the solution and end the algorithm. 8: Put w i and F x which is the farthest from F i into function (9) . A solution L is got via function (9) . Set E t i = E t i + L. 9: Put E t i into function (10) to get a solution x i . Set w t i = x i and put w t i into function (5) to get a set of jobs J t . 10: Initialize jobs set, and jump to Step 1.
In the next section, the proposed algorithms are tested and verified by means of simulation in MATLAB. Besides, the performance of the DIHA is presented. 
V. SIMULATION
The DIHA is evaluated in a simulated environment by using MATLAB. All the jobs and fog nodes are set to mimic the real WSNs environment in simulation. Each coordinate of the fog node is randomly generated in a 100 × 100 square and the workload of the node is randomly generated over a period of time. The data migration rate V m x is set to 50, and the data transmission rate V x is randomly generated in the range [0, 50].
A. INFLUENCE OF PARAMETERS ON DIHA
Different parameters have different influences on the algorithm [35] . For example, different mutation probabilities and different crossover probabilities may cause different iterations and solutions. Therefore, the relation of both probabilities with the service delay in the DIHA is explored in this paper. First, five different mutation probabilities are compared in relation to the service delay with a default crossover probability. Note that the average service delay is obtained after 50 times of running the algorithm. As shown in Fig.4 , the average service delay increases when the mutation probability reaches 0.15, which means that the service delay is minimum in this probability. Compared to the mutation probability 0.20, the service delay increases by about 0.2. The service delay is maximum when the mutation probability reaches 0.25, which increases by about 12% compared to the mutation probability 0.15. Thus, the influence of the mutation probability on the service delay is insignificant.
Similarly, Fig.5 manifests how the service delay changes as the crossover probability differs within the range from 0.1 to 0.8 when the mutation probability is set to 0.15. Obviously, the service delay is minimum when the crossover probability is 0.4 and the service delay is maximum when the crossover probability is 0.6. It almost increases by 10% when the crossover probability is set between 0.4 and 0.6. By comparing the crossover probabilities less than 0.5 that have lower service delay with those greater than 0.5 except the probability 0.2, it can be concluded that the crossover probability within the range [0.3,0.4] is optimal.
B. PERFORMANCE COMPARISON
This section compares the performance of the DIHA with that of traditional genetic algorithms as well as that of linear crossover genetic algorithm (LCGA). Moreover, the performance of these algorithms with different numbers of fog nodes is also discussed. As the service delay will decrease and the total energy consumption will increase when the number of fog nodes increases, the service delay and total energy consumption cannot serve as the performance metrics. Hence, two new performance metrics, i.e. delay reduction rate (γ d ) and energy savings rate (γ e ) come onto the stage. They are formulated as:
where T s b and T s a are the service delay before and after executing the algorithm, respectively. E tol b and E tol a are the total energy consumption before and after running the algorithm, respectively.
Based on the experimental conclusion gained from the impact of parameters on the DIHA above, another experiment comparing the performance of the three algorithms is carried out. Fig.6 shows how different numbers of fog nodes affect the delay reduction rate. According to the figure, the three algorithms show similar delay reduction rates when the number of fog nodes is all 20. The DIHA reaches the highest delay reduction rate, which is almost 10% higher than that of the other two algorithms when the number of fog nodes is all 60. Besides, the delay reduction rate of the DIHA is always higher than that of the other algorithms. It needs to be highlighted that the reduction rate of the LCGA increases rapidly when the number of fog nodes is over 40. 7 manifests the relativeness of the rate of energy saving and the number of fog nodes. Evidently, the (γ e ) of the DIHA is much higher than that of the GA and LCGA, because the DIHA absorbs the factor of energy saving in the encoding and fitness steps, which leads the population to low energy consumption. The (γ e ) of the DIHA is the highest which is about 10% higher than that of the LCGA and GA when the number of fog nodes is all 80. Thus, in terms of balancing workloads, and reducing service latency and energy consumption, the DIHA outperforms the existing works. As it is mentioned in simulation A, the DIHA can perform better if with the appropriate mutation probability and crossover probability, namely 0.15 and 0.4, respectively. Simulation B shows the performance of the DIHA with different numbers of fog nodes and it achieves the optimal performance when the number of fog nodes is 60.
VI. CONCLUSION
This paper introduced the novel systems, SCS-UFC, which combined the sensor-cloud systems and urban fog computing to provide various functions for users. Specifically, the workload balance problem in SCS-UFC was explored by analyzing the framework of SCS-UFC. Additionally, a mathematical model was built to address the workload balance problem where the delay and energy consumption constraints were taken into account. In this context, a distributed intelligent Hungarian algorithm stood out. In the DIHA, fog nodes could forward part of its workload to adjacent fog nodes to reduce the transmission delay and energy consumption. We weighed up the delay and energy consumption in SCS-UFC to further improve the quality of service. Finally, simulation results showed that the performance of the DIHA was better than that of other algorithms in many aspects. Despite the fact that growing attention had been paid to fog computing and sensor-cloud systems, there was little work in this field. It was expected that this proposed algorithm could shed some light on sensor-cloud systems and fog computing.
In our future work, the dynamics of the fog nodes and the heterogeneity of data will be considered in SCS-UFC, which may pose new workload balance problems and challenges.
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