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Úvod
Náhodná prechádzka je jedným z najznámej²ích matematických modelov. Kvôli
svojej jednoduchosti a názornosti je £asto vyuºívaná ako príklad ilustrácie mnohých
vlastností náhodných procesov. No jej uplatnenie je nielen teoretické, ale s úspechom sa
vyuºíva aj vo viacerých praktických aplikáciách, napríklad pri sledovaní zákazníkov na
trhu, £i modelovaní po£tu áut £akajúcich v radoch na parkoviskách v pä´minútových
intervaloch.
Okrem iného je náhodná prechádzka aj podporným nástrojom vo viacerých ved-
ných oboroch, nech uº sa jedná o fyziku, ekonómiu alebo napríklad biológiu. Viac
informácií o jej vyuºití je moºné nájs´ v [2], [6] alebo [13].
Táto práca má za cie© ukáza´ a vysvetli´ základné vlastnosti náhodnej prechádz-
ky. V prvých dvoch kapitolách uvádzame poh©ad, ktorý je prezentovaný vo vä£²ine
odbornej literatúry venovanej náhodným prechádzkam. Z toho dôvodu s ním £itate©a
oboznámime a uvedieme základné postupy a výsledky.
Na za£iatku sa budeme zaobera´ ²tandardným kombinatorickým prístupom k ná-
hodnej prechádzke. Ukáºeme akým spôsobom je moºné vyuºi´ po£ítanie ciest na grafe
a princíp reexie pri práci so symetrickou náhodnou prechádzkou a vysvetlíme základ-
nú klasikáciu jej stavov.
V druhej kapitole objasníme pojem nesymetrickej náhodnej prechádzky na príklade
hrá£a v kasíne a odvodíme absorp£né pravdepodobnosti.
V závere od tohoto klasického prístupu upustíme. Pokúsime sa ukáza´ spojitos´ me-
dzi teóriou martingalov a náhodnou prechádzkou. Zistené súvislosti budeme aplikova´




Denícia 1.1 Nech T je neprázdna mnoºina. Stochastický (náhodný) proces {Xt, t ∈
T} je neprázdny systém náhodných veli£in denovaných na pravdepodobnostnom pries-
tore (Ω,A, P ).
Indexová mnoºina T je obvykle usporiadaná a má význam £asu. Predstavuje ve©-
mi dôleºitý parameter pri rozli²ovaní jednotlivých náhodných procesov. Ak T ⊆ Z,
potom hovoríme o náhodnom procese s diskrétnym £asom, napríklad T = {0, 1, 2, ...}.
V prípade, ºe T ⊆ R, potom ide o náhodný proces s £asom spojitým, kde T býva
£asto rovné intervalu [0,∞). Podobne sa rozli²ujú náhodné procesy z h©adiska stavov,
môºu by´ diskrétne v prípade, ºe ∀t ∈ T je Xt diskrétna náhodná veli£ina, respektíve
môºu by´ spojité a to v prípade, ºe ∀t ∈ T je Xt spojitá náhodná veli£ina. Realizácia
náhodného procesu spo£íva vlastne v priradení kaºdému t ∈ T hodnotu Xt. Pod©a
denície v nasledujúcej podkapitole uvidíme, ºe náhodná prechádzka patrí k stochas-
tickým procesom s diskrétnym £asom aj stavom.
Predtým ako sa pustíme do výkladu o náhodnej prechádzke, denujme e²te jeden
pojem, ktorý sa ukáºe ve©mi uºito£ný, neskôr pri zavádzaní teórie o martingaloch.
Denícia 1.2 Nech X ∈ L1(Ω,A, P ) a F ⊂ A σ-algebra. Podmienená stredná hod-
nota X pri F je náhodná veli£ina E[X|F ], ktorá sp¨¬a:
• E[X|F ] ∈ L1(Ω,F , P );
• ∀B ∈ F platí
∫
B




Poznámka 1.1 V celej práci uvaºujeme len reálne náhodné veli£iny, preto pod poj-
mom náhodná veli£ina budeme rozumie´ reálnu náhodnú veli£inu.
1.2 Náhodná prechádzka
V nasledujúcej £asti denujeme pojem náhodná prechádzka a ukáºeme nieko©ko
ilustrácií jej rôznych typov.
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Denícia 1.3 Nech {Xt}∞t=1 je postupnos´ nezávislých, rovnako rozdelených diskrét-
nych náhodných veli£ín. Pre ∀n ∈ N denujeme




Potom postupnos´ {Sn}∞n=1 nazveme náhodnou prechádzkou a bod S0 za£iato£ným bo-
dom náhodnej prechádzky.
V tomto texte sa budeme zaobera´ náhodnými prechádzkami v Zm. Preto budeme
uvaºova´ Xt, t ≥ 1 a S0 s hodnotami v Zm.
Denícia 1.4 Diskrétne náhodné veli£iny X1, X2, ... nazveme krokmi náhodnej pre-
chádzky v prípade, ºe ∀i ∈ N a pre j = 1, ..., 2m je
P (Xi = ej) =
{
pj ej ∈ Zm,
0 inak.
Pri£om 0 ≤ pj ≤ 1 a p1 + ...+ p2m = 1.
Hodnotu euklidovskej normy ‖ej‖ nazvime d¨ºkou kroku náhodnej prechádzky.
Denícia 1.5 Náhodná prechádzka, ktorej za sebou idúce kroky sú nezávislé a majú
d¨ºku jedna, sa nazýva jednoduchá náhodná prechádzka. Kroky jednoduchej náhodnej
prechádzky v Zm sa môºu realizova´ do 2m moºných smerov.
q p
-3 -2 -1 0 1 2 3
Obr. 1.1: Jednoduchá náhodná prechádzka v Z
V prípade jednoduchej náhodnej prechádzky pre m = 1 máme Xt = ±1, pri£om
P (Xt = 1) = p a P (Xt = −1) = 1− p = q, pre t ≥ 1. V tomto prípade si pre zjedno-
du²enie môºeme predstavova´ £asticu, ktorá sa pohybuje po celých £íslach reálnej osi
a za£ína v bode nula (poloºme S0 = 0). Ilustráciu tejto situácie vidíme na Obr. 1.1.
astica sa pohybuje doprava s pravdepodobnos´ou p a do©ava s pravdepodobnos´ou
q. Suma Sn reprezentuje pozíciu £astice na konci n-tého kroku.
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Ak je m = 2, môºeme si pre lep²ie pochopenie predstavi´ mesto, ktorého ulice vy-
tvárajú ²tvorcové bloky. lovek sa na za£iatok postaví na miesto, kde sa pretínajú dve
ulice a odtia© môºe ís´ do jedného zo ²tyroch moºných smerov pod©a vopred daných





Obr. 1.2: Jednoduchá náhodná prechádzka v Z2
Pre m = 3 sa vyberá zo ²iestich smerov a tak ¤alej analogicky.
Poznámka 1.2 V ¤al²om texte budeme vä£²inou hovori´ o jednoduchej náhodnej
prechádzke v jednej dimenzii (m = 1), preto ak nebude explicitne uvedené inak, pod
pojmom náhodná prechádzka rozumieme jednoduchú a jednodimenzionálnu náhodnú
prechádzku, ktorá za£ína v nule (S0 = 0).
Predtým ako sa budeme ¤alej zaobera´ jednotlivými druhmi náhodnej prechádzky
podrobnej²ie, dokáºeme, ºe náhodná prechádzka sp¨¬a Markovovu vlastnos´ stochas-
tických procesov. Markovovu vlastnos´ uvádzame vo forme pre diskrétne náhodné
veli£iny.
Lemma 1.1 Nech postupnos´ {Sn}∞n=1 je jednoduchá náhodná prechádzka. Potom pre
∀n ∈ N platí nasledujúca rovnos´:
P (Sm+n = j|S0 = s0, S1 = s1, ..., Sm = sm) = P (Sm+n = j|Sm = sm).
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Dôkaz. Ak uº vieme hodnotu Sm, potom rozdelenie Sm+n závisí len na hodnotách
Xm+1, ..., Xm+n. Z toho vyplýva, ºe hodnoty S0, ..., Sm−1 uº nie sú potrebné, odkia©
plynie tvrdenie.
1.3 Symetrická náhodná prechádzka
Denícia 1.6 Jednoduchá náhodná prechádzka sa nazýva symetrická v prípade, ºe
p = q = 1
2
.
Náhodná prechádzka sa £asto interpretuje pomocou grafu lomenej £iary, ktorá spá-
ja body (n, Sn) z náhodnej prechádzky {Sn}∞n=1. Nazvime tento graf cestou. Príklad
takejto reprezentácie náhodnej prechádzky nájdeme na Obr. 1.3. Os x predstavuje
£asový rozmer prechádzky a os y hodnoty Sn, teda pozíciu £astice v £ase n.
n
Sn










Obr. 1.3: Jednoduchá náhodná prechádzka na grafe
alej budeme skúma´ prípad náhodnej prechádzky, ktorá za£ína v nule (S0 = 0).
Budeme smerova´ k tomu, aby sme dokázali, ºe symetrická náhodná prechádzka, ktorá
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za£ína v nule sa s pravdepodobnos´ou jedna do nuly aj vráti. V tejto £asti uvádzame
kombinatorický prístup k ²tudovaniu vlastností náhodnej prechádzky. Ukáºeme, akým
spôsobom je moºné vyuºi´ princíp reexie a po£ítania ciest. Získaný výsledok neskôr
pouºijeme aj v podkapitole 1.4 na odvodenie v²eobecnej²ích záverov týkajúcich sa ná-
vratu náhodnej prechádzky do nuly.
V celej tejto £asti budeme n a m chápa´ ako £ísla z N∪ {0}. Index n chápeme ako
d¨ºku cesty. Existuje 2n ciest d¨ºky n a v prípade symetrickej náhodnej prechádzky
má kaºdá z nich rovnakú pravdepodobnos´ (a teda 2−n). Majme bod (n, x). Na to,
aby mohol by´ sú£as´ou cesty musí sp¨¬a´ nasledovné:
n = a+ b a x = a− b, (1.1)
kde a je po£et jednotiek, ktoré nadobudnú náhodné veli£iny Xn, n ∈ N v náhodnej
prechádzke a b je po£et mínus jednotiek. Nech body (m, y) a (m + n, x) leºia na
ceste. Potom po£et ciest, ktoré vedú z bodu (m, y) do bodu (m + n, x) ozna£me
Nn(y, x) pre ∀m,n ∈ N ∪ {0} a x, y ∈ Z. Najprv si vy£íslime mnoºstvo ciest, ktoré
vedú z bodu (m, y) do bodu (m + n, x). Nech v n krokoch, ktoré z (m, y) uskuto£ní
náhodná prechádzka do bodu (m+n, x) je a jednotiek a b mínus jednotiek. Teda sta£í
ke¤ vyberieme z n moºných, miesta pre a jednotiek, z £oho dostávame po£et ciest







Na to, aby medzi bodom (m, y) a bodom (m + n, x) existovala cesta, musí plati´
analógia vz´ahov (1.1)
n = a+ b a x− y = a− b.





Z predchádzajúceho jednoducho môºeme vyjadri´ pravdepodobnos´, ºe náhodná pre-








Vzh©adom na to, ºe Sn je suma 1 a −1, musí by´ n párne £íslo, aby mohol po n kro-
koch nasta´ stav Sn = 0. Teda pod©a predchádzajúceho je pravdepodobnos´ návratu








Náhodná prechádzka sa do nuly môºe vráti´ aj nieko©kokrát, ako môºeme vidie´ na
Obr. 1.3. Nás bude ²peciálne zaujíma´ pravdepodobnos´ prvého návratu do bodu nula
v £ase 2n, ktorú ozna£íme f2n, ∀n ∈ N a dodenujeme f0 := 0. Táto pravdepodobnos´
sa dá ve©mi jednoducho vy£ísli´ po£ítaním ciest. Na za£iatok musíme roz£leni´ cesty
na tie, ktoré prechádzajú nulou a tie £o nie. To, ºe cesta prejde nulou znamená,
ºe niekde po£as d¨ºky cesty náhodná prechádzka nadobudne hodnotu nula, pri£om
nerátame za£iato£ný ani koncový bod cesty. To, ºe cesta neprejde nulou znamená, ºe
náhodná prechádzka hodnotu nula nenadobudne, pri£om opä´ nerátame za£iato£ný ani
koncový bod cesty. Ozna£me preto cestu, ktorá vedie z bodu (m, y) do bodu (m+n, x)
a neprejde pritom nulou ako N 6=0n (y, x) a cestu, ktorá vedie z bodu (m, y) do bodu
(m+n, x) a prechádza nulou ako N=0n (y, x) a to ∀m,n ∈ N∪{0}, kde x, y ∈ Z. ahko
si uvedomíme, ºe na to, aby sme mohli odvodi´ pravdepodobnos´ prvého návratu
do po£iatku v £ase 2n, potrebujeme vedie´ po£et ciest, ktoré neprechádzajú nulou,
za£ínajú v nule aj v nej kon£ia a zárove¬ majú d¨ºku 2n.
Po£ítajme :





= 2N 6=02n−1(1, 0)
= 2N 6=02n−2(1, 1).
Posledná rovnos´ plynie z nasledujúcej úvahy. N 6=02n−1(1, 0) ozna£uje po£et ciest z bodu
1 do bodu 0, ktoré nemôºu prejs´ cez nulu skôr ako v 2n− 1 kroku, v ktorom skon£ia
v nule. To znamená, ºe predposledný krok takejto cesty musí vies´ z bodu 1 (nemôºe
vies´ z bodu −1, kedºe na to, aby sa do bodu −1 cesta dostala, by musela prejs´ cez
nulu skôr ako v 2n−1 kroku), z £oho plynie posledná rovnos´. Na to, aby sme vy£íslili
N 6=02n−2(1, 1), pouºijeme princíp reexie. Kaºdá cesta z 1 do 1, ktorá prechádza cez nulu
sa dá transformova´ na cestu z −1 do 1 pomocou princípu zrkadlenia tej £asti cesty,
ktorá sa nachádza pred prvým prechodom cez nulu. Kedºe ide o bijekciu, takýchto
ciest z 1 do 1 je rovnaký po£et ako z −1 do 1. Ilustráciu princípu reexie môºeme
vidie´ na Obr. 1.4. Uvedomme si, ºe cesta z −1 do 1 musí vºdy prejs´ cez nulu.
N=02n−2(1, 1) = N
=0
2n−2(−1, 1) = N2n−2(−1, 1).
Z toho vyplýva, ºe
N 6=02n−2(1, 1) = N2n−2(1, 1)−N=02n−2(1, 1)






Obr. 1.4: Princíp reexie
Dosadíme a s vyuºitím (1.2) dostávame










































2−2n, n ∈ N.
Teraz uº máme pripravené v²etko na to, aby sme mohli formulova´ a dokáza´ avizo-
vanú vetu.
Veta 1.1 Nech {Sn}∞n=1 je jednoduchá symetrická náhodná prechádzka, pre ktorú platí
S0 = 0. Potom pravdepodobnos´, ºe náhodná prechádzka sa do nuly vráti je jedna.
Dôkaz. V dôkaze budeme pouºíva´ predchádzajúce výsledky aj zna£enie. Ozna£me
pravdepodobnos´, ºe sa prvý návrat náhodnej prechádzky do nuly uskuto£ní v £ase
men²om alebo rovnom 2n ako u2n pre n ∈ N. Pravdepodobnos´, ºe náhodná prechádz-
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Táto limita u existuje a je najviac jedna, kedºe u2n pre rastúce n rastie a zárove¬ je





Upravujme výraz p2n−2,0 − p2n,0.










































Vidíme, ºe platí f2n = p2n−2,0 − p2n,0. Po dosadení do sumy
∑n
i=1 f2i dostávame∑n


















1.4 Stavy náhodnej prechádzky
V predchádzajúcej podkapitole sme sa venovali návratu symetrickej náhodnej pre-
chádzky do nuly. V tejto £asti budeme uvaºova´ podobný problém, no v trochu v²e-
obecnej²ej forme. Bude nás zaujíma´ s akou pravdepodobnos´ou £astica náhodnej pre-
chádzky, ktorá vyjde z bodu i sa do bodu i nekone£ne krát vráti, i ∈ Zm. Budeme
uvaºova´ jednoduchú náhodnú prechádzku v Zm nielen v jednej dimenzii, pretoºe chce-
me ukáza´ dva rôzne spôsoby, ktoré povedú k tomu istému výsledku, a preto aby sme
sa neopakovali, druhý spôsob ukáºeme na jednoduchej náhodnej prechádzke v Z2.
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Denícia 1.7 Nech {Sn}∞n=1 je jednoduchá náhodná prechádzka v Zm, kde




Nech i ∈ Zm, i ∈ S práve vtedy, ke¤ existuje t ≥ 1 tak, ºe P (Xt = i) > 0. Potom
mnoºina S, zloºená z prvkov i, sa nazýva mnoºinou stavov náhodnej prechádzky. Prvky
mnoºiny S nazývame stavy náhodnej prechádzky {Sn}∞n=1.
Z predchádzajúcej denície vyplýva, ºe pre symetrickú náhodnú prechádzku, kto-
rou sme sa zaoberali uº v podkapitole 1.3, uvaºujeme mnoºinu stavov v tvare S =
{0,±1,±2, ...}.
Denícia 1.8 Nech {Sn}∞n=1 je náhodná prechádzka. Hovoríme, ºe stav i je trvalým
stavom náhodnej prechádzky ak
P (Sn = i, pre nekone£ne mnoho n ∈ N) = 1.
Stav i náhodnej prechádzky je stavom prechodným ak
P (Sn = i, pre nekone£ne mnoho n ∈ N) < 1.
Pod©a denície sa stav i nazýva trvalým stavom, ak náhodná prechádzka, ktorá
vychádza z i, sa s pravdepodobnos´ou jedna nekone£ne krát do stavu i aj vráti. Podob-
ný, no ove©a konkrétnej²í výsledok sme skúmali na za£iatku tejto kapitoly, ke¤ sme sa
zaoberali (prvým) návratom do nuly, pri£om náhodná prechádzka z nuly vychádzala.
Zave¤me ozna£enie T0 = 0 a ako £as prvého návratu do nuly ozna£me
T1 = inf{m ≥ 1 : Xm = 0}.
Za predpokladu, ºe £as prvého návratu je kone£ný, ozna£íme T2 £as druhého návratu
do nuly, kde T2 = inf{m > T1 : Sm = 0}. Podobným postupom dostávame pre n > 1
vzorec pre £as n-tého návratu do nuly ako
Tn = inf{m > Tn−1 : Sm = 0}.
Z Vety 1.1 dostávame, ºe sa symetrická náhodná prechádzka s pravdepodobnos´ou
jedna vráti do nuly, s oh©adom na práve denované zna£enie je teda
P (T1 <∞) = 1.
Na základe tohoto výsledku odvodíme, £i je nula prechodným alebo trvalým stavom
náhodnej prechádzky pomocou nasledujúceho tvrdenia.
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Lemma 1.2 Nech {Sn}∞n=1 je symetrická náhodná prechádzka za£ínajúca v nule, po-
tom nasledujúce tvrdenia su ekvivalentné:
(i) P (T1 <∞) = 1;
(ii) P (Sn = 0, pre nekone£ne mnoho n ∈ N) = 1;
(iii)
∑∞
n=0 P (Sn = 0) =∞.
Dôkaz. Uvedomme si, ºe náhodná prechádzka za£ínajúca v nule v momente, ke¤ sa
do nuly opä´ vráti, predstavuje ako keby novú náhodnú prechádzku za£ínajúcu v nule.
Tento proces istého re²tartovania je moºné vyjadri´ ako
P (Tn <∞) = P (T1 <∞)n. (1.3)
Formálny dôkaz tohoto tvrdenia je moºné nájs´ v [4] sekcia 4.1.
Dokazujme prvú implikáciu (i)⇒ (ii). Z (1.3) vyplýva, ºe ak P (T1 <∞) = 1, potom
P (Tn <∞) = 1, pre ∀n ∈ N, £o znamená, ºe symetrická náhodná prechádzka nav²tívi
stav nula nekone£ne mnohokrát s pravdepodobnos´ou jedna. Toto tvrdenie je ekviva-
lentné s tvrdením (ii) a tým je prvá implikácia dokázaná.
Ukáºme, ºe platí druhá implikácia (ii)⇒ (iii). Predpokladajme pre spor, ºe platí (ii)
ale neplatí (iii). Z toho, ºe
∑∞
n=0 P (Sn = 0) < ∞ plynie vyuºitím Cantelliho vety,
ºe P (Sn = 0, pre nekone£ne mnoho n ∈ N) = 0, £o je spor s predpokladom. Odkia©
plynie implikácia. Znenie i dôkaz Cantelliho vety je moºné nájs´ v [3], kapitola ²tvrtá,
Veta 4.1.
Dokazujme posledné tvrdenie (iii) ⇒ (i). Ozna£me po£et návratov náhodnej pre-




















Poslednú implikáciu vyvodíme dôkazom nepriamo. Ak neplatí tvrdenie (i) a teda
|P (T1 <∞)| < 1, potom z posledného vyjadrenia E[N ] dostávame kone£né £íslo (sú-
£et geometrickej rady s kvocientom |P (T1 <∞)| < 1). A teda
∑∞
n=0 P (Sn = 0) 6=∞,
z £oho neplatí (iii). Overili sme platnos´ poslednej implikácie (iii)⇒ (i).
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Lemma 1.2 je moºné preformulova´ aj pre v²eobecný stav i náhodnej prechádzky,
v tomto texte ho ale uvádzame len v konkrétnej forme pre nulu. Z dôvodu toho, ºe
tvrdenie (i) uº máme z Vety 1.1 a na základe nasledujúcej úvahy ukáºeme, ºe je posta-
£ujúce vedie´, ºe stav nula je trvalý stav na to, aby sme dokázali rozhodnú´ o trvalosti
ostatných stavov náhodnej prechádzky.
Nazvime náhodnú prechádzku trvalou ak v²etky jej stavy sú trvalé. Ukázali sme,
ºe pre symetrickú náhodnú prechádzku je stav nula trvalým stavom (plynie to z im-
plikácie (i)⇒ (ii)). Nech stavy i, j ∈ S. Povedzme, ºe stav j náhodnej prechádzky je
dosiahnute©ný zo stavu i, ak existuje n ∈ N tak, ºe
P (Sm+n = j|Sm = i) > 0.
V prípade, ºe stav j je dosiahnute©ný zo stavu i a stav i je dosiahnute©ný z j a zárove¬
platí, ºe stav i je trvalý, potom aj stav j je trvalý. Predchádzajúce tvrdenie je moºné
nájs´ v [10] Veta 2.13. Teda nielen stav nula je trvalým, pre symetrickú náhodnú pre-
chádzku sú trvalé v²etky stavy. Z toho vyplýva, ºe symetrická náhodná prechádzka je
trvalý náhodný proces, a teda pre kaºdý jej stav i platí, ºe ho náhodná prechádzka
nav²tívi nekone£ne mnohokrát.
K tomu, ºe stav nula je trvalý, £o sme ukázali spojením Vety 1.1 a Lemma 1.2 je
moºné sa dosta´ vzh©adom na Lemma 1.2 aj iným spôsobom, a to skúmaním sumy∑∞
n=0 P (Sn = 0). Ukáºeme tento postup pre jednoduchú náhodnú prechádzku v Z2.
Majme teda náhodnú prechádzku v Z2 vo forme v akej ju vidíme na Obr. 1.2. astica
náhodnej prechádzky, ktorá za£ína v nule sa teda môºe vyda´ ²tyrmi smermi. Predpo-
kladajme, ºe pravdepobnos´ v²etkých ²tyroch smerov je rovnaká a to jedna ²tvrtina.
Opísali sme vlastne analógiu symetrickej náhodnej prechádzky v Z z Denície 1.6.
Cesty, ktoré vychádzajú z nuly sa do nuly môºu vráti´ len po párnom po£te krokov.
Nech teda takáto cesta má 2n krokov, n ∈ N. Pre 0 ≤ m ≤ n tieto cesty môºu pozos-
táva´ z m krokov smerom hore, m krokov dole, n−m krokov do©ava a n−m krokov
doprava. Potom s oh©adom na zna£enie v Lemma 1.2 je pravdepodobnos´, ºe sa takto
denovaná náhodná prechádzka vychádzajúca z nuly do nuly vráti po 2n krokoch

















































































ktorej dôkaz je moºné nájs´ v [7], £as´ 5.1, str. 170. Na odhadnutie faktoriálu v pred-











































P (Sn = 0) =∞.
Dokázali sme teda, ºe stav nula je opä´ trvalým stavom náhodnej prechádzky. Z podob-
nej úvahy ako v predchádzajúcom odstavci plynie, ºe jednoduchá náhodná prechádzka
v Z2 je trvalá.
Poznámka 1.3 V tretej a vy²²ej dimenzii je moºné dokáza´, ºe náhodná prechádzka
uº nie je trvalý náhodný proces.
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2. Ruinovanie hrá£a
V tejto sekcii sa budeme opä´ venova´ jednoduchej náhodnej prechádzke, no ten-
tokrát problém zov²eobecníme a vynecháme podmienku symetrie. Nech {Sn}∞n=1 je
jednoduchá náhodná prechádzka, kde




Nech pre t ≥ 1 je
P (Xt = 1) = p a P (Xt = −1) = q.
Zárove¬ platí p+ q = 1. Vzh©adom na to, ºe tieto podmienky sp¨¬a aj symetrická ver-
zia jednoduchej náhodnej prechádzky, uvedieme výsledky v tejto podkapitole najskôr
vo v²eobecnej forme a potom i pre konkrétny prípad p = q = 1
2
.
Takto denovanú náhodnú prechádzku si môºeme predstavi´ ako hru hrá£a v ka-
síne proti bankérovi. Hra pozostáva z postupnosti za sebou nasledujúcich nezávislých
partií. V rámci jednej partie vyhráva hrá£ s pravdepodobnos´ou p a prehrá s pravdepo-
dobnos´ou q (výhra bankéra). Ak partiu hrá£ vyhrá, dostane od kasína jednu korunu
a naopak ak partiu prehrá, vyplatí bankérovi jednu korunu on. Predpokladajme, ºe
partia nemôºe skon£it remízou. Pod pojmom partia si môºeme predstavova´ naprí-
klad hod nevyváºenou mincou, pri£om hlava padne s pravdepodobnos´ou p (vyhráva
hrá£) a orol padne s pravdepodobnos´ou q (výhra pripadne kasínu). Hrá£ za£ína hru
disponujúc obnosom k korún a hrá dovtedy, kým jeho kapitál nedosiahne bu¤ hranicu
A alebo 0, v tom prípade hovoríme, ºe je zruinovaný. Predpokladajme, ºe k ∈ (0, A).
Vzh©adom na predchádzajúcu reprezentáciu náhodnej prechádzky, si môºeme túto hru
predstavova´ ako £asticu na reálnej osi, ktorá vykonáva náhodnú prechádzku, pri£om
za£ína v bode k. V prípade, ºe £astica dosiahne hranicu 0 alebo A je pohltená a ná-
hodná prechádzka skon£í, hovoríme o absorp£ných barierach.
Bude nás zaujíma´ práve pravdepodobnos´, ºe dôjde k zruinovaniu hrá£a. Ozna£me
qk ako pravdepodobnos´, ºe hrá£ov kapitál dosiahne po£as hry skôr nulu ako hodnotu
A, pri£om jeho po£iato£ný kapitál je k. Ako pk ozna£me situáciu opa£nú a teda, ºe
hrá£ov kapitál nadobudne hodnotu A skôr ako je hrá£ zruinovaný.
Po prvej partii sa hrá£ov kapitál bu¤ o jednu korunu zvä£²í alebo zmen²í. Poloºme
q0 = 1, qA = 0.
Pomocou vety o úplnej pravdepodobnosti dostávame pre k = 1, 2, ..., A− 1:
qk = qk+1p+ qk−1q. (2.1)
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Kedºe p+ q = 1 môºeme (2.1) prepísa´ na tvar
p(qk+1 − qk) = q(qk − qk−1),
z £oho dostávame





(q1 − q0). (2.2)
Vzh©adom na to ako sme denovali qA a q0 dostávame














Nech p 6= q potom dostávame











Pre akéko©vek dané k také, ºe 1 ≤ k ≤ A platí








































, 0 ≤ k ≤ A.
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Nech p = q = 1
2
potom z výsledku (2.3) dostaneme rovnos´
− 1 = (q1 − q0)A. (2.4)
Úpravou (2.2) dostaneme, ºe
qk+1 − qk = q1 − q0.
Potom pre akéko©vek dané k také, ºe 1 ≤ k ≤ A








= k(q1 − q0).





Rovnako ako pravdepodobnos´ qk, môºeme vy£ísli´ i pravdepodobnos´ pk, ºe hrá£












p = q = 1
2
.
Podobným spôsobom ako pravdepodobnos´ ruinovania, £i výhry hrá£a, môºeme
vypo£íta´ i strednú dobu trvania hry. Ozna£me Dk strednú dobu trvania hry za pred-
pokladu, ºe hrá£ za£ína s po£iato£ným kapitálom k korún. Nech D0 = 0 a DA = 0,
pre 0 < k < A platí
Dk = Dk+1p+Dk−1q + 1.
Postup rie²enia je moºné nájs´ v [5] sekcia 3. kapitola XIV. Potom dostávame pre
0 ≤ k ≤ A výsledok
Dk =




A p 6= q,





k A qk pk Dk
10 11 0,09 0,91 10
100 110 0,09 0,91 1 000
1000 1100 0,09 0,91 100 000
50 1000 0,95 0,05 47 500
500 1000 0,50 0,50 250 000
5000 10000 0,50 0,50 25 000 000
8000 10000 0,20 0,80 16 000 000
Tabu©ka 2.1: Ruinovanie hrá£a pre p = q
Na konci tejto podkapitoly uvádzame nieko©ko konkrétnych hodnôt na ilustráciu ru-
inovania hrá£a v hre proti kasínu. V Tabu©ke 2.1 môºeme vidie´ pravdepodobnos´
ruinovania hrá£a qk, pravdepodobnos´ dosiahnutia hranice A skôr ako je hrá£ zruino-
vaný pk a strednú dobu trvania hry Dk pre symetrickú situáciu p = q = 12 . Je ve©mi
zaujímavé si v²imnú´ hlavne hodnoty trvania hry, ktoré sú ove©a vy²²ie, ako by sa dalo
o£akáva´. Napríklad v prípade, ºe hrá£ za£ína s 500 korunami a je ochotný hra´ aº po
hranicu 1000 korún, stredná doba trvania tejto hry je 250 000 partií. Podobne ak hrá£
za£ína s 50 korunami a hranica A je stanovená na 1000 korún, potom s ve©kou prav-
depodobnos´ou dôjde k zruinovaniu hrá£a skôr ako túto hranicu dosiahne, no napriek
tomu priemerný po£et partií, kým sa hra nakoniec rozhodne je 47 500. al²ie hodnoty
je moºné nájs´ v Tabu©ke 2.1. Pre nesymetrickú hru p 6= q je moºné vidie´ konkrétne
p q k A qk pk Dk
0,35 0,65 10 11 0,462 0,538 13,6
0,35 0,65 100 110 0,998 0,002 332,6
0,4 0,6 10 11 0,337 0,663 13,5
0,4 0,6 100 110 0,983 0,017 490,5
0,45 0,55 100 110 0,866 0,134 852,1
0,45 0,55 1000 1002 0,331 0,669 3292,4
0,47 0,53 10 11 0,154 0,846 11,6
0,47 0,53 100 110 0,699 0,301 1115,3
0,49 0,51 10 11 0,110 0,890 10,6
0,49 0,51 100 111 0,360 0,640 1449,4
Tabu©ka 2.2: Ruinovanie hrá£a pre p 6= q
výsledky v Tabu©ke 2.2. Hodnoty p a q sme sa snaºili voli´ blízke skuto£ným hodnotám
pravdepodobností hier v kasíne. V predposledných dvoch riadkoch v Tabu©ke 2.2 sa
nachádzajú hodnoty pravdepodobností pre americkú ruletu, v posledných dvoch sú
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pravdepodobnosti výhry v rulete európskeho typu. Základný model rulety má polí£ka
1 aº 36, z ktorých je polovica £iernych a druhá polovica £ervených. Európska ruleta
naviac obsahuje polí£ko 0, ktoré nie je ani £ierne ani £ervené. Americká verzia rulety
obsahuje dve takéto polí£ka, ozna£ené ako 0 a 00. V prípade, ºe sa guli£ka zastaví na
polí£ku 0 alebo 00 stávky prepadajú kasínu a nikto nevyhráva.
Príklad 2.1
Majme symetrickú náhodnú prechádzku, ktorá sa realizuje po obvode kruhu na bodoch
0, 1, 2, ..., n. Náhodná prechádzka za£ína v nule.
Aká je pravdepodobnos´, ºe bod k kde k = 1, 2, ..., n bude nav²tívený náhodnou
prechádzkou ako posledný zo v²etkých bodov?
Uvedomme si, ºe takto denovaná náhodná prechádzka dosiahne ktorýko©vek z bodov
k − 1, k + 1 v kone£nom £ase s pravdepodobnos´ou jedna. Je totiº moºné si nami
denovanú situáciu na kruhu predstavi´ na reálnej osi (Obr. 2.1), £ím sa problém
transformuje na oby£ajnú symetrickú náhodnú prechádzku, pre ktorú to potom vy-
plýva z podkapitoly 2.1.
H-1L
0 1k+1 k-1. . . . . . . . . . . . . . . . . .n
Obr. 2.1: Ilustrácia Príkladu 2.1
alej chceme, aby náhodná prechádzka nav²tívila bod k ako posledný zo v²etkých
bodov. Ozna£me pravdepodobnos´, ºe sa tak stane Pk pre k = 1, 2, ..., n. Bezprostred-
ne predtým ako prechádzka prejde do bodu k, musí sa nachádza´ bu¤ v bode k − 1
alebo v bode k + 1. Pre lep²ie pochopenie situácie vi¤ Obr. 2.2. Vzh©adom na to, ºe
situácia je symetrická, predpokladajme, ºe sa náhodná prechádzka nachádza v bode
k− 1 a predpokladajme, ºe sa v bode k− 1 nachádza prvýkrát. Na to, aby bod k bol
posledným nav²tíveným, musí prechádzka prejs´ z bodu k− 1 do bodu k+ 1 po smere
hodinových ru£i£iek. Pravdepodobnos´ takejto cesty sa zhoduje s pravdepodobnos´ou
ruinovania hrá£a v kasíne, ktorý má n − 1 korún a je rozhodnutý hra´ aº po hranicu
n korún. Teda A = n.




, k = 1, 2, ..., n.







Obr. 2.2: Náhodná prechádzka na kruhu
o vyuºitie vety o úplnej pravdepodobnosti, najskôr v jednoduch²om prípade ²tyroch
bodov na kruhu a následné roz²írenie pre v²eobecné n.
2.1 Hrá£ s neobmedzeným kapitálom
Doteraz sme sa zaoberali prípadom existencie dvoch absorp£ných barier 0 a hranice
A. V skuto£nej hre sa ve©mi £asto stáva, ºe po£iato£ný kapitál hrá£a je ove©a men²í ako
prostriedky kasína. Má preto zmysel uvaºova´ hru hrá£a proti nekone£ne bohatému








1 p ≤ q.
V re£i náhodnej prechádzky môºeme tento výsledok interpetova´ nasledovne: prav-
depodobnos´, ºe náhodná prechádzka za£ínajúca v nule dosiahne bod k > 0 je ( q
p
)k
pre p > q a 1 pre p ≤ q. Z toho vyuºitím symetrie dostávame, ºe symetrická náhod-
ná prechádzka za£ínajúca v nule dosiahne s pravdepodobnos´ou jedna akýko©vek bod
k ∈ Z. Tento výsledok vpodstate plynie priamo z podkapitoly 1.4, z ktorej vyplýva,
ºe symetrická náhodná prechádzka nielenºe dosiahne akýko©vek bod k ∈ Z ale ho
dokonca nav²tívi nekone£ne mnohokrát. Uvádzame v²ak daný výsledok aj na tomto
mieste, pretoºe je zaujímavé uvedomi´ si iný spôsob ako je moºné dospie´ k tomuto
záveru.
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Podobne ako qk môºeme prechodom A → ∞ vyjadri´ zo vzorca (2.6) o£akávanú




q−p p < q,
∞ p ≥ q.
Poznámka 2.1 Uvádzaný príklad hrá£a v kasíne sa dá taktieº preformulova´ ako
hra dvoch hrá£ov B1 a B2. Pri£om hrá£ B1 za£ína hru s kapitálom k korún a pravde-
podobnos´ jeho výhry je p. Hrá£ B2 za£ína hru s A− k korunami a pravdepodobnos´




V nasledujúcej kapitole budeme smerova´ k denovaniu martingalov a dokázaniu
nieko©kých teoretických výsledkov s cie©om ich aplikovania na náhodnú prechádzku.
Denícia 3.1 Nech (Ω,A, P ) je pravdepodobnostný priestor a T ⊂ R je neprázdna
indexová mnoºina. Systém {Ft, t ∈ T} σ-algebier takých, ºe Ft ⊆ A nazveme ltráciou
práve vtedy, ke¤ pre ∀s < t, s, t ∈ T platí Fs ⊂ Ft.
Denícia 3.2 Hovoríme, ºe stochastický proces {Xt, t ∈ T} je adaptovaný na ltráciu,
ak pre ∀t ∈ T je σ(Xt) ⊂ Ft inými slovami Xt je Ft merate©ná náhodná veli£ina.
Hovoríme, ºe náhodný proces {Xt, t ∈ T} je Ft- adaptovaný.
Denícia 3.3 Nech {Xt, t ∈ T} je náhodný proces a {Ft, t ∈ T} ltrácia denovaná
predpisom pre s, t ∈ T
Ft = σ(Xs, s ≤ t).
Potom ltráciu {Ft, t ∈ T} náhodného procesu {Xt, t ∈ T} nazývame prirodzenou l-
tráciou .
V ¤al²om texte budeme uvaºova´ indexovú mnoºinu T ako podmnoºinu nezápor-
ných celých £ísel.
Denícia 3.4 Nech {Ft, t ∈ T} je ltrácia a {Xt, t ∈ T} je Ft- adaptovaný ná-
hodný proces. Náhodný proces {Xt, t ∈ T} nazveme martingalom ak platia nasledujúce
vlastnosti:
E[|Xt|] <∞ ∀t ∈ T, (3.1)
E[Xt | Ft−1] = Xt−1 s.j. ∀t, t− 1 ∈ T. (3.2)
Poznámka 3.1 V ¤al²om texte budeme pracova´ s prirodzenou ltráciou, preto ak
nie je uvedené inak, pod pojmom ltrácia budeme rozumie´ prirodzenú ltráciu.
Príklad 3.1
Nech X1, X2, ... sú nezávislé náhodné veli£iny. Nech
E[|Xn|] <∞ a E[Xn] = 0 ∀n ∈ N.
Denujme pre n ∈ N
S0 := 0, Sn := X1 +X2 + ...+Xn,
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F0 := {∅, ω}, Fn := σ(X1, X2, ..., Xn).
Chceme dokáza´, ºe takto denovaná postupnos´ {Sn, n ≥ 0} je martingal. Overme
teda vlastnosti (3.1) a (3.2) z denície. Po£ítajme pre n ≥ 0
E[|Sn|] ≤ E[|X1|] + E[|X2|] + ...+ E[|Xn|] <∞.
Overili sme vlastnos´ (3.1).
alej z nezávislosti náhodných veli£ín a z toho, ºe ich stredná hodnota je nulová platí
pre n ≥ 1
E[Sn | Fn−1] = E[Sn−1 +Xn | Fn−1]
= E[Sn−1 | Fn−1] + E[Xn | Fn−1]
= Sn−1 + EXn
= Sn−1 s.j.
Overili sme vlastnos´ (3.2).
Postupnos´ {Sn, n ≥ 0} je teda martingal adaptovaný na ltráciu {Fn, n ≥ 0}. Uve-
domme si, ºe opísaná postupnos´ {Sn, n ≥ 0} predstavuje symetrickú náhodnú pre-
chádzku za£ínajúcu v nule (S0 = 0).
3.1 Optional stopping theorem
V nasledujúcej podkapitole sa budeme zaobera´ vetou, ktorá je v literatúre známa
pod názvom Optional stopping theorem. Uvádzame originálny názov v angli£tine bez
prekladu, pretoºe doteraz neexistuje ºiadny v²eobecne zauºívaný preklad názvu tejto
vety do slovenského resp. £eského jazyka.
Denícia 3.5 Nech {Ft, t ∈ T} je ltrácia a τ : Ω → T ∪ {∞}. Potom τ nazývame
Markovský £as vzh©adom k ltrácii {Ft, t ∈ T}, ak pre ∀t ∈ T je
[τ ≤ t] ∈ Ft.
Pripome¬me, ºe v celej tejto kapitole uvaºujeme indexovú mnoºinu T ako pod-
mnoºinu nezáporných celých £ísel. Vzh©adom na to, je moºné prechádzajúcu deníciu
ekvivalentne prepísa´ nasledujúcim spôsobom.
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Lemma 3.1 Nech {Ft, t ∈ T} je ltrácia a τ : Ω → T ∪ {∞}. Potom τ je Mar-
kovský £as vzh©adom k ltrácii {Ft, t ∈ T}, ak pre ∀t ∈ T je
[τ = t] ∈ Ft.
Dôkaz. Nech τ je Markovský £as vzh©adom k ltrácii {Ft, t ∈ T}, potom platí
[τ = t] = [τ ≤ t] \ [τ ≤ t− 1] ∈ Ft.
Nech teraz naopak platí, ºe pre ∀t ∈ T je [τ = t] ∈ Ft. Kedºe pre k ∈ T také, ºe k ≤ t
máme [τ = k] ∈ Fk ⊆ Ft. Potom
[τ ≤ t] =
⋃
0≤k≤t
[τ = k] ∈ Ft.
Intiutívne môºeme £as τ chápa´ ako £as, ktorý zavisí len na udalostiach do £asu
t vrátane. Predstavme si, ºe máme náhodný proces {Xt, t ∈ T} adaptovaný na pri-
rodzenú ltráciu {Ft, t ∈ T}, o tom £i τ = t alebo nie dokáºeme rozhodnút len na
základe hodnôt Xi, i ≤ t.
Príklad 3.2
Nech {Xn, n ≥ 0} je náhodný proces adaptovaný na {Fn, n ≥ 0}. Ozna£me B systém
borelovských mnoºín v R. Nech mnoºina B ∈ B. Denujme
τ = inf{n ≥ 0 : Xn ∈ B}.
as τ chápeme ako £as prvého vstupu procesu {Xn, n ≥ 0} do mnoºiny B. Pod©a
konvencie platí, ºe inf(∅) = ∞ a teda τ = ∞ v prípade, ºe proces {Xn, n ≥ 0} do
mnoºiny B nikdy nevstúpi. Pre n ≥ 0 máme
[τ = n] = [X0 /∈ B] ∪ [X1 /∈ B] ∪ [X2 /∈ B] ∪ ... ∪ [Xn−1 /∈ B] ∪ [Xn ∈ B] ∈ Fn.
Z toho vyplýva, ºe τ je Markovský £as.
Veta 3.1 Nech {Fn, n ≥ 0} je ltrácia. Bu¤ τ Markovský £as vzh©adom k ltrácii
{Fn, n ≥ 0} a {Xn, n ≥ 0} Fn-adaptovaný martingal. Potom platí
E[X0] = E[Xτ ]
v kaºdej z nasledujúcich situácií:
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(i) pre nejaké n ∈ N je τ(ω) ≤ n,∀ω ∈ Ω, inak povedané £as τ je ohrani£ený;
(ii) pre nejaké K ∈ R+ je |Xn(ω)| ≤ K pre ∀n ∈ N,∀ω ∈ Ω a zárove¬ je τ s.j.
kone£ný;
(iii) E[τ ] <∞, a pre nejaké k ∈ R+ a pre ∀ω ∈ Ω,∀n ∈ N je
|Xn(ω)−Xn−1(ω)| ≤ k.
Ako sme uº dopredu avizovali, táto veta sa nazýva Optional stopping theorem.
V tomto texte uvádzame iba £ast tejto vety, ktorú budeme vyuºíva´ v nasledujúcej
podkapitole. Úplnú verziu vety aj s dôkazom je moºné nájs´ v knihe [14] v sekcii 10.10.
3.2 Aplikácia na náhodnú prechádzku
Ako sme si ukázali v predchádzajúcom texte, náhodná prechádzka je martingal.
Preto sa v tejto podkapitole budeme venova´ náhodnej prechádzke z poh©adu mar-
tingalov. V prvej £asti odvodíme v²eobecnej²í vzorec pre absorp£né pravdepodobnosti
v hre hrá£a proti kasínu pomocou Optional stopping theorem. V druhej podkapitole
ukáºeme jeden zaujímavý príklad s aplikáciou na náhodné prechádzky, ktorý vyrie²ime
pomocou teoretických znalostí o martingaloch.
Uvaºujme jednoduchú symetrickú náhodnú prechádzku za£ínajúcu v nule. Ozna£-
me pre k ∈ Z
τk = inf{n ≥ 0 : Sn = k}.
V Príklade 3.2 zoberieme B = {k} z £oho vidíme, ºe £as τk je Markovským £asom.
Z podkapitoly 1.4 vieme, ºe náhodná prechádzka má v²etky stavy trvalé. Z toho vy-
plýva, ºe aj stav k je trvalý a náhodná prechádzka ho nav²tívi po£as svojej realizácie
nekone£ne mnohokrát. Dostávame pre k ∈ Z, ºe
P (τk <∞) = 1.
Inými slovami symetrická náhodná prechádzka s pravdepodobnos´ou jedna dosiahne
v kone£nom £ase akýko©vek bod k ∈ Z. Teraz uº máme v²etko pripravené na to, aby
sme mohli odvodi´ absorp£né pravdepodobnosti za pomocí martingalov.
3.2.1 Absorp£né pravdepodobnosti
Táto podkapitola sa bude zaobera´ zov²eobecnením výsledkov z druhej kapitoly.
K rovnakej problematike v²ak budeme tentokrát pristupova´ úplne iným spôsobom.
Ukáºeme ako je moºné vyuºit martingaly na odvodenie výsledkov z kapitoly dva. Nech
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{Sn}∞n=1 je symetrická náhodná prechádzka. Pripome¬me, ºe z Príkladu 3.1 ide o mar-
tingal adaptovaný na ltráciu {Fn, n ≥ 0}, kde F0 := {∅, ω} a Fn := σ(X1, X2, ..., Xn).
Denujme pre a, b ∈ N
T := inf{n ≥ 0 : Sn = −a alebo Sn = b}.
as T je Markovským £asom pod©a Príkladu 3.2. V predchádzajúcej £asti sme ukázali,
ºe P (τk < ∞) = 1, z £oho vyplýva, ºe P (T < ∞) = 1. Za týchto predpokladov
môºeme aplikova´ Vetu 3.1 £as´ (ii), pri£om ako kon²tantu K berieme K = max{a, b}.
Dostávame rovnos´
E[XT ] = E[X0] = 0.
Ozna£me p pravdepodobnos´, ºe náhodná prechádzka dosiahne skôr hodnotu −a ako
b. Potom platí






Tento výsledok vo v²eobecnej²ej forme sa zhoduje s výsledkom (2.5) z druhej kapito-
ly, kde sme sa podobnou situáciou zaoberali pre konkrétne absorp£né bariery A a 0,
pri£om hrá£ za£ínal hru s obnosom k teda E[X0] = k.
Uvaºujme aj na¤alej symetrickú náhodnú prechádzku {Sn}∞n=1. Potom postupnos´
{Zn, n ≥ 0}, kde Zn = S2n−n, je taktieº martingal adaptovaný na ltráciu {Fn, n ≥ 0}.
Vlastnos´ (3.1) vyplýva z toho, ºe {Sn, n ≥ 0} je martingal. Overme vlastnos´ (3.2).
Platí, ºe
E[S2n|Fn−1] = E[(Sn + Sn−1 − Sn−1)2|Fn−1]
= E[(Sn − Sn−1)2|Fn−1] + 2E[(Sn − Sn−1)Sn−1|Fn−1] + E[S2n−1|Fn−1]
= E[X2n|Fn−1] + 2E[XnSn−1|Fn−1] + E[S2n−1|Fn−1]
= 1 + 0 + S2n−1 s.j.
Z toho
E[Zn|Fn−1] = E[S2n|Fn−1]− n = S2n−1 − (n− 1) = Zn−1 s.j.
Z predchádzajúcej £asti poznáme pravdepodobnos´ p. Potom z Vety 3.1 máme rovnos´
0 = E[ZT ] = [pa
2 + (1− p)b2]− E[T ],
z £oho úpravou dostávame
E[T ] = ab.
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Tento výsledok je roz²írením výsledku (2.6) z druhej kapitoly.
Poznámka 3.2 Podobným spôsobom je moºné odvodi´ absorp£né pravdepodobnosti
pre nesymetrickú verziu náhodnej prechádzky s vyuºitím {Yn, n ≥ 0}, kde Yn = ( qp)
Sn .
Dôkaz, ºe {Yn, n ≥ 0} je martingal je obdobný s predchádzajúcimi dôkazmi tohoto
typu.
3.2.2 Volebný problém
V tejto £asti za budeme zaobera´ jednou z ¤al²ích aplikácií Vety 3.1. Nasledujúci
príklad sa v literatúre naj£astej²ie objavuje pod názvom Ballot theorem.
Predstavme si vo©by, v ktorých kandidujú dvaja kandidáti. Dokopy bolo voli£mi
odovzdaných n hlasov. Jeden z kandidátov získa a hlasov, nazvime ho kandidát A.
Druhý kandidát, kandidát B získa b := n − a hlasov, pri£om budeme predpoklada´,
ºe b < a. Vo vo©bách teda vyhral kandidát A. Nás bude zaujíma´, £o sa dialo po£as
spo£ítavania hlasov. Uvaºujme situáciu kde a, b ≥ 1. Hlasy sa spo£ítavajú v náhodnom
poradí, pri£om sú vyberané náhodne s rovnakou pravdepodobnos´ou zo v²etkých moº-
ných permutácii n odovzdaných hlasov. Bude nás zaujíma´ s akou pravdepodobnos´ou
bude po£as celého spo£ítavania hlasov ma´ kandidát A viac hlasov ako kandidát B.
Pre indexy l = 1, 2, ..., n ozna£me Sl ako po£et hlasov, o ktoré kandidát A vedie po
spo£ítaní l hlasov, Sl môºe by´ aj záporné. Potom máme Sn = a − b. Obr. 3.1 pred-





Obr. 3.1: Spo£ítavanie hlasov
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Najskôr ukáºeme, ºe postupnos´ Y0, ..., Yn−1 predstavuje martingal adaptovaný na pri-
rodzenú ltráciu {Fk, k = 0, 1, ..., n − 1}. Podmienka (3.1) je splnená automaticky,
overme teda podmienku (3.2). Chceme vyjadri´ £omu sa rovná podmienená stredná
hodnota pre k = 1, ..., n− 1
E[Yk|Fk−1].
V tomto prípade podmie¬ujeme hodnotami Y0, Y1, ..., Yk−1. Vzh©adom na to, ako sme
denovali Yk, je to rovnaké ako podmie¬ova´ pod©a Sn, Sn−1, ..., Sn−k+1, £o je ekviva-
lentné s podmie¬ovaním pri spo£ítaní posledných k − 1 hlasov.
Vyjadrime po£et hlasov, ktoré má kandidát A po spo£ítaní k hlasov. Nech v spo-
£ítaných k hlasoch je ak hlasov pre kandidáta A a bk pre kandidáta B. V prípade, ºe
k = n máme a = ak a b = bk. Potom platia nasledujúce dve rovnosti
ak + bk = k a zárove¬ ak − bk = Sk.








Poznamenajme, ºe Sk = Sk+1 ± 1, pod©a toho, £i k + 1-ty spo£ítaný hlas bol pre
kandidáta B alebo kandidáta A. Potom platí
P (Sk = Sk+1 − 1|Sk+1) =
k + 1 + Sk+1
2(k + 1)
. (3.5)
Vz´ah (3.5) vyplýva z nasledujúcej úvahy. Vieme, ºe kandidát A vedie po spo£ítaní
k + 1 hlasov o Sk+1. Chceme pravdepodobnos´, ºe kandidát A po spo£ítaní k hlasov
viedol o jeden hlas menej, inak povedané Sk = Sk+1−1. Z (3.3) odvodíme po£et hlasov
pre kandidáta A po spo£ítaní k+ 1 hlasov. Potom pravdepodobnos´, ºe k+ 1 hlas bol
pre kandidáta A je taká istá ako pravdepodobnos´, ºe náhodne vybraný hlas z k + 1
hlasov je pre kandidáta A. Analogicky pre kandidáta B s vyuºitím (3.4) dostávame
P (Sk = Sk+1 + 1|Sk+1) =





p±1 = P (Sn−k = Sn−k+1 ± 1|Sn−k+1).
Potom pre k ≥ 1 dostávame
E[Sn−k|Sn−k+1] = (Sn−k+1 + 1)p+1 + (Sn−k+1 − 1)p−1
= (Sn−k+1 + 1)
n− k + 1− Sn−k+1
2(n− k + 1)
+ (Sn−k+1 − 1)
n− k + 1 + Sn−k+1
2(n− k + 1)
= Sn−k+1
n− k
n− k + 1
s.j.









n− k + 1
= Yk−1 s.j.
Denujme £as T ako
T =
{
min{k = 1, 2..., n− 1 : Yk = 0} ak existuje také k ,
n− 1 inak.
Takto denovaný £as T je ohrani£ený v zmysle Vety 3.1 a je to Markovský £as. Preto
z Vety 3.1 dostávame, ºe







Pri spo£ítavaní hlasov môºu nasta´ dve situácie:
• Kandidát A po£as celého spo£ítavania vedie. Nech táto situácia nastane s prav-
depodobnos´ou P1. Potom Yk pre k = 0, 1, ..., n− 1 môºu by´ len kladné. Z toho
vyplýva, ºe T = n−1, naviac kandidát A musí získa´ prvý hlas na to, aby mohol
po£as celého spo£ítavania hlasov vies´ a preto
YT = Yn−1 = S1 = 1.
• Kandidát A nevedie po£as celého spo£ítavania hlasov. Nech takáto situácia na-




S vyuºitím (3.6) máme
a− b
a+ b






Alternatívne rie²enia tohoto problému je moºné nájs´ v [11]. Teraz môºeme tento
príklad jednoducho transformova´ na problém týkajúci sa náhodnej prechádzky. Na
za£iatku sme denovali veli£inu Sl ako po£et hlasov, o ktoré vedie kandidát A po spo-
£ítaní l hlasov. Uvedomme si, ºe Sl, pre l = 1, 2, ..., n vzniká spo£ítaním jednotiek
a mínus jednotiek. Jednotka sa pripo£íta v prípade, ºe práve zapo£ítaný hlas je pre
kandidáta A a naopak mínus jednotka sa k sume pridá ak ide o hlas pre kandidáta
B. Vzh©adom na to, ºe sme predpokladali, ºe hlasy sú vyberané náhodne s rovna-
kou pravdepodobnos´ou, opísali sme vlastne model jednoduchej symetrickej náhodnej
prechádzky za£ínajúcej v nule. Chceme zisti´ pravdepodobnos´, ºe takto denovaná
náhodná prechádzka nikdy neprejde cez nulu do £asu n, £o v re£i podmienenej prav-
depodobnosti, berúc do úvahy predchádzajúci výsledok dáva






Táto práca £itate©ovi predstavuje model náhodnej prechádzky a zoznamuje ho
s viacerými moºnos´ami jej ²túdia. Sústreduje sa na vysvetlenie a dôkaz nieko©kých
základných teoretických vlastností náhodnej prechádzky.
Prvá kapitola je zameraná na návrat symetrickej náhodnej prechádzky do po£iatku
a s tým spojenú klasikáciu jej stavov v jednej i dvoch dimenziách.
Druhá kapitola sa zaoberala nesymetrickou verziou náhodnej prechádzky s apli-
káciou na príklad hry v kasíne. Odvodili sme absorp£né pravdepodobnosti a strednú
dobu trvania hry. Záver kapitoly je ilustrovaný konkrétnymi výsledkami.
V poslednej kapitole sa nám podarilo dokáza´, ºe náhodná prechádzka môºe by´
chápaná ako martingal. Následne sme sa z poh©adu tejto v²eobecnej²ej matematickej
²truktúry dostali k vyrie²eniu volebného problému, ktorý sme aplikovali na náhodnú
prechádzku. K Ballot theorem sa £astej²ie pristupuje kombinatoricky, no v tomto texte
je uvádzaný elegantný alternatívny prístup.
Z práce vyplýva, ºe pozera´ sa na náhodnú prechádzku ako na martingal je nielen
zaujímavý spôsob chápania tohto matematického modelu, no býva £astokrát i ve©mi ²i-
kovnou vo©bou. Ako napríklad v prípade absorp£ných pravdepodobností, odvodených
v tretej kapitole bez dlh²ích výpo£tov, ktoré boli nutné v kapitole druhej.
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