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This work consists on the study of three problems in the theory of interacting
particle systems. The first and third problems are inspired by problems in ecol-
ogy, while the second one is inspired by problems in finance and economics.
In the first one we study the contact process running on a dynamic random
environment on Zd. This can be thought of as model for the spread of an in-
fection on an environment where each sites alternates randomly between being
susceptible or blocked for the infection. Our main results are versions of the
classical results in the theory of contact processes adapted to our setting. We
give a partial description of the set of parameter values for which the process
survives or dies out. We also extend the classical block conditions for survival
of the process and use them to show that the critical process dies out and that
the complete convergence theorem holds in the supercritical case.
In the second problem we study limit theorems for a class of individual-
based models which are suitable for studying various problems in economics
and finance. We prove a law of large numbers and a central limit theorem for
the empirical distribution of the process. Interestingly, both the model and the
techniques used in the proofs draw inspiration from some work done in ecology
and mathematical physics.
The third problem is inspired by gypsy moth populations, which present the
following interesting feature: they grow until they become sufficiently dense,
at which point a large epidemic reduces them to a low level. We model this
phenomenon in a discrete time particle system, and we show that the density of
occupied sites converges to a dynamical system that presents chaotic behavior
for certain parameter values.
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CHAPTER 1
INTRODUCTION
Interacting particle systems was born as a field in the late 1960’s, mainly from
the work of Frank Spitzer at Cornell University and Roland Dobrushin at the
Institute for Problems of Information Transmission in Moscow. It has since be-
come a major and diverse theme of research in probability theory and statistical
physics.
To describe what an interacting particle system is, let us paraphrase the intro-
duction of Tom Liggett’s 1985 book on the subject. A typical interacting particle
system consists on finitely or infinitely many particles which, in the absence of
interaction, would evolve as a system of independent Markov chains. Super-
imposed on this system there is some stochastic rule governing the interaction
between the particles. The system as a whole is still Markovian, but the evo-
lution of each particle no longer is. As a large and complex Markov process,
interacting particle systems usually present difficulties which are not present in
the study of more classical Markov processes such as random walks or Brown-
ian motion. Therefore the study of these systems has required the development
of some specific tools while at the same time it has relied heavily on other tools
which had earlier played a minor role in probability theory.
The original motivation for this field was provided by some problems in sta-
tistical physics. The main idea was to study stochastic models which describe
the temporal evolution of physical systems whose equilibrium measures are the
classical Gibbs states and, in particular, the study of phase transitions. But as
time passed, in Liggett’s words, it became clear that models with a very similar
mathematical structure could be naturally formulated in other contexts. Among
1
these stand out problems in mathematical biology, since interacting particle sys-
tems provide a natural way to model spatial phenomena such as the spread of
an infection or the competition between different species. More recently, parti-
cles systems have proved useful to model problems in economics and finance,
in particular by allowing to study problems in which the market is seen as a
large and complex system composed by many interacting agents.
It is these last two subjects, mathematical biology and economics and fi-
nance, which provided the motivation for the three problems that we consider
in this work. During the rest of this introduction we will explain briefly the
motivation for these problems and the results we obtained.
1.1 The contact process in a dynamic random environment and
the evolution of dispersal distance
In Chapter 2 we study a version of the contact process running on a dynamic
environment in Zd. Before describing the process, let us explain our original
motivation, even if the problem we ended up studying is somewhat far from it.
The problem we were interested in is that of the evolution of dispersal dis-
tances in an ecological system. To fix ideas, consider the evolutionary problem
facing a plant that produces seeds. Smaller seeds are lighter and disperse fur-
ther but have a smaller probability of successfully germinating. Conversely,
bigger seeds are better at germinating, but have a smaller dispersal distance.
There is thus a trade-off for the plant in its choice of seed size.
This problem has been studied extensively in the mathematical biology lit-
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erature, see for instance Ezoe (1998), Bolker and Pacala (1999) and Levin and
Muller-Landau (2000). Our goal was to study this problem using a multi-type
contact process in Z2 where each species has a different birth rate and dispersal
distance. To be more precise, consider a continuous time Markov process with
state space {0, 1, 2}Z2 . Sites at state 0 are vacant, while sites at state i, for i = 1, 2,
are occupied by an individual of species i. The dynamics is as follows. Each
individual of species i dies at rate 1 and gives birth at rate βi. Offspring is then
sent to a site chosen uniformly at random from a ball of radius ri around the
parent particle, and the birth is supressed if the chosen site is not empty. The
question is the following: for which parameters βi and ri can the two species
coexist? It is not hard to see that if one species has both a bigger birth rate and a
bigger dispersal distance, then that species will drive the other one to extinction,
so we should think of the case β1 ≥ β2 and r1 ≤ r2 (or vice versa).
A related problem was studied by Neuhauser (1992), who considered equal
dispersal distances and different birth and death rates. She conjectured that if
the death rates are fixed, then coexistence is possible only for a one-dimensional
set of parameter values for the birth rates, and she proved this in the case where
the death rates are the same. The difficulty in the case where the death rates are
different is that one of the basic tools in the study of contact processes, duality,
breaks down. We have the same difficulty in our setting, and thus we were not
able to make a lot of progress in the problem as described above. Durrett and
Schinazi (1993) studied a version of the process where 2’s are allowed to give
birth on top of 1’s (but not vice versa), while 1’s have a long range of dispersal.
This simplification allowed them to use duality.
One way to try to get a grasp on this system is to develop a mean-field de-
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terministic equation when r2 → ∞ and r1 is fixed. Heuristically, the limiting
differential equation should be
du1(t)
dt
= u1(t) + β1u01(t)
du2(t)
dt
= u2(t) + β2u2(t)u0(t),
where u01 is a “local equilibrium distribution”. Unfortunately, it is not clear
what two-dimensional distribution should be used to evaluate u01.
In an attempt to get an idea about what this probability measure must look
like, we considered the following simplification of the model. Now there is only
one species, the 1’s, which die at rate 1, give birth at rate β and have dispersal
distance equal to 1. On the other hand, each site becomes uninhabitable (that
is, no births are allowed onto the site) at rate α and goes back to be habitable
at rate δ. When a 1 is at a site which becomes uninhabitable it dies. Sites flip
between being or not being habitable independently of each other, and this is
what we call the dynamic random environment. The uninhabitable sites here
play the role of the 2’s above.
We were able to analyze this last process in some detail. The process, and the
results we got, are interesting in its own right, since they extend most of the clas-
sical theory of the contact process in Zd to this varying environment case. But
they unfortunately did not prove useful (at least for now) to attack the original
problem. Before briefly discussing the results we obtained, let us remark that
we are currently working in an alternative model for the evolution of the dis-
persal distance which is more tractable, and for which we already have results
(Durrett and Remenik, 2009), though they will not be included in this thesis.
In this alternative formulation, we replace the multi-type contact process by a
multi-type voter model. Now there are no empty sites, so each site is occupied
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by either a 1 or a 2, while each species is allowed to give birth on top of the
other. In this new formulation we are able to rescale time and space to obtain
deterministic limit for the evolution of the system in the form of a reaction dif-
fusion equation (this is similar to what has been done for particle systems with
rapid stirring, see Durrett and Neuhauser (1994), and builds upon ideas intro-
duced in Cox, Durrett, and Perkins (2009)). By analyzing this limiting equation
we are able to predict what pairs of birth rate and dispersal range are evolu-
tionary stable in the sense that a population with these parameters cannot be
driven to extinction by a small population arising from a small mutation, and
thus gives a solution to the problem of the evolution of dispersal distance from
the perspective of adaptive dynamics.
Coming back to the contact process on a dynamic random environment, we
gave a partial description of the phase diagram of the process. We proved three
results which together give bounds on the regions on the (β, α, δ) parameter
space where the 1’s survive or die out. One of these three results follows from
an easy coupling with the classical contact process, the second one uses ideas
from the theory of continuum percolation and the last one uses an interesting
coupling result for Poisson processes which we borrow from Broman (2007).
Here by survival we mean the fact that if the process starts with a single 1 at the
origin and all other sites uninhabitable, then there is a positive probability that
we will see 1’s at all times. Our results imply in particular that, depending on
the flip rates for the environment, the process may survive for large enough β
or may die out for all β.
Our second result is a complete convergence theorem, which characterizes
all the invariant measures of the process as convex combinations of the lower
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invariant measure ν, which is a product measure with no 1’s which is invariant
for the environment process, and the upper invariant measure ν, which is the
largest such measure in a precise sense which means roughly that it is the one
with most 1’s. The theorem also shows that the process started with any initial
distribution converges as time goes to infinity to one of these convex combina-
tions. In other words, the process either dies out and its distribution converges
to ν, or it survives and its distribution converges to ν. The proof relies in extend-
ing the classical block construction for the contact process (see Bezuidenhout
and Grimmett (1990)), and thus allows us also to show that the process dies out
at the critical parameter values.
1.2 Limit theorems for individual-based models in economics
and finance
The problem we consider in Chapter 3 was motivated by a suggestion made
by Darrell Duffie to Philip Protter. The main goal was to try to give a more
sound and general mathematical foundation for a class of models being studied
in the mathematical finance literature by Duffie and coauthors among others
(see the references section of Chapter 3 for references). The central theme of
these models is the attempt to understand the macroeconomic behavior of the
markets based on the random local interactions between the individual agents
involved. This idea has been around since the mid 1970’s (see Fo¨llmer (1974)),
and has become popular in the last 5 or 10 years.
The papers of Duffie and coauthors were based in the ideas of Duffie and
Sun (2007), who proved what they called an “exact law of large numbers” for
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certain systems of interacting agents which each have a certain “type”. In their
setting there is a continuum of agents who are repeatedly matched in pairs (all
at once) at random. Their exact law of large numbers (the word exact is there
presumably because there is no limiting procedure in their statement, since they
already start with infinitely many agents), which is proved using non-standard
analysis, is a statement about the evolution of the fraction of agents of each type.
Although the result is interesting, it falls short of the goal of rigorously justfying
their proposed models.
Interestingly, models which were similar in spirit were being developed
more or less at the same time to study problems in theoretical population biol-
ogy (see, e.g., Fournier and Me´le´ard (2004) and Champagnat (2006)). Drawing
inspiration from that work, we provided a rigorous justification for the models
of Duffie and coauthors, and in fact we developed a much more general frame-
work for this type of models by allowing very general type spaces. A main
difference between our approach and that of Duffie and Sun is that we start
with a finite number of N agents, and then obtain a law of large numbers for
the empirical measure associated to our processes by taking N →∞.
An obvious extension to this work was to prove a central limit theorem for
these processes. This proved to be a much more delicate problem to attack at the
level of generality we were working on because of technical difficulties related
with finding the right topology with respect to which to prove convergence. The
solution came from generalizing some ideas using Sobolev embeddings which
were introduced in Me´tivier (1987), by seeing our empirical measures as ele-
ments in the duals of a chain of abstract Banach and Hilbert spaces. We also
gave concrete examples of such chains of spaces (Sobolev spaces among them)
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and used them to apply our central limit theorem to some examples related with
economics and population genetics.
1.3 Chaos in a spatial epidemic model and gypsy moth epi-
demics
In the late 1980’s the Northeastern United States was in the midst of a gypsy
moth infestation. Gypsy moth egg masses are typically laid on branches and
trunks of hardwood trees, specially oaks. The larvae feed off the leaves and
crown of the trees, and the consequent defoliation may even lead to the death of
the trees (depending on the degree of defoliation and on the number of consec-
utive defoliations which the trees suffer), usually because it leaves them vulner-
able to the attack by other insects or organisms. Consequently, people living in
the area at that time were not particularly cheerful about the fate of their trees,
and spent a good part of their summer taking measures to try to avoid the gypsy
moth larvae climbing the trees.
When the next summer came, it was not the trees who had suffered, but
instead the gypsy moth larvae, most of whom were either dead or deformed,
victims to the nuclear polyhedrosis virus, which is known to spread quickly
through the gypsy moth population once it becomes sufficiently dense (see
Gould, Elkinton, and Wallner (1990)). The gypsy moth populations are thus
driven to a very low density, from where they start to grow again until the den-
sity is high enough for the epidemic to attack. This leads to an interesting dy-
namical behavior for the time evolution of the gypsy moth population density.
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In Chapter 4 we study this phenomenon using a discrete time particle sys-
tem. In the system there areN sites in some graph, and each one is either vacant
or occupied by one individual. The dynamics has two stages. In the first one, no
individuals survive but they give birth to a mean β number of offspring which
are sent to places chosen at random from the graph according to some given
rule. In the second step, each site is attacked by an epidemic with a small proba-
bility αN , and when an occupied site is attacked the individual, all its neighbors,
their neighbors’ neighbors and so on die. We assume that this epidemic occurs
fast, so all the infected individuals die before the next growing season.
We first consider the system on a random 3-regular graph. We prove that the
density of occupied sites converges, as we take N → ∞ and αN → 0, to a dis-
crete time (deterministic) dynamical system, for which we have an explicit for-
mula, which is chaotic for β > βc = 2 log 2. This chaotic behavior reflects the dy-
namics of the gypsy moth populations described above: the populations grow
until they become sufficiently dense, at which point a large epidemic wipes out
the giant component of occupied sites in the graph and the cycle begins again.
The critical density and the explicit expression for the dynamical system are re-
lated with the percolation probabilities for site percolation on a regular tree of
degree 3 and the corresponding critical probability, thanks to the fact that, as we
show, a random 3-regular graph looks locally like a tree.
We also consider the process on a d-dimensional torus. We prove again con-
vergence to a discrete time dynamical system but, since there are no explicit
expressions for the percolation probabilities on Zd, we do not have explicit ex-
pressions for this system. Nevertheless we prove that in d = 2, and also in
3 ≤ d < 6 under a reasonable assumption on the percolation function in these
9
dimensions, the system presents chaotic behavior for at least an interval of val-
ues of β to the right of the critical βc. We also show that for the system running
in all of Zd there are non-trivial invariant measures.
10
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CHAPTER 2
THE CONTACT PROCESS IN A DYNAMIC RANDOM ENVIRONMENT ∗
We study a contact process running in a random environ-
ment in Zd where sites flip, independently of each other,
between blocking and non-blocking states, and the contact
process is restricted to live in the space given by non-blocked
sites. We give a partial description of the phase diagram of
the process, showing in particular that, depending on the
flip rates of the environment, survival of the contact process
may or may not be possible for large values of the birth rate.
We prove block conditions for the process that parallel the
ones for the ordinary contact process and use these to con-
clude that the critical process dies out and that the complete
convergence theorem holds in the supercritical case.
2.1 Introduction
We consider the following version of a contact process running in a dynamic
random environment in Zd. The state of the process is represented by some
η ∈ X = {−1, 0, 1}Zd , where sites in state 0 are regarded as vacant, sites in
state 1 as occupied, and sites in state −1 as blocked (that is, no births of 1’s are
allowed on that site). The process ηt is defined by the following transition rates:
0 −→ 1 at rate βf1
1 −→ 0 at rate 1
0, 1 −→ −1 at rate α
−1 −→ 0 at rate αδ
∗Remenik, Daniel (2008), Annals of Applied Probability, Vol. 18:2392-2420
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where f1 is the fraction of occupied neighbors at L1 distance 1.
In words, the−1’s define a random environment in which each site becomes
blocked at rate α and flips back to being unblocked at rate αδ, while the 1’s
behave like a nearest neighbor contact process with birth rate β in the space
left unblocked by the environment. Observe that when an occupied site be-
comes blocked, the particle is killed. This version is simpler than the alterna-
tive in which only 0’s can turn to −1’s (mainly because our process satisfies a
self-duality relation, see Proposition 2.2.2). However, we feel that our choice is
natural: if a site becomes uninhabitable, the particles living there will soon die.
Ever since it was introduced in Harris (1974), the contact process has been
object of intensive study, and many extensions and modifications of the pro-
cess have been considered. In particular, the literature includes several differ-
ent versions of contact processes in random environments. One class of these
processes corresponds to contact processes where the birth and death rates are
not homogeneous in space, and they are chosen according to some probability
distribution, independently across sites, and remain fixed in time (see, for ex-
ample, Bramson, Durrett, and Schonmann (1991), Liggett (1992), Andjel (1992),
and Klein (1994)). The main question for this class of processes is to determine
conditions on the parameters that guarantee or preclude survival.
A different class of models, which are somehow closer to the process we
consider, have two species with different parameters or ranges, but one of them
behaves independently of the other while the second is restricted to live in the
space left by the first. These processes were studied in Durrett and Swindle
(1991), Durrett and Møller (1991), and Durrett and Schinazi (1993). The results
in these papers (mainly bounds on critical parameters for coexistence and com-
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plete convergence theorems) are asymptotic, in the sense that they are proved
when the range of one or both types is sufficiently large.
The process we consider differs from both of the types of examples men-
tioned above: the random environment is dynamic, and it behaves indepen-
dently across sites. An example of a spin system running in this type of envi-
ronment was studied in Luo (1992), and corresponds to the Richardson model
which would result from ignoring transitions from 1 to 0 in our process. An-
other example was studied recently in Broman (2007), where the author consid-
ers a process in which the environment changes the death rate of the contact
process instead of blocking sites. The dynamics of the process Ψγ,p,Aδ0,δ1 introduced
there are the same as those of our process if δ1 = ∞. The author considers this
case as a tool in the study of his process, but the results of the paper focus on
the case δ1 < ∞. We will use one of his results to give a bound on a part of the
phase diagram of our process in Theorem 2.1.1.
As mentioned above, the −1’s evolve independently of the 1’s. They fol-
low an “independent flip process” whose equilibrium is given by the product
measure
µρ({η : η(x) = −1}) = 1− µρ({η : η(x) 6= −1}) = ρ = 1
1 + δ
∀x ∈ Zd.
This process is reversible, and its reversible measure is given by µρ.
In Section 2.2.1 we will construct our process using the so-called graphical
representation. A direct consequence of the construction will be that ηt satisfies
some monotonicity properties analogous to those of the contact process. (Here
and in the rest of the paper, when we refer to the contact process we mean the
“ordinary” nearest-neighbor contact process in Zd). We consider the following
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partial order on configurations:
η1 ≤ η2 ⇔ η1(x) ≤ η2(x) ∀x ∈ Zd. (2.1)
With this order, our process has the following property: given two initial states
η10 ≤ η20 , it is possible to couple two copies of the process η1t and η2t with these
initial conditions in such a way that η1t ≤ η2t for all t ≥ 0. We will refer to this
property as attractiveness by analogy with the case of spin systems (this property
is sometimes termed monotonicity, see Sections II.2 and III.2 of Liggett (1985)
for a discussion of general monotone processes and of attractive spin systems,
respectively).
For A ⊆ Zd we define the following probability measure νA on X : −1’s are
chosen first according to their equilibrium measure µρ and then 1’s are placed
at every site in A that is not blocked by a −1. These measures are the initial
conditions for ηt that are suitable for duality.
Let ν = ν∅, which corresponds to having the −1’s at equilibrium and no 1’s.
Let also ν be the limit distribution of the process when starting at the configu-
ration having all sites at state 1, which is obviously the largest configuration in
the partial order (2.1). We will show in Proposition 2.2.1 that this limit is well
defined and it is stationary, and that ν and ν are, respectively, the lower and up-
per invariant measure of the process (that is, the smallest and largest stationary
distribution of the process).
We will say that the process survives if there is an invariant measure ν such
that
ν
({
η : η(x) = 1 for some x ∈ Zd}) > 0,
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or, equivalently, if ν 6= ν (we remark that, as a consequence of Theorem 2.1.2,
every invariant measure for the process is translation invariant, so the above
probability is actually 1 whenever it is positive). Otherwise, we will say that
the process dies out. We will see in Section 2.4 that this definition of survival is
equivalent to the following condition: the process started with a single 1 at the
origin and everything else at −1 contains 1’s at all times with positive probabil-
ity.
A second monotonicity property that will follow from the construction of ηt
is monotonicity with respect to the parameters β and δ:
(i) If α and δ are fixed, and for some β > 0 the process survives, then the
process also survives for any β′ > β.
(ii) If α and β are fixed, and for some δ > 0 the process survives, then the
process also survives for any δ′ > δ.
These properties follow easily from standard coupling arguments. We will de-
note by βc = βc(α, δ) ∈ [0,∞] the parameter value such that, fixing these α
and δ, ηt survives for β > βc and dies out for β < βc. We define δc = δc(α, β)
analogously.
Our first result provides some bounds on the critical parameters for survival.
Let βcpc be the critical value of the contact process in Zd (here we are taking the
birth rate β to be the total birth rate from each site, so each site sends births to
each given neighbor at rate β/(2d)).
Theorem 2.1.1.
(a) If β ≤ (α + 1)βcpc then the process dies out.
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(b) There exists a δp > 0 such that for any δ < δp the process dies out (regardless of
α and β).
(c) Let
λ(α, β, δ) =
1
2
[
β + α(1 + δ)−
√
(β − α(1 + δ))2 + 4αβ
]
.
If λ(α, β, δ) > (α + 1)βcpc then the process survives.
Part (a) of the theorem is trivial, because the 1’s die at rate α + 1. For part
(b), observe that if the complement of the set of sites at state −1 does not space-
time percolate, then each 1 in the process is doomed to live in a finite space-
time region, and then the process cannot have 1’s at all times when started with
finitely many occupied sites. We will show by adapting arguments in Meester
and Roy (1996) that, with probability 1, no such space-time percolation occurs
if δ is small enough. For part (c) we will use Broman’s result to obtain a suitable
coupling with a contact process with birth rate λ(α, β, δ) and death rate α + 1.
In particular, Theorem 2.1.1 implies that if δ is large enough then βc(α, δ) <
∞, and in fact δ > α+1
α
β
cp
c is enough. To see this, observe that
lim
β→∞
λ(α, β, δ) = αδ > (α + 1)βcpc
whenever the above condition on δ holds. Then part (c) of the theorem implies
that the process survives for these choices of α and δ and large enough β. An-
other consequence is that δp ≤ βcpc . Indeed, if δ > βcpc , then δ > α+1α β
cp
c for large
enough α, and the previous property implies that the process survives for these
choices of α and δ and large enough β.
A significant difficulty in giving a more complete picture of the phase dia-
gram of ηt is that we lack a result about monotonicity with respect to α analo-
gous to the properties (i) and (ii) (monotonicity with respect to β and δ) men-
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tioned above. Observe that the equilibrium density of non-blocked sites is in-
dependent of α, but the environment changes more quickly as α increases. Sim-
ulations suggest that if β and δ are given and the process dies out at some pa-
rameter value α, then it also dies out for any parameter value α′ > α (note that
part (a) of Theorem 2.1.1 says that the process dies out at least for all α large
enough). But the usual simple arguments based on coupling do not work in
this case, since increasing α increases both the rate at which sites are blocked,
which plays against survival, and the rate at which sites are unblocked, which
plays in favor of survival, and we have not been able to find an alternative proof.
The second part of our study of ηt investigates the convergence of the process
and the structure of its limit distributions. For η ∈ X we will write η = (A,B),
where
A = {x ∈ Zd : η(x) = 1}, and B = {x ∈ Zd : η(x) = −1}.
ηµt = (A
µ
t , B
µ
t ) will denote the process with initial distribution µ, and we will re-
fer to Bµt (or Bt if no initial distribution is prescribed) as the environment process.
Observe that the dynamics of the environment process are independent of the
1’s in ηt.
Theorem 2.1.2. Denote by τ = inf{t ≥ 0: At = ∅} the extinction time of the process.
Then for every initial distribution µ,
ηµt =⇒ Pµ(τ <∞) ν + Pµ(τ =∞) ν,
where the limit is in the topology of weak convergence of probability measures.
This result, which is usually called a complete convergence theorem, implies
that all limit distributions are convex combinations of ν and ν. Thus, the only
interesting non-trivial stationary distribution is ν.
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The proof of Theorem 2.1.2 relies on extending for ηt the classical block con-
struction for the contact process introduced in Bezuidenhout and Grimmett
(1990), so that we are able to use the proof of complete convergence for the
contact process to prove the corresponding convergence of the contact process
part of ηt. As a consequence of this construction we will obtain, just as for the
contact process, the fact that the process dies out at the critical parameters βc
and δc (see Corollary 2.4.4). The arguments involved in this part will depend
heavily on a duality relation which will be developed in Section 2.2.2.
The rest of the paper is devoted to the proofs of the two theorems. Section
2.2 describes the construction of ηt and presents some basic preliminary results.
Theorem 2.1.1 is proved in Section 2.3. In Section 2.4 we obtain the block con-
ditions for the survival of the process. Finally, in Section 2.5 we use duality and
the conditions obtained in Section 2.4 to prove Theorem 2.1.2.
2.2 Preliminaries
2.2.1 Graphical representation and monotonicity
The graphical representation is one of the basic and most useful tools in the
study of the contact process and other interacting particle systems. It will allow
us to construct our process from a collection of independent Poisson processes
and obtain a single probability space in which copies of the process with arbi-
trary initial states can be coupled. We will give a rather informal description of
this construction, which can be made precise by adapting the arguments of Har-
ris (1972). We refer the reader to Section III.6 of Liggett (1985) for more details
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on this construction in the case of an additive spin system.
The construction is done by placing symbols in Zd × [0,∞) to represent the
different events in the process. For each ordered pair x, y ∈ Zd at distance 1 let
Nx,y be a Poisson process with rate β/(2d), and take the processes assigned to
different pairs to be independent. At each event time t of Nx,y draw an arrow
1−→ in Zd×[0,∞) from (x, t) to (y, t) to indicate the birth of a 1 sent from x to y
(which will only take place if x is occupied and y is vacant at time t). Similarly,
define a family of independent Poisson processes (U1,x)x∈Zd with rate 1 and for
each event time t of U1,x place a symbol ∗1 at (x, t) to indicate that a 1 flips to 0
(i.e. that a particle dies). To represent the environment, consider two families
of independent Poisson processes (V x)x∈Zd and (U−1,x)x∈Zd with rates α and αδ
respectively. For each event time t of V x place a symbol •−1 at (x, t) to indicate
the birth of a −1 (i.e. the blocking of a site) and for each event time t of U−1,x
place a symbol ∗−1 to indicate that a −1 flips to 0 (i.e. the unblocking of a site).
We construct ηt from this percolation structure in the following way. Con-
sider a deterministic initial condition η0 and define the environment process Bt
by setting ηt(x) = −1 when (x, t) lies between symbols •−1 and ∗−1 (in that or-
der) in the time line {x} × [0,∞), and also if η0(x) = −1 and there is no symbol
∗−1 in that time line before time t. Having defined Bt, we say that there is an
active path between (x, s) and (y, t) if there is a connected oriented path, mov-
ing along the time lines in the increasing direction of time and passing along
arrows 1−→, which crosses neither symbols ∗1 nor space-time points that were
set to −1. The collection of active paths corresponds to the possible space-time
paths along which 1’s can move, so we define At by
At = {y ∈ Zd : ∃x ∈ A0 with an active path from (x, 0) to (y, t)}.
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The arguments of Harris (1972) imply that this construction gives a well defined
Markov process with the right transition rates. Moreover, the same realization
of this graphical representation can be used for different initial conditions, and
this gives the coupling mentioned above (see Section III.6 in Liggett (1985) for
more details on this coupling in the case of a spin system). For the rest of the pa-
per we will implicitly use this “canonical” coupling every time we couple copies
of ηt with different initial conditions. The attractiveness property mentioned in
the Introduction follows directly from this construction, and the monotonicity
properties with respect to β and δ can be obtained by a simple modification of
this coupling (analogous to what is done for the contact process).
Recall the definition of the partial order on configurations given in (2.1).
Clearly,
η1 ≤ η2 ⇔ A1 ⊆ A2 and B1 ⊇ B2.
For probability measures on X , which we endow with the product topology,
we consider the usual ordering: µ1 ≤ µ2 if and only if
∫
f dµ1 ≤
∫
f dµ2 for
every continuous increasing f : X −→ R. We recall that the property µ1 ≤ µ2
is equivalent to the existence of a probability space in which a pair of random
variables X1 and X2 with distributions µ1 and µ2 can be coupled in such a way
that X1 ≤ X2 almost surely (see Theorem II.2.4 in Liggett (1985)). We will use
this fact repeatedly, and for simplicity we will say that X2 dominates X1 when
this condition holds. We will also use this term to compare two processes, so
saying that η2t dominates η1t will mean that the two processes can be constructed
in a single probability space in such a way that η1t ≤ η2t for all t ≥ 0.
The attractiveness property allows us to obtain the lower and upper invari-
ant measure of the process.
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Proposition 2.2.1. Let χZd be the probability distribution on X assigning mass 1 to
the all 1’s configuration, and let S(t) be the semigroup associated to the process. Define
ν = lim
t→∞
χZdS(t),
where the limit is in the topology of weak convergence of probability measures. Then
ν is the upper invariant measure of the process, that is, ν is invariant and every other
invariant measure is stochastically smaller than ν. Moreover,
ν = lim
t→∞
νZdS(t).
Analogously,
ν = ν∅
is the lower invariant measure of the process.
Proof. Since µρ is invariant for the environment and the empty state is a trap for
the 1’s, ν is invariant. It is the lower invariant measure because every invariant
measure has µρ as its projection onto the environment, and ν∅ is the smallest
probability measure on X having µρ as its marginal on the −1’s.
For the other part, standard arguments imply that the limit defining ν exists
and is invariant (see, for instance, Sections I.1 and III.2 in Liggett (1985)). Since
χZd is larger than any other measure on X , it follows by attractiveness that ν is
the largest invariant measure.
Now let ν∗ = limt→∞ νZdS(t). As above, ν∗ is well-defined and invariant,
so to prove that ν∗ = ν it is enough to prove that ν∗ is larger than any other
invariant measure. If ν is any invariant measure, its projection onto the −1’s
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must be µρ, so for any continuous increasing f ,∫
f dν = Eν(f(η0)) = Eν(f(ηt))
≤ EνZd (f(ηt)) =
∫
f d[νZdS(t)] −−−→
t→∞
∫
f dν∗.
2.2.2 Duality
The dual process (ηˆts)0≤s≤t = (Aˆts, Bˆts)0≤s≤t is constructed using the same graphi-
cal representation we used for constructing ηt. Our duality relation will require
that the process be started with the environment at equilibrium. The dual pro-
cesses will also be started with measures of the form νC , for C ⊆ Zd, and the
dual process started with this distribution will be denoted by (ηˆνC ,ts )0≤s≤t.
Fix t > 0, and start by choosing B0 according to µρ. Then run the environ-
ment process forward in time until t, using the graphical representation. This
defines (Bs)0≤s≤t. The dual environment is given by Bˆts = Bt−s. Now place a 1
at time t at every site x ∈ C \ Bˆt0, that is, every site in C which is not blocked
by the environment at time t. This defines AˆνC ,t0 , and by the stationarity of the
environment process we get an initial condition (AˆνC ,t0 , Bˆt0) for the dual chosen
according to νC . Having defined Aˆ
νC ,t
0 and (Bˆts)0≤s≤t, we define the 1-dual by
AˆνC ,ts = {y ∈ Zd : ∃x ∈ AˆνC ,t0 with an active path from (y, t− s) to (x, t)}.
That is, the 1-dual is defined by running the contact process for the 1’s back-
wards in time and with the direction of the arrows reversed. An active path in
ηt from (y, t− s) to (x, t) will be called a dual active path from (x, t) to (y, t− s) in
the dual process.
We could have defined the dual by simply choosing a random configuration
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at time t according to νC and then running the whole process backwards. The
idea of the preceding construction is to allow coupling the process and its dual
in the same graphical representation in such a way that the initial state of the
environment for ηs is the same as the final state of the environment for ηˆts (that
is, B0 = Bˆtt). This allows us to obtain the following duality result:
Proposition 2.2.2. For any A,C,D ⊆ Zd,
PνA
(
At ∩ C 6= ∅, Bt ∩D 6= ∅
)
= PνC
(
Aˆtt ∩ A 6= ∅, Bˆt0 ∩D 6= ∅
)
. (2.2)
Moreover, ηt satisfies the following self-duality relation: if A or C is finite, then
PνA(At ∩ C 6= ∅, Bt ∩D 6= ∅) = PνC (At ∩ A 6= ∅, B0 ∩D 6= ∅) . (2.3)
Proof. The first equality follows directly from coupling the process and its dual
using the same realization of the graphical representation. Indeed, if we use this
coupling then, by definition,
P
(
BˆνC ,ts = B
νA
t−s for every 0 ≤ s ≤ t
)
= 1.
Calling E the σ-algebra generated by the environment process, observe that our
construction implies that
PνA(At ∩ C 6= ∅|E) = PνC (Aˆtt ∩ A 6= ∅|E).
Therefore,
PνA
(
At ∩ C 6= ∅, Bt ∩D 6= ∅
)
= EνA
(
P(At ∩ C 6= ∅|E), Bt ∩D 6= ∅
)
= EνC
(
P(Aˆtt ∩ A 6= ∅|E), Bˆt0 ∩D 6= ∅
)
= PνC
(
Aˆtt ∩ A 6= ∅, Bˆt0 ∩D 6= ∅
)
.
(2.3) is obtained from (2.2), the self-duality of the contact process, and the
reversibility of the environment.
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Taking A finite and C = D = Zd in (2.3) and using the monotonicity of the
event {At 6= ∅} in t we obtain the following:
PνA(At 6= ∅ ∀t ≥ 0) = ν ({(E,F ) : E ∩ A 6= ∅}) .
Since ν is translation invariant, the right side of this equality is positive if and
only if A 6= ∅ and ηt survives, that is, ν 6= ν. As a consequence we deduce that
the following condition is equivalent to the survival of the process:
For any (or, equivalently, some) finite A ⊆ Zd with A 6= ∅, the
process started at νA contains 1’s for every t ≥ 0 with positive
probability.
(S1)
2.2.3 Positive correlations
A second property that is central to the study of the contact process is positive
correlations. Recall that a probability measure µ has positive correlations if for
every f, g increasing, ∫
fg dµ ≥
∫
f dµ
∫
g dµ. (2.4)
In the following lemma we prove a version of positive correlations for ηνAt
with respect to cylinder functions.
Lemma 2.2.3. Let f, g be increasing real-valued functions on X depending on finitely
many coordinates. Then if µt denotes the distribution of ηνAt , (2.4) holds with µ = µt,
that is,
EνA(f(ηt)g(ηt)) ≥ EνA(f(ηt))EνA(g(ηt)) .
The same inequality holds if νA is replaced by any deterministic initial condition.
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Proof. Since f and g depend on finitely many coordinates and every jump in our
process is between states which are comparable in the partial order (2.1), a result
of Harris (see Theorem II.2.14 in Liggett (1985)) and attractiveness imply that it
is enough to show that the initial distribution of the process has positive corre-
lations in the sense of the lemma. The result with νA replaced by a deterministic
initial condition readily follows.
To show that νA is positively correlated, consider the process ςt defined in X
by ς0 ≡ 1 and independent transitions at each site given by
0 −→ −1 at rate ρ
−1 −→ 0 at rate 1− ρ
 for x /∈ A,
1 −→ −1 at rate ρ
−1 −→ 1 at rate 1− ρ
 for x ∈ A.
It is clear that ςt converges weakly to the measure νA. Since the initial distribu-
tion of ςt has positive correlations (because it is deterministic), (2.4) holds for its
limit νA, using again Harris’ result.
2.3 Survival and extinction
In this section we prove Theorem 2.1.1. Throughout the proof we will implicitly
use (S1) to characterize survival. We start with the easy part.
Proof of Theorem 2.1.1, part (a). Consider the process η˜t defined by the following
transition rates:
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0,−1 −→ 1 at rate βf1
1 −→ 0 at rate 1
0, 1 −→ −1 at rate α
−1 −→ 0 at rate αδ
This process corresponds to modifying ηt by ignoring the effect of blocked sites
on births. It is easy to couple η˜t and ηt using the graphical representation in such
a way that if the initial states are the same, ηt ≤ η˜t for all t ≥ 0. Therefore, it is
enough to show that η˜t dies out, and this follows directly from the hypothesis
because the 1’s in η˜t behave just like a contact process with birth rate β and death
rate α + 1.
The proof of part (b) is more involved, and it is based on adapting the
techniques of Boolean models in continuum percolation (see Meester and Roy
(1996)).
Proof of Theorem 2.1.1, part (b). The idea is to show that when δ is small, the set of
unblocked sites in the environment process Bt does not “space-time percolate”
with probability 1. By this we mean that there is no infinite path in Zd × [0,∞)
moving between nearest-neighbor sites in Zd and along time lines in the increas-
ing direction of time that uses only non-blocked sites. The conclusion follows
directly from this fact, since in that case every 1 will live in a finite space-time
box, so it will not be able to contribute to the survival of the process.
By a simple time change, we can consider the environment process as having
transitions given by
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−1 −→ 0 at rate q
0 −→ −1 at rate 1− q,
where q = δ/(1 + δ) −→ 0 as δ −→ 0. We still consider this process as defined
by the graphical representation, though now the symbols •−1 and ∗−1 appear at
rate 1− q and q respectively.
Take the percolation structure given by the graphical representation and
draw for every symbol ∗−1 at a space-time point (x, t) a box of base x +
[−2/3, 2/3]d spanning the interval in the time coordinate from t until the time
corresponding to the next symbol •−1 (i.e., these boxes span intervals where the
sites are not blocked). Then, since the environment process is translation invari-
ant, the 0’s will almost surely not space-time percolate if and only if
P(|W| =∞) = 0, (2.5)
whereW denotes the connected component of the union of the boxes that con-
tains the origin at time 0, and |W| denotes the number of boxes that form this
cluster.
To prove (2.5) we compare this continuum percolation structure with a mul-
titype branching process X = (Xn,i)n,i∈N. The first step in the comparison is to
stretch all the boxes so that their heights are all integer-valued. It is enough to
show that (2.5) holds after this modification, since increasing the heights of the
boxes increases the probability of space-time percolation of the unblocked sites.
Assume that the origin is not blocked at time 0, and call i0 ∈ N the (random)
height of its associated box. For simplicity, assume further that all the neigh-
bors of the origin are blocked at time 0, the extension to the general case being
straightforward. We start definingX by saying that the 0-th generation has only
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one member, and it is of type i0 (that is, X0,j = 1{j=i0}). The box containing the
origin at time 0 is possibly intersected by boxes placed at the 2d neighbors of the
origin, and these boxes will constitute the children of the initial member: we let
X1,j be the number of boxes of height j that intersect the original box. We de-
fine the subsequent generations of X inductively: Xn+1,j is the number of boxes
of height j that intersect boxes of the n-th generation and which have not been
counted up to generation n− 1. Now let
X∞ =
∞∑
n=0
∞∑
i=1
Xn,i,
and observe that every box inW is counted in X∞, so
|W| ≤ X∞ (2.6)
(recall that X is constructed from the stretched boxes).
Our goal is to show that E(X∞) <∞. To achieve this we will couple X with
another multitype branching process Y = (Yn,i)n,i∈N, which we define below.
The details of this part can be adapted easily from the proof of Theorem 3.2 in
Meester and Roy (1996), so we will only sketch the main ideas. Consider a box
of height i based at [x − 2/3, x + 2/3]d × {t}, which we will denote by B(x, t, i).
The boxes of height j that intersect this box must all have bases of the form
[y−2/3, y+2/3]×{s} for some y at distance 1 of x and some s ∈ (0∨(t−j), t+ i].
The number of symbols ∗−1 appearing in the piece {y}× (0∨ (t− j), t+ i] of the
graphical representation above a given neighbor y of x is a Poisson random
variable with mean q[t + i − 0 ∨ (t − j)] ≤ q[i + j], and each of these symbols
corresponds to a box that intersects B(x, t, i). Since the probability that any one
of these (stretched) boxes is of height j is pj = P (Z ∈ (j − 1, j]), where Z is an
exponential random variable with rate 1−q, we deduce that the number of chil-
dren of B(x, t, i) of height j is a Poisson random variable with mean bounded
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by
2dpjq[i+ j] ≤ 4dqijpj, (2.7)
where we used the fact that i + j ≤ 2ij for positive integers i and j. Now let
Y be a multitype branching process where the number of children of type j of
each individual of type i is a Poisson random variable with mean 4dqijpj (Yn,i is
the number of individuals of type i in generation n). Then a coupling argument
and (2.7) imply that if X0,i = Y0,i for all i ≥ 1 then Xn,i is dominated by Yn,i for
each n ≥ 0 and i ≥ 1, and thus
E
(
X∞
∣∣X0,k = 1{k=i0}) ≤ E( ∞∑
n=0
∞∑
j=1
Yn,j
∣∣∣Y0,k = 1{k=i0}). (2.8)
To bound this last sum we recall a standard result in branching processes theory
(see, for example, Chapter V in Athreya and Ney (1972)): the expected number
of individuals of type j in the n-th generation of Y when starting with one indi-
vidual of type i0 is given by
E
(
Yn,j
∣∣Y0,k = 1{k=i0}) = (Mn)i0,j, (2.9)
where M is the infinite matrix indexed by N with Mi,j being the expected
number of children of type j of an individual of type i. By definition of Y ,
Mi,j = 4dqijpj , and from this we get inductively a bound for (Mn)i0,j :
(Mn)i0,j ≤ (4dq)ni0E
(
H2
)n−1P(H = j)j
for all n ≥ 1, where H is a random variable with positive integer values and
distribution given by P(H = j) = pj . Using this together with (2.8) and (2.9)
gives
E
(
X∞
∣∣ X0,k = 1k=i0) ≤ 1 + i0 ∞∑
n=1
(
(4dq)nE
(
H2
)n−1 ∞∑
j=1
pjj
)
= 1 + 4dqi0E(H)
∞∑
n=0
(4dqE(H2))n.
(2.10)
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Observe that H is dominated by Z + 1, so E
(
H2
) ≤ 2(2−q)
(1−q)2 + 1. Hence,
4dqE(H2) ≤ 4d
(
2q(2− q)
(1− q)2 + q
)
< 1 (2.11)
for sufficiently small q, and then the last sum in (2.10) converges for such q. This
implies by (2.6) that E(|W|) <∞, so P(|W| =∞) = 0.
Using (2.11) we can get explicit lower bounds for δp, but these turn out to be
rather small (around 0.02 for d = 2 and 0.01 for d = 3).
Before proving the last part of Theorem 2.1.1 we need to introduce a result
from Broman (2007). Let (Jt, Xt) be the process with state space {0, 1} × N de-
fined as follows. J0 is a Bernoulli random variable with P(J0 = 1) = 1− P(J0 =
0) = p, and X0 = 0. The evolution of the process is given by the following
transition rates:
for Jt:

0 −→ 1 at rate γp
1 −→ 0 at rate γ(1− p)
for Xt: k −→ k + 1 at rate σ0(1− Jt) + σ1Jt
where γ, σ1 > 0 and 0 ≤ σ0 ≤ σ1. In words, Jt acts as the environment, starting
at equilibrium and then flipping between states 0 and 1 independently of Xt,
while Xt is a sort of Poisson process where the rate depends on Jt. The next
lemma recovers the part of Theorem 1.4 in Broman (2007) that is relevant for
our purposes. We observe that the original theorem is stated for σ0 > 0, but the
same proof works if σ0 = 0.
Lemma 2.3.1. Let
σ =
1
2
[
σ0 + σ1 + γ −
√
(σ1 − σ0 − γ)2 + 4γ(1− p)(σ1 − σ0)
]
. (2.12)
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Then a Poisson process Nt(σ) with rate σ can be coupled with (Jt, Xt) in such a way
that if Nt(σ) has an arrival at time T , then so does Xt. Moreover, σ is the largest rate
such that this coupling is possible.
Recall that we denote
λ(α, β, δ) =
1
2
[
β + α(1 + δ)−
√
(β − α(1 + δ))2 + 4αβ
]
.
The following result gives the coupling that we need to prove part (c) of Theo-
rem 2.1.1. Its proof is very similar to that of Theorem 1.7 in Broman (2007), we
include here a version based in the graphical representation.
Proposition 2.3.2. Let ξt denote the set of occupied sites of a contact process with birth
rate λ = λ(α, β, δ) and death rate α+ 1. Then the processes ηt and ξt can be coupled in
such a way that if ξ0 ⊆ A0, then ξt ⊆ At for all t > 0.
Proof. Consider the graphical representation used to construct ηt. Each time line
defines an independent copy of the process Jt introduced above by identifying
symbols •−1 and ∗−1 with Jt flipping to 0 and 1 respectively, and setting γ =
α(1 + δ) and p = δ/(1 + δ). Now consider the collection of arrows emanating
from that time line ignoring arrows born at times where the site is blocked. By
construction, this collection of arrows defines the arrival times of the process Xt
associated to Jt, with σ0 = 0 and σ1 = β. By Lemma 2.3.1, we can construct
a Poisson process Nt(λ) (where λ comes from plugging in our parameters in
(2.12)) such that if this process has an arrival at time T , then there is an arrow at
that time for ηt.
We repeat this construction at each time line, getting an i.i.d. collection
of Poisson processes (Nxt (λ))x∈Zd , and use this collection of processes and the
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graphical representation of ηt to construct the graphical representation of ξt: for
each arrival time of Nxt (λ) put an arrow at that time from x to the site pointed
by the corresponding arrow in the graphical representation of ηt, and for each
symbol ∗1 and each symbol •−1 for ηt put a death symbol for ξt. It is easy to see
that this construction gives a graphical representation for the desired contact
process ξt. Moreover, since only the arrows at non-blocked sites can carry births
of 1’s for ηt, the construction gives a coupling that satisfies the desired mono-
tonicity property. These facts can be checked exactly as in the proof of Theorem
1.7 of Broman (2007) (there the processes Yt and Y ′t correspond to At and ξt).
The proof of the remaining part of Theorem 2.1.1 is now straightforward.
Proof of Theorem 2.1.1, part (c). Since λ(α,β,δ)
α+1
> λc implies that the contact process
ξt with birth rate λ(α, β, δ) and death rate α+ 1 survives, the coupling achieved
in Proposition 2.3.2 gives the survival of ηt.
2.4 Block construction
The aim of this section is to establish “block conditions” concerning the pro-
cess in a finite space-time box that guarantee survival. This was first done in
Bezuidenhout and Grimmett (1990). Here we will follow closely Section I.2 of
Liggett (1999), together with the corrections to the book that can be found in the
author’s website.
Before getting started with the block construction we need to obtain the
equivalent condition for survival mentioned in the Introduction, which says
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that ηt survives if and only if the following condition holds:
The process started with a single 1 at the origin and every-
thing else at −1 contains 1’s at all times with positive proba-
bility.
(S2)
The sufficiency of this condition is a consequence of (S1) and attractiveness.
The necessity will be a consequence of the following stronger result, which is
precisely what we will need in the proof of Lemma 2.4.2 below. Let χA denote
the probability measure on X that assigns mass 1 to the configuration η with
η|A ≡ 1, η|Ac ≡ −1.
Lemma 2.4.1. Suppose that the process survives. Then for any σ > 0 there is a positive
integer n such that
Pχ[−n,n]d (At 6= ∅ ∀t ≥ 0) > 1− σ2.
To obtain (S2) from this result observe that the process started with a single 1
at the origin has [−n, n]d fully occupied by time 1 with some positive probability,
so we can use the strong Markov property and attractiveness to restart the pro-
cess at time 1 starting from χ[−n,n]d and obtain Pχ{0}(At 6= ∅ ∀t ≥ 0) > 0. Observe
that the lemma is a simple consequence of duality when the initial condition for
ηt is ν[−n,n]d instead of χ[−n,n]d . Indeed, using (2.3) with D = Zd gives
lim
n→∞
Pν[−n,n]d (At 6= ∅ ∀t ≥ 0)
= lim
n→∞
lim
t→∞
Pν[−n,n]d (At 6= ∅) = lim
n→∞
lim
t→∞
PνZd
(
At ∩ [−n, n]d 6= ∅
)
= lim
n→∞
ν
({(E,F ) : E ∩ [−n, n]d 6= ∅}) = ν ({(E,F ) : E 6= ∅}) .
This last probability is 1 when ηt survives, so in this case given any ε > 0 we can
choose a positive integer m such that
Pν[−m,m]d (At 6= ∅ ∀t ≥ 0) > 1− ε. (2.13)
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Recall that in Proposition 2.2.1 we showed that the limit distributions of the
processes started at χZd and at νZd are the same. It is then reasonable to expect
that the asymptotic behavior as t→∞ of the process started at χ[−n,n]d is similar
to that of the process started at ν[−n,n]d , at least for large enough n. This idea will
allow us to derive the lemma from (2.13).
Proof of Lemma 2.4.1. Let ε > 0 and choose m to be the positive integer obtained
in (2.13). To extend this inequality to the process started at χ[−n,n]d we will con-
sider two copies of the process η1t and η2t coupled using the graphical represen-
tation, with η1t started at ν[−m,m]d and η2t at χ[−n,n]d for some large n > m. For
simplicity we will write Q(k) = [−k, k]d.
We want to obtain a space-time cone growing linearly in time such that
∪t≥0{t}×AνQ(m)t is contained in that cone with high probability. To achieve
this we compare A
νQ(m)
t with a branching random walk Zt with branching rate
β/(2d) and no deaths (that is, each particle in Zt gives birth to a new particle at
each neighbor at rate β/(2d), and multiple particles per site are allowed). Let
{pt(x, y)}x,y∈Zd be the transition probabilities of a simple random walk in Zd that
moves to each neighbor at rate β/(2d) and let Ct be the set-valued process given
by
Ct =
{
x ∈ Zd : Zt(x) > 0
}
.
For D ⊆ Zd, ZDt and CDt will denote the processes started with all sites in D
occupied by one particle and no particles outside D. It is not hard to see that for
any t > 0 and any x ∈ Zd,
E
(
Z
{0}
t (x)
)
= eβtpt(0, x)
(see, for instance, the proof of Proposition I.1.21 in Liggett (1999)). Therefore,
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for any D ⊆ Zd,
E
(∣∣∣C{0}t ∩Dc∣∣∣) ≤∑
x/∈D
E
(
Z
{0}
t (x)
)
= eβt
∑
x/∈D
pt(0, x).
From this we get that if k > m and c > 0 then
E
(∣∣∣CQ(m)t ∩Q(k + ct)c∣∣∣) ≤ (2m+ 1)deβt ∑
‖x‖∞>k−m+ct
pt(0, x). (2.14)
Now if Xt is the one dimensional random walk starting at 0 and moving to each
neighbor at rate β/(2d), Chebyshev’s inequality gives
P(|Xt| > k −m+ ct) = 2P(Xt − k +m− ct > 0)
≤ 2E(eXt−k+m−ct) = 2e−(k−m)e−ct+ β2d (e+e−1−2)t.
The last equality can be obtained by seeing Xt as the difference between two
independent Poisson random variables, each with mean (βt)/(2d), and using
the fact that the moment generating function of a Poisson random variable Y
with mean λ is E
(
esY
)
= eλ(e
s−1). Applying this bound to each coordinate of the
d-dimensional walk we get that
∑
‖x‖∞>k−m+ct
pt(0, x) ≤ dP(|Xt| > k −m+ ct) ≤ 2de−(k−m)e−ct+
β
2d
(e+e−1−2)t,
and then using (2.14) we deduce that c can be taken large enough so that
E
(∣∣∣CQ(m)t ∩Q(k + ct)c∣∣∣) ≤ 2d(2m+ 1)de−(k−m)e−t.
Observe that, by the definition of Zt, the process A
νQ(m)
t is dominated by C
Q(m)
t ,
so the last bound implies that
E
(∫ ∞
0
∣∣AνQ(m)t ∩Q(k + ct)c∣∣ dt
)
≤
∫ ∞
0
E
(∣∣CQ(m)t ∩Q(k + ct)c∣∣) dt ≤ 2d(2m+ 1)de−(k−m). (2.15)
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We can use this inequality to estimate the probability that At ⊆ Q(k+ 1 + ct) for
all t ≥ 0. Observe that if x ∈ At∩Q(k+ 1 + ct)c, the particle at x survives at least
until time t+ 2/c with probability e−2α(1+δ)/c, and thus x ∈ As∩Q(k+ cs)c for all
s ∈ [t+ 1/c, t+ 2/c] with at least that probability. We deduce that
EνQ(m)
(∫ ∞
0
|At ∩Q(k + ct))c| dt
)
≥ PνQ(m)(At ∩Q(k + 1 + ct)c 6= ∅ for some t ≥ 0) e−2α(1+δ)/c1
c
.
Therefore, if we let
G1 =
{
A1t ⊆ Q(k + 1 + ct) ∀t ≥ 0
}
,
(where A1t denotes the set of 1’s in the process η1t started at νQ(m)), we can use
this bound together with (2.15) to get
P(Gc1) ≤ 2cd(2m+ 1)de2α(1+δ)/ce−(k−m).
Choosing now k large enough yields
P(G1) > 1− ε.
Now take n > k, T > 0, let (t − T )+ = (t − T ) ∨ 0, and call G2 the event
that on the space-time region ∪t≥0{t}×Q(n+ c(t− T )+) the environment for η2t
dominates the environment for η1t (with respect to the order (2.1)):
G2 =
{
B2t ⊆ B1t on Q(n+ c(t− T )+) ∀t ≥ 0
}
.
We want this space-time region to contain the region defining G1, so we let
T = (n− k − 1)/c.
Observe that, since we are coupling the processes using the canonical cou-
pling given by the graphical representation, once the environment is equal for
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both process at a given site, it stays equal at that site from that time on. In par-
ticular, B2t dominates B1t on Q(n) for all t ≥ 0. For any other site, any symbol
•−1 or ∗−1 leaves the environment equal for both process. Therefore,
P(Gc2) ≤
∑
x/∈Q(n)
P
(
no •−1 or ∗−1 at x by time T + (‖x‖∞ − n)/c
)
=
∑
j>n
|Q(j) \Q(j − 1)|e−α(1+δ)(T+(j−n)/c)
≤ eα(1+δ)(k+1)/c
∑
j>n
(2j + 1)de−α(1+δ)j/c.
By taking n large enough we obtain
P(G2) > 1− ε. (2.16)
Finally, let
G3 =
{
A1t 6= ∅ ∀t ≥ 0
}
.
By (2.13), P(G3) > 1− ε. Observe that on the event G1 ∩G2 ∩G3, η2t contains 1’s
at all times with probability 1. Therefore
Pχ[−n,n]d (At 6= ∅ ∀t ≥ 0) ≥ P(G1 ∩G2 ∩G3)
≥ 1− P(Gc1)− P(Gc2)− P(Gc3)
> 1− 3ε,
and choosing ε small enough we get the result.
In the following lemma we combine and extend for our process the results
in Liggett (1999) that lead to the block conditions. Consider the process Lηt, for
L > 0, where no births are allowed outside of (−L,L)d. Define N+(L, T ) to be
the maximal number of space-time points in
S+(L, T ) = {(x, s) ∈ ({L} × [0, L)d−1)× [0, T ] : x ∈ LAs}
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such that each pair of these points having the same spatial coordinate have their
time coordinates at distance at least 1.
Lemma 2.4.2. Suppose that the process survives. Then for any σ > 0 there is a positive
integer n satisfying the following: for any given pair of positive integers N and M ,
there are choices of a positive integer L and a positive real number T such that
Pχ[−n,n]d
(∣∣
LAT ∩ [0, L)d
∣∣ > N) ≥ 1− σ2−d (2.17a)
and
Pχ[−n,n]d
(
N+(L, T ) > M
) ≥ 1− σ2−d/d. (2.17b)
Proof. By Lemma 2.4.1 we can choose a large enough integer n such that
Pχ[−n,n]d (At 6= ∅ ∀t ≥ 0) > 1− σ2. (2.18)
Having this, the proof of the lemma is a simple adaptation of the corresponding
proofs for the contact process. To avoid repetition of published results, we will
explain the main ideas involved and why the original proofs still work with the
random environment, but refer the reader to Section I.2 of Liggett (1999) for the
details.
We claim the following: for any finite A ⊆ Zd and any N ≥ 1,
lim
t→∞
lim
L→∞
PχA
( |LAt| ≥ N) = PχA(At 6= ∅ ∀t ≥ 0) . (2.19)
To see that this is true, we observe that
lim
L→∞
PχA
( |LAt| ≥ N) = PχA( |At| ≥ N)
and then argue that, conditioned on survival, |At| −→ ∞ as t −→ ∞ with prob-
ability 1. This follows from the easy fact that there is an εN > 0 such that if
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|A| ≤ N then the process started with 1’s at A becomes extinct with probability
at least εN , so
PχA(0 < |At| ≤ N) εN ≤ PχA(t < τ <∞) −−−→
t→∞
0.
The next step is to use positive correlations to localize estimates on the car-
dinality of LAt to a specific orthant of Zd: for every N ≥ 1 and L ≥ n,
Pχ[−n,n]d
( ∣∣
LAt ∩ [0, L)d
∣∣ ≤ N) ≤ [Pχ[−n,n]d( |LAt| ≤ 2dN)]2−d . (2.20)
This relation follows easily from the positive correlations result in Lemma 2.2.3,
and its proof is identical the proof of Proposition I.2.6 in Liggett (1999).
Observe that (2.18), (2.19), and (2.20) together suffice to obtain (2.17a). The
preceding arguments can be modified to obtain similar estimates for N+(L, T ),
which in turn give (2.17b). The only detail remaining is getting the same L and
T to work for both inequalities. This is done by obtaining sequences Lj ↗ ∞
and Tj ↗ ∞ such that (2.17a) holds with L = Lj and T = Tj for every j ≥ 1,
and then adapting the arguments above to show that (2.17b) must hold for some
pair (Lj, Tj). We refer the reader to the proof of Theorem I.2.12 in Liggett’s book
for the details on how this is achieved, and remark that the argument depends
only on properties such as positive correlations and the Feller property which
are available both for ηt and the contact process.
We state now the block conditions that are equivalent to the survival of the
process.
Theorem 2.4.3. The process survives if and only if for any given ε > 0 there are positive
integers n and L and a positive real number T such that the following conditions (BC)
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are satisfied:
Pχ[−n,n]d
(
L+2nAT+1 ⊇ x+ [−n, n]d for some x ∈ [0, L)d
)
> 1− ε (BC1)
and
Pχ[−n,n]d
(
L+2nAt+1 ⊇ x+ [−n, n]d for some 0 ≤ t ≤ T
and some x ∈ {L+ n} × [0, L)d−1) > 1− ε. (BC2)
Observe that these conditions correspond exactly to the conditions in Theo-
rem I.2.12 of Liggett (1999). This will allow us to borrow the arguments from
Liggett’s book to prove that (BC) implies survival for ηt. The reason why we
need the conditions (BC) starting ηt from χ[−n,n]d is because the proof of their suf-
ficiency for survival (as well as their use in the proof of Theorem 2.1.2) demands
obtaining repeatedly cubes fully occupied by 1’s and, at each step, restarting the
process at the lowest possible configuration having those cubes fully occupied.
Proof of Theorem 2.4.3. The proof uses the exact same arguments as those in the
proofs of Theorems I.2.12 and I.2.23 in Liggett (1999). As before, we will only
make some remarks and refer the reader to Liggett’s book for the details.
The necessity of (BC) follows from Lemma 2.4.2, by choosing the quantities
N and M to be large enough to produce the desired boxes filled with 1’s.
For the sufficiency of (BC), attractiveness and (S2) imply that it is enough
to show that for some n > 0 the process started at χ[−n,n]d contains 1’s at all
times (by using, as above, the fact that for any given n > 0 the process started at
χ{0} has [−n, n]d fully occupied by time 1 with some positive probability). The
proof of this fact relies on starting with a large enough cube fully occupied by
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1’s and then moving its center in an appropriate way. This is used to compare
the process with supercritical oriented site percolation, and conclude that such
boxes exist for all times with positive probability.
The following consequence of Theorem 2.4.3 is obtained in the same way as
for the contact process, see Theorem I.2.25 in Liggett (1999) for the details.
Corollary 2.4.4. If β = βc(α, δ) or δ = δc(α, β), then the process dies out.
2.5 Complete convergence
We are ready now to use the block construction of Section 2.4 to prove Theorem
2.1.2. The key step in the proof will be to obtain the result in the special case
where the initial distribution µ is a probability measure of the form νA, in which
case we can use duality.
Proposition 2.5.1. For every A ⊆ Zd,
ηνAt =⇒ PνA(τ <∞) ν + PνA(τ =∞) ν.
To prove the proposition we need a preliminary lemma. Both the proof of
the proposition and this lemma are inspired by the proof Theorem 2 in Durrett
and Møller (1991).
We will denote by PνA,νC the probability measure associated to starting the
process at νA and its dual at νC , using the same realization of the graphical
representation, as explained in Section 2.2.2.
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Lemma 2.5.2. For every finite C ⊆ Zd and every ε > 0, if r is a positive real number
and s is large enough, then
∣∣∣PνA,νC(τ > s
2
, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)
−PνA
(
τ >
s
2
)
PνC
(
Aˆrr 6= ∅, Bˆr0 ∩D 6= ∅
)∣∣∣ < ε.
Observe that for the (ordinary) contact process, the forward process and the
dual are independent when they run on nonoverlapping time intervals, so this
fact is trivial and holds with s/2 replaced by s.
Proof of Lemma 2.5.2. Given r and ε, there is a q = q(|C|) such that every dual
active path in (ηˆνC ,ru )0≤u≤r stays inside C + [−q, q]d with probability at least 1− ε.
To see this, observe that the number of particles in all such dual active paths is
dominated by Xr, where (Xr)r≥0 is a branching process starting with |C| par-
ticles and with birth rate β and death rate 0 (we are ignoring deaths and coa-
lescence of paths). By Markov’s inequality, P(Xr > q) ≤ E(Xr)/q ≤ ε for large
enough q. Since any dual active path in ηˆνC ,rt starts inside C, Xr ≤ q implies that
all dual active paths are contained inside C + [−q, q]d up to time r.
Now denote by η(µρ,s/2)t and ηˆ
(µρ,s/2),r
t modifications of the process and its
dual, constructed on the same graphical representation as the original ones,
where the environment is reset at time s/2 to its equilibrium µρ, independently
of its state before s/2 (that is, at time s/2 we replace every−1 by a 0 and then flip
every site to −1 with probability ρ, regardless of it being at state 0 or 1). Then
for given r and q, if s is large enough we have that
PνA,νC
(
Bu = B
(µρ,s/2)
u on C + [−q, q]d ∀u ∈ [s, s+ r]
)
≥ (1− e−α(1+δ)s/2)|C+[−q,q]d| > 1− ε. (2.21)
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Indeed, for any given x ∈ C + [−q, q]d the probability that Bu and B(µρ,s/2)u ar
equal at x for every u ∈ [s, s + r] is bounded below by the probability that
an exponential random variable with parameter α(1 + δ) is smaller than s/2
(because any symbol •−1 or ∗−1 above (x, s/2) leaves the environment at that
site equal for both processes from that time on).
The property discussed at the first paragraph of the proof together with
(2.21) imply that
∣∣∣PνA,νC(τ > s
2
, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)
−PνA,νC
(
τ >
s
2
, Aˆ(µρ,s/2),r+sr 6= ∅, Bˆ(µρ,s/2),r+s0 ∩D 6= ∅
)∣∣∣ < 2ε.
The statement of the lemma follows now from the independence of disjoint
parts of the graphical representation and the stationarity of Bt, since
PνA,νC
(
τ >
s
2
, Aˆ(µρ,s/2),r+sr 6= ∅, Bˆ(µρ,s/2),r+s0 ∩D 6= ∅
)
= PνA
(
τ >
s
2
)
PνC
(
Aˆ(µρ,s/2),r+sr 6= ∅, Bˆ(µρ,s/2),r+s0 ∩D 6= ∅
)
= PνA
(
τ >
s
2
)
PνC
(
Aˆrr 6= ∅, Bˆr0 ∩D 6= ∅
)
.
Proof of Proposition 2.5.1. The result is straightforward in the subcritical case. If
the process survives, and since weak convergence in this setting corresponds
to the convergence of the finite-dimensional distributions, it is enough to prove
that the following three properties hold for any two finite subsets C,D of Zd:
PνA(At ∩ C 6= ∅) −−−→
t→∞
PνA(τ =∞) ν ( {(E,F ) : E ∩ C 6= ∅}) , (c1)
PνA(Bt ∩D 6= ∅) = PνA (τ <∞) ν
( {(E,F ) : F ∩D 6= ∅})
+ PνA(τ =∞) ν ( {(E,F ) : F ∩D 6= ∅}) , (c2)
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and
PνA(At ∩ C 6= ∅, Bt ∩D 6= ∅)
−−−→
t→∞
PνA(τ =∞) ν ( {(E,F ) : E ∩ C 6= ∅, F ∩D 6= ∅}) . (c3)
Indeed, all the finite-dimensional distributions of the process are determined by
these probabilities via the inclusion-exclusion formula. Observe that the right
side of (c2) is equal to µρ({η : η(x) = −1 for some x ∈ D}).
(c1) follows from the same arguments used in Liggett (1999) for the contact
process. Using duality (Proposition 2.2.2), the proof of Theorem I.1.12 in that
book applies in the same way to obtain the fact that (c1) holds if and only if for
every x ∈ Zd and every A ⊆ Zd,
PνA(τ =∞) = PνA(x ∈ At i.o.) (2.22a)
and
lim
n→∞
lim inf
t→∞
Pν[−n,n]d
(
At ∩ [−n, n]d 6= ∅
)
= 1. (2.22b)
The analogous conditions are checked for the contact process in the proof of
Theorem I.2.27 in Liggett (1999). (2.22a) follows from the same proof after some
minor modifications, so we will skip the argument. For (2.22b), Theorem 2.4.3
allows us to use Liggett’s arguments to get the desired limit when ν[−n,n]d is
replaced by χ[−n,n]d , so given any ε > 0 we can choose a large enough integer m
such that
lim inf
t→∞
Pχ[−m,m]d
(
At ∩ [−m,m]d 6= ∅
)
> 1− ε. (2.23)
Given this m, we can choose a large enough n so that the process started at
ν[−n,n]d contains at time 0 a fully occupied cube of side 2m + 1 (contained in
[−n, n]d) with probability at least 1 − ε (in fact, any translate of [−m,m]d con-
tained in [−n, n]d is fully occupied by 1’s with some probability p > 0, so we
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only need to choose n so that [−n, n]d contains enough disjoint translates of
[−m,m]d). On this event we can restart the process by putting every site outside
that cube at state −1 and use attractiveness, translation invariance, and (2.23) to
get
lim inf
t→∞
Pν[−n,n]d
(
At ∩ [−n, n]d 6= ∅
)
> (1− ε)2,
whence (2.22b) follows. There is only one detail to consider: in his book, Liggett
only proves the condition analogous to (2.22b) in the case d ≥ 2, because it is
simpler and the case d = 1 was already done in Liggett (1985). The difficulty in
the one-dimensional case arises from the fact that certain block events are not
independent. This can be overcome by comparing with k-dependent oriented
site percolation instead of ordinary oriented site percolation (see Theorem B26
in Liggett (1999)). We refer the reader to Section 5 of Durrett and Schonmann
(1987), where the authors use a similar block construction to derive a complete
convergence theorem for a general class of one-dimensional growth models.
(c2) is trivial due to the stationarity of the environment process. To prove
(c3) we start by observing that
PνA(Ar+s ∩ C 6= ∅, Br+s ∩D 6= ∅)
= PνA,νC
(
As ∩ Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)
, (2.24)
which follows from constructing (ηνAu )0≤u≤r+s and (ηˆνC ,r+su )0≤u≤r+s on the same
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copy of the graphical representation. On the other hand,∣∣∣PνA,νC(As ∩ Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅)
− PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)∣∣∣
= PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅, As ∩ Aˆr+sr = ∅, Bˆr+s0 ∩D 6= ∅
)
≤ PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅, As ∩ Aˆr+sr = ∅
)
= PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅
)
− PνA,νC
(
As ∩ Aˆr+sr 6= ∅
)
.
(2.25)
Observe that
PνA(s/2 < τ <∞) −−−→
s→∞
0.
Thus, for any given D ⊆ Zd and ε > 0, and for large enough s, we can write∣∣∣PνA,νC(As 6= ∅, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅)
−PνA,νC
(
τ > s/2, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)∣∣∣
= PνA,νC
(
s/2 < τ ≤ s, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)
≤ PνA(s/2 < τ <∞) < ε
3
.
(2.26)
Putting the previous observations together we get, for large enough s∣∣∣PνA(Ar+s ∩ C 6= ∅, Br+s ∩D 6= ∅)
−PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)∣∣∣
=
∣∣∣PνA,νC(As ∩ Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅)
−PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)∣∣∣ by (2.24)
≤ PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅
)
− PνA,νC
(
As ∩ Aˆr+sr 6= ∅
)
by (2.25)
≤ ε
3
+
∣∣∣PνA,νC(τ > s/2, Aˆr+sr 6= ∅)− PνA,νC(As ∩ Aˆr+sr 6= ∅)∣∣∣ by (2.26),
where we used D = Zd and the fact that PνA,νC (Bˆr+s0 6= ∅) = 1 in the application
of (2.26). Using again this fact to apply Lemma 2.5.2 with D = Zd, and then
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using duality we get∣∣∣PνA,νC(τ > s/2, Aˆr+sr 6= ∅)− PνA,νC(As ∩ Aˆr+sr 6= ∅)∣∣∣
≤ ε
3
+
∣∣∣PνA(τ > s/2)PνC(Aˆrr 6= ∅)− PνA,νC(As ∩ Aˆr+sr 6= ∅)∣∣∣
=
ε
3
+
∣∣∣PνA(τ > s/2)PνZd (Ar ∩ C 6= ∅)− PνA(Ar+s ∩ C 6= ∅)∣∣∣
for large enough s. By (c1), the last difference converges to 0 as r, s→∞, so we
finally get∣∣∣PνA(Ar+s ∩ C 6= ∅, Br+s ∩D 6= ∅)
−PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)∣∣∣ < ε
for large enough r, s.
This calculation implies that in order to prove (c3) it is enough to show that
PνA,νC
(
As 6= ∅, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅
)
−−−−→
r,s→∞
PνA(τ =∞) ν ((E,F ) : E ∩ C 6= ∅, F ∩D 6= ∅) .
Repeating the previous application of (2.26) and Lemma 2.5.2 we get that, for
large enough s,∣∣∣PνA,νC(As 6= ∅, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅)
−PνA(τ > s/2)PνC
(
Aˆrr 6= ∅, Bˆr0 ∩D 6= ∅
)∣∣∣
≤ ε
2
+
∣∣∣PνA,νC(τ > s/2, Aˆr+sr 6= ∅, Bˆr+s0 ∩D 6= ∅)
−PνA(τ > s/2)PνC
(
Aˆrr 6= ∅, Bˆr0 ∩D 6= ∅
)∣∣∣
≤ ε.
Therefore, we can finally reduce to proving that
PνA(τ > s/2)PνC
(
Aˆrr 6= ∅, Bˆr0 ∩D 6= ∅
)
−−−−→
r,s→∞
PνA(τ =∞) ν ((E,F ) : E ∩ C 6= ∅, F ∩D 6= ∅) .
49
This follows easily from duality, since (2.2) yields
PνA(τ > s/2)PνC
(
Aˆrr 6= ∅, Bˆr0 ∩D 6= ∅
)
= PνA(τ > s/2)PνZd
(
Ar ∩ C 6= ∅, Br ∩D 6= ∅
)
,
and this last term converges to the desired limit as r, s→∞.
We extend now Proposition 2.5.1 to the general case.
Proof of Theorem 2.1.2. It is enough to show that
lim
t→∞
Eµ(f(ηt)) = Pµ(τ <∞)
∫
f dν + Pµ(τ =∞)
∫
f dν (2.27)
for every f in the space of continuous increasing functions depending on finitely
many coordinates of X , which we will denote by F . To see this, observe that
given any two finite subsets C,D of Zd, the functions
f1(E,F ) = 1E∩C 6=∅, f2(E,F ) = 1F∩D=∅, and f3(E,F ) = 1E∩C 6=∅,F∩D=∅
are all in F and (as in the proof of Proposition 2.5.1) all the finite-dimensional
distributions of the process can be obtained from Eµ(f1(ηt)), Eµ(f2(ηt)), and
Eµ(f3(ηt)) by the inclusion-exclusion formula.
Let f be a function in F and observe that, in particular, f is bounded. One
inequality in (2.27) is easy: by the Markov property and attractiveness, given
0 < s < t we have that
Eµ(f(ηt)) = Eµ(f(ηt), τ < s) + Eµ(f(ηt), τ ≥ s)
= Eµ(Eηs(f(ηt−s), τ < s) + Eµ(Eηs(f(ηt−s)), τ ≥ s)
≤ E(f(η0t−s))Pµ(τ < s) + EχZd (f(ηt−s))Pµ(τ ≥ s),
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where η0t denotes the process started at the configuration η ≡ 0. Since η0t =⇒
µρ = ν and η
χZd
t =⇒ ν, we get
lim sup
t→∞
Eµ(f(ηt)) ≤ Pµ(τ < s)
∫
f dν + Pµ(τ ≥ s)
∫
f dν,
and now taking s→∞we deduce that
lim sup
t→∞
Eµ(f(ηt)) ≤ Pµ(τ <∞)
∫
f dν + Pµ(τ =∞)
∫
f dν. (2.28)
To obtain the other inequality in (2.27) we will begin by considering the case
µ = χ[−n,n]d and showing that, given any ε > 0 and any x ∈ Zd,
lim inf
t→∞
Eχx+[−n,n]d (f(ηt), τ =∞) ≥
∫
f dν − ε (2.29)
for large enough n. By the translation invariance of ηt and ν, it is enough to
consider the case x = 0. To show (2.29) we will use the construction introduced
in the proof of Lemma 2.4.1. Using the notation of that proof, recall that we
showed that, given any γ > 0, there are positive integers n > k > m such that
P(G1 ∩G2 ∩G3) > 1− 3γ.
This means that the processes η1t (started at ν[−m,m]d) and η2t (started at χ[−n,n]d)
can be coupled in such a way that, with probability at least 1 − 3γ, for all t ≥ 0
we have thatA1t 6= ∅,A2t 6= ∅,A1t ⊆ Q(k+1+ct), andB2t ⊆ B1t insideQ(k+1+ct).
Let G = G1∩G2∩G3 and γ > 0 and choose n > k > m so that P(G) > 1− 3γ.
We will denote by τ 1 and τ 2 the extinction times of the processes η1t and η2t ,
respectively. Define
ηˇt = (A
1
t , B
2
t )
and observe that, on the event G, ηˇt defines an X -valued process and, moreover,
η2t ≥ ηˇt for all t ≥ 0. Therefore, since f is increasing and {τ 2 =∞} ⊇ G,
E(f(η2t ), τ 2 =∞) ≥ E(f(η2t ),G) ≥ E(f(ηˇt),G) (2.30)
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for all t ≥ 0. Now observe that, trivially,
E(f(ηˇt),G) = E(f(ηˇt), τ 2 =∞)− E(f(ηˇt), τ 2 =∞,Gc),
and
E(f(ηˇt), τ 2 =∞,Gc) ≤ ‖f‖∞P(Gc) < 3γ‖f‖∞,
so
E(f(ηˇt),G) > E(f(ηˇt), τ 2 =∞)− 3γ‖f‖∞ (2.31)
for all t ≥ 0. On the other hand,
∣∣E(f(ηˇt), τ 2 =∞)− E(f(η1t ), τ 2 =∞)∣∣ −−−→
t→∞
0. (2.32)
To see this, observe that since f depends on finitely many coordinates, then
given any q > 0, f(ηˇs) = f(η1s) for all s ≥ t with probability at least 1 − q if t is
large enough. Indeed, if K ⊆ Zd is the finite set of coordinates of X on which f
depends, then repeating the calculations that led to (2.16) we get that
P
(
B1s (x) 6= B2s (x) for some x ∈ K and some s ≥ t
)
≤
∑
x∈K
P(no •−1 or ∗−1 at x by time t) = |K|e−α(1+δ)t −−−→
t→∞
0.
Therefore, given any q > 0,
∣∣E(f(ηˇt), τ 2 =∞)− E(f(η1t ), τ 2 =∞)∣∣ ≤ E(∣∣f(ηˇt)− f(η1t )∣∣) ≤ 2q‖f‖∞
for large enough t, and we get (2.32). Finally, we have that
E(f(η1t ), τ 2 =∞) = E(f(η1t ), τ 1 =∞)−
(
E(f(η1t ), τ 1 =∞)− E(f(η1t ),G)
)
− (E(f(η1t ),G)− E(f(η1t ), τ 2 =∞) ,
and since G ⊆ {τ 1 =∞} ∩ {τ 2 =∞},
∣∣E(f(η1t ), τ i =∞)− E(f(η1t ),G)∣∣ ≤ ‖f‖∞P(Gc) < 3γ‖f‖∞
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for i = 1, 2. Thus Proposition 2.5.1 implies that
lim inf
t→∞
E(f(η1t ), τ 2 =∞) > P(τ 1 =∞)
∫
f dν − 6γ‖f‖∞,
and since P(τ 1 =∞) ≥ P(G) > 1− 3γ we obtain
lim inf
t→∞
E(f(η1t ), τ 2 =∞) >
∫
f dν − 9γ‖f‖∞. (2.33)
Putting (2.30), (2.31), (2.32), and (2.33) together we deduce that
lim inf
t→∞
E(f(η2t ), τ 2 =∞) ≥
∫
f dν − 12γ‖f‖∞,
and choosing γ appropriately we obtain (2.29).
Getting back to the proof of the remaining inequality in (2.27), let ε > 0 and
choose n ∈ N so that (2.29) holds. Define
N = inf
{
k ∈ N : ηk ⊇ x+ [−n, n]d for some x ∈ Zd
}
and let p = Pχ{0}
(
A1 ⊇ x + [−n, n]d for some x ∈ Zd
)
> 0. Observe that for any
k ≥ 0, if Ak 6= ∅ then Ak+1 contains some translate of [−n, n]d with probability
at least p (by attractiveness and translation invariance) and therefore, since the
Poisson processes used in the graphical representation for disjoint time intervals
are independent, we deduce that
{τ =∞} ⊆ {N <∞}. (2.34)
When N < ∞ we will denote by X the center of the corresponding fully occu-
pied box. If there is more than one point x such that x+[−n, n]d is fully occupied
by 1’s at time N , we pick X to be the one minimizing φ(x), where φ is any fixed
bijection between Zd and N (this ensures that the events {X = x} are disjoint for
different x). Then given m ∈ N, the Markov property and attractiveness imply
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that
Eµ(f(ηt), τ =∞) ≥
m∑
k=0
Eµ(f(ηt), τ =∞, N = k)
=
m∑
k=0
Eµ
(
Eηk(f(ηt−k), τ =∞), N = k
)
≥
m∑
k=0
∑
x∈Zd
Eµ(Eχx+[−n,n]d (f(ηt−k) , τ =∞), N = k ,X = x)
for t ≥ m. Since f is bounded, (2.29) implies that
lim inf
t→∞
Eµ(f(ηt), τ =∞) ≥
(∫
f dν − ε
) m∑
k=0
∑
x∈Zd
Pµ(N = k, X = x)
=
(∫
f dν − ε
)
Pµ(N ≤ m).
Taking now m→∞we get by (2.34) that
lim inf
t→∞
Eµ(f(ηt), τ =∞) ≥
(∫
f dν − ε
)
Pµ(N <∞) ≥
(∫
f dν − ε
)
Pµ(τ =∞)
if ε <
∫
f dν, and taking ε→ 0 we deduce that
lim inf
t→∞
Eµ(f(ηt), τ =∞) ≥ Pµ(τ =∞)
∫
f dν.
On the other hand, by arguments similar to those that led to (2.28) (using attrac-
tiveness to compare with the process started at χ∅) we get
lim inf
t→∞
Eµ(f(ηt), τ <∞) ≥ Pµ(τ <∞)
∫
f dν.
We finally deduce that
lim inf
t→∞
Eµ(f(ηt)) ≥ Pµ(τ <∞)
∫
f dν + Pµ(τ =∞)
∫
f dν,
and the proof is ready.
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CHAPTER 3
LIMIT THEOREMS FOR INDIVIDUAL-BASED MODELS IN
ECONOMICS AND FINANCE∗
There is a widespread recent interest in using ideas from sta-
tistical physics to model certain types of problems in eco-
nomics and finance. The main idea is to derive the macro-
scopic behavior of the market from the random local inter-
actions between agents. Our purpose is to present a gen-
eral framework that encompasses a broad range of mod-
els, by proving a law of large numbers and a central limit
theorem for certain interacting particle systems with very
general state spaces. To do this we draw inspiration from
some work done in mathematical ecology and mathemati-
cal physics. The first result is proved for the system seen
as a measure-valued process, while to prove the second one
we will need to introduce a chain of embeddings of some ab-
stract Banach and Hilbert spaces of test functions and prove
that the fluctuations converge to the solution of a certain
generalized Gaussian stochastic differential equation taking
values in the dual of one of these spaces.
3.1 Introduction
We consider interacting particle systems of the following form. There is a fixed
number N of particles, each one having a type w ∈ W . The particles change
their types via two mechanisms. The first one corresponds simply to transi-
tions from one type to another at some given rate. The second one involves a
∗Remenik, Daniel (2009), Stochastic Processes and their Applications, Vol. 119: 2401-2435
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direct interaction between particles: pairs of particles interact at a certain rate
and acquire new types according to some given (random) rule. We will allow
these rates to depend directly on the types of the particles involved and on the
distribution of the whole population on the type space.
Our purpose is to prove limit theorems, as the number of particles N goes to
infinity, for the empirical random measures νNt associated to these systems. νNt
is defined as follows: if ηNt (i) ∈ W denotes the type of the i-th particle at time t,
then
νNt =
1
N
N∑
i=1
δηNt (i),
where δw is the probability measure on W assigning mass 1 to w.
Our first result, Theorem 3.3.1, provides a law of large numbers for νNt on
a finite time interval [0, T ]: the empirical measures converge in distribution to
a deterministic continuous path νt in the space of probability measures on W ,
whose evolution is described by a certain system of integro-differential equa-
tions. Theorem 3.4.1 analyzes the fluctuations of the finite system νNt around νt,
and provides an appropriate central limit result: the fluctuations are of order
1/
√
N , and the asymptotic behavior of the process
√
N
(
νNt − νt
)
has a Gaussian
nature. This second result is, as could be expected, much more delicate than the
first one.
In recent years there has been an increasing interest in the use of interact-
ing particle systems to model phenomena outside their original application to
statistical physics, with special attention given to models in ecology, economics,
and finance. Our model is specially suited for the last two types of problems, in
particular because we have assumed a constant number of particles, which may
represent agents in the economy or financial market (ecological problems, on the
59
other hand, usually require including birth and death of particles). Particle sys-
tems were first used in this context in Fo¨llmer (1974), and they have been used
recently by many authors to analyze a variety of problems in economics and fi-
nance. The techniques that have been used are diverse, including, for instance,
ideas taken from the Ising model in Fo¨llmer (1974), the voter model in Giesecke
and Weber (2004), the contact process in Huck and Kosfeld (2007), the theory
of large deviations in Dai Pra, Runggaldier, Sartori, and Tolotti (2007), and the
theory of queuing networks in Davis and Esparragoza-Rodriguez (2007) and
Bayraktar, Horst, and Sircar (2007).
Our original motivation for this work comes precisely from financial model-
ing. It is related to some problems studied by Darrell Duffie and coauthors (see
Examples 3.2.1 and 3.3.3) in which they derive some models from the random
local interactions between the financial agents involved, based on the ideas of
Duffie and Sun (2007). Our initial goal was to provide a general framework
in which this type of problems could be rigorously analyzed, and in particular
prove a law of large numbers for them. In our general setting, W will be al-
lowed to be any locally compact complete separable metric space. Considering
type spaces of this generality is one of the main features of our model, and it
allows us to provide a unified framework to deal with models of different na-
ture (for instance, the model in Example 3.2.1 has a finite type space and the
limit solves a finite system of ordinary differential equations, while in Exam-
ple 3.3.3 the type space is R and the limit solves a system of uncountably many
integro-differential equations).
To achieve this first goal, we based our model and techniques on ideas taken
from the mathematical biology literature, and in particular on Fournier and
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Me´le´ard (2004), where the authors study a model that describes a spatial ecolog-
ical system where plants disperse seeds and die at rates that depend on the local
population density, and obtain a deterministic limit similar to ours. We remark
that, following their ideas, our results could be extended to systems with a non-
constant population by adding assumptions which allow to control the growth
of the population, but we have preferred to keep this part of the problem simple.
The central limit result arose as a natural extension of this original question,
but, as we already mentioned, it is much more delicate. The extra technical dif-
ficulties are related with the fact that the fluctuations of the process are signed
measures (as opposed to the process νNt which takes values in a space of prob-
ability measures), and the space of signed measures is not well suited for the
study of convergence in distribution. The natural topology to consider for this
space in our setting, that of weak convergence, is in general not metrizable. One
could try to regard this space as the Banach space dual of the space of contin-
uous bounded functions on W and endow it with its operator norm, but this
topology is too strong in general to obtain tightness for the fluctuations (ob-
serve that, in particular, the total mass of the fluctuations
√
N
(
νNt − νt
)
is not
a priori bounded uniformly in N ). To overcome this difficulty we will show
convergence of the fluctuations as a process taking values in the dual of a suit-
able abstract Hilbert space of test functions. We will actually have to consider
a sequence of embeddings of Banach and Hilbert spaces, which will help us in
controlling the norm of the fluctuations. This approach is inspired by ideas
introduced in Me´tivier (1987) to study weak convergence of some measure-
valued processes using sequences of Sobolev embeddings. Our proof is based
on Me´le´ard (1998), where the author proves a similar central limit result for a
system of interacting diffusions associated with Boltzmann equations.
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The rest of the paper is organized as follows. Section 3.2 contains the de-
scription of the general model, Section 3.3 presents the law of large numbers
for our system, and Section 3.4 presents the central limit theorem, together with
the description of the extra assumptions and the functional analytical setting we
will use to obtain it. All the proofs are contained in Section 3.5.
3.2 Description of the Model
3.2.1 Introductory example
To introduce the basic features of our model and fix some ideas, we begin by
presenting one of the basic examples we have in mind.
Example 3.2.1. We consider the model for over-the-counter markets introduced
in Duffie, Gaˆrleanu, and Pedersen (2005). There is a “consol”, which is an as-
set paying dividends at a constant rate of 1, and there are N investors that can
hold up to one unit of the asset. The total number of units of the asset remains
constant in time, and the asset can be traded when the investors contact each
other and when they are contacted by marketmakers. Each investor is charac-
terized by whether he or she owns the asset or not, and by an intrinsic type
that is “high” or “low”. Low-type investors have a holding cost when owning
the asset, while high-type investors do not. These characteristics will be repre-
sented by the set of types W = {ho, hn, lo, ln}, where h and l designate the high-
and low-type of an investor while o and n designate whether an investor owns
or not the asset.
At some fixed rate λd, high-type investors change their type to low. This
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means that each investor runs a Poisson process with rate λd (independent from
the others), and at each event of this process the investor changes his or her
intrinsic type to low (nothing happens if the investor is already of low-type).
Analogously, low-type investors change to high-type at some rate λu. The meet-
ings between agents are defined as follows: each investor decides to look for
another investor at rate β (understood as before, i.e., at the times of the events
of a Poisson process with rate β), chooses the investor uniformly among the set
of N investors, and tries to trade. Additionally, each investor contacts a mar-
ketmaker at rate ρ. The marketmakers pair potential buyers and sellers, and the
model assumes that this pairing happens instantly. At equilibrium, the rate at
which investors trade through marketmakers is ρ times the minimum between
the fraction of investors willing to buy and the fraction of investors willing to
sell (see Duffie et al. (2005) for more details). In this model, the only encounters
leading to a trade are those between hn- and lo-agents, since high-type investors
not owning the asset are the only ones willing to buy, while low-type investors
owning the asset are the only ones willing to sell.
Theorem 3.3.1 will imply the following for this model: as N goes to infin-
ity, the (random) evolution of the fraction of agents of each type converges to
a deterministic limit which is the unique solution of the following system of
ordinary differential equations:
u˙ho(t) = 2βuhn(t)ulo(t) + ρmin{uhn(t), ulo(t)}+ λuulo(t)− λduho(t),
u˙hn(t) =−2βuhn(t)ulo(t)− ρmin{uhn(t), ulo(t)}+ λuuln(t)− λduhn(t),
u˙lo(t) =−2βuhn(t)ulo(t)− ρmin{uhn(t), ulo(t)} − λuulo(t) + λduho(t),
u˙ln(t) = 2βuhn(t)ulo(t) + ρmin{uhn(t), ulo(t)} − λuuln(t) + λduhn(t).
(3.1)
Here uw(t) denotes the fraction of type-w investors at time t. This determinis-
tic limit corresponds to the one proposed in Duffie et al. (2005) for this model
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(see the referred paper for the interpretation of this equations and more on this
model).
3.2.2 Description of the General Model
We will denote by IN = {1, . . . , N} the set of particles in the system. In line
with our original financial motivation, we will refer to these particles as the
“agents” in the system (like the investors of the aforementioned example). The
possible types for the agents will be represented by a locally compact Polish
(i.e., separable, complete, metrizable) space W . Given a metric space E, P(E)
will denote the collection of probability measures on E, which will be endowed
with the topology of weak convergence. When E = W , we will simply write
P = P(W ). We will denote by Pa the subset of P consisting of purely atomic
measures.
The Markov process νNt we are interested in takes values in Pa and describes
the evolution of the distribution of the agents over the set of types. We recall
that it is defined as
νNt =
1
N
N∑
i=1
δηNt (i),
where δw is the probability measure on W assigning mass 1 to w ∈ W and
ηNt (i) corresponds to the type of the agent i at time t. In other words, the vector
ηNt ∈ W IN gives the configuration of the set of agents at time t, while for any
Borel subset A of W , νNt (A) is the fraction of agents whose type is in A at time t.
The dynamics of the process is defined by the following rates:
• Each agent decides to change its type at a certain rate γ(w, νNt ) that de-
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pends on its current type w and the current distribution νNt . The new type
is chosen according to a probability measure a(w, νNt , dw′) on W .
• Each agent contacts each other agent at a certain rate that depends on
their current types w1 and w2 and the current distribution νNt : the total
rate at which a given type-w1 agent contacts type-w2 agents is given by
Nλ(w1, w2, ν
N
t )ν
N
t ({w2}). After a pair of agents meet, they choose together
a new pair of types according to a probability measure b(w1, w2, νNt , dw′1⊗
dw′2) (not necessarily symmetric in w1, w2) on W×W .
For a fixed µ ∈ Pa, a(w, µ, dw′) and b(w1, w2, µ, dw′1 ⊗ dw′2) can be interpreted,
respectively, as the transition kernels of Markov chains in W and W×W .
Let B(W ) be the collection of bounded measurable functions on W and
Cb(W ) be the collection of bounded continuous functions on W . For ν ∈ P
and ϕ ∈ B(W ) (or, more generally, any measurable function ϕ) we write
〈ν, ϕ〉 =
∫
W
ϕdν.
Observe that 〈
νNt , ϕ
〉
=
1
N
N∑
i=1
ϕ(ηNt (i)).
We make the following assumption:
Assumption A.
(A1) The rate functions γ(w, ν) and λ(w,w′, ν) are defined for all ν ∈ P . They
are non-negative, measurable in w and w′, bounded respectively by con-
stants γ and λ, and continuous in ν.
(A2) a(w, ν, ·) and b(w,w′, ν, ·) are measurable in w and w′.
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(A3) The mappings
ν 7−→
∫
W
γ(w, ν) a(w, ν, ·) ν(dw) and
ν 7−→
∫
W
∫
W
λ(w1, w2, ν) b(w1, w2, ν, ·) ν(dw2) ν(dw1),
which assign to each ν ∈ Pa a finite measure on W and W ×W , respec-
tively, are continuous with respect to the topology of weak convergence
and Lipschitz with respect to the total variation norm: there are constants
Ca, Cb > 0 such that∥∥∥∥∫
W
γ(w, ν1)a(w, ν1, ·) ν1(dw)−
∫
W
γ(w, ν2)a(w, ν2, ·) ν2(dw)
∥∥∥∥
TV
≤ Ca‖ν1 − ν2‖TV
and∥∥∥∥∥
∫
W
∫
W
λ(w1, w2, ν1)b(w1, w2, ν1, ·) ν1(dw2) ν1(dw1)
−
∫
W
∫
W
λ(w1, w2, ν2)b(w1, w2, ν2, ·) ν2(dw2) ν2(dw1)
∥∥∥∥∥
TV
≤ Cb‖ν1 − ν2‖TV.
We recall that the total variation norm of a signed measure µ is defined by
‖µ‖TV = sup
ϕ: ‖ϕ‖∞≤1
|〈µ, ϕ〉| .
(A3) is satisfied, in particular, whenever the rates do not depend on ν.
3.3 Law of large numbers for νNt
Our first result shows that the process νNt converges in distribution, as the num-
ber of agents N goes to infinity, to a deterministic limit that is characterized by
a measure-valued system of differential equations (written in its weak form).
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Given a metric space S, we will denote by D([0, T ], S) the space of ca`dla`g
functions ν : [0, T ] −→ S, and we endow these spaces with the Skorohod topol-
ogy (see Ethier and Kurtz (1986) or Billingsley (1999) for a reference on this
topology and weak convergence in general). Observe that our processes νNt
have paths on D([0, T ],P) (recall that we are endowing P with the topology of
weak convergence, which is metrizable). We will also denote by C([0, T ], S) the
space of continuous functions ν : [0, T ] −→ S.
Theorem 3.3.1. Suppose that Assumption A holds. For any given T > 0, consider
the sequence of P-valued processes νNt on [0, T ], and assume that the sequence of initial
distributions νN0 converges in distribution to some fixed ν0 ∈ P . Then the sequence νNt
converges in distribution in D([0, T ],P) to a deterministic νt in C([0, T ],P), which is
the unique solution of the following system of integro-differential equations: for every
ϕ ∈ B(W ) and t ∈ [0, T ],
〈νt, ϕ〉 = 〈ν0, ϕ〉+
∫ t
0
∫
W
γ(w, νs)
∫
W
(ϕ(w′)− ϕ(w)) a(w, νs, dw′) νs(dw) ds
+
∫ t
0
∫
W
∫
W
λ(w1, w2, νs)
∫
W×W
(ϕ(w′1) + ϕ(w
′
2)− ϕ(w1)− ϕ(w2))
· b(w1, w2, νs, dw′1⊗dw′2) νs(dw2) νs(dw1) ds.
(S1)
Observe that, in particular, (S1) implies that for every Borel set A ⊆ W and
almost every t ∈ [0, T ],
dνt(A)
dt
= −
∫
A
(
γ(w, νt) +
∫
W
(
λ(w,w′, νt) + λ(w′, w, νt)
)
νt(dw
′)
)
νt(dw)
+
∫
W
γ(w, νt)a(w, νt, A) νt(dw)
+
∫
W
∫
W
λ(w,w′, νt)
[
b(w,w′, νt, A×W ) + b(w,w′, νt,W×A)
]
νt(dw
′) νt(dw).
(S1′)
Furthermore, standard measure theory arguments allow to show that the sys-
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tem (S1′) actually characterizes the solution of (S1) (by approximating the test
functions ϕ in (S1) by simple functions).
(S1′) has an intuitive interpretation: the first term on the right side is the total
rate at which agents leave the set of typesA, the second term is the rate at which
agents decide to change their types to a type in A, and the third term is the rate
at which agents acquire types in A due to interactions between them.
The following corollary of the previous result is useful when writing and
analyzing the limiting equations (S1) or (S1′) (see, for instance, Example 3.3.3).
Corollary 3.3.1. In the context of Theorem 3.3.1, assume that ν0 is absolutely contin-
uous with respect to some measure µ on W and that the measures∫
W
γ(w, ν0)a(w, ν0, ·) ν0(dw) and
∫
W
∫
W
λ(w1, w2, ν0)b(w1, w2, ν0, ·) ν0(dw1) ν0(dw2)
are absolutely continuous with respect to µ and µ⊗µ, respectively. Then the limit νt is
absolutely continuous with respect to µ for all t ∈ [0, T ].
The following two examples show two different kinds of models: one with
a finite type space and the other with W = R. The first model is the one given
in Example 3.2.1.
Example 3.3.2 (Continuation of Example 3.2.1). To translate into our framework
the model for over-the-counter markets of Duffie et al. (2005), we take W =
{ho, hn, lo, ln} and consider a set of parameters γ, a, λ, and bwith all but λ being
independent of νNt . Let
γ(ho) = γ(hn) = λd, a(ho, ·) = δlo, a(hn, ·) = δln,
γ(lo) = γ(ln) = λu, a(lo, ·) = δho, a(ln, ·) = δhn.
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Observe that with this definition, high-type investors become low-type at rate
λd and low-type investors become high-type at rate λu, just as required. For the
encounters between agents we take
λ(hn, lo, ν) = λ(lo, hn, ν) =

β + ρ
2
ν({hn})∧ν({lo})
ν({hn})ν({lo}) if ν({hn})ν({lo}) > 0,
β if ν({hn})ν({lo}) = 0,
b(hn, lo, ν, ·) = δ(ho,ln), and b(lo, hn, ν, ·) = δ(ln,ho)
(where a ∧ b = min{a, b}), and for all other pairs w1, w2 ∈ W , λ(w1, w2, ν) = 0
(recall that the only encounters leading to a trade are those between hn- and lo-
agents and vice versa, in which case trade always occurs). The rates λ(hn, lo, ν)
and λ(lo, hn, ν) have two terms: the rate β corresponding to the rate at which
hn-agents contact lo-agents, plus a second rate reflecting trades carried out via
a marketmaker. The form of this second rate assures that hn- and lo- agents
meet through marketmakers at the right rate of ρ ν({hn}) ∧ ν({lo}). It is not
difficult to check that these parameters satisfy Assumption A, using the fact
that x ∧ y = (x+ y − |x− y|)/2 for x, y ∈ R.
Now let uw(t) = νt({w}), where νt is the limit of νNt given by Theorem 3.3.1.
We need to compute the right side of (S1′) with A = {w} for each w ∈ W . Take,
for example, w = ho. We get
u˙ho(t) = λuulo(t)− λduho(t) + βuhn(t)ulo(t) + ρ
2
uhn(t) ∧ ulo(t)
+ βulo(t)uhn(t) +
ρ
2
uhn(t) ∧ ulo(t),
which corresponds exactly to the first equation in (3.1). The other three equa-
tions follow similarly.
Example 3.3.3. Our second example is based on the model for information per-
colation in large markets introduced in Duffie and Manso (2007). We will only
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describe the basic features of the model, for more details see the cited paper.
There is a random variable X of concern to all agents which has two possible
values, “high” or “low”. Each agent holds some information about the outcome
of X , and this information is summarized in a real number x which is a suffi-
cient statistic for the posterior probability assigned by the agent (given his or
her information) to the outcome of X being high. We take these statistics as the
types of the agents (so W = R). The model is set up so that these statistics sat-
isfy the following: after a type-x1 agent and a type-x2 agent meet and share their
information, x1 + x2 becomes a sufficient statistic for the posterior distribution
of X assigned by both agents given now their shared information.
In this model the agents change types only after contacting other agents, so
we take γ ≡ 0, and encounters between agents occur at a constant rate λ > 0.
The transition kernel for the types of the agents after encounters is independent
of νNt and is given by
b(x1, x2, ·) = b(x2, x1, ·) = δ(x1+x2,x1+x2)
for every x1, x2 ∈ R. This choice for the parameters trivially satisfies Assump-
tion A.
To compute the limit of the process, let A be a Borel subset of R. Then, since
γ ≡ 0 and λ is constant, (S1′) gives
ν˙t(A) = −2λνt(A) + λ
∫
R2
(
δ(x+y,x+y)(R×A) + δ(x+y,x+y)(A×R)
)
νt(dy) νt(dx)
= −2λνt(A) + 2λ
∫
R2
δx+y(A) νt(dy) νt(dx)
= −2λνt(A) + 2λ
∫ ∞
−∞
νt(A− x) νt(dx),
where A− x = {y ∈ R : y + x ∈ A}. Therefore,
ν˙t(A) = −2λνt(A) + 2λ(νt∗νt)(A). (3.3)
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Using Corollary 3.3.1 we can write the last equation in a nicer form: if we
assume that the initial condition ν0 is absolutely continuous with respect to the
Lebesgue measure, then the measures νt have a density gt with respect to the
Lebesgue measure, and we obtain
g˙t(x) = −2λgt(x) + 2λ
∫ ∞
−∞
gt(z − x)gt(z) dz = −2λgt(x) + 2λ(gt∗gt)(x).
This is the system of integro-differential equations proposed in Duffie and
Manso (2007) for this model (except for the factor of 2, which is omitted in that
paper).
3.4 Central limit theorem for νNt
Theorem 3.3.1 gives the law of large numbers for νNt , in the sense that it obtains
a deterministic limit for the process as the size of the market goes to infinity.
We will see now that, under some additional hypotheses, we can also obtain a
central limit result for our process: the fluctuations of νNt around the limit νt
are of order 1/
√
N , and they have, asymptotically, a Gaussian nature. As we
mentioned in the Introduction, this result is much more delicate than Theorem
3.3.1, and we will need to work hard to find the right setting for it.
The fluctuations process is defined as follows:
σNt =
√
N
(
νNt − νt
)
.
σNt is a sequence of finite signed measures, and our goal is to prove that it con-
verges to the solution of a system of stochastic differential equations driven by
a Gaussian process. As we explained in the Introduction, regarding the fluctu-
ations process as taking values in the space of signed measures, and endowing
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this space with the topology of weak convergence (which corresponds to see-
ing the process as taking values in the Banach space dual of Cb(W ) topologized
with the weak∗ convergence) is not the right approach for this problem. The
idea will be to replace the test function space Cb(W ) by an appropriate Hilbert
space H1 and regard σNt as a linear functional acting on this space via the map-
ping ϕ 7−→ 〈σNt , ϕ〉. In other words, we will regard σNt as a process taking values
in the dualH1′ of a Hilbert spaceH1.
The space H1 that we choose will depend on the type space W . Actually,
whenever W is not finite we will not need a single space, but a chain of seven
spaces embedded in a certain structure. Our goal is to handle (at least) the
following four possibilities for W : a finite set, Zd, a “sufficiently smooth” com-
pact subset of Rd, and all of Rd. We wish to handle these cases under a unified
framework, and this will require us to abstract the necessary assumptions on
our seven spaces and the parameters of the model. We will do this in Sections
3.4.1 and 3.4.2, and then in Section 3.4.3 we will explain how to apply this ab-
stract setting to the four type spaces W that we just mentioned.
3.4.1 General setting
During this and the next subsection we will assume as given the collection of
spaces in which our problem will be embedded, and then we will make some
assumptions on the parameters of our process that will assure that they are com-
patible with the structure of these spaces. The idea of this part is that we will
try to impose as little as possible on these spaces, leaving their definition to be
specified for the different cases of type space W .
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The elements we will use are the following:
• Four separable Hilbert spaces of measurable functions on W , H1, H2, H3,
andH4.
• Three Banach spaces of continuous functions on W , C0, C2, and C3.
• Five continuous functions ρ0, ρ1, ρ2, ρ3, ρ4 : W −→ [1,∞) such that ρi ≤ ρi+1
for i = 0, 1, 2, 3, ρi ∈ Ci for i = 0, 2, 3, and for all w ∈ W , ρp1(w) ≤ Cρ4(w)
for some C > 0 and p > 1 (this last requirement is very mild, as we will
see in the examples below, but will be necessary in the proof of Theorem
3.4.1).
The seven spaces and the five functions introduced above must be related
in a specific way. First, we assume that the following sequence of continuous
embeddings holds:
C0 ↪−→ H1 ↪−→
c
H2 ↪−→ C2 ↪−→ H3 ↪−→ C3 ↪−→ H4, (B1)
where the c under the second arrow means that the embedding is compact. We
recall that a continuous embeddingE1 ↪→ E2 between two normed spacesE1, E2
implies, in particular, that ‖·‖E2 ≤ C‖·‖E1 for some C > 0, while saying that the
embedding is compact means that every bounded set in E1 is compact in E2.
Second, we assume that for i = 1, 2, 3, 4, if ϕ ∈ Hi then
|ϕ(w)| ≤ C ‖ϕ‖Hi ρi(w) (B2)
for all w ∈ W , for some C > 0 which does not depend on ϕ. The same holds for
the spaces Ci: for i = 0, 2, 3 and ϕ ∈ Ci,
|ϕ(w)| ≤ C ‖ϕ‖Ci ρi(w). (B3)
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The functions ρi will typically appear as weighting functions in the definition of
the norms of the spaces Hi and Ci. They will dictate the maximum growth rate
allowed for functions in these spaces.
We will denote by Hi′ and Ci′ the topological duals of the spaces Hi and Ci,
respectively, endowed with their operator norms (in particular, the spaces Hi′
and Ci′ are Hilbert and Banach spaces themselves). Observe that (B1) implies
the following dual continuous embeddings:
H4′ ↪−→ C3′ ↪−→ H3′ ↪−→ C2′ ↪−→ H2′ ↪−→
c
H1′ ↪−→ C0′. (B1′)
Before continuing, let us describe briefly the main ideas behind the proof of
our central limit theorem, which will help explain why this is a good setting for
proving convergence of the fluctuations process. What we want to prove is that
σNt converges in distribution, as a process taking values in H1′, to the solution
σt of a certain stochastic differential equation (see (S2) below). The approach
we will take to prove this (the proof of Theorem 3.3.1 follows an analogous
line) is standard: we first prove that the sequence σNt is tight, then we show
that any limit point of this sequence satisfies the desired stochastic differential
equation, and finally we prove that this equation has a unique solution (in dis-
tribution). To achieve this we will follow the line of proof of Me´le´ard (1998).
Our sequence of embeddings (B1′) corresponds there to a sequence of embed-
dings of weighted Sobolev spaces (see (3.11) in the cited paper); in particular,
we will use a very similar sequence of spaces to deal with the case W = Rd in
Section 3.4.3.4. One important difficulty with this approach is the following: the
operator Js associated with the drift term of our limiting equation (see (3.4)), as
well as the corresponding operators JNs for σNt (see (3.18)), cannot in general be
taken to be bounded as operators acting on any of the spaces Hi. This forces us
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to introduce the spaces Ci, on which (B3) plus some assumptions on the rates of
the process will assure that Js and JNs are bounded.
The scheme of proof will be roughly as follows. We will consider the semi-
martingale decomposition of the real-valued process
〈
σNt , ϕ
〉
, for ϕ ∈ H4, and
then show that the martingale part defines a martingale in H4′. This, together
with a moment estimate on the norm of the martingale part in H4′ and the
boundedness of the operators JNs in C3′, will allow us to deduce that σNt can
be seen as a semimartingale in H3′, and moreover give its semimartingale de-
composition. Next, we will give a uniform estimate (in N ) of the norm of σNt
in C2′. This implies the same type of estimate in H2′, and this will allow us to
obtain the tightness of σNt inH1′. The fact that the embeddingH2′ ↪→ H1′ is com-
pact is crucial in this step. Then we will show that all limit points of σNt have
continuous paths in H1′ and they all satisfy the desired stochastic differential
equation (S2). Unfortunately, it will not be possible to achieve this last part in
H1′, due to the unboundedness of Js in this space. Consequently, we are forced
to embed the equation in the (bigger) space C0′. The boundedness of Js in C0′
will also allow us to obtain uniqueness for the solutions of this equation in this
space, thus finishing the proof.
Our last assumption (D below) will assure that our abstract setting is com-
patible with the rates defining our process. Before that, we need to replace As-
sumptions (A1) and (A2) by stronger versions:
Assumption C.
(C1) There is a family of finite measures
{
Γ(w, z, ·)}
w,z∈W on W , whose total
masses are bounded by γ, such that for every w ∈ W and every ν ∈ P we
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have
γ(w, ν)a(w, ν, dw′) =
∫
W
Γ(w, z, dw′) ν(dz).
Γ(w, z, ·) is measurable in w and continuous in z.
(C2) There is a family of measures
{
Λ(w1, w2, z, ·)
}
w1,w2,z∈W on W ×W , whose
total masses are bounded by λ, such that for every w1, w2 ∈ W and every
ν ∈ P we have
λ(w1, w2, ν)b(w1, w2, ν, dw
′
1⊗dw′2) =
∫
W×W
Λ(w1, w2, z, dw
′
1⊗dw′2) ν(dz).
Λ(w1, w2, z, ·) is measurable in w1 and w2 and continuous in z.
The intuition behind this assumption is the following: the total rate at which
a type-w agent becomes a type-w′ agent is computed by averaging the effect
that each agent in the market has on this rate for the given agent. Observe that,
under this assumption, (A3) holds.
Remark 3.4.1. Assumption C has the effect of linearizing the jump rates in ν.
This turns out to be very convenient, because it will allow us to express the drift
term of the stochastic differential equation describing the limiting fluctuations
σt ((S2) below) as Jtσt for some Jt ∈ C0′ (see (3.4) and (3.18)). A more general
approach would be to assume that the jump kernels, seen as operators acting on
C0′, are Fre´chet differentiable. In that case we would need to change the form of
the drift operator Jt in the limiting equation and of Assumption D below, but
the proof of Theorem 3.4.1 would still work, without any major modifications.
To avoid extra complications, and since all the examples we have in mind satisfy
Assumption C, we will restrict ourselves to this simpler case.
We introduce the following notation: given a measurable function ϕ on W ,
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let
Γϕ(w; z) =
∫
W
(ϕ(w′)− ϕ(w)) Γ(w, z, dw′) and
Λϕ(w1, w2; z) =
∫
W×W
(ϕ(w′1) + ϕ(w
′
2)− ϕ(w1)− ϕ(w2)) Λ(w1, w2, z, dw′1⊗dw′2).
These quantities can be thought of as the jump kernels for the process associated
with the effect of a type-z agent on the transition rates. Averaging these rates
with respect to νNt (dz) gives the total jump kernel for the process.
Assumption D.
(D1) There is a C > 0 such that for all w, z ∈ W and i = 0, 1, 2, 3, 4,∫
W
ρ2i (w
′) Γ(w, z, dw′) < C
(
ρ2i (w) + ρ
2
i (z)
)
.
(D2) There is a C > 0 such that for all w1, w2, z ∈ W and i = 0, 1, 2, 3, 4,∫
W×W
(
ρ2i (w
′
1) + ρ
2
i (w
′
2)
)
Λ(w1, w2, z, dw
′
1⊗dw′2) < C
(
ρ2i (w1) + ρ
2
i (w2) + ρ
2
i (z)
)
.
(D3) Let µ1, µ2 ∈ P be such that 〈µi, ρ24〉 <∞ and define the following operator
acting on measurable functions ϕ on W :
Jµ1,µ2ϕ(z) =
∫
W
Γϕ(w; z)µ1(dw) +
∫
W
Γϕ(z;x)µ2(dx)
+
∫
W
∫
W
Λϕ(w1, w2; z)µ1(dw2)µ1(dw1)
+
∫
W
∫
W
Λϕ(w, z;x)µ1(dw)µ2(dx)
+
∫
W
∫
W
Λϕ(z, w;x)µ2(dw)µ2(dx).
Then:
(i) Jµ1,µ2 is a bounded operator on Ci, for i = 0, 2, 3. Moreover, its norm
can be bounded uniformly in µ1, µ2.
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(ii) There is a C > 0 such that given any ϕ ∈ C0 and any µ1, µ2, µ3, µ4 ∈ P
satisfying 〈µi, ρ24〉 <∞,
‖(Jµ1,µ2 − Jµ3,µ4)ϕ‖C0 ≤ C ‖ϕ‖C0
(‖µ1 − µ3‖C2′ + ‖µ2 − µ4‖C2′) .
(D1) and (D2) correspond to moment assumptions on the transition rates of
the agents, and assure that the agents do not jump “too far”. (D3.i) says two
things: first, that the jump kernel defined by the rates preserves the structure of
the spaces Ci and, second, that the resulting operator is bounded, which will im-
ply the boundedness of the drift operators Js and JNs mentioned above. (D3.ii)
involves a sort of strengthening of the Lipschitz condition (A3) on the rates, and
will be used to prove uniqueness for the limiting stochastic differential equa-
tion. Observe that by taking larger weighting functions ρi, which corresponds
to taking smaller spaces of test functions Hi, we add more moment assump-
tions on the rates of the process; on the other hand, asking for more structure on
the spaces Hi and Ci, such as differentiability in the Euclidean case, adds more
requirements on the regularity of the rates.
3.4.2 Statement of the theorem
For ξ ∈ Hi′ (respectively Ci′) and ϕ ∈ Hi (respectively Ci) we will write
〈ξ, ϕ〉 = ξ(ϕ).
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Given ϕ ∈ H1 and z ∈ W define
Jsϕ(z) =
∫
W
Γϕ(w; z) νs(dw) +
∫
W
Γϕ(z;x) νs(dx)
+
∫
W
∫
W
Λϕ(w1, w2; z) νs(dw2) νs(dw1)
+
∫
W
∫
W
[
Λϕ(z, w;x) + Λϕ(w, z;x)
]
νs(dw) νs(dx)
(3.4)
Observe that Js = Jνs,νs . Therefore, under moment assumptions on νs, (D3.i)
implies that Js is a bounded operator on each of the spaces Ci. Observe that if we
integrate the first and third terms on the right side of (3.4) with respect to νs(dz),
we obtain the integral term in (S1). In our central limit result, the variable z will
be integrated against the limiting fluctuation process σt. The other two terms in
(3.4) correspond to fluctuations arising from the dependence of the rates on its
other arguments (the types of the agents involved).
The operator Js (or, more properly, its adjoint J∗s ) will appear in the drift
term of the stochastic differential equation describing the limiting fluctuations
process, which will be expressed as a Bochner integral. We recall that these
integrals are an extension of the Lebesgue integral to functions taking values on
a Banach space, see Section V.5 in Yosida (1995) for details.
Theorem 3.4.1. Assume that Assumptions C and D hold, that (B1), (B2), and (B3)
hold, and that
√
N(νN0 − ν0) =⇒ σ0, sup
N≥0
E
(∥∥∥√N (νN0 − ν0)∥∥∥2C2′
)
<∞,
sup
N≥0
E
(〈
νN0 , ρ
2
4
〉)
<∞, and E(〈ν0, ρ24〉) <∞ (3.5)
hold, where the convergence in distribution above is in H1′. Then the sequence of pro-
cesses σNt converges in distribution in D([0, T ],H1′) to a process σt ∈ C([0, T ],H1′).
This process is the unique (in distribution) solution in C0′ of the following stochastic
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differential equation:
σt = σ0 +
∫ t
0
J∗sσs ds+ Zt, (S2)
where the above is a Bochner integral, J∗s is the adjoint of the operator Js in C0, and Zt
is a centered C0′-valued Gaussian process with quadratic covariations specified by
[
Z·(ϕ1), Z·(ϕ2)
]
t
=
∫ t
0
∫
W
∫
W
∫
W
(ϕ1(w
′)− ϕ1(w))(ϕ2(w′)− ϕ2(w)) Γ(w, z, dw′)
· νs(dz) νs(dw) ds
+
∫ t
0
∫
W
∫
W
∫
W
∫
W×W
(ϕ1(w
′
1) + ϕ1(w
′
2)− ϕ1(w1)− ϕ1(w2))
· (ϕ2(w′1) + ϕ2(w′2)− ϕ2(w1)− ϕ2(w2))
· Λ(w1, w2, z, dw′1⊗dw′2) νs(dz) νs(dw2) νs(dw1) ds
for every ϕ1, ϕ2 ∈ C0.
We will denote by Cϕ1,ϕ2s the sum of the two terms inside the time integrals
above, so [
Z·(ϕ1), Z·(ϕ2)
]
t
=
∫ t
0
Cϕ1,ϕ2s ds.
Remark 3.4.2.
1. (S2) implies, in particular, that the solution σt satisfies
〈σt, ϕ〉 = 〈σ0, ϕ〉+
∫ t
0
〈σs, Jsϕ〉 ds+ Zt(ϕ) (S2-w)
simultaneously for every ϕ ∈ C0.
2. Observe that for any ϕ1, . . . , ϕk ∈ C0, the process
Zϕ1,...,ϕkt = (Zt(ϕ1), . . . , Zt(ϕk))
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is a continuous Rk-valued centered martingale with deterministic
quadratic covariations, so it can be represented as
Zϕ1,...,ϕkt
d
=
∫ t
0
(
[Cs]
ϕ1,...,ϕk
)1/2
dBs,
where [Ct]ϕ1,...,ϕk is the k × k matrix-valued process with entries given
by [Cϕ1,...,ϕkt ]ij = C
ϕi,ϕj
t , ([Ct]ϕ1,...,ϕk)1/2 is the square root of this matrix,
and Bt is a standard k-dimensional Brownian motion. Thus, writing
〈σt;ϕ1, . . . , ϕk〉 =
(〈σt, ϕ1〉 , . . . , 〈σt, ϕk〉)we have
〈σt;ϕ1, . . . , ϕk〉 d=
∫ t
0
〈σt; Jsϕ1, . . . , Jsϕk〉 ds+
∫ t
0
(
[Cs]
ϕ1,...,ϕk
)1/2
dBs. (3.6)
3. The limiting fluctuations σt have zero mass in the following sense: when-
ever 1 ∈ C0 and 〈σ0,1〉 = 0, 〈σt,1〉 = 0 for all t ∈ [0, T ] almost surely. This
follows from (3.6) simply by observing that, in this case, Js1 and C1,1s are
both always zero.
Before presenting concrete examples where the setting and assumptions of
this section hold, we present a general condition which allows to deduce that
the assumptions (3.5) on the initial distributions νN0 , ν0, and σN0 hold (namely,
that νN0 is a product measure).
Theorem 3.4.2. In the setting of Theorem 3.4.1, assume that νN0 is the product of N
copies of a fixed probability measure ν0 ∈ P (i.e., νN0 is chosen by picking the initial
type of each agent independently according to ν0), and that E(〈ν0, ρ24〉) <∞. Then νN0
converges in distribution in P to ν0, σN0 converges in distribution in H1′ to a centered
GaussianH1′-valued random variable σ0, and all the assumptions in (3.5) are satisfied.
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3.4.3 Application to concrete type spaces
In this part we will present conditions under which the assumptions of Theorem
3.4.1 are satisfied in the four cases discussed at the beginning of this section.
3.4.3.1 Finite W
This is the easy case. The reason is that Cb(W ) can be identified with R|W |, and
thus σNt can be regarded as an R|W |-valued process, so most of the technical
issues disappear. In particular, Theorem 3.4.1 can be proved in this case by
arguments very similar to those leading to Theorem 3.3.1.
In the abstract setting of Theorem 3.4.1, it is enough to choose ρi ≡ 1 and
Hi = Ci = R|W | ∼= `2(W ) for the right indices i ∈ {0, 1, 2, 3, 4} in each case.
(B1) follows simply from the finite-dimensionality of R|W | and the equivalence
of all norms in finite dimensions and (B2), (B3), and Assumption D are satisfied
trivially.
Theorem 3.4.1 takes a simpler form in this case. Write W = {w1, . . . , wk},
σNi (t) = σ
N
t ({wi}), fi(σ) =
k∑
j=1
Js1{wi}(wj)σj, and gij(t) = C
1{wi},1{wj}
t ,
where σ above is in Rk. Also write F (σ) =
(
f1(σ), . . . , fk(σ)
)
and G(t) =(
gij(t)
)
i,j=1...,k
. Observe that G(t) is a positive semidefinite matrix for all t ≥ 0.
Theorem 3a. In the above context, assume that Assumption C holds and that
√
N
(
νN0 − ν0
)
=⇒ σ0 and sup
N>0
E
(∣∣∣√N (νN0 − ν0)∣∣∣2) <∞,
where the probability measures νNt and νt are taken here as elements of [0, 1]k and σ0 ∈
Rk. Then the sequence of processes σN(t) converges in distribution in D([0, T ],Rk) to
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the unique solution σ(t) of the following system of stochastic differential equations:
dσ(t) = F (σ(t)) dt+G1/2(t) dBt, (S2-f)
where Bt is a standard k-dimensional Brownian motion.
Example 3.4.3. This example provides a very simple model of agents changing
their opinions on some issue of common interest, with rates of change depend-
ing on the “popularity” of each alternative. These opinions will be represented
by W = {−m, . . . ,m} (m can be thought of as being the strongest agreement
with some idea, 0 as being neutral, and−m as being the strongest disagreement
with it). Alternatively, one could think of the model as describing the locations
of the agents, who move according to the density of agents at each site.
The agents move in two ways. First, each agent feels attracted to other po-
sitions proportionally to the fraction of agents occupying them. Concretely, we
assume that an agent at position i goes to position j at rate βqi,jνNt ({j}), where
Q = (qi,j)i,j∈W is the transition matrix of a Markov chain on W . One interpreta-
tion of these rates is that each agent decides to try to change its position at rate β,
chooses a possible new position j according to Q, and then changes its position
with probability νt({j}) and stays put with probability 1− νt({j}). Second, each
agent leaves its position at a rate proportional to the fraction of agents at its own
position. We assume then that, in addition to the previous rates, each agent at
position i goes to position j at rate αpi,jνNt ({i}), where P = (pi,j)i,j∈W is defined
analogously to Q. This can be thought of as the agent leaving its position i due
to “overcrowding” at rate ανt({i}) and choosing a new position according to P .
We assume for simplicity that pi,i = qi,i = 0 for all i ∈ W .
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We will set up the rates using the notation of Assumption C:
Γ(i, k, {j}) =

αpi,j if k = i
βqi,j if k = j
0 otherwise
and Λ ≡ 0.
Assume that νN0 converges in distribution to some ν0 ∈ P , let νt be the limit
given by Theorem 3.3.1 and write ut(i) = νt({i}). It is easy to check that ut
satisfies
dut(i)
dt
= α
m∑
j=−m
pj,iut(j)
2 − αut(i)2 + β
m∑
j=−m
[
qj,i − qi,j
]
ut(i)ut(j).
Now let σt be the limit in distribution of the fluctuations process
√
N
(
uNt −
ut
)
, and assume that the initial distributions νN0 and ν0 satisfy the assumptions
of Theorem 3a. It easy to check as before that
Fi(σt) = 2α
m∑
j=−m
pj,iut(j)σt(j)−2αut(i)σt(i)+β
m∑
j=−m
[
qj,i−qi,j
](
ut(i)σt(j)+ut(j)σt(i)
)
.
Thus, after computing the quadratic covariations we obtain the following: if ?
denotes the coordinate-wise product in R|W | (i.e., u ? v(i) = u(i)v(i)) then the
limiting fluctuations process σt solves
dσt = 2αP
t(ut?σt) dt− 2αut?σt dt+ β
([
Qt −Q]σt)?ut dt
+ β
([
Qt −Q]ut)?σt dt+√G(t) dBt,
whereBt is a (2m+1)-dimensional standard Brownian motion andG(t) is given
by
Gi,j(t) =

α
∑
k 6=i
pk,iut(k)
2 + αut(i)
2 + β
∑
k 6=i
(
qk,i + qi,k
)
ut(i)ut(k) if i = j
−α(pj,iut(j)2 + pi,jut(i)2)− β(qj,i + qi,j)ut(i)ut(j) if i 6= j.
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3.4.3.2 W = Zd
In this case Cb(W ) is no longer finite-dimensional and, moreover, the type space
is not compact, so we will need to make use of the weighting functions ρi. We
let D = bd/2c+ 1 and take
ρi(x) =
√
1 + |x|2iD.
Clearly, we have in this case that ρp1 ≤ Cρ4 for C = p = 2.
Consider the following spaces:
C0 = `∞(Zd) =
{
ϕ : Zd → R such that ‖ϕ‖∞ <∞
}
,
Ci = `∞,iD(Zd) =
{
ϕ : Zd → R such that ‖ϕ‖∞,iD = sup
x∈Zd
|ϕ(x)|
1 + |x|iD <∞
}
(for i = 2, 3),
Hi = `2,iD(Zd) =
{
ϕ : Zd → R such that ‖ϕ‖22,iD =
∑
x∈Zd
|ϕ(x)|2
1 + |x|2iD <∞
}
(for i = 1, 2, 3, 4),
endowed with the norms defined within these definitions (we observe that ρi
does not appear explicitly in the definition of the spaces Ci, but the definition
does not change if we replace the weighting function 1+|x|iD appearing there by
ρi). These spaces are easily checked to be Banach (the Ci) and Hilbert (theHi) as
required. With these definitions we have the following continuous embeddings:
`∞(Zd) ↪−→ `2,D(Zd) ↪−→
c
`2,2D(Zd) ↪−→ `∞,2D(Zd) ↪−→ `2,3D(Zd)
↪−→ `∞,3D(Zd) ↪−→ `2,4D(Zd)
(3.7)
(these embeddings will be proved in the proof of Theorem 3b).
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To obtain (D1) and (D2) we will need to assume now that∑
y∈Zd
|y|8DΓ(x, z, {y}) ≤ C (1 + |x|8D + |z|8D) and (3.8a)
∑
y1,y2∈Zd
(|y1|8D + |y2|8D)Λ(x1, x2, z, {(y1, y2)})
≤ C (1 + |x1|8D + |x2|8D + |z|8D)
(3.8b)
for all x1, x2, z ∈ Zd (the other six inequalities in (D1) and (D2) follow from these
two and Jensen’s inequality). We remark that in Me´le´ard (1998) the author also
needs to assume moments of order 8D for the jump rates (8D+2 in her case, see
(H′1) in her paper).
Theorem 3b. In the above context, suppose that Assumption C holds and that (3.5),
(3.8a), and (3.8b) hold. Then the conclusion of Theorem 3.4.1 is valid, i.e., σNt converges
in distribution in D([0, T ], `−2,D(Zd)) (where `−2,D(Zd) is the dual of `2,D(Zd)) to the
unique solution σt of the (`∞(Zd)′-valued) system given in (S2).
We recall that the dual of `∞(Zd) can be identified with the space of finitely
additive measures on Zd, and thus every ξ ∈ `∞(Zd)′ can be represented as(
ξ(x)
)
x∈Zd and we can write
〈ξ, ϕ〉 =
∑
x∈Zd
ϕ(x)ξ(x)
for ϕ ∈ `∞(Zd). Therefore, (S2) can be expressed in this case in a manner analo-
gous to (S2-f).
Example 3.4.4. Here we consider a well-known model in mathematical biology,
the Fleming-Viot process, which was originally introduced in Fleming and Viot
(1979) as a stochastic model in population genetics with a constant number of
individuals which keeps track of the positions of the individuals. We will actu-
ally consider the version of this model studied in Ferrari and Maric´ (2007).
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We take as a type space W = Z+ and consider an infinite matrix
Q = (q(i, j))i,j∈W∪{0} corresponding to the transition rates of a conservative
continuous-time Markov process on W ∪ {0}, for which 0 is an absorbing state
(observe that, in particular, q(i, i) = −∑j 6=i q(i, j)). Each individual moves inde-
pendently according to Q, until it gets absorbed at 0. On absorption, it chooses
an individual uniformly from the population and jumps (instantaneously) to its
position. We assume that the exit rates from each site are uniformly bounded,
i.e., supi≥1
∑
j∈(W∪{0})\{i} q(i, j) <∞ (this is so that (A1) is satisfied). The rates
take the following form:
Γ(i, k, {j}) =

q(i, j) if k 6= j and i 6= j
q(i, j) + q(i, 0) if k = j and i 6= j
0 if i = j
and Λ ≡ 0.
Observe that with this definition, the total rate at which a particle at i jumps to
j when the whole population is at state ν is given by q(i, j) + q(i, 0)ν({j}).
We will write uNt (i) = νNt ({i}). It is clear that this model satisfies the as-
sumptions of Theorem 3.3.1. Therefore, if the initial distributions uN0 converge,
and we denote by ut the limit given by Theorem 3.3.1, we obtain that for each
i ≥ 1,
dut({i})
dt
=
∑
j≥1
[
q(i, j) + q(i, 0)ut(j)
]
ut(i).
This limit was obtained in Theorem 1.2 of Ferrari and Maric´ (2007) (though there
the convergence is proved for each fixed t).
To study the fluctuations process we need to add the following moment as-
sumption on Q: ∑
j≥1
j8q(i, j) ≤ C(1 + i8)
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for some C > 0 independent of i. With this, if (3.5) holds, we can apply Theorem
3.4.1. By the remark following Theorem 3b, to express the limiting system for
the fluctuations process it is enough to apply (S2-w) to functions of the form
ϕ = 1i for each i ≥ 1. Doing this, and after some algebraic manipulations, we
deduce that the limiting fluctuations process σt is the unique process with paths
in C([0, T ], `∞(Z+)′) satisfying the following stochastic differential equation:
dσt = Q
tσt dt+
(∑
k≥1
Q(k, 0)σt(k)
)
ut dt+
(∑
k≥1
Q(k, 0)ut(k)
)
σt dt+
√
Vt dBt,
where Bt is an infinite vector of independent standard Brownian motions and
Vt is given by
Vt(i, j) =

∑
k 6=i
[
q(k, i) + q(k, 0)ut(i)
]
ut(k)
−[q(i, i)− q(i, 0)]ut(i) + q(i, 0)ut(i)2 if i = j,
−q(i, j)ut(i)− q(j, i)ut(j)−
[
q(i, 0) + q(j, 0)
]
ut(i)ut(j) if i 6= j.
3.4.3.3 W = Ω, a compact, sufficiently smooth subset of Rd
Unlike the last case, the type space W is now compact, so we can simply take
ρi ≡ 1. Nevertheless,W is not a discrete set now, and this leads us to use Sobolev
spaces for our sequence of continuous embeddings:
C3D(Ω) ↪−→ H3D(Ω) ↪−→
c
H2D(Ω) ↪−→ CD(Ω) ↪−→ HD(Ω) ↪−→ C(Ω) ↪−→ L2(Ω)
(with D = bd/2c+1 as before), where Ck(Ω) is the space of continuous functions
on Ω with k continuous derivatives, endowed with the norm
‖ϕ‖Ck(Ω) =
∑
|α|≤k
sup
x∈Ω
|∂αϕ(x)| ,
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and Hk(Ω) is the Sobolev space (with respect to the L2(Ω) norm) of order k, i.e.,
the space of functions on Ω with k weak derivatives in L2(Ω), endowed with the
norm
‖ϕ‖2Hk(Ω) =
∑
|α|≤k
∫
Ω
|∂αϕ(x)|2 dx.
The above embeddings are either direct or are consequences of the usual
Sobolev embedding theorems, see Theorem 4.12 of Adams (2003). For these
to hold we need Ω to be sufficiently smooth (a locally Lipschitz boundary is
enough). The compact embedding H2D(Ω) ↪→ HD(Ω) is a consequence of the
Rellich–Kondrakov Theorem (see Theorem 6.3 of Adams (2003)).
In this case (D1) and (D2) hold trivially. (D3) is much more delicate, and
we will just leave it stated as it is. (The assumptions (H3), (H3)′, and (H3)′′ of
Me´le´ard (1998) give some particular conditions which, if translated to our set-
ting, would assure that (D3) holds. These conditions are suitable in her setting
but they unfortunately rule out some interesting examples for us).
Theorem 3c. In the above context, assume that Assumption and C holds, and that
(D3) and (3.5) hold. Then the conclusion of Theorem 3.4.1 is valid, i.e., σNt converges
in distribution in D([0, T ], H−3D(Ω)) (where H−3D(Ω) is the dual of H3D(Ω)) to the
unique solution σt of the (C3D(Ω)′-valued) system given in (S2).
3.4.3.4 W = Rd
This case combines both of the difficulties encountered before: W is neither dis-
crete nor compact. To get around these problems we need to use now weighted
Sobolev spaces. The weighting functions ρi are given by
ρi(x) =
√
1 + |x|2iD+2q,
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where D = bd/2c+ 1 and q ∈ N (to be chosen). We consider now the spaces Cj,k
of continuous functions ϕ with continuous partial derivatives up to order j and
such that lim|x|→∞ |∂αϕ(x)| /(1 + |x|k) = 0 for all |α| ≤ j, with the norms
‖ϕ‖Cj,k =
∑
|α|≤j
sup
x∈Rd
|∂αϕ(x)|
1 + |x|k ,
(as in Section 3.4.3.2, the weigthing functions ρi do not appear explicitly here,
but the definition does not change if we replace the term 1 + |x|k by√1 + |x|2k)
and the weighted Sobolev spaces W j,k0 (with respect to the L2 norm) defined as
follows: we define the norms
‖ϕ‖2
W j,k0
=
∑
|α|≤j
∫
Rd
|∂αϕ(x)|2
1 + |x|2k dx
and let W j,k0 be the closure in L2 under this norm of the space of functions of
class C∞ with compact support.
The right sequence of embeddings is now the following:
C3D,q ↪−→ W 3D,D+q0 ↪−→c W
2D,2D+q
0 ↪−→ CD,2D+q ↪−→ WD,3D+q0
↪−→ C0,3D+q ↪−→ W 0,4D+q0 .
q ∈ N can be chosen depending on the specific example being analyzed: q = 0
works for many examples, but as we will see in the next example, choosing a
positive q (q = 1 in that case) can help, for instance, by making all constant
functions be in C3D,q. These embeddings are, as before, either straightforward
or consequences of the usual Sobolev embedding theorems (adapted now to
the weighted case; see Me´le´ard (1998), where the author uses the same type of
embeddings, and see Kufner (1980) for a general discussion of weighted Sobolev
spaces).
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To obtain (D1) and (D2) we need to add the following moment assumptions
on the rates, analogous to those we used in Theorem 3b: for all x, x1, x2, z ∈ Rd,∫
Rd
|y|8D+2q Γ(x, z, dy) ≤ C (1 + |x|8D+2q + |z|8D+2q) and (3.9a)∫
Rd×Rd
(|y1|8D+2q + |y2|8D+2q) Λ(x1, x2, z, dy1⊗dy2)
≤ C (1 + |x1|8D+2q + |x2|8D+2q + |z|8D+2q) . (3.9b)
We observe that the power 8D + 2q appearing in this assumption corresponds
exactly, when q = 1, to the moments of order 8D+2 assumed in (H′1) in Me´le´ard
(1998). (D3), as in the previous case, is much more involved, so we will again
leave it stated as it is.
Theorem 3d. In the above context, assume moreover that Assumption C holds, and
that (3.5), (D3), (3.9a), and (3.9b) hold. Then the conclusion of Theorem 3.4.1 is valid,
i.e., σNt converges in distribution in D([0, T ],W
−3D,D+q
0 ) (where W
−3D,D+q
0 is the dual
of W 3D,D+q0 ) to the unique solution σt of the ((C3D,q)′-valued) system given in (S2).
Example 3.4.5 (Continuation of Example 3.3.3). In the previous section we ob-
tained the system (3.3) that characterizes the information percolation model of
Duffie and Manso (2007) by using (S1′). If we use (S1) instead we obtain
d
dt
〈νt, ϕ〉 = 2λ 〈νt, νt∗ϕ〉 − 2λ 〈νt, ϕ〉
for all ϕ ∈ B(R), where (νs∗ϕ)(z) =
∫
W
ϕ(x+ z) νs(dx).
To obtain the fluctuations limit, we need to check the assumptions of The-
orem 3d. As we mentioned, we will take q = 1. Assumption C holds trivially
because λ(w1, w2, ν) and b(w1, w2, ν, ·) do not depend on ν. We will assume that
the initial distribution of the system satisfies (3.5). (3.9a) and (3.9b) are straight-
forward to check in this case.
91
We are left checking (D3). Let ϕ ∈ C3,1 and take µ1, µ2, µ3, µ4 ∈ P having
moments of order 10. We have that
Jµ1,µ2ϕ(z) =
∫ ∞
−∞
∫ ∞
−∞
(
2ϕ(w1 + w2)− ϕ(w1)− ϕ(w2)
)
µ1(dw2)µ1(dw1)
+
∫ ∞
−∞
(
2ϕ(w + z)− ϕ(w)− ϕ(z)) [µ1(dw) + µ2(dw)].
The first term on the right side is constant in z, so it is in C3,1 (this is why we
needed q = 1 in this example). For the second term, since |ϕ(x)| ≤ C ‖ϕ‖C3,1 (1 +
|x|) and 〈µi, 1 + | · |10〉 < ∞, the integral is bounded, and hence the derivatives
with respect to z can be taken inside the integral, whence we get that this term
is also in C3,1. The same argument can be repeated for C1,3 and C0,4. The fact that
the norm of this operator in these spaces is bounded uniformly in µ1, µ2 follows
from the same argument. This gives (D3.i). Using the same formula it is easy to
show that
∥∥(Jµ1,µ2 − Jµ3,µ4)ϕ∥∥C3,1 ≤ C ‖ϕ‖C3,1[ ‖µ1 − µ3‖(C3,1)′ + ‖µ2 − µ4‖(C3,1)′ ],
which is stronger than (D3.ii).
We have checked all the assumptions of Theorem 3d, so we deduce that the
fluctuations process σNt converges in distribution inW
−3,2
0 to the unique solution
of (S2) (which is an equation in (C3,1)′). Writing down the formula for Js in this
case yields
〈σs, Jsϕ〉 = 4λ 〈σs, νs∗ϕ〉 − 2λ 〈σs, ϕ〉
for every ϕ ∈ C3,1. For the quadratic covariations we get
Cϕ1,ϕ2s = 4λ 〈νs, νs∗(ϕ1ϕ2)〉 − 6λ 〈νs, ϕ1〉 〈νs, ϕ2〉+ 2λ 〈νs, ϕ1ϕ2〉
for every ϕ1, ϕ2 ∈ C3,1. Therefore the limiting fluctuations satisfy
〈σt, ϕ〉 = 〈σ0, ϕ〉+ λ
∫ t
0
[4 〈σs, νs∗ϕ〉 − 2 〈σs, ϕ〉] ds+ Zt(ϕ),
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with Zt being a centered Gaussian process taking values in the dual of C3,1 with
quadratic covariations given by [Z(ϕ1), Z(ϕ2)]t =
∫ t
0
Cϕ1,ϕ2s ds for each ϕ1, ϕ2 ∈
C3,1.
3.5 Proofs of the Results
Throughout this section, C, C1, and C2 will denote constants whose values
might change from line to line.
3.5.1 Preliminary computations and proof of Theorem 3.3.1
Since νNt is a jump process in P with bounded jump rates, its generator is given
by
ΩNf(ν) = N
∫
W
γ(w, ν)
∫
W
∆Nf(ν;w;w
′) a(w, ν, dw′) ν(dw)
+N
∫
W
∫
W
λ(w1, w2, ν)
∫
W×W
∆Nf(ν;w1, w2;w
′
1w
′
2)
· b(w1, w2, ν, dw1⊗dw′2)) ν(dw1) ν(dw2)
(3.10)
for any bounded measurable function f on P , where ∆Nf(ν;w;w′) = f
(
ν +
N−1(δw′ − δw)
)− f(ν) and ∆Nf(ν;w1, w2;w′1, w′2) = f(ν +N−1(δw′1 + δw′2 − δw1 −
δw2)
)− f(ν).
Given ϕ ∈ B(W ) we get by using (3.10) and Proposition IV.1.7 of Ethier and
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Kurtz (1986) for f(ν) = 〈ν, ϕ〉 that〈
νNt , ϕ
〉
=
〈
νN0 , ϕ
〉
+MN,ϕt
+
∫ t
0
∫
W
γ(w, νNs )
∫
W
(ϕ(w′)− ϕ(w)) a(w, νNs , dw′) νNs (dw) ds
+
∫ t
0
∫
W
∫
W
λ(w1, w2, ν
N
s )
∫
W×W
(ϕ(w′1) + ϕ(w
′
2)− ϕ(w1)− ϕ(w2))
· b(w1, w2, νNs , dw′1⊗dw2) νNs (dw2) νNs (dw1) ds,
(3.11)
where MN,ϕt is a martingale starting at 0. This formula is the key to the proof of
Theorem 3.3.1 because, ignoring the martingale term, this equation has the exact
form we need for obtaining (S1), and thus the idea will be to show that MN,ϕt
vanishes in the limit as N → ∞. This follows from the fact that the quadratic
variation of MN,ϕt is of order O(1/N). More precisely, we have the following
formula: for any ϕ1, ϕ2 ∈ B(W ), the predictable quadratic covariation between
the martingales MN,ϕ1t and M
N,ϕ2
t is given by〈
MN,ϕ1 ,MN,ϕ2
〉
t
=
1
N
∫ t
0
∫
W
γ(w, νNs )
∫
W
(ϕ1(w
′)− ϕ1(w))(ϕ2(w′)− ϕ2(w))
· a(w, νNs , dw′) νNs (dw) ds
+
1
N
∫ t
0
∫
W
∫
W
λ(w1, w2, ν
N
s )
∫
W×W
(ϕ1(w
′
1) + ϕ1(w
′
2)− ϕ1(w1)− ϕ1(w2))
· (ϕ2(w′1) + ϕ2(w′2)− ϕ2(w1)− ϕ2(w2))
· b(w1, w2, νNs , dw′1⊗dw′2) νNs (dw2) νNs (dw1) ds.
(3.12)
The proof of this formula is almost the same as that of Proposition 3.4 of
Fournier and Me´le´ard (2004) so we will omit it (there the computation is done
for ϕ1 = ϕ2, but the generalization is straightforward, and can also be obtained
by polarization).
Proof of Theorem 3.3.1. The proof is relatively standard, and its basic idea is the
following. First one proves that the sequence of processes
〈
νNt , ϕ
〉
is tight in
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D([0, T ],R) for each ϕ ∈ Cb(W ), which in turn implies the tightness of νNt in
D([0, T ],P). The tightness of these processes follows from standard techniques
and uses (3.11) and (3.12). Next, one uses a martingale argument and (3.12) to
show that any limit point of νNt satisfies (S1). Finally, using Gronwall’s Lemma
one deduces that (S1) has a unique solution. We refer the reader to the proof of
Theorem 5.3 of Fournier and Me´le´ard (2004) for the details.
Proof of Corollary 3.3.1. Denote by (τNi )i>0 the sequence of stopping times corre-
sponding to the jumps of the process νNt . Let A be any Borel subset of W with
µ(A) = 0 and let ϕ be any positive function in B(W ) whose support is contained
in A. By (3.11), for every t ∈ [0, T ] we have that
E
(〈
νNt∧τN1 , ϕ
〉)
= E (〈ν0, ϕ〉) + E
(
MN,ϕ
t∧τN1
)
+ E
(∫ t∧τN1
0
∫
W
γ(w, νNs )
∫
W
(ϕ(w′)− ϕ(w)) a(w, νNs , dw′) νNs (dw) ds
)
+ E
(∫ t∧τN1
0
∫
W
∫
W
λ(w1, w2, ν
N
s )
∫
W×W
(ϕ(w′1) + ϕ(w
′
2)− ϕ(w1)− ϕ(w2))
· b(w1, w2, νNs , dw′1⊗dw′2)) νNs (dw2) νNs (dw1) ds
)
.
(3.13)
The first term on the right side of (3.13) is 0 because the support of ϕ is contained
A and ν0(A) = 0. The second term is 0 by Doob’s Optional Sampling Theorem.
For the third term observe that for s < τN1 , νNs = ν0, so
E
(∣∣∣∣∣
∫ t∧τN1
0
∫
W
γ(w, νNs )
∫
W
(ϕ(w′)− ϕ(w)) a(w, νNs , dw′) νNs (dw) ds
∣∣∣∣∣
)
≤ γE
(∫ t∧τN1
0
∫
W
∫
W
|ϕ(w′)− ϕ(w)| a(w, ν0, dw′) ν0(dw)
)
which is 0 since ϕ is supported inside A and the measure
∫
W
a(w′, ν0, ·) ν0(dw′)
is absolutely continuous with respect to µ. The fourth term is 0 by analogous
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reasons. We deduce that the expectation on the left side of (3.13) is 0, and there-
fore, since ϕ is positive,
〈
νN
t∧τN1
, ϕ
〉
= 0 with probability 1. In particular, νN
t∧τN1
is
absolutely continuous with respect to µ for all t ∈ [0, T ] with probability 1.
Using the strong Markov property we obtain inductively that
〈
νN
t∧τNi
, ϕ
〉
= 0
almost surely for every i > 0 and t ∈ [0, T ]. Since the jump rates of the process
are bounded, there are finitely many jumps before T with probability 1, and
we deduce that
〈
νNt , ϕ
〉
= 0 almost surely for all t ∈ [0, T ]. Now if νt is the
limit in distribution of the sequence νNt given by Theorem 3.3.1 and ϕ ∈ Cb(W ),
E
(〈
νNt , ϕ
〉) → 〈νt, ϕ〉 as N → ∞, so 〈νt, ϕ〉 = 0 for all t ∈ [0, T ] whenever ϕ is
supported inside A, and the result follows.
3.5.2 Proof of Theorem 3.4.1
We will assume throughout this part that all the assumptions of Theorem 3.4.1
hold. For simplicity, we will also assume that Γ ≡ 0 (these terms are easier to
handle and are in fact a particular case of the ones corresponding to Λ).
Before getting started we recall that, by Parseval’s identity, given anyA ∈ Hi′
and a complete orthonormal basis (φk)k≥0 ofHi,
‖A‖2Hi′ =
∑
k≥0
|A(φk)|2.
We will use this fact several times below.
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3.5.2.1 Moment estimates for νNt and νt
Recall that we have assumed that supN>0 E
(〈
νN0 , ρ
2
4
〉)
<∞ and E(〈ν0, ρ24〉) <∞.
We need to show that these moment assumptions propagate to νNt and νt:
Proposition 3.5.1. The following properties hold:
sup
N>0
E
(
sup
t∈[0,T ]
〈
νNt , ρ
2
4
〉)
<∞, and (3.14a)
sup
t∈[0,T ]
〈
νt, ρ
2
4
〉
<∞. (3.14b)
The proof of this result will rely on an explicit construction of the process
in terms of Poisson point measures. This is similar to what is done in Section
2.2 of Fournier and Me´le´ard (2004) (though we will need to use a more abstract
approach because our type spaces are not necessarily Euclidean), so we will
only sketch the main ideas.
We fix N > 0 and consider the following random objects, defined on a suffi-
ciently large probability space: a P-valued random variable νN0 (corresponding
to the initial distribution) and a Poisson point measure Q(ds, di, dj, du, dθ) on
[0, T ]×IN×IN×[0, 1]×[0, 1] with intensity measure (λ/N) ds di dj du dθ. We also
consider a Blackwell-Dubins representation % of P(W×W ) with respect to a uni-
form random variable on [0, 1], i.e., a continuous function % : P(W×W )×[0, 1] −→
W×W such that %(ξ, ·) has distribution ξ (with respect to the Lebesgue measure
on [0, 1]) for all ξ ∈ P(W×W ) and %(·, u) is continuous for almost every u ∈ [0, 1]
(see Blackwell and Dubins (1983) for the existence of such a function). This gives
us an abstract way to use a uniform random variable to pick the pairs of types
to which agents go after interacting. Finally, we introduce the following nota-
tion: ηi(νNt ) will denote the i-th type, with respect to some fixed total order of
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W , appearing in νNt (we recall that, under the axiom of choice, any set can be
well-ordered, and hence totally ordered; moreover, this ordering can be taken
to be measurable because W , being a Polish space, is measurably isomorphic to
[0, 1]). With this definition, choosing a type uniformly from νNt is the same as
choosing i uniformly from IN and considering the type given by ηi(νNt ). Our
process can be represented then as follows:
νNt = ν
N
0 +
∫ t
0
∫
IN
∫
IN
∫ 1
0
∫ 1
0
1
N
[
δ%1(b(ηi(νNs−),ηj(νNs−),νNs−,·),u)
+ δ%2(b(ηi(νNs−),ηj(νNs−),νNs−,·),u) − δηi(νNs−) − δηj(νNs−)
]
· 1θ≤λ(ηi(νNs−),ηj(νNs−),νNs−)/λ Q(ds, di, dj, du, dθ),
where %1 and %2 are the first and second components of % (see Definition 2.5 in
Fournier and Me´le´ard (2004) for more details on this construction).
Proof of Proposition 3.5.1. Since
〈
νNt , ρ
2
4
〉
=
〈
νN0 , ρ
2
4
〉
+
∑
0≤s≤t
[〈
νNs − νNs−, ρ24
〉]
, it
is easy to deduce from the last equation that
〈
νNt , ρ
2
4
〉
=
〈
νN0 , ρ
2
4
〉
+
∫ t
0
∫
IN
∫
IN
∫ 1
0
∫ 1
0
1
N
[
ρ24(%
1(b(ηi(νNs−), η
j(νNs−), ν
N
s−, ·), u))
+ ρ24(%
2(b(ηi(νNs−), η
j(νNs−), ν
N
s−, ·), u))− ρ24(ηi(νNs−))− ρ24(ηj(νNs−))
]
· 1θ≤λ(ηi(νNs−),ηj(νNs−),νNs−)/λ Q(ds, di, dj, du, dθ).
Taking expectations and ignoring the (positive) terms being subtracted we ob-
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tain
E
(
sup
t∈[0,T ]
〈
νNt , ρ
2
4
〉) ≤ E(〈νN0 , ρ24〉)+ 1N2
∫ T
0
E
(
N∑
i=1
N∑
j=1
λ(ηi(νNs−), η
j(νNs−), ν
N
s−)
·
∫ 1
0
[
ρ24(%
1(b(ηi(νNs−), η
j(νNs−), ν
N
s−, ·), u))
+ ρ24(%
2(b(ηi(νNs−), η
j(νNs−), ν
N
s−, ·), u))
]
du
)
ds
= E
(〈
νN0 , ρ
2
4
〉)
+
∫ T
0
E
(∫
W
∫
W
∫
W
∫
W×W
[
ρ24(w
′
1) + ρ
2
4(w
′
2)
]
Λ(w1, w2, z, dw
′
1⊗dw′2)
· νNs (dz) νNs (dw2) νNs (dw1)
)
ds
≤ E(〈νN0 , ρ24〉)+ C ∫ T
0
E
(∫
W
∫
W
∫
W
[
ρ24(w1) + ρ
2
4(w2) + ρ
2
4(z)
]
· νNs (dz) νNs (dw2) νNs (dw1)
)
ds
≤ E(〈νN0 , ρ24〉)+ C ∫ T
0
E
(
sup
s∈[0,t]
〈
νNs , ρ
2
4
〉)
ds,
where we used (D2) in the second inequality. By hypothesis E
(〈
νN0 , ρ
2
4
〉)
is
bounded uniformly in N , so by Gronwall’s Lemma we deduce that
E
(
sup
t∈[0,T ]
〈
νNt , ρ
2
4
〉) ≤ C1eC2T , (3.15)
with C1 and C2 being independent of N , whence (3.14a) follows.
To get (3.14b), write (ρ24 ∧ L)(w) = ρ24(w) ∧ L, and observe that, since
ρ24 ∧ L ∈ Cb(W ), Theorem 3.3.1 implies that limN→∞ E
(
supt∈[0,T ]
〈
νNt , ρ
2
4 ∧ L
〉)
=
supt∈[0,T ] 〈νt, ρ24 ∧ L〉, so by (3.15),
sup
t∈[0,T ]
〈
νt, ρ
2
4 ∧ L
〉 ≤ C1eC2T .
Using the monotone convergence theorem it is easy to check that
sups∈[0,T ] 〈νs, ρ24 ∧ L〉 → sups∈[0,T ] 〈νs, ρ24〉 as L→∞, and thus (3.14b) follows.
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For most of this section we will continue ignoring the type-process ηNt , work-
ing instead with the empirical distribution process νNt we are interested in.
However, we will need to consider ηNt directly in Step 2 of the proof of Theorem
3.4.1, and we will need to use a moment estimate similar to (3.14a) for this pro-
cess. Observe that statement of the theorem (and that of Theorem 3.3.1) makes
no assumption on the distribution of ηN0 , but instead only deals with the initial
empirical distribution νN0 . Therefore we are free to choose ηN0 in any way com-
patible with νN0 . For convenience we can construct ηN0 in the following way: as-
suming νN0 takes a specific value ν
N
0 ∈ Pa, choose ηN0 (1) uniformly from νN0 and
then inductively choose ηN0 (i) uniformly from the remaining N − i + 1 individ-
uals, i.e., from
[
NνN0 − δηN0 (1) − · · · − δηN0 (i−1)
]
/(N − i+ 1). It is clear then that,
with this choice, ηN0 is exchangeable and
1
N
∑N
i=1 δηN0 (i) = ν
N
0 as required. More-
over, given any i ∈ IN , E
(
ρ24(η
N
0 (i))
)
= E
(〈
νN0 , ρ
2
4
〉)
, and thus the moment as-
sumption that we made on νN0 can be rewritten as supN>0 supi∈IN E
(
ρ24(η
N
0 (i))
)
<
∞ for all i ∈ IN . The proof of (3.14a) can then be adapted (by modifying slightly
the explicit construction we made of νNt to deal with ηNt ) to obtain
sup
N>0
sup
i∈IN
E
(
sup
t∈[0,T ]
ρ24(η
N
t (i))
)
<∞. (3.16)
(We remark that the proof of this estimate uses (3.14a) itself).
3.5.2.2 Extension of
〈
νNt , ·
〉
and 〈νt, ·〉 toH4′
TheP-valued process νNt can be seen as a linear functional onB(W ) via the map-
ping ϕ 7−→ 〈νNt , ϕ〉, and the same can be done for νt. However, sinceH4 consists
of measurable but not necessarily bounded functions, the integrals
〈
νNt , ϕ
〉
and
〈νt, ϕ〉 may diverge. Our first task will be to show that these integrals are finite
and, moreover, that νNt (and νt) can be seen as taking values in H4′ (and thus
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also in all the other dual spaces we are considering). A consequence of this will
be that σNt is well defined as anH4′-valued process.
Proposition 3.5.2. The mapping ϕ ∈ H4 7→
〈
νNt , ϕ
〉
is inH4′ almost surely for every
t ∈ [0, T ] and N > 0. Analogously, the mapping ϕ ∈ H4 7→ 〈νt, ϕ〉 is in H4′ for every
t ∈ [0, T ].
Furthermore, νt satisfies (S1) for every ϕ ∈ H4, while νNt satisfies (3.11) for every
ϕ ∈ H4 almost surely. In particular, given any ϕ ∈ H4, MN,ϕt is a martingale starting
at 0 such that the predictable quadratic covariations
〈
MN,ϕ1 ,MN,ϕ2
〉
t
are the ones given
by the formula in (3.12) for all ϕ1, ϕ2 ∈ H4.
Proof. We are only going to prove the assertions for νNt , the ones for νt can be
checked similarly (and more easily).
The first claim follows directly from (B2) and Proposition 3.5.1: for ϕ ∈ H4,
∣∣〈νNt , ϕ〉∣∣ ≤ ∫
W
|ϕ(w)| νNt (dw) ≤ C ‖ϕ‖H4
∫
W
ρ4(w) ν
N
t (dw) ≤ C ‖ϕ‖H4
√
〈νNt , ρ24〉,
and the term inside the square root is almost surely bounded by (3.14a), so the
mapping ϕ ∈ H4 7−→
〈
νNt , ϕ
〉
is continuous almost surely.
Next we need to show that
〈
νNt , ϕ
〉
satisfies (3.11) for all ϕ ∈ H4. That is, we
need to show that the formula
MN,ϕt =
〈
νNt , ϕ
〉−〈νN0 , ϕ〉−∫ t
0
∫
W
∫
W
∫
W
Λϕ(w1, w2; z) ν
N
s (dz) ν
N
s (dw2) ν
N
s (dw1) ds
defines a martingale for each ϕ ∈ H4. Let ϕ ∈ H4 and m > 0 and write (ϕ ∧
m)(w) = ϕ(w) ∧ m. ϕ ∧ m is in B(W ), so MN,ϕ∧mt is a martingale. We deduce
that given any 0 ≤ s1 ≤ · · · ≤ sk < s < t and any continuous bounded functions
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ψ1, . . . , ψk onH4, if we let
Xm = ψ1(ν
N
s1
) · · ·ψk(νNsk)
[
MN,ϕ∧mt −MN,ϕ∧ms
]
,
then E(Xm) = 0. Using the monotone convergence theorem one can show that
Xm → ψ1(νNs1) · · ·ψk(νNsk)
[
MN,ϕt − MN,ϕs
]
as m → ∞. On the other hand, the
sequence (Xm)m>0 is uniformly integrable. Indeed, using (B2) and (3.14a) one
can show that
E
(∣∣∣(ψ1(νNs1) · · ·ψk(νNsk)[MN,ϕ∧mt −MN,ϕ∧ms ]∣∣∣2) ≤ Ct2E
(
sup
r∈[0,t]
〈
νNr , ρ
2
4
〉)
<∞.
We deduce that
E(ψ1(νNs1) · · ·ψk(νNsk)
[
MN,ϕt −MN,ϕs
]
) = lim
m→∞
E(Xm) = 0,
which implies that MN,ϕt is a martingale. The fact that
〈
MN,ϕ1 ,MN,ϕ2
〉
t
has the
right form follows from the same arguments as those for (3.12) (here we need to
replace ϕ1 and ϕ2 by ϕm1 and ϕm2 and then take m→∞ as above).
3.5.2.3 The drift term
By Proposition 3.5.2, we have now that the fluctuations process σNt is well de-
fined as a process taking values inH4′ and it satisfies〈
σNt , ϕ
〉
=
√
N
〈
νN0 − ν0, ϕ
〉
+
√
NMNϕt
+
√
N
∫ t
0
∫
W
∫
W
∫
W
Λϕ(w1, w2; z)
[
νNs (dz)ν
N
s (dw2)ν
N
s (dw1)
− νs(dz)νs(dw2)νs(dw1)
]
ds
for every ϕ ∈ H4. The integral term can be rewritten as∫ t
0
∫
W
∫
W
∫
W
Λϕ(w1, w2; z)
[
σNs (dz)ν
N
s (dw2)ν
N
s (dw1)
+ νs(dz)
(
σNs (dw2)ν
N
s (dw1) + νs(dw2)σ
N
s (dw1)
)]
ds.
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Therefore,
〈
σNt , ϕ
〉
=
√
N
〈
νN0 − ν0, ϕ
〉
+
√
NMN,ϕt +
∫ t
0
〈
σNs , J
N
s ϕ
〉
ds (3.17)
for each ϕ ∈ H4, where
JNs ϕ(z) =
∫
W
∫
W
Λϕ(w1, w2; z) ν
N
s (dw2) ν
N
s (dw1)
+
∫
W
∫
W
Λϕ(w, z;x) νNs (dw) νs(dx) +
∫
W
∫
W
Λϕ(z, w;x) νs(dw) νs(dx). (3.18)
Observe that JNs = JνNs ,νs and Js = Jνs,νs , where the operators Jµ1,µ2 are the
ones defined in Assumption D. Hence (D3) and Proposition 3.5.1 imply that JNs
and Js are bounded linear operators on each space Ci (i = 0, 2, 3) and, moreover,
for all ϕ ∈ Ci,
∥∥JNs ϕ∥∥Ci ≤ C ‖ϕ‖Ci and ‖Jsϕ‖Ci ≤ C ‖ϕ‖Ci , (3.19)
almost surely for some constant C > 0 independent of N and s. Similarly, given
any ϕ ∈ C0, ∥∥(JNs − Js)ϕ∥∥C0 ≤ C ‖ϕ‖C0 ∥∥νNs − νs∥∥C2′ (3.20)
almost surely for some constant C > 0 independent of N and s.
3.5.2.4 Uniform estimate for the martingale term inH4′
Proposition 3.5.2 implies that the martingale term MN,ϕt is well defined for all
ϕ ∈ H4. We will denote by MNt the bounded linear functional on H4 given by
MNt (ϕ) = M
N,ϕ
t .
Theorem 3.5.3.
√
NMNt is a ca`dla`g square integrable martingale inH4′, whose Doob–
Meyer process
(〈√
NMN
〉
t
(ϕ1)
)
(ϕ2) = N
〈√
NMN(ϕ1),
√
NMN(ϕ2)
〉
t
(which is a
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linear operator fromH4 toH4′) can be obtained from the formula in (3.12). Moreover,
sup
N>0
E
(
sup
t∈[0,T ]
∥∥∥√NMNt ∥∥∥2H4′
)
<∞.
Proof. We already know, by Proposition 3.5.2, that
√
NMNt is a martingale in
H4′ with the right Doob–Meyer process. The fact that the paths of
√
NMNt are
in D([0, T ],H4′) can be checked by the same arguments as those in the proof of
Corollary 3.8 in Me´le´ard (1998). So we only need to show the last assertion. Let
(φk)k≥0 be an orthonormal complete basis of H4. We observe that, by (B2), if
χw ∈ H4′ is defined by χw(ϕ) = ϕ(w) then∑
k≥0
φ2k(w) = ‖χw‖2H4′ ≤ Cρ24(w).
Thus by Proposition 3.5.2 and Doob’s inequality,
E
(
sup
t∈[0,T ]
∥∥∥√NMNt ∥∥∥2H4′
)
≤ E
(∑
k≥0
sup
t∈[0,T ]
N
∣∣∣MN,φkt ∣∣∣2
)
≤ 4
∑
k≥0
E
(
N
〈
MN,φk ,MN,φk
〉
T
)
= 4E
(∫ T
0
∫
W
∫
W
∫
W
∫
W×W
∑
k≥0
(
φk(w
′
1)− φk(w1) + φk(w′2)− φk(w2)
)2
· Λ(w1, w2, z, dw′1⊗dw′2) νNs (dz) νNs (dw2) νNs (dw1) ds
)
≤ C
∫ T
0
E
(∫
W
∫
W
∫
W
∫
W×W
(
ρ24(w1) + ρ
2
4(w2) + ρ
2
4(w
′
1) + ρ
2
4(w
′
2)
)
· Λ(w1, w2, z, dw′1⊗dw′2) νNs (dz) νNs (dw2) νNs (dw1)
)
ds
≤ C
∫ T
0
E
(∫
W
∫
W
∫
W
(
2ρ24(w1) + 2ρ
2
4(w2) + ρ
2
4(z)
)
· νNs (dz) νNs (dw2) νNs (dw1)
)
ds
≤ C
∫ T
0
E
(〈
νNs , ρ
2
4
〉)
ds.
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The last integral is bounded, uniformly in N , by Proposition 3.5.1.
3.5.2.5 Evolution equation for σNt inH3′
Recall that our goal is to prove convergence of σNt in D([0, T ],H1′). Therefore, a
necessary previous step is to make sense of (3.17) as an equation inH1′. We will
actually need to show something stronger: σNt can be seen as a semimartingale
inH3′, whose semimartingale decomposition takes the form suggested by (3.17).
We need the following simple result first (for its proof see Proposition 3.4 of
Me´le´ard (1998)):
Lemma 3.5.4. For every N > 0 there is a constant C(N) > 0 such that
sup
t∈[0,T ]
E
(‖σNt ‖H4′) ≤ C(N).
Recall that under our assumptions, JNs need not be (and in general is not) a
bounded operator onH3, nor on any otherHi, and in fact JNs (Hi) need not even
be contained in Hi, so it does not make complete sense to speak of
(
JNs
)∗ as the
adjoint operator of JNs . Nevertheless, for convenience we will abuse notation
by writing
(
JNs
)∗
σNs to denote the linear functional defined by the following
mapping:
ϕ ∈ H3 7−→
(
JNs
)∗
σNs (ϕ) =
〈
σNs , J
N
s ϕ
〉 ∈ R.
Part of the proof of the following result will consist in showing that
(
JNs
)∗
σNs is
actually inH3′.
Proposition 3.5.5. For each N > 0, σNt is an H3′-valued semimartingale, and its
Doob–Meyer decomposition is given by
σNt = σ
N
0 +
√
NMNt +
∫ t
0
(
JNs
)∗
σNs ds, (3.21)
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where the above is a Bochner integral inH3′.
Proof. By Theorem 3.5.3 and the embedding H4′ ↪→ H3′,
√
NMNt is an H3′-
valued martingale. Thus, by (3.17), the only thing we need to show is that the
integral term makes sense as a Bochner integral in H3′. The first step in doing
this is to show that
(
JNs
)∗
σNs ∈ H3′ for all s ∈ [0, T ]. That is, we need to show
that there is a C > 0 such that
∣∣〈σNs , JNs ϕ〉∣∣ ≤ C ‖ϕ‖H3 (3.22)
for all ϕ ∈ H3. Observe that by (3.19) and the embedding H3 ↪→ C3, JNs ϕ ∈ C3
for ϕ ∈ H3, and thus
∣∣〈σNs , JNs ϕ〉∣∣ ≤ ∥∥σNs ∥∥C3′ ∥∥JNs ϕ∥∥C3 ≤ C ∥∥σNs ∥∥C3′ ‖ϕ‖C3 ≤ C ∥∥σNs ∥∥C3′ ‖ϕ‖H3
for such a function ϕ by (B1), so (3.22) holds almost surely by Lemma 3.5.4 and
(B1′).
To see that the Bochner integral is (almost surely) well defined, we recall
(see Section V.5 in Yosida (1995)) that it is enough to prove that: (i) given any
function F in the dual of H3′, the mapping s 7−→ F
((
JNs
)∗
σNs
)
is measurable;
and (ii)
∫ T
0
∥∥(JNs )∗σNs ∥∥H3′ ds < ∞. (i) is satisfied by the continuity assumptions
on the parameters and (ii) follows from (3.22), using the fact that the constant C
there can be chosen uniformly in s.
We omit the proof of the following corollary (see Corollary 3.8 of Me´le´ard
(1998)):
Corollary 3.5.6. For any N > 0, the process σNt has paths in D([0, T ],H3′).
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3.5.2.6 Uniform estimate for σNt on C2′
Having given sense to equation (3.21) in H3′, we can now give a uniform esti-
mate for σNt in C2′. This will be crucial for obtaining the tightness of σNt in the
proof of Theorem 3.4.1.
Theorem 3.5.7.
sup
N>0
sup
t∈[0,T ]
E
(∥∥σNt ∥∥2C2′) <∞.
Proof. By (3.21) and the embeddingH3′ ↪→ C2′,
E
(∥∥σNt ∥∥2C2′) ≤ 2E(∥∥σN0 ∥∥2C2′)+ 2E
(∥∥∥√NMNt ∥∥∥2C2′
)
+ 2E
(∥∥∥∥∫ t
0
(
JNs
)∗
σNs ds
∥∥∥∥2
C2′
)
.
The first expectation on the right side is bounded uniformly in N by (3.5), and
the same holds for the second one by (B1′) and Theorem 3.5.3. For the last ex-
pectation we have
E
(∥∥∥∥∫ t
0
(
JNs
)∗
σNs ds
∥∥∥∥2
C2′
)
≤ E
([∫ t
0
∥∥(JNs )∗ σNs ∥∥C2′ ds
]2)
≤ T
∫ t
0
E
(∥∥(JNs )∗σNs ∥∥2C2′) ds ≤ CT ∫ T
0
E
(
sup
s∈[0,t]
∥∥σNs ∥∥2C2′
)
dt,
where we used Corollary V.5.1 of Yosida (1995) in the first inequality and (3.19)
in the last one. Thus by Gronwall’s Lemma we get E
(
supt∈[0,T ]
∥∥σNt ∥∥2C2′) ≤
C1e
C2T , uniformly in N , and the result follows.
3.5.2.7 Proof of the theorem
We are finally ready to prove Theorem 3.4.1.
Proof of Theorem 3.4.1. As before, we will proceed in several steps.
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Step 1. Our first goal is to show that the sequence of processes σNt is tight in
D([0, T ],H1′). By Aldous’ criterion (which we take from Theorem 2.2.2 in Joffe
and Me´tivier (1986) and the corollary that precedes it in page 34), we need to
prove that the following two conditions hold:
(t1) For every rational t ∈ [0, T ] and every ε > 0, there is a compact K ⊆ H1′
such that
sup
N>0
P
(
σNt /∈ K
) ≤ ε.
(t2) If TNT is the collection of stopping times with respect to the natural filtra-
tion associated to σNt that are almost surely bounded by T , then for every
ε > 0,
lim
r→0
lim sup
N→∞
sup
s<r
τ∈TNT
P
( ∥∥σNτ+s − σNτ ∥∥H1′ > ε) = 0.
Observe that since the embedding ofH2′ intoH1′ is compact, (t1) will follow
once we show that for any ε > 0 and t ∈ [0, T ] there is an L > 0 such that
supN>0 P
(∥∥σNt ∥∥H2′ > L) < ε. This follows directly from Markov’s inequality,
(B1′), and Theorem 3.5.7, since given any ε > 0,
sup
N>0
P
(∥∥σNt ∥∥H2′ > L) ≤ 1L2 supN>0E
(∥∥σNt ∥∥2H2′) ≤ 1L2 supN>0E
(∥∥σNt ∥∥2C2′) < ε
for large enough L.
To obtain (t2) we will use the semimartingale decomposition of σNt in H3′
given in Proposition 3.5.5, i.e., σNt = σN0 +
√
NMNt +
∫ t
0
(
JNs
)∗
σNs ds. By Re-
bolledo’s criterion (see Corollary 2.3.3 in Joffe and Me´tivier (1986)), (t2) is ob-
tained for the martingale term
√
NMNt if it is proved for the trace of its Doob–
Meyer process
〈√
NMN
〉
t
in H1, and thus for σNt if it is proved moreover for
the finite variation term
∫ t
0
(
JNs
)∗
σNs ds (σN0 is tight by hypothesis).
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We start with the martingale part. Let τ be a stopping time bounded by T
and let s > 0. Let (φk)k≥0 be an orthonormal complete basis of H1. Using the
same calculations as in the proof of Theorem 3.5.3 we get
E
(∣∣∣trH1〈√NMN〉 τ+s − trH1〈√NMN〉 τ ∣∣∣)
= E
(∫ τ+s
τ
∫
W
∫
W
∫
W
∫
W×W
∑
k≥0
(
φk(w
′
1)− φk(w1) + φk(w′2)− φk(w2)
)2
· Λ(w1, w2, z, dw′1 ⊗ dw′2) νNs (dz) νNs (dw2) νNs (dw1)
)
≤ Cs,
uniformly in N . Thus by Markov’s inequality,
P
(∣∣∣trH1〈√NMN〉 t − trH1〈√NMN〉 t∣∣∣ > ε) ≤ 1εCs,
whence (t2) follows for the martingale term.
For the integral term we have that
E
(∥∥∥∥∫ τ+s
0
(
JNr
)∗
σNr dr −
∫ τ
0
(
JNr
)∗
σNr dr
∥∥∥∥
H1′
)
≤ E
(∫ τ+s
τ
∥∥(JNr )∗σNr ∥∥C2′ dr
)
≤ C
∫ τ+s
τ
E
(∥∥σNr ∥∥C2′) dr ≤ Cs sup
r∈[0,T ]
√
E
(‖σNr ‖2C2′)
for some C > 0, uniformly in N , where we used Corollary V.5.1 of Yosida (1995)
as before and (B1′) in the first inequality and (3.19) in the second one. Using
Markov’s inequality as before and Theorem 3.5.7 we obtain (t2) for the integral
term.
Step 2. We have now that every subsequence of σNt has a further subsequence
which converges in distribution in D([0, T ],H1′). Consider a convergent sub-
sequence of σNt , which we will still denote by σNt , and let σt be its limit in
D([0, T ],H1′). Observe that the only jumps of σNt are those coming from νNt
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and, with probability 1, at most two agents jump at the same time. Suppose that
there is a jump at time t, involving agents i and j. Then given ϕ ∈ H1,
∣∣〈σNt , ϕ〉− 〈σNt−, ϕ〉∣∣ = 1√
N
∣∣ϕ(ηNt (i)) + ϕ(ηNt (j))− ϕ(ηNt−(i))− ϕ(ηNt−(j))∣∣
≤ C√
N
‖ϕ‖H1
[
sup
r∈[0,t]
ρ1(η
N
r (i)) + sup
r∈[0,t]
ρ1(η
N
r (j))
]
by (B2). We deduce by (3.16) that
E
(
sup
s∈[0,t]
∥∥σNs − σNs−∥∥2H1′
)
≤ C
N
(3.24)
and hence sups∈[0,t]
∥∥σNs − σNs−∥∥H1′ converges in probability to 0 as N → ∞.
Therefore, σt is almost surely strongly continuous by Proposition 3.26 of Jacod
and Shiryaev (1987). That is, we have shown that every limit point of σNt is
(almost surely) in C([0, T ],H1′).
Step 3. Our next goal is to prove that the sequence of martingales
√
NMNt
converges in distribution in D([0, T ],H1′) to the centered Gaussian process
Zt defined in the statement of the theorem. That is, we need to show that
given any ϕ1, ϕ2 ∈ H1, the sequence of R2-valued martingales
√
NM
N,(ϕ1,ϕ2)
t =(√
NMN,ϕ1t ,
√
NMN,ϕ2t
)
converges in distribution to (Zt(ϕ1), Zt(ϕ2)).
By (3.21),
√
NMNt and σNt have the same jumps, and thus (3.24) implies that
E
(
sup
s∈[0,t]
∣∣∣√NMN,(ϕ1,ϕ2)s −√NMN,(ϕ1,ϕ2)s− ∣∣∣2
)
−−−→
N→∞
0. (3.25)
On the other hand, we claim that for every ϕ1, ϕ2 ∈ H1,
lim
N→∞
E
(〈√
NMN,ϕ1 ,
√
NMN,ϕ2
〉
t
)
=
∫ t
0
Cϕ1,ϕ2s ds. (3.26)
(3.25) and (3.26) imply that
√
NM
N,(ϕ1,ϕ2)
t satisfies the hypotheses of the Martin-
gale Central Limit Theorem (see Theorem VII.1.4 in Ethier and Kurtz (1986)) so,
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assuming that (3.26) holds, we get that
√
NM
N,(ϕ1,ϕ2)
t converges in distribution
in D([0, T ],R2) to (Zt(ϕ1), Zt(ϕ2)).
To prove (3.26) it is enough to consider the case ϕ1 = ϕ2 = ϕ, the general
case follows by polarization. Given µ ∈ D([0, T ],H1′) let
Ψt(µ) =
∫ t
0
∫
W
∫
W
∫
W
∫
W×W
(ϕ(w′1)+ϕ(w
′
2)−ϕ(w1)−ϕ(w2))2 Λ(w1, w2, z, dw′1⊗dw′2)
· µs(dz)µs(dw2)µs(dw1) ds.
Then we need to prove that limN→∞ E(Ψt(νN)) = Ψt(ν). Let p > 1 be the ex-
ponent we assumed to be such that ρp1 ≤ Cρ4 for some C > 0.. Repeating the
calculations in the proof of Theorem 3.5.3 and using Jensen’s inequality we get
that
|Ψt(νN)|p ≤
[
C1t ‖ϕ‖2H1 sup
s∈[0,t]
〈
νNs , ρ
2
1
〉 ]p ≤ C2tp ‖ϕ‖2pH1 sup
s∈[0,t]
〈
νNs , ρ
2
4
〉
.
Thus Proposition 3.5.1 implies that the sequence
(
Ψt(ν
N)
)
N>0
is uniformly inte-
grable, whence we deduce the desired convergence.
Step 4. As in Step 2, let σt be a limit point of σNt . Observe that by the embed-
ding H1′ ↪→ C0′, σNt converges in distribution to σt in D([0, T ], C0′). We want to
prove now that σt satisfies (S2-w).
Fix ϕ ∈ C0. By (3.21),
〈σt, ϕ〉− 〈σ0, ϕ〉 −
∫ t
0
〈σs, Jsϕ〉 ds− Zt(ϕ)
=
[√
NMN,ϕt − Zt(ϕ)
]
+
[〈σt, ϕ〉 − 〈σNt , ϕ〉]+ [〈σN0 , ϕ〉− 〈σ0, ϕ〉]
+
∫ t
0
[〈
σNs , J
N
s ϕ
〉− 〈σNs , Jsϕ〉] ds+ ∫ t
0
[〈
σNs , Jsϕ
〉− 〈σs, Jsϕ〉] ds,
(3.27)
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so we need to show that the right side converges in distribution to 0 as N →∞.
The first term goes to 0 by the previous step. The next two go to 0 because σt is a
limit point of σNt and, since Jsϕ ∈ C0, the last term goes to 0 for the same reason.
To show that the remaining term in (3.27) also goes to 0 in distribution, it is
enough to show that
E
(∣∣∣∣∫ t
0
〈
σNs ,
(
JNs − Js
)
ϕ
〉
ds
∣∣∣∣) −−−→N→∞ 0. (3.28)
Since, by (3.19), JNs − Js maps C0 into itself, we get by using (B1′) and (3.20) that
∣∣〈σNs , (JNs − Js)ϕ〉∣∣ ≤ ∥∥σNs ∥∥C0′ ∥∥(JNs − Js)ϕ∥∥C0 ≤ C ∥∥σNs ∥∥C2′ ‖ϕ‖C0 ∥∥νNs − νs∥∥C2′
=
C√
N
‖ϕ‖C0
∥∥σNs ∥∥2C2′ .
(3.28) now follows from this bound and Theorem 3.5.7.
Step 5. We have shown in Step 4 that if σt is any accumulation point of σNt ,
then σt satisfies (S2-w) for every ϕ ∈ C0. To see that the limit points of σNt
actually solve (S2), the only thing left to show is that the integral term in (S2)
makes sense as a Bochner integral in C0′. This can be verified by repeating the
arguments of the proof of Proposition 3.5.5.
Step 6. We want to prove now pathwise uniqueness for the solutions of (S2).
Fix a centered Gaussian process Zt in C0′ with the right covariance structure and
suppose that σ1t , σ2t ∈ C0 are two solutions of (S2) for this choice of Zt. Then
σ1t − σ2t =
∫ t
0
(J∗sσ
1
s − J∗sσ2s) ds, so
sup
t∈[0,T ]
∥∥σ1t − σ2t ∥∥C0′ ≤ ∫ T
0
sup
s∈[0,t]
∥∥J∗s (σ1s − σ2s)∥∥C0′ dt.
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By (3.19), Js is a bounded operator on C0, and thus so is J∗s as an operator on C0′.
Moreover, ‖J∗s ‖C0′ can be bounded uniformly in s. Thus
E
(
sup
t∈[0,T ]
∥∥σ1t − σ2t ∥∥C0′
)
≤ C
∫ t
0
E
(
sup
s∈[0,t]
‖σ1s − σ2s‖C0′
)
dt,
and Gronwall’s Lemma implies that σ1t = σ2t for all t ∈ [0, T ] almost surely, so
the pathwise uniqueness for (S2) follows.
Step 7. We have now that any accumulation point σt of the sequence σNt satis-
fies equation (S2), which has a unique pathwise solution. The last thing left to
show is the uniqueness in law for the solutions of this equation. Since we have
pathwise uniqueness, this can be obtained by adapting the Yamada–Watanabe
Theorem to our setting (see Theorem IX.1.7 of Revuz and Yor (1999)). The proof
works in the same way assuming we can construct regular conditional proba-
bilities in D([0, T ], C0′), which is possible in any complete metric space (see The-
orem I.4.12 of Durrett (1996)). This (together with the embedding H1′ ↪→ C0′)
implies that (S2) determines a unique process in C([0, T ],H1′).
3.5.3 Proof of Theorems 3.4.2 and 3a-3d
Proof of Theorem 3.4.2. There are three conditions to check. The first one, σN0 =⇒
σ0 inH1′, follows directly from applying the Central Limit Theorem in R to each
of the processes
〈
σN0 , ϕ
〉
for ϕ ∈ H1, while the condition supN>0 E
(〈
νN0 , ρ
2
4
〉)
<∞
is straightforward. For the remaining one we can prove something stronger,
namely that supN>0 E
(∥∥σN0 ∥∥2H4′) <∞. In fact, if (φk)k≥0 is a complete orthonor-
mal basis of H4 and ηN0 is chosen by picking the type ηN0 (i) of each agent i ∈ IN
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independently according to ν0 then
E
(∥∥σN0 ∥∥2H4′) = E
(∑
k≥0
〈
σN0 , φk
〉2)
=
1
N
∑
k≥0
E
([ N∑
i=1
[
φk(η
N
0 (i))− 〈ν0, φk〉
] ]2)
.
A simple computation and (B2) (see the proof of Proposition 3.5 in Me´le´ard
(1998)) show that this is bounded by E
(〈
νN0 , ρ
2
4
〉)
+ 〈ν0, ρ24〉, which is in turn
bounded by some C <∞ uniformly in N , so the result follows.
For Theorems 3a (finite W ), 3c (W = Ω ⊆ Rd smooth and compact), and 3d
(W = Rd), we already explained why the assumptions of Theorem 3.4.1 hold,
so the results follow directly from that theorem (together with (3.6) when W is
finite). We are left with the case W = Zd.
Proof of Theorem 3b. Let ϕ ∈ `∞(Zd). Then
‖ϕ‖22,D =
∑
x∈Zd
ϕ(x)2
1 + |x|2D ≤ C ‖ϕ‖
2
∞ ,
where we used the fact that 2D > d implies that
∑
x∈Zd(1 + |x|2D)−1 < ∞. This
gives the embedding `∞(Zd) ↪→ `2,D(Zd). The other continuous embeddings in
(3.7) are similar. To see that the embedding `2,D(Zd) ↪→ `2,2D is compact, observe
that the family (ey)y∈Zd ⊆ `2,D(Zd) defined by ey(x) =
√
1 + |x|2D1x=y defines an
orthonormal complete basis of `2,D(Zd) and, using the same fact as above,
∑
y∈Zd
‖ey‖22,2D =
∑
y∈Zd
1 + |y|2D
1 + |y|4D <∞,
so the embedding is Hilbert–Schmidt, and hence compact. (B2) and (B3) follow
directly from the definition of the spaces in this case.
(D1) and (D2) for ρ24 are precisely what is assumed in Theorem 3b, and using
this and Jensen’s inequality we get the same estimates for ρ21, ρ22, and ρ23. We are
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left checking (D3). For simplicity we will assume here that Λ ≡ 0. For (D3.i), the
case C0 = `∞(Zd) is straightforward. Now if
〈
µi, 1 + | · |8D
〉
< ∞, i = 1, 2, and
ϕ ∈ `∞,2D(Zd),∣∣∣∣Jµ1,µ2ϕ(z)1 + |z|2D
∣∣∣∣ = 11 + |z|2D ∑
x∈Zd
∑
y∈Zd
(
ϕ(y)− ϕ(x))Γ(x, z, {y})µ1({x})
+
1
1 + |z|2D
∑
x∈Zd
∑
y∈Zd
(
ϕ(y)− ϕ(z))Γ(z, x, {y})µ2({x})
≤ C ‖ϕ‖∞,2D
1 + |z|2D
[∑
x∈Zd
∑
y∈Zd
(
1 + |y|2D) Γ(x, z, {y})(µ1({x}) + µ2({x}))
+
∑
x∈Zd
(
1 + |x|2D)µ1({x}) + 1 + |z|2D]
≤ C ‖ϕ‖∞,2d
1 + |z|2D
[
1 + |z|2D +
∑
x∈Zd
(
1 + |x|2D)µ2({x})] ≤ C ‖ϕ‖∞,2D
uniformly in z, where we used (3.8a) with a power of 2D instead of 8D. We
deduce that ‖Jµ1,µ2ϕ‖∞,2D ≤ C ‖ϕ‖∞,2D as required. The proof for `∞,3D(Zd) is
similar. For (D3.ii), consider ϕ ∈ `∞(Zd) and µ1, µ2, µ3, µ4 ∈ P . Then
|(Jµ1,µ2 − Jµ3,µ4)ϕ(z)| =
∣∣∣∣∣
∫
W
Γϕ(w; z)
[
µ1(dw)− µ3(dw)
]
+
∫
W
Γϕ(z;w)
[
µ2(dw)− µ4(dw)
]∣∣∣∣∣
≤ ‖Γϕ(·; z)‖∞ ‖µ1 − µ3‖`∞(Zd)′ + ‖Γϕ(z; ·)‖∞ ‖µ2 − µ4‖`∞(Zd)′ .
Now ‖Γϕ(·; z)‖∞ and ‖Γϕ(z; ·)‖∞ are both bounded by 4λ ‖ϕ‖∞, so we get
‖(Jµ1,µ2 − Jµ3,µ4)ϕ‖∞ ≤ 4λ ‖ϕ‖∞
[
‖µ1 − µ3‖`∞,2d(Zd)′ + ‖µ2 − µ4‖`∞,2d(Zd)′
]
as required.
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CHAPTER 4
CHAOS IN A SPATIAL EPIDEMIC MODEL ∗
We investigate an interacting particle system inspired
by the gypsy moth, whose populations grow until they
become sufficiently dense so that an epidemic reduces
them to a low level. We consider this process on a ran-
dom 3-regular graph and on the d-dimensional lattice
and torus, with d ≥ 2. On the finite graphs with global
dispersal or with a dispersal radius that grows with the
number of sites, we prove convergence to a dynamical
system that is chaotic for some parameter values. We
conjecture that on the infinite lattice with a fixed finite
dispersal distance, distant parts of the lattice oscillate
out of phase so there is a unique non-trivial stationary
distribution.
4.1 Introduction
The inspiration for this paper arose almost twenty years ago. The first author
had recently moved to Ithaca, New York and the Northeastern United States
was in the midst of a gypsy moth infestation. For all of one summer, he and his
wife destroyed egg masses, picked larvae off of trees, and put bands of sticky
tape to keep the larvae from climbing the trees. When the next summer came,
the outlook for their trees seemed bleak, but suddenly all of the larvae were
dead or deformed, a victim of the nuclear polyhedrosis virus, which spreads
through the gypsy moth population once it becomes sufficiently dense.
∗Durrett, Rick and Remenik, Daniel (2009), to appear in Annals of Applied Probability
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To model this process we use dynamics that occur in discrete time with each
site in some graph GN either occupied or vacant. The number of nodes in GN
will be an increasing function of N which tends to infinity. Two processes occur
alternately: growth and epidemic.
Growth. Gypsy moths lay dormant in the winter as eggs, so no occupied site
survives to the next time period but gives birth to a mean β > 1 number of
individuals. Each individual born at x is sent to a site randomly chosen from
NN(x) ⊆ GN , the growth neighborhood of x, which contains all of the nearest
neighbors of x in the graph but in general will be larger.
Epidemic. With a small probability αN an infection lands at each site. If the
site x is occupied an infection starts which spreads from x to all of its occupied
neighbors in the graph and continues until all sites in the connected component
of occupied sites containing x are wiped out (observe that the larger the cluster
of occupied sites, the more likely it is to be wiped out by the epidemic). It is
assumed that the epidemic occurs rapidly so it is completed before the next
growing season.
Our goal is to study this process on a random 3-regular graph and on a dis-
crete torus of dimension d ≥ 2. The second graph is more realistic from a bi-
ological point of view, but the first one is easier to deal with because explicit
formulas are available. In both cases, infections will be transmitted along edges
connecting neighbors. Observe that if we assume that αN → 0 then only com-
ponents with O(1/αN) sites will be affected by epidemics. In site percolation on
an regular tree of degree 3 and on Zd there is phase transition from all compo-
nents small to the existence of an infinite component at some density pc. On the
random 3-regular graph and the torus this phase transition produces one giant
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component of size O(n). Thus we expect that the density of occupied sites will
increase until p > pc, at which point a large epidemic occurs and reduces the
density to a low level and the cycle begins again. We will show that in some
cases this leads to chaotic behavior of the densities.
4.1.1 Mean-field growth on a random 3-regular graph
To work our way up to proving results about this system and the corresponding
process on the torus we begin with the case in which GN is a random 3-regular
graph with N nodes, that is, a graph chosen at random from the set of graphs
withN vertices all of which have degree 3 (N must be even). We will denote this
random graph by RN and we will condition on the event that RN is connected.
It is known, see Janson, Łuczak, and Rucinski (2000), that the probability that
RN is connected tends to 1. We choose this graph, not because it reflects reality,
but because RN is locally a tree, so we have explicit formulas for the percolation
probabilities. To have a simple process in which the number of occupied sites
at the beginning of the growing season is a Markov process, we letNN(x) = RN
for all x. As we will see, in the limit as N → ∞ the result is a very interesting
dynamical system.
To guess what this limiting system must be, observe that if we assume that
the density of occupied sites before the growth step is p, so the expected number
of occupied sites is pN , then the expected density after the birth step is
fN(p) = 1−
(
1− β
N
)pN
≈ f(p) = 1− e−βp.
Now the random 3-regular graph looks locally like a tree in which each vertex
has degree 3 (we will refer to this tree as the 3-tree). Proceeding heuristically,
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in the limit N → ∞, each occupied site survives the epidemic if and only if it
is not in the giant component of the percolation process on the 3-tree defined
by declaring open the sites that are occupied after the growth step. Thus if the
density before the epidemic is p, the density gT (p) after the epidemic (the T in
the subscript is for tree) is exactly the probability that the origin is open in this
percolation process but it does not percolate. The threshold for the existence of
a giant component is pc = 1/2, so if p ≤ 1/2 then gT (p) = p.
To compute the density for p > 1/2 we need to compute the percolation
probability on the 3-tree. Throughout the rest of the paper, whenever we say
percolation we mean the event that the origin is an infinite cluster of occupied
sites. We start by noting that for site percolation on the binary tree (which is an
infinite rooted tree where each vertex has 2 descendants, so all vertices have de-
gree 3 except for the root which has degree 2) the percolation probability θbin(p)
satisfies
θbin(p) = p(1− (1− θbin(p))2)
since for this event to occur the origin must be occupied and percolation must
occur from one of the two neighbors. Solving gives
θbin(p) =
2p− 1
p
= 2− 1
p
.
On the 3-tree the probability of percolation is then
θT (p) = p(1− (1− θbin(p))3)
since the site must be occupied and percolation must occur from one of the three
neighbors. Thus for p ∈ (1/2, 1]
gT (p) = P(0 is occupied, |C0| <∞) = p− θT (p) = p
(
1
p
− 1
)3
=
(1− p)3
p2
.
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Let a0 be the solution of 1− e−βa0 = 1/2 (i.e., a0 = (log 2)/β). Combining the
formulas for f and gT we see that the limiting dynamical system should be the
one defined by the function
hT (p) = gT (f(p)) =

1− e−βp 0 ≤ p ≤ a0
e−3βp
(1−e−βp)2 a0 < p ≤ 1.
Observe that hT is continuous in [0, 1].
We are interested in properties of the iterates of hT (p):
• If β ≤ 1 then f(p) < p for all p > 0 and thus hkT (p) decreases to 0 as k →∞.
• If β > 1 then starting from a small positive p, fk(p) increases to a unique
fixed point p∗. If p∗ ≤ 1/2 then we never get an epidemic and hkT (p) in-
creases to the same fixed point.
• 1/2 is a fixed point when e−β/2 = 1/2, i.e., β = 2 log 2. When β > 2 log 2,
we let a1 = hT (1/2) = e−3β/2/(1 − e−β/2)2. Eventually the iterates of hT lie
in the interval [a1, 1/2], and once they reach this interval, they stay there
(see Figure 4.1).
Hence if β ≤ βc = 2 log 2, hT (p) = f(p) for all p and the epidemic part of the
dynamics is not seen in the limiting system. If β > βc then hT (p) < 1/2 < f(p)
for p ≥ a0.
Figure 4.2 shows the orbits of the system as a function of β. We plot hkT (p)
for 501 ≤ k ≤ 550 to remove the initial transient. Note that the system proceeds
directly from a stable fixed point to a “chaotic phase” rather than via period
doubling bifurcations of the type occurring in the quadratic maps rx(1− x). To
say in what sense the behavior is chaotic, we will use two results of the theory
124
00.1
0.2
0.3
0.4
0.5
0 a1 c a0 0.5
hT (p)
p
Figure 4.1: Graph of hT with β = 2 log 3. The point c = h−1T (a0) will play a
role in the proof of Theorem 4.1.1.
of discrete time dynamical systems. The first result, which we include here for
convenience, is commonly referred to as “period three implies chaos”:
Proposition 4.1.1 (Theorem 1 in Li and Yorke (1975)). Let F : J −→ J be a contin-
uous function on a real interval J and assume that there is point a ∈ J such that
F 3(a) ≤ a < F (a) < F 2(a).
Then
(a) For every k = 1, 2, . . . there is a point in J of period k, i.e., a point r ∈ J such
that F k(r) = r but F j(r) 6= r for 0 < j < k.
(b) There is an uncountable set S ⊆ J containing no periodic points such that
(b.i) For every p, q ∈ S, p 6= q,
lim sup
N→∞
|FN(p)− FN(q)| > 0
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and
lim inf
N→∞
|FN(p)− FN(q)| = 0.
(b.ii) For every p ∈ S and any periodic point q ∈ J ,
lim sup
N→∞
|FN(p)− FN(q)| > 0.
We will say that F is chaotic if F satisfies the conditions (a) and (b) above.
(b.ii) rules out convergence to periodic orbits, while (b.i) shows that all the
points in S have different limiting behaviors.
Theorem 4.1.1.
(a) The dynamical system defined by the function hT : [a1, 1/2] −→ [a1, 1/2] is
chaotic for every β > 2 log 2.
(b) If β ∈ (2 log 2, 2.48] then the system has an invariant measure, µ = µ ◦ h−1T ,
which is absolutely continuous with respect to the Lebesgue measure.
Simulations suggest that (b) actually holds for all β > 2 log(2).
Now we come back to the process running on RN . We will denote our pro-
cess by ηNk , with η
N
k (i) = 1 if i is occupied at time k and η
N
k (i) = 0 if not. The
density of occupied sites at time k will be denoted by ρNk :
ρNk =
1
N
|ηNk | =
1
N
N∑
i=1
ηNk (i). (4.1)
The initial distribution ηN0 of the process will always be assumed to be a product
measure with some density p ∈ [0, 1] (so, in particular, ρN0 converges in probabil-
ity to p). In the preceding discussion we argued heuristically that ρNk converges
to the deterministic system defined by hT . The next result shows that this is
indeed the case:
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Figure 4.2: Orbits of the system (hkT (p))k≥0 started at p = 0.1. The x-axis
has the values of β used in the simulations, while the y-axis
has hkT (p) for k = 501, . . . , 550.
Theorem 4.1.2. Assume that GN = RN and that the infection probability of the epi-
demic satisfies
αN log2N −−−→
N→∞
∞.
Then the process (ρNk )k≥0 converges in distribution to the (deterministic) orbit, starting
at p, of the dynamical system associated to hT .
The above convergence means that (ρNk )k≥0 converges in distribution to a
deterministic process whose paths are given by the orbits (hkT (p))k≥0.
4.1.2 Local growth on the d-dimensional torus
Turning now to a more realistic setting, we consider the process running on the
d-dimensional torus (Z mod N)d, for d ≥ 2, which we will denote by TN . The
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case d = 2 is the one relevant to gypsy moths, but it is no harder to prove our
results in general.
To add some more realism and make our process more interesting, we will
take now the growth neighborhoods NN(x) to be smaller than TN . We let
NN(x) = {y ∈ TN : 0 < ‖y − x‖∞ ≤ rN}
(here the difference y − x is computed modulo N ) and take the range rN to be
such that rN → ∞. (We remark that on TN we are considering the L1 distance;
in particular, two points x, y ∈ TN are neighbors if ‖x− y‖1 = 1).
We start as before by guessing what the limiting system should be. To do
this we will assume for a moment that rN = ∞ for all N , so we are back in the
case of mean-field growth of the previous subsection. The growth step behaves
exactly as before: if p is the density of occupied sites before the growth step,
then the density after is
fN2(p) = 1−
(
1− β
N2
)pN2
≈ f(p) = 1− e−βp.
The behavior of the epidemic step in the limit N → ∞ is analogous to the one
in the random 3-regular graph: if p is the density of occupied sites before the
epidemic, then the density gL(p) after (here the subscript L is for lattice) is the
probability that the origin is open but does not percolate in a site percolation
process in Zd.
Unlike the case of percolation on the 3-tree, we do not have an explicit for-
mula available for the percolation probability in Zd, but we still know some
qualitative properties. Letting C0 be the percolation cluster containing the ori-
gin and
θL(p) = P(|C0| =∞)
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we have that there is a pc ∈ (0, 1) (pc ≈ 0.593 in d = 2) such that θL(p) = 0 for
p ≤ pc, θL(p) is strictly increasing for p > pc, and θL(p) is infinitely differentiable
at every p 6= pc (see Theorem 8.92 of Grimmett (1999)). We also have that
gL(p) = P(0 < |C0| <∞) = P(|C0| <∞)− P(|C0| = 0) = p− θL(p),
so gL(p) is infinitely differentiable at p 6= pc and gL(p) = p for p ≤ pc.
As before we let hL(p) = gL(f(p)) and βc be the value of β solving pc =
1− e−βpc , that is,
βc =
1
pc
log
(
1
1− pc
)
(βc ≈ 1.516 in d = 2). Observe that gL(p) ∈ (0, 1) for p ∈ (0, 1) so, in particular,
hL(p) > 0 for p > 0. Our next result holds under an hypothesis on the percola-
tion function which might seem strange at a first look, but which holds in d = 2
and is expected to also hold in 3 ≤ d < 6.
Theorem 4.1.3. Suppose that
lim
p↓pc
θ′L(p) =∞. (4.2)
Then there is an ε > 0 such that for every β ∈ (βc, βc + ε) the dynamical system
(hkL(p))k≥0 has an invariant measure which is absolutely continuous with respect to the
Lebesgue measure.
We believe (and simulations suggest) that the result holds for all β > βc. As
Yuval Peres pointed out to us, it is easy to show that (4.2) holds in d = 2 using
Russo’s formula and the fact that the expected number of pivotal sites goes to
infinity as p ↓ pc in two dimensions. This argument would obviously work
in other dimensions too if we knew that the expected number of pivotal sites
blows up at pc. This should be the case in 3 ≤ d < 6 because it is expected that
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θL(p) ≈ C(p − pc)γ as p ↓ pc with γ < 1 in d < 6, γ = 1 in d > 6, and with
logarithmic corrections in d = 6 (see, e.g., Chapter 9 of Grimmett (1999)).
Our next goal is to show that the process ρNk on the torus TN converges to
the deterministic orbit of the dynamical system defined by hL. The processes
ηNk and ρ
N
k are defined in this case exactly as for the random 3-regular graph,
see (4.1) and the preceding lines. If we consider the case of mean-field growth
(i.e., NN(x) = TN ) then the result follows from the same arguments as those we
will use to prove Theorem 4.1.2 (the proof is actually simpler because we do not
have to prove that the torus looks locally like Zd). Figure 4.3 shows part of the
trajectories of ρNk in the case of mean-field growth. But, as we mentioned, we
want to deal with the more general caseNN(x) = {y ∈ TN : 0 < ‖y − x‖∞ ≤ rN}
with rN → ∞. The result does not seem to be true if we do not take rN → ∞.
As Figure 4.4 shows, the graph of {(ρNk , ρNk+1), k ≥ 0} does not correspond to
any function. This difficulty dissappears as N → ∞ if we take rN → ∞ at an
appropriate rate.
We will assume the following on αN and rN :
rN
N
−→ 0 and
αNrN −→∞.
For instance, we could take rN = Nγ and αN = N−δ for some 0 < δ < γ < 1.
Theorem 4.1.4. Assume that GN = TN , with d ≥ 2, and that the number of individ-
uals to which each occupied site gives birth to during the growing season is a Poisson
random variable with mean β. Then the process (ρNk )k≥0 converges in distribution to
the (deterministic) orbit, starting at p, of the dynamical system associated to hL.
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Figure 4.3: Density process (ρNk (p))k≥0 running on the 2-dimensional torus
with mean-field growth, depicted for k = 501, . . . , 550 for dif-
ferent values of the parameter β (similar to Figure 4.2). Here
N = 500.
4.1.3 Local growth on Zd
We now consider the case in which rN is constant. Figure 4.5 shows that when
rN = 5 the fluctuations in the density of occupied sites decrease as the system
size increases. Figure 4.6 shows a picture of the process running on the torus of
size 450 × 450 with rN = 5. As this picture suggests the density stays constant
because different parts of the lattice oscillate out of phase.
Theorem 4.1.5. Consider the process running in Zd with d ≥ 2. If rN = L and L is
sufficiently large then there is a nontrivial stationary distribution.
Sketch of the proof. The key to the proof is that the density of occupied sites after
growth is at most f(1) = 1 − e−β so after the epidemic there will be a positive
density of occupied sites. Let δ = (1 − e−β)e−4β be the probability that a site is
occupied and has four vacant neighbors. Divide space into squares of side L/2
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Figure 4.4: Graph of ρNk against ρ
N
k+1 on the 2-dimensional torus with N =
750 and rN = 50. The graph clearly does not correspond to a
function.
and declare that the square is occupied if at least a fraction δ/2 of the sites are. If
L is large enough and T is chosen suitably then the set of occupied sites at time
nT dominates oriented percolation with p close to 1 and the result follows from
standard “block construction” arguments (for an account of this method see, for
instance, Durrett (1995)). By order of the Associate Editor further details are left
to the reader.
The remainder of the paper is devoted to proofs. The proof of Theorem 4.1.1
is given in Section 4.2. If you get bored with all of the algebra and calculus
involved you can skip to Section 4.3 where the proof of Theorem 4.1.2 is given.
The proof of Theorem 4.1.3 given in Section 4.4 and the more complicated proof
of Theorem 4.1.4 in Section 4.5 rely on ideas from Sections 4.2 and 4.3, but are
independent of each other.
The authors would like to thank referee Nicolas Lanchier for his careful read-
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Figure 4.5: Sequence of densities ρNk of the process running on the 2-
dimensional torus with local interactions in the epidemic step
for N = 500 and N = 1500, both with rN = 5. As this graph
suggests, the fluctuations of the density process get small as N
grows if the range rN is held fixed.
ing of the paper which resulted in a number of corrections and clarifications.
4.2 Proof of Theorem 4.1.1
Proof. By Proposition 4.1.1, to obtain (a) it is enough to prove that there is a point
c ∈ [a1, 1/2] such that
h3T (c) ≤ c < hT (c) < h2T (c).
In our case we can take
c = f−1(a0) =
1
β
log
(
β
β − log 2
)
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Figure 4.6: State of the process at time 200 on a torus of size 450 × 450
(black dots are occupied). In this simulation, β = 2.25, rN = 5,
and the infection probability at each site is 5 · 10−6. This picture
corresponds to an intermediate state of the process, after an
epidemic event wiped out a big cluster but the process has had
time to grow back.
(see Figure 4.1). Observe that since a0 < 1/2, c = β−1 log((1− a0)−1) <
β−1 log 2 = a0. Hence
hT (c) = f(c) = a0,
h2T (c) = f(a0) =
1
2
, and
h3T (c) = hT (1/2) = a1.
It is clear then that c < hT (c) < h2T (c). To see that h
3
T (c) ≤ c we need to show
that a1 ≤ f−1(a0), i.e., that
e−3β/2
(1− e−β/2)2 ≤
1
β
log
(
β
β − log 2
)
,
or, equivalently, that
φ1(β) = exp
(
βe−3β/2
(1− e−β/2)2
)
≤ φ2(β) = β
β − log 2 (4.3)
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for all β > 2 log 2. If you look at the picture of these two functions it seems clear
that the inequality holds, but the proof is not as simple as the picture suggests.
We will divide it into two parts.
First, assume that β ∈ (2 log 2, 1.75]. We will show that
φ1(β) ≤ 4− β
log 2
≤ φ2(β). (4.4)
To get the first inequality let
σ(β) =
βe−3β/2
(1− e−β/2)2 .
A simple calculation gives
σ′′(β) =
9eβ − 4eβ/2 + 1
4e5β/2 − 16e2β + 24e3β/2 − 16eβ + 4eβ/2 ,
and we claim that this quotient is positive. Indeed, it is easy to see that the
numerator is positive, while putting a = eβ/2 the denominator becomes 4a5 −
16a4 + 24a3 − 16a2 + 4a, so dividing by 4a we need to show that
w(a) = a4 − 4a3 + 6a2 − 4a+ 1 > 0
for all a > 2. Observe that w′(a) = 4a3 − 12a2 + 12a − 4, so w′(2) = 4, while
w′′(a) = 12(a − 1)2 > 0, so w′(a) > 0 for all a > 2. Since w(2) = 1 we deduce
that w(a) > 0 for all a > 2 as required. Hence σ is convex, and thus so is
φ1 = exp(σ(·)). Since
φ1(2 log(2)) = 2 = 4− 2 log 2
log 2
and φ1(1.75) ≈ 1.4518 < 4− 1.75
log 2
≈ 1.4753,
the convexity of φ1 gives the desired inequality.
To get the second inequality in (4.4), observe that
φ2(2 log 2) = 2 = 4− 2 log 2
log 2
and φ′2(2 log 2) = −
1
log 2
.
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Therefore, since this last quantity is exactly the slope of the line appearing in
the middle term of (4.4) and since φ2 is strictly convex, we deduce that φ′2(β) is
larger than this slope for every β > 2 log 2 and thus the inequality holds.
Now we assume that β > 1.75. Using the Taylor expansion of the functions
1/(1− x) and ex about x = 0 we get that (4.3) is equivalent to
∑
n≥0
(
log 2
β
)n
≥
∑
n≥0
1
n!
(
βe−3β/2
(1− e−β/2)2
)n
,
so it is enough to show that(
log 2
β
)n
≥ 1
n!
(
βe−3β/2
(1− e−β/2)2
)n
for all n ≥ 0 and β > 1.75. The inequality holds trivially for n = 0, so by
induction it is enough to prove that
log 2
β
≥ 1
n
βe−3β/2
(1− e−β/2)2
for all n ≥ 1 or, equivalently, for n = 1. That is, we need to show that
β2
e−3β/2
(1− e−β/2)2 ≤ log 2 (4.5)
for all β > 1.75. To see that this holds we observe that the derivative of the left
side with respect to β is
−βe
−β/2 (3βeβ/2 − 4 eβ/2 − β + 4)
2(eβ/2 − 1)3 .
We claim that this quotient is negative for β > 1.75. Indeed, the denominator is
clearly positive, so we only need to show that
w(β) = 3βeβ/2 − 4eβ/2 − β + 2 > 0
for β > 1.75. This is easy, because w′(β) = 3eβ/2(1+β/2)−2eβ/2−1 > eβ/2−1 > 0
and w(1.75) ≈ 5.28. Thus the left side of the (4.5) is decreasing in β, and then the
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inequality holds because its value at β = 1.75 is approximately 0.6523 < log 2.
This finishes the proof of (a).
To get (b) it is enough to show by Lasota and Yorke (1973) that
inf
p∈[a1,1/2]\{a0}
∣∣(h3T )′(p)∣∣ > 1 (4.6)
for β ∈ (2 log 2, 2.48]. The idea of the proof is the following. We find an explicit
formula for (h3T )
′ and use it to compute numerically its infimum on [a1, 1/2]\{a0}
for every β in a certain grid of (2 log 2, 2.48]. Due to monotonicity properties of
the derivative of hT the numerical computation of the infimum is exact (up to
floating-point numerical errors which are small enough for our purposes) for
any fixed β. We then show that (h3T )
′, as a function of β, has a Lipschitz constant
that ensures that the infimum is larger than 1 for every β between subsequent
points in the grid. We will do this step by step.
We begin by computing (h3T )
′. For p ∈ [a1, a0), h′T (p) = f ′(p) = βe−βp, while
for p ∈ (a0, 1/2],
h′T (p) =
−3βe−3βp
(1− e−βp)2 − 2
e−3βp
(1− e−βp)3βe
−βp =
e−3βp
(1− e−βp)3 [−3β + βe
−βp].
This gives an explicit formula for h′T . On the other hand,
(h3T )
′(p) = h′T (h
2
T (p))h
′
T (hT (p))h
′
T (p). (4.7)
Putting these two formulas together we get an explicit expression for (h3T )
′.
Now observe that h′T is decreasing in [a1, a0) and increasing in (a0, 1/2]. In-
deed, h′′T (p) = f
′′(p) = −β2e−βp < 0 on the first interval, while on the second
one h′′T (p) = g
′′
T (f(p))f
′(p)2 + g′T (f(p))f
′′(p), so since f ′ > 0, f ′′ < 0,
g′T (p) =
(
1
p
− 1
)3
+ 3p
(
1
p
− 1
)2(−1
p2
)
= −
(
1 +
2
p
)(
1
p
− 1
)2
< 0,
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and
g′′T (p) =
2
p2
(
1
p
− 1
)2
−
(
1 +
2
p
)(
1
p
− 1
)(−1
p2
)
> 0,
we get that h′′T (p) > 0 for p ∈ (a0, 1/2]. This means by (4.7) that (h3T )′ is mono-
tone in each interval of constancy of its sign. These intervals are given by the
partition of [a1, 1/2] defined by the preimage of a0 under h3T . We deduce that
inf
p∈[a1,1/2]\{a0}
∣∣(h3T )′(p)∣∣ = inf
p∈h−3T (a0)∪{a1,1/2}
min
{∣∣(h3T )′(p−)∣∣ , ∣∣(h3T )′(p+)∣∣} ,
where the superscripts − and + denote left and right derivatives respectively.
Using this observation we can compute numerically the infimum in (4.6) for any
given β. We did this for every β in a grid of width 2 · 10−6 of (2 log 2, 2.48], and
we obtained that the infimum is larger than 1.002 at each of these values of β.
Figure 4.7 shows a graph of the values obtained.
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Figure 4.7: Infimum of |(h3T )′(p)| on the relevant interval for β ∈
(2 log 2, 2.6). The computation was done for each β on a grid
of width 2 · 10−6 on this interval, as explained within the
proof of Theorem 4.1.1. The infimum lies above 1.02 for β ∈
(2 log 2, 2.48].
The last step is to make sure that the infimum in (4.6) stays above 1 for
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every β ∈ (2 log 2, 2.48]. We will write hT (p, β) to indicate the dependence
of hT (p) on the value of the parameter β. Our goal is to find a bound for∣∣ ∂2
∂β∂p
h3T (p, β)
∣∣. Observe that by the product rule and (4.7), if ∣∣ ∂
∂p
hT (p, β)
∣∣ ≤ M1
and
∣∣ ∂2
∂β∂p
hT (p, β)
∣∣ ≤M2 for all β ∈ (2 log 2, 2.48] and p ∈ [a1, 1/2]\{a0} then∣∣∣∣ ∂2∂β∂ph3T (p, β)
∣∣∣∣ ≤ 3M21M2 (4.8)
for all such β and p. We already computed
∣∣∣ ∂∂phT (p, β)∣∣∣. For p ∈ [a1, a0), it equals
βe−βp which is smaller than 2.48 for each β ≤ 2.48. For p ∈ (a0, 1/2] we know
that h′T is negative and increasing, so∣∣∣∣ ∂∂phT (p, β)
∣∣∣∣ ≤ ∣∣∣∣ ∂∂phT(12 , β)
∣∣∣∣ = ∣∣∣∣ e−3β/2(1− e−β/2)3 [−3β + βe−β/2]
∣∣∣∣
≤ e
−3·2.48/2
2−3
· 4 · 2.48 ≈ 1.923.
Thus if we take M1 = 2.48 the desired inequality holds. Now for p ∈ [a1, a0),∣∣∣∣ ∂2∂β∂phT (p, β)
∣∣∣∣ = ∣∣∣∣ ddβ (βe−βp)
∣∣∣∣ = ∣∣(1− β2)e−βp∣∣ ≤ 1.
For p ∈ (a0, 1/2],∣∣∣∣∣ ∂2∂β∂phT (p, β)
∣∣∣∣∣ =
∣∣∣∣ ddβ
(
e−3βp
(1− e−βp)3 [−3β + βe
−βp]
)∣∣∣∣
=
e−βp
(1− e−βp)4
∣∣(9βp− 3)e−2βp + (4− 4βp)e−3βp + (βp− 1)e−4βp∣∣
≤ e
−βa0
(1− e−β/2)4 (14βp+ 8) ≤
2−1
(1− e−2.48/2)4 (14 · 2.48/2 + 8) ≈ 49.73
if β ∈ (2 log 2, 2.48]. Thus if we take M2 = 49.73 we get by (4.8) that∣∣∣ ∂∂βh3T (p, β)∣∣∣ ≤ 917.6.
The bound we just obtained implies that for any fixed p ∈ [a1, 1/2]\{a0} the
function β 7→ d
dp
hT (p, β) is Lipschitz and its Lipschitz constant is at most 917.6.
Now fix β ∈ (2 log 2, 2.48] and let β′ be the point in the grid of (2 log 2, 2.48] on
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which we computed the infimum in (4.6) which is immediatly before β. Then
for any p ∈ [a1, 1/2]\{a0},∣∣∣∣ ∂∂ph3T (p, β)
∣∣∣∣ ≥ ∣∣∣∣ ∂∂ph3T (p, β′)
∣∣∣∣− ∣∣∣∣ ∂∂ph3T (p, β)− ∂∂ph3T (p, β′)
∣∣∣∣
≥ 1.002− 917.6|β − β′| ≥ 1.002− 917.6 · 2 · 10−6 ≈ 1.0001.
This finishes the proof of (4.6).
4.3 Proof of Theorem 4.1.2
To prove this result it will be enough to study the one-step transition probabil-
ities for ρNk . Recall that in the growth step, since here NN(x) = GN , every site
becomes occupied with probability 1 − (1− β/N)pN ≈ 1 − e−βp, where p is the
starting density of occupied sites. For simplicity we will assume that the occu-
pation probability of each site after the growth step is exactly 1− e−βp, and then
in the proof of the theorem we will say how to remove this assumption.
Abusing notation, we will also let ηNk stand for the set of occupied sites in
the process. ηNk+1/2 will denote the intermediate state of the process between η
N
k
and ηNk+1 after the growth part of the dynamics has been run but before running
the epidemic. We will denote by {0, . . . , N − 1} the set of nodes of RN . B(i, r)
will denote the set of sites in RN at distance at most r from i (here the distance
between two points i and j is defined as the number of edges in the shortest
path going from i to j).
Let η˜N1 be the set of occupied sites after the epidemic is run on ηN1/2 ignoring
infections coming from a distance greater that (log2N)/5. Define ρ˜N1 = |η˜N1 |/N .
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Recall that we are assuming that
αN log2N −→∞.
Lemma 4.3.1.
E
(|ρ˜N1 − ρN1 |) −−−→
N→∞
0
uniformly in the initial density p.
Proof. By translation invariance, and observing that η˜N1 (i) ≥ ηN1 (i) for all i ∈ RN ,
E
(|ρ˜N1 − ρN1 |) ≤ 1N ∑
i∈RN
E
(∣∣η˜N1 (i)− ηN1 (i)∣∣) = P(0 ∈ η˜N1 )− P(0 ∈ ηN1 )
= P
(
0 ∈ η˜N1 \ηN1
) ≤ (1− αN) 15 log2N ≈ e− 15αN log2N −→ 0.
The second inequality above follows from the fact that if 0 is in η˜N1 but not in ηN1 ,
then there must be an open path in ηN1/2 going from 0 to ∂B(0, (log2N)/5), and
all sites in this path must have not been infected.
Now let
HN = {i ∈ RN : B(i, (log2N)/5) is a finite 3-tree} .
By a finite 3-tree we mean a finite tree where all nodes have degree 3 except for
the leaves which have degree 1. The next lemma says that RN looks locally like
a 3-tree:
Lemma 4.3.2.
E
(
1
N
|RN \HN |
)
= P(0 /∈ HN) −−−→
N→∞
0.
Proof. A random 3-regular graph is a special case of a graph with a fixed de-
gree distribution and can be studied using techniques in Section 3.2 of Durrett
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(2007). To explore the subgraph B(0, (log2N)/5) of RN , let R0 = ∅, A0 = {0},
and U0 = {1, . . . , N − 1}. These are called the removed, active, and unexplored
sites respectively. If An 6= ∅ then to go from time n to n+ 1 we pick a site in from
An according to some given rule and let
Rn+1 = Rn ∪ {in}
An+1 = (An\{in}) ∪ {j ∈ Un : j ∼ i}
Un+1 = Un\{j ∈ Un : j ∼ i},
where j ∼ i here denotes that j and i are neighbors. For n ≤ 3N1/5/2, |An| ≤
3N1/5/2 + 2, so the probability of a collision (i.e., that when we examine the
neighbors of in we see a site already in An) at some time is at most
2 · 3
2
N1/5
3N1/5/2 + 2
N
−→ 0.
Now suppose that when choosing the sites in we choose those at distance 1
from 0 first, then those at distance 2, etcetera. Then by time 3N1/5/2 we will
have investigated all points within distance (log2N)/5 of 0, and if we see no
collision, then we will know that the subgraph B(0, (log2N)/5) is a tree.
Lemma 4.3.3. Let C0 be the cluster containing the origin in a site percolation pro-
cess on the 3-tree, and let Pp denote the law of this process when each site is retained
independently with probability p ∈ [0, 1]. Then for any kN ↑ ∞,
sup
p∈[0,1]
|Pp(diam(C0) <∞)− Pp(diam(C0) ≤ kN)| −−−→
N→∞
0.
Proof. The result follows from the fact that any increasing sequence of continu-
ous functions on [0, 1] which converges pointwise to a continuous function on
[0, 1] actually converges uniformly to that function (see, for instance, Theorem
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7.13 in Rudin (1976)). We only need to observe that Pp(diam(C0) < ∞) and
Pp(diam(C0) ≤ kN) are continuous on [0, 1] as functions of p, and the latter is
increasing in N and converges pointwise to the former as N →∞.
Lemma 4.3.4.
E
(
1
N
|η˜N1 ∩HN |
)
−−−→
N→∞
hT (p)
uniformly in the initial density p.
Proof. Observe that since 0 ∈ η˜N1 implies that 0 ∈ η˜N1/2 = ηN1/2,
E
(
1
N
|η˜N1 ∩HN |
)
= P
(
0 ∈ η˜N1
∣∣∣0 ∈ HN ∩ ηN1/2)P(0 ∈ HN)P(0 ∈ ηN1/2). (4.9)
By Lemma 4.3.2, P(0 ∈ HN) → 1 uniformly in p, while by our assumption,
P(0 ∈ ηN1/2) = 1− e−βp.
For the other term on the right side of (4.9), we only need to look at the
configuration of ηN1/2 inside B(0, (log2N)/5), on which, conditional on the event
{0 ∈ HN}, the graph looks like a finite 3-tree. Thus, we can construct the random
variables
(
η˜N1 (0)
)
N>0
conditioned on {0 ∈ HN ∩ ηN1/2} on a common probability
space in the following way. Let T be the set of sites in an infinite (rooted) 3-tree
and consider a site percolation process on Twith each site being open, indepen-
dently, with probability 1− e−βp. We will call C0 the corresponding percolation
cluster containing 0. We also consider a collection (BNi )i∈T,N>0 of independent
Bernoulli random variables with P(BNi = 1) = αN . With this, the random vari-
able η˜N1 (0), conditional on the event {0 ∈ HN ∩ ηN1/2}, can be constructed as
η˜N1 (0) =

1 if BNi = 0 for all i ∈ C0 ∩B(0, (log2N)/5),
0 otherwise.
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It is clear that this construction gives the right conditional distribution for η˜N1 (0).
Now let lN = log2(α
−1/2
N ). Observe that lN < (log2N)/5 for large N , so we
have that
P
(
0 ∈ η˜N1
∣∣0 ∈ HN ∩ ηN1/2)
= P
(
0 ∈ η˜N1 , diam(C0) ≤ lN
∣∣∣0 ∈ HN ∩ ηN1/2)
+ P
(
0 ∈ η˜N1 , lN < diam(C0) ≤
1
5
log2N
∣∣∣0 ∈ HN ∩ ηN1/2)
+ P
(
0 ∈ η˜N1 , diam(C0) >
1
5
log2N
∣∣∣0 ∈ HN ∩ ηN1/2) .
(4.10)
For the first probability on the right side we have that
P
(
0 ∈ η˜N1 , diam(C0) ≤ lN
∣∣∣0 ∈ HN ∩ ηN1/2)
≤ P(0 < diam(C0) ≤ lN ∣∣0 ∈ HN ∩ ηN1/2)
−→ P(0 < diam(C0) <∞|0 is open) = gT (1− e
−βp)
1− e−βp .
This convergence is uniform in p thanks to Lemma 4.3.3. On the other hand,
since any subset of T with diameter n has at most 1 + 3 · 2n−1 < 3 · 2n nodes, we
get that
P
(
0 ∈ η˜N1 , diam(C0) ≤ lN
∣∣∣0 ∈ HN ∩ ηN1/2)
= P
(
BNi = 0 ∀ i ∈ C0, diam(C0) ≤ lN
∣∣0 ∈ HN ∩ ηN1/2)
= E
(
(1− αN)|C0| , 0 < diam(C0) ≤ lN
∣∣∣0 ∈ HN ∩ ηN1/2)
≥ (1− αN)3α
−1/2
N P
(
0 < diam(C0) ≤ lN
∣∣0 ∈ HN ∩ ηN1/2)
−→ gT (1− e
−βp)
1− e−βp
by the same reason as above and because (1 − αN)3α−1/2N ≈ e−3
√
αN → 1. We
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deduce that
P
(
0 ∈ η˜N1 , diam(C0) ≤ lN
∣∣∣0 ∈ HN ∩ ηN1/2) −→ gT (1− e−βp)1− e−βp
uniformly in p. For the second probability on the right side of (4.10) we have
that, since P
(
0 ∈ HN ∩ ηN1/2
)
≥ C = (1− e−βp)/2 for large enough N ,
P
(
0 ∈ η˜N1 , lN < diam(C0) ≤
1
5
log2N
∣∣∣0 ∈ HN ∩ ηN1/2)
≤ C−1P
(
lN < diam(C0) ≤ 1
5
log2N
)
= C−1 [P(diam(C0) > lN)− P(diam(C0) =∞)]
− C−1
[
P
(
diam(C0) >
1
5
log2N
)
− P(diam(C0) =∞)
]
−→ 0
uniformly in p, again by Lemma 4.3.3. For the last probability in (4.10) we sim-
ply observe that
P
(
0 ∈ η˜N1 , diam(C0) >
1
5
log2N
∣∣∣0 ∈ HN ∩ ηN1/2)
≤ (1− αN) 15 log2N ≈ e− 15αN log2N −→ 0.
The previous calculations and (4.10) imply that
P
(
0 ∈ η˜N1 |0 ∈ HN ∩ ηN1/2
) −→ gT (1− e−βp)
1− e−βp
uniformly in p. Putting this together with (4.9) we get the result.
Proof of Theorem 4.1.2. By Karr (1975), it is enough to prove that ρN0 ⇒ p and
that given any sequence pN in [0, 1] converging to some p′ ∈ [0, 1], the sequence
ρN1 , with ηN0 started at a product measure of density pN , converges weakly (or,
equivalently, in probability) to hT (p′).
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The first part is straightforward. For the second part we will assume, for
simplicity, that pN = p′ for all N and, moreover, that each site is occupied with
probability 1 − e−βp′ after the growing season. The general case follows from
the facts that 1 − (1− β/N)p′N converges uniformly as N → ∞ to 1 − e−βp′ for
p′ ∈ [0, 1] and that, by the preceding lemmas, all the convergences we will prove
below are uniform on the initial density p.
Observe that by Markov’s inequality, given any ε > 0
P
(|ρN1 − hT (p′)| > ε) ≤ 1εE(|ρN1 − hT (p′)|) ,
so
P
(|ρN1 − hT (p′)| > ε) ≤ 1εE(|ρN1 − ρ˜N1 |)+ 1εE
(∣∣∣∣ρ˜N1 − 1N |η˜N1 ∩HN |
∣∣∣∣)
+
1
ε
E
(∣∣∣∣ 1N |η˜N1 ∩HN | − E
(
1
N
|η˜N1 ∩HN |
)∣∣∣∣)
+
1
ε
∣∣∣∣E( 1N |η˜N1 ∩HN |
)
− hT (p′)
∣∣∣∣ .
(4.11)
Lemmas 4.3.1 and 4.3.4 imply that the first and last terms on the right side of the
inequality go to 0 as N →∞. The second one also goes to 0 since, using Lemma
4.3.2,
E
(∣∣∣∣ρ˜N1 − 1N |η˜N1 ∩HN |
∣∣∣∣) ≤ E( 1N |RN \HN |
)
−→ 0.
To deal with the third term, observe that
Var(|η˜N1 ∩HN |) =
N−1∑
i=0
N−1∑
j=0
Cov(1i∈eηN1 ∩HN ,1j∈eηN1 ∩HN )
≤ |{(i, j) ∈ HN×HN : B(i, (log2N)/5) ∩B(j, (log2N)/5) 6= ∅}|
= |{(i, j) ∈ HN×HN : |i− j| ≤ 2(log2N)/5}| ≤ 2N ·N2/5.
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Hence, by Jensen’s inequality,
E
(∣∣∣∣ 1N |η˜N1 ∩HN | − E
(
1
N
|η˜N1 ∩HN |
)∣∣∣∣)2 ≤ Var( 1N |η˜N1 ∩HN |
)
≤ 2N ·N
2/5
N2
−→ 0.
We deduce from (4.11) that ρN1 converges in probability to hT (p′).
4.4 Proof of Theorem 4.1.3
Proof. As in the case of the 3-tree, we let a0 be the solution of f(a0) = pc (i.e.,
a0 = log(1/(1 − pc))/β) and a1 = hL(pc) (see Figure 4.1 for a sketch of these
values in the case of the 3-tree). It is enough to prove, by Lasota and Yorke
(1973), that there is a K ∈ N such that
inf
p∈[a1,pc]\{a0}
∣∣(hKT )′(p)∣∣ > 1. (4.12)
Fix any β1 > βc. Since a1 is bounded away from 0 for β ∈ (βc, β1), there
is a K ∈ N such that min{k ∈ N : fk(a1) > pc} ≤ K − 1 for any such β. In
particular, since a0 is always less than pc we deduce that given any β ∈ (βc, β1)
and any p ∈ [a1, pc], the K-tuple (p, hL(p), . . . , hK−1L (p)) contains at least one
point in (a0, pc].
Now recall that f ′′ < 0, so f ′ attains its minimum on the interval [a1, a0] at a0,
and at this point its value is β(1− pc). Thus for every β ∈ (βc, β1), this minimum
is larger than βc(1− pc). Since gL(p) = p for p ∈ [a1, a0] we deduce that
|hL(p)| ≥ βc(1− pc) for all p ∈ [a1, a0].
Now using the fact that a0 ↑ pc as β ↓ βc, we can choose given any ε > 0 a
β2 ∈ (βc, β1) so that f(pc)− pc = f(pc)− f(a0) < ε for any β ∈ (βc, β2). Since (4.2)
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implies that
g′L(p) = 1− θ′L(p) −−→
p↓pc
−∞,
we can choose a small enough ε, so that
|h′L(p)| = |g′L(f(p))||f(p)| > max{[βc(1− pc)]−(K−1), 1} for all p ∈ (a0, pc],
and thus this inequality holds for all β ∈ (βc, β2).
Putting the previous arguments together with the fact that
(hKL )
′(p) = h′L(h
K−1
L (p))h
′
L(h
K−2
L (p)) · · ·h′L(p)
we deduce that (4.12) holds for all β ∈ (βc, β2).
4.5 Proof of Theorem 4.1.4
Given i ∈ TN and m ∈ N we will write
B(i,m) = {j ∈ TN : ‖i− j‖∞ ≤ m} and V (m) = (2m+ 1)d = |B(i,m)|
(here and in what follows all differences i−j for i, j ∈ TN are computed modulo
N ). Define, for k ∈ N,
dNk (i) =
1
V (rN)
∑
‖j−i‖∞≤rN
ηNk (j) and
GNk (ε) =
{
i ∈ TN :
∣∣dNk (i)− hkL(p)∣∣ < ε} .
dNk (i) is the density of occupied sites in the growth neighborhood of i, while
GNk (ε) can be thought of as the set of “good sites at time k”, where a site is said
to be good at time k if the density of occupied sites in its growth neighborhood
at that time is close to the desired value hkL(p). The proof of Theorem 4.1.4 will
depend on the following proposition:
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Proposition 4.5.1. Fix ε1, ε2 > 0 and k ∈ N and assume that
1
Nd
E
(∣∣TN \GNk (δ1)∣∣) < δ2. (4.13)
Then if δ1 and δ2 are small enough and N is large enough,
1
Nd
E
(∣∣TN \GNk+1(ε1)∣∣) < ε2.
This result will allow us to give an inductive proof of Theorem 4.1.4. We will
need thus the following lemma:
Lemma 4.5.2. Given any δ > 0,
1
Nd
E
(∣∣TN \GN0 (δ)∣∣) −−−→
N→∞
0.
Proof. By translation invariance,
E
(∣∣TN \GN0 (δ)∣∣) = ∑
i∈TN
P
(
i /∈ GN0 (δ)
)
= NdP
(|dN0 (0)− p| ≥ δ) .
Since E(dN0 (0)) = p, Chebyshev’s inequality and the fact that (by definition)
V (rN)d
N
0 (0) is the sum of V (rN) independent Bernoulli random variables with
success probability p imply that
P
(|dN0 (0)− p| ≥ δ) ≤ 1δ2V (rN)2V (rN)p(1− p),
so
1
Nd
E
(∣∣TN \GN0 (δ)∣∣) ≤ 1δ2V (rN)p(1− p) −→ 0.
Now we turn to the proof of Proposition 4.5.1. Many parts in the argument
will be similar to those in the proof of Theorem 4.1.2 and the lemmas that pre-
ceeded it, so we will skip some details. We begin with some preliminary results.
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Throughout this part, and until the proof of Theorem 4.1.4, we fix k, δ1, δ2, ε1, ε2
and assume that (4.13) holds.
Observe that since each occupied site i sends a Poisson[β] number of births
during the growing season, each to a site chosen randomly fromB(i, rN), we can
equivalently think of each occupied site i as sending a Poisson[β/V (rN)] number
of births to each of its V (rN) neighbors at a distance smaller than rN . Hence dur-
ing the growing season, each site i receives
∑
‖j−i‖∞≤rN η
N
k (j)Yj,i births, where
(Yi,j)i,j∈TN are i.i.d. Poisson[β/V (rN)] random variables. Conditional on d
N
k (i),
this last sum is distributed as a Poisson[dNk (i)β] random variable. We deduce
that we can regard the growing season as taking place as follows:
Given ηNk , each i will be in η
N
k+1/2 with probability equal to the proba-
bility that a Poisson[dNk (i)β] random variable is positive, that is, with
probability 1− e−βdNk (i).
The Poisson random variables above are taken to be independent of each other.
Let lN =
√
rN/αN and observe that
lN
rN
=
1√
αNrN
−→ 0 and αN lN = √αNrN −→∞.
We let η˜Nk+1 be the configuration obtained from η
N
k+1/2 by ignoring infections
coming from a distance greater than lN .
Lemma 4.5.3.
1
Nd
∑
i∈TN
E
(∣∣ηNk+1(i)− η˜Nk+1(i)∣∣) −−−→
N→∞
0.
In particular,
E
(∣∣ρNk+1 − ρ˜Nk+1∣∣) −→ 0.
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Proof. By translation invariance, and repeating the arguments of the proof of
Lemma 4.3.1, we get that
1
Nd
∑
i∈TN
E
(∣∣ηNk+1(i)− η˜Nk+1(i)∣∣) = 1Nd ∑
i∈TN
P
(
ηNk+1(i) 6= η˜Nk+1(i)
)
= P
(
0 ∈ η˜Nk+1\ηNk+1
) ≤ (1− αN)lN ≈ e−αN lN −→ 0.
Before continuing, it is useful to give an explicit construction of the random
variable η˜Nk+1(0). Consider a collection X =
(
X(i)
)
i∈Zd of i.i.d. random variables
with uniform distribution in [0, 1] and, given ηNk , construct η
N
k+1/2 as follows:
ηNk+1/2(i) = 1X(i)>e−βd
N
k
(i) .
Observe that with this choice, P
(
ηNk+1/2(i) = 1
)
= 1 − e−βdNk (i) as required. We
will call CN0 the open cluster in ηNk+1/2 containing 0. Define (B
N
i )i∈Zd,N>0 as in
Section 4.3 and set
η˜Nk+1(0) =

1 if η˜Nk+1/2(0) = 1 and B
N
i = 0 for all i ∈ CN0 ∩B(0, lN),
0 otherwise.
This construction gives the right distribution for η˜Nk+1(0).
We introduce another modification of ηNk+1: let η̂
N
k+1 be the configuration ob-
tained from ηNk in the same way as η˜
N
k+1, except that in the growing season we
replace ηNk+1/2 by the configuration η̂
N
k+1/2 defined by
η̂Nk+1/2(i) = 1X(i)>e−βh
k
L
(p)
(using the same family of variables X). That is, η̂Nk+1/2 corresponds to running
the growth step as if the density of occupied sites in the ball of radius rN around
each site was exactly hkL(p). ρ̂
N
k will denote the density of occupied sites in this
modified process, i.e., ρ̂Nk = |η̂Nk |/Nd. We will call C0 the open cluster containing
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0 in the site percolation process in all of Zd constructed from the collection of
random variables X with each site being open with probability 1− e−βhkL(p).
Lemma 4.5.4. Given any ε > 0, if δ1 and δ2 are small enough, then
E
(∣∣ρ˜Nk+1 − ρ̂Nk+1∣∣) ≤ ε.
Proof. The idea behind the proof of this result is the following. By (4.13), the
density of occupied sites is close to hkL(p) around most sites. If this holds for
some site i, then in a box around i the density must still be close to this. We
then prove the result by comparing η˜Nk+1 and η̂
N
k+1 with processes in which the
outcome of the growth step is replaced by product measures of sligthly smaller
and slightly larger densities.
To get started we observe that
E
(∣∣ρ˜Nk+1 − ρ̂Nk+1∣∣) ≤ 1Nd ∑
i∈TN
E
(∣∣η˜Nk+1(i)− η̂Nk+1(i)∣∣) = P(η˜Nk+1(0) 6= η̂Nk+1(0))
≤ P(η˜Nk+1(0) 6= η̂Nk+1(0), 0 ∈ GNk (δ1))+ P(0 /∈ GNk (δ1))
≤ P(η˜Nk+1(0) 6= η̂Nk+1(0), 0 ∈ GNk (δ1))+ δ2,
(4.14)
where in last bound we used (4.13). To deal with the last probability we first
observe that given any i ∈ B(0, lN),
dNk (i) =
1
V (rN)
∑
j∈B(i,rN )
ηNk (j) = d
N
k (0) +
1
V (rN)
∑
j∈B(i,rN )\B(0,rN )
ηNk (j)
− 1
V (rN)
∑
j∈B(0,rN )\B(i,rN )
ηNk (j)
≤ dNk (0) +
|B(i, rN)\B(0, rN)|
V (rN)
,
and thus, since the cardinality in the last term is largest when i is at any of the
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2d corners of the hypercube B(0, lN), we have that for some C > 0
∣∣dNk (i)− dNk (0)∣∣ ≤ C rd−1N lNV (rN) ≈ lNrN −→ 0.
We deduce that
P
(
η˜Nk+1(0) 6= η̂Nk+1(0), 0 ∈ GNk (δ1)
)
≤ P(η˜Nk+1(0) 6= η̂Nk+1(0), ∣∣dNk (i)− hkL(p)∣∣ ≤ 2δ1 ∀i ∈ B(0, lN), 0 ∈ GNk (δ1))
+ P
(∣∣dNk (i)− hkL(p)∣∣ > 2δ1 for some i ∈ B(0, lN), 0 ∈ GNk (δ1))
≤ P(η˜Nk+1(0) 6= η̂Nk+1(0), ∣∣dNk (i)− hkL(p)∣∣ ≤ 2δ1 ∀i ∈ B(0, lN))
+ P
(∣∣dNk (i)− dNk (0)∣∣ > δ1 for some i ∈ B(0, lN))
+ P
(∣∣dNk (0)− hkL(p)∣∣ > δ1, 0 ∈ GNk (δ1))
= P
(
η˜Nk+1(0) 6= η̂Nk+1(0),
∣∣dNk (i)− hkL(p)∣∣ ≤ 2δ1 ∀i ∈ B(0, lN))
for large enough N .
Next, we introduce the following notation: ξq1/2 will be the set of open sites
in a site percolation process in Zd with each site being open with probability
1 − e−βq for q ∈ [0, 1] constructed from the family of random variables X . In
other words, we put ξq1/2(i) = 1X(i)>e−βq for each i ∈ Zd. We also let ξq,N1 ⊆ TN be
the configuration obtained after running the epidemic step on ξq1/2 ∩ TN (this is
done on the torus TN , so we take into account the periodic boundary conditions
of the torus while running the epidemic), using the variables
(
BNi
)
i∈TN , and
ignoring infections coming from a distance greater than lN . Observe that with
these definitions, η̂Nk+1/2 = ξ
hkL(p)
1/2 ∩ TN and η̂Nk+1 = ξ
hkL(p),N
1 . The key fact is the
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following:
P
(
η˜Nk+1(0) 6= η̂Nk+1(0),
∣∣dNk (i)− hkL(p)∣∣ ≤ 2δ1 ∀i ∈ B(0, lN))
≤ P
(
ξ
hkL(p)+2δ1,N
1 (0) = 0, ξ
hkL(p),N
1 (0) = 1
)
+ P
(
ξ
hkL(p)−2δ1
1/2 (0) = 0, ξ
hkL(p)
1/2 (0) = 1
)
+ P
(
ξ
hkL(p)−2δ1,N
1 (0) = 1, ξ
hkL(p),N
1 (0) = 0
)
+ P
(
ξ
hkL(p)+2δ1
1/2 (0) = 1, ξ
hkL(p)−2δ1
1/2 (0) = 0
)
.
(4.15)
To see that this is true observe that |dNk (i) − hkL(p)| ≤ 2δ1 for all i ∈ B(0, lN)
implies that
1− e−β(hkL(p)−2δ1) ≤ 1− e−βdNk (i) ≤ 1− e−β(hkL(p)+2δ1)
for all i ∈ B(0, lN), and thus
ξ
hkL(p)−2δ1
1/2 ∩B(0, lN) ⊆ CN0 ∩B(0, lN) ⊆ ξ
hkL(p)+2δ1
1/2 ∩B(0, lN).
Assuming this, we have that η˜Nk+1(0) = 0 and η̂
N
k+1(0) = 1 implies that
ξ
hkL(p),N
1 (0) = ξ
hkL(p)
1/2 (0) = 1, and either η˜
N
k+1/2(0) = 0, which implies that
ξ
hkL(p)−2δ1
1/2 (0) = 0, or η˜
N
k+1/2(0) = 1 but there is an infection in C
N
0 ∩ B(0, lN),
which implies that ξh
k
L(p)+2δ1,N
1 (0) = 0. Similarly, η˜Nk+1(0) = 1 and η̂
N
k+1 = 0 im-
plies that ξh
k
L(p)+2δ1
1/2 (0) = 1, ξ
hkL(p),N
1 = 0, and there is no infection in CN0 ∩B(0, lN),
and thus ξh
k
L(p)−2δ1,N
1 (0) = 1 whenever ξ
hkL(p)−2δ1
1/2 (0) = 1.
To finish the proof we need to bound the probabilities on the right side of
(4.15). For the first one, since ξh
k
L(p)−2δ1
1/2 ⊆ ξ
hkL(p)
1/2 ⊆ ξ
hkL(p)+2δ1
1/2 , we have that if #ξ
denotes the size of the cluster containing 0 in the configuration given by ξ, then
P
(
ξ
hkL(p)+2δ1,N
1 (0) = 0, ξ
hkL(p),N
1 (0) = 1
)
≤ P
(
ξ
hkL(p)+2δ1,N
1 (0) = 0, ξ
hkL(p),N
1 (0) = 1, #ξ
hkL(p)+2δ1
1/2 <∞
)
+ P
(
ξ
hkL(p),N
1 (0) = 1, #ξ
hkL(p)
1/2 =∞
)
+ P
(
#ξ
hkL(p)
1/2 < #ξ
hkL(p)+2δ1
1/2 =∞
)
.
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The first probability on the right side is bounded by
P
(
ξ
hkL(p)+2δ1,N
1 (0) = 0, ξ
hkL(p)+2δ1
1/2 (0) = 1, #ξ
hkL(p)+2δ1
1/2 <∞
)
≤ E
(
1− (1− αN)#ξ
hkL(p)+2δ1
1/2 , #ξ
hkL(p)+2δ1
1/2 <∞
)
, (4.16)
which goes to 0 by the dominated convergence theorem. The second one goes
to 0 as well because it is bounded by (1− αN)lN ≈ e−αN lN . The third one equals
θL(h
k
L(p) + 2δ1)− θL(hkL(p)),
which is less than ε/2 for small enough δ1 by the (uniform) continuity of the
percolation probability θL(p) for p ∈ [0, 1]. The other two probabilities on the
right side of (4.15) can be bounded similarly, yielding
P
(
η˜Nk+1(0) 6= η̂Nk+1(0), 0 ∈ GNk (δ1)
)
< ε
for large enough N and small enough δ1. Putting this together with (4.14) gives
the result.
Lemma 4.5.5. ∣∣E(ρ̂Nk+1)− hk+1L (p)∣∣ −→ 0.
Proof. This proof is similar to that of Lemma 4.3.4. First we observe that
E
(
ρ̂Nk+1
)
= P
(
0 ∈ η̂Nk+1
∣∣0 ∈ η̂Nk+1/2)P(0 ∈ η̂Nk+1/2) (4.17)
= P
(
0 ∈ η̂Nk+1
∣∣0 ∈ η̂Nk+1/2) [1− e−βhkL(p)]
and
P
(
0 ∈ η̂Nk+1, diam(C0) =∞
∣∣0 ∈ η̂Nk+1/2) ≤ (1− αN)lN ≈ e−αN lN −→ 0. (4.18)
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Now
P
(
0 ∈ η̂Nk+1, diam(C0) <∞
∣∣0 ∈ η̂Nk+1/2)
= P
(
0 ∈ η̂Nk+1, diam(C0) ≤ lN
∣∣0 ∈ η̂Nk+1/2)
+ P
(
0 ∈ η̂Nk+1, lN < diam(C0) <∞
∣∣0 ∈ η̂Nk+1/2) (4.19)
and, trivially,
P
(
0 ∈ η̂Nk+1, lN < diam(C0) <∞
∣∣0 ∈ η̂Nk+1/2)
≤ P(lN < diam(C0) <∞∣∣0 ∈ η̂Nk+1/2) −→ 0. (4.20)
On the other hand,
P
(
0 ∈ η̂Nk+1, diam(C0) ≤ lN
∣∣0 ∈ η̂Nk+1/2)
= P
(
BNi = 0 ∀i ∈ C0 ∩B(0, lN), diam(C0) ≤ lN
∣∣0 is open)
= E
(
(1− αN)|C0∩B(0,lN )|, diam(C0) ≤ lN
∣∣0 is open)
= P(diam(C0) ≤ lN
∣∣0 is open)
− E(1− (1− αN)|C0∩B(0,lN )|, diam(C0) ≤ lN ∣∣0 is open).
The second expectation is positive and bounded from above by
E
(
1− (1− αN)|C0|, |C0| <∞
∣∣0 is open),
so it goes to 0 as N → ∞ by the dominated convergence theorem as in (4.16).
Thus
lim
N→∞
P
(
0 ∈η̂Nk+1, diam(C0) ≤ lN
∣∣0 ∈ η̂Nk+1/2) = P(diam(C0) <∞|0 is open)
=
P(0 < diam(C0) <∞)
1− e−βhkL(p) =
gL
(
1− e−βhkL(p))
1− e−βhkL(p) .
Putting this together with (4.19) and (4.20) we get that∣∣∣∣P(0 ∈ η̂Nk+1, diam(C0) <∞∣∣0 ∈ η̂Nk+1/2)− hk+1L (p)1− e−βhkL(p)
∣∣∣∣ −→ 0,
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and thus by (4.17) and (4.18) we obtain
∣∣E(ρ̂Nk+1)− hk+1L (p)∣∣ −→ 0
as required.
Proof of Proposition 4.5.1.
1
Nd
E
(∣∣TN \GNk+1(ε1)∣∣) = P(0 /∈ GNk+1(ε1)) = P(∣∣dNk+1(0)− hk+1L (p)∣∣ ≥ ε1)
≤ 1
ε1
E
(∣∣dNk+1(0)− hk+1L (p)∣∣) .
Hence
1
Nd
E
(∣∣∣TN \GNk+1(ε1)∣∣∣)
≤ 1
ε1
[
E
(∣∣∣dNk+1(0)− d˜Nk+1(0)∣∣∣)+ E(∣∣∣d˜Nk+1(0)− E(ρ˜Nk+1)∣∣∣)
+ E
(∣∣E(ρ˜Nk+1)− ρ˜Nk+1∣∣)+ E(∣∣ρ˜Nk+1 − hk+1L (p)∣∣) ], (4.21)
where d˜Nk+1(0) =
1
V (rN )
∑
‖j‖∞≤rN η˜
N
k+1(j)
For fixed ε > 0 we want to show that each of the expectations on the right
side of the last inequality can be bounded by ε ifN is large enough and δ1 and δ2
are small enough. The bound for the last one follows directly from the triangle
inequality and Lemmas 4.5.4 and 4.5.5.
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For the first one we have by translation invariance that
E
(∣∣∣dNk+1(0)− d˜Nk+1(0)∣∣∣) ≤ 1V (rN) ∑‖j‖∞≤rN E
(∣∣ηNk+1(j)− η˜Nk+1(j)∣∣)
=
1
NdV (rN)
∑
i∈TN
∑
j∈B(i,rN )
E
(∣∣ηNk+1(j)− η˜Nk+1(j)∣∣)
=
1
NdV (rN)
∑
j∈TN
E
 ∑
i∈B(j,rN )
∣∣ηNk+1(j)− η˜Nk+1(j)∣∣

=
1
Nd
∑
j∈TN
E
(∣∣ηNk+1(j)− η˜Nk+1(j)∣∣) < ε
for large enough N by Lemma 4.5.3.
For the second one we first observe that, again by translation invariance,
E
(
d˜Nk+1(0)
)
= E
(
ρ˜Nk+1
)
. Hence
E
(∣∣∣d˜Nk+1(0)− E(ρ˜Nk+1)∣∣∣)2 ≤ Var(d˜Nk+1(0))
=
1
V (rN)2
∑
i,j∈B(0,rN )
Cov
(
η˜Nk+1(i), η˜
N
k+1(j)
)
≤ 1
V (rN)2
|{i, j ∈ B(0, rN) : ‖i− j‖∞ ≤ lN}| ≈ V (lN)
V (rN)
−→ 0.
(4.22)
The bound for the third expectation on the right side of (4.21) follows from
the exact same argument as previous one. We deduce that
1
Nd
E
(∣∣TN \GNk+1(ε1)∣∣) ≤ 4εε1
for large enough N , and thus choosing ε < ε1ε2/4 gives the result.
Proof of Theorem 4.1.4. Since [0, 1] is compact, it is enough to prove the conver-
gence of the finite dimensional distributions of ρNk , and since our limit is deter-
ministic, we only need to prove that
P
(∣∣ρNk − hkL(p)∣∣ > ε) −−−→
N→∞
0 (4.23)
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for every k ≥ 0 and ε > 0. Proceeding as in the proof of Theorem 4.1.2 we have
that
P
(|ρNk − hkL(p)| > ε) ≤ 1εE(|ρNk − ρ˜Nk |)+ 1εE(|ρ˜Nk − ρ̂Nk |)
+
1
ε
E
(∣∣ρ̂Nk − E(ρ̂Nk )∣∣)+ 1ε ∣∣E(ρ̂Nk )− hL(p)∣∣ . (4.24)
By Lemmas 4.5.3, 4.5.4, and 4.5.5, given any υ > 0 there are constants
δk−11 , δ
k−1
2 > 0 such that
V (lN)
Nd
E
(∣∣TN \GNk−1(δk−11 )∣∣) < δk−12 (4.25)
implies that the first, second, and last terms on the right side of (4.24) are each
bounded by υε for large enough N . The third term is also less than υε for large
N , which follows from repeating again the argument in (4.22). We deduce that
P
(∣∣ρNk − hkL(p)∣∣ > ε) < 4υ (4.26)
for large enough N provided that (4.25) holds.
Similarly, Proposition 4.5.1 implies that (4.25) will hold provided that
V (lN)
Nd
E
(∣∣TN \GNk−2(δk−21 )∣∣) < δk−22
for some δk−21 , δ
k−2
2 > 0. Repeating this procedure inductively we deduce that
(4.26) holds provided that
V (lN)
Nd
E
(∣∣TN \GN0 (δ01)∣∣) < δ02
for some small δ01, δ02 > 0, which holds for large enough N by Lemma 4.5.2, and
thus (4.23) follows.
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