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GENERATORS OF THE GAUSS-PICARD MODULAR
GROUPS IN THREE COMPLEX DIMENSIONS
BAOHUA XIE, JIEYAN WANG, AND YUEPING JIANG
Abstract. In this paper, we prove that the Gauss–Picard modular
group PU(3, 1;Z[i]) in three complex dimensions can be generated by
five given transformations: two Heisenberg translations, two Heisenberg
rotations and an involution. Indeed, our method may work for the other
higher dimensional Euclidean–Picard modular groups.
1. Introduction
The modular group PSL(2,Z) is a fundamental object of study in num-
ber theory, geometry, algebra, and many other areas of mathematics. There
are some natural algebraic generalisation of the classical modular group.
For a positive square-free integer d , the Bianchi group Γd is the group
PSL(2,Od), where Od is the ring of integers in the imaginary quadratic
number field Q(
√−d). A general method to determine finite presentation
for each Γd was developed by Swan[13] based on the geometrical work of
Bianchi, while a separate purely algebraic method was given by Cohn [1].
As another generalization of the modular group, the construction was gener-
alised by Picard in 1883. Suppose that H is a Hermitian matrix of signature
(2, 1) with entries in Od. Let SU(H;Od) denote the subgroup of SU(H)
consisting of those matrices whose entries lie in Od. Picard studied group
PU(H;Od) acting on complex hyperbolic plane H2C. These groups, called
Picard modular groups. Such groups have attracted a great deal of atten-
tion both for their intrinsic interest as discrete groups and also for their
applications in complex hyperbolic geometry.
One can view modular group or Bianchi group acting discontinuously on
hyperbolic spaces. Then Poincare´’s polyhedra Theorem provide a geometric
method to obtain their generators from their fundamental polyhedra. But
Mostow’s work [9] told us that the construction of a fundamental domain
in complex hyperbolic space are rather more complicated than for spaces
of constant curvature. Until recently, the geometry of SU(H;O3) has been
studied by Falbel and Parker [7] and the geometry of SU(H;O1) has been
studied by Francsics and Lax [4] and Falbel, Francsics and Parker [2]. By
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applying similar idea of [7], [2], Zhao[14] obtained generators of Euclidean–
Picard groups PU(2, 1;Od) for d = 2, 7, 11.
There are also some simple algorithm allow us to obtain the generators
of modular group or some Picard modular group. For example, the con-
tinued fraction algorithm may be applied to any element of the modular
group PSL(2,Z). This shows that S(z) = 1/z and T (z) = z + 1 generate
PSL(2,Z). This algorithm was extended to PU(2, 1;Z[i]) by Falbel et al.[3]
thus giving a different system of generators from that obtained via a fun-
damental domain in [2]. In [11], the authors applied the continued fraction
algorithm to PU(2, 1;Z[ω]) and so produce a different generating system
from that obtained in [7].
There is an obvious generalisation of Picard modular groups to higher
complex dimensions. We note that very little is known about the geometry
and algebraic properties, e.g. explicit fundamental domain, generators sys-
tem of the higher dimensions Picard modular groups PU(n, 1;Od). In [12],
the continued fraction algorithm had been generalised to Picard modular
groups in higher complex dimensions. It contained the first generalisation
that we were aware of to a group of 4× 4 matrices. However it seems very
difficult to extend the continued fraction algorithm to other higher dimen-
sional Picard modular groups. In this paper, we obtain the generators of
Gauss–Picard modular group PU(3, 1;Z[i]) in three complex dimensions by
using the geometric method of [7, 2, 14].
2. Preliminaries
2.1. Complex Hyperbolic Space. In this subsection, we recall some basic
materials in complex hyperbolic geometry and Picard modular group. The
general reference on these topics are [8, 10].
Let Cn,1 denote the vector space Cn+1 equipped with the Hermitian form
〈w, z〉 = z1wn+1 + z2w2 + . . . + znwn + zn+1w1
wherew and z are the column vectors in Cn,1 with entries z1, z2, . . . , zn, zn+1
and w1, w2, . . . , wn, wn+1 respectively. Equivalently, we may write
〈w, z〉 = z∗Jw
where w∗ denote the Hermitian transpose of w and
J =

 0 0 10 In−1 0
1 0 0

 .
Consider the following subspaces of Cn,1:
V− = {v ∈ Cn,1 : 〈v,v〉 < 0},
V0 = {v ∈ Cn,1 − {0} : 〈v,v〉 = 0}.
Let P : Cn,1 − {0} → CPn be the canonical projection onto complex
projective space. Then the complex hyperbolic n-space is defined to beHnC =
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P(V−). The boundary of the complex hyperbolic n-space HnC consists of
those points in P(V0) together with a distinguished point at infinity, which
denote ∞. The finite points in the boundary of HnC naturally carry the
structure of the generalized Heisenberg group (denoted by H2n−1), which is
defined to Cn−1 × R with the group law
(ξ, ν) · (z, u) = (ξ + z, ν + u+ 2ℑ〈〈ξ, z〉〉).
Here 〈〈ξ, z〉〉 = z∗ξ is the standard positive defined Hermitian form on Cn−1.
In particular, we write ‖ξ‖2 = ξ∗ξ.
Motivated by this, we define horospherical coordinates on complex hy-
perbolic space. To each point (ξ, ν, u) ∈ H2n−1 ×R+, we associated a point
ψ(ξ, ν, u) ∈ V−. Similarly, ∞ and each point (ξ, ν, 0) ∈ H2n−1 × {0} is
associated to a point in V0 by ψ. The map ψ is given by
ψ(ξ, ν, u) =

 (−|ξ|
2 − u+ iν)/2
ξ
1

 , ψ(∞) =


1
0
...
0

 .
We also define the origin 0 to be the point in ∂HnC with horospherical coor-
dinates (0, 0, 0). We have
ψ(0) =


0
0
...
1

 .
The holomorphic isometry group of HnC is the group PU(n, 1) of complex
linear transformations, which preserve the above Hermintian form. That
is, for each element G ∈ PU(n, 1), G is unitary with respect to 〈·, ·〉. The
corresponding matrix G = (gjk)
n
i,j=1 satisfies the following condition
(1) G∗JG = J,
where G∗ denote the conjugate transpose of the matrix G.
2.2. Picard modular groups. Let Od be the ring of integers in the imag-
inary quadratic number field Q(i
√
d) where d is a positive square free in-
teger. If d ≡ 1, 2 mod 4, then Od = Z[
√
di] and If d ≡ 3 mod 4, then
Od = Z[(1+
√
di)/2]. The subgroup of PU(n, 1) with entries in Od is called
the Picard modular group for Od and is written PU(n, 1;Od). Obviously, if
d = 1, then the ring Od can be written as Z[i].
Remark 2.1. The matrixes corresponding to the generators obtained in this
paper belong to the group U(3, 1;Z[i]). In relation to complex hyperbolic
isometries, the relevant group is PU(3, 1;Z[i]) = SU(3, 1;Z[i])/Z/4. The
center of SU(3, 1) is isomorphic to Z/4, the group of 4th roots of unity. By
abuse of notation, we will denote the Gauss–Picard modular group in three
complex dimensions by U(3, 1;Z[i]).
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2.3. Complex Hyperbolic Isometries. We now discuss the decomposi-
tion of complex hyperbolic isometries. We begin by considering those ele-
ments fixing 0 and ∞.
The matrix group U(n−1) acts by Heisenberg rotation. In horospherical
coordinates, the action of U ∈ U(n− 1) is given by
(ξ, ν, u) 7−→ (Uξ, ν, u).
The corresponding matrix in U(n, 1) acting on Cn,1 is
MU ≡

 1 0 00 U 0
0 0 1

 .
The positive real numbers r ∈ R+ act by Heisenberg dilation. In horo-
spherical coordinates, this acting is given by
(ξ, ν, u) 7−→ (rξ, r2ν, r2u).
In U(n, 1) the corresponding matrix is
Ar ≡

 r 0 00 In−1 0
0 0 1/r

 .
The Heisenberg group acts by Heisenberg translation. For (τ, t) ∈ H2n−1,
this is
N(τ,t)(ξ, ν) = (τ + ξ, t+ ν + 2ℑ〈〈τ, ξ〉〉).
As a matrix N(τ,t) is given by
N(τ,t) ≡

 1 −τ
∗ (−‖τ‖2 + it)/2
0 In−1 τ
0 0 1

 .
Heisenberg translations, rotations and dilations generate the Heisenberg
similarity group. This is the full subgroup of U(n, 1) fixing ∞.
Finally, there is one more important acting, called an inversion R, which
interchanges 0 and ∞. In matrix notation this map is
R ≡

 0 0 10 −In−1 0
1 0 0

 .
Let Γ∞ be the stabilizer subgroup of ∞ in U(n, 1). That is
Γ∞ ≡ {g ∈ U(n, 1) : g(∞) =∞}.
Lemma 1. Let G = (gjk)
4
j,k=1 ∈ U(3, 1). Then G ∈ Γ∞ if and only if
g41 = 0.
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Using Langlands decomposition, any element P ∈ Γ∞ can be decomposed
as a product of a Heisenberg translation, dilation, and a rotation:
(2) P = N(τ,t)ArMU =

 r −τ
∗U (−‖τ‖2 + it)/2r
0 U τ/r
0 0 1/r

 ,
The parameters satisfy the corresponding conditions. That is, U ∈ U(n −
1), r ∈ R+ and (τ, t) ∈ H2n−1.
2.4. Isometric spheres. Given an element G ∈ PU(3, 1) with satisfying
G(q∞) 6= q∞, we define the isometric sphere of G to be the hypersurface{
z ∈H2C : |〈z, q∞〉| = |〈z, G−1(q∞)〉|
}
.
For example, the isometric sphere of
I0 =


0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0


is
(3) B0 =
{
(ζ1, ζ2, t, u) ∈ S :
∣∣|ζ1|2 + |ζ2|2 + u+ it∣∣ = 2}
in horospherical coordinates.
All other isometric spheres are images of B0 by Heisenberg dilations, ro-
tations and translations. Thus the isometric sphere with radius r and centre
(ζ01 , ζ
0
2 , t
0, 0) is given by{
(ζ1, ζ2, t, u) :
∣∣|ζ1 − ζ01 |2 + |ζ2 − ζ02 |2 + u+ it− it0 + 2iℑm(ζ1ζ¯01 + ζ2ζ¯02 )∣∣ = r2} .
If G has the matrix form
(4)


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

 ,
then G(q∞) 6= q∞ if and only if g 6= 0. The isometric sphere of G has radius
r =
√
2/|a41| and centre G−1(q∞), which in horospherical coordinates is
(ζ01 , ζ
0
2 , t
0, 0) = (a¯43/a¯41, a¯42/a¯41, 2ℑm(a¯44/a¯41), 0).
3. The generators of U(2;O1)
Let U(2;O1) be the unitary group U(2) over the ring O1. Recall that the
unitary matrix A ∈ U(2) is of the following form
U(2) =
{
A =
(
a b
−λb λa
)
: |λ| = 1, |a|2 + |b|2 = 1
}
.
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Then we can see that the elements in U(2;O1) are of the following form(
a 0
0 b
)
,
(
0 b
a 0
)
where a, b are units in O1. Recall that the units of O1 are ±1,±i.
We can find that {(
a 0
0 b
)
: a, b = ±1,±i
}
can be generated by (
1 0
0 i
)
,
(
i 0
0 1
)
.
We also note that (
0 1
1 0
)(
a 0
0 b
)
=
(
0 b
a 0
)
,
and (
0 1
1 0
)(
i 0
0 1
)(
0 1
1 0
)
=
(
1 0
0 i
)
.
Therefore we have the following result.
Lemma 2. U(2;O1) can be generated by the following two unitary matrixes
U1 =
(
0 1
1 0
)
, U2 =
(
i 0
0 1
)
.
4. The generators of the stabiliser
Next, we consider the subgroup Γ∞ of the Picard modular groupU(3, 1;O1).
Lemma 3. Let Γ∞(3, 1;Z[i]) denote the subgroup Γ∞ of Picard modular
group U(3, 1;Z[i]). Then any element P ∈ Γ∞(3, 1;Z[i]) if and only if the
parameters in the Langlands decomposition of P satisfy the conditions
r = 1, t ∈ 2Z, τ = (τ1, τ2)T ∈ Z[i]2, U ∈ U(2;Z[i])
Proof. Let P ∈ Γ∞(3, 1;Z[i]) be the Langlands decomposition form
(2). Then it is easy to see that r = 1, t ∈ 2Z and U ∈ U(2;Z[i]). Since the
entries τ1, τ2 of τ and the entry (−‖τ‖2 + it)/2 are in the ring Z[i], we get
that |τ1|2 + |τ2|2 ∈ 2Z.
Proposition 4.1. Let Γ∞(3, 1;Z[i]) be stated as above. Then Γ∞(3, 1;Z[i])
is generated by the Heisenberg translation N((1,1)T ,0), N((0,0)T ,2) and the Heisen-
berg rotations MUi(i = 1, 2).
Proof. Suppose P ∈ Γ∞(3, 1;Z[i]). According to Lemma 3, there is no
dilation component in its Langlands decomposition, that is
P = N(τ,t)MU =

 1 −τ
∗ (−||τ ||2 + it)/2
0 I2 τ
0 0 1



 1 0 00 U 0
0 0 1

 .
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Since the unitary matrix U ∈ U(2;Z[i]). Then the rotation component of P
in the Langlands decomposition is generated by MUi(i = 1, 2) by Lemma 3.
We now consider the Heisenberg translation part of P , N(τ,t). Let
τ = (m1 + n1i,m2 + n2i)
T ,
where m1, n1,m2, n2 ∈ Z, since τ ∈ Z[i]2. Since |τ |2 = m21+ n21+m22 + n22 ∈
2Z, there are two case:
1). m21 + n
2
1 ∈ 2Z,m22 + n22 ∈ 2Z;
2). m21 + n
2
1 ∈ 2Z+ 1,m22 + n22 ∈ 2Z+ 1.
We first consider the Case 1. We can write τ as follows
τ = (k1(1 + i) + l1(1− i), k2(1 + i) + l2(1− i)) .
where k1, l1, k2, l2 ∈ Z. N(τ,t) splits as
N(τ,t) = N((0,0)T ,t) ◦N(τ,0).
Since t = 2k ∈ 2Z, N((0,0)T ,t) = Nk(0,0)T ,2). We also have
N(τ,0) = N
k1
((1+i,0)T ,0)
◦N l1
((i−1,0)T ,0)◦N2k1l1(0,0)T ,2)◦Nk2((0,1+i)T ,0)◦N l2((0,1+i)T ,0)◦N−2k2l2(0,0)T ,2).
We also note that
N((1+i,0)T ,0) = N((1,1)T ,0) ◦N((i,−1)T ,0) ◦N(0,0)T ,2),
N((i−1,0)T ,0) = N((i,1)T ,0) ◦N−1((1,1)T ,0) ◦N−1(0,0)T ,2),
N((0,1+i)T ,0) = N((1,1)T ,0) ◦N((−1,i)T ,0) ◦N(0,0)T ,2),
N((0,i−1)T ,0) = N((1,i)T ,0) ◦N−1((1,1)T ,0) ◦N−1(0,0)T ,2).
It is easy to see that
N((i,1)T ,0) =MU2N((1,1)T ,0)M
−1
U2
,
N((i,−1)T ,0) =MU1M
2
U2
MU1MU2N((1,1)T ,0)M
3
U2
(MU1MU2MU1)
2,
N((−1,i)T ,0) =M
2
U2
MU1MU2MU1N((1,1)T ,0)M
2
U2
(MU1MU2MU1)
3,
N((1,i)T ,0) =MU1MU2MU1N((1,1)T ,0)(MU1MU2MU1)
3.
In the Case 2, We only need to consider the translation N(τ, 0)◦N((1,1)T ,0).
So we will come back to Case 1.
5. Fundamental domain for the stabiliser in PU(2, 1;Z[i])
In [2], the authors described a method to find the fundamental domain
for the stabiliser of q∞ in Gauss-Picard modualr group PU(2, 1;Z[i]) in two
complex dimensions. We review it now.
Let Γ be PU(2, 1;Z[i]) and Γ∞ be its stabiliser of q∞. Every element of
Γ∞ is upper triangular and its diagonal entries are units in Z[i]. Recall that
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0
i
1
Figure 1. A Fundamental domain for the index two sub-
group ∆ ⊂ Isom(Z[i]) is a triangle △ with vertices 0, 1, i.
the units of Z[i] are ±1,±i. Therefore Γ∞ contains no dilations and so is a
subgroup of Isom(R) and fits into the exact sequence as
0 −→ R ∩ Γ∞ −→ Γ∞ Π∗−→ Π∗(Γ∞) −→ 1.
We write the isometry group of the integer lattice as
Isom(Z[i]) =
{[
α β
0 1
]
: α, β ∈ Z[i], α is a unit
}
.
The following proposition find the image and kernel in this exact sequence.
Proposition 5.1. The stabiliser (Γ1)∞ of q∞ in Γ1 satisfies
0 −→ Z −→ (Γ1)∞ Π∗−→ ∆ −→ 1,
where ∆ ⊂ Isom(O1) is of index 2.
As the first step toward the construction of a fundamental domain for
the action of Γ∞ on R, one should construct a fundamental domain in C of
∆ ⊆ Isom(Z[i]). From the generators of ∆, one can find that a fundamental
domain for ∆ ⊆ Isom(O1) is the triangle △ with vertices 0, 1, i; See Fig.1.
In order to produce a fundamental domain for Γ∞ we look at all the
preimages of the triangle (that is a fundamental domain of Π∗(Γ∞)) under
vertical projection Π and we intersect this with a fundamental domain for
ker(Π∗). The inverse of image of the triangle under Π is an infinite prism.
The kernel of Π∗ is the infinite cyclic group generated by T , the vertical
translation by (0, 2). Hence a fundamental domain for Γ∞ is the prism in
R with vertices (0,±1), (1,±1), (i,±1).
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6. The statement of our method and results
In this section, we recall the geometric method used in ([7], [2]) to de-
termine the generators of the Euclidean Picard groups and then state our
method and results.
The geometric method is based on the special feature that the Euclidean-
Picard modular orbifold has only one cusp for d = 1, 2, 7, 11. The basic
idea of the proof can be described easily. Analogous to Theorem 3.5 of
[7] one prove that 〈Γ∞, R〉 has only one cusp. The fact that PU(2, 1;Od)
has the same cusp and the stabiliser of infinity as the group generated by
〈Γ∞, R〉 shows that they are the same. The key step is to find a union of
isometric spheres such that a fundamental domain for Γ∞ is contained in the
intersection of their exteriors and a fundamental domain for the stabiliser,
which implies that the group 〈Γ∞, R〉 has only one cusp. In other words, One
should show that the union of the boundaries of these isometric spheres in
Heisenberg group contains a fundamental domain for the stabiliser of infinity.
We will prove our theorems by using a similar idea with a litter different.
The main observation is that there is no need to know the exact fundamental
domain for the stabiliser of infinity. We will construct a set in heisenberg
group which contain a fundamental domain for the stabiliser of infinity as
a subset. Then we show that the union of the boundaries of some isometric
spheres in Heisenberg group covers this set. This also show that the group
〈Γ∞, R〉 has only one cusp.
More prescisely, let Σ be the following set
{(ξ1, ξ2, t)|ξi ∈△,−1 ≤ t ≤ 1}.
Here △ is the fundamental domain of ∆ ⊂ Isom(Z[i]).
Note that Σ is not a fundamental domain for the stabiliser of infinity.
Because some rotation preserves this set. Indeed, the cone infinity from Σ
contains a fundamental domain for the stabiliser of infinity.
Proposition 6.1. The cone infinity from Σ contains a fundamental domain
for the stabiliser of infinity.
Proof. The restriction of the action of the stabiliser of infinity on each
copy of C has the same fundamental doamin △ of ∆ ⊂ Isom(Z[i]). Then
Σ is the preimage of △ × △ under vertical projection intersecting with
a fundamental domain for the vertical translation by ((0, 0), 2). Hence a
fundamental domain for Γ∞ lies inside the cone infinity from Σ.
In next section, we will prove the following theorem. Our main step
is to show that Σ lies inside the boundaries of some isometric spheres in
Heisenberg group.
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Theorem 4. The Picard modular group U(3, 1;Z[ω3]) is generated by the
Heisenberg translations
N((1,1)T ,0) =


1 −1 −1 −1
0 1 0 1
0 0 1 1
0 0 0 1

 , N((0,0)T ,2) =


1 0 0 i
0 1 0 0
0 0 1 0
0 0 0 1

 ,
the Heisenberg rotations
MU1 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 ,MU2 =


1 0 0 0
0 i 0 0
0 0 1 0
0 0 0 1

 ,
and the involution
R =


0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0

 .
7. The proof of the theorem 4
In this section, we will prove that the generators of Picard modular groups
consist of the generators of the stabiliser and the involution.
Recall that the Cygan sphere B0 is the isometric sphere of R. The bound-
ary of B0 is called the spinal sphere in Heisenberg group, we denote by S0
which is defined by
S0 = {
∣∣|ξ1|2 + |ξ2|2 + ti∣∣ = 2}
Indeed we only need to consider the boundaries of isometric spheres in
Heisenberg group because two isometric spheres have a non-empty interior
intersection if and only if the boundaries have a non-empty interior inter-
section.
It is not hard to see that party of Σ lie outside S0. Therefore we need to
find more isometric spheres whose boundaries together with S0 contains the
set Σ.
Note that Σ has the following form
Σ = {(ξ1, ξ2, t)|ξ1 ∈△, ξ2 ∈△,−1 ≤ t ≤ 1}.
First, we decompose △ into three parts. That is △= S1 ∪ S2 ∪ S3, where
S1 is a triangle with vertices i, i/2, (1 + i)/2, S2 is a square with vertices
0, i/2, 1/2, (1 + i)/2, S3 is a triangle with vertices 0, 1, (1 + i)/2. See Figure
2.
Therefore Σ will be decompose into nine subsets:
• Σ1 = {(ξ1, ξ2, t)|ξ1 ∈ S1, ξ2 ∈ S1,−1 ≤ t ≤ 1},
• Σ2 = {(ξ1, ξ2, t)|ξ1 ∈ S1, ξ2 ∈ S2,−1 ≤ t ≤ 1},
• Σ3 = {(ξ1, ξ2, t)|ξ1 ∈ S1, ξ2 ∈ S3,−1 ≤ t ≤ 1},
• Σ4 = {(ξ1, ξ2, t)|ξ1 ∈ S2, ξ2 ∈ S1,−1 ≤ t ≤ 1},
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0
i
1
i/2
1/2
(i/2, i/2)
S2
S1
S3
Figure 2. The decomposition of the fundamental domain △
for ∆ ⊂ Isom(Z[i]) into three parts.
• Σ5 = {(ξ1, ξ2, t)|ξ1 ∈ S2, ξ2 ∈ S2,−1 ≤ t ≤ 1},
• Σ6 = {(ξ1, ξ2, t)|ξ1 ∈ S2, ξ2 ∈ S3,−1 ≤ t ≤ 1},
• Σ7 = {(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S1,−1 ≤ t ≤ 1},
• Σ8 = {(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S2,−1 ≤ t ≤ 1},
• Σ9 = {(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S3,−1 ≤ t ≤ 1}.
We first prove that S0 covers the subsets Σ2,Σ4,Σ5,Σ6,Σ8.
If (ξ1, ξ2, t) ∈ Σ5, then |ξ1|2+|ξ2|2 ≤ (
√
2
2 )
2+(
√
2
2 )
2 = 1. So
∣∣|ξ1|2 + |ξ2|2 + it∣∣ ≤√
1 + 1 =
√
2 < 2. Hence, Σ5 ⊂ S0.
If (ξ1, ξ2, t) ∈ Σ2, |ξ1|2 + |ξ2|2 ≤ 1 +
√
2
2 =
3
2 . So
∣∣|ξ1|2 + |ξ2|2 + it∣∣ ≤√
(32)
2 + 1 =
√
13
4 < 2. Therefore, Σ2 ⊂ S0.
Similarly, we have Σ4,Σ6,Σ8 are included in S0.
In order to prove this theorem, it is sufficient to prove that the remainian
four subsets are covered by some Heisenberg spheres.
For the set Σ9, we consider the map N((1,1)T ,0)RN
−1
((1,1)T ,0)
whose isomet-
ric sphere which we denote by B1 is Cygan sphere centred at the point(
(1, 1)T , 0, 0
)
(in horospherical coordinates) with radius 1. The boundary of
B1 is a Heisenberg sphere given by
S1 = {
∣∣|ξ1 − 1|2 + |ξ2 − 1|2 + i(t+ 2ℑ(ξ1 + ξ2))∣∣ = 2}
If (ξ1, ξ2, t) ∈ Σ9, then ξ1 ∈ S3, ξ2 ∈ S3,−1 ≤ t ≤ 1. We get that
0 ≤ ℑξi ≤ 1
2
, |ξi − 1|2 ≤ 1
2
.
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So
−1 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 3.
It is easy to see that the subset
{(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S3,−1 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 1}
lies inside S1 and the set
{(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S3, 1 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 3}
lies inside
T−1(S1) = {
∣∣|ξ1 − 1|2 + |ξ2 − 1|2 + i(t− 2 + 2ℑ(ξ1 + ξ2))∣∣ = 2}.
Therefore, S1 and T
−1(S1) cover the set Σ9.
For the set Σ7, we consider the map N((1,i)T ,0)RN
−1
((1,i)T ,0)
whose isomet-
ric sphere which we denote by B2 is Cygan sphere centred at the point(
(1, i)T , 0, 0
)
. The boundary of B2 is given by
S2 = {
∣∣|ξ1 − 1|2 + |ξ2 − i|2 + i(t+ 2ℑ(ξ1) + 2ℜ(ξ2))∣∣ = 2}.
If (ξ1, ξ2, t) ∈ Σ7, then ξ1 ∈ S3, ξ2 ∈ S1,−1 ≤ t ≤ 1. We get that
0 ≤ ℑξ1 ≤ 1
2
, 0 ≤ ℜξ2 ≤ 1
2
, |ξ1 − 1|2 ≤ 1
2
, |ξ2 − i|2 ≤ 1
2
.
So
−2 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 2.
If −1 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 1, then the subset
{(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S1,−1 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 1}
lies inside S2.
If −2 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ −1, then the subset
{(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S1,−2 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ −1}
lies inside T (S2).
If 1 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 2, then the subset
{(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S1, 1 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 2}
lies inside T−1(S2).
For the set Σ1, we consider the map N((i,i)T ,0)RN
−1
((i,i)T ,0)
whose isomet-
ric sphere which we denote by B3 is Cygan sphere centred at the point(
(i, i)T , 0, 0
)
. The boundary of B3 is a Heisenberg sphere given by
S3 = {
∣∣|ξ1 − 1|2 + |ξ2 − 1|2 + i(t+ 2ℑ(ξ1 + ξ2))∣∣ = 2}.
If (ξ1, ξ2, t) ∈ Σ1, then ξ1 ∈ S1, ξ2 ∈ S1,−1 ≤ t ≤ 1. We get that
0 ≤ ℜξi ≤ 1
2
, |ξi − 1|2 ≤ 1
2
.
So
−3 ≤ t+ 2ℑ(ξ1 + ξ2) ≤ 1.
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As before, we can see that Σ1 covered by the Heisenberg spheres correspond-
ing to the maps N((i,i)T ,0)RN
−1
((i,i)T ,0)
and TN((i,i)T ,0)RN
−1
((i,i)T ,0)
T−1.
Lastly, we consider the set Σ3, we consider the map N((i,1)T ,0)RN
−1
((i,1)T ,0)
whose isometric sphere which we denote by B4 is Cygan sphere centred at
the point
(
(i, 1)T , 0, 0
)
. The boundary of B4 is a Heisenberg sphere given by
S4 = {
∣∣|ξ1 − i|2 + |ξ2 − 1|2 + i(t− 2ℜ(ξ1) + 2ℑ(ξ2))∣∣ = 2}.
If (ξ1, ξ2, t) ∈ Σ1, then ξ1 ∈ S1, ξ2 ∈ S3,−1 ≤ t ≤ 1. We get that
0 ≤ ℜξ1 ≤ 1
2
, 0 ≤ ℑξ1 ≤ 1
2
, |ξ1 − i|2 ≤ 1
2
, |ξ2 − 1|2 ≤ 1
2
.
So
−2 ≤ t− 2ℜ(ξ1) + 2ℑ(ξ2) ≤ 2.
If −1 ≤ t− 2ℜ(ξ1) + 2ℑ(ξ2) ≤ 1, then the subset
{(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S1,−1 ≤ t− 2ℜ(ξ1) + 2ℑ(ξ2) ≤ 1}
lies inside S4.
If −2 ≤ t− 2ℜ(ξ1) + 2ℑ(ξ2) ≤ −1, then the subset
{(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S1,−2 ≤ t− 2ℜ(ξ1) + 2ℑ(ξ2) ≤ −1}
lies inside T (S4).
If 1 ≤ t− 2ℜ(ξ1) + 2ℑ(ξ2) ≤ 2, then the subset
{(ξ1, ξ2, t)|ξ1 ∈ S3, ξ2 ∈ S1, 1 ≤ t− 2ℜ(ξ1) + 2ℑ(ξ2) ≤ 2}
lies inside T−1(S4). Thus, Σ3 covered by the Heisenberg spheres correspond-
ing to the maps
N((i,1)T ,0)RN
−1
((i,1)T ,0)
, TN((i,1)T ,0)RN
−1
((i,1)T ,0)
T−1, T−1N((i,1)T ,0)RN
−1
((i,1)T ,0)
T.
Remark 7.1. Our method may work for the other higher dimensional
Euclidean–Picard modular groups. But the calculation will be more compli-
cated. For example, The set Σ will be decomposed into smaller parts. Then
one need more Heisenberg spheres to cover the set Σ.
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