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When graphene is placed on a monolayer of semiconducting transition metal dichalcogenide
(TMD) its band structure develops rich spin textures due to proximity spin–orbital effects with
interfacial breaking of inversion symmetry. In this work, we show that the characteristic spin wind-
ing of low-energy states in graphene on TMD monolayer enables current-driven spin polarization,
a phenomenon known as the inverse spin galvanic effect (ISGE). By introducing a proper figure of
merit, we quantify the efficiency of charge-to-spin conversion and show it is close to unity when the
Fermi level approaches the spin minority band. Remarkably, at high electronic density, even though
sub-bands with opposite spin helicities are occupied, the efficiency decays only algebraically. The
giant ISGE predicted for graphene on TMD monolayers is robust against disorder and remains large
at room temperature.
In the past decade, graphene has emerged as a strong
contender for next-generation spintronic devices due to
its long spin diffusion lengths at room temperature and
gate tunable spin transport [1]. However, the lack of a
band gap and its weak spin–orbit coupling (SOC) pose
major limitations for injection and control of spin cur-
rents. In this regard, van der Waals heterostructures [2]
built from stacks of graphene and other two-dimensional
(2D) materials hold great promise [3]. The widely tun-
able electronic properties in vertically-stacked 2D crys-
tals offer a practical route to overcome the weaknesses
of graphene [4]. An ideal match to graphene are group-
VI dichalcogenidesMX2 (e.g.,M = Mo,W; X = S, Se).
The lack of inversion symmetry in TMD monolayers en-
able spin- and valley-selective light absorption [5], thus
providing all-optical methods for manipulation of inter-
nal degrees of freedom [6]. The optical injection of spin
currents across graphene–TMD interfaces has been re-
cently reported [7, 8], following a theoretical proposal
[9]. Furthermore, electronic structure calculations show
that spin–orbital effects in graphene on TMD are greatly
enhanced [10, 11], consistently with the SOC finger-
prints in transport measurements [11–14], pointing to
Rashba-Bychkov (RB) SOC in the range of 1–10 meV.
In this Letter, we show that the SOC enhancement
in graphene on a TMD monolayer allows for current-
induced spin polarization, a relativistic transport phe-
nomenon commonly known as ISGE or the Edelstein
effect [15]. In the search for novel spintronic materi-
als, the role of the ISGE, together with its Onsager re-
ciprocal—the spin-galvanic effect—is gaining strength,
with experimental reports in spin-split 2D electron gases
formed in Bi/Ag and LaAlO3/SrTiO3, as well as in
topological insulator (TI) α-Sn thin films [16–18]. In
addition, the enhancement of non-equilibrium spin po-
larization has been proposed in ferromagnetic TMD and
magnetically-doped TI/graphene [19]. The robust ISGE
in nonmagnetic graphene/TMD heterostructures pre-
dicted here promises unique advantages for low-power
charge-to-spin conversion (CSC), including the tuning
of spin polarization by a gate voltage. Moreover, owing
to the Dirac character of interfacial states in graphene
on TMD monolayer, the ISGE shows striking similari-
ties to CSC mediated by ideal topologically protected
surface states [20], allowing nearly optimal CSC. We
quantify the CSC efficiency as function of the scatter-
ing strength, and show it can be as great as ≈ 30% at
room temperature (for typical spin–orbit energy scale
smaller than kBT ).
The model.—The electronic structure of graphene on
a TMD monolayer (G/TMD) is well described at low
energies by a Dirac model in two spatial dimensions [10,
11]
H0k = τz [vσ · k + λ (σ × s) · zˆ + ∆σz + λsv sz] , (1)
where k = (kx, ky) is the 2D wavevector around a Dirac
point, v is the Fermi velocity of massless Dirac electrons
(v ≈ 106 m/s) and σi, si, τi (i = x, y, z) are Pauli ma-
trices associated with the sublattice, spin, and valley
subspaces, respectively. The momentum-independent
terms in Eq. (1) describe a RB effect resulting from in-
terfacial breaking of inversion symmetry (λ), and stag-
gered (∆) and spin–valley (λsv) interactions due to bro-
ken sublattice symmetry C6v → C3v [see Fig. 1 (a)]. The
Dirac Hamiltonian H0k contains all substrate-induced
terms (to lowest order in k) that are compatible with
time-reversal symmetry and the point group C3v [21],
except for a Kane–Mele SOC term (∝ σzsz), which is
too weak [22, 23] to manifest in transport and can be
safely neglected. The dispersion relation associated with
H0k for each valley τ ≡ τz = ±1 consists of two pairs of
spin split Dirac bands (omitting ~)
τζ(k) = ±τ
√
v2k2 + ∆2ζ(k) , (2)
where k ≡ |k|, ζ = ±1 is the spin-helicity index and
∆2ζ(k) = ∆2 + λ2sv + 2λ2
+ 2ζ
√
(λ2 −∆λsv)2 + v2k2 (λ2 + λ2sv) . (3)
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Figure 1. (a) Graphene on a MX2 monolayer. (b) Typical band structure with spin-split bands with opposite spin helicity.
(c) Tangential winding of spin texture in regimes I and II. (d) Ratio between the static spin–charge susceptibility and charge
conductivity (in units of 2v) [thick line (Born limit); dashed line (strong scattering limit, u0 →∞)].
A typical spectrum is shown in Fig. 1(b). The spin tex-
ture associated with each band reads
〈s〉αk = −ζ %(k) (kˆ × zˆ) +mzα(k) zˆ , (4)
where α ≡ (τζ). The first term describes the spin wind-
ing generated by the RB effect [Fig. 1(c)] and the second
its out-of-plane tilting due to the broken sublattice sym-
metry. The entanglement between spin and sublattice
degrees of freedom generates a nontrivial k dependence
in the spin texture. For example, in the minimal model
with only RB interaction, %(k) coincides with the band
velocity (in units of v), while mzα = 0, i.e., the spin
texture is fully in plane [24]. When all interactions in
Eq. (1) are included, we find
% (k) = vkλ√
(∆λsv − λ2)2 + v2k2 (λ2 + λ2sv)
. (5)
The breaking of sublattice symmetry modifies the spin
texture, with both valleys acquiring a spin polariza-
tion in the zˆ direction, consistently with first-principles
studies [10]. The explicit form of mzα(k) is too cumber-
some to be presented. Here, it is sufficient to note that
|mzα(k = 0)| = 1, with |mzα(k)| decaying to zero away
from the Dirac point [25]. Finally, due to time-reversal
symmetry the zˆ polarizations at inequivalent valleys are
opposite. For energies within the Rashba pseudo gap
(RPG), that is, 0 ≡ |τ−(0)| < || < 2λ˜ ≡ |τ+(0)|, the
Fermi surface is simply connected. Hence, at low ener-
gies, the electronic states have well-defined spin helicity
[Fig. 1(b-c)]. This feature of G/TMD interfacial states is
reminiscent of spin–momentum locking in topologically
protected surface states [20], hinting at efficient CSC.
Semiclassical argument.—The efficiency of CSC can
be demonstrated using a simple semiclassical argument.
For ease of notation, hereafter we employ natural units
(e ≡ 1 ≡ ~). Under a dc electric field, say ~E = E xˆ,
the yˆ-polarization spin density in the steady state reads
〈Sy〉 =
∑
α
∫
(dk) 12 〈sy〉αk δfαk, where δfαk is the devi-
ation of the quasiparticle distribution function with re-
spect to equilibrium and (dk) ≡ d2k/4pi2. Owing to the
tangential winding of the in-plane spin texture, only the
longitudinal component of the quasiparticle distribution
function δf‖αk ≡ gα(k) kˆ · kˆx contributes to the integral.
At zero temperature, gα(k) = ∓Evαk τ∗αk δ(α(k) − ),
where vαk = ∂kα(k) is the band velocity, τ∗αk is the
longitudinal transport time and  is the Fermi energy (∓
for electron/holes). For energies inside the RPG (regime
I), one easily finds
〈Sy〉I = ∓ E4pi %(kF ) kF τ∗, (6)
where kF is the Fermi momentum and τ∗ = τ∗(τ−)kF (as-
sumed valley-independent for simplicity). The charge
current density, 〈Jx〉 = −v
∑
α
∫
(dk)〈τzσx〉αk δfαk, can
be computed following identical steps. We obtain
〈Jx〉I = E2pi vF kF τ∗ , (7)
where vF = |vτ−(kF )|. The implications of our results
are best illustrated by considering the minimal model,
for which %(kF ) = vF /v and thus 〈Sy〉I = ∓〈Jx〉I/(2v).
Figure 1 (d) shows the ratio of 〈Sy〉/〈Jx〉 in the linear re-
sponse regime computed according to the Kubo formula,
confirming the linear proportionality 〈Sy〉I ∝ 〈Jx〉I. The
well-defined spin winding direction in regime I, respon-
sible for the semiclassical form of the non-equilibrium
spin polarization [Eq. (6)], automatically implies a large
ISGE in the clean limit. Generally, the CSC is optimal
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Figure 2. Diagrammatic expansion of the response function.
(a) Bethe-Salpeter equation for the charge current vertex
in the R–A sector. (b) Skeleton expansion of the T -matrix
ladder. Full (open) square denotes a T (T †) matrix insertion,
while circles represent electron–impurity interaction vertices.
The red × stands for impurity density insertion (n).
near the RPG edges, where |ρ| is the largest in regime I.
In this energy range, the CSC is only limited by the elec-
tronic mobility, i.e., |〈Sy〉|I ≈ 〈Jx〉I/(2vF ) ∝ (kF τ∗) E .
These considerations show that |%| ≡ |〈Sy〉|/(2vF 〈Jx〉)
is the proper figure of merit in regime I. For models with
|λsv|  |λ|, the efficiency is nearly saturated
max
∈I;λsv=0
|%(k())| = 2
√
2/3 ≈ 0.94, (8)
and is generally close to unity for not too large
spin–valley coupling [25]. In regime II, both spin he-
licities ζ = ±1 contribute to the non-equilibrium spin
density, resulting into a decay of the CSC rate. Here, |%|
is not a suitable figure of merit and an alternative must
be sought. As we show later, in this regime (|| > 2λ˜)
the CSC efficiency exhibits an algebraic decay law, en-
abling a remarkably robust ISGE in typical experimen-
tal conditions.
Quantum treatment.— To evaluate the full energy de-
pendence of the ISGE, we employ the self-consistent dia-
grammatic approach developed by two of us in Ref. [28].
Despite the complexity of the Hamiltonian, Eq. (1), one
can solve the Bethe–Salpeter equations for the T -matrix
ladder. This provides accurate results in the regime
kF vF τ∗  1. The zero-temperature spin density–charge
current response function reads as
χyx (ω = 0) =
1
2piΩ 〈Tr
[
Sy G
+ JxG
−]〉 , (9)
where G± = ( − H ± i0+)−1 is the Green’s function
in the retarded/advanced sector of disordered G/TMD.
Here, Tr denotes the trace over internal and motional
degrees of freedom, 〈...〉 stands for disorder average and
Ω is the area. In the diagrammatic approach, the disor-
der enters as a self-energy, Σa (a = ±), “dressing” the
single-particle Green’s functions, and as vertex correc-
tions in the electron–hole propagator [Fig. 2 (a)]. Since
the response functions of interest are determined by the
same relaxation time, τ∗, the CSC is expected to be lit-
tle sensitive to the disorder type as long as the latter is
non magnetic. For practical purposes, we use a model of
short-range scalar impurities, V (x) = u0
∑N
i=1 δ(x−xi),
where {xi = (xi, yi)} are random impurity locations and
u0 parametrizes their strength. This choice will enable
us to establish key analytical results across weak (Born)
and strong (unitary) scattering regimes.
We first evaluate Eq. (9) for models with fully in-plane
spin texture, ∆, λsv = 0. For ease of notation, we as-
sume , λ > 0 in what follows. The self-energy is given
by Σa = nT a, where T a = (u−10 1−ga0 )−1 and n = N/Ω
is the impurity areal density. Moreover, ga0 ≡
∫
(dk)Ga0k
and G±0k = (−H0k ± i0+)−1 is the bare Green’s func-
tion. Neglecting the real part of Σa, we have
Σ± = ∓in (η0γ0 + η3 γKM + ηr γr) , (10)
where γ0 = τ0σ0s0 (identity), γr = τz (σ × s) · zˆ, γKM =
τ0σzsz and in the weak scattering limit
η0 =
u20
8v2 (+ λ) , η3 =
u20
8v2λ, ηr = −
u20
16v2  , (11)
inside the RPG and η0 = u20/4v2 and ηKM = ηr = 0
for  > 2λ (see [25] for full T -matrix expressions). The
rich matrix structure in Eq. (10) stems from the chiral
(pseudo-spin) character of quasiparticles. In constrast,
in the 2D electron gas with RB spin–orbit interaction,
the self energy due to spin-independent impurities is a
scalar in all regimes [29]. Next, we evaluate the disorder
averaged Green’s function, Gak = [(Ga0k)−1−Σa]−1. We
define a =  + i a n η0, λa = λ − i a n ηr, and ma =
i a n η3, which represent an energy shift, a renormalized
RB coupling and a random SOC gap, respectively. After
tedious but straightforward algebra we find
Gak = −
[(
a La+ + λaLa−
)
γ0 + vLa+τz σ · k−
1
2 (
a −ma)La−γr +
(
maLa+ + λaLa−
)
γKM − vLa−γvk + Γak
]
, (12)
where La± = (La1 ± La2)/2 with
La1(2) = [v2k2 − (a −ma)(a +ma ± 2λa)]−1 , (13)
γvk = τ0σ0(kˆ× s) · zˆ and Γak is a ki-quadratic term [25].
The last step consists of evaluating the vertex correc-
tions. The renormalized charge current vertex satisfies
4the Bethe-Salpeter (BS) equation
J˜x = Jx + n
∫
(dk)
{
T+ G+k J˜x G−k T−
}
. (14)
The infinite set of non-crossing diagrams generated by
the T -matrix ladder describes incoherent multiple scat-
tering events at all orders in the scattering strength u0
[Fig. 2(b)], yielding an accurate description of spin–orbit
coupled transport phenomena in the dilute regime [28].
To solve Eq. (14), we decompose J˜x as J˜x = J˜µνρx τµσνsρ,
where the repeated indices µ, ν, ρ ≡ {0, i} are summed
over. The number of nonzero components J˜µνρx is con-
strained to only four by the symmetries of G/TMD [30]:
(µ, ν, ρ) = {(0, 0, y), (z, x, 0), (0, z, x), (z, y, z)}. Explor-
ing the properties of the Clifford algebra, one can show
that the nonzero vertex components have a one-to-one
correspondence to their associated non-equilibrium re-
sponse functions [31]. This allows us to express χyx in
terms of the spin density component only, J˜ sx ≡ J˜00yx ,
i.e., χyx = Fs(u0) J˜ sx, where
J˜ sx = −
v

2 (+ 2λ) + θ(− 2λ) (8λ3 − 3)
2 + 4λ2 + εΛ. (15)
Here, θ is the Heaviside step function and εΛ is a weak
correction logarithmic in the ultraviolet cutoff Λ set by
the inverse of the lattice scale [32]. Finally, Fs(u0) is a
complicated function, which in the Gaussian and uni-
tary scattering limits takes the form
Fs(u0) =
1
2pin×

4
u20
, |g+0 u0|  1(

2piv2 log
∣∣∣ Λ2

√
2−4λ2
∣∣∣)2 , |u0| → ∞ ,
(16)
respectively. Analogously, we can determine the expres-
sion for the charge conductivity σxx = Fc(u0)J˜cx, with
J˜cx ≡ J˜zx0x [25]. The CSC rate can now be determined
−2vχyx
σxx
= θ(2λ− ) + 2λ

g(u0, ) θ(− 2λ) , (17)
where g(u0,  = 2λ) = 1 and deviates only slightly from
this value when u0 is large and for  > 2λ [see Fig. 1(d)].
The central result Eq. (17) puts our earlier semiclassical
argument on firm grounds, and shows that the CSC is
little affected by the disorder strenght outside the RPG.
Discussions.— In realistic G/TMD heterostructures,
∆ and λsv can be comparable to the RB coupling [10],
leading to major modifications in the band structure.
Nevertheless, a thorough analysis, summarized in Fig. 3,
shows that the ISGE remains robust. For instance, for
|λsv|  λ, |∆|, the k dependence of the in-plane spin
texture is virtually unaffected [Eq. (5)]. Thus, accord-
ing to the semiclassical results the CSC efficiency should
be high at the RPG edge. This is confirmed by a numer-
ical inversion of the Bethe-Salpeter equations in the full
model. The figure of merit γ plotted in Fig. 3 reaches its
predicted optimal value [Eq. (8)]. When the spin–valley
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Figure 3. Main figure: Fermi energy dependence of the
ISGE efficiency at selected values of ∆ for λ = 15 meV and
λsv = 0. The x-axis is rescaled as x = | − 0|/
∣∣2λ˜− 0∣∣
for clarity. Insets: (a) γ as function of chemical poten-
tial (µ) at selected temperatures for a prototypical het-
erostructure with λ = 10 meV, λsv = ∆ = 0 (Ref. [13]);
kBT
∗ = 25meV (room temperature). (b) Variation of γ with
λsv for a Fermi energy slightly below (above) the RPG’s edge
[± = 2λ˜× (1.00± 0.05)] for ∆ = λ/2 and λ = 15 meV. All
calculations performed in the weak scattering limit.
coupling is significant, the in-plane spin texture shrinks,
however the CSC efficiency remains sizeable [Fig. 3(b)].
Outside the RPG, the definition of efficiency γ is compli-
cated due to the coexistence of counter-rotating spins.
To analyze this regime, we employ a heuristic definition
satisfying: (i) 0 ≤ γ ≤ 1 for all parameters, (ii) γ de-
cays for   2λ˜ due to collapsing of spin-split Fermi
rings and (iii) γ is continuous across the RPG. Since
the band velocity saturates quickly to its upper bound
(= v), we use its value at the RPG edge as represen-
tative for the regime II, which lead us to the following
definition
γ = 2|χyx|
σxx
×
{
vF () ,  < 2λ˜
vF (2λ˜) ,  ≥ 2λ˜
. (18)
where vF () ≡ |vτ−(k())|. Consistently with the rate
derived for the minimal model [Eq. (17)], the asymptotic
behavior of γ is of power-law type, and thus the CSC
remains robust in the accessible range of electronic den-
sities. A relevant question is how much efficiency is lost
due to thermal fluctuations. Figure 3(b) shows the CSC
figure of merit at selected temperatures in the weak scat-
tering limit (see Ref. [25] for methods). Since the T = 0
ratio decays slowly in regime II, the smearing caused by
thermal activation is ineffective, allowing a giant ISGE
at room temperature, e.g., γroom ≈ 0.3 for a chemical
potential µ ≈ 5λ ≈ 50 meV. We finally comment on the
rippling of the graphene surface and imperfections caus-
ing local variations in the RPG [33]. Inhomogeneities in
the spin–orbit energy scales are expected to be small in
samples with strong interfacial effect [34]. As long as
5|λ(x)− λ|  λ, the random spin–orbit field acts merely
as an additional source of scattering [25], which accord-
ing to our findings would not affect the ISGE efficiency.
In conclusion, we have presented a rigorous theory of
inverse spin galvanic effect for graphene on transition
metal dichalcogenide monolayers. We introduced a fig-
ure of merit for charge-to-spin conversion and show it
attains values close to unity at the minority spin band
edge. The effect is robust against nonmagnetic disorder
and remains large at room temperature. The current-
driven spin polarization is only limited by the electronic
mobility, and thus it is expected to achieve unprecedent-
edly large values in ultra-clean samples. Our results are
also relevant for group-IV honeycomb layers [35], which
are described by similar Dirac models.
The codes used for numerical analyses are available
from the Figshare database, under the Ref [36].
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6SUPPLEMENTARY INFORMATION FOR “OPTIMAL CHARGE-TO-SPIN
CONVERSION IN GRAPHENE ON TRANSITION METAL
DICHALCOGENIDES”
In this Supplementary Information we provide additional details on the Dirac-Rashba model and the semiclassical
theory at large electronic density. We also provide the explicit form of the renormalized charge current vertex for
the minimal model (i.e., ∆ = λsv = 0, λ 6= 0), as well as additional details on the finite temperature calculation
and the impact of random fluctuations in the spin–orbit energy scale.
I. DETAILS ON THE MODEL
A. Spectrum
The effective Hamiltonian of graphene on TMD monolayer can be written as [10, 11]
H0k = τz [vσ · k + λ (σ × s) · zˆ + ∆σz + λsv sz] , (19)
where σ, s are Pauli matrices and we have used the representation for the 4-component spinors at each valley
(τz = ±1):
ψτz=± = (ψ
↑
±,a(b), ψ
↓
±,a(b), ψ
↑
±,b(a), ψ
↓
±,b(a))
t . (20)
In the above, a(b) are graphene sublattice indexes, and ↑, ↓ denote the spin projection. The respective eigenvalues
are given in Eqs. (2)-(3) of main text. The Rashba pseudo-gap at k = 0 (see Fig. 1, main text) is easily computed
as
2λ˜ = min{|∆ + λsv|,
√
4λ2 + (∆− λsv)2}, (21)
while the bottom of the spin majority conduction band is
m =
|λ(∆ + λsv)|√
λ2 + λ2sv
. (22)
For energies m <  < 2λ˜ the spectrum develops a small “Mexican hat” feature [10]. In Fig. 4 we show the evolution
of the spectrum for finite Rashba effect as one turns on the proximity couplings ∆, λsv. We note that the energy
spectrum is gapless in the following particular cases: (i) λ = 0 and |λsv| > |∆| and (ii) λsv = −∆.
In the minimal model (∆, λsv = 0) the spin texture is entirely in-plane, due to the Rashba spin-momentum
locking. The additional proximity-induced couplings in Eq. (19) favor the establishment of a finite sz-component.
In Fig. 5, we show the spin texture of the electron spin-majority band for a number of representative cases.
B. Semiclassical interpretation of the large energy behavior of the spin–charge response function
We demonstrate how the asymptotic scaling of the ISGE efficiency reported in the main text [viz., Eq. (17)]
can be understood within a simple semiclassical picture. For simplicity we study the pure-Rashba model, where
mzζ(k) = 0. The argument can be easily generalized for other cases. Neglecting interband transitions, the spin-y
linear response to an electric field applied along xˆ axis is given by [cf. Eq. (6) of the main text]
χyx =
1
4pi
∫
dθk
2pi
∑
ζ=±1
〈sy〉ζ cos θk kζ()τ∗ζ() (23)
where kζ() = v−1
√
(− ζλ) are the Fermi radii. Substituting the expression for the equilibrium spin texture
[Eq. (5); main text], we find, for large 
χyx ' − 18pi
∑
ζ=±1
ζ

v
(
1− ζ λ2 + ...
)
τ∗ζ() . (24)
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Figure 4. Spectrum of the full model. For ∆ = 0, λsv = 0 (solid lines) the spectrum displays a Rashba pseudogap, with a
simply connected Fermi surface at low energies and no band gap. A finite staggered potential, ∆ = 30 meV, opens a gap
(circles), which in combination with λsv = 25 meV creates a “Mexican hat” between m and δ/2 (triangles).
Using the form of the momentum relaxation time in the Gaussian and unitary limits, we find, respectively
τ∗ζ() = A/ −→ χyx = A8piv
λ

, (25)
τ∗ζ() = A′ −→ χyx = A
′
8pivλ  . (26)
While the collapsing of the Fermi rings, kζ() → k−ζ() as   2|λ|, tends to diminish the out-of-equilibrium spin
polarization, the latter can still be finite depending on the asymptotic behavior of τ∗(). In the unitary limit, one
has vkζ()τ∗ζ() ∝ 2, resulting in a monotonically increasing spin–charge response function. However, the ratio
between the spin–charge response function and the charge conductivity is always χyx/σxx ∝ −1, as shown in the
main text. While in Eqs. (25)-(26) we have neglected the role of scattering between states with different spin helicity,
the latter processes are included in the quantum-mechanical treatment in the main text. Given the agreement of
Eqs. (25)-(26) with Eq. (16) of the main text, we conclude that their inclusion will not affect the above semiclassical
picture.
II. DETAILS ON THE DIAGRAMMATIC CALCULATION
A. Disorder averaged propagators
We provide the full form of the disorder averaged propagator in the pure-Rashba model. Denoting with a = ±,
respectively, the retarded and advanced sector of the theory, we obtain
Gak = −
[(
aLa+ + λaLa−
)
γ0 + vLa+τzσ · k−
1
2 (
a −ma)La−γr +
(
maLa+ + λaLa−
)
γKM − vLa−τ0σ0(kˆ× s) · zˆ + Γak
]
,
(27)
where
a = + i a n η0 , λa = λ− i a n ηr , ma = −i a n η3 , (28)
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Figure 5. Spin texture for electronic states along kˆx in the spin-majority conduction band. In the pure Rashba model the
spins lie entirely in the plane, 〈sz〉 = 0. When λsv or ∆ are switched on, electrons develop a 〈sz〉 component. Interestingly,
for ∆ 6= 0 and λsv = 0 the latter does not imply a decrease of 〈sy〉 (see left panel).
La± = (La1 ± La2)/2 , La1(2) = [v2k2 − (a −ma)(a +ma ± 2λa)]−1, (29)
and
Γak =
(
λaLa+τ0 +
(a +ma)
2 L
a
−τz
)
[sin 2φk (σxsx − σysy)− cos 2φkτz (σxsy + σysx)] . (30)
B. T -matrix calculation
We report the full form of the imaginary part of the self-energy in the T -matrix approximation:
Σ± = ∓in (η0γ0 + η3 γKM + ηr γr) , (31)
η0, η3 =
u0
2 Im
 1
1− u0
(
g+0,0 + g+0,KM
) ± 1− u0
(
g+0,0 − g+0,KM
)
[
1− u0
(
g+0,0 − g+0,KM
)]2
− (2u0 g+0,r)2
 , (32)
ηr = Im
 u0g+0,r[
1− u0
(
g+0,0 − g+0,KM
)]2
− (2u0 g+0,r)2
 , (33)
with g+0,i = 18 Tr[g
+
0 γi] and γi =
{
γ0, γKM,
1
2γr
}
as defined in the main text. The real part of the self-energy
(omitted for simplicity) leads to a renormalization of the Fermi energy and of λ as well as a random mass term of
the Kane-Mele type [28]. The Fermi energy renormalization contains a logarithmic divergence, which can be taken
into account by wave function renormalization and leads to a renormalization of the Fermi velocity [26].
C. Full form of the renormalized charge vertex
We first define the general structure of the renormalized charge current vertex in the minimal model as{
J˜cx, J˜
s
x , J˜
sh
x , J˜
m
x
}
= 18Tr
[
J˜x {τzσx, sy, τzσysz, σzsx}
]
. (34)
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Figure 6. The charge J˜cx and spin density J˜sx component of the renormalized charge vertex for λ = 25 meV. Corrections
logarithmic in the cutoff Λ = 10 eV are shown to be small.
Below we provide the explicit form of the components to lowest order in the impurity density n for the weak
scattering limit. For simplicity, we assume λ > 0. Outside the Rashba pseudogap,  > 2λ, we obtain
J˜cx = 2v +O (n) , J˜sx = −
2λ

v +O (n) , J˜sh,mx = 0 , (35)
while inside the Rashba pseudogap,  < 2λ, we find
J˜cx = v
2
(
2 + λ+ 2λ2
)
2 + 4λ2 +O (n) , (36)
J˜sx = −v
(+ 2λ)
2 + 4λ2 +O (n) , (37)
J˜shx =
nu20
16 v

λ
+O (n2) , (38)
J˜mx =
nu20
4 v
2
2 + 4λ2 +O
(
n2
)
. (39)
At leading order in n, the important components are J˜cx, J˜sx. In the strong scattering regime Eqs. (15)-(19) acquire
logarithmic corrections in the ultraviolet cutoff Λ. In Fig. 6 we show that such corrections are small for the
leading terms J˜cx and J˜sx, so that Eqs. (15)-(17) still hold in this regime. Having performed the limit u0 → ∞,
Eqs. (18),(19) for the subleading components J˜shx , J˜mx are no longer valid; yet we find the corrections provide a
negligible contribution to the response functions (not shown).
D. Finite temperature calculation for the ISGE efficiency
In Fig. (3) of the main text we showed the figure of merit’s temperature-dependence. The calculation was
performed numerically employing the following definition
γ(µ, T ) =
∫ +∞
−∞ d
∂f(,µ,T )
∂ 2|χyx(, T = 0)|
[
θ(|| − 2λ˜)vF (2λ˜) + θ(2λ˜− ||)vF ()
]∫ +∞
−∞ d
∂f(,µ,T )
∂ σxx(, T = 0)
, (40)
where f(, µ, T ) = {1 + exp [(− µ)/kBT ]}−1 is the Fermi–Dirac distribution function; see main text for remaining
definitions.
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Figure 7. Comparison between pure scalar (u0) and pure Rashba disorder (ur). R = 6 nm, λ = 10 meV. While for in the
weak scattering limit the results coincide, Rashba impurities have a slightly more important impact in the UL. However the
difference between the two cases is clearly very tiny.
III. EFFECT OF RANDOM SOC
We analyze here the impact of random Rashba fields (RRFs) on the CSC efficiency. In graphene without proximity
SOC, RRFs lead to current-driven spin polarization via asymmetric spin precession [27]. In graphene on TMD,
small fluctuations in the Rashba-Bychkov coupling (|λ(x)− λ|  λ) cannot disturb the spin helicity of eigenstates.
This directly implies that the CSC rate in regime I remains unaffected (see main text). To investigate the impact
of random SOC in regime II, we model the RRF as a short-range disorder potential with Rashba-Bychkov matrix
structure:
VRRF (x) = urγr
N∑
i=1
δ (x− xi) , (41)
Neglecting its real part real, the self-energy Σa preserves the structure of Eq. 10 of the main text
Σ± = ∓in (η0γ0 + η3 γKM + ηr γr) , (42)
where γ0 = τ0σ0s0 (identity), γr = τz (σ × s) · zˆ, γKM = τ0σzsz. We report the the weak scattering limit form of
the parameters appearing in Eq. (42) for positive energies{
η0 = −ηr = u
2
r
2v2  , ηr = 0 ,  > 2λ
η0 = −ηr = −η3 = u
2
r
4v2  ,  < 2λ
. (43)
We find that at leading order in the impurity areal density, Eq. (17) of the main text still holds with a slightly
different functional form for g (ur, ) . In Fig. (7) we plot the ratio |χyx|/σxx for Rashba-like and scalar impurities
(as considered in the main text); the CSC ratio in the two cases is virtually identical in the Born scattering regime.
This confirms that as long as the proximity effect is well developed in the band structure of graphene, the CSC
mechanism is robust against random fluctuations in the energy scales of the model.
