The work, as mentioned can be used in the forensic studies for identifying the authenticity of a person. We can use the work in age analysis of the person from his writing. Further the efficiency of the system is very high in comparison to the existing system. The work is to recognize handwriting of a person by using hidden markov model, support vector machine and our new approach HMM-SVM classifier using MATLAB. In previous HMM and SVM classifier are used to the handwriting recognition. In this paper we used the combined features of HMM and SVM classifier using combination of Curvelet transform and Invariant transform. Performance of the system depends entirely on the feature vectors. Further we compare the performance of HMM, based technique with combined HMM-SVM based technique and found that for some combined HMM-SVM technique is better than HMM. Only curvelet transform using HMM or SVM get good accuracy but for better accuracy required the combined HMM-SVM classifier. It improve the problem of HMM classifier of multiple detection of Class to. However a kernel based technique adds advantage over probabilistic methods in certain deterministic states. Hence we combine both HMM and SVM to design a combined classifier for the problem.We have also evaluate the performance of HMM, SVM and Combined HMM-SVM classifier.
INTRODUCTION
A person's handwriting -the script -and its placing on the page express the unique impulses of the individual: logically, the brain sends signals along the muscles to the writing implement they control. By examining a handwriting sample, an expert graphologist is able to identify relevant features of the handwritten script, and the way the features interact. The features, and interaction between them, provide the information for the analysis. We define some of the common analysis models and then propose their corresponding image processing modeling and machine learning in the methodology section. [7] No single handwriting feature proves anything specific or absolute by itself; a single feature alone can only identify a trend. It is the combination of features, and the interaction between them that enable a full and clear interpretation.perform binarization and extract invariant moments from the image document followed by the curvelet transform. These features are used to build a HMM model which we use to classify the features of a test document. [3] It can be extended in writing biometric where a person can be authenticated based on his age. Biometrics is the science of verifying the identity of an individual through physiological measurements or behavioral traits. Since biometric identifiers are associated permanently with the user they are more reliable than token or knowledge based authentication methods. Biometrics offers several advantages over traditional security measures. [5] These includes 1. Non-repudiation 2. Accuracy and Security 3. Screening A number of biometric identifiers are in use in various applications. Each biometric has its strengths and weaknesses and the choice typically depends on the application. 
SCOPE OF THE PROJECT
The work, as mentioned can be used in the identifying the authenticity of a person. The technique can also be used in handwritten character recognition. Handwriting recognition using different techniques is used to analysis handwritten signature verification and optical character recognition. Further the efficiency of the system is very high in comparison to the existing system. and IRONOFF database (Latin script). The multi-stream framework improves the recognition performance in both cases. Using 2-stream approach, the best recognition performance is 79.8%, in the case of the Arabicscript, on a 2100-word lexicon consisting of 946 Tunisian town/village names. In the case ofthe Latin script, the proposed approach achieves a recognition rate of 89.8 % using a lexiconof 196 words.The statement of the work can be simply put as to recognize the handwriting of the person by using HMM. First person' handwriting are written on white paper which are scanned and given as input to the system. The input comprises of set of characters, say a line of text. System extracts the features and creates a feature database. When a sample scanned image of a person is given as input, it identifies the writer.
PROBLEM WITH THE PRESENT SYSTEM AND RECENT SCENARIO
'In 2010, Rahul KALA et al [13] ' Handwriting reorganization by using genetic algorithmIn this algorithm we will take a deep insight into the algorithm and its working. We discuss about the handwriting recognition general procedure, the algorithmic assumptions and its working. We know that we are given an unknown character that needs to be recognized. For this we have diverse form of training data available for each and every character. In this algorithm we try to match the input to the training data and the data generated from intermixing of training data, to find the best match for the given input data. In this paper problem identified that It required lot of tanning data sample to get good efficiency and also recognize straight line characters' only this algorithm cannot recognize the character are tilled some left or right side.
PERFORMANCE MEASUREMENT OF HANDWRITING RECOGNITION
There are some basic measurements for Handwriting recognition techniques some handwriting features there are introduce in article to explain some of the basic ones that can be readily understood and which give their information. [10] extraction from text data. [15] There are two different formulations of HMMs depending on whether to \generate" the output from a state or a transition. As a probabilistic model, there is no essential difference, though. We assume that an output symbol is always generated from a state and that any state can be a starting state or ending state. First we determine the probability matrix of appearance of 1 with respect to 0 and 1 and probability of occurrence of 0 with respect to 1 and 0. This pattern is unique for all the signatures. As the signatures are considered random in nature, we consider a hidden markov model that can generate such a pattern.The resulting series of the velocity values for each probability serves as the sequence of observationsymbols for training a discrete HMM. As outlined in Section 1, a HMM based signature verification system typically involves two phases -training and verification. [3] The three problems associated with an HMM are: [15] Evaluation: Evaluating the probability of an observed sequence of symbols Decoding: Finding the most likely state transition path associated with an observed sequence. Training: Adjusting all the parameters to maximize the probability of generating an observed sequence. Three basic algorithm are used to solve above problems [16] Forward and backward Algorithm: Evaluation is solved by using the forward and backward iterative algorithms. Viterbi algorithm: Decoding is solved by using the Viterbi algorithm, also an iterative algorithm to grow the best path by sequentially considering each observed symbol.
Baum-Welch algorithm (an EM algorithm):
The last Training is solved by the Baum-Welch algorithm (an EM algorithm), which uses the forward and backward probabilities to update the parameters iteratively. Below, we give the formulas for each of the step of the computation.
(b). Support Vector Machines (SVM):
SVM are binary classifiers that separate linearly any two classes by finding a hyperplane of maximum margin between the two classes. The margin means the minimal distance from the separating hyperplane to the closest data points. SVM learning machines searches for an optimal separating hyperplane where the margin is maximal. The outcome of the SVM is based only on the data points that are at the margin and are called"Support Vectors" [17] . Used mostly for classification (also, can be modified for regression and even for unsupervised learning applications). Achieve accuracy comparable to Multilayer Perceptions [4] Classification of SVM Kernels [18] Linear kernel: Linear SVM is linearly scalable with the size of the training data set. It is given by the following formula: K (x, y) x* y (1) Where, k(x, y) is the kernel function Polynomial kernel: It is a non-stationary kernel which is well suited for problems where the training data is normalized. It is given by the following formula:
K(x, y) = (a x y y = c) d (2) Where, α is the slope, c is the constant term and d is the polynomial degree RBF kernel: It is defined on the interval [-1, 1] and is given by the following formula:
K (x, y) = exp x y || 2 /2σ 2 ) (3) Sigmoid kernel: With gain κ and offset ϴ, the formula for a sigmoid kernel is given by:
K (x, y) tan h ((x. y) ) (4) (c). HMM-SVM Classifier: This is the combination of HMM and SVM techniques using the combined features of curvelet transform and Invariant Statistical Features (IFS) and this is our new approach.
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Figure: 2 proposed block diagram of hand writing recognition
Preprocessing: The first step to any document analysis is preprocessing. The steps are elaborated bellow. First the sample text is scanned and stored as an image. This is specifically a gray scale image. A binary image is generated out of this gray scale image and one bit binary noise is removed by using erosion. [5] Segmentation: A simple ligature model is used; the features used to detect ligatures are very simple to detect too. Binarization:.All gray scale images are binarized with the help of Natural Thresholding . In this process the mean gray level value of the images are extracted and values greater than the mean are mapped to white where as the values lesser than that are marked as black. [5] Noise Removal:Once we have the binarized image a simple 5X5 morphological filter is applied to clean the spatial noise characterized by small components of size (1 to 3 pixels). This clean binarized image is cropped from both the directions. The image is further Feature Extraction [4] Feature extraction: Read the matrices from image after preprocessing, Extract HMM features and Extract statistical data from HMM states like mean and standard deviationadded on all the four sides [7] Recognition: Each state now represents a matrix which can define a probability matrix as calculated prior to HMM.The statistical mean and standard deviation of each value is taken as the training vectors for a SVM. [7] 
SIMULATION RESULT OF VARIOS TECHNIQUES
CONCLUSION AND FUTURE WORK
There are different handwriting techniques are used for recognition such s HMM, SVM and combined features of HMM-SVM classifier. There are context with respect to which a person may choose to write. It may include writing a small phrase, character, a paragraph or so. The paper on which he chooses to write may also vary. In this paper the accuracy is increase with using different types of algorithms depending on the techniques are used. Due to this the success of the algorithm largely depends upon preprocessing steps and the efficiency of preprocessing. Preprocessing technique is adopted to neutralize these constraints and is used for tilt correction, filtering of the documents etc. 
