In this paper, we deal with a two-dimensional Navier-Stokes system in a rectangle with Navier slip boundary conditions on the horizontal sides. We establish the global null controllability of the system by controlling the normal component and the vorticity of the velocity on the vertical sides. The linearized control system around zero is controllable but one does not know how to deduce global controllability results for the nonlinear system. Our proof uses the return method together with a local exact controllability result by Fursikov and Imanuvilov.
© 2009 Elsevier Inc. All rights reserved. We are interested in the problem of the global null controllability of a Navier-Stokes system with Navier slip boundary conditions: let T > 0 and let y 0 ∈ L 2 (Ω) 2 satisfy div y
Statement of the result
does there exist y = (y 1 , y 2 ) : (0, T ) × Ω → R 2 and p : (0, T ) × Ω → R such that
y(T , .) = 0 in Ω? ( 8 ) If such a (y, p) exists, one says that the Navier-Stokes (NS) control system (3)- (6) is globally null controllable.
Remark 1. (a)
The controls are not apparent in the previous formulation but one can take both y · n and curl y := ∂ 1 y 2 − ∂ 2 y 1 on Γ \Γ 0 .
(b) One can note that from the fact that Γ 0 is flat, the boundary conditions (5) and (6) are equivalent to the following ones y · n = 0 on(0, T ) × Γ 0 , curl y = 0 on (0, T ) × Γ 0 .
(c) Let us recall that the fact that div u = 0 implies that u · n = 0 makes sense even if u ∈ L 2 (Ω) 2 .
Indeed, this comes from the following equalities, which hold for any scalar function φ ∈ C 1 (Ω):
The first boundary condition is the slip condition which says that the fluid does not penetrate the boundary. The second one is a special case of the Navier slip boundary condition [20] . Indeed, this boundary condition usually takes the following form σ y · τ + (1 −σ )n i (∂ j y i + ∂ i y j )τ j = 0 on Γ 0 , (9) whereσ is a constant in [0, 1) , n = (n 1 , n 2 ), τ = (τ 1 , τ 2 ) and where we have used the usual summation convention. Note that we consider here the boundary condition (9) withσ = 0 which corresponds to the case where the fluid slips on the wall without friction. This is an appropriate physical model for some flow problems [12] . Let us now mention some of the previous results regarding our problem. The case of the local exact controllability to the trajectories for the Navier-Stokes equations with boundary and local distributed control has been studied by A. Fursikov and O.Yu. Imanuvilov in [11] , by O.Yu. Imanuvilov in [16] , by E. Fernández-Cara, S. Guerrero, O.Yu. Imanuvilov and J.-P. Puel in [10] and by S. Guerrero in [15] in the case of Navier slip boundary conditions. On the other hand, J.-M. Coron in [5] proved the global approximate controllability for the 2-D Navier-Stokes equations with Navier slip boundary conditions. His proof relies on the 'return method' introduced by him in [3] and used by him in [4, 6] and by O. Glass in [13, 14] to prove global controllability results for the Euler equation of incompressible inviscid fluids. Then, in [8] , combining results on global approximate controllability and local controllability results, J.-M. Coron and A. Fursikov obtained the global exact controllability for the Navier-Stokes system on a 2-D manifold without boundary. More recently, O.Yu. Imanuvilov and J.-P. Puel have proved in [17] a global controllability result for the 2-D Burgers equation. See also [7] and the references therein for other applications of the return method to the controllability of nonlinear partial differential equations.
The main result of the paper is the following:
Theorem 2. The control system (3)-(6) is globally null controllable.
One can note that the linearized system around (0, 0) of the control system (3)- (6) is controllable.
Consequently, one can expect that the nonlinear control system is, at least, locally controllable. However, one does not know how to obtain a global controllability result. To overcome this problem, the idea is to use the so-called return method which consists in looking for (y,p), such that (3)-(6) hold for y =y and p =p,y (0, .) =y(T , .) = 0 in Ω and such that the linearized control system around (y,p) has, in some sense, a better controllability. Using this method, we obtain a global approximate controllability result (Fig. 1, parts 
We end the proof of the theorem using a local exact controllability result due to A. Fursikov and O.Yu. Imanuvilov (see [11] ) (Fig. 1 , part (e)).
Remark 3.
As we said before, using the return method, J.-M. Coron also obtains in [5] a global approximate controllability result for the 2-D Navier-Stokes equations with Navier slip boundary conditions. The main difference between his result and the global approximate controllability result we establish here remains on the fact that we only need boundary controls whereas J.-M. Coron used controls acting both on the boundary and on a part of the domain.
Preliminary results

Well posedness and smoothing effect
In this section we recall a result of existence and uniqueness as well as a regularity property for NS systems that we shall use later. Let T > 0, let S := R/7LZ and let
From now on, we identify a pointx = (x 1 ,x 2 ) ∈Ω with its representative x which lives in Ω := [−3L, 4L) × (−1, 1) and for commodity, we write x instead ofx. In the same way, we denote
and, for any ∈ (0, 1/2),
We denote byΓ the boundary ofΩ . One can note thatΓ =Γ + ∪Γ − withΓ + := {x = (x 1 , x 2 ) ∈Ω,
One can prove the following theorem exactly as for the usual Navier-Stokes equations (i.e. with the usual full Dirichlet boundary conditions) (see e.g. [19, pp. 129-130] ).
Theorem 4. For any y
which is also unique up to a function depending only on time.
Then one can also prove the following regularity result (see Appendix A for a sketch of the proof).
Proposition 5.
The solution y of system (12) has the following regularity property
Moreover, there exist η > 0 and α > 0 such that for any y
Local null controllability (Fig. 1, part (e))
Let ω ⊂Ω be defined by
and let 1 ω :Ω → R denote the characteristic function of ω,
We introduce the following space, usual in the context of problems modelling incompressible fluids,
One can prove in a manner similar to the proof of [ 
Proof of Theorem 2
Let T > 0. We assume for the moment that the following proposition holds. 
which moreover satisfies
Before beginning the proof of Theorem 2, let us prove the following useful lemma. 
for any y
2 ). 
Proof.
where we denote ∇ ⊥ := (∂ 2 , −∂ 1 ). The first step consists in the extension of φ to a larger domain. To this aim, we recall the following result.
Lemma 9. The two following systems
have respectively one and only one solution
Proof. One recognizes two Vandermonde' systems. 2
One easily sees that the fact thatφ ∈ H s+1 ((−L/4, 5L/4) × (−1, 1)) comes from Lemma 9. We use the same process several times in order to obtain a function that we still denote byφ but which is now (2) and (23), there exist c 0 and
and
χ(
We finally defineφ onΩ bỹ
Using (27)- (33), one easily sees thatφ ∈ H s+1 (Ω) and that
Consequently, if we define Π(y 0 ) by
where H is defined by (11) and also that Π(y 0 ) = y 0 in Ω. One can note that the linearity of Π comes from (24). The end of the proof of Lemma 8 follows easily from the construction of Π . 2
Let us now end the proof of Theorem 2. Let y
2 satisfy (1)-(2), let η be defined in Proposition 5 and let δ be defined by (15) . We denote by
From Proposition 7, there exists δ 0 ∈ (0, T /3) and there exists a solution y of (17) which satisfies
where α is defined in Proposition 5 and C 0 is defined in Lemma 8.
Lety be the solution of
where Π is defined in Lemma 8. From Proposition 5, Lemma 8, (34) and (35),
Then, from Proposition 6 and (34), there exist a control v and a solution z to (16) with initial conditionỹ :=y(
One easily deduces from the previous computations and the fact that ω ∩ Ω = ∅ (see (14) )
This ends the proof of Theorem 2.
Proof of Proposition 7
The proof of this proposition relies on the return method. We need to find a solution of our NS control system with 'good' controllability properties around it. This trajectory (y,p) consists in three pieces (see Fig. 1 ). Let us briefly explain our choice. We first introduce a positive constant c whose value will be fixed later on. Then
is obviously solution of the system (3)- (6) . It corresponds to the second piece of the trajectory (y,p) ( Fig. 1, part (c) ). The first piece (Fig. 1, part (b) ) relies (0, 0) toȳ whereas the third and last piece ( Fig. 1 , part (d)) reliesȳ to (0, 0). Both are chosen independent with respect to the space variable. We will not verify the exact controllability of the linearized system around (y,p)-which indeed holdsbut we will directly prove that for a good choice of the constant c, our hopes were justified, that is, using this particular trajectory, we can prove a suitable approximate controllability result for our nonlinear NS control system. We have the following lemma that says that we only have to prove Proposition 7 in the case of a regular initial condition (Fig. 1, part (a) ).
Lemma 10. Proposition 7 holds if the following property holds
and which satisfies
(38)
2 . We now apply property (38) for
. This ends the proof of Lemma 10 since T /6 +δ 0 < T /3. 2
Thus instead of proving Proposition 7, we will prove property (38). 
First step: Construction of a trajectory of NS which starts at y
and a solution
such that
whereȳ is defined by (37).
Proof. 
The simplest way to do this consists in looking for a quadratic in time function. Let us be more
; 4L]) be a non-negative function which vanishes in a neighborhood of −3L
and 4L and is such that
We introduce (
One easily sees that 
Using integrations by parts together with (46), we obtain
Moreover,
(48) (44), (47) and (48), we get that for any time t ∈ (0,
where, above and until the end, C denotes various positive constants that depend only onΩ. Consequently, we deduce from Gronwall's lemma that for any time t ∈ (0,
Let us now introduce ω :
We multiply the first equation of (49) 
Consequently,
Then, if we now multiply the first equation of (49) by 2ω t and integrate onΩ , we get
Using an integration by parts and the fact that ω = 0 on the boundary, we compute −2
Multiplying the last inequality by e
In particular, for any time t ∈ (0,
and thus,
Using now (50) and (51) we obtain
for any time t ∈ (0, T 2 ] and we deduce from (52) that
and thus (see Lemma 18) ,
with the following estimate
From the last inequality, if we take c max 1, y 0 2
The following step consists in proving that ω ∈ L
To this aim, we rewrite (49) in the following way
and we note, that, from
, from (52) and the fact that
and from the boundary condition in (55) and using a classical result about the Dirichlet problem, we obtain that
(let us remember that we have already chosen c 1 (see (53))). Let now h := ω t . From (49), h is solution of
Since
Let us now verify that the right member of the first equation of (57) belongs to L
Finally, the same arguments prove that
and that
Now, a classical result on the heat equation gives that
with the following estimate (remember (44), (53) and (54))
Thus,
Using our last computations, we prove easily using the same arguments as above that the right member of (55) actually belongs to L
with the following estimate,
We recall the following result that one can find in [9] . 
2 equipped with the norm
the constant C depending only on L and not on T 2 satisfying (64).
As a consequence of this lemma together with (59) and (62), we obtain that
and from (60) and (63),
Now, using interpolation results (see, for example, [18, Theorem 9.6, p. 49]), we deduce from (54) and
Finally, we deduce from the last inequality that for any
Let now y := f + Y . It follows from (45) and (46) that y is solution of
and from (45) and (66),
Second step: Where the controllability of the Euler equation is used (Fig. 1, part (c))
This part is in a way the most important part of the proof of Proposition 7. We follow the strategy introduced by J.-M. Coron in [5] , then used by J.-M. Coron and A. Fursikov in [8] and more recently by M. Chapouly in [1] and [2] . That is, we consider that for small times and fixed states, the nonlinear term (y · ∇)y is a key term compared to the linear term − y. Consequently, we use the Euler equation of incompressible inviscid fluids to 'approach' our Navier-Stokes control system. Our aim is to get closer toȳ. Proposition 
where C 17/8 is defined in Lemma 8 and K is defined in Lemma 11, and curl z
there exists a solution
Proof. This proof is divided in two steps. 
where C 17/8 is defined in Lemma 8 and K is defined in Lemma 11, and
2 and 
where K is defined in Lemma 11 and C 17/8 is defined in Lemma 8 and such that curl z
Sincez satisfies the hypothesis of Proposition 14, we can apply this proposition and defině
2 as a solution of (72). One can note that from (70) and (72),
We follow a strategy similar to the one used in the first step of the proof of Proposition 7. We first define
Indeed if one defines z on (0, 2L/c) × Ω by z := R +ž +ȳ, one shall see later that z is solution of a Navier-Stokes system and the estimation of |R(2L/c, .)| L 2 (Ω) will provide an estimation of |z(2L/c, .
We multiply the first equation in (76) by 2R and integrate onΩ . Using the fact that
and that curl R = 0 onΓ , integrations by parts give
Using now (73) and applying Gronwall's lemma, we obtain for c large enough that
One easily verifies that z is solution of
(remember in particular (75)). Moreover, one deduces from (77) and (78) that 
One easily sees that
2 is solution of
where
Using Lemma 8, we can extend u (resp. p
One can note that
(see (83)). Let now
) and where Π is defined in Lemma 8, z satisfies (79) and u satisfies (83). Using similar estimations as above, (80), (81) and (82), we prove that for c large enough
where P is defined in (76), (z, p z ) is solution of (79), (u, p u ) is solution of (83) and (Q , P Q ) is solution of (86). Then from (79), (83)- (89),
This ends the proof of Proposition 13. 2
It remains to prove Proposition 14.
Proof of Proposition 14. This is a consequence of the following lemma: 
where we have denoted
2 and
Indeed, let us assume for the moment that this lemma holds. Let c 0 :
4 , where C 17/8
is defined in Lemma 8, K is defined in Lemma 11 and is defined in Lemma 15 and let c c 0 . Let 
there exists a uniqueŷ 
It only remains to prove that for any x ∈ Ω,
To this aim, we introduce the flowf of the ordinary differential equationξ = (ŷ +ŷ)(t, ξ). From the definition ofΩ (see (10) ) and the third equation of (96),
This flow is solution of
Let us prove the following lemma.
Proof. Let f be the flow of the ordinary differential equationξ =ŷ(t, ξ). From (93), one computes easily that for any (
In particular, for any
Thus for any x ∈ Ω,
From now on, we denote by |f (0, 1,
Then, using (98) we get that for any x ∈ Ω,
Consequently, using (101) and (102), it follows that for any x ∈ Ω,
Finally, let us denote byω := curlŷ. From the fact that the equation satisfied byω is a transport equation we get that for any x ∈Ω,ω
and thus, from (103) and the fact thatŷ 0 satisfies (91), we deduce that for any x ∈ Ω, ω(1, x) = 0. 
Letδ 0 := δ 1 + δ c + T 4 T 6 . We now define 
We multiply the first equation of (118) One can easily end the proof of Proposition 5 using the same scheme as before and using similar estimations as in Section 4.1.
