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0. INTRODUCTION 
The notions of common minimal multiple and common minimal divisor 
for regular rational matrix functions, which are discussed in this paper, are 
based on the notion of minimal divisibility. In order to introduce the latter let 
us recall the local Smith form for a meromorphic matrix function. 
Let A(z) be an n X n matrix function meromorphic in a neighborhood of 
w E C such that det A(z) z 0. One can show (e.g. by proving it first for 
analytic matrix functions in the same way as for matrix polynomials-see [lo, 
111) that there exist matrix functions E(z) and F(z) which are analytic and 
invertible on a neighborhood of w such that 
where xi> .** > xn are integers. The integers xj are uniquely determined 
by A(z) and w and are called the partial multiplicities of A(z) at w. The 
number 
z(A;w) = c xj 
Xj > 0 
is called the zero multiplicity of A(z) at w, and 
p(A;w)=- c xj 
xj < 0 
is the pole multiplicity of A(z) at w. 
Consider now a factorization 
A(z) =A,(z)A,(z) (0.1) 
of A(z), where the factors Aj(z) (j = 1,2) are also meromorphic on a 
neighborhood of w with determinants not vanishing identically. It can be 
shown that one always has 
z(A;w)<z(Ai;w)+z(A,,w) 
and 
(see, e.g., [6] and [12]). 
DIVISORS FOR RATIONAL MATRIX FUNCTIONS 
We say that the factorization (1.1) is minimal at w if 
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or equivalently 
Intuitively a factorization is minimal if no zero-pole cancellation occurs 
between the factors A, and A,. Often only one of the factors A, and A, will 
be of interest for us. In this case we say that A,(z) is a minimal left [right] 
divisor of A(z) at w if the factorization A(z) = A,(z).A,(z)-‘A(z) [A(Z) = 
A(z)A,‘(z).A,(z)] is minimal at w. 
Let R,(z), R,(z), . . . , R,(z) be m X m rational matrix functions which are 
regular. The latter condition means det Rj(z) # 0, i = 1,2,. , p. A regular 
rational matrix function R(z) is called a left common minimal multiple of 
R,(z), R,(z), . * *, R,(z) in a fixed set u c @ if all the factorizations 
R(z) = Ri(z)Qi(z>, i=1,2 ,..., p, 
where Qi(z) = R;‘(z)R( ) 2 , are minimal at every point in u. In a similar way 
it is possible to define a left common minimal divisor in u. The first 
difficulties appear just after the definition. In the simple scalar case 
R,(z) = 32 
Z--l 
R,(z) = z+l 
it is easy to conclude that there are no common minimal multiples if u 
contains the point z = 1. In the general case we meet here an existence 
problem, which is far from trivial. But this is only the beginning. More 
serious obstacles of a geometrical character appear in the matrix case. 
The theory of common divisors and common multiples for matrix polyno- 
mials (i.e. the special case where u = C and R,, R,,.. ., R, have no poles in 
a), developed earlier in [I2], is also of help in the rational case; for the 
polynomial case it is also possible to use a polynomial module approach (see 
[7]). In the rational case, where both poles and zeros may occur in u, 
possibly even at the same point, new difficulties arise, as is apparent already 
in the scalar case as discussed above. To overcome these new difficulties we 
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use essentially the recent results on the zero-pole structure of rational matrix 
functions obtained in [S], [3], and [q]. 
While the theory of common divisors and common multiples for matrix 
polynomials is well known and has many applications in systems theory, the 
general case of the theory presented in this paper perhaps appears less 
natural and appears to have no immediate applications. However, in a 
forthcoming publication [5], we show how the theory of this paper leads to a 
complete understanding of simultaneous bitangential Lagrange-Sylvester in- 
terpolation for rational matrix functions. 
The paper consists of eight sections. The main results are stated in 
Sections 6 and 7. Section 1 presents an overview of the module approach to 
minimal divisibility from [3], which is also basic for this paper. Here the 
ordering induced by the relation of minimal divisibility on regular rational 
matrix functions is expressed in two equivalent forms, one module-theoretic 
and one purely linear-algebraic. Section 1 is independent, and readers 
uninterested in the module formulation of the results may proceed directly to 
Section 2 without loss of continuity. In succeeding sections we use the 
linear-algebraic formulation to solve the problem. Sections 2 and 3 prepare 
background and preliminaries. Sections 4 and 5 contain important parts of 
the proofs of the main results. Section 8 relates the results back to the 
module point of view presented in Section 1. 
In sequel we shall use the following notation: an n x m matrix A is often 
identified with a linear transformation C” -+ C”’ written as that matrix with 
respect to the standard orthonormal bases in C” and C”. For such a 
transformation A, 
KerA=(x]Ax=O, rEcn}. 
If M is a subspace of C”, then A(, will denote the restriction of A to M (M 
is not necessarily an invariant subspace of A). For n X mi matrices 
z,, 2 2, . . . , Z, we will use the following notation: 
6 
I: IZ2 cola_, = . . 
I I z, 
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1. MINIMAL DIVISIBILITY IN TERMS 
OF MODULES AND NULL-POLE DATA 
To motivate the presentation in Sections 2-5, in this section we present 
an overview of the approach to minimal divisibility from [3]. Fix a set u c a=. 
Let 9(a) denote the ring of scalar rational functions with no poles in u, and 
9?‘(ac) the ring of all such functions with all poles in a and which vanish at 
infinity. By se,<(~) and 9?z(ac) we denote the spaces of m-component 
column vectors with column entries in 9?(ac> and 9i(ac) respectively. By 
partial fractions we have a direct-sum decomposition 
where 9m is the space of all column-vector rational functions. Denote by 
Pzc the projection of 9m onto 9?z(ac) along 9?m<a>. If R is any regular 
rational m x m matrix function, we associate with R a free 9’(u)-submodule 
of 9,,,(u), called in the literature the nullgole subspace (or singular 
subspace) for R over u, and denoted by 4,(R): 
9,(R) = R%?h) 
(see [2, 3, 81). A finite-dimensional &Z’(u)-module which measures the pole 
structure of R in u is what we call the pole module PO(R) = P,$(J,(R)). 
Note that pm(R) c A?,f(d). The 9(u)-action is given by compression of 
multiplication of elements of L@(u) to se,O(uc): 
r*h = P,o,(?-h), t-~&@(u) and hogs. 
A finite-dimensional 9(u)-module which measures the zero structure of R 
in u is what we call here the null-module JI/,(R) for R over u, given by 
J%(R) = a,,/ [s,n(u) n 9,(R)] . 
The module multiplication is again given by compression of multiplication: 
?+]=7r,[?-A], r E S’(u) and [h] E Jy,( R), 
where r s : Se,<u> + NC(R) is the canonical quotient map. In general the 
whole free module 4,(R) is not determined from the pole module 9r(R) 
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and the null module NC(R) alone; the extra ingredient needed is an object 
which we call the null-pole coupling transformation rR : gc( R) -+ Jya( R). 
We then recover Yr(R) from the triple (Yu(R), Mu(R), r,> as 
J,(R) = (h i k : h E 9f( R) and k E L%‘~( a) such that ra( k) = IT,h} 
So far we have established a map R -+ 9,(R) from regular rational 
m X m matrix functions R to free &%‘(a)-submodules 9 = 4,(R) of 9,,,. If 
R, and R, are two regular rational m X m matrix functions, it is easy to see 
that /,(R,)=J,(R,) ifand only if R, and R, are right equivalent over u 
in the sense that there is a rational matrix function Q such that Q and Q-’ 
are analytic on (Y and for which R, = R,Q. Moreover, if 9 is any free 
9(a)-submodule of .JZ~, one can show that 9 = S,(R) for some regular 
rational m X m matrix function R(z) if and only if 
dim, P$.Y<m (1.1) 
and 
dimc9Z’~(u)/[.;2,,,(o)n.P] <m. (1.2) 
Let us call a free W(a)-submodule of 9,,, which satisfies (1.1) and (1.2) a 
u-admissible module. 
We have established a bijective correspondence between two classes of 
objects: regular rational m x m matrix functions modulo right multiplication 
by an m x m rational matrix function analytic and invertible on u, and 
u-admissible free 9(u)-submodules of 9,,,. For purposes of computation it 
is convenient to have a third point of view, which we now delineate. Suppose 
that 9 is a u-admissible free Z%‘(u)-submodule of J%‘,,. Then one can show 
that there is a pair of matrices (C,,A,) of sizes m X n, and n, X nT 
respectively such that 
( C,, A,) is a null-kernel (or observable) pair; 
i.e. 
n Ker C,Aj, = (0) 
jb0 
(1.3) 
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and 
the spectrum of A, is in u, (1.4) 
for which 
Similarly there is a pair of matrices (AS, Bs> of sizes nC X ng and ng X m 
respectively for which 
(A,, Br ) is a full-range (or controllable) pair, 
i.e. 
and 
span Im Ai B, = cnc 
j > 0 




LZ,,(a)nY= h~.%‘~(a): c Res,=,O(zI-AF)-lB~h(s)=O 
i” E I7 
Here Res,_, F(z) stands for the residue of the function F(z) at the point 
Z” E c. 
To recover 9 from matricial data, an additional matrix S, called the 
null-pole coupling matrix for 9, is required. Then 9 is recovered from the 
collection of matrices (C,, A,; A,, B,; S) via the formula 
C,(zI-A,)-‘r+h(z):x~a,“-and ~EL~,)~((T) suchthat 
c Res,=,“(zZ - A,)-‘B,h(z) = Sx 
I 
(1.7) 
i. E c7 
(see [l]). The fact that 9 is an 9(o)-submodule turns out to be equivalent 
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to the validity of the Sylvester equation 
SA, - A,S = BsCT. (1.8) 
Let us call a collection of matrices r = (C,, A,; A,, Bg; S) for which (1.3) 
(1.4) (1.5) (1.6) and (1.8) are satisfied a u-admissible Sylvester data set. It 
can be shown that conversely, if T = (C,, A,; A,, Bc; S) is a a-admissible 
Sylvester data set, then (1.7) defines a a-admissible free 9(c+)-submodule 
4 of sm(a). Moreover, if ri = CC:), A$; A$‘, BF’; Si) (i = 1,2) are two 
o-admissible Sylvester data sets, then one can show (see [3]) that equality 
4, = 4, of the associated submodules occurs exactly when rr and r2 are 
similar in the sense that there exist invertible matrices @ and q for which 
C(l)@ = c(Z) 
57 57 9 
A(“@ = @A(z) 
57 IT) 
Thus we have a bijective correspondence between a-admissible free 9(a)- 
submodules and similarity classes of a-admissible Sylvester data sets. Using 
the correspondence explained above between the former and a-right equiva- 
lence classes of regular rational m X m matrix functions, we also have a 
correspondence of a-right equivalence classes of regular rational m X m 
matrix functions with a-admissible Sylvester data sets. 
Let us now say that, given two regular m x m matrix functions R, and 
R,, R, >m R, (or R, <a R,) if the factorization 
is minimal on u. One of the main results of [3], expressed in module 
language, is the following translation of this partial ordering to the associated 
modules 4,( Ri) (i = 1,2). 
THEOREM 1.1 (See Theorem 4.2 of [3]). Let R, and R, be two regukzr 
rational matrix functions with associated null-pole subspaces 
9,(Ri)=(h+k:h~PV(Ri) and k E 9,,(a) such that raI k = rRi h} 
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fin-i=1,2. Then R,<,R, tjandonlyij 
and 
(iii) 
[Note from condition (ii) that rTTR1 0 rri: :Mn, + Jy,, is well defined.1 
While (i) and (ii) are individually simple module containments, they are 
complicated by going in opposite directions and the fact that they are 
coupled by (iii). This is all the more so in the case of the simultaneous 
presence of poles and zeros in cr. 
For the special case where o = @, L@(a) is the ring C[z] of polynomials 
in z over C and ~%‘~(a”) is the submodule Co(z) of strictly proper (i.e. 
analytic and having value 0 at infinity) rational functions. The above setup 
specialized to this case is very much in the spirit of the polynomial module 
approach to linear systems theory (see e.g. [7, 13, 141). 
In the succeeding sections (except for the last), however, for the purposes 
of exposition we shall abandon the module-theoretic point of view and 
instead develop from first principles the manipulative properties and induced 
order relation on u-admissible Sylvester data sets. In particular the reader 
should be aware that the notions of restriction and extension for right 
null-kernel pairs (C, , (j) A(?) in Section 2 correspond simply to intersection 
and sum respectively for the associated pole modules 
for i = I,2. Similarly, the notions of corestriction and coextension for full- 
range left pairs (A $), BP)) in Section 3 correspond to sum and intersection for 
the denominators ~3~ of the associated null quotient modules 
gi= hES,,(a): c Res,,,0(zZ-A5)P1Bgh(Z)=0 
,530 E (r I 
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(i = 1,2). The notion of corestriction and coextension for admissible Sylvester 
data sets 7i (i = 1,2) introduced in Sections 4 and 5 corresponds to proce- 
dures on the associated a-admissible free 9(a)-modules Sri (i = 1,2) 
associated with the partial ordering on such modules given in Theorem 1.1. 
In the last section we show how the module point of view leads to a 
coordinate-free form of the matricial results presented in the Sections 2-7. 
2. RESTRICTIONS AND EXTENSIONS 
OF RIGHT NULL-KERNEL PAIRS 
An order pair of matrices (C, A) where C is n X p and A is p X p will be 
called a right pair. It will be useful to think of n as a fixed dimension while 
p is a variable dimension. To emphasize this we will say that (C, A) has the 
base dimension n. The integer p will be called the order of (C, A). 
A right pair (C, A) is called a null-kernel pair (or, in the system-theory 
terminology, an observable pair) if 
{ Ker(CA’) = (0), 
i=O 
(2.1) 
or, equivalently, n I”_<’ Ker(CA”) = {0), w h ere m is the degree of the mini- 
mal polynomial of A. There are many well-known conditions equivalent to 
(2.1); we shall mention some of them as they are encountered. 
Two right pairs (C,, A,) and CC,, A,) are said to be similar if there exists 
a nonsingular matrix S such that C, = C,S and A i = S - ‘A,S (in particular, 
the sizes of A, and A, must be equal). Clearly, the null-kernel property is 
preserved under similarity. 
Given two right pairs (C,,A,) and (C,,A,) of orders p, and p,, 
respectively, we call (C,, A,) an extension of (C,,A,) [or, equivalently, 
(C,, A,) a restriction of (C,, A,)] if th ere exists an injective ( = with zero 
kernel) linear transformation S : Cp* - @PI such that 
C,S = C, and A,S = SA,. (2.2) 
In particular, in this case necessarily p, < p,. It is easy to see that a 
restriction of a null-kernel pair is again a null-kernel pair. Also, two right 
pairs are similar if and only if they are extensions of each other. 
The linear transformation S in the definition of extension is uniquely 
determined provided (C,,A,) is a null-kernel pair. To emphasize this point 
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we say that a null-kernel right pair (C,, A i) is an S-extension of (C,, A,) [or, 
equivalently, (C,, A,) is an S-restriction of (C,, A,)] if S is the injective 
linear transformation for which (2.2) holds. 
A convenient description of extensions and restrictions is given by the 
following lemma (see [12], Lemma 7.12 in [lo]): 
LEMMA 2.1. Let (C,, A,) and (C,, A,) b e null-kernel right pairs with the 
same base dimension. Then (C,, A,) is an extension of (C,, A,) if and only if 
Imcol[C,A\-‘I:“_, ~Imcol[C,A’i-l]~z, (2.3) 
for all m > 1. 
It is not difficult to see that if (2.3) holds for some n such that 
h > max(degree (minimal polynomial of A i ) , 
degree (minimal polynomial of A,)), 
then (2.3) holds for all m > n. 
Let (C,, A i), . . , (C,, A,.) be right pairs with the same base dimension n. 
A right pair (C, A) is said to be a common extension of (C,, A,), . . . ,(C,, A,.) if 
(C,A) is an extension of each (Ci, 4,), i = 1, . . ., r. We call (C,,A,) a least 
common extension of (C,, A ,), . . . , (C,, A,) if (C,, A,) is a common extension 
of(C,,A,),..., and (C,, A,) is an extension of (C,, A,). 
The basic facts about least common existences are collected in the 
following theorem ([12], Chapter 9 in [lo]): 
THEOREM 2.2. Let (Ci,Ai), i = 1,. . .,r, be null-kernel right pairs. 
(i) There exists a unique (up to similarity) least common extension of 
(C,,A,), . . . , (C,, A,), and this least common extension is again a null-kernel 
pair. 
(ii) Put C = [C,,C,, . . ., C,], A = A,@ * * * @A,, and let P be a projector 
of CP (here p is the size of A) along the subspace M := n TX,, Ker(CA’), i.e., 
Ker P = M. Then one least common extension of (Ci, Ai), i = 1, . . . , r, is given 
by 
where P is considered a linear transformation onto Im P. 
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(iii) A null-kernel right pair (C,, A,) is a least common extension of 
(C,,A,),..., (C,, A,) if and only if the equalities 
Im[col(C,A~-l);~,] = i Im[col(CjA~-l);~l] 
j=l 
hoZdform=l,&.... 
We pass now to the notion of common restrictions. Let 
(C,, A,), . . . , (C,,A,) be right pairs. The right pair (C,A) is said to be a 
common restriction of (C,, A,),. ..,(C,, A,) if each (Cj, Aj), j = 1,. . .,r, is an 
extension of (C, A). We call (C,, A,) a greatest comnwn restriction of 
CC,, A,), . . . , (C,, A,) if (C,, A,) is a common restriction of 
(C,, A,), . . . , (C,, A,) and (C,, A,) is an extension of any common restriction 
of (C,, A,),. . . ,(&A,). 
The following result was proved in [12] (see also Chapter 9 in [lo]). 
THEOREM 2.3. Let (C,,A,) ,..., (C,, A J be null-kernel right pairs of the 
same base dimension n and of orders p,, . . . , p,, respectiveZy. 
(i) There exists a unique (up to similarity) greatest comnwn restriction of 
CC,, A,), . . . ,(C,, A,). 
(ii) kt jr;/ be the linear space of all ((pI,q2,.. .,cp,.) E Cp (p = PI+ P, 
+ * * * + p,.) such that 
C,A”;(p, = C,A*,(p, = *. . = C,A”,(p,, U&O. 
Then JY is of the form 
fw some A,-invariant subspace M s Cpl and some linear transformations 
Sj:M+CPi (j=2,..., r), and the null-kerwl right pair (C,I,,A,I,) is a 
greatest comnwn restriction of (C,, A,), . . . , (C,, A,). 
(iii) A nuZZ-kernel right pair (C,, A,) is a greatest common restriction of 
(C,,A,),..., (C,, A,) if and only if the equality 
Im(col[C,,A~‘]~=,) = fi Im(col[CjA~~‘]~~l) (2.4) 
j=l 
holds fw all suficiently large integers m. 
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Here again, the equality (2.4) for one sufficiently large value of n implies 
this equality for all sufficiently large values of m (see Chapter 9 in [lo] for 
details). 
3. CORESTRICTIONS AND COEXTENSIONS 
OF FULL-RANGE LEFT PAIRS 
We develop here the concepts dual to those in Section 1. 
An ordered pair of matrices (A, B) where A is p X p and B is p X tr will 
be called a lef pair with the base dimension n and order p. A left pair 
(A, B) is called a full-range pair (or controllable pair) if 
E Im( A”B) = CP, (3.1) 
i=O 
where p is the order of (A, B). It is easy to see that (3.1) holds if and only if 
q-1 
c Im( A’B) = CP, 
i=O 
where q is the degree of the minimal polynomial of A. 
Two left pairs (A,, B,) and (A,, B,) are said to be similar if 
A,S = SA,, B, = SB, (3.2) 
for some nonsingular matrix S (in particular, the orders of similar left pairs 
are necessarily equal). If (3.2) holds with a surjective (or, what is the same, 
right-invertible) linear transformation S, we say that (A,, B,) is a corestric- 
tion of (A,, B,); in this case we say also that (A,, B,) is a coextension of 
(A,, B,). If (A,, B,) is a full-range pair, then so are all its corestrictions, and 
if (A,, B,) is a corestriction of (A,, B,), then the surjective linear tranforma- 
tion S satisfying (3.2) is uniquely determined. To emphasize this, we say that 
(A,, B,) is an S-corestriction of (A,, B,) and (A,, B,) is an S-coextension of 
(A,, B,). 
Clearly, (A,, B,) is an S-coextension of (A,, B,) if and only if (Bl,Ai) is 
an ST-extension of (BT, A:). Using this and similar observations, all the 
results concerning left pairs can be obtained from the corresponding results 
for right pairs by passing to the transposed (or conjugate transposed) 
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matrices. In particular, the notions of common extensions, least common 
coextensions, common corestrictions, and greatest common corestrictions, 
and the results dual to those in Section I, can be obtained in this way. We 
leave their statements and proofs to the interested reader. 
4. CORESTRICTIONS OF ADMISSIBLE SYLVESTER DATA SETS 
A collection of matrices r = (C,, A,; A,, B,; S) is called a left-admissible 
Sylvester data set if the following properties hold: 
(1) (C,, A,) is a null-kernel right pair with the base dimension N and 
order n=; 
(2) (AS, Be) is a full-range left pair with the base dimension N and order 
n5; 
(3) S is an ni X R, matrix which satisfies the Sylvester equation 
SA, - A,S = B,C,. 
The integer N will be called the base dimension of r, and n, and ng will be 
called the right order and left order of r, respectively. In the sequel we 
consider exclusively left-admissible Sylvester data sets, so the word “left” 
will be frequently omitted. 
Given a set u c C, an admissible Sylvester data set r = (C,, A,; A,, BE; S) 
will be called u-admissible if a(A,) U a(A[) c cr. 
We start with the notion of direct sum of admissible Sylvester data sets. 
For Y = 1,2 let 
7, = 
( 
Cz), A’;‘; A?), Bt”‘; S,,) (4.1) 
be a a,-admissible Sylvester data set. Assume that cri O a, =0. We define 
the direct sum of r1 and r2 to be the collection of matrices 
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where S,, and S,, are the unique solutions of the Sylvester equations 
S12A@) - A:“S,, = Bt’)C@) 
T 7r ’ (4.2) 
S,,A$) - A($ar = BP’C”’ 77 . (4.3) 
Note that the assumptions u1 n a, =0 guarantees that AZ’ and A?’ have no 
common eigenvalues, and hence (4.2) is uniquely solvable for S,,. A similar 
remark applies to (4.3). 
PROPOSITION 4.1. For u = 1,2 let 7, be a a,,-admissible Sylvester data 
set. Assume u, n a, =0. Then fbr the direct sum r1@r2 is a (a, U uz)- 
admissible Sylvester data set. 
For the proof see [S]. 
We introduce now the notion of corestriction, which will be basic in the 
sequel. Suppose or = CC:), A(i); A(i), Bf”; S,) is an admissible Sylvester data 
set. Let (C,), A@)) be a right pair which is a @restriction of CC:), A(i)), and 
let (A?), By)) bla left pair which is a q-corestriction of (A?), BF)). Thus, @ 
is injective, * is surjective, and the equalities 
hold. Then the collection of matrices TV = (Cc’, A(:‘; A(F), Bf’; S,) is called a 
corestriction of or, or, more precisely, (@, ?I-corestriction, if in addition 
s, = W,@. (4.6) 
PROPOSITION 4.2. The corestriction of a u-admissible Sylvester data set 
is again a u-admissible Sylvester data set. 
Proof. The only nontrivial part is the verification of the equality 
s,A@) _ A:“‘s2 = fjy’C’2’ 
57 TT . 
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&A$) - A’5”‘S2 = (‘PS@)A$) - A?)( ‘4’S,@) 
= ‘J’S, A(;)@ - ‘PA% 5 1 Q, 
= ‘I’( &A$’ - A:“&)@ 
If the equalities (4.4)-(4.6) with injective @ and surjective q hold for 
two admissible Sylvester data sets 7i = CC:), A(?; A’f), BP’; S,), i = 1,2, then 
we say also that pi is a (@,*I-coextension of TV. As for right and left pairs of 
matrices, the linear maps Cp and * are uniquely determined by r1 and ~a. 
Let pi and TV be admissible Sylvester data sets as above, and let TV be 
the (@,Y)-corestriction of TV. Assume that 
are invertible linear transformations. Then the following identities hold true: 
@- lA$@ = A@’ 
Tr> 
C(l)@ = c(2) 
rr 57 3 (4.7) 
W,@ = s,. (4.9) 
If (4.7)-(4.9) hold with invertible Cp and W, we shall say that 7l and 72 are 
similar, or, more precisely, that 72 is (@,,~kimikzr to TV. Observe that 7l 
and 72 are similar if and only if they are corestrictions of each other. 
We note the following elementary lemma. 
LEMMA 4.3. Let TV, TV and TV be admissible Sylvester data sets. Then 
(iI Zf TV is a corestriction of 72 and 72 is a corestriction of TV, then TV is 
a corestriction of TV. 
Next, assume that T~CBT~ is well defined. Then 
(ii> T1@~3 and T3@~l are Si?dUr; 
(iii) TV and TV are corestrictions of T~@T~. 
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If, in addition, r2 is a corestriction of rl, then 
(iv) r2@ra is a corestriction of r1@r3. 
The proof is given in [8]. 
Consider now common corestrictions and common coextensions of admis- 
sible Sylvester data sets. 
We start with corestrictions. Common corestrictions of admissible 
Sylvester data sets (with the same base dimension) always exist. For exam- 
ple, the empty admissible Sylvester data set is such. Given admissible 
Sylvester data sets or,. . . , T,, of the same base dimension, an admissible 
Sylvester data set r is called a greatest common corestriction of rl,. . . , rp if 
T is a corestriction of each ri (i = 1,. . . , p) and any other common corestric- 
tion of 7r,...,rP is in turn a corestriction of T. In contrast with greatest 
common corestrictions of full-range left pairs, a greatest common corestric- 
tion of admissible Sylvester data sets (with the same base dimension) does 
not always exist. The following example illustrates this phenomenon. 
EXAMPLE 4.1. Let 




1 1 0 0. I  
Consider the admissible Sylvester data sets 
q=(CT,A,+Q,&S1), ~z=(C~>A~;A&;S~). (4.10) 
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The following admissible Sylvester data sets wi and ws are common 
corestrictions of ri and 7s: 
wl=([: ;],[“o ;];[olJl -1l;Lo 01); (4.11) 
%=([;]Ml:[~ ;I,[; -;]:[:I). (4.12) 
More exactly, wr is the 
([i !I,[ I 0 0 I)-corestriction 
of both rr and ~a; and ws is the 
[H], [ (Ij y iI)-corestriction 
of both ri and 7s. 
However, wi and wa are not comparable, i.e., neither is a corestriction of 
the other. On the other hand, wi is a maximal common corestriction of pi 
and rs in the sense that any common restriction of T, and rs which is a 
coextension of wr must be similar to wr. This follows from the following 
property of the matrices A,, A,, S,, and S,: If J and ~V’are AT-invariant 
and AT-invariant subspaces respectively such that & 2 span(e,, es} and 
~9’ 2 span{e,} and that qNSIPd = PMS2 Pd, where PA (PM) is the orthog- 
onal projection on L (N), then actually JC? = span{e,, es}, J’= span(e,l. 
Analogously one verifies that wa is a maximal common corestriction of 7r 
and TV. These facts show that a greatest common corestriction of TV and rs 
does not exist. 
We remark that if a greatest common corestriction of TV,. . . , T,, does exist, 
it is unique up to similarity (this follows basically from definitions). Another 
useful notion in this context is maximal common corestriction. A common 
corestriction w of ri,. . . , r, is called maximal if any other common corestric- 
tion w’ of ri,..., r, such that w is a corestriction of w’ must actually be 
similar to w. The existence of a maximal common corestriction for any set 
ri, . . ,T, of admissible Sylvester data sets with the same base dimension is 
easy to see (indeed, any chain w ,, ws, . . . , where each wi is a common 
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corestriction of ri,. . . , T, and wi+ 1 is a coextension of wi (i = 1,2,. . . >, must 
stabilize, i.e., there is i, such that wi are similar to each other for i > i,). 
Example 4.1 shows that a maximal common corestriction need not be unique 
(even up to similarity). It is not difficult to see that a maximal common 
restriction of 7 l,. . . ,T, is unique up to similarity if and only if TV,. . . , T, have 
a greatest common corestriction (which is, of course, the unique maximal 
common corestriction). 
We now examine more closely the problem of existence of a greatest 
common corestriction. 
THEOHEM 4.4. Let r ,, . . . , rl, be admissible Sylvester data sets with the 
same base dimension given by 
7i=(~~),~~;~~),Bti);Si), i=l,..., p. 
Let (C,, A,) be a greatest common restriction of CC:), A?), i = 1,. . . , p, with 
the associated injective maps aI, ~. , a,,, and let (AL, Bs) be a greatest 
common corestriction of (A(;‘, BP’), i = 1,. , p, with the associated surjective 
maps VI’,, . . , W,. Then there is a greatest common corestriction of rl,. , . , T,, if 
and only if the equalities 
(4.13) 
hold. In this case one greatest common corestriction of T,, . . . , rr, is given by 
T’~‘=(C=,A~;A~,B~;S}, (4.14) 
where S = Wi Si Qi. 
For the proof of Theorem 4.4 it will be convenient to introduce Sylvester 
systems, as follows. Given a null kernel right pair (C,,A,) and a full-range 
left pair (A,, BS) with the same base dimension, and given a finite set (S,}J=, 
of (not necessarily distinct) solutions of the Sylvester equation 
SA, - A,S = B,C,. 
A system of matrices 
(4.15) 
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with these properties will be called a Sylvester system. For a Sylvester 
system 5 consider the set B = E(c) of ordered pairs of subspaces (A, M) 
with the following properties: 
(i) J is AT-invariant and M is AC-invariant. 
(ii) Pick an injective linear map @ with Im @ = &, and pick a surjective 
linear map ‘l! with Ker q = N; then the linear transformations 
W,@, i=l,...,p, 
are all equal. 
Observe that property (ii) depends only on the subspaces J and ~9’ and 
not on the choice of Cp and * (indeed, if W, W’ are injective linear maps 
with Im Cp’ = Im W’, then W = W’X for some invertible X; and if W, ?P” are 
surjective linear maps with Ker W = Ker W”, then q’ = Y W’ for some invert- 
ible Y). 
Introduce a partial order in 3: given (Ji, ,Y,>, </s, ,Y,> E a, let 
LEMMA 4.5. Given a Sylvester system (4.14), there is unique maximal 
(with respect to the partial order Q 1 element in E(t) if and only if 
s, = s, = . . . = s,. (4.16) 
Proof. The sufficiency of (4.16) is evident [the unique maximal element 
in 8(t) is (C”,,(O)) provided (4.16) holds]. 
For the proof of necessity we verify first that for any given AT-invariant 
subspace J the set of subspaces 
9( -lu) := (M c C”~lA’ is A,- invariant and (&, Jy) E E( 5)) 
is closed under intersection. Indeed, if xi, Ms E J(J), let ‘Pi, *a be 
surjections with 
A:‘)$ = ‘4’ A 1 5’ A?)‘& = ‘I’ A 2 5’ Kerqj=4 (j=1,2) (4.17) 
[the linear transformations A(5) and A(f) are unambiguously defined by 
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641 
(4.18) 
Then W,, is surjective to Imq,, with 
AlSO 
is independent of k because TiS k@ and W, Sk@ are. Thus, Mi n Jy E 
4(d). 
It follows that (A, M(k)) E E(t), where JJU?) = fl Jy E sCl#‘. 
Analogous argument shows that for any AC-invariant subspace N we have 
(J&V), JI/‘) E Z(5), w h ere &(J”) is the intersection of all A,-invariant 
subspaces .k with the property that (k,J”) E 8(t). In particular, 
(C”=, Jy(C”r)) E Z(l) and (yRI(O),(O)) E Z(t). It is easy to see that both 
(C”,, Jy(C”~)) and (J(O),{O}) are maximal in 8(t). By the uniqueness of a 
maximal element in E(e) we conclude that (C”r,(O)) E B(t), i.e., (4.16) 
holds. 
Proof of Theorem 4.4. Let rr,. . . 
in Theorem 4.4. 
Assume first (4.13) holds, and let 
n 
rp be admissible Sylvester data sets as 
be any common corestriction of pi,. . . , To; so there exist injective maps @i 
and surjective maps qi such that the following equalities hold for i = 1,. . . , p: 
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In particular, (CA, A’,) is a common restriction of CC:), A(?); hence (CL, A’,) 
is a restriction of (C,, A,), so there exists an injective map @ such that 
C,@=C,:, A,@ = @A:,. (4.19) 
Analogously, there exists a surjective map W such that 
A;‘If = ‘PA,, Bi = qB,. (4.20) 
Also, from the definition of the associated maps Qi and qi we have 
cZ’q = c, , A?Qi = (@A,, 
(4.21) 
A,*. = A”’ E t’ B, = ‘U,Bf”‘. 
It follows from (4.19) and (4.21) that (CA, A’,) is Qi@-restriction of <Cz), AT). 
Because of the uniqueness of @( we obtain @; = QiQ. Analogously qif = 9;. 
We now have 
S’= w(qsiq)a 
so 
is a (@,q))-corestriction of T(O) [given by (4.14)]. We have proved that r(O) is 
a greatest common corestriction of ri,. . . , r,,. 
Conversely, assume that there exists a greatest common corestriction 7. 
Of 7 1,. . . , TV. Introduce the Sylvester system 5 = (C,, A,; A,, B,; (~iSi@i},!‘z 1). 
Let T' = {Ck, A’,; Ai_, Bi; S’) be a common corestriction of TV,. . . , TV,. Arguing 
as in the first part of the proof, we obtain that T' is a (<D,V)-corestriction of 
{C,,A,;Ac, B,;qiSi@i} for some injective @ and surjective * such that 
(Im @, Ker q) E E(t). (W e use the notation introduced before Lemma 4.5). 
Let (Im Qo, Ker Yr,) be an element in 8(e) obtained by taking 7’ = TV. Then 
clearly (A, Jy> Q (Im @a, Ker F,J for every (JZ, M) E 8(t) (because any 
common corestriction 7’ of ri,. .., TV, is a corestriction of ~~1. So there is 
unique maximal element in Z(e), and by Lemma 4.5 we obtain (4.13). n 
The following important corollary follows immediately from Theorem 4.4. 
COROLLARY 4.6. ikt 7 1, . . . , To be admissible Sylvester data sets fx- which 
a greatest common corestriction exists. If 7ir is a corestriction of 7i fbr 
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i = l,..., p, then the sets ri,..., 7; possess a greatest common corestriction as 
well. 
A sufficient condition for existence of a greatest common corestriction can 
be given in terms of disjointness of the spectra of A, and A,. 
COROLLARY 4.7. In the notation of Theorem 4.4, assume that a(A,)n 
&AS) =0 [in particular, this condition is valid $ (n F-I &A$))) n 
<n !=I a(A$)))=IZIl. Then TV,..., rp admit a greatest common corestriction. 
For the proof of Corollary 4.7 observe that lIriS,Qi satisfy the Sylvester 
equation: 
( ‘PiSiQi)A, - Al( ‘l’JiQi) = B,C,. 
But this equation has unique solution [because a(A,)n a(Ag) =@I, so 
(4.13) holds. 
Theorem 4.4 implies that the existence of a greatest corestriction of 
rl>...,rp is a local phenomenon. In other words, if all local pieces 
of 7 r,. . .,T,, have a greatest common corestriction, then the same is true for 
or,. . . , TV themselves. To make this statement precise, introduce the following 
definition. Let T = CC,, A,; A,, BL; S) b e an admissible Sylvester data set, 
with left order ni. and right order nr, and let A,, E a(A,), ~~ E a(A<). The 
spectral corestriction of T with respect to the ordered pair (hO,& is, by 
definition, the (QO, 9&corestriction of 7, where @,, : Ker(A, - &I)“” + C”- 
is the natural embedding, and q,,: C “c + Ker(A, - z+Z)“~ is the projection 
along 
c Ker(A, - pZ)“<. 
CL E u(A<) 
Y#Y, 
COROLLARY 4.8. ,?kt 
Ti=(c~),A~;A’:‘,B:“;si), i=l,..., p, 
be admissible Sylvester data sets with the same base dimension. Let Z = 
fl :=I aCA(' il ;_I dA(")). Then 
tion of T,,.“., 
5 th ere exists a greatest common corestric- 
T,, if and only if for every A, E c there exists a greatest common 
corestriction of the spectral corestrictions of TV,. . , TV with respect to (A,, A,). 
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Proof. The “only if’ part follows from Corollary 4.6. Let (C,, A,) be a 
greatest common restriction of CC:), A:), i = 1,. . . , p, with the associated 
injective maps @‘i, and let (AS, Bs) be a greatest common corestriction of 
(A:‘, Bt”), i = 1,. . . , p, with the associated surjective maps qi. For every 
A E I;, let PA, be the spectral projection for A, corresponding to its 
eigenvalue A,, and let Q*, be the spectral projection for A, corresponding to 
its eigenvalue A, [if A, G!G &A,) or A, g &AC), we put PA, = 0 or Qn, = 0, 
as appropriate]. The existence of a greatest common corestriction of ri, . . . , rp 
with respect to (A,, A,) implies, by Theorem 4.4, that for every A, E 2 the 
matrix SAO := Q,O*isi@i P*, is independent of i. The second observation is 
that for A,, E &A[), pa E a(A,), and Aa + pa the matrix Qh,~iSi~iP~o is 
determined (in particular, it is independent of i) as the unique solution of 
the equation 
Combining these two observations, and taking into account that a(A,) c 
n ;_I a(A(‘)) a(A& c I-l y= a(A(“)) 
appeal to Theorem 4.4. 
I 1 5 , we obtain the equality (4.13). Now 
n 
5. COEXTENSIONS OF ADMISSIBLE SYLVESTER DATA SETS 
We pass now to the common coextensions. It is easy to come up with 
examples where common coextensions of admissible Sylvester data sets (with 
same base dimension) do not exist: 
PROPOSITION 5.1. Let ri = (C,, A,; A,, B,; S,) and 7p = CC,, A,; 
A,, B,; S,) be two admissible Sylvester data sets with S, # S,. Then TV and r2 
have no common coextensions. 
Proof. It is easy to see that ri and 7s are not similar; consequently, 
neither of them is a coextension of the other. 
Arguing by contradiction, assume that there is a common coextension 
r = <@), AT); A:‘), By); S) of hi and 7s. So for suitable injections @i, @a and 
surjections ‘Pi,qs we have 
C”‘@. = C rr t ST) At)ai=QiA, (i=1,2), 
B, = QiB:“, A6qi=‘PiA(/) (i=1,2), (5.1) 
si = *pq, i = 1,2. 
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As S, # S,, either @r # @s or *I f *s (or both) happens. Say @i + @s. We 
claim that actually Im @I z Im <p,. Indeed, assuming Im @r = Im <D,, we 
have @i = @sX for some invertible X. Now (5.1) implies C, = C,X and 
Consequently, XA, = A,X. As (C,, A,) is a right kernel pair, we obtain 
X = I, a contradiction with the assumption @i # az. Thus, Im 0, # Im Qz. 
Let J= Im@r +ImQs, and let d, = dim&, d, = dimIm@‘, = 
dimIm@a. Because Im QD, + Im@s, we have d, > d,. Fix an integer m such 
that 
col( C;‘)( A$))i),“_-,’ 
is left invertible. Then 
d, = dimImcol(C~‘I,(A~‘~~)~)~=~l, 
d, = dim Im co1 Cy’l 
( ,,,,i(A~‘l,,,i)‘),> i = I,2. 
On the other hand, (Cz)IImQ,, A(zI,,,,.,) is similar to (C,, A,) for i = 1,2, so 
it follows that 
Consequently, 
for i = 1,2, a contradiction with the inequality d, > d,. n 
The result of Proposition 5.1 makes it plausible that a necessary condition 
for admissible Sylvester data sets (with the same base dimension) to have 
common coextensions is that they do not have a common part with the same 
right pairs and the same left pairs, but different matrices S. This condition is, 
however, not generally sufficient, and precise necessary and sufficient condi- 
tions are stated below. 
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THEOREM 5.2. Let 
be admissible Sylvester data sets with the same base dimension. Let (C,, A,) 
be a least commn extension of CC,,, A,,), . . . , (Crrp, A&, with the associated 
injective maps QI, . . . , Qp respectively. Let (AL, Br) be a least common 
coextension of (ALI, BS,), . . . , (Agp, BLp) with the associated surjective maps 
cp 1,. . . , qp. Then the sets TV,. . . , r,, have a common coextension if and only if 
there exists a matrix S of appropriate size such that 
qjsDj = sj for j=l,...,p (5.3) 
and 
‘PjS@iA,i - A,WjS~i = B,C,i for i# j. (5.4) 
It is easy to see that the condition expressed in Theorem 5.2 is indepen- 
dent of the choice of the least common extension (C,, A,) and least common 
coextension (A<, Bg). 
Proof. We have the following equalities: 
c$Dj = crj, AVQj = ajArj, (5.5) 
Aoqj = qjAr, B, = qjBr (j=l,...,p). (5.6) 
Furthermore, Theorem 2.3(iii) implies that 
P 
C Im Qj = @“r (5.7) 
j=l 
[here n, is the order of (C,,A,)], and a statement analogous to Theorem 
2.3(iii) for coextensions implies that 
f) Ker qj = { 0). 
j=l 
(5.8) 
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Assume that (5.3) and (5.4) hold. Using (5.5) and (5.6) we verify that 
‘Pj(SA, - A,S)Qi = 9jBBrC,@i. 
Now in view of (5.7) and (5.8) the equality 
SA, - A$ = B,C, 
follows. In other words, T := (C,,A,; A,, B,; S) is an admissible Sylvester 
data set. The equalities (5.3), (5.5), and (5.6) show that T is a common 
extension of each -rj. 
Conversely, let r’= (CA, A’,; A’I_, Bj; S’) be a common coextension of 
71,...,rp. As r’ is a coextension of each TV, there exist injections a,! and 
surjections qj’j’ such that 
c$D; = CTj, A’,$; = Q;Alrj, 
Acj’Pj’ = ‘Pj’A’s , B, = ‘Pj’Bi, 
sj = ymy (5.9) 
(j = l,..., p). On the other hand, (C,, A,) is a least common extension of 
(C,j, A,j) (j = I>. . . > ~1, SO (CA, A’,) is an extension of (C,,A,) and conse- 
quently there exists an injection Cp such that 
Ck@=C,, A;@ = @A,. (5.10) 
Analogously, there is surjection %’ such that 
A$’ = ‘PA?, B,=‘PB;. 
We have [using (5.51, (5.6), (5.101, (5.11)1 
CTj = c$Dj = cpDj ) 
@QjATj = cDA$Dj = A;WDj, 
B, = ‘Pj B, = 'Pj'PBf , 
A,‘Pj’P = qjA,‘P = ‘Pj’PAi_. 
(5.11) 
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Comparing with (5.9) and using the uniqueness of @j and qi, we conclude 
that 
Now the last equality in (5.9) implies 
sj = *jw’aaj. 
Further, for i # j we have 
‘Pj’PS’W&A,, - A,‘Pj’$‘S’@@,, = ‘f’j’PS’@A,@i - ‘f’jA,‘f’S’@@i 
= ‘Pj’S’A’+Di - ‘Pj’PA’$‘@; 
= ‘$‘(S’A:, - A’$‘)@; 
and (5.3), (5.4) is satisfied with S = WY@. n 
We observe that a matrix S satisfying (5.3) and (5.4) (under the hypothe- 
ses of Theorem 5.2) need not be unique. 
EXAMPLE 5.1. Let rj = (Crj, Arj; A,, B,; Sj) be admissible Sylvester 
data sets with the same base dimension. Assume a(A,,)n a(A,,) =0 and 
o(AS,)n &Ace) =0. Then the pairs (C,, A,) and (AS, Bc) defined in Theo- 
rem 5.2 can be identified with 
respectively. Equations (5.3) and (5.4) will be satisfied for every S of the 
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s, u s= v S,’ [ 1 
where U and V are matrices of appropriate sizes such that equalities 
ufkr, - A,,U = B,,C,,, VA,, - A$ = B,,C,, (5.12) 
hold. It is easy to arrange for equalities (5.12) to have more than one solution, 
U and V (for example, by taking A,, = A,,, A,, = A,, and assuming that 
B,,C,, and B,,C,, are of square size and invertible). 
It turns out the uniqueness of a matrix S satisfying (5.3) and (5.4) ensures 
the existence of a least common coextension. Let us define this notion. Given 
admissible Sylvester data sets pi,. . . , 7p with the same base dimension, let an 
admissible Sylvester data set T be a common coextension of pi,. . . , rp. The 
set r is called a least common coextension if every common coextension r’ of 
ri,. . . , TV is in turn a coextension of 7. Clearly, a least common coextension 
(if one exists) of 7 i,.. .,T,, is unique up to similarity, and the existence of 
common coextensions is a necessary condition for the existence of least 
common coextensions. 
THEOREM 5.3. Let T,,..., T,, be as in Theorem 5.2. Then there exists a 
least common coextension of 7 1,. . . , 
matrix S satisfying (5.3) and (5.4). 
r,, if and only if there exists a unique 
Proof. Assume there is unique S satisfying (5.3) and (5.4). Let r’ be a 
common coextension of 7 i,...,~~. Arguing as in the 
of Theorem 5.2 and using the uniqueness of S, 
coextension of 
second part of the proof 
we obtain that r’ is a 
r=(C,,A,;A&;S) 
(we use here the notation introduced in Theorem 5.2 and its proof). Thus, T 
is a least common coextension of 7i,. . . , rp. 
Conversely, assume S, f S, satisfy (5.3) and (5.4). Then both 
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52 = (C,,A,;ASJ,;S,) 
are common coextensions of rr, , . . , TV. If there were a least common coexten- 
sion 5 of rr,..., r,,, then both [i and 6s would be coextensions of 5. But the 
right order ( = size of A,) of t1 and of [a does not exceed the right order of 
5, and the left order ( = size of AS) of ti and of t2 does not exceed the left 
order of 5. It follows that ti and 6s are actually similar to 5; but this 
contradicts Proposition 5.1. n 
We indicate some important corollaries from Theorems 5.2 and 5.3 and 
their proofs. Firstly, the local principle is valid for existence of common 
coextensions and their structures: 
COROLLARY 5.4. Let 
7i=(C~i’A~i;Agi,B5i;Si), i = l,...,p, 
be admissible Sylvester data sets with the same base dimension. Let 
and for every .q, E 2 denote by T&,) the spectral restriction of 7i to zO. Then 
TV,. . . , rp have a (least) common coertension if and only if for every zO E 2 
the admissible Sylvester data sets r&z,,),. . .,T~(z,J have a (least) common 
extension. In this case one (least) common coextension of r ,, . . . , r,, is given 
by @z EZ T(z,,), 
7&J,~ P., Tp(Zo). 
where T(ZJ is a (least) common coextension of 
Secondly, the existence of common coextensions and of least common 
coextensions has the hereditary property. 
COROLLARY 5.5. If there exists a (least) common coextension of admissi- 
ble Sylvester data sets TV,. . . , r,,, then there exists a (least) com?Tu7n coexten- 
sion of every set of the form T;,...,T;, where 71 is a corestriction of 7i 
(i = 1,. . . , p). 
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6. COMMON MINIMAL DIVISORS 
Let RI(z), . . . , R,(z) be m X m rational matrix functions which are regu- 
lar [i.e., det R&z) f 0, i = 1,. . . , p]. Fix a set g z C. A regular m X m rational 
matrix function D(Z) is called a left common minimal divisor of 
R,(z), . . . , R,(z) if all the factorizations 
Ri(z) = D(+[ D(Z)-‘R,(z)] 
are minimal at every point in u. For brevity, in the sequel “left minimal 
divisors” will be called “divisors” and “left common minimal divisors” will 
be called “common divisors.” There is a natural partial order in the set 
B(Ri(z)},P= I of all common divisors of {Ri(.z)}rx 1. Namely, we say that 
D,(,z)s D&z) for two common divisors D,(Z) and D,(z) of {R,(z)},“=, if the 
factorization D,(Z)= D,(z)*[D,(z)-‘D,(Z)} is minimal on u. A common 
divisor D(z) of {R,(z)):=, is called maximal if for any E(z) E -9(Ri(~)},P=I 
with D(z)s E(z) we have also E(z)& D(z) [i.e., the function E(Z)-‘D(Z) 
has no poles and zeros in a]. A common divisor D(Z) of {R,(z)),‘,, is called 
greatest if E(z)s D(z) for any E(.z)E .9{Ri(z)),‘=l. Clearly, a greatest 
common divisor (if one exists) is unique up to multiplication on the right by a 
rational matrix function without poles and zeros in 0, and any greatest 
common divisor is maximal. The converse is generally false: there exist 
maximal common divisors which are not greatest. Furthermore, the existence 
of a maximal common divisor for any finite set {Ri(z)),“=, of regular rational 
matrix functions is easily seen [basically it is a consequence of the finiteness 
of common zeros and poles of R,(z), . , R,(z) in a], while greatest common 
divisors do not always exist. 
We shall study the common divisors of regular rational matrix functions 
using the common corestrictions of suitable admissible Sylvester data sets. To 
this end we recall several notions and results from [2, 31. 
Let W(z) be a regular n X n rational matrix function, and u be a 
nonempty set in the complex plane. The left null-pole subspace 9,(W) of 
W(z) with respect to c+ is defined as follows: 
Here and in the sequel we denote by Z%‘“(U) the set of all n-dimensional 
column vectors with rational entries all poles of which are outside cr. 
THEOREM 6.1 [2]. Let W(Z) be a regular n X n rational matrix function, 
and let u c @, u ~0. Then there is unique (up to similarity) admissible 
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such that 
9,(W)= C(zZ-A,)-‘x+h(z):x~C”~,h(z)~%‘~(a) aresuchthat 
( 
c Res,=,O(zZ - Ac)-‘Z3h(z) = Sx 
z. E D 
The admissible Sylvester data set T given by Theorem 6.1 is called a left 
null-pole triple for W(z) over u. Note that the base dimension of T is n, the 
size of W. It can be constructed starting with null data and pole data of 
W(z) (see the upcoming monograph [4] for a thorough exposition of null-pole 
triples). Here we mention only the formula for a left null-pole triple in case 
W(z) is analytic and invertible at infinity and is given by a minimal 
realization 
W(z) = D+C(zZ-A)-% (6.2) 
(the realization (6.1) is called minimal if (C, A) is a null-kernel pair and 
(A, B) is a full-range pair; it is well known-see, e.g., [6, III-that a minimal 
realization of a rational matrix function which is analytic and invertible at 
infinity always exists and is unique up to naturally defined similarity). The 
left null-pole triple r over (+ is given then by the formula 
where PO is the Riesz projection for A corresponding to the eigenvalues of A 
in u, and P,” is the Riesz projection for AX := A - BD-‘C corresponding to 
cr. 
We need also the following divisibility result. 
THEOREM 6.2 [3]. Let W,(z) and W(z) be regular n X n rational matrix 
functions, and let u c C. Then the factorization 
w(z) =w,(z)-[w,(z)-‘W(z)] 
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is minimal at every point in u if and only if the left null-pole triple of W,(z) 
over (+ is a corestriction (as an admissible Sylvester data set) of the left 
null-pole triple of W(z) over u. 
Armed with these two results, now we recast the problem of common 
divisors in the language of common corestrictions of given null-pole triples, 
and use the results of Section 4 to obtain information on common divisors. 
THEOREM 6.3. Let W,(z), i = 1,2,. . ., p, be n x n regular rational matrix 
function with left null-pole triples 
T~=(C~),A(~;A~),B:“);S~), i=l,..., p, 
with respect to a faxed set u G C. Let (C,,A,) be a greatest common 
restriction of CC:‘, A$), i = 1,. . . , p, with the associated injective maps 
@ 1,. . . , a,, and let (AS, Bs> be a greatest common corestriction of (A(;‘, Bf”) 
with the associated surjective maps V!,, . . , q,,. Then there exists a greatest 
common divisor of W,, . . . , WP with respect to o if and only if 
qisiai (6.4) 
is independent of i. 
The proof of this result is obtained simply combining Theorems 4.4 and 
6.2. 
Given the existence of a greatest common divisor of W,, . . . , W,,, it can 
actually be constructed according to the following recipe. Without loss of 
generality we assume that u is a finite set (indeed, nothing is affected in 
Theorem 6.3 when u is replaced by u n R, where Cl is the union of poles 
and zeros of the functions W,,. .., W,). Furthermore, for simplicity we shall 
assume that W, are analytic and invertible at infinity: otherwise choose a 
point .za E Cc \ u where all the functions W,, . . . , W,, are analytic and invert- 
ible, and apply the construction for the functions 
kv&z) =wi -2!-_. 
i 1 z-z0 ’ i=l ,...,p. 
We shall use minimal realizations 
W,(z)= Di+Ci(zZ-Ai)-‘Bi (i = l,...,p) (6.5) 
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and formulas analogous to (6.3) based on (6.5). Define Ax = Ai - Bi 0,: ‘Ci 
(i=l , . . . , p), and let Pi, (Pi:) be the Riesz projection for A (Ax ) corre- 
sponding to the eigenvalues of A (AX) in (T. Further, let (C,,A,) be a 
greatest common restriction of (Gil,, P,d AlIn,, P, ), . . . ,(CplIm p , AplImP ) 
with the associated injective maps @i,. . . , a,, and fet (AL, Br) b:a great&t 
common corestriction of (A:I,,P:dP:,BID,‘),...,(A,Xl,,,xdP,XB,D,-’) 
with the associated surjective maps qi,, . . , 
the form 
‘Pp. The condition (6.4) takes now 
S := yri P,“, Ii,,, ,,,Qi is independent of i. (6.6) 
One greatest common divisor W of W,, . . , W,, in (C,, A,; A,, Bc; S) is a left 
null-pole triple of W over u. For the details of this construction (which are 
quite involved) we refer the reader to [B, 91. 
Note that according to the recent results [9], a greatest common divisor of 
W 1,. . . , W, over u can be chosen so that all its poles and zeros are in the set 
u U{z,}, where z,, is any prespecified point @ U{m} \ u (in particular, if 
u = C, then one has to choose za =m). 
In the scalar case (n = 1) a greatest common divisor exists always, as one 
can easily verify: Write 
Wi( z) = ci n (.z - /iyy i=l,...,p, 
AEC 
(6.7) 
where ci are nonzero constants and (Y@) are integers such that only a finite 
number of them are different from zero. Then a greatest common divisor is 
given by 
where a(h) = 0 if there are positive and negative integers among 
{cu,(A), . . . , a,(A)), a(A) = min{cu,(A), . . . , (Ye) if all the integers (Ye are 
nonnegative, and a( A) = max{a,( A), . . . , a,(A)} if all integers aj(A) are non- 
positive. The existence of a greatest common divisor in the scalar case can be 
seen easily also from Theorem 6.3. In the notation of this theorem we have 
a(A(‘))n &A(‘)) =0 for i = 1 , . . . , p (because a scalar function cannot have a 
polelnd a zeio at the same point), so by Theorem 4.4 and Corollary 4.7 the 
matrix ‘PiSiQi is independent of i. 
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7. COMMON MINIMAL MULTIPLES 
Let R r(z), . . . , R,(z) be regular m x m rational matrix functions. A regu- 
lar m x m rational matrix function M(z) is called a left common minimal 
multiple of R ,(z 1, . . . , R,,(Z) (with respect to a set cr c C) if all the factoriza- 
tions 
M(z) = R,(z).[R,(t)-‘M(z)] 
are minimal at every point in o. For brevity, we will use “common multiple” 
in place of “left common minimal multiple.” A common multiple M(Z) of 
IR,(zll,r,, is called a least common multiple if for any other common 
multiple N(z) of (R,(z)}~=, the factorization N(z) = M(z).[M(z)-‘N(z)] is 
minimal on cr. 
Using Theorem 6.2 we obtain the following key result. 
THEOREM 7.1. Let WI(z), . . . , W,(z) be n X n regular rational matrix 
functions with left null-pole triples rl,. . . , r,,, respectively, with respect to a 
fixed set u c C. Then an n X n regular rational matrix function W(z) is a 
(least) common multiple W,(z), . . . , W,(z) if and only if its null-pole triple 
7 over u is a (least) common coextension of rl,. . . , rp. 
Now the results of Section 5 can be used to describe (least) common 
multiples of W,, . . . , Wp: 
THEOREM 7.2. Let WI(z),. ..,W,(z) and 
Tj=(Cnj,A,j;A~j,B5j;‘j), j=l,...,p, 
be as in Theorem 7.1. Let (C,, A,) be a least common extension of (Crj, Arj) 
(j=l,..., p) with the associated injective maps Qj. Let (AL, BS) be a least 
common coextension of (ASj. Bsj) (j = 1,. . . , p) with the associated surjective 
maps qj. 
(i) There is a common multiple of {W,(z)},?= 1 if and only if the system of 
equations 
qjsDj = sj for j = l,...,p, 
‘P+‘~Alri - A,‘PjSG$ = B,C,, fm i#j (7.1) 
admits a solution S. 
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(ii> There is a least come multiple of {Wi(z>}lp=, if and only if the 
system (7.1) has unique solution S. 
For any solution S of (7.11, a ratknud matrix function W(z) with the 
null-pole triple CC,, A,; A,, B,; S) is a common multiple of {W,<z>>,“,,. Zf the 
solutkm S is unigue, then W(z) is a least commun multiple of {Wi<z>}~=,. 
The corollaries given at the end of Section 5 (suitably formulated) apply 
for least common multiples of rational matrix functions as well. For example: 
THEOREM 7.3. Assume there exists a (least) comnwn multiple of 
<Wi(z>},P_, with respect to u. Then fw any set {R,(.z))~=,, where R&z) is a 
divisor of W,(z) for i = 1,. . . , p, there exists a (least) common multiple over u 
as well. 
We conclude with a brief consideration of the scalar case (n = 1). In 
contrast with a greatest common divisor, a least common multiple does not 
always exist even in the scalar case. Indeed, given a scalar W,(z) as in (6.7), 
it is easily seen that a necessary and sufficient condition for the existence of a 
least common multiple of W,, . . . , 
integers {ai(h) 1 
W,, is that for every A E C either all 
are nonnegative or all are nonpositive. Exactly the same 
condition is necessary and sufficient for the existence of a (minimal) common 
multiple of W,, . . . , W,. If a least common multiple of W,, . . . , W, exists, it is 
given by the formula 
where P(A) - max{a,(A), . . . , a,(A)) if all numbers cuj(A) are nonnegative, 
and P(A) = min{cr,(A), . . . , o,(A)} if all numbers aj(A) are nonpositive. 
8. NULL-POLE SUBSPACES AND SYLVESTER DATA SETS 
In this section we describe how one can recover a null-pole triple 
(C,, A,; A,, B,;S) for a given regular rational matrix function from the 
associated null-pole subspace S,< W) = W. 9,,(a) for W over CT introduced 
in Section 6. 
The following notation will be adopted in this section. 9 stands for the 
field of scalar rational functions, and W(a) stands for the ring of scalar 
rational functions with no poles in u. The set &Z,, of all n-dimensional 
column vectors with rational entries will be considered as an G’(a)-module, 
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with the module structure defined naturally by multiplication. In particular, 
the subset 9,,(a) of 9,, consisting of rational vector functions with no poles 
in a is an 9(a)-submodule. 
More generally, the formula (6.0) attaches an 9(a)-submodule of ~2~ to 
any u-admissible Sylvester data set (C,A,; A,, B; S). This formula estab- 
lishes a one-to-one correspondence between a certain class of L%‘(a)-sub- 
modules of LZ~, and a similar class of a-admissible Sylvester data sets. Thus 
all the results concerning greatest common corestrictions and least common 
coextensions can also be expressed in terms of these modules. We only 
sketch the main ideas; for more complete details, we refer the reader to [4]. 
Let u be a subset of the complex plane, and let T = (C, A,; A,, B; S) be a 
a-admissible Sylvester data set of base dimension n. We associate with r the 
subset x(a) of L&‘,, defined by 
do= C(zI-A,)-%++): 
( 
x E C”r, c Res,,ZO(zl - AI)-‘L%(z) = SX (8.1) 
i. E I7 
Denote by 9~(uc) the subspace of 9,, consisting of rational vector func- 
tions vanishing at infinity and having no poles in uc = C \ u. By simple 
partial-fraction expansions we see that we have the direct-sum decomposition 
Denote by I’$ the projection of ~22~ onto ~%‘,‘$a~) along 9,(a). The 
following proposition summarizes the basic properties of J,(a); for the 
proof we refer to 141. 
PROPOSITION 8.1 [4]. y r = (C, A,; A,, B; S) is a u-admissible Sylvester 
data set and d(u) is defined by (8.1) then 
(i) d(u) is an 9(u)-submodule of ~2~; 
(ii) dim, P$(~(u)) <a; 
(iii) dimc[ %‘,(a)/[ 9”(u) n x(u)] < m. 
Conversely, if 9 is a subspace of ~35’~ satisfying (9, (ii), and (iii), then 
9 = d(u), where r = (C, A,; A,, B; S> is given as follows (the matrices C, 
A,, A,, B, S will be understood as representing linear transformations, so 
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C:X,--+C”, A=:X,+X,, A,:X,-,X,,B:C”-tX,,S:X,-,X, fm suit- 
ably chosen finite-dimensional linear spaces X, and X, over C): 
x, = P,4(9), x, = ~“(U>/ p@“(U) f-l 91 > (8.2) 
Ck = c Res,=+,k(z), 
to E G- 
(8.3) 
A,k = P$[M,k], (8.4) 
A,[hl= [M&l, (8.5) 
Bx =[x], (8.6) 
and 
Sk=[h] zf hE9,,(a) and k+hEJ. (8.7) 
Here Mz: k(z)+ .zk(z) denotes the operator of multiplication by z, [h] 
denotes the equivalence class of the rational matrix function h E 9,,(u) in the 
quotient space X, = 9~(a)/[9?,,(u)n 91, and k, h, x are arbitrary elements 
of P&‘@), 9”(o), and C” respectively. 
Part of the assertion of Proposition 8.1 is that X, = L%‘,,((T)~ 9 is 
invariant under M,, and X, = P$(S) is invariant under P$o M,, so A, 
and A, are well defined by (8.5) and (8.4) respectively. 
The next proposition ties down the amount of nonuniqueness in the 
association 7 = x(u). 
PROPOSITION 8.2 (See [4]). Suppose r1 and r2 are two u-admissible 
Sylvester data sets. Then J=l(a)= x,(u) (where d(u) is given by (8.1)) $ 
and only if r, and TV are similar. 
From Proposition 8.1 and 8.2 we see that the correspondence r = x(u) 
gives a one-to-one correspondence between similarity classes of u-admissible 
Sylvester data sets (r} and submodules of L&‘,, satisfying (i)-(iii) in Proposi- 
tion 8.1. Note that (8.2)-(8.7) d e me a particular u-admissible Sylvester data f 
set 7 = 7/ uniquely (in terms of linear transformations rather than matrices) 
from 9. Thus for any given r, rs,CC, can be considered a unique canonical 
representative for the similarity class determined by x(u); any repre- 
sentative of the similarity class of r (including r itself) is obtained by 
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representing the linear transformations in T,~(,) as matrices with respect to 
appropriately chosen bases in X, and X,. r 
Using the module x(a) rather than the null-pole triple r, the main 
results of this paper can be expressed in an alternative coordinate-free form. 
In particular the maps @.i and qi corresponding to changes of bases are no 
longer needed. We give some examples. 
THEOREM 8.3( = Theorem 4.4). Let 7 1, . . . , r,, be u-admissible Sylvester 
data sets with the same base dimension n given by 
7i = (c~),A(~;A’~),B~‘);s~), i = l,..., p. 
Then there exists a greatest common corestriction r for {TV : i = 1,. . , p} if and 
only ay: For each k E n fzl P$(dI(u)) and for j, 1= 1,. . , p, whenever 
hj, h, E 9”(u) are chosen so that k + hj E d,(u) and k + h, E d,(u), then 
hj - h, is in IQ’= ,[d(u)n 9,,(u)]. In this case a greatest common coresttic- 
tion given by T = (C, A,; A,, B; S) is again considered as representing linear 
transformations defined as follows: 
C:X+C”, A,:X,+X,, Ag:XI+X5, 
B:C”+X,, s:x, + x,, 
Ck = c Res,,,Ok(z), kEX=; 
i. E V 
A,k = P$( M,k), k EX~; 
A,[hl= bfzhl, hEX5; 
Bx = [x], XEC”, 
660 
and 
J. A. BALL, I. GOHBERG, AND L. RODMAN 
s, =[hl, 
where h E L%‘“(U) is chosen so that k + h E d,(u) for some i. 
THEOREM 8.4( = Theorem 5.2). Let TV,. . . , rp be u-admissible Sylvester 
data sets with the same base dimension n. Then there exists a least common 
coextension of 7 I, . . . , r,, if and only if there exists an L%‘(u)-submodule 9 of 
.9Z’,, such that 
(ii) 9 n ~%~(a) = (n r= ,d{a)) n Sn(u); and 
(iii) when f E 9 is such that P$f E P&$(a) for some j, then in fact 
f E Oqu). 
In this case a least common coextension of r 1, . . . , r,, is given by 
(C, A,; A,, B; S), where C : X, + C”, A,: X, + X,, A, : X, + X,, B : C” --+ 
X,, and S:X, + X, are the linear transformations defined as follows: 
Ck= c Res,,,Ok(z), k=Xr, 
“0 E (T 
A,k = P$[ M,k], kEX,,, 
Ar[hl = [Mzh], hEg,,(u)> 
Bx = [x], XEQ=“, 
and 
Sk=[h] if k+hEJ,kEX,,hE9n(u). 
We remark that the nonuniqueness (up to similarity) in general of a least 
common coextension for given Sylvester data sets TV,. . . , T,, corresponds to 
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the fact that an 9(a)-submodule 9 is not in general uniquely determined 
from the two pieces of information I’$(/) and 9 I-I S”(V). We point out 
also that the system of Sylvester equations (5.4) in Theorem 5.2 corresponds 
in Theorem 8.4 to the requirement that the C-subspace 9 satisfying (i), (ii), 
and (iii) also be a 9(a)-submodule, i.e., invariant under multiplication by .z. 
Note that, via (8.1), these formulations give canonical formulas for the 
null-pole subspace over u for the greatest common divisor (or least common 
multiple) for a collection of regular rational matrix functions WI(z), . . . , W,(z) 
in terms of their respective individual null-pole subspaces over u. 
We thank the referee for a constructive criticism that led to a substantial 
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