We show that the uniform Constraint Satisfaction Problem (CSP) parameterized by the size of the solution is in W[1] (the problem is W[1]-hard and it is easy to place it in W[3]). Given a single "free" element of the domain, denoted by 0, we define the size of an assignment as the number of variables that are mapped to a value other than 0. Named by Kolaitis and Vardi (2000) , uniform CSP means that the input contains the domain and the list of tuples of each relation in the instance. Uniform CSP is polynomial time equivalent to homomorphism problem and also to evaluation of conjunctive queries on relational databases. It also has applications in artificial intelligence.
Introduction
The Constraint Satisfaction Problem (CSP) is a fundamentally important problem in computer science. An instance I of CSP is specified by a finite domain D, a set of relations over domain D, a set V of variables, and a set of constraints C of the form R(x 1 , . . . , x r ), where R is one of the relations with arity r ≥ 1 and x 1 , . . . , x r ∈ V . An assignment to a set of variables S ⊆ V is a mapping from S to D. An assignment to the set of variables of a constraint satisfies the constraint if evaluating the tuple of variables of the constraint according to the assignment, gives a tuple in the corresponding relation. An assignment to V is a satisfying assignment of I, if it satisfies all the constraints in I. When seen as a decision problem, the question in CSP is whether the given instance has a satisfying assignment.
Kolaitis and Vardi [10] made a distinction between nonuniform CSP, where the domain and the family of relations are fixed, and uniform CSP, where the input contains the domain and the list of tuples of each relation in the instance. They showed that uniform CSP is polynomial time equivalent to evaluation of conjunctive queries on relational databases. Feder and Vardi [8] observed that uniform CSP (which had already applications in artificial intelligence) and the homomorphism problem are polynomial time equivalent.
We study uniform CSP in the settings of parameterized complexity. Given a single "free" element of the domain, denoted by 0, we define the size of an assignment as the number of variables that are mapped to a value other than 0. The Parameterized Size CSP is defined as follows:
p-Size-CSP
Instance: A domain D including 0, a set of variables V , a set of constraints, list of tuples of each relation, and k ≥ 0. Parameter: k.
Problem:
Decide whether there is a satisfying assignment of size k.
Many parameterized problems ask, given a structure A (on universe A), if there is a set S ⊂ A of a given cardinality (the parameter) such that the substructure induced by S has a special property. Many of these problems can be readily reduced to p-Size-CSP, such that the size parameter in the resulting p-Size-CSP instance has the same value as the cardinality of the set looked for. A good example is p-Clique, which, given an instance (G, k), asks if Graph G has a clique of size k. Another example is p-Vertex-Cover. These problems, however, can be expressed with p-Size-CSP restricted to a finite family of relations. To capture the full expressiveness of p-Size-CSP on Boolean domain, we introduce the following problem which is fixed parameter equivalent to p-Size-CSP:
Our main contribution is the following containment theorem:
Corollary 2. p-W-Hypergraphs-Hitting-Set ∈ W [1] .
We prove the theorem by giving a tail-nondeterministic κ-restricted NRAM program (explained in the next section) deciding the problem. The significance of our containment result is that it is for the general problem, without restricting it to any (finite or infinite) family of relations.
Our work builds upon the work of Cesati [3] , which, answering a longstanding open problem, proved that p-Perfect-Code is in W [1] . Downey and Fellows [7] had already shown that this problem is W[1]-hard and had conjectured that it either represents a natural degree intermediate between W [1] and W [2] , or is complete for W [2] . There is a natural reduction from p-Perfect-Code to p-Exact-WSat(CNF + ), and the proof of [3] can be readily adapted to decide the later problem. This problem is to decide, given a CNF without negation symbols and a natural number k, whether there is an assignment of size k, such that exactly one variable in each clause is mapped to 1. This can be seen as p-Size-CSP restricted to a specific (infinite) family of Boolean relations, where a tuple is in a relation, if and only if the tuple has exactly one 1 (this implies that p-Size-CSP is W[1]-hard). Notice that because we do not restrict the problem to any family of relations, our result generalizes that of Cesati in at least three ways: Size of the tuples in the relations are not bounded, the (Boolean) relations do not need to be symmetric (symmetric means that a tuple being in the relation depends only on the number of 1s in the tuple), and an instance can have any finite domain.
In fact, p-Exact-WSat(CNF + ) is an example of an interesting special case of our containment result: p-Size-CSP restricted to any (infinite) family of symmetric Boolean relations, provided that there is a bound on the size of the tuples of any relation in the family. Notice that the bound implies that the number of tuples of each relation is bounded by a polynomial in the arity of the relation. Thus, listing all the tuples in the input makes the size of input at most polynomially bigger, and uniform and nonuniform CSP in this case have the same complexity.
It is not hard to see that p-Size-CSP over the Boolean domain is in W [3] , by reducing it to the parameterized weighted satisfiability problem for a class of circuits with bounded depth and weft 3: One for the conjunction of all constraints in the instance, one for disjunction of all satisfying assignments of each constraint, and one to specify each satisfying assignment of a constraint. So what is the significance of placing a problem from (at least) W[3] down to W [1] ? First, although it is a fundamental conjecture that W[1]-complete problems are not fixed-parameter tractable, many of them can still be solved substantially faster than exhaustive search over all n k subsets. For example, [12] gives an O(n .793k ) time algorithm for p-Clique. In contrast, the W[2]-complete problem p-Dominating-Set, was shown by [14] not to have such algorithms, unless Sat(CNF) has an O(2 δn ) time algorithm for some δ < 1, which is an important open problem. Second, we can express the problems in W[1] by a logic that is (conjectured to be) a proper subclass of that of W [3] problems [9] . This means that putting a problem in W [1] decreases the descriptive complexity of the problem.
It is easy to see that p-Size-CSP restricted to some finite family of relations (implying the arity of relations is bounded) is in W [1] . Notice that listing the tuples of all relations in the input adds just a constant to the size of input. Thus, uniform and nonuniform CSP in this case have the same complexity. These problems are studied by Marx [11] , where he provides a dichotomy: If the family of relations has a property that he calls weak-separability, then the problem is fixed-parameter tractable (like p-Vertex-Cover), otherwise it is W[1]-complete (like p-Clique). This result is extended by Bulatov and Marx [2] to any finite domain.
There is a variant of CSP on the Boolean domain where the variables are weighted. That is, each instance comes with a weight function over the variables and a target value. It should be decided if there is an assignment that satisfies the constraints and the weights of its 1-variables add up to the target value. Special cases of this variant are studied in the literature. For example, [6, 16, 5] study the parameterized problem of finding a clique in a weighted graph, where the parameter is the target value.
In studying this kind of problems, one is in some way dealing with Subset-Sum. For every computable function f : N → N we let:
Decide whether there exists a subset B ⊂ [n] of size |B| = k such that i∈B x i = t.
, for all computable functions f .
Our proof gives a tail-nondeterministic κ-restricted NRAM program deciding the problem. Abboud, Lewi and Williams [1] have also proved this theorem. Given an instance of the problem, they generate g(k) · n o(1) instances of p-Clique on n node graphs, such that one of these graphs contains a k-clique if and only if the p-Subset-Sum instance has a solution. The proof follows because p-Clique is W[1]-complete. Our proof is considerably shorter and arguably more intuitive. They also prove that the weighted variant of p-Cliqueis in W [1] . Notice that here the parameter is the size of the clique, thus it is a substantially weaker parameterization than that of [6, 16, 5] . Generalizing this problem in the language of CSP, for every computable function f : N → N, we introduce the Parameterized Weighted CSP:
Instance: A set of variables V , the domain {0, 1}, a set of constraints, list of tuples of each relation, k ≥ 0,
Decide whether there is a satisfying assignment B of size
where n denotes the size of instance. The proof employs our proofs of Theorems 1 and 3.
For the basic concepts, definitions and notation of the parameterized complexity theory, we refer the reader to [9] .
Notation For integers n, m with n ≤ m, we let [n, m] := {n, n + 1, . . . , m} and [n] := [1, n].
A Machine Characterization of W[1]
We use a nondeterministic random access machine model. It is based on a standard deterministic random access machine (RAM) model. Registers store nonnegative integers. Register 0 is the accumulator. The arithmetic operations are addition, subtraction (cut off at 0), and division by two (rounded off), and we use a uniform cost measure. For more details see [9] . We define a nondeterministic RAM, or NRAM, to be a RAM with an additional instruction "GUESS" whose semantics is:
Guess a natural number less that or equal to the number stored in the accumulator and store it in the accumulator.
Acceptance of an input by an NRAM program is defined as usually for non-deterministic machines. Steps of a computation of an NRAM that execute a GUESS instruction are called nondeterministic steps.
Definition 5. Let κ : Σ * → N be a parameterization. An NRAM program P is κrestricted if there are computable functions f and g and a polynomial p(X) such that on every run with input x ∈ Σ * the program P
• performs at most f (k) · p(n) steps, at most g(k) of them being nondeterministic;
• uses at most the first f (k) · p(n) registers;
• contains numbers ≤ f (k) · p(n) in any register at any time.
Here n := |x|, and k := κ(x). Definition 6. A κ-restricted NRAM program P is tail-nondeterministic if there is a computable function q such that for every run of P on any input x all nondeterministic steps are among the last q(κ(x)) steps of the computation.
The machine characterization of W[1] reads as follows:
Theorem 7 ([4]). Let (Q, κ) be a parameterized problem. Then (Q, κ) ∈ W [1] if and only if there is a tail-nondeterministic κ-restricted NRAM program deciding (Q, κ).
Partially Ordered Sets
The Möbius function of a poset (P, ≤) is a function µ : P × P → Z defined recursively as follows.
for all x in P, − x≤z<y µ(x, z) for all x < y in P, 0
for all x > y in P .
Theorem 8 (Möbius inversion formula -see [15] ). Let (P, ≤) be a finite partially ordered set with a minimum element. For a function f : P → Z, suppose that Let (P, ≤) be a poset, and x, y ∈ P . We say y covers x if x < y and there is no element z ∈ P such that x < z < y. Let Q ⊆ P . We denote byQ (with respect to P ) the set of all y ∈ P , such that y ∈ Q and y covers some x ∈ Q. Proof. Suppose y ∈ Q. If y ∈ Q ∪Q, then clearly y ∈Q and the claim follows. Otherwise, let x < y be a maximal element of {w|w ∈ Q ∪Q, w ≤ y}. There is at least one z ∈ P such that z ≤ y and z covers x. Now, if x ∈ Q, then either z ∈ Q or z ∈Q, thus z ∈ {w|w ∈ Q ∪Q, w ≤ y}, contradicting the maximality of x. Therefore, x ∈Q.
The other direction is implied by the trivial fact that if y ∈ Q, then y is the maximum element of {w|w ∈ Q ∪Q, w ≤ y}.
p-Size-CSP is in W[1]
In this section we present a tail-nondeterministic κ-restricted NRAM program Q that decides p-Size-CSP. Given an instance I of the problem with the set of variables V and parameter value k, our program first constructs a second instance I with the same set of variables and the same parameter value, such that I and I have the same set of satisfying assignments of size ≤ k, and I has the following properties. Each variable appears in each constraint at most once, and for each subset S ⊆ V , there is at most one constraint with this set of variables, thus each constraint is characterized by its set of variables. This construction, invented by Papadimitru and Yannakakis [13] , is as follows.
Henceforth, we characterize an assignment A with the set of all (v, d) ∈ A such that d = 0.
Fix an order on V . For each subset S ⊆ V , if I has a constraint such that the set of variables of the constraint are exactly S (possibly with repetitions), then I has Relation R S of arity |S| and Constraint C S defined as follows. An assignment A of S satisfies C S if and only if |A| ≤ k and A is a satisfying assignment of every constraint C in I, such that the set of variables of C are exactly S (possibly with repetitions). The order of variables in C S is determined by the order on V . Relation R S is defined accordingly. Notice that there is a natural bijective mapping of the tuples in R S to the satisfying assignments of C S .
Program Q, in its nondeterministic part, guesses an assignment and checks if it satisfies all the constraints of I . But because Q is tail-nondeterministic, we need some method, explained below, other than trivially going over all constraints.
For a constraint C S in I , let C S be the set of all satisfying assignments of C S , and P S be the set of all possible assignments of S. Consider the posets (P S , ⊆) and (C S , ⊆). Clearly, C S ⊆ P S . Thus, we takeC S with respect to P S . To exploit this lemma, we define the functions f S , g S : C S ∪C S → Z recursively as:
for some m ≥ 1. Following Theorem 8, f S is evaluated by By Möbius inversion formula (1) . Thus, by Lemma 11, if an assignment B satisfies C S , then
Setting m to be the number of constraints in I and summing over all of the constraints,
we get m if B satisfies I , and > m otherwise. Here
Let n be the size of input for Instance I.
Proof. |C S | ≤ n, because the input contains the list of tuples of each relation in I. And |C S | ≤ n 3 , because |C S | ≤ |S||D|(|C S | + 1).
Fact 13.
Let h be the function in Fact 9.
for all C S in I .
Proof. In applying (1) to evaluate f S (U ), there are ≤ n summands, because |C S ∪C S | ≤ n (Notice that it also holds that there are ≤ 2 k summands, because |U | ≤ k, thus U has at most 2 k subsets). By (2) and Fact 9, the absolute value of each summand is bounded by (m + 1)h(k). Now we are ready for our main theorem:
Proof. We give a tail-nondeterministic κ-restricted NRAM program Q deciding the problem. The result follows by Theorem 7. Let I be the given instance with the set of variables V and the parameter value k. Program Q first constructs Instance I from Instance I as described above. This can easily be done in polynomial time. Next, Q computes a trie with entries
The trie is arranged such that for all assignments U of size |U | ≤ k, the query with key U is answered in O(k) time (a general property of the trie data structure), and for nonexistent keys 0 is returned. Now the nondeterministic part of the computation starts: Program Q guesses an assignment B of size |B| = k, and checks if
where m is the number of constraints in I . By our argument above, it should be clear that Q decides p-Size-CSP.
Program Q is κ-restricted, because by Fact 12, the number of keys stored in the trie is O(n 4 ), and by Fact 13, the stored values have fpt size, thus the trie can easily be populated in fpt-time.
Program Q is tail-nondeterministic, because the summation in (3) has at most 2 k summands.
5 p-WCSP and p-Subset-Sum are in W [1] In this section we prove that p-WCSP and p-Subset-Sum are in W [1] .
j n j (this is presentation of a in base n, thusā j are unique). For a fixed f , we present a tail-nondeterministic κ-restricted program P deciding p-Subset-Sum(f ). On input x 1 , . . . , x n , t, Program P first computes two tables. Table  1 stores the valuesx j i for i ∈ [n] and j ∈ [0, f (k)], and Table 2 stores the valuest j for j ∈ [0, f (k)]. The tables are arranged in such a way that the numbers can be accessed in constant time. The tables can be easily computed in polynomial time.
Now the nondeterministic part of the computation starts: Program P guesses k elements in [n] and checks if they are distinct. Let B be the set of guessed elements. Then, for j ∈ [0, f (k)], Program P divides c j−1 + i∈Bx j i by n, sets c j as the quotient (c −1 := 0) and checks if the remainder equalst j . Finally, P checks if c f (k) = 0.
Notice that c j ≤ k + 1 for j ∈ [0, f (k)], and P can perform each division operations with O(k) of its arithmetic operations. Thus, the number of steps in the nondeterministic part is O(kf (k)), and Program P is κ-restricted tail-nondeterministic. Proof. We present a tail-nondeterministic κ-restricted program H deciding the problem. Let Q be the program that decides p-Size-CSP, and P be the program that decides p-Subset-Sum(f ), as described in the proofs of Theorems 14 and 15, respectively. H first performs the deterministic part of Q and then that of P . Then, H performs the nondeterministic part of P : it guesses an assignment B of size |B| := k and checks if weights of variables in B add up to t. If no, then this nondeterministic branch rejects. If yes, then H performs the nondeterministic part of Q, omitting the guessing step, to check if B is a satisfying assignment. If yes, then H accepts. The number of steps in the nondeterministic part of H is bounded by the sum of that of Q and P . Thus, Program H is κ-restricted and tail-nondeterministic.
