









れ, 工学, 物理学, 化学, 経済学などの様々な分野においてよくみられる. 近年, 研究が盛んな
ネットワーク制御システムもその一例であり, これらむだ時間を含む系に対する研究の重要
性は高いといえる. むだ時間系のダイナミクスは過去の履歴にも依存することから, 状態空
間表現を考えた場合, 状態が無限次元となり, その解析・設計は数学的に容易ではない. この
ため, 従来研究は幅広いアプローチが混在しており, 理論的に包括的な理解が得られている
とは言いがたい面もある. そこで本研究では, 無限次元システム理論に基づくことで, より数
学的に厳密なむだ時間系の安定解析・制御系設計を検討することを目的とする.
本研究の 1つめのトピックとしては, 遅れ型むだ時間系の安定解析について考える. シス
テムの安定性は解の挙動によって決定される. 有限次元線形時不変系の場合, 解は行列指数
関数によって特徴づけられるため, システム行列の固有値の存在領域によって安定性を判別
できる. 一方で, 遅れ型むだ時間系の解は強連続半群で表現され, その安定性は無限小生成作
用素のスペクトル分布により決定される. スペクトルは作用素を有限次元近似することで計
算できるが, 微分方程式の数値解法に基づく近似手法では, 作用素を形式的なものとして扱









げる. この制御法は, 状態の予測値を用いて, 仮想的な遅れのない状態フィードバックを可能








に用いないものの, 研究の動機は第 2部のスペクトルの分布に関連している. 離散時間系に
対しては, 通常自動的に配置される原点極を, 任意の地点に配置する拡張手法が提案されて
いる. 原点極はデッドビート制御のような強いフィードバックに対応することから, この再
配置によって, ロバスト性を含む性能の向上が期待できる. ここでは, この方法の連続時間系
への拡張, すなわち複素平面の左無限遠にある極の一部を有限領域に配置する制御則の導出
をおこない, この追加の自由度による, ロバスト性の改善効果について, 数値例を通じて考察
する.
本論文の構成は以下のとおりである. まず第 1章で, むだ時間系の基本性質と解析・設計
に関する従来研究をまとめ, その後本論文の目的を述べる. 以降の章で必要となる数学的準




証する. 第 4章では, 状態予測制御系の抽象的な微分方程式表現を導出し, そのスペクトル分
布について考察する. そして, 強連続半群表現に関するスペクトル計算法を適用し, 先の解析
結果の妥当性を示す. また, 離散時間系に対する結果に基づき,連続時間系の状態予測制御の
拡張法を第 5章で提案する. 提案法によって付加された自由度によって, 通常の状態予測制
御系よりもロバスト性を改善できることを数値例により示す. 最後に, 第 6章で本論文をま
とめ, 今後の課題を述べる.
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1 : 複素数の意味での無限遠点 (絶対値無限大, 偏角不定)
+1 ( 1) : 実数の意味での正 (負) の無限遠点
C^ : 拡張複素平面 (リーマン球面) C [ f1g
f (p)() : 実数値関数 f()の p次導関数
L2[a; b] (L2[a; b)) : 区間 [a; b] ([a; b))で Lebesgue積分の意味で 2乗可積分な実数値関数の
全体をなす空間
Cn[a; b] : n 2 N0 に対し区間 [a; b] で f (0);    ; f (n) が存在し, 連続であるような実数値関
数全体の空間
Cn[a; b) : Cn[a; b]の定義域を [a; b)に制限したものの全体をなす空間
Rp : Rの p個の直積空間
L2([a; b];Rp) (Cn([a; b];Rp)) : L2[a; b] (Cn[a; b])の p個の直積空間
Ip : p次の単位行列
IX : 線形空間 X 上の恒等作用素
h; iX : 線形空間 X 上の内積
k  kX : 線形空間 X のノルム
0pq : サイズ p q の零行列, ただし p = q なら Ip と略記
A
B : 行列 A = [aij ]と行列 (作用素) B のクロネッカー積 [aijB]
I(A) : 作用素 Aに対して diag[I;A]
p! : p 2 Nの階乗, ただし 0! = 1
pPq : p個の元から q 個を選んで得られる順列の総数 p!=(p  q)!
de : 天井関数










A  0(A  0) : 行列 Aが正定 (負定) 対称行列
行列のサイズが明らかであれば添字は省略する. Cn[a; b]において端点での微分可能性は










も提案されており, 周期軌道に対する安定化をおこなう遅延フィードバック制御 [3] や追従
性能を向上させる繰り返し制御 [4] がこれにあたる. そのような実用的な要求と理論的な興
味深さの両面を併せ持つことから, 安定解析や制御系設計に関して数多くの研究がなされて
いる [5, 6]. また, むだ時間系はいくつかのタイプに分類され, さらにそれらの表現方法も複







0 _x(t) + 1 _x(t  h) + 0x(t) + 1x(t  h) = 0; h > 0 (1.1)
{ 3 {
定義 1.1 ([9]). 式 (1.1)について, 0 6= 0かつ 1 = 0であれば遅れ型, 0 6= 0かつ 1 6= 0
であれば中立型, 0 = 0かつ 1 6= 0であれば進み型という.
また, 0 = 1 = 0ならば純粋な差分方程式であり, 0 = 1 = 0の場合も差分方程式に
単純化できる. 0 = 0 = 0あるいは 1 = 1 = 0のときは常微分方程式となる.
外生入力 u(t)が存在し, さらに遅れ hを伴って影響する場合, 例えば














ix(t  hi); hi 2 R+; p 2 N; (1.3)






のように積分を含む場合は分布遅れと呼ばれる. 離散遅れについては, ある共通の h^ が存
在して, hi = ih^ となる場合は commensurate delays, そうでない場合は incommensurate








関数微分方程式表現とは, 前節で述べた微分差分方程式 (1.3)や積分微分方程式 (1.4)を一
般的に表現する形式である. xt := x(t+ ),  2 [ h; 0], h 2 R+ とする. このとき, 遅れ型
の微分方程式は fr : R C([ h; 0])! R により関数微分方程式
_x(t) = fr(t; xt) (1.5)
と表現できる. とくに線形系であれば,







法が無限次元系表現である. 例えば, 式 (1.3)は抽象的な微分方程式として
_xt = Axt; A : C([ h; 0])! C([ h; 0]) (1.7)









_x(t) = Ax(t) +Gx(t  h); h > 0; A 2 Rnxnx ; G 2 Rnxnx (1.8)
の安定解析について考える. 有限次元系場合と同様に, むだ時間系の対する安定解析のアプ
ローチも特性方程式, エネルギー関数, 状態空間表現に基づくもの 3つに大きく分類するこ
とができる. 以下では, これらのアプローチのうちのいくつかの手法について概観する.
特性方程式アプローチ
むだ時間系 (1.8)が (漸近) 安定であることは特性超越方程式
det(sI  A  e shG) = 0 (1.9)











kI + hAki   1
h
> kGki (1.10)
が成り立てばよい [17]. もし, この上の条件が成り立たない場合, 必ずしも計算は簡単ではな
い別のむだ時間に依存する条件により安定判別する方策が考えられている [18].
参考文献 [19] では特性方程式の根の連続性に基づき行列ペンシルを用いて系が安定とな



















条件 2 は特性方程式が任意の h > 0 に対して, 虚軸上に根を持たないことと対応している.
つまりむだ時間長 h = 0で系が安定 (条件 1) であれば, すべての h > 0で特性根は虚軸上
をまたがず系は不安定化しない. もし条件 2が満たされず, 単位円周上に `個の一般化固有
値 zk = e jk , 1  k  `をもつ場合, すなわちある h > 0で虚軸上に特性根をもつ場合に







を計算することで系が安定となる時間遅れの区間 [0; h]を算出できる. この手法は, 安定と
なる区間が複数ある場合にも対応しているが, 条件 1が満たされない, つまり時間遅れがな
い場合に不安定な系は適用できない.
エネルギー関数アプローチ
線形有限次元系の安定性は 2 次 Lyapunov 関数の存在性が必要十分であることがよく知
られている. むだ時間系においては Lyapunov-Krasovskii (L-K)汎関数がこれに相当する.
特に complete-type 二次 L-K汎関数の存在性がむだ時間系の安定性と等価であることが明
らかにされている [20]. しかしながら, complete-type L-K汎関数の存在性を直接確かめる
ことは非常に困難である. そこで, その存在条件をなんらかの意味で緩和することで様々な
LMI [20]や SOS [21]条件が導出されている. 例えば, 汎関数




x(t+ )TSx(t+ )d; P  0; S  0 (1.11)
はむだ時間に依存しない LMI条件




P  0; S  0 (1.13)
{ 7 {
を満たすときに L-K汎関数となることが知られている. また, むだ時間に依存する LMI条
件として
P  0;
24 M  PGA  PG2 ATGTP  S0 0
 (G2)TP 0  S1





P (A+G) + (A+G)TP

+ S0 + S1








Re[] < 0 for all  2 (A) (1.15)
である [7]. したがって, 作用素のスペクトルを数値的に求めることができれば安定性を判別
できる. 無限小生成作用素を離散化する Innitesimal Generator (IG) アプローチ [23], 解
作用素を離散化する Solution Operator (SO) アプローチ [22]が提案されている. これらの




手法が提案されている. モノドロミ作用素は, 解作用素にリフティング [27]を用いることで
導出され, その表現は陽に与えられる. したがって, その数学的な性質に基づき作用素自体
の収束性から直接近似手続きの数学的な妥当性を証明することができる. その離散化には高
速サンプル/高速ホールド (FSFH) 近似を用いた手法が提案されている [28]. また, 参考文
献 [29, 30]では, 補正型 FSFH法を用いた手法, 非因果的な 1, 3次ホールド*1 を用いた手
*1 次数が奇数であるのは, 区間の両端点における関数値, 導関数値を定めて補間をおこなうためである.
{ 8 {









ず, 様々な制御性能の劣化や不安定化が引き起こされる [8]. このことから, 入出力に時間遅
れをもつ系に対する効果的な制御方法として遅れ時間経過後の出力を予測し, それに基づき
制御入力を修正することが考えられる. この方法を実現したのが Smith法 [31]であり, 最も
よく知られる入力むだ時間系への制御法といえる. そのブロック線図は Fig. 1.1のようにな

















とである. この手法はManitiusらによって有限極配置法 [32]として提案され, 制御則に定
積分の計算を含むことを許容すればシステム行列の次数と等しい数の極を指定でき, 残りの
極は自動的に消去されると述べられている. 具体的には, 入力むだ時間系
_x(t) = Ax(t) +Bu(t  h); A 2 Rnxnx ; B 2 Rnxmu (1.17)









で与えられる. このとき, 閉ループ極は (A+ BF )となる. また, これは入力むだ時間系に
対する最適制御則となることが示されている [6].
近年では, 入力むだ時間系を集中定数系と偏微分方程式で表される搬送系の直列結合とみ
なし, これに backstepping変換を適用することで, 状態予測制御が導かれることが示されて
いる [33]. この一見複雑な手続きは, 閉ループ系の PDE-LTI 接続表現に基づき, L-K 汎関
数を陽に与えることを可能としている.
状態予測制御は, オブザーバ併合系, サーボ系, H1 制御問題などの設計問題へ拡張がなさ
れている [6]. むだ時間長とゲインのミスマッチに対するロバスト安定性 [34, 35] や制御則




に有限次元系となるため, ある行列表現に基づいて閉ループ極配置を議論できる [37]. 入力
むだ時間系
xd(k + 1) = Adxd(k) +Bdud(k  D); D 2 N; (1.19)
xd 2 Rnx , ud 2 Rmu , Ad 2 Rnxnx , Bd 2 Rnxmu について考える. 対 (Ad; Bd) が可到










Xd(k + 1) =













Xd(k + 1) = ~AdXd(k); (1.22)
となる. ただし,
~Ad :=
24Ad Bd 00 0 Im(D 1)
KD KD 1 KD 2    K0
35











で与えられる. このとき, Ki は
KD = FdA
D
d ; Kj = FdA
D j
d Bd; j = 0;    ; D   1: (1.24)
となる. 参考文献 [38]では入力むだ時間系 (1.19)に対する最適制御則は状態予測制御則の
構造となることを明らかにしている. また, このとき, 閉ループ極は Ad + BdFd の固有値
と重複度 muD の原点極によって構成される [37, 39]. さらに Ki の決定法を工夫すること
で, その原点極を重複度 mu の極として任意に配置できることが示されている [40]. これを
発展させ参考文献 [41]では, すべての極を任意に配置するゲイン設計のアルゴリズムを提案


































る. とくに, 連続時間むだ時間系に対して, i) 高次ホールド近似を用いた遅れ型むだ時間系の
安定解析, ii) 状態予測制御系のスペクトル解析と制御則の拡張を扱う. 具体的には, 以下の
ことを検討する.
・高速サンプル/ホールド近似に基づくモノドロミ作用素のスペクトル計算法

















極を配置でき, それ以外は自動的に消去されると述べられている. しかしながら, 閉ループ内
部にはむだ時間要素が存在するため, これに対応する極がなんらかの形で存在すると考えら
れる. 他の文献においては, それ以外は  1に存在するとの記述も見受けられるが, 数学的
に根拠が示されているものは見当たらない. そこで, まず状態予測制御の閉ループ系を無限
次元系として表現し, そのスペクトルを解析することで A + BF の固有値以外の極が  1
に存在することを数学的に示す. その後, それらが閉ループ動特性にどのように関与するの
かを明らかにする. また, 数値例を用いて閉ループ極の分布を確かめる.






本論文の構成は以下のとおりである. まず, 第 2章でそれ以降で必要となる数学的準備に
ついて述べる. 第 3章では, 遅れ型むだ時間系のモノドロミ作用素に基づく安定解析法を取
り扱う. まず, 高次ホールド関数を用いた場合の近似手続きの数学的妥当性を示し, それに基
づくスペクトル計算法を導出する. その後, 高次ホールド近似による計算効率の改善効果と
その限界について考察する. 第 4 章では, 状態予測制御系を無限次元系表現を導出し, その
スペクトル分布を解析する. また, 数値例により, その理論的検証の裏付けをする. 第 5章で
は, 離散時間の拡張状態予測制御に対するアナロジーから,  1に存在する極を有限領域に
配置する制御則を提案する. また, そのときのむだ時間長ミスマッチに対するロバスト安定
























有限次元の Euclid 空間の有界閉集合に似た概念として, コンパクトと呼ばれる性質が知
られている*1.





定義 2.2. いまM を距離空間Rの中のある集合, をある正の数とする. 距離を d(; )で表
すとき, Rの点集合 AがM に対して -網であるとは, 任意の点 x 2M に対して d(a; x)  
なる a 2 Aが少なくとも一つ存在することをいう.




また, 空間 Rの部分集合は閉でなければコンパクトに成り得ない. しかし, その閉包がコ
ンパクトになることはしばしば起こりうる. そのような集合は相対コンパクト呼ばれ, 次の
ように定義される.








ている. 距離空間 C[a; b](本論文の記法では C0[a; b])の部分集合に対する相対コンパクト性
の判定法を与えるのが Arzela の定理であるが, これを述べるために関数族に対して次の概
念を導入する:
定義 2.6. 関数族 に対して, j(t)j  K, 8t 2 [a; b], 8 2  なる K が存在するとき, 
は一様有界であるという. また, 関数族 に対して, 8 > 0が与えられたとき, jt1   t2j < 
なるすべての t1; t2 2 [a; b]および 8 2 に対して, j(t1) (t2)j <  となるような  > 0
が存在するとき, は一様同程度連続であるという.
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なお, X , Y はバナッハ空間とする.
有界作用素
定義 2.8. T を X から Y の線形作用素とするとき,
kT fkY  kfkX ; f 2 X
を満たす定数 が存在するならば, T は有界であるという.
定義 2.9. X から Y の作用素 T のうち, 以下の 2条件を満足するもの全体を L(X ;Y)とで
表し, とくに L(X ;X )は L(X )とする.
1. dom(T ) = X
2. T は有界である.
定義 2.10. T 2 L(X ;Y)とするとき,










く, 非有界作用素を考える必要がある. そのような際に, 定義域についてノルムを付け替えて
完備になるのであれば, 比較的扱いやすいクラスの作用素となることが知らている.
T を X から Y への線形作用素とする. T の定義域 dom(T )に属する f に対して
kfkdom(T ) = kfkX + kT fkY ; f 2 dom(T )
とする. このとき kfkdom(T ) は dom(T )上のノルムであり, T による f のグラフノルムと
いう.
定義 2.11. T の定義域 dom(T ) の T によるグラフノルムが完備であるとき, すなわち,




1. T が閉作用素かつ 1対 1ならば T  1 も閉作用素である.
2. T1 が閉作用素, T2 2 L(X ;Y) ならば, T1 + T2 は閉作用素である.
また, 閉作用素の列 Tp が T に収束することは以下の定理で特徴づけられる.
定理 2.13. ([45] IV-x2.6) T , Tp, p = 1; 2;    は閉作用素とする. T が有界作用素であると
き, generalized sense で Tp ! T となるための必要十分条件は, 十分大きな i に対して Tp






定義 2.14. バナッハ空間 X からバナッハ空間 Y への線形作用素 T に関して次の条件は同
値である.
1. T はコンパクト作用素である.
2. X の任意の有界列 ffpgの像 fT fpgが収束する部分列 fT fp0gを含む.
3. X の任意の有界集合 X 0 に関して T X 0 は Y の相対コンパクト集合である.





定理 2.15. ([45] Theorem III-6.26) T がバナッハ空間 X 上の閉作用素とする. そのレゾル
ベント R(; T ) = (I   T ) 1 が存在して, いくつかの でコンパクトであるならば, T の
スペクトルはすべて重複度有限の孤立固有値となる.
無限遠点におけるレゾルベントを介して以下の定理が知られている.
定理 2.16. ([45] Theorem III.6.13) T を空間 X 上の閉作用素, (T )はある円の外部を含
むとする. このとき次のどちらかを満たす.
1. T は X 上の有界作用素;  =1で (I   T ) 1 は正則, かつ (I   T ) 1 = 0.
2.  =1は (I   T ) 1 の真性特異点.
とくにコンパクト作用素に着目すれば, そのスペクトルは次のようになる
定理 2.17. ([44] 定理 9.7) コンパクト作用素 T のスペクトル (T ) の 0 と異なる部分は,
たかだか可算個の点からなる:
(T ) \ f 2 C j z 6= 0g = fpg: (2.2)
fpgが可算無限の場合は limp!1 p = 0である. 各 p は T の固有値で, その重複度は有
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限である.
次に, スペクトルの連続性について述べる. まず有限次元の作用素 T () について考える
([45] II-x5.2). T ()が について連続であるならば, T ()の固有値も について連続に変
化する ([45] Theorem 5.1). いま, T ()の次元は mとして, その固有値を代数的重複度に
したがって繰返し数え, 順序付けされていないm個の複素数の組 (m-tuple)を作る. 2つの
m-tuple O = (1;    ; m), ~O = (~1;    ; ~m)について考え, 距離を
dist(O; ~O) = minmax
p
jp   ~pj (2.3)
と定義する. ただし, minは片方のm-tupleの要素を番号付けするあらゆる方法についてと
る. このとき固有値の連続性は, T ()の固有値の重複度も考慮して構成されたm-tupleO()
が とともに連続に変化する, と表現することができる. これはある 0 に対して ! 0 と
するとき, dist(O();O(0))! 0となることを意味する.
これを踏まえて, 一般の作用素に対して以下のように有限固有値系を定義する.
定義 2.18. ([45] III-x6.5) 作用素 T のスペクトル (T )のうち, 重複度が有限の固有値の有
限集合を有限固有値系と呼び, 0(T )で表す.
このとき, スペクトルの連続性は次の定理で特徴づけられる.
定理 2.19. ([45] IV-x5.3) T , Tp, p = 1; 2;    は閉作用素とする. また, 0(T )の次数をm
とし, 有限固有値系 0(T ), 0(Tp)の m-tuple をそれぞれ O0(T ), O0(Tp)で表す. Tp ! T
が成り立てば, dist(O0(T );O0(Tp))! 0 となる.
2.4 作用素を用いたシステム表現
2.4.1 サンプル値制御系
サンプル値制御とは, 連続時間で動作する制御対象 f に対して離散時間で動作する離散
時間補償器 c によって制御をおこなうものである [46]. 一定時間 hごとに連続時間信号を
取り出すサンプラ S と, 同じく h時間ごとに離散値信号を連続信号に変換し出力するホール
ダH を用いて構成され, 例えば直結フィードバック系は Fig. 2.1のようになる.
サンプル値制御系では, 連続時間系と離散時間系が混在するために, システム全体が時不








表現すること, すなわち, ある関数 (t) 2 L2[0;1) *2とある正数 h > 0に対して次の対応
を与えることである:
V : L2[0;1)! L2[0; h) : (t) 7! f^()g1=0; (2.4)
^() := (h+ );  2 [0; h):
これを用いて, 連続時間系
f : _x(t) = Ax(t) +Bu(t); y(t) = Cx(t) (2.5)
を離散化しよう. ただし, x 2 Rnx ; u 2 Rmu ; y 2 Rmy ; A 2 Rnxnx ; B 2 Rnxmu C 2
Rmynx とする. x := x(h) としてリフティングの定義を用いると, 次のサンプル時刻





























: Rnx  L2([0; h);Rmu)! Rnx  L2([0; h);Rmy )











一般化プラント g に対してサンプル値制御系を構成するとき, その周波数応答を計算す
る方法のひとつとして, 入出力のサンプリング時間 hをより速い間隔 h=N でサンプル/ホー







定義 2.20. ヒルベルト空間 X における作用素の族 fT (t)gt0 : R+ ! L(X ) が強連続半群
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(C0-半群) であるとは,
T (t+ ) for t;   0 (2.9)
T (0) = IX (2.10)
kT (t)z0   z0kX ! 0 as t! 0+; 8z0 2 X (2.11)
が成り立つことである.
定義 2.21. 強連続半群 fT (t)gt0 の無限小生成作用素とは, その定義域 dom(A), および対
応 dom(A) 3 z0 7! Az0 2 X が以下のように定められる作用素 Aのことである.
1. dom(A) =
n
z0 2 X j limt!0+ T (t)z0 z0t が存在する.
o
2. Az0 = limt!0+ T (t)z0 z0t ; (z0 2 dom(A))
強連続半群 T (t), t  0 は有限次元系でいう行列指数関数 T (t) = eAt に対応している.
T (t)から Aを求めるためには, T (t)の t = 0での微係数を求めればよく, 同様の発想で無限
小生成作用素 Aが定義されている.
以上の準備のもと, 遅れ型むだ時間系 (1.8) の抽象的微分方程式表現を導出する. いま,
初期条件 x(0) = x0, u() = f0(),  2 [ h; 0) が与えられるとする. ただし, x0 2 Rnx ,
f0() 2 L2([ h; 0];Rnx) である. ここで, 以下のように内積を定義したヒルベルト空間


























































2 H j f0は絶対連続かつdf0
d
2 L2([ h; 0];Rnx); x0 = fr(0)

となる. したがって, H上の抽象的微分方程式表現は






で与えられる. また Aのスペクトルは (A) = f 2 C j det(I   A Ge h) = 0g であ



















もと, 本章では, 一般の奇数次多項式ホールド関数による近似を合理的に導入し, これを用い
た際の計算効率の改善とその限界について数値例を通して検討する.




の理論的な妥当性を第 3節で示す. 第 4節で一般のホールド多項式次数に対応した行列近似
公式を導出した後, 第 5節で数値例を用いた近似誤差の漸近特性の確認と高次ホールド近似
による計算効率の改善効果の検討をおこなう. 最後に, 第 6節で本論文をまとめる.
また本章のみにおいて, 表記の煩雑さを避けるため Kqp := Cp([0; h);Rq)とする.
3.1 問題設定
ここでは, 以下のむだ時間系について考える.
 : _x(t) = Ax(t) +Gx(t  h); h > 0 (3.1)
ただし, x 2 Rnx ; A; G 2 Rnxnx である. また, 初期値は
x(0) = x0; x(   h) =: ();  2 [0; h)
であり,  2 Knxn とする. ここで, B 2 Rnxmu , C 2 Rmunx を用いて行列 G を G = BC
のように分解できるとする. この分解を用いると, 式 (3.1) を状態 x と入出力 u; y 2 Rmu
をもつ有限次元線形時不変系
f : _x(t) = Ax(t) +Bu(t); y = Cx(t)
と純粋な時間遅れ
d : u(t) = y(t  h)
のフィードバック結合 (Fig. 3.1) によって表現できる. 具体的には, 各サブシステムの初
期値を x(0) = x0, u() = C() 2 Kmun ,  2 [0; h) とすることにより,  の状態遷移が







Fig. 3.1: むだ時間系 
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関数の列 fu^g1=0 で表現することにする. 空間 Kmun+1 から Kmun への埋め込み作用素を J ,
Zn := Rnx Kmun とし, Zn 上のモノドロミ作用素 F を以下のように定義する.






: Zn ! Zn+1



















で表現され, むだ時間系  の安定性は, F のスペクトル半径によって特徴づけられる. 以下





続関数 y 2 Kmu0 とN 2 Nが与えられたとき, h0 := h=N , k = kh0, k = 0;    ; N とし, サ








と定める. 微分作用素を D で表すとき, 一般化サンプリング作用素 Sg : Kmun !
Rmu(n+1)(N+1) は D, S を用いて
Sg =
 ST (SD)T    　 (SDn)T T (3.6)
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と表わされる. つまり, Sg は各時刻 k; k = 0;    ; N 毎に関数値と n 次までの導関数値を
サンプルする.
次にこれと対をなす次の操作を考える. 区間 [0; h]を N 等分した離散時間点上で n階導
関数までの値が指定されているとき, これを満たす区分的な 2n+ 1次多項式を構成する. 時










このデータベクトルから, 区間 [k; k+1]両端の条件を満たす補間関数 ~uk()を構成し*1 こ
れらをつなぎあわせて, 区間 [0; h]の区分的多項式 ~u()を与える*2. 一般化ホールド作用素
Hg : Rmu(n+1)(N+1) ! Kmun はこの対応 Hg : d 7! ~u() を与えるものとして定める. 関数




k (k) = di(k); ~u
(i)
k (k+1) = di(k + 1); (3.7)
(i = 0;    ; n) より, 2n + 1次多項式 ~uk()の係数が一意に定まるが, その数値計算におけ
る誤差を低減するためには, 区間 [k; k+1] を [0; 1]に写像して考えた方がよいことが分かっ
ている [50]. すなわち区間上下端の i 階導関数の値をそれぞれ v(i), v(i) とするとき, 補間
条件
q(i)(0) = (h0)iv(i); q(i)(1) = (h0)iv(i);





j ;  2 [0; 1] (3.8)
を求め, 区間毎に求まった q()から
~uk() = q ((   k)=h0)
*1 区間 [k; k+1]における補間多項式 uk()を時刻 k で構成する操作は未来情報 di(k + 1); (i = 0;    ; n)
を用いているため因果的ではない. しかし, ここでは実時間処理を考えているわけではないのでこのような
非因果性は許容できる.
*2 区分的に生成されるが, 隣接区間では端点の補間条件を共有するため, 全体として ~u 2 Kmun となる.
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を与える. 多項式 q()は区間毎に異なるが, 簡単のため, 以下の係数の決定方法の説明にあ









(h0)iv(i) = (iPi) ai; (h0)iv(i) =
2n+1X
j=i
(jPi) aj ; (3.9)















Pi 0    0






 Imu ; (3.10)
とすると, 式 (3.9)は線形方程式
Dv = V a (3.11)
にまとめられる. 行列 V は Conuent Vandermonde 行列 [51] の行を入れ替えたものに
なっており, この行列は一般に補間点が相異なるとき正則であることが知られている. いま
関数 q()においては補間点は 0と 1なので, V  1 が存在する. したがって式 (3.11)より, 係
数 fajgは
a = V  1Dv (3.12)
によって与えられる.
3.3 近似手続きの数学的妥当性
前節で導入した Sg, Hg を用いて, モノドロミ作用素 F の出力を高速サンプル/ホールド
すると次の作用素が得られる.
Fg = I(Hg)I(Sg)F (3.13)
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以下では, これを F の近似とみなす. まず, この手続きの数学的妥当性を示す. 先行研究
では,
 Rnx  L2([0; h);Rmu)および Rnx  C0([0; h);Rmu)上で定義された F がコンパク
トである.
 高速サンプル/ホールド近似による F への摂動が, N ! 1 のとき, 作用素ノルムの
意味で 0に収束する.
ことを示し, 摂動に対するスペクトルの連続性から近似の妥当性を論じている [28, 30]. こ







: Zn ! Zn のコンパクト性を示す. ただし, F11 := F^11,
F12 := F^12, F21 := J F^21, F22 := J F^22 である.





のコンパクト性を証明する. 文献 [43, 44]では, 定理 2.7に基づき, C0([0; h];R1)上の F22
の像が一様有界かつ一様同程度連続であることを示して, F22 のコンパクト性を証明して
いる. これを拡張して, より滑らかな空間 Cn([0; h];R1)上でのコンパクト性を示す. いま,
(2,2)要素は Cn([0; h);R1)上のボルテラ型積分作用素であるから, 区間が [0; h]から [0; h)
に変更された場合においても F22 がコンパクトであることを示す. ついでコンパクト作用素
を成分に持つ作用素がコンパクトであることを示し, 最終的にモノドロミ作用素のコンパク
ト性を証明する.
ここで, `  k なる ` 2 N0 に対して関数族 `k を次のように定義する.
Uk =






(`) j  = F22u; 8u 2 Uk
o
: (3.16)
以下では `k, ` = k; k   1;    ; 0の Ck `[0; h]における相対コンパクト性を帰納的に示し,
最終的に Ck[0; h]上の F22 のコンパクトを示す.
補題 3.1. 任意の k 2 N0 に対して, kk は C0[0; h] において相対コンパクトである.
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証明. まず式 (3.14)において, C = I とした場合について示す. 前述のとおり, k = 0のと
き題意は成り立つ. よって 00 は, 一様有界かつ一様同程度連続である. 次に k = 1の場合
を考える. 定義 (2.1) より U1  U0, したがって 01  00 であるから 01 も一様有界かつ
一様同程度連続である. したがって任意の 1 > 0 が与えられたとき, ある 1 が存在して,
jt1   t2j < 1 なる 8t1; t2 2 [0; h], 8 2 01 に対して j(t1)  (t2)j < 1. ここで, t1; t2 を
両端とする閉区間を ~I  [0; h]とおく. いま u 2 U1 について




が成り立つから, ju(t2)  u(t1)j 
R t2
t1
ju(1)()jd を得る. 再び u 2 U1 より, ju(1)()j  1,
8 2 ~I であるから ju(t1)   u(t2)j  jt1   t2j, 8t1; t2 2 [0; h] となる. よって, 任意
の 2 > 0 に対し, 2 = 2 とすると, jt1   t2j < 2 なる任意の t1; t2 2 [0; h] に対して
ju(t1)  u(t2)j < 2 となることが保証される.
いま,  2 01 は積分 (3.14)によって与えられているので, C = I に注意すると, その導関
数は
(1)(t) = A(t) +Bu(t)
で与えられる. 以下ではこの表現をもとに, f(1)gの一様有界性, 一様同程度連続性をいう.
いま 01は一様有界, すなわち j(t)j  K1 8 2 01, 8t 2 [0; h]となるK1が存在する. ま
た u 2 U1より, ju(t)j  1, 8t 2 [0; h]. したがって
(1)(t)  kAkiK1+kBki, 8(1) 2 11,
8t 2 [0; h]. よって 11 は一様有界. 一方, 任意の 3 > 0 に対して, 1 = 3=(2jjAjji),
2 = 3=(2jjBjji), 3 = min(1; 2)とすれば, jt1  t2j < 3 なる 8t1; t2 2 [0; h], 8(1) 2 11
に対して
j(1)(t1)  (1)(t2)j <
jA((t1)  (t2))j+ jB(u(t1)  u(t2))j < 3:
よって 11 は一様同程度連続である.
また k  2 のとき, Uk  Uk 1 より k 1k  k 1k 1 であり, (k)(t) = A(k 1)(t) +
Bu(k 1)(t) となるから, 全く同様の議論から順次 kk が一様有界かつ一様同程度連続である
ことがいえる.
さてここで C = I のときの関数族の要素を と置き直せば, 一般の C 行列に対する要素
は  = C と書ける. このとき j(k)j = jC (k)j  kCkij(k)j,
j(k)(t1)  (k)(t2)j  kCkij(k)(t1)  (k)(t2)j
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が成り立つので, 一様有界性, 一様同程度連続性は不変. したがって一般の C 行列の場合に
ついても, kk は一様有界かつ一様同程度連続である. よって Arzelaの定理から題意が成り
立つ.
補題 3.2. いま k; ` 2 N0, ` + 1  k とする. 関数族 `+1k が Ck ` 1[0; h]において相対コ
ンパクトであるならば, `k も Ck `[0; h]において相対コンパクトである.
証明. いま相対コンパクト性と全有界性は同義であるので, 以下では関数族の全有界性, すな
わち有限個の点からなる -網の存在性に基づいた証明を与える.
任意の  > 0 に対して, 0 = = f2 (h+ 1)g とする. 仮定より, `+1k は Ck ` 1[0; h]
で全有界なので, この空間内の有限個の点からなる `+1k の 0-網が存在する. これを
f 1;  2;    ;  sgとする.
定義 (2.1)より i > jのとき, Ui  Uj . 仮定から k > `, よって Uk  U`なので, `k  ``.
よって補題 3.1から `k も一様有界, すなわち
　 sup
t2[0;h]
(`)(t)  K; 8(`) 2 `k; (3.17)
なるK > 0が存在する. このとき, r := dK=e,




i =  r; r + 1;    ; r, j = 1;    ; s とする. いま
 j 2 `+1k  Cm[0; h]; m = k   `  1;
より, ij 2 Cm+1[0; h]である. 任意の (`) 2 `k に対して式 (3.17), (3.18), および 0-網の
性質から (`)(0)  cp  
2
; (3.19)(`+1)    q
Cm[0;h]
 0; (3.20)
を満たす添字 p; q が存在する. 定義 (2.1)から(`+1)(t)   q(t)  0; 8t 2 [0; h]; (3.21)
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も成り立つ. このとき, 式 (3.19), (3.21)より(`)(t)  pq(t)
=
(`)(0) + Z t
0






(`)(0)  cp+ Z t
0
(`+1)()   q() d
 
2
+ 0h; 8t 2 [0; h]; (3.22)




(`)(t)  pq(t)+ (`+1)    q
Cm[0;h]
;




+ 0(1 + h) = :
よって fijg は Ck `[0; h] の有限個の点からなる `k の -網である. よって題意がしたが
う.
定理 3.3. 任意の n 2 Nに対して, F22 : Cn[0; h]! Cn[0; h]はコンパクトである.
証明. 補題 3.1から nn は C0[0; h]において相対コンパクトである. 補題 3.2を繰り返し適
用することで, 0n は Cn[0; h]において相対コンパクトであることがいえる. ゆえに F22 は
Cn[0; h]上でコンパクトである.
定理 3.4. 作用素 F22 が Cn[0; h]上でコンパクトであれば, Cn[0; h)上においてもコンパク
トである.
証明. いま Cn[0; h) 上の F22 を F 022 で表す. 関数 f 2 Cn[0; h) に対して左極限
limt!h 0 f (i)(t), i = 0;    ; n を付け加える作用素 P : Cn[0; h) ! Cn[0; h] を考える. こ
のとき式 (3.27), 式 (2.1)のノルムの等長性より, P は有界作用素である. また, Cn[0; h)の
定義より P は全単射であり, 逆作用素 P 1 : Cn[0; h] ! Cn[0; h)が存在するが, 同様にノ
ルムの等長性が成り立ち, P 1 も有界. コンパクト作用素と有界作用素の積はコンパクト作
用素となる [44]ため, F 022 = PF22P 1 もコンパクトである.
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: X  Y ! X 0  Y 0 (3.23)
このとき, 各要素 gij , 1  i; j  2がコンパクトならば作用素 G もコンパクトである.





: X  Y ! X 0 (3.24)





2 X  Y として fskgを任意の有界列とする. この
とき, fxkg, fykgも有界列である. 仮定より, g1i はコンパクトなので, fg11xk0gが収束列と
なる fxkgの部分列 fxk0gが存在する. 同様に fyk0gの有界性より fg12yk00gが収束列となる



















: X ! X 0  Y 0 (3.25)
なる作用素を考える. ここで xk 2 X を任意の有界列とする. g11 のコンパクト性より,
fg11xk0gが収束列となる fxkgの部分列 fxk0gが存在する. 部分列 fxk0gも有界列であるた













: X  Y ! X 0  Y 0 (3.26)
はコンパクトである.
補題 3.5は, 入力や出力の数が増えても同様に考えることができるため, Cn([0; h];Rmu)
上の F22 はコンパクトである. また, この補題を踏まえて次の結果を得る.
定理 3.6. 作用素 F : Zn ! Zn はコンパクトである.
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証明. 式 (3.2), (3.3)より作用素 [F11;F12]は値域が有限次元空間であるためコンパクトで
ある. また, 作用素 ~F21 は有限ランク作用素であるためコンパクトであり, ~F22 は定理 3.4,
補題 3.5よりコンパクトである. したがって補題 3.5より F はコンパクトである.
3.3.2 摂動の収束性
定理 3.7. 区間分割数を N !1としたとき, 以下の摂動が作用素ノルムの意味で零に収束
する.
 = (I(Hg)I(Sg)  IZn)F = Fg  F
証明. 空間 Zn に対して次のようにノルムを定める.








u(i)l () : (3.27)






Fz j z 2 Un	 (3.28)
とする. 以下では簡単のために mu = 1とするが, mu > 1の場合についても同様に示せる.





であるから, N !1のとき kk ! 0となることをいうには, 8z 2 Unに対して kzkZn !
0となること, すなわち任意の f 2 	に対して一様にf^()  f()
Kn
! 0 (3.29)






f^ (i)()  f (i)() ; (3.30)
と定めるとき, 式 (3.29)の左辺は max
k








と表現するとき, その構成から明らかに, 最初の n+ 1項の係数 ~ai は f (i)(k)と一致してい





(j   i)! ~aj(   k)
j i (3.31)
となる. 低次のべきから数えて, 最初の n + 1   i項を S1(), 残りを S2()とおく. ここで
f (i)()の k におけるテイラー展開を考えると, 先の性質から先頭の n+1  i項は S1()と




z を導入しよう*3. いま f = J g であるから f と g は










(n  i+ 1)! (   k)
n i+1; (3.32)
となる c 2 (k; )が存在するので, この cを c()と書き, 右辺第 2項である剰余項を ~R()
で表す. いま f , g の同一性から f (i)() = g(i)(), (i = 0;    ; n) なので, 式 (3.32)の左辺は
f (i)(), 右辺第一項は S1()に等しい. これを用いると, f の i階導関数における近似誤差をf^ (i)()  f (i)() f^ (i)()  S1()+ f (i)()  S1()
= jS2()j+
 ~R() (3.33)





z = CeAx+ ~F22u (3.34)
(kzkZn = kxk+ kukKn  1)と表されるのであった. 右辺の第 1, 2項それぞれ g1, g2 とし





2 j kukKn  1
o
, (i = 0;    ; n + 1)の




1 j kxk  1
o
の一様有界性も明らか. ゆえに, g(n+1) j kzkZn  1	 の一様有界性がしたがう. すなわち
8z 2 Un に対して式 (3.34)より生成される任意の g についてg(n+1)()  K1; 8 2 [0; h); (3.35)
*3 実質的には f は n+ 1回微分可能だが, 形式上 f 2 Cn[0; h)としており, f (n+1)()という表記は望まし
くない. そこで (若干迂遠ではあるが), g の導入によりこれを回避している.
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を満たす定数K1 > 0が存在する.

































である. 係数全体 fajg は線形方程式 (3.11) に従うが, jS2()j の評価には, その後半部
faj jj = n + 1;    ; 2n + 1g =: aの各要素の大きさの見積もりが必要である.　一方, 前半
部 aj , j = i;    ; n は f^ (i)() のテイラー展開係数と関係づけられるので, その誤差評価と











である. また式 (3.32)は  = k+1 においても成立し

















を得る. 各 iに対する条件式をまとめると, 線形方程式
















375 ; M =
264 n+1P0    2n+1P0::: : : : :::
n+1Pn    2n+1Pn
375 :
が得られる. ここで行列M は, 式 (3.10)の行列 V の行を並べ替えて, 以下のようなブロッ






; V11 = diag [0P0; 1P1;    ; nPn] :
いま V が正則であるからM も正則である. このとき, 式 (3.35)より, 式 (3.43)の w の各
要素の絶対値はK1 より小さいので, k wk  K1
p




(min(M)はM の最小特異値)とすると, 式 (3.42)より
kak = kM 1 wk (h0)n+1
 kM 1kik wk (h0)n+1  K2(h0)n+1
となる. したがって, j = n+ 1;    ; 2n+ 1に対して, jaj j  kak  K2(h0)n+1 となる. で
は S2()の大きさを評価しよう. いま N > h (h0 = h=N < 1)と仮定すると, 式 (3.38)で与










が成り立つ. ただし式 (3.38)において, ((   k)=h0)j i < 1, 8 2 I^k, 8j  n+ 1, 8i  n
であることを用いた. さらに i  n, j  n+ 1なので, jPi  jPn および (h0)n i+1 < h0 で
ある. したがってK3 =
P2n+1
j=n+1(jPn)K2 とすれば, すべての iと  2 I^k に対して
jS2()j  K3h0 (3.44)
がいえる.
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一方, 剰余項については, 先と同様に式 (3.35)から, 0から nの各 iとすべての  2 I^k に
対して  ~R()  K1
(n  i+ 1)! (h
0)n i+1
であるので, iによらず  ~R()  K1h0 (3.45)
となる. つまり, 式 (3.33), (3.44), (3.45)より, すべての f 2 	と 0から nまでの i, すべ
ての  2 I^k に対して f^ (i)()  f (i)()  (K1 +K3)h0
である.ここで K := K1 +K3 とすれば, 定義 (3.30)より e(k)  (n+ 1)Kh0. これまでの
議論は kに依存しておらず, これはすべての 0から N   1の kについて成り立つ. したがっ
て, ある  > 0が与えられたとき, 区間分割数 N を max(N1; h), N1 := dh(n+ 1)K=e よ
り大きくすれば仮定 h0 < 1は満たされ, かつ h0 < h=N1 より, e(k) < , 8k, 8f 2 	. すな
わち, 式 (3.30)を介して式 (3.29)が成り立つ.
以上の結果から, ここで考えている近似手続きの妥当性を以下のように示すことができる.
定理 3.6 より, F はコンパクトである. 定理 2.17 より原点を中心とする任意の半径  > 0
の円でスペクトルを分割するとき, 円外の固有値は F の定義 2.18の意味で有限固有値系を
なす. また定理 3.7より, 離散近似に伴う摂動は分割数 N !1としたとき, generalized
sense で零に収束する. よって摂動 に対して F の有限固有値系は連続, つまり N を増加
させると, Fg の有限固有値系は F のそれに漸近する (定理 2.13, 定理 2.19).
3.4 行列表現
前節の結果より, 区間の分割を十分細かくするとき, Fg の非零の固有値は, F のそれに漸
近する. 一方, 作用素の順序変更をおこなっても非零のスペクトルの要素は不変であるから,
ここでは Fg に代えて, I(Sg)FI(Hg) なる作用素を考える. この作用素は行列によって与え
られるため, その固有値を標準的な数値計算法によって求めることができる. 定義域の滑ら
かさを表す任意の n 2 N0 と, 任意の区間分割数 N 2 Nに対する当該作用素の行列表現は,
以下のように与えられる.
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0(1 )Bd; j = 0;    ; 2n+ 1;
cM =  M0 M1    M2n+1  ; bQ = h0cMV  1D;
Q0 Q1    Q2n+1









37775 ; ~F22 =
266664








N 2    I 0
377775 ;
8>><>>:
Tl = Ql +A
0
dQl+1;
Rl = blockdiag [Ql; IN 1 

































0mu(N+1)    0 0
IN+1 










証明. データベクトル d 2 Rmu(n+1)(N+1) から生成される区分的多項式を ~u() とする. 定


























; y = Sgy(); (3.47)
























間の補間条件に対応する v を v(k)で表すとき, 式 (3.12)より a = V  1Dv(k) で与えられ







 l 1 bQv(l)) ; (3.50)



















































3775 ; i = 0;    ; n
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を得る. データベクトル v() と d の対応を考慮すると, 式 (3.50), (3.53) より式 (3.46) を
得る.
行列表現 (3.46)は, n = 0および n = 1とすると, それぞれ先行研究における FSFFOH
法, FSFHI法の結果と一致する.
なお A0d, Mj , j = 0;    ; 2n + 1の値は, 行列指数関数を用いて以下のように計算できる
[52]. 行列 A, B に対して
U =




とし, Jj 2 Rnxmu , j = 0;    ; 2n+ 1を












0(1 )Bd = j!Jj ;
j = 0;    ; 2n+ 1である.
3.5 数値計算による検討
本節では, 数値例を通して, まず提案法の計算誤差の収束性を確認する. さらに, 高次ホー
ルド近似の次数を変化させたときの計算効率の挙動について検討する.
ホールド多項式の次数に対応したそれぞれの関数空間において, 提案法が数学的に妥当な
近似になっていることは, 第 4節で示した. これに加えて, 異なる空間上で定義されたモノ
ドロミ作用素の非零スペクトルに関する数学的性質 [54]が重要である. 一般の作用素におい
ては定義域が異なればそのスペクトルも異なりうるが, 参考文献 [54]は C0[0; h), C1[0; h),
L2[0; h), L1[0; h)上のモノドロミ作用素 F について, その非零スペクトルが, F の定義さ
れる関数空間に依存しないという特徴を明らかにしている. 同様の議論を Cn[0; h)の場合に




第 4節の議論は, 区間分割数の増加に対する作用素 Fg, または行列 Fg の非零スペクトル
の真値への収束を理論的に保証する. この結果からは誤差上界や収束速度等を見積もること
はできないが, 少なくとも計算誤差の漸近的な挙動が正しいことを, 簡単な例を用いてまず




について考える. いま y(t) = x(t) とすると, A =  1=2, B =  1, C = 1 である.
h = 4
p
3=9のとき, 系は安定限界となることが分かっており, そのときの F のスペクトル
半径は 1, 単位円周上の固有値は  1=2 jp3=2である. 単位円周上の固有値の一方を , 近
似計算で得た対応する値を 0 とし, 誤差 E を E = j  0j と定める. 補間多項式の次数を
np で表すことにする. 空間 Cn[0; h) 上の F を考えるとき, 対応する次数 np は 2n + 1 と
なる.
Fig. 3.2は, 倍精度浮動小数点演算を用いた際の, np = 3; 7; 13 に対する分割数 N と誤差
E の関係を示している. 座標軸は両対数であるので, 理論に従うならば (N が大なるとき)
グラフは右下がりになることが期待される. これに対して, 近似誤差が 10 10 を下回るあた
りまでは, N の増加にともなって誤差 E が単調に減少しているが, 誤差がそれよりも小さ
い領域では傾向がはっきりしなくなっている. この領域は倍精度浮動小数点演算の精度限界
（Machine Epsilon）（10 15 程度）に近く, このことが誤差の頭打ち傾向の一因となりえる.





























Fig. 3.2: 3, 7, 13次近似による近似誤差
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cision Arithmetic:VPA)を用いて同一の計算をおこなった. Fig. 3.3に有効桁数 50桁*4 の
場合の np = 3; 7; 13に対する計算結果を示す. いずれの np においても, 分割数の増加とと




行列 Fg は nx +mu(n + 1)(N + 1) 次の正方行列である. いま nx, mu は問題設定によ
り固定されるので, N が同じであるとき, 高次ホールドの使用によって n が増加すれば行
列表現の次数は増加する. しかし, 同レベルの計算精度要求に対して, n が増加しても分
割数 N が少なくてすめば, 結果的に行列の固有値計算の負荷が少なくなり, 計算効率も向
上する可能性がある. 例えば, Fig. 3.3 において, 誤差レベル E < 10 10 を要求したとき,
np = 3, 7 で必要な分割数をそれぞれ N = 100, 4 と見積もると, np = 7 に対する行列 Fg
のサイズは np = 3のときに比べて n+ 1が 2倍（2 ! 4), N + 1が約 1=20倍 (101 ! 5)
なので, 約 1=10 となる (nx = mu = 1). また E < 10 20 で np = 7, 13 を比較しても,








前小節では数値例を通して, 一定の誤差レベルを目標とするとき, 近似次数 np を増加させ
て固有値計算に用いる行列 Fg の次数を削減できる場合があることを示した. これは先行研




には n N であり, （同程度の計算精度を要求した場合）nを増加させたときの N の減少
割合が大きいため, 結果的に行列の次数が小さくなる. ところが近似の次数が増加し, 例えば




計算時間を計測し, 近似次数と計算効率の関係を調べる. 文献 [30]と同様, 以下の 2次元の
むだ時間系を取り上げる.
















この系は, hに関する区間安定性を有し, h 2 ((4k+1)=4; (2k+1)p30=12); k = 0; 1; 2
のとき安定となることが分かっている. むだ時間長 hが安定区間の端点にあるときの F の
単位円周上の固有値は, j (h = (4k + 1)=4)
 1 j0 (h = (2k + 1)p30=12) ; k = 0; 1; 2
となる. 先の例題と同様に, h = 5
p
30=12のときの単位円周上の固有値に対する絶対誤差
E を評価する. 補間多項式の次数 np を 3から 21次まで変化させ, 近似誤差が 10 6 以下と
なる最小の分割数 N を求めた. なお, 標準的な意味での計算速度を比較するために, 誤差レ




行列 Fg のサイズ, 計算所要時間 (1000 回の試行の平均値) をまとめると Table 3.1 のよう
になる. 使用した計算環境は, OS: Windows 7, CPU: i7-4790 3.60GHz, Memory: 16GB,
Software: Matlab r2014a であり, 浮動小数点演算は倍精度でおこなった. 固有値計算の対
象となる行列のサイズは, 近似次数 np の増大につれて小さくなりやがて増加傾向に転ずる.
一点 np = 17だけを例外的な値とすれば, おおむね前述のシナリオと整合する挙動といえる.
次数 np = 17の場合を例外的と考える根拠は以下のとおりである. 分割数 N が小さくなる
と, N の単位変化に対する誤差の変化幅が大きくなり, 結果的に同一の誤差レベルとはなら
ないことが起こりうる. 実際, np = 17のときの誤差 E は突出して小さい. この量子化の影
響による誤差レベルの不均一によって, np = 17のときの行列サイズは, ある意味で必要以
上に大きくなっており, これが行列サイズの不規則な変化もたらしたのではないかと考えら
れる.
Fig. 3.4 は, 近似次数の増加に伴う計算時間の変化を表現している. 見やすさのために,
np = 3のときの計算時間との比を片対数グラフで表示した. 計算時間は np = 9で最小とな
り, その後は漸増する. 一方, 行列サイズは np = 19のときが最小であったので, 両者の (下
側の）ピークにはずれが生じている. 固有値計算に先立って行列 Fg を構成するための処理




np N E size time
3 105 9:46 10 7 214 1:44 10 1
5 25 8:23 10 7 80 6:94 10 3
7 11 8:88 10 7 50 4:13 10 3
9 7 4:00 10 7 42 3:92 10 3
11 5 1:66 10 8 38 4:05 10 3
13 4 5:07 10 8 37 4:36 10 3
15 3 6:71 10 8 34 4:75 10 3
17 3 1:52 10 9 38 5:22 10 3
19 2 6:02 10 8 32 5:53 10 3































法を考えるにあたって, まず各関数空間 Cn[0; h) での近似手続きの妥当性の証明を与えた.










閉ループ極の解析については検討がなされている [38]. とくに 1.3節で述べたように状態予
測制御系の閉ループ極は, むだ時間分の入力も状態と見なした拡大系にもとづき, Ad+BdFd
の固有値と入力次数mu, 遅延ステップ数 D により重複度muD の原点極で構成されること
が示されている [37, 39]. すなわち, これはむだ時間長に対応した極が閉ループ内部に残っ
ていることを意味している.
一方で, 連続時間の入力むだ時間系に対して状態予測制御 (有限極配置) を用いると,





影響があると考えることが自然であると考えられる. 別の文献 [8] では A+BF の固有値以




本章の構成は次の通りである. まず, 第 1節で問題設定について述べ, 第 2節でレゾルベ
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ントを具体的に求め, そこから抽象的微分方程式を導出する. 第 3節にて, 抽象的微分方程




_x(t) = Ax(t) +Bu(t  h); h 2 R+; (4.1)
x() 2 Rnx , u() 2 Rmu , A 2 Rnxnx , B 2 Rnxmu に対して, 状態予測制御を適用した閉
ループ系の作用素表現を導出し, そのスペクトルを示す. ただし, 対 (A;B)は可制御, すな













クトル解析について述べている. そこで以下では, [7] を参考にしつつ状態予測制御系の閉
ループ系を表現する作用素を導出し, そのスペクトルを求める.
入力むだ時間系 (4.1)式に対し初期条件 x(0) = x0, u() = f0(),  2 [ h; 0)が与えられ
るとする. ただし, x0 2 Rnx , f0() 2 L2([ h; 0);Rmu)である. このとき, (4.1), (4.2)式か
らなる閉ループ系の状態遷移に関する半群表現を考える. 以下のように内積を定義したヒル







































定理 4.1. T (t)は次の性質を有する.
1. 任意の t  0に対して T (t)はH上の線形作用素である.
2. T (t)はH上の強連続半群となる.
定理 4.1の証明は Curtainら [7]の Theorem 2.4.4 とほぼ同様であるため省略する.
4.2 抽象的微分方程式表現の導出
T (t)の無限小生成生成作用素 Aをそのレゾルベント (I  A) 1 を経由して特徴づける.
一般にレゾルベントについて次の補題が知られている.
補題 4.2. [[7]] T (t)は Aにより生成される強連続半群であり, その成長上限は !0 とする.






補題 4.3. (4.3)式で定義された強連続半群 T (t)とその無限小生成作用素 Aについて考え












で与えられる. ただし,  2 [ h; 0],







e x()d + e h [()] 1 x(h) (4.7)
() = I  A BF;  2 C; (4.8)
x() = eAcx0 +
Z 
0
eA( )Bf0(   h)d (4.9)
である. また, 次の関係を満たす.
 = x0 +A+B ( h) (4.10)
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() =  ()  u();  2 [ h; 0] (4.13)
の解であることがわかる. 上式を定数変化法を用いて解くことで,


















e t [Ax(t) +Bu(t  h)] dt
= x0 +A+B ( h) (4.15)
を得る. 上式に式 (4.14)を代入すると


















































































Ah(I  A  e AhBFeAh) 1 (4.22)
22 = 21e
 AhB + I (4.23)
を得る. いまM()について
(I  A)M() = e AhB   eshB (4.24)
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に注意すると
I  M()FeAh = (I  A) 1  I  A  e AhBFeAh+ e hBFeAh	
となる. 上式を式 (4.20)に代入すると, 11 は
(I  A) 1 I + e hBF (I  A BF ) 1eAh	





eAte tdt = (I  A) 1(I   e heAh) (4.26)
式 (4.24), (4.25)より
11e
 AhB =M() + e h(I  A BF ) 1B
であるため, 12 は
12 = e
 h(I  A BF )B (4.27)
で与えられる. ここで, 式 (4.25), (4.26), (4.27)を用いて  = 1 + 2 と分割する. 1, 2
はそれぞれ
1 =N() (BV () + x0)
2 =e
 h(I  A BF ) 1 eAh(BV () + x0) +BFW ()	
である. 式 (4.1)の両辺に e t を掛け, tに関して区間 [0; h]で積分し整理するとZ h
0
x(t)e tdt
= (I  A) 1 x0   e hx(h) +BV ()	
= N()x0   e h(I  A) 1
Z h
0
eABu( )d + (I  A) 1BV () (4.28)
となる. また,
N()BV () =(I   e heAh)(I  A) 1BV () (4.29)
W () =(I  A) 1
Z h
0
eABu( )d   (I  A) 1eAhBV () (4.30)
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x(t)e tdt+ e hW () (4.31)
と書き換えることができる. 次いで 2 について考える.
(I  A BF ) 1BF =  I + (I  A BF ) 1(I  A) (4.32)
であることに注意し, 式 (4.30)より, 2 は
e h(I  A BF ) 1eAh(BV () + x0)
+ e h
 I + (I  A BF ) 1(I  A)	W ()







=  e hW () + e h(I  A BF ) 1x(h) (4.33)
となる. よって式 (4.31), (4.33)より式 (4.7)を得る.
また, 式 (4.22)について
eAh(I  A e AhBFeAh) 1 = (I  A BF ) 1eAh
に注意すると
22 = F (I  A BF ) 1B + I (4.34)
と書ける. 式 (4.32), (4.30), (4.34)より
22FW () =F (I  A BF ) 1
(Z h
0
eABu( )d   eAhBV ()
)
であるから,  (0)は
21(BV () + x0) + 22FW ()







= F (I  A BF ) 1x(h) (4.35)






















2 H j f0は絶対連続; df0
d





























2 H j f0は絶対連続; df0
d










このとき, (4.3) 式で与えられる強連続半群の無限小生成作用素 A と ~A が等しいことを
示す. いま, 補題の結果を満たす十分大きな  について考える. (I   ~A) の逆作用素が












































































































となる. 上式より fi0() = efi0(0) と (I   A)xi0 = Be hfi0(0) を得る. このとき,














= eAh(e(I A)h   I)(I  A) 1(I  A)xi0
= (eh   eAh)xi0
と書けるため f0(0) = Fehxi0, したがって f0() = Fe(h+)xi0 となる. これより
xi0  Axi0  Bfi0( h) = (I  A BF )xi0 = 0 (4.41)
となるが, いま  は十分大きく, () は可逆であるため, xi0 = 0 である. また, fi0() =
Fe(h+)xi0 = 0となるため仮定に反する. つまり, (I   ~A)は単射である. よって A = ~A
となる.
4.3 閉ループスペクトルとそのダイナミクスへの影響




定理 4.5. 作用素 Aのスペクトルは
(A) = p(A) = f 2 C j det(()) = 0g






であり ()x0 = 0となる.











とする. このとき, det(I   A   BF ) 6= 0を満たす  2 Cに対して, Q は H上で有界作
用素となる. また, そのような について
(I  A)Q = I
が成り立ち, (I   A) は単射である. したがって, Q は A のレゾルベントである. また,
f 2 C j det(I  A BF ) 6= 0g  (A)である.
ここで, det(()) = 0であり, あるベクトル  2 Rn が存在して
(I  A BF ) = 0 (4.42)





























































であるため, f0() = ef0(0) である. したがって f0( h) = e hf0(0) であり, これを
(4.44)式の第 1要素に代入することで
Behf0(0) = (I  A)x0 (4.46)
















よって f0() = Fe(+h)x0 である. これより,
Ax0 +BFx0 = x0 (4.47)
であるから, ()x0 = 0となる.























表わされることがわかる. L2[ h; 0)上のボルテラ作用素はコンパクトであるから [44], レゾ
ルベント作用素はコンパクトとなる. また, 定理 2.12より, (I   A) 1 は有界作用素であ
るため閉作用素である. したがって (I  A)も閉となるから, Aは閉作用素である. つまり
Aは閉作用素かつコンパクトなレゾルベントをもつため, そのスペクトルは孤立した固有値




定理 4.6. 拡張複素平面における Ai のスペクトルは
^(Ai) = p(Ai) [
n




証明. 定理 4.5より (Ai) = p(Ai)  ^(Ai)である. また明らかに Ai は H上の非有界作
用素であるから, 定理 2.16より  = 1は (I   Ai) 1 の真性特異点となる. いま, (4.48)
式よりレゾルベントは無限遠点に対する極限のうち limRe[]! 1(I   Ai) 1 の場合に非
有界となることが簡単にわかる. したがって,
n




したがって, 連続時間状態予測制御系の閉ループ極は指定極 (A + BF ) 以外も (拡張複
素空間上で) 存在することを示した. 本節の最後に無限遠点の極がどのように閉ループダイ
ナミクスに影響するのか考察する. 定理 4.3の証明より次の系を得る.
系 4.7. いま, x(0) = x(0),
x(t) = eAtx(0) +
Z t
0
eA(t )Bu(   h); (4.50)









また, 初期条件を考慮した Z 変換により, 系 4.7の離散時間系に対する定理を得る.
定理 4.8. いま, xd(0) = xd(0),







 i + z D(zI  Ad  BdFd) 1xd(D)z: (4.53)
となる.
したがって離散系のダイナミクスは有限インパルス応答 (FIR) 部分とむだ時間要素か
かった無限インパルス応答 (IIR) 部分の和で構成されることがわかる. FIR部分は初期条件






用することは困難である. したがって, ここでは Solution Operator (SO) アプローチによっ
て A のスペクトルを数値計算することを考える.
4.4.1 状態予測制御系に対する SOアプローチ












で表される. このとき, 空間 L2([ h; 0);Rmu) を RmuN で近似, すなわち fi := f( ih0),
i = 1;    ; N としたときの T (h0)の行列近似表現をもとめる.
















 A0dx(0) +B0dfN (4.55)
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となる. また, 制御入力は
























とするとき, TN は nx +muN 次の正方行列であり,
TN =
266666664






d       F (A0d)(N 1)B0d
0 I 0       0
0 0 I 0 0
:::
::: 0
: : : 0 0
0 0 0 I 0
377777775
(4.59)
で表される. この行列 TN の固有値により, 解作用素 T のスペクトルの近似値を計算できる.
スペクトル写像定理 [56] より, TN の固有値を  とすると, Aの固有値  の近似値 は







_x(t) = x(t) + u(t  h); (4.61)
ただし, むだ時間長は h = 0:1とする. フィードバックゲイン F は  3とし, 状態予測制御
による閉ループ極は  2に設定する. ここでは, 解作用素 T を N = 49として上記の近似法
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を用いる. また, ここでは計算精度が重要であるため 3章と同じく VPAを用い, 有効桁数は
100とした.
Fig. 4.1(a)より, 固有値は単位円近くに 1つあり, その他は原点付近に集まっていること
が確認できる. 前者が状態予測制御によって任意に配置した極, 後者が自動的に配置される
極に対応している. したがって, Fig. 4.1(b) では, A の固有値の近似値は状態予測制御に
よって指定した  2と残りは実部が-2600付近に分布することが見て取れる. このとき, 自動
的に配置される極は有限領域に存在しているが, 指定極と比べて複素平面の十分左側に分布
するためむだ時間経過後のダイナミクスにはほとんど影響しないと考えられる. また, 有効
桁数と区間分割数 N を増やすことで  1方向に近づけることができる.
4.5 本章のまとめ
本章では, 連続時間における状態予測制御系の状態空間表現である抽象的微分方程式表現
を導出した. また, そのスペクトルを求め, 無限遠点に A + BF の固有値以外のスペクトル
の要素が存在することを明示した. 指定極以外のスペクトル要素が閉ループ動特性にどう影
響を与えるかについても検討し, 時間遅れに対応していることを示した. そして, 閉ループ系
のスペクトル分布を数値例によって確認した.
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た拡張手法が提案されている. そのゲインは式 (1.25) で与えられており, 遅延ステップ数
D = 1とすれば, このときの制御則は次のように変形できる*1.
ud(k) = (FdAd  M0F )xd(k) + (FdBd +M0)ud(k   1)
= Fdxd(k + 1) +M0 fud(k   1)  Fdxd(k)g : (5.1)
上式の第 1項は通常の状態予測制御である. 第 2項は 1ステップ前の制御入力と現在の状態
から推定できる実際の入力の誤差を評価している. したがって, 制御則 (5.1) は状態の予測
値と実際の応答の誤差を反映する構造を有すると解釈できる.
しかしながら, この自由度が閉ループ特性に対してどのように影響するのかは検討されて
おらず, 連続時間系に対しての拡張法も提案されていない. そこで本章では, 離散時間の場合
のアナロジーに基づき, 連続時間における拡張状態予測制御則の導出をおこない, そのロバ
スト性について検証する.
本章の構成は次の通りである. 第 1節で, 提案法である連続時間拡張状態予測制御を導出
し, その閉ループ極について解析する. 次いで第 2節ではむだ時間長にミスマッチがあった
場合のロバスト安定解析法について述べる. そして第 3節にて, 数値計算により提案法を用
いた場合の閉ループ極を確かめるとともに, ロバスト安定性について検討する. 第 4節にて
本章をまとめる.
*1 D > 1に対する拡張も容易であるが, ここでは省略する.
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5.1 A+BF の固有値以外の閉ループ極配置法
本節では, 離散時間系に対する制御則 (5.1) の連続時間系に対応するものを導出する. 次
の連続時間入力むだ時間系について考える.
_x(t) = Ax(t) +Bu(t  h); h 2 R+ (5.2)
ただし, x 2 Rnx , u 2 Rmu , A 2 Rnxnx , B 2 Rnxmu and であり, 初期条件は
x(0) = x0;
u() = ();  2 [ h; 0);  2 L2([ h; 0);Rmu):
とする. また対 (A;B)は可制御であり, A+BF が Hurwitzとなる安定化ゲイン F が存在
する. ここで, 式 (5.1)に対するアナロジーに基づき連続時間制御則








eA(t )Bu()d + ~Mu(t  h); (5.3)
について考える. ここで, ~M 2 Rmumu は新たな設計の自由度である. このとき, 制御則
(5.3)において ~M = 0とすると通常の状態予測制御になることに注意されたい. 次の定理に
示すように, この制御則は  1に存在する極 (の一部分) を有限の領域に移動させることが
できる.
定理 5.1. 式 (5.2), (5.3) により構成される系の閉ループ極は以下の特性超越方程式の根に
よって与えられる.
jsI  A BF jjI   ~Me hsj = 0: (5.4)
証明. 閉ループ系式 (5.2), (5.3)を初期値が零の仮定のもとでラプラス変換すると,








I   FN(s)B   e sh ~M

U(s) = 0; (5.6)
を得る. ただし, N(s) = R h
0
e(A sI)tdtであり






 (FeAh   ~MF ) I   FN(s)B   e sh ~M

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sI   ~A  e shB
0 I   e sh ~M

; (5.10)
を得る. ただし, ~A := A+BF である. したがって, 式 (5.10)より式 (5.4)を得る.
式 (5.4)より, A+BF の固有値以外の閉ループ極は jI   e sh ~M j = e shjeshI   ~M j = 0







fln jj+ (arg+ 2`) jg ; (5.11)
(` = 0;1;2;    ) となり, 式 (5.4) を満たすことがわかる. したがって, 制御則 (5.3) に
よって虚軸に平行な無限個の極を配置できたことがわかる. これより, 明らかに閉ループ系
が安定であるための必要十分条件は A + BF が Hurwitz, かつ ~M が Schur となることで
ある.
D = 1に対応する離散時間系に対する制御則 (5.1)はM0 の固有値により原点極を動かす
ことができる. このとき, M0 については (閉ループ系が安定となるために Schur であるこ
と以外は) 制限がなく, 任意に極配置をおこなうことができる. これとは異なり, 連続時間の
場合は  1に閉ループ極が残り続け [55], さらに新たに配置した極も完全に自由に配置する
ことはできない. しかしながら, この新たな設計の自由度は状態予測制御の性能を向上させ




上でも述べたとおり, ここでは閉ループ系 (5.2), (5.3) のロバスト安定性について述べる.
とくに, 参考文献 [34, 35]に基づき, 時間遅れ長 hの摂動に対するロバスト性について論ず
る. ここでは A + BF は Hurwitz, ~M は Schurであると仮定し, 次の摂動  2 Rを含む制
御対象について考える.
_x(t) = Ax(t) +Bu(t  h  ): (5.12)
また簡単化のために, 単入力系, すなわち B 2 Rnx1 とする. 定理 5.1の証明と同様の手順
で閉ループ安定性について特徴づけると,



















(e sh ~M   1) 1(FeAh   ~MF )(sI   ~A) 1Be sh; (5.14)
Q(s) = e s   1: (5.15)
として, 式 (5.13)は
jsI   ~Ajj1  e sh ~M jj1 + P (s)Q(s)j = 0 (5.16)
と整理することができる. 仮定より, 閉ループ系のロバスト安定性は
1 + P (s)Q(s) = 0: (5.17)
の根に依存する. この安定解析には, ナイキストの定理を用いる. P (s)Q(s) は無限遠点
に真性特異点をもつことからナイキストの定理を用いるためにはナイキスト経路上での
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P (s)Q(s) の挙動に注意する必要がある. いま, P (s) は安定な伝達関数にむだ時間要素
を掛けたもの, Q(s) は指数関数であることから半径無限のナイキスト経路の半円上では
P (s)Q(s) ! 0 となる [34]. P (s), Q(s) はどちらも安定であるから, 開ループ伝達関数
P (s)Q(s)に対する直結フィードバック系が安定であるための必要十分条件はナイキスト軌
跡が  1 + j0を回らないことである.
閉ループ系が安定限界, すなわち
1 + P (j!)Q(j!) = 0; (5.18)














る. したがって, P (j!) がこの直線と交差することがなければ, 式 (5.18) を満たす ! は存
在しない. これはむだ時間長に対する摂動  に依存せず系が安定となることを意味する. 次
に P (j!)が直線と交差する, つまり系が不安定となる  が存在する場合について検討する.
! 2 [0;1)としたとき, ある 1点でのみ 2つの軌跡が交差したとする. その交点における角







= Im[P (j!1)]: (5.19)
三角関数 cot(=2)は区間 (0; 2)では単調かつ連続, かつ周期 2の周期関数であり, その値
域は ( 1;1)をとる. そのため, 式 (5.19)を満たす は無限個存在する. ここで, 式 (5.19)
の解のうち, もっとも絶対値の小さい正と負の をそれぞれ 1 と 1 とする. このとき,
 = 1=!1;  = max( h; 1=!1);
とすると, むだ時間のミスマッチ  2 (; ) に対して, すべての ! 2 Rは式 (5.18)を満たさ





まず, 状態予測制御と提案法の極配置結果を数値計算により確認しよう. ここでは 4章と
同様の不安定なスカラシステムについて考えよう.
_x(t) = x(t) + u(t  h); (5.20)
ただし, むだ時間長は h = 0:1 とする. フィードバックゲイン F は  3 とし, 状態予測制
御による閉ループ極は  2 に設定する. 通常の状態予測制御と提案法に対応する ~M = 0,
~M = 0:2の場合について検討する. 閉ループ系の無限小生成作用素 A のスペクトルを計算
するために, 前章で導出した SO アプローチを用いる. 連続時間のむだ時間バッファを離散
化することにより, 解作用素 T (t)を行列 TN 2 R5050 に近似する. 数値計算には 3章と同
じく VPAを用い, 有効桁数は 100とした. また, 無限小生成作用素Aと強連続半群 T (t) の
スペクトルの関係は
(T (t))nf0g = et j  2 (A)	 ; t  0:
によって特徴づけられる [56]. Fig. 5.1 の (a) と (b) はそれぞれ解 T (t) と無限小生成作用
素 Aの近似固有値を示している. ~M = 0のとき, T (t)のひとつの固有値が 1 + j0の近くに
あり, それ以外は原点付近に密集していることがわかる. 前者は A+BF 2 (A)に, 後者は
 1に分布する極 (Fig. 5.1 (b)の範囲の外) にそれぞれ対応している [55]. ~M = 0:2の場
合については, 単位円の内側に円状の新たな T (t) の固有値が現れている. これは式 (5.11)
より, Aの固有値  16:09 + 20`j, ` = 0;1;2;    に対応している. どちらの場合も, 設
計通りに閉ループ極  2をもつことが確認できる.
5.3.2 ロバスト安定性
次に, Fig. 5.2に示す台車型倒立振子系について考える. ただし, xは台車位置,  は振子
の鉛直方向からの傾き角度を表す. 台車は速度フィードバックが施された DCモータにより
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(a33; a42; a43; a44) = ( 250:1; 36:77; 937:8; 0:035);
(b3; b4) = (99:49; 373:1); h = 0:05:
である. 状態予測制御におけるフィードバックゲイン F は LQにより設計をおこない, その
重み係数は以下のように与える.
Q = I4; R = 10:
以上の条件で, ~M = 0;   0:5 について時間遅れ長ミスマッチに対するロバスト安定余
有を見積もる. 両ケースに対する P (j!) のナイキスト軌跡を Fig. 5.3 に示す. これより,
! 2 [0;1)で Re[s]=1/2との交点をひとつもつことがわかる. 前節のロバスト安定解析法
より, ミスマッチの余有は次のようになる.
  0:050 <  < 0:078; ( ~M = 0);
  0:050 <  < 0:081; ( ~M =  0:5):
したがって非零の ~M ,すなわち提案法によってロバスト性が向上したことがわかる. Fig. 5.4
にミスマッチ  = 0:07, 初期条件 x(0) = [0 =180 0 0]T としたときの  の時間応答を示す.























Fig. 5.3: ナイキスト軌跡 P (j!)












Fig. 5.4: 時間応答 
5.4 本章のまとめ
本節では, 連続時間の入力むだ時間系に対する拡張状態予測制御を導出した. 離散時間の
場合のアナロジーより, この制御則は A+BF に対する極配置を保ったまま,  1に存在す
る閉ループ極の一部を虚軸に平行な直線上に動かすことができる. その極配置結果は, 数値
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制御則の拡張について考えた. まず, 遅れ型むだ時間系に対して検討し, そのシステム表現の
１つであるモノドロミ作用素の近似法について, 従来法を含む一般的な高次ホールド近似を
用いた方法を提案した. 具体的には, 摂動論に基づき, 高次ホールド近似を用いた場合の近似
手続きの数学的な妥当性を示した. その後, スペクトルを近似計算するための近似行列表現
の一般形を導出した. また, 従来よりも高い次数の近似を用いることにより, モノドロミ作用
素のスペクトルの近似計算を高精度化かつ高速化できる場合があることを示した.
次いで, 入力むだ時間系に対し状態予測制御を適用した際の閉ループ系について抽象的な
微分方程式表現を陽に導出した. この表現に基づいて, 指定極以外は  1に分布することを
明示し, 数値例により確かめた. また閉ループダイナミクスについて考察し,  1の極は閉
ループ系が有限次元系のように振る舞うまでの遅れに対応して存在していることを示した.
さらに, 離散時間状態予測制御の拡張法のアナロジーにより, 連続時間において  1の極




しかし, 本論文の残す課題は多い. モノドロミ作用素表現については, 遅れ型のみならず中





また, 上記の理由によって本論文 4, 5章における状態予測制御系のスペクトル計算ではモ
ノドロミ作用素に基づく方法ではなく SOアプローチを用いた. 厳密には拡張状態予測制御
は  1の極の一部を有限領域に配置しているものと思われるが, 数値例ではすべての極が有




る場合があることを示したが, その具体的な設計方針について議論する必要がある. また, 本
論文では離散時間の 1ステップ遅れの離散時間の拡張状態予測制御のアナロジーにより, そ
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