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ABSTRACT
Fefferman’s Hypersurface Measure and Volume Approximation Problems
by
Purvi Gupta
Chair: Professor David E. Barrett
In this thesis, we give some alternate characterizations of Fefferman’s hypersur-
face measure on the boundary of a strongly pseudoconvex domain in complex
Euclidean space. Our results exhibit a common theme: we connect Fefferman’s
measure to the limiting behavior of the volumes of the gap between a domain
and its (suitably chosen) approximants. In one approach, these approximants are
polyhedral objects with increasing complexity — a construction inspired by sim-
ilar results in convex geometry. In our second approach, the super-level sets of
the Bergman kernel is the choice of approximants. In both these cases, we pro-
vide examples of some (non-strongly) pseudoconvex domains where these alter-
nate characterizations lead to boundary measures that are invariant under volume-
preserving biholomorphisms, thus extending the scope of Fefferman’s original
definition.
viii
CHAPTER 1
Introduction
The transformation properties of Euclidean quantities play an important role in complex
analysis. For example, if sarc and ωd denote the arc-length measure in C and the Lebesgue
measure in Cd, respectively, the identities (under suitable conditions)
F ∗sarc = | det JCF |sarc, (1.1)
F ∗ωd = | det JCF |2dωd, (1.2)
for a biholomorphism F , lead to the construction of biholomorphically invariant objects
such as the Szego˝ projection in C, and the Bergman metric and the Bergman projection
in Cd. Such a transformation law is lacking for the standard Euclidean surface area mea-
sure (or the (2d − 1)-dimensional Hausdorff measure) on the boundary of a domain in
Cd, d > 1. In his paper Parabolic invariant theory in complex analysis (1979, see [12]),
Fefferman observed that the boundary of a strongly pseudoconvex domain does, in fact,
support a measure that satisfies a (1.1)-type condition, when acted upon by biholomor-
phisms. This measure has been used to study Szego˝ projections on CR-manifolds ([17]),
volume-preserving CR invariants, isoperimetric problems (see [15] and [5]) and invariant
metrics ([6]).
As strong pseudoconvexity is a biholomorphically invariant version of strong convexity
(see Part 3. of Proposition 2.1.3), it is natural to ask whether an analogue of Fefferman’s
measure exists in the affine setting. It turns out that such a measure has indeed been studied
in convex geometry. In 1923, Blaschke ([7]) introduced a measure on the boundary of a
strongly convex domain that transforms well under affine maps. In particular, it is invariant
under equi-affine (volume-preserving affine) maps. This initiated a project of characteriz-
ing Blaschke’s measure in ways that did not rely on the smoothness of the convex body in
question. Many of these methods rely on the volume-approxmation approach, a classical
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example of which is the following observation: for a sufficiently regular domain D ⊂ Rd,
lim
δ→0
vol(D)− vol(D[δ])
δ
=
∫
∂D
dsD,
where D[δ] := {x ∈ D : dist(x, ∂D) > δ} and sD is the standard Euclidean or (d − 1)-
Hausdorff measure on ∂D (compare this to Result 2.2.2). This thesis, in a similar vein,
establishes some alternate characterizations of the Fefferman hypersurface measure, so as
to expand the class of domains that fall under its purview.
In Chapter 2, we rigorously introduce the objects of our study. First, we give Feffer-
man’s definition of a measure (on strongly pseudoconvex hypersurfaces) that transforms
tractably under biholomorpisms. This is followed by an introduction to some analogous
ideas from convex geometry that have motivated the work in this thesis. In particular, we
will single out characterizations of the Blaschke surface area measure that seem to resonate
with our goal. Chapter 2 also contains some relevant material on the theory of Hilbert
spaces with reproducing kernels, as these play a vital role both in the methods and the
goals of this work.
In Chapter 3 , we connect Fefferman’s hypersurface measure to the question of poly-
hedral approximation of strongly pseudoconvex bodies. We discuss why it does not seem
reasonable to work with the full set of analytic polyhedra for this purpose, and include a
description — in the guise of Theorem 3.1.1 — of some classes of polyhedral objects for
which such a connection can be made. To give a specific example, our result implies that
Fefferman’s measure on ∂Ω can be completely described in terms of asymptotic estimates
on the volume approximation of Ω by sets of the form
{z ∈ Ω : |KΩ(z, wj)| < mj, j = 1, ..., n} wj ∈ ∂Ω,mj > 0, (1.3)
where KΩ is the Bergman kernel of Ω. The rest of the chapter is devoted to the proof of
our main theorem and its corollaries. Although the proof is technical at times, an intuitive
idea of the combinatorics involved therein can be gleaned from the contents of Section 3.4,
where we cover the model case (Siegel upper half space) of our setup. This particular case
connects up to a tiling problem on the Heisenberg group, which is not only of independent
interest but also seems indispensable in our proof. We elaborate on this in the final section
of this chapter.
Lastly, in Chapter 4, we take motivation from (1.3) to construct measures on the bound-
aries of d-dimensional domains in terms of the super-level sets of their Bergman kernel.
Our construction recovers the Fefferman measure in the case of strongly pseudoconvex
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domains, and produces some interesting results for products of balls. These examples il-
lustrate the possibility of finding lower-dimensional or ‘Hausdorff’ Fefferman measures on
the boundaries of non-smooth domains. In view of our goal to produce invariant quantities,
we end this chapter, with a heuristic approach to constructing Hardy spaces using these
Hausdorff-Fefferman measures.
3
CHAPTER 2
Background material
2.1 Fefferman’s hypersurface measure
We first introduce a notion of convexity that is natural to complex analysis.
Definition 2.1.1. Let Ω ⊂ Cd be given by {ρ < 0}, where ρ is a C2-smooth function in a
neighborhood of Ω and ∇ρ 6= 0 on ∂Ω. Ω is called strongly pseudoconvex if
vtr · HessCρ(z) · v =
∑
1≤j,k≤d
∂2ρ
∂zj∂zk
(z)vjvk > 0 when z ∈ ∂Ω and
d∑
j=1
∂ρ
∂zj
(z)vj = 0.
(2.1)
A domain (possibly non-smooth) Ω ⊂ Cd is called pseudoconvex if it can be exhausted by
strongly pseudoconvex domains, i.e, Ω = ∪j∈RΩj with each Ωj strongly pseudoconvex and
Ωj ⊆ Ωk for j < k.
Remark 2.1.2. The space of vectors v satisfying the final condition in (2.1) is called the
complex tangent space of ∂Ω at z and is denoted by TCz ∂Ω. It is the maximal complex
subspace of TRz ∂Ω — the space of vectors v such that z + v is tangent to ∂Ω at z. The Levi
form of ρ at z,Lzρ, is the Hermitian form HessCρ(z) restricted to TCz ∂Ω.
The following characterizations of strongly pseudoconvex domains give some geomet-
ric insight, and are used often in this dissertation. For a proof, see [16, Section 1.5].
Proposition 2.1.3. Let Ω ⊂ Cd be a C2-smooth bounded domain. Then, the following
conditions are equivalent.
1. Ω is strongly pseudoconvex.
2. There exists a defining function ρ : Cd → R for Ω such that
vtr · HessCρ(z) · v =
∑
1≤j,k≤n
∂2ρ
∂zj∂zk
(z)vjvk > 0 ∀z, v ∈ Cd. (2.2)
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A function satisfying (2.2) is called strictly plurisubharmonic.
3. Ω is locally convexifiable, i.e., for every z ∈ ∂Ω, there is a neighborhood Uz contain-
ing z and a biholomorphic map hz on Uz such that hz(Uz ∩ Ω) is a strongly convex
domain (see Definition 2.2.1).
Related to the Levi form is the Fefferman Monge-Ampe´re operator M on the space of
C2-smooth real-valued functions on Cd, defined by
M [ρ] = − det
(
ρ ρzk
ρzj ρzjzk
)
1≤j,k≤d
.
Its properties are central to our discussion and we collect them as
Lemma 2.1.4. Let ρ : Cd → R be C2-smooth. Then,
(a.) M [ηρ] = ηd+1M [ρ] when ρ = 0, for a C2-smooth η.
(b.) Let F : Cd → Cd be a biholomorphism. Then, M [ρ ◦ F ] = | JCF |2(M [ρ] ◦ F ).
(c.) If Ω ⊂ Cd is strongly pseudoconvex, then M [ρ] > 0 on ∂Ω for any defining function
ρ of Ω such that Ω = {z ∈ Cd : ρ(z) < 0}.
Proof. For claim (a.), let w ∈ Cd be a point where ρ vanishes. Then, we may assume
η(w) 6= 0, else the claim follows trivially. We can now write
− det
(
ηρ (ηρ)zk
(ηρ)zj (ηρ)zjzk
)
z=w
= − det
(
0 ηρzk
ηρzj ηzjρzk + ηzkρzj + ηρzjzk
)
z=w
.
For each j, we can multiply the first row by
ηzj (w)
η(w)
and subtract it from the j-th row, and
then multiply the first column by ηzk (w)
η(w)
and subtract it from the k-th column, to obtain
ηd+1M [ρ](w).
To prove (b.), we set R(z0, z) = |z0| 2d+1ρ(z) for (z0, z) ∈ (C \ {0})×Cd, and lift F to
a biholomorphic mapF : C∗ × Cd → C∗ × Cd by setting
F (z0, z) = (z0/ det JCF (z), F (z)).
Thus, for R˜ := R ◦ F , we get HessCR˜ = JCF · HessCR · JCF tr. As det JCF ≡ 1,
HessCR˜(z0, z) = HessCR(F (z0, z)). On substituting, we find that
R˜(z0, z) = |z0| 2d+1 | det JCF (z)|
−2
d+1 (ρ ◦ F )(z).
5
Moreover, HessCR(z0, z) = cdM [ρ](z) for some dimensional constant cd. Using part 1.,
M [ρ] ◦ F = M [| JCF |
−2
d+1 (ρ ◦ F )] = | JCF |−2M [ρ ◦ F ].
The proof of (c.) relies on the fact that ifA : Cd → Cd is an isometry, i.e., Az = Uz+b
for some unitary U and b ∈ Cd, then
M [ρ ◦ A] = − det
((
1 0
0 U
)(
ρ ◦ A ρzk ◦ A
ρzj ◦ A ρzjzk ◦ A
)(
1 0
0 U
tr
))
= M [ρ] ◦ A.
Therefore, if z ∈ ∂Ω, after an isometry A we may assume that z = 0 and ρzj(0) = 0,
1 ≤ j,≤ d− 1, i.e., {zd = 0} = TC0 ∂Ω, to obtain that
M [ρ](z) = − det


0 0 · · · ρzd(z)
0
Lzρ
∗
...
...
ρzd(z) ∗ · · · ∗
= |ρzd(z)|2 detLzρ > 0.
where Lzρ is the matrix representation of the Levi formLzρ on TCz ∂Ω = {zd = 0}.
Based on these facts, Fefferman defined a (2d − 1)-form on ∂Ω, characterized by the
equation
σΩ ∧ dρ = 4 dd+1M [ρ] 1d+1ωCd ,
where ωCd is the standard volume form on Cd. In view of the following lemma, we call σΩ
the Fefferman hypersurface area measure on ∂Ω.
Lemma 2.1.5. Let Ω ⊂ Cd be a strongly pseudoconvex domain. Then, σΩ does not depend
on the choice of ρ, and for any biholomorphism F on Ω that extends C1-smoothly to a
neighborhood of Ω,
F ∗σF (Ω) = | det JCF | 2dd+1σΩ. (T1)
Proof. Based on the characterizing property of σΩ, we have
σΩ = 4
d
d+1
M [ρ]
1
d+1
||∇ρ|| sΩ,
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where sΩ is the standard Euclidean surface area measure on ∂Ω and ρ is any defining
function of Ω. Independence from ρ follows from part a. of Lemma 2.1.4 and the fact that
∇(ηρ) = η∇ρ when ρ = 0. Property (T1) follows from part b. of Lemma 2.1.4 and the
transformation property of the standard volume form in Cd.
2.2 Blaschke’s surface measure
A set D ⊂ Rd is called convex if, for any two points in D, the line segment joining those
points also lies in D. A compact, convex set with non-empty interior is called a convex
body. If the boundary of a convex body D contains no line segments, it is called strictly
convex. This notion is closely related to (but weaker than) the concept of strong convexity.
Definition 2.2.1. LetD ⊂ Ω be given by {r < 0}, where r is a C2-smooth function defined
in a neighborhood of D and has a non-vanishing gradient on ∂D. D is strongly convex if
vtr · HessRr(x) · v =
∑
1≤j,k≤d
∂2ρ
∂xj∂xk
(z)vjvk > 0 for x ∈ ∂Ω and v ∈ TRx ∂D. (2.3)
If D ⊂ Rd is a C2-smooth convex body, the Blaschke surface area measure on ∂D is
given by
µD = κ
1
d+1 sD,
where κ and sD are the Gaussian curvature function and the Euclidean surface area form
on ∂K, respectively. Under an affine transformation A : Rd → Rd,
A∗µA(D) = | det JRA|
d−1
d+1µD.
This feature of µD makes it very suitable for the purpose of affine geometry, and inspired
several mathematicians to extend the notion of affine surface area to arbitrary convex bodies
(see [23] for details).
We discuss the Schu¨tt-Werner approach (see [28]) which is based on a modification of
Dupin’s notion of a floating body. For a convex body D ⊂ Rd, the convex floating body Dδ
is the intersection of all the halfspaces in Rd whose hyperplanes cut off a set of volume δ
from D. For any x ∈ ∂D, ∆(x, δ) denotes the height of the slice of volume δ cut off by a
hyperplane orthogonal to the normal to ∂D at x.
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Result 2.2.2 (Schu¨tt-Werner). For any d-dimensional convex body,
lim
δ→∞
cd
vol(D)− vol(Dδ)
δ
2
d+1
=
∫
∂D
lim
δ→0
cd
∆(x, δ)
δ
2
d+1
dHd−1(x),
where cd is a dimensional constant andHd−1 is the (d−1)-dimensional Hausdorff measure
on ∂D. The limit under the integral exists almost everywhere, and coincides with κ
1
d+1 when
D is C2-smooth.
This results clearly relies on the natural regularity of convex bodies — a feature that pseu-
doconvex bodies may lack in general. Nonetheless, a floating body approach to Fefferman’s
hypersurface measure has been explored by D. Barrett in [4].
In his paper, Barrett also asks whether Fefferman’s measure can be connected to the
question of polyhedral approximations of pseudoconvex bodies. He raises this question in
view of several such results in the convex setting where the Blaschke measure appears in the
asymptotics for the approximation of convex bodies by convex polyhedra with increasing
complexity (see [14, Chap. 1.10] for a survey). Of particular interest to us is a result due to
Gruber [13] who showed that if D ⊂ Rd is a C2-smooth strongly convex body, then
inf{vol(P \ Ω) : P ∈ Pcn} ∼
1
2
divd−1
(∫
∂K
µK
)(d+1)/(d−1)
1
n2/(d−1)
, (2.4)
as n → ∞, where Pcn is the class of all polyhedra that circumscribe K and have at most n
facets, and divd−1 is a dimensional constant. Ludwig [24] later showed that, if the approx-
imating polyhedra are from Pn, the class of all polyhedra with at most n facets, then
inf{vol(Ω∆P ) : P ∈ Pn} ∼ 1
2
ldivd−1
(∫
∂K
µK
)(d+1)/(d−1)
1
n2/(d−1)
(2.5)
as n → ∞, where ∆ denotes the symmetric difference between sets and ldivd−1 is a di-
mensional constant. Later, Bo¨ro¨czky [20] proved both these formulae for general smooth
convex bodies.
We end this section by noting that Result 2.2.2 and the formulae (2.4) and (2.5) do
not capture the full potential of these methods, especially for non-smooth domains. To
illustrate our point, we state a result that motivates much of Chapter 4 of this thesis.
Result 2.2.3 (Schu¨tt, [27]). Let P be a d-dimensional polyhedron. Then,
lim
δ→0
vol(P )− vol(Pδ)
δ(ln(1/δ))d−1
=
1
d!
1
dd−1
Φd(P ),
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where Φd(P ) := #{flags F0 ⊂ F1 ⊂ · · · ⊂ Fd−1}, Fj being a j-dimensional face of P .
2.3 Reproducing Kernel Hilbert Spaces
In this section we present some background material on reproducing kernel Hilbert spaces
that will play an important role in the rest of this dissertation. For a more exhaustive
treatment, we direct the interested reader to Aronszajn’s classical treatise (see [2]) on this
subject.
Definition 2.3.1. Let Ω ⊂ Cd be a domain and H ⊆ C(Ω) a separable C-Hilbert space of
functions on Ω with scalar product (·, ·)
H
and norm || · ||
H
. H is called a reproducing kernel
Hilbert space (RKHS) on Ω if
for all x ∈ Ω, the evaluation functional kx : x 7→ f(x) is bounded on H . (B1)
The Riesz representation theorem then guarantees that for any x ∈ Ω, there is a unique
kx(y) ∈ H such that f(x) = (f(y), kx(y))H . The uniquely determined functionK(x, y) :=
kx(y) : Ω× Ω→ C is called the reproducing kernel of Ω with respect to H .
Remark 2.3.2. It is often useful to assume the following stronger condition on H:
for any compact J ⊂ Ω, ∃CJ > 0 with supJ |f(x)| ≤ CJ ||f ||H , ∀f ∈ H . (B2)
Proposition 2.3.3. Suppose H is an RKHS on Ω satisfying property (B2), and for every
x ∈ Ω there is an f ∈ H such that f(x) 6= 0. Then, the reproducing kernel K satisfies
(a) K(y, x) = K(x, y) for all x, y ∈ Ω.
(b) K(x, x) > 0 for all x ∈ Ω.
(c) For any complete orthonormal basis {φj} of H , K(x, y) =
∑∞
j=1 φj(x)φj(y), where
the right-hand side converges uniformly on compacts in Ω× Ω.
(d) For every x ∈ Ω,
K(x, x) = sup
f∈H
|f(x)|2
||f ||2
H
= sup
||f ||
H
=1
|f(x)|2 = 1
inff(x)=1 ||f ||2H
.
If the infimum on the right-hand side is achieved at fx ∈ H ,K(x, y) = fx(y)/||fx||2H .
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Proof. (a) As K(x, ·) ∈ H
K(x, y) = (K(x, ·), K(y, ·))
H
= (K(y, ·), K(x, ·))
H
= K(y, x).
From part (a), K(x, x) = K(x, x). We thus get, K(x, x) = (K(x, ·), K(x, ·))
H
=
||K(x, ·)||2
H
> 0. This establishes (b).
For the proof of (c), let ||{aj}||`2 :=
(∑∞
j=1 |aj|2
) 1
2
. Then, for any compact J ⊂ Ω,
sup
J
( ∞∑
j=1
|φj(x)|2
) 1
2
= sup
J
||{φj(x)}∞j=1||`2 = sup
||{aj}||`2=1
x∈J
∣∣∣∣∣
∞∑
j=1
ajφj(x)
∣∣∣∣∣
= sup
||f ||
H
=1
x∈J
|f(x)| ≤ CJ ,
by the Riesz-Fisher and Riesz representation theorems, and condition (B2). Now,
∞∑
j=1
|φj(x)φj(y)| ≤
( ∞∑
j=1
|φj(x)|2
) 1
2
( ∞∑
j=1
|φj(y)|2
) 1
2
.
Thus, K˜(x, y) :=
∑∞
j=1 φj(x)φj(y) converges uniformly when x, y ∈ K. Moreover, our
computation also shows that {φj(x)}∞j=1 ∈ `2 and, thus, K˜(x, ·) ∈ A2(Ω) for all x ∈ Ω.
Lastly, for any f ∈ H ,
(
f(·), K˜(x, ·)
)
H
=
∞∑
j=1
φj(x)(f(·), φj(·))H = f(x),
in the sense of convergence in the norm topology. But this implies pointwise convergence
due to condition (B2). Thus, K˜ has the two characterizing properties of a reproducing
kernel, and must be K.
The first part of (d) follows from (c) as
K(x, x) =
∞∑
j=1
|φj(x)|2 =
(
sup
||{aj}||`2=1
∣∣∣∣∣
∞∑
j=1
φj(x)aj
∣∣∣∣∣
)2
= sup
||f ||
H
=1
|f(x)|2.
Here, we have used the Riesz-Fisher representation theorem. The other expressions for
K(x, x) follow.
Now, let gx(y) := K(x, y)/K(x, x). Observe that gx ∈ H for all x ∈ Ω, and gx(x) = 1.
Thus, ||gx||H ≥ ||fx||H , by the definition of fx. On the other hand, by the definition of K
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and Ho¨lder’s inequality,
||gx||H =
1
||K(x, ·)||
H
=
fx(x)
||K(x, ·)||
H
=
(fx(·), K(x, ·))H
||K(x, ·)||
H
≤ ||fx||H
Thus, ||gx||H = ||fx||H . But, for any x ∈ Ω, {f ∈ H : f(x) = 1} is a closed, convex subset
of the Hilbert space H . Since such a set always has a unique norm-minimizing element,
fx(y) = gx(y) = K(x, y)/K(x, x) = K(x, y)||fx||2H .
2.3.1 The Bergman kernel
An important example of an RKHS is the space of square-integrable holomorphic functions
on bounded domains inCd. Specifically, for a bounded domain Ω ⊂ Cd, the Bergman space
of Ω is
A2(Ω) =
{
f ∈ O(Ω) : ||f ||2A2 :=
∫
Ω
|f |2dω <∞
}
,
where ω is the Lebesgue measure on Cd. This is an RKHS due to the following lemma.
Lemma 2.3.4. For a compact J ⊂ Ω and f ∈ A2(Ω),
supJ{|f(z)|} ≤
bd
dist(J, ∂Ω)d
||f ||A2 ,
where bd is the volume of the unit ball in Cd.
Proof. Let r < dist(J, ∂Ω). Then, for any z ∈ J , Bd(z; r) ⊂ Ω. Therefore, by the
mean-value property for harmonic functions, for any z ∈ J and f ∈ A2(Ω),
|f(z)| ≤ 1
vol(Bd(z; r))
∣∣∣∣∫
Bd(z;r)
f(w)dω(w)
∣∣∣∣ ≤ (vol(Bd(z; r)))− 12 ||f ||A2 ≡ bdrn ||f ||A2 .
Thus, the Bergman space of a bounded domain satisfies all the hypotheses of Proposi-
tion 2.3.3, yielding a reproducing kernel that displays properties (a), (b), (c) and (d) stated
in Proposition 2.3.3.
Definition 2.3.5. The Bergman kernel of Ω, KΩ, is the reproducing kernel of the RKHS
A2(Ω).
From (a) in Proposition 2.3.3, it follows that KΩ(z, w) is holomorphic in z and anti-
holomorphic in w. An extremely important feature of this kernel is its behavior under
biholomorphic transformations:
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Proposition 2.3.6. Let F : Ω1 → Ω2 be a biholomorphism between bounded domains in
Cd. Then,
det JCF (z) ·KΩ2(F (z), F (w)) · det JCF (w) = KΩ1(z, w),
for all z, w ∈ Ω.
Proof. Suppose f ∈ A2(Ω1). Note that, by a change of variables,∫
Ω2
∣∣∣∣ f(F−1(w˜))det JCF (F−1(w˜))
∣∣∣∣2 dω(w˜) = ∫
Ω1
|f(w)|2dω(w) <∞.
Thus, f ∈ A2(Ω2) if and only if (f ◦ F ) det JCF ∈ A2(Ω1). Now, for w˜ = F (w), we get∫
Ω1
f(w) det JCF (z)KΩ2(F (z), F (w))det JCF (w)dω(w)
=
∫
Ω2
f(F−1(w˜)) det JCF (z)KΩ2(F (z), w˜)det JCF (F−1(w˜)) det JRF
−1(w˜)dω(w′)
= det JCF (z)
∫
Ω2
f(F−1(w˜))KΩ2(F (z), w˜)
det JCF (F−1(w˜))
| det JCF (F−1(w˜))|2dω(w
′)
= det JCF (z)
f(F−1(F (z)))
det JCF (F−1(F (z)))
= f(z), (2.6)
where the penultimate equality follows from the fact that f◦F−1/ det JCF ◦F−1 ∈ A2(Ω2),
and the reproducing property of KΩ2 . As KΩ is uniquely determined by the properties
KΩ(z, ·) ∈ A2(Ω) for all z ∈ Ω, and KΩ reproduces A2(Ω), we have the claim.
The above proposition shows, in particular, that the Bergman kernel of a domain is
invariant under volume-preserving biholomorphisms. This suggests a connection to Feffer-
man’s hypersurface measure — a theme we will explore in subsequent chapters.
2.3.2 The Szego˝ kernel
Another example of an RKHS that plays an important role in complex analysis is obtained
by considering square-integrable functions with respect to hypersurface measures rather
than volume measures on Cd. This leads to the theory of Hardy spaces and their Szego˝
kernels. Here, we discuss some general conditions that would grant the existence of a
‘good’ Szego˝ kernel.
Let Ω be a domain in Cd and σ be a measure on ∂Ω such that L2(∂Ω, σ) is a separable
Hilbert space containing C(∂Ω). Let E be some closed subspace of L2(∂Ω, σ) containing
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the space A(Ω) := C(Ω) ∩ O(Ω) (with elements identified with their boundary values).
Suppose there exists a linear operator P : E → O(Ω) such that
1. P is injective;
2. P (f) = f for any f ∈ A(Ω); and
3. for any compact J ⊂ Ω, there is a CJ > 0 such that for any f ∈ E,
supJ |P (f)(z)| ≤ CJ ||f ||L2(∂Ω,σ).
Let H2(σ) := the closure of A(Ω) in L2(∂Ω, σ).
Proposition 2.3.7. There exists a unique Sσ : Ω× ∂Ω→ C such that
i. Sσ(z, ·) ∈ H2(σ) for all z ∈ Ω; and
ii. f(z) =
∫
∂Ω
f(w)Sσ(z, w)dσ, where z ∈ Ω and f ∈ A(Ω).
Sσ admits a unique extension to Ω × Ω that satisfies properties (a) − (d) in Proposition
2.3.3.
Moreover, if F : Ω1 → Ω2 is a biholomorphim between bounded domains such that
F ∈ C1(Ω1), (det JCF )β is well-defined inA(Ω), and F ∗σ2 = | det JCF |2βσ1 for boundary
measures σj , j = 1, 2, that admit Szego˝ kernels as above, then
det JCF (z)
β · Sσ2(F (z), F (w)) · det JCF (w)
β
= Sσ1(z, w), (z, w) ∈ Ω× Ω. (T2)
Proof. P convertsH2(σ) into a function space on Ω, thus allowing for the theory discussed
at the beginning of this section to be applicable. Specifically, we set
H := P (H2(σ))
(f, g)
H
:=
∫
∂Ω
(P−1f)(P−1g)dσ, ∀f, g ∈ H.
Assumption 3. on P corresponds to condition (B2) on H , and so we obtain a reproducing
kernel S
H
: Ω× Ω→ C, where sz(·) := SH (z, ·) ∈ H , so that
(f, sz)H =
∫
∂Ω
(P−1f)(w)(P−1sz)(w)dσ(w) = f(z) ∀f ∈ H.
Let
Sσ(z, ·) := (P−1sz)(·) ∈ H2(σ), (2.7)
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where H2(σ) = {f ∈ L2(∂Ω, σ) : f ∈ H2(σ)}. Properties i. and ii., and the uniqueness
follow from the general theory discussed above.
To extend Sσ to Ω× Ω, simply set
Sσ(z, w) :=
SH (z, w), if z, w ∈ Ω;Sσ(z, w)(as in (2.7)), if z ∈ Ω, w ∈ ∂Ω.
Then, part (a) of Proposition 2.3.3 gives Sσ(z, w) = Sσ(w, z) for z, w ∈ Ω.
For the final claim, we follow the proof of Proposition 2.3.6. We observe that given the
condition on F ,
• f ∈ A(Ω2) ⇐⇒ (f ◦ F )(det JCF )β ∈ A(Ω1); and
• f ∈ L2(∂Ω2, σ2) ⇐⇒ (f ◦ F )(det JCF ) ∈ L2(∂Ω1, σ1).
Thus, f ∈ H2(σ2) if and only if f ∈ H2(σ1). Hence, by a computation almost identical to
(2.6), we have that for any z ∈ Ω1 and w ∈ ∂Ω1,
det JCF (z)
β · Sσ2(F (z), F (w)) · det JCF (w)
β
= Sσ1(z, w).
Now, if h ∈ H2(σ) and g ∈ A(Ω), then P (hg) = P (h)g. Thus, the above relation also
holds when (z, w) ∈ Ω× Ω, by the definition of Sσ on Ω× Ω.
Remark 2.3.8. We emphasize that the construction of Sσ does not depend on the choice
of P , because P is identity on a dense subset of H2(σ), and due to condition (B2), con-
vergence in H2(σ) implies uniform convergence on compacts in Ω. Thus, if P1 and P2 are
two such linear operators, P1(f) = P2(f) for any f ∈ H2(σ).
A classical example of the above construction is when Ω ⊂ Cd is a C2-smooth bounded
domain and σ is the standard surface-area measure sΩ on ∂Ω. The Poisson kernel plays
the role of P . The details of this construction can be found in [29]. Another situation
where this theory applies is in the case of polydisks, where P is set as the product of the
Poisson kernels on the disk in each variable (see [26] for details). In the final chapter of
this dissertation, we will consider another example where this theory can be of use. In
particular, we will discuss situations in which the Szego˝ kernel displays property (T2).
14
CHAPTER 3
Polyhedral Approximations of Pseudoconvex
Domains
In this chapter, we explore the connection between Fefferman’s hypersurface measure on
(the boundary of) a pseudoconvex domain and the complexity of its polyhedral approxi-
mations. Our approach is directly inspired by the asymptotic expressions (2.4) and (2.5)
discovered by Gruber and Ludwig, respectively, as discussed in Section 2.2. In complex
analysis, a natural notion of polyhedron is that of an analytic polyhedron. In Ω ⊂⊂ Cd,
an analytic polyhedron is a finite union of relatively compact components of any set of the
form
P = {z ∈ Ω : |fj(z)| < 1, j = 1, ..., n},
where f1, ..., fn are holomorphic functions in Ω. The natural notion of complexity for an
analytic polyhedron, P , is its order — i.e., the number of inequalities that define P . This
setup, however, is not suited for our purpose as demonstrated by a result due to Bishop
(Lemma 5.3.8 in [19]) which says that any pseudoconvex domain in Cd can be approxi-
mated arbitrarily well (in terms of the volume of the gap) by analytic polyhedra of order at
most 2d. The following example indicates where the problem lies:
Example 1. Let Ω = D be the unit disc in C. Consider the lemniscate-bound domains
Pn :=
{
z ∈ D : |fn(z)| =
2n−1∏
k=0
∣∣z − exp(kpii
n
)
∣∣ > pi
n
}
.
Each Pn has order 1 and satisfies {|z| < 1 − pi/n} ⊂ Pn ⊂ {|z| < 1 −
√
3pi/2n}. Thus,
for all n ≥ 1,
inf{vol(D \ P ) : P is an analytic polyhedron of order at most n} = 0.
If we, instead, declare the complexity of Pn to be 2n — i.e., the number of zeros of fn,
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then, since limn→∞ n · vol(D \ Pn) <∞, we can expect results similar to (2.4) and (2.5).
3.1 Statements of results
Hereafter, we work in C2. Example 1 leads us to a special class of polyhedral objects. For
any fixed f ∈ C(Ω× ∂Ω), let Pn(f) be the collection of all relatively compact sets in Ω of
the form
P =
{
z ∈ Ω : |f(wj, z)| > δj, j = 1, ..., n
}
,
where, w1, ..., wn ∈ ∂Ω and δ1, ..., δn > 0. We present a class of functions f for which
asymptotic results such as (2.4) and (2.5) can be obtained:
Theorem 3.1.1. Let Ω ⊂⊂ C2 be a C4-smooth strongly pseudoconvex domain. Suppose
f ∈ C(Ω× ∂Ω) is such that
(i) f(z, w) = 0 if and only if z = w ∈ ∂Ω, and
(ii) there exist ν ∈ N+, η > 1 and τ > 0 such that
(>) f(z, w) = a(z, w)p(z, w)ν +O (p(z, w)ην)
on Ωτ := {(z, w) ∈ Ω × ∂Ω : |z − w| ≤ τ}, where p is the Levi polynomial
of some strictly plurisubharmonic defining function of Ω (see Section 3.2) and a is
some continuous non-vanishing function on Ωτ .
Then, there exists a constant lkor > 0, independent of Ω, such that
inf{vol(Ω \ P ) : P ∈ Pn(f)} ∼ 1
2
lkor
(∫
∂Ω
σΩ
) 3
2 1√
n
, (3.1)
as n→∞.
Remark 3.1.2. For Ω as above, let LP(Ω) denote the class of f ∈ C(Ω × ∂Ω) that satisfy
conditions (i) and (ii) of Theorem 3.1.1. Then, LP(Ω) is invariant under biholomrphisms
that extend (C2-)smoothly to the boundary.
Remark 3.1.3. The transformation law for the Fefferman measure and a heuristic argument
on the unit ball allows us to guess what the left-hand side in (3.1) would be for higher-
dimensional domains:
1
2
lkor, d−1
(∫
∂Ω
σΩ
) d+1
d 1
n1/d+1
,
16
where is lkor, d−1 is a dimensional constant. This strongly resembles (2.4) and (2.5) if we
set d′ := 2d + 1. This prognosticates the importance of viewing the tangent space to ∂Ω
at any point as the (2d − 1)-dimensional Heisenberg group (thus, making its Hausdorff
dimension 2d = d′ − 1).
(>) is a natural condition when working with strongly pseudoconvex domains. We
exhibit its scope by making special choices of f ∈ LP(Ω) that yield analytic polyhedra.
Corollary 3.1.4. Let Ω be as in Theorem 3.1.1. Then, (3.1) holds when f is a Henkin-
Ramirez generating map of Ω. (see Section 3.2).
Remark 3.1.5. It is natural to ask whether Theorem 3.1.1 can be obtained for holomorphic
generating maps (of Cauchy-Fantappie´ kernels) that satisfy condition (i) but don’t neces-
sarily satisfy condition (>). The Cauchy-Leray map (see Section 3.2) on strongly convex
domains is one such example. To understand this scenario, we define
Bf (w, δ) := {z ∈ ∂Ω : |f(z, w)| < δ}, w ∈ ∂Ω, δ > 0,
where f satisfies condition (i) in Theorem 3.1.1. Further, let
φf : w 7→ lim sup
δ→0
supy∈Bp(w,δ) inf{δ′ : y ∈ Bf (w, δ′)}
infy/∈Bp(w,δ) inf{δ′ : y ∈ Bf (w, δ′)}
,
where p is as in Theorem 3.1.1. The definition of φf is inspired by the notion of quasicon-
formality (see [9, Section 6.5]), and captures the infinitesimal shape of the holomorphic
discs {f(z, w) = δ} ∩ Ω, as |δ| → 0. In particular, φf ≡ 1 for f satisfying (>). Our proof
of Theorem 3.1.1 indicates that for a general generating map, f , the above procedure will
yield a measure on ∂Ω whose Radon-Nikodym derivative with respect to the Fefferman
measure exists and is a continuous function of φf .
Well-known estimates on the Bergman kernel ([11]) yield a corollary to Theorem 3.1.1
that suggests a way of extending (3.1) to more general domains (see Section 3.7 for some
elaboration).
Corollary 3.1.6. Let Ω be a smooth strongly pseudoconvex domain and KΩ denote its
Bergman kernel function. Let BPn be the collection of all analytic polyhedra in Ω of the
form
P =
{
z ∈ Ω : |KΩ(wj, z)| < mj, j = 1, ..., n
}
,
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where, w1, ..., wn ∈ ∂Ω and m1, ...,mn > 0. Then,
inf{vol(Ω \ P ) : P ∈ BPn} ∼ 1
2
lkor
(∫
∂Ω
σΩ
) 3
2 1√
n
, (3.2)
as n→∞.
In the same vein, the expansion for the Szego˝ kernel (see [8]) gives the following result.
Corollary 3.1.7. Corollary 3.1.6 holds when KΩ is replaced by SΩ, the Szego˝ kernel func-
tion of Ω with respect to any smooth multiple of the surface area measure.
3.2 Preliminaries
In this chapter, we will always work in C2, and employ the following notation:
• z = (z1, z2) = (x1 + iy1, x2 + iy2), w = (w1, w2) = (u1 + iv1, u2 + iv2) for points;
•
〈
·, ·
〉
for the complex pairing between a co-vector and a vector;
• “ ′ ” to indicate projection onto {y2 = 0} = C× R;
• Ares for (A
∣∣
{y2=0})
′ : C× R→ C× R, where A : C2 → C2,
• vol3(B) for the Lebesgue measure of the set B ⊂ C× R, and
We reintroduce the polyhedral objects of our study.
Definition 3.2.1. Let Ω ⊂ C2 be a domain and f ∈ C(Ω × ∂Ω). Given a compact set
J ⊂ ∂Ω, an f -polyhedron over J is any set of the form
P = {z ∈ Ω : |f(wj, z)| > δj, j = 1, ..., n}, (wj, δj) ∈ ∂Ω× (0,∞),
such that J ⊂ ∂Ω \ P and for every j ∈ {1, ..., n}, |f(wj, z)| < δj for some z ∈ J . If Ω is
bounded, then an f -polyhedron over ∂Ω is simply called an f -polyhedron. We call
• each (wj, δj) a source-size pair of P ;
• each C(wj, δj; f) := {z ∈ Ω : |f(wj, z)| ≤ δj} a cut of P ;
• each F (wj, δj; f) := {z ∈ Ω : |f(wj, z)| = δj, |f(wl, z)| ≥ δl, l 6= j} a facet of P ;
• (w1, ..., wn) and (δ1, ..., δn) the source-tuple and size-tuple of P , respectively.
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We emphasize that, by definition, the cuts of an f -polyhedron over J cover J , and each
of its cuts intersects J non-trivially.
Remarks. When there is no ambiguity in the choice of f , we drop any reference to it from
our notation for cuts and facets. Repetitions are permitted when listing the sources of an
f -polyhedron. Thus, P — as in Definition 3.2.1 — has at most n facets.
Notation. Let Ω, f , P and J be as in Definition 3.2.1 above.
• δ(P ) := max1≤j≤n{δj : (δ1, ..., δn) is the size-tuple of P}.
• Pn(f) := the collection of all f -polyhedra in Ω with at most n facets.
• Pn(J ; f) := the collection of all f -polyhedra over J with at most n facets.
• Pn(J ⊂ H; f) := {P ∈ Pn(J ; f) : ∂Ω \ P ⊂ H}, where H ⊂ ∂Ω is a compact
superset of J .
• v(Ω;P) := inf{vol(Ω \ P ) : P ∈P}, for any sub-collectionP ⊂ Pn(J ; f).
We now recall some standard concepts (see [16, Ch. 1]) in the theory of integral repre-
sentation kernels in Cd (focusing on d = 2). For a bounded domain Ω ⊂ C2, a C1-smooth
function g(z, w) = (g1(z, w), g2(z, w)) on Ω× ∂Ω is called a Leray map for Ω if
g(z, w) := g1(z, w)(z1 − w1) + g2(z, w)(z2 − w2) 6= 0 for all (z, w) ∈ Ω× ∂Ω.
The Cauchy-Fantappie´ form generated by g is given by
CF(g)(z, w) =
g1(z, w) ∧ ∂wg2(z, w) ∧ dw − g2(z, w) ∧ ∂wg1(z, w) ∧ dw
g(z, w)2
,
where dw = dw1 ∧ dw2. Indulging in non-standard terminology, we call g the generating
map of CF(g).
Cauchy Fantappie´ forms act as reproducing kernels: if Ω has piecewise C1-boundary,
then
f(z) =
1
(2pii)2
∫
∂Ω
f(w) ∧ CF (g)(z, w), z ∈ Ω,
where f ∈ C(Ω) is holomorphic in Ω. It has been of interest to construct Leray maps
such that CF (g)(z, w) is holomorphic in z ∈ Ω. For strongly pseudoconvex domains,
it is enough to directly construct a generating map that is holomorphic in z. Henkin and
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Ramirez constructed such maps (see [25, §3] for details) for C2-smooth strongly pseudo-
convex domains, based on
p(z, w) =
2∑
j=1
∂ρ
∂zj
(w)(zj − wj) + 1
2
2∑
j,k=1
∂2ρ
∂zj∂zk
(w)(zj − wj)(zk − wk),
where ρ is a defining function of Ω. p is called the Levi polynomial of ρ. The correspond-
ing Cauchy Fantappie´ kernels are called Henkin-Ramirez reproducing kernels. If Ω is a
C1-smooth C-linearly convex domain, i.e., the complement of Ω is a union of complex hy-
perplanes, a simpler holomorphic (in z) generating map is given by the Cauchy-Leray map
of a defining function ρ:
l(z, w) =
2∑
j=1
∂ρ
∂zj
(w)(zj − wj).
3.3 Some Technical Lemmas
Here, we restrict our attention to Jordan measurable domains Ω ⊂ C2. J andH are compact
subsets of ∂Ω such that J ⊂ int∂ΩH . We will concern ourselves with f -polyhedra that lie
‘above’ J but are constrained by H . We first prove a lemma that will allow us to work
locally.
Lemma 3.3.1. Let Ω, J and H be as above. Suppose f ∈ C(Ω×H) satisfies
(a) {z ∈ Ω : f(z, w) = 0} = {w}, for any w ∈ H ,
(b) For some δ0 > 0 and c > 0, C(w, δ; f) ⊇ C(w, cδ; g), for all w ∈ H and δ < δ0,
where g ∈ C(Ω × H) satisfies (a) and C(w, δ; g) is Jordan measurable for each
w ∈ H and δ < cδ0.
Then, for Pm ∈ Pm(J ⊂ H; f) such that limm→∞ vol(Ω\Pm) = 0, we have that limm→∞ δ(Pm) =
0.
Proof. It suffices to show that for each δ < δ0, there is a b > 0 such that vol(C(w, δ; f)) > b
for all w ∈ H . By condition (b), it is enough to show this for the cuts of g. As g satisfies
condition (a), vol
(
C(w, δ; g)
)
> 0 for each w ∈ H . Therefore, if we can establish the
continuity of w 7→ vol (C(w, δ; g)) on the compact set H , we will be done.
Fix a δ ∈ (0, cδ0). Let χw := χC(w,δ;g) , where χA denotes the indicator function of A.
For a given w ∈ H , consider a sequence of points {wn}n∈N ⊂ H that converges to w as
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n→∞. Then,
lim
n→∞
χwn(z) = χw(z) for a.e. z ∈ Ω. (3.3)
To see this, consider a z ∈ Ω such that χw(z) = 0. Suppose, there is a subsequence
{wnj}j∈N ⊂ {wn}n∈N such that χwnj (z) = 1. Then, |g(wnj , z)| ≤ δ but limj→∞ |g(wnj , z)| =
|g(w, z)| ≥ δ. This is only possible if g(w, z) = δ. An analogous argument holds if
χw(z) = 1. Thus, z ∈ ∂C(w, δ; g). Due to assumption (b), this is a null set. Thus, (3.3) is
true and we invoke Lebesgue’s dominated convergence theorem to conclude that
vol
(
C(wn, δ; g)
)
=
∫
Ω
χwndω
n→∞−−−→
∫
Ω
χwdω = vol
(
C(w, δ; g)
)
,
where δ < cδ0 and ω is the Lebesgue measure on Cd.
Next, we prove a lemma that permits us to concentrate on a single representative of
LP(Ω).
Lemma 3.3.2. Let Ω, J and H be as above. Suppose f, g ∈ C(Ω×H) are such that
(i) {z ∈ Ω : f(z, w) = 0} = {z ∈ Ω : g(z, w) = 0} = {w}, for any fixed w ∈ H , and
(ii) there exist constants ε ∈ (0, 1/3) and τ > 0, such that
|f(z, w)− g(z, w)| ≤ ε(|g(z, w) + |f(z, w)|) (3.4)
on {(z, w) ∈ Ω×H : ||z − w|| ≤ τ}.
Further, assume that the cuts of g are Jordan measurable and satisfy a doubling property
as follows
~ there is a δg > 0 and a continuous E : [0, 16] → R so that, for any m ∈ N+,
(wj, δj) ∈ H × (0, δg), 1 ≤ j ≤ m, and t ∈ [0, 16],
vol
(
m⋃
j=1
C(wj, (1 + t)δj)
)
≤ E(t) · vol
(
m⋃
j=1
C(wj, δj)
)
.
Then, for every β > 0,
lim sup
n→∞
nβvn(f) ≤ D1(ε) lim sup
n→∞
nβvn(g); (3.5)
lim inf
n→∞
nβvn(f) ≥ D2(ε)−1 lim inf
n→∞
nβvn(g), (3.6)
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where vn(h) := v (Ω;Pn(J ⊂ H;h)), and D1, D2 depend on E and satisfy lim
ε→0
Dj(ε) =
lim
t→0
E(t).
Proof. Observe that if εˆ := 1+ε
1−ε , then inequality (3.4) may be transcribed as
|f(z, w)| ≤ εˆ|g(z, w)| and |g(z, w)| ≤ εˆ|f(z, w)| (3.7)
on {(z, w) ∈ Ω×H : ||z − w|| ≤ τ}. Hence, for any w ∈ H and δ > 0,
C(w, δ; f) ⊆ B2(w; τ) ⇒ C(w, δ; f) ⊆ C (w, εˆδ; g) ; (3.8)
C(w, δ; g) ⊆ B2(w; τ) ⇒ C(w, δ; g) ⊆ C (w, εˆδ; f) . (3.9)
We first show that
lim sup
n→∞
nβvn(f) ≤ E
(
(1 + ε)2
(1− ε)2 − 1
)
lim sup
n→∞
nβvn(g). (3.10)
Let ξ > 1. Assume that Lsup := lim supn→∞ nβvn(g), is finite. Then, there is an
nξ ∈ N+ such that for each n ≥ nξ, we can pick a Qn ∈ Pn(J ⊂ H; g) satisfying
vol(Ω \Qn) ≤ ξLsupn−β. (3.11)
As the cuts of g are Jordan measurable, Lemma 3.3.1 implies that δ(Qn) → 0 as n → ∞.
Consequently, nξ can be chosen so that (3.11) continues to hold, and for all source-size
pairs (w, δ) of Qn, n ≥ nξ, we have that
(a) δ < δg (see condition ~ on g);
(b) C(w, δ; g) ⊂ B2(w; τ) and C(w, 4δ; g) ∩ ∂Ω ⊂ H; and
(c) C(w, 2δ; f) ⊂ B2(w; τ).
The second part of (b) is possible as each cut ofQn is compelled to intersect J non-trivially,
by definition. For a fixed source-size pair (w, δ) of Qn, we have, due to (3.9) and (3.8),
C(w, δ; g) ⊆ C(w, εˆδ; f) ⊆ C (w, εˆ2δ; g) .
The second inclusion is valid as εˆδ ≤ 2δ, thus permitting the use of (3.8), given (c).
We can now approximate Qn by an f -polyhedron by setting
Q˜n :=
{
z ∈ Ω : |g(z, w)| > εˆ2δ, (w, δ) is a source-size pair of Qn
}
;
Pn := {z ∈ Ω : |f(z, w)| > εˆδ, (w, δ) is a source-size pair of Qn}.
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Our assumptions imply that Q˜n and Pn are in Pn(J ⊂ H; g) and Pn(J ⊂ H; f), respec-
tively. From the above inclusions, we have that Q˜n ⊆ Pn ⊆ Qn, n ≥ nξ. Hence, by
property ~ of g and (3.11), we see that
nβvn(f) ≤ nβ vol(Ω \ Pn) ≤ nβ vol
(
Ω \ Q˜n
)
≤ E(εˆ2 − 1)nβ vol(Ω \Qn)
≤ ξE(εˆ2 − 1)Lsup,
for n ≥ nξ. As ξ > 0 was arbitrary and εˆ = 1+ε1−ε , (3.10) follows.
To complete this proof, we show that
lim inf
n→∞
nβvn(f) ≥ E
(
(1 + ε)4
(1− ε)4 − 1
)−1
lim inf
n→∞
nβvn(g). (3.12)
For this, fix a ξ > 1, and assume that Linf := lim infn→∞ nβvn(g), is finite. Thus, there
is an nξ ∈ N+ such that
vn(g) ≥ 1
ξ
Linfn
−β; for n ≥ nξ. (3.13)
For each n, we pick an Rn ∈ Pn(J ⊂ H; f) that satisfies
v(Ω \Rn) ≤ ξvn(f). (3.14)
Now, we may also assume that lim infn→∞ nβvn(f) <∞ (else, there is nothing to prove),
thus obtaining that vn(f) → 0 for infinitely many n ∈ N+. But, as vn(f) is decreasing in
n, we get that vn(f)→ 0 for all n ∈ N+. Now, due to (3.9), it is possible to choose δ small
enough so that
C
(
w,
δ
εˆ
; g
)
⊆ C(w, δ; f),
for each w ∈ H . As the cuts of g are Jordan measurable (there is no such assumption on
the cuts of f ), we invoke Lemma 3.3.1 to conclude that δ(Rn)→ 0 as n→∞. As before,
we find a new nξ such that (3.13) continues to hold, and for all n ≥ nξ and all source-size
pairs (w, δ) of Rn, we have
(a′) δ < δg (see condition ~ on g);
(b′) C(w, 4δ; f) ⊂ B2(w; τ) and C(w, 4δ; f) ∩ ∂Ω ⊂ H; and
(c′) C(w, 2δ; g) ⊂ B2(w; τ).
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Then, as before
C
(
w,
δ
εˆ
; g
)
⊆ C(w, δ; f) ⊆ C (w, εˆδ; g) ⊆ C (w, εˆ2δ; f) ⊆ C (w, εˆ3δ; g) . (3.15)
We now approximate Rn with an n-faceted g-polyhedron, using
R˜n : =
{
z ∈ Ω : |f(z, w)| > εˆ2δ, (w, δ) is a source-size pair of Rn
}
;
Sn : = {z ∈ Ω : |g(z, w)| > εˆδ, (w, δ) is a source-size pair of Rn} .
Our assumptions are designed to ensure that R˜n ∈ Pn(J ⊂ H; f) and Sn ∈ Pn(J ⊂ H; g).
From the above inclusions, we have that
R˜n ⊆ Sn ⊆ Rn, n ≥ nξ.
Moreover, the first and last inclusions in (3.15) and the assumption ~ on g (note that εˆ4 <
16) imply that
vol
(
Ω \ R˜n
)− vol(Ω \Rn)
≤ vol
 ⋃
(w,δ)∈Λn
C
(
w, εˆ3δ; g
)− ⋃
(w,δ)∈Λn
C
(
w,
δ
εˆ
; g
)
≤ E(εˆ4 − 1) vol(Ω \Rn), (3.16)
where Λn is the set of source-size pairs of Rn.
Therefore, using (3.16) and (3.14), we see that
1
ξ
Linfn
−β ≤ vn(g) ≤ vol(Ω \ Sn) ≤ vol
(
Ω \ R˜n
)
≤ E(εˆ4 − 1) vol(Ω \Rn)
≤ E(εˆ4 − 1)ξvn(f).
Therefore,
nβvn(f) ≥ ξ−2E
(
εˆ4 − 1)−1Linf , n ≥ nξ.
As ξ > 0 was arbitrary and εˆ = 1+ε
1−ε , (3.12) follows.
Remark 3.3.3. In practice, f and g may only be defined on (Ω ∩ U) × H for some open
set U ⊂ C2 containing a τ -neighborhood of H , while satisfying the analogous version of
condition (i) there. As the remaining hypothesis (and indeed the result itself) depends only
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on the values of f and g on an arbitrarily thin tubular neighborhood of H in Ω, we may
replace f (and, similarly, g) by fe to invoke Lemma 3.3.2, where
fe := f(z, w)ς(||z − w||2) + ||z − w||2(1− ς(||z − w||2))
for some non-negative ς ∈ C∞(R) such that ς(x) = 1 when x ≤ τ 2/2 and ς(x) = 0 when
x ≥ τ 2. We will do so without comment, when necessary.
3.4 Approximating Model Domains
As a first step, we examine volume approximations of the Siegel domain by a particular
class of analytic polyhedra. This problem enjoys a connection with Laguerre-type tilings
of the Heisenberg surface equipped with the Kora´nyi metric (see the appendix for further
details).
Let S := {(z1, x2 + iy2) ∈ C2 : y2 > |z1|2} and fS(z, w) = z2 − w2 − 2iz1w1. We
view C× R as the first Heisenberg group, H, with group law
(z1, x2) ·H (w1, u2) = (z1 + w1, x2 + u2 + 2 Im(z1w1)) (3.17)
and the left-invariant Kora´nyi gauge metric (see [9, Sec. 2.2])
dH((z1, x2), (w1, u2)) := ||(w1, u2)−1 ·H (z1, x2)||H, (3.18)
where ||(z1, x2)||4H := |z1|4 +x22. Observe that, for any cut C(w, δ) = C(w, δ; fS), w ∈ ∂S,
C(w, δ)′ is the set
K(w′,
√
δ) = {(z1, x2) ∈ C× R : |z1 − w1|4 + (x2 − u2 + 2 Im(z1w1))2 ≤ δ2}, (3.19)
which is the ball of radius
√
δ centered at w′, in the Kora´nyi metric.
Notation. We will use the following notation in this section:
• Ir := {(x1 + iy1, x2) ∈ C× R : 0 ≤ x1 ≤ r, 0 ≤ y1 ≤ r, 0 ≤ x2 ≤ r2}, r > 0.
• Iˆr := I2r −
(
r
2
+ i r
2
, 3r
2
2
)
, r > 0. Ir ⊂ Iˆr and they are concentric.
• vn(J ⊂ H) := v(S;Pn(J ⊂ H; fS)), for J ⊂ H ⊂ ∂S . If J ⊂ H ⊂ C × R,
vn(J ⊂ H) is meaningful in view of the obvious correspondence between C×R and
∂S.
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Lemma 3.4.1. Let I = I1 and Iˆ = Iˆ1. There exists a positive constant lkor > 0 such that
vn(I ⊂ Iˆ) ∼ lkor√
n
as n→∞.
Proof. Simple calculations show that
vol(C(w, δ)) =
2pi
3
δ3 (3.20)
vol(K(w′,
√
δ)) =
pi2
2
δ2 (3.21)
for all w ∈ ∂S and δ > 0.
We utilize a special tiling in C × R. Let k ∈ N+ and consider the following points in
C× R:
vpqr :=
(p
k
+ i
q
k
,
r
k2
)
, (p, q, r) ∈ Σk,
where Σk := {(p, q, r) ∈ Z3 : −2q ≤ r ≤ k2 − 1 + 2p, 0 ≤ p, q ≤ k − 1}. Observe that
card(Σk) = k
4+2k3−2k2. Now, we setEpqr := vpqr ·HI 1k , and note that I ⊂ ∪ΣkEpqr ⊂ Iˆ ,
for all k ∈ N+.
(0,0,0)
(1,1,1)
(1,1,0)
(0,0,1)
Figure 3.1: The 24 tiles Epqr when k = 2.
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1. We first show that there is a constant α1 > 0 such that
vn(I ⊂ Iˆ) ≤ α1√
n
(3.22)
for all n ∈ N+.
For this, let
upqr := center of Epqr = vpqr ·H
(
1
2k
+ i
1
2k
,
1
2k2
)
, (p, q, r) ∈ Σk, k ∈ N+.
Then, the Kora´nyi ball K
(
upqr,
4√5
4√2k
)
(see (3.19)) contains Epqr and is contained in Iˆ .
Hence, if wpqr ∈ ∂S is such that w′pqr = upqr, the cuts
C
(
wpqr,
√
5√
2k2
; fS
)
, (p, q, r) ∈ Σk,
define Pk, an fS-polyhedron over I with k4 + 2k3 − 2k2 facets. In fact, Pk ∈
Pk4+2k3−2k2(I ⊂ Iˆ; fS), for all k ∈ N+. Therefore, using (3.20)
vk4+2k3−2k2(I ⊂ Iˆ) ≤ vol(S \ Pk)
≤ vol
(⋃
Σk
C
(
wpqr,
√
5√
2k2
))
≤ 2pi
3
( √
5√
2k2
)3
(k4 + 2k3 − 2k2) = 5
√
5pi
3
√
2
(k4 + 2k3 − 2k2)
k6
,
k ∈ N+. Now, for a given n ∈ N+, choose k such that k4 + 2k3 − 2k2 ≤ n ≤ (k + 1)4 +
2(k + 1)3 − 2(k + 1)2. Then, one can easily find a α1 > 0 such that
vn(I ⊂ Iˆ)
√
n ≤ vk4+2k3−2k2(I ⊂ Iˆ)
√
(k + 1)4 + 2(k + 1)3 − 2(k + 1)2
≤ 5
√
5pi
3
√
2
(k4 + 2k3 − 2k2)√(k + 1)4 + 2(k + 1)3 − 2(k + 1)2
k6
≤ α1.
2. Next, we show that there is an α2 > 0 such that
vn(I ⊂ Iˆ) ≥ α2√
n
(3.23)
for n ∈ N+.
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If finitely many Kora´nyi balls of radii
√
ρ1, ...,
√
ρk cover I , then (3.21) yields
(
√
ρ1)
4 + · · ·+ (√ρk)4 ≥
2
pi2
vol3(I) =
2
pi2
. (3.24)
We will also need the following mean inequality (a consequence of Jensen’s inequality)
(
ρd+11 + · · ·+ ρd+1k
k
) 1
d+1
≥
(
ρd−11 + · · ·+ ρd−1k
k
) 1
d−1
, (3.25)
for positive ρj , 1 ≤ j ≤ k, and d > 1.
Now, fix a positive ξ < 1. Let Pn ∈ Pn(I ⊂ Iˆ; fS) be such that
vol(S \ Pn) ≤ 1
ξ
vn(I ⊂ Iˆ). (3.26)
Let Cj(n) and Kj(n), j = 1, ..., n, be the cuts and their projections, respectively, of
Pn. Now, Kn := {Kj(n), j = 1, ..., n} is a finite covering of I , so by the Wiener
covering lemma (see [22, Lemma 4.1.1] for a proof that generalizes to metric spaces),
we can find disjoint Kora´nyi balls K1, ..., Kk ∈ Kn, of radii √ρ1, ...,√ρk, such that
∪K∈KnK ⊂ ∪1≤j≤k3Kj , where, for j = 1, ..., k, 3Kj has the same centre as Kj but thrice
its radius. Let Cj denote the cut that projects to Kj , j = 1, ..., k. It follows from (3.26),
(3.20) and the inequalities (3.25) (for d = 5) and (3.24) that
vn(I ⊂ Iˆ)
√
n ≥ ξ vol
(
k⋃
j=1
Cj
)√
k
= ξ
(
k∑
i=1
vol(Cj)
)√
k = ξ
2pi
3
(
ρ31 + · · ·+ ρ3k
)√
k
= ξ
2pi
37
(
(9ρ1)
3 + · · ·+ (9ρk)3
)√
k
= ξ
2pi
37
(
(3
√
ρ1)
6 + · · ·+ (3√ρk)6
)
k
2
4
≥ ξ 2pi
37
(
(3
√
ρ1)
4 + · · ·+ (3√ρk)4
) 6
4
≥ ξ 4
√
2
pi237
vol3(I)
3
2 = ξ
4
√
2
pi237
> 0, for n = n0, n0 + 1, ...
As ξ < 1 was arbitrary, we have proved (3.23).
3. Define
lkor = lim inf
n→∞
vn(I ⊂ Iˆ)
√
n.
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By (3.23) and (3.22), 0 < lkor <∞. We now show that
lkor = lim
n→∞
vn(I ⊂ Iˆ)
√
n. (3.27)
For this, it suffices to show that for every ξ > 1, if n0 ∈ N+ is chosen so that
vn0(I ⊂ Iˆ)
√
n0 ≤ ξlkor (3.28)
then,
vn(I ⊂ Iˆ)
√
n ≤ ξ4lkor (3.29)
for n sufficiently large.
Now, let Pn0 ∈ Pn0(I ⊂ Iˆ; fS) be such that
vol(S \ Pn0) ≤ ξvn0(I ⊂ Iˆ).
For any w ∈ ∂S and k ∈ N+, let Aw,k : C2 → C2 be the biholomorphism
(z1, z2) 7→
(
w1 +
1
k
z1, w2 +
1
k2
z2 − 2i
k
z1w1
)
.
Then, Aw,k has the following properties:
• Aresw,k(z
′) = w′ ·H ( 1kz1, 1k2x2);
• Aw,k(S) = S;
• Aw,k(Pn0) ∈ Pn0(w′ ·H I
1
k ⊂ w′ ·H Iˆ 1k ; fS); and
• vol(S \ Aw,k(Pn0)) ≤ ξ vn0 (I⊂Iˆ)k6 .
As a consequence,
P :=
⋃
Σk
Avpqr,k(Pn0)
satisfies the following conditions:
• P ∈ Pn0(k4+2k3−2k2)(I ⊂ Iˆ; fS)
• vol(S \ P ) ≤ ξvn0(I ⊂ Iˆ)k
4+2k3−2k2
k6
.
Hence, by assumption (3.28),
vn0(k4+2k3−2k2)(I ⊂ Iˆ)
√
n0(k4 + 2k3 − 2k2) ≤ ξvn0(I ⊂ Iˆ)
√
n0
(k4 + 2k3 − 2k2) 32
k6
≤ ξ2vn0(I ⊂ Iˆ)
√
n0 ≤ ξ3lkor, (3.30)
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for sufficiently large k. Choose k0 so that (3.30) holds and
(k+1)4+2(k+1)3−2(k+1)2
k4+2k3−2k2 ≤ ξ2 for
k > k0. For n ≥ n0(k40 + 2k30 − 2k20), let k be such that n0(k4 + 2k3 − 2k2) ≤ n ≤
n0((k + 1)
4 + 2(k + 1)3 − 2(k + 1)2). Consequently,
vn(I ⊂ Iˆ)
√
n ≤ vn0(k4+2k3−2k2)(I ⊂ Iˆ)
√
n0((k + 1)4 + 2(k + 1)3 − 2(k + 1)2)
≤ ξ3lkor
√
(k + 1)4 + 2(k + 1)3 − 2(k + 1)2
k4 + 2k3 − 2k2 ≤ ξ
4lkor,
by (3.30). We have proved (3.29) and, therefore, our claim (3.27).
Our choice of the unit square in the above lemma facilitates the computation for poly-
hedra lying above more general Jordan measurable sets in the boundary of S.
Lemma 3.4.2. Let J,H ⊂ ∂S be compact and Jordan measurable with J ⊂ int∂SH . Then
vn(J ⊂ H) ∼ vol3(J ′)
3
2 lkor
1√
n
as n→∞.
Proof. 1. We first show that
lim sup
n→∞
vn(J ⊂ H)
√
n ≤ lkor vol3(J ′)
3
2 . (3.31)
Let ξ > 1 be fixed. As J is Jordan measurable, we can findm points v1, ..., vm ∈ C×R
and some r > 0, such that
J ′ ⊂
m⋃
1
(
vj ·H Ir
) ⊂ m⋃
1
(
vj ·H Iˆr
)
⊂ H (3.32)
and
m vol3(I
r) ≤ ξ vol3(J ′). (3.33)
Now, observe that
√
k
vk(v
j ·H Ir ⊂ vj ·H Iˆr)
vol3(I
r)
3
2
=
√
k
vk(I
r ⊂ Iˆr)
vol3(I
r)
3
2
=
√
k vk(I ⊂ Iˆ). (3.34)
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Thus, due to (3.32), Lemma 3.4.1, (3.34) and (3.33), we have
vkm(J ⊂ H)
√
km ≤
m∑
j=1
vk(v
j ·H Ir ⊂ vj ·H Iˆr)
√
k
√
m
≤ ξlkor vol3(Ir)
3
2m
3
2 (3.35)
≤ ξ 52 lkor vol3(J ′)
3
2
for k sufficiently large. Choose k0 ∈ N+ such that for k ≥ k0, (3.35) holds and√
(k + 1)/k ≤ ξ. For sufficiently large n, we can find a k ≥ k0 such that mk ≤ n ≤
m(k + 1). Hence,
vn(J ⊂ H)
√
n ≤ vkm(J ⊂ H)
√
(k + 1)m
≤ ξ 52 lkor vol3(J ′)
3
2
√
k + 1
k
≤ ξ 72 lkor vol3(J ′)
3
2 .
As ξ > 1 was arbitrarily fixed, we have proved (3.31).
2. It remains to show that
lim inf
n→∞
vn(J ⊂ H)
√
n ≥ lkor vol3(J ′)
3
2 . (3.36)
Once again, fix a ξ > 1. The Jordan measurability of J ensures that there are pairwise
disjoint sets I1, ..., Im, where Ij = vj ·H Irj for some rj > 0 and vj ∈ C× R, 1 ≤ j ≤ m,
such that
m⋃
1
Ij ⊂ J ′ and
m⋃
1
Iˆj ⊂ J ′, (3.37)
where Iˆj = vj ·H Iˆrj , and
vol3(J
′) ≤ ξ
m∑
j=1
vol3(Ij). (3.38)
Choose a Pn ∈ Pn(J ⊂ H; fS) such that v(S \ Pn) ≤ ξvn(J ⊂ H) and let nj denote the
number of cuts of Pn whose projections intersect Ij and are contained in Iˆj . By part 1.,
vn(J ⊂ H) → 0 as n → ∞. Thus, recalling (3.20), δ(Pn) → 0 as n → ∞. So, we may
choose n so large that the projections of these nj cuts, in fact, cover Ij and no two cuts of
P whose projections intersect two different Ij’s intersect. Therefore,
n1 + · · ·+ nm ≤ n. (3.39)
31
By Lemma 3.4.1 and (3.34), there is an n0 ∈ N+ such that
vk(Ij ⊂ Iˆj) ≥ 1
ξ
lkor vol3(Ij)
3
2
1√
k
(3.40)
for k ≥ n0 and j = 1, ...,m. We may further increase n to ensure that
nj ≥ n0 for j = 1, ...,m.
Consequently, by (3.37) and (3.40), we have,
vn(J ⊂ H) ≥ 1
ξ
m∑
j=1
vnj(Ij ⊂ Iˆj) ≥
lkor
ξ2
m∑
j=1
vol3(Ij)
3
2
√
nj
.
Now, Ho¨lder’s inequality yields,
m∑
j=1
vol3(Ij) =
m∑
j=1
(
vol3(Ij)
n
1/3
j
)
n
1/3
j ≤
(
m∑
j=1
vol3(Ij)
3/2
n
1/2
j
) 2
3
(
m∑
j=1
nj
) 1
3
.
Using this, (3.38) and (3.39), we obtain
vn(J ⊂ H) ≥ lkor
ξ2
(
m∑
j=1
vol3(Ij)
) 3
2 (
1∑m
1 nj
) 1
2
≥ lkor
ξ7/2
vol3(J
′)
3
2
1√
n
for n sufficiently large. As the choice of ξ > 1 was arbitrary, (3.36) now stands proved.
As a final remark, we extend the above lemma to a class of slightly more general model
domains in order to illustrate the effect of the Levi-determinant on our asymptotic formula.
Corollary 3.4.3. Let Sλ := {(z1, x2 + iy2) ∈ C2 : y2 > λ|z1|2} and fSλ(z, w) = λ(z2 −
w2)− 2iλ2(z1w1). Let J,H ⊂ ∂Sλ be compact and Jordan measurable with J ⊂ int∂SλH .
Then
vn(Sλ; J ⊂ H) := v(S;Pn(J ⊂ H; fSλ)) ∼ λ
1
2 vol3(J
′)
3
2 lkor
1√
n
as n→∞.
Proof. Let Ξ : C2 → C2 be the biholomorphism Ξ : (z1, z2) 7→ (λz1, λz2). Then, S =
Ξ(Sλ) and fSλ(z, w) = fS(Ξ(z),Ξ(w)). Therefore, there is a bijective correspondence
between Pn(J ⊂ H; fSλ) and Pn(ΞJ ⊂ ΞH; fS) given by P 7→ ΞP . Now, as det(JRΞ) ≡
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λ4 and det(JRΞres) ≡ λ3, we have
vn(Sλ; J ⊂ H)
vol3(J
′)
3
2
=
λ−4vn(S; ΞJ ⊂ ΞH)
λ−
9
2 vol3(Ξ
resJ ′)
3
2
∼ λ 12 lkor 1√
n
.
3.5 Local Estimates Via Model Domains
Lemma 3.3.2 suggests a way to locally compare the volume-minimizing approximations
drawn from two different classes of f -polyhedra which exhibit some comparability. In this
section, we set up a local correspondence between Ω and a model domain Sλ, pull back the
special cuts given by fSλ (see Section 3.4) via this correspondence, and establish a (3.4)-
type relationship between the pulled-back cuts and those coming from the Levi polynomial
of a defining function of Ω. First, we note a useful estimate on the Levi polynomial.
Lemma 3.5.1. Let Ω be a C2-smooth strongly pseudoconvex domain. Suppose ρ ∈ C2(C2)
is a strictly plurisubharmonic defining function of Ω. Then, there exist constants C > 0
and τ > 0 such that
|z − w|2 ≤ C |p(z, w)|, (3.41)
on Ωτ , where p is the Levi polynomial of ρ.
Proof. The second-order Taylor expansion of ρ about w ∈ ∂Ω gives:
−2 Re p(z, w) = −ρ(z) +
2∑
j,k=1
∂2ρ(w)
∂zj∂zk
(zj − wj)(zk − wk) + o(|z − w|2),
The strict plurisubharmonicity of ρ implies the existence of a c > 0 so that
2∑
j,k=1
∂2ρ(w)
∂zj∂zk
(zj − wj)(zk − wk) ≥ c|z − w|2, (z, w) ∈ Ω× Ω.
The result follows quite easily from this.
3.5.1 Special Darboux Coordinates
Notation. As we are now going to construct a non-holomorphic transformation, we need
to alternate between the real and complex notation. Here are some clarifications.
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• We will use z (and similarly w) to denote both (z1, z2) = (x1 + iy1, x2 + iy2) ∈ C2
and (x1, y1, x2, y2) ∈ R4. The usage will be clear from the context. In the same vein,
by z′ we mean either (z1, x2) = (x1 + iy1, x2) ∈ C× R or (x1, y1, x2) ∈ R3.
• Recall that
〈
θ, z
〉
denotes the pairing between a complex covector and a complex
vector. When θ is a real covector, we write
〈〈
θ, z
〉〉
to stress that z, here, is a tuple
in R4.
Fix a λ > 0. For reasons that will become clear in the next section, we consider a special
C4-smooth strongly pseudoconvex domain Ω such that 0 ∈ ∂Ω and for a neighborhood U
of the origin, there is a convex function function ρ : U → R such that Ω ∩ U = {z ∈ U :
ρ(z) < 0} and
ρ(z) = − Im z2 + λ|z1|2 + 2 Re(µz1z2) + υ|z2|2 + o(|z|2). (3.42)
We may shrink U to find a convex function F := Fρ : U ′ → R that satisfies
ρ(z1, x2, F (z1, x2)) = 0. ρ and Fρ are both C4-smooth and −i(∂ρ − ∂ρ) is a C3-smooth
contact form on ∂Ω ∩ U . The domain Sλ from Section 3.4 is such a domain with
ρλ(z) = − Im z2 + λ|z1|2 and Fρλ(z1, x2) = λ|z1|2.
Darboux’s theorem in contact geometry (see [1, Appendix 4]) says that any two equi-
dimensional contact structures are locally contactomorphic. We seek local diffeomor-
phisms between Ω and Sλ that extend to local contactomorphisms between (∂Ω,−i(∂ρ −
∂ρ)) and (∂Sλ,−i(∂ρλ − ∂ρλ)), and satisfy estimates essential to our goal. We carry out
this construction over the next three lemmas, working intially on R3 instead of ∂Ω. For
this, if grρ : U ′ → U maps (x1, y1, x2) to (x1, y1, x2, Fρ(x1, y1, x2)), we set
θρ := (grρ)
∗
(
∂ρ− ∂ρ
i
)
=
−1
ρy2
(
(ρy2ρy1 + ρx1ρx2)dx1 − (ρy2ρx1 − ρy1ρx2)dy1 + (ρ2y2 + ρ2x2)dx2
)
,
where, by the partial derivatives of ρ we mean their pull-backs to U ′ via grρ.
Lemma 3.5.2. Let Ω be defined by (3.42). There is an open subset (0 ∈)V ⊂ U ′ ⊂ R3 and
a C2-smooth diffeomorphism d = (d1, d2, d3) : V → R3 with d(0) = 0 satisfying
• d∗θρλ(z′) = a(z′)θρ(z′) for all z′ ∈ V , and some a ∈ C(V ) with a(0) = 1; and
• | det JRd(0)| = 1.
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Proof. We proceed with the understanding that when refering to functions defined a priori
on U (such as ρ or its derivatives) we implicitly mean their pull-backs to U ′ via grρ.
Now, consider the following C3-smooth vector field in ker θρ on U ′:
v =
∂ρ
∂x2
∂
∂x1
− ∂ρ
∂y2
∂
∂y1
− ∂ρ
∂x1
∂
∂x2
.
We let γt(z′) := γ(z′; t) = (γ1(z′; t), γ2(z′; t), γ3(z′; t)) be the flow of v such that
γ(z′; 0) = z′. Note that γ(z′; t) is C3-smooth in z′ and C4-smooth in s. Differentiating
the initial value problem for the flow, we have
JRγ
0 ≡ Id . and HessRγ0 ≡ 0. (3.43)
Observe that the map
Γ = (Γ1,Γ2,Γ3) : z
′ = (x1, y1, x2) 7→ γ(x1, 0, x2; y1),
is defined on some neighborhood, U ′1 ⊂ U ′, of the origin. Moreover, dropping the argu-
ments, switching to our shorthand notation, and denoting f ◦ Γ by f˜ , we have
JRΓ =

Γ1x1 ρ˜x2 Γ1x2
Γ2x1 −ρ˜y2 Γ2x2
Γ3x1 −ρ˜x1 Γ3x2
 ,
and
(JRΓ)
−1 =

ρ˜x1Γ2x2−ρ˜y2Γ3x2
det JRΓ
−ρ˜x1Γ1x2−ρ˜x2Γ3x2
det JRΓ
ρ˜y2Γ1x2+ρ˜x2Γ2x2
det JRΓ
Γ2x2Γ3x1−Γ2x1Γ3x2
det JRΓ
−Γ1x2Γ3x1+Γ1x1Γ3x2
det JRΓ
Γ1x2Γ2x1−Γ1x1Γ2x2
det JRΓ
ρ˜y2Γ3x1−ρ˜x1Γ2x1
det JRΓ
ρ˜x2Γ3x1+ρ˜x1Γ1x1
det JRΓ
−ρ˜y2Γ1x1−ρ˜x2Γ2x1
det JRΓ
 ,
wherever JRΓ is invertible. In particular, JRΓ(0) = (JRΓ)−1(0) = Id . We may, therefore,
locally invert Γ (as a C3-smooth function) in some neighborhood W1 ⊂ U ′1 of 0. Let
(X1, Y1, X2) = Γ
−1(x1, y1, x2).
Γ is constructed to ‘straighten’ v — i.e., JRΓ( ∂∂Y1 ) = v. So, if we view X1 and X2 as
C3-smooth functions on W := Γ(W1) ∩ U ′, they are linearly independent and v(X1) ≡
v(X2) ≡ 0. Thus, dX1 ∧ dX2 6= 0 everywhere on W and dX1(v) ≡ dX2(v) ≡ θρ(v) ≡ 0
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on W . So, it must be the case that
θρ(·) = w1(·)dX1(·) + w2(·)dX2(·),
for some w1,w2 ∈ C2(W ). Substituting the expressions for θρ, dX1 and dX2 (the latter
two can be read off the matrix (JRΓ)−1 above), we get
w1 =
−Γ1x1 ρ˜y2(ρy1ρy2 + ρx1ρx2)− Γ3x1 ρ˜y2(ρ2x2 + ρ2y2)
ρy2 ρ˜y2
+
Γ2x1(ρ˜x1(ρ
2
y2
+ ρ2x2)− ρ˜x2(ρy1ρy2 + ρx1ρx2))
ρy2 ρ˜y2
and
w2 =
−Γ1x2 ρ˜y2(ρy1ρy2 + ρx1ρx2)− Γ3x2 ρ˜y2(ρ2x2 + ρ2y2)
ρy2 ρ˜y2
+
Γ2x2(ρ˜x1(ρ
2
y2
+ ρ2x2)− ρ˜x2(ρy1ρy2 + ρx1ρx2))
ρy2 ρ˜y2
,
where, once again, f˜ := f ◦ Γ. Observe that w1(0) = 0 and w2(0) = 1. Thus, for some
neighborhood, V ⊂ W , of the origin, w2 6= 0 and
θρ = w2(Y1dX1 + dX2),
where Y1 := w1/w2. Finally, set
a :=
1
w2
, d1 := X1, d2 := −Y1
4λ
and d3 := X2 +
X1Y1
2
.
Then, on V ,
aθρ = −2λd2dd1 + 2λd1dd2 + dd3 = d∗(θρλ) (3.44)
and a(0) = 1.
Refering to (3.43) and the formulae for w1, w2 and (JRΓ)−1, we get
JRd

1 0 0
0 1 − Imµ
2λ
0 0 1
 . (3.45)
We have, thus, constructed the required map.
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We now show that the contact transformation constructed above satisfies an estimate
crucial to our analysis.
Lemma 3.5.3. Let d and V be as in the proof of Lemma 3.5.2 and V b V be a neighbor-
hood of the origin. Then, there is an E1 ∈ C(V) with limw′→0 E1(w′) = 0 and a C1 > 0
such that, for all w′ ∈ V and z′ ∈ R3,
|(z′ − w′)tr · HessRd3(w′) · (z′ − w′)|
≤ E1(w′)|z′ − w′|2 + C1(|z1 − w1||x2 − u2|+ |x2 − u2|2). (3.46)
Proof. Recall that d3 = X2 + X1Y12 . We refer to the construction in the proof of Lemma
3.5.2 and collect the following data:
(X1)x1(0) = 1, (X1)y1(0) = 0;
(Y1)x1(0) = 0, (Y1)y1(0) = −4λ;
(X2)x1x1(0) = 0, (X2)x1y1(0) = 2λ = (X2)y1x1(0), (X2)y2y2(0) = 0.
Next, we write out the relevant terms.
(z′ − w′)tr · HessRd3(w′) · (z′ − w′)
=
(
X2x1x1(w
′) +X1x1(w
′)Y1x1(w
′)
)
(x1 − u1)2
+
1
2
(
Y1(w
′)X1x1x1(w
′) +X1(w′)Y1x1x1(w
′)
)
(x1 − u1)2
+
(
2X2x1y1(w
′) +X1x1(w
′)Y1y1(w
′) +X1y1(w
′)Y1x1(w
′)
)
(x1 − u1)(y1 − v1)
+
(
Y1(w
′)X1x1y1(w
′) +X1(w′)Y1x1y1(w
′)
)
(x1 − u1)(y1 − v1)
+
(
X2y1y1(w
′) +X1y1(w
′)Y1y1(w
′)
)
(y1 − v1)2
+
1
2
(
Y1(w
′)X1y1y1(w
′) +X1(w′)Y1y1y1(w
′)
)
(y1 − v1)2
+2d3x1x2(w
′)(x1 − u1)(x2 − u2) + 2d3y1x2(w′)(y1 − v1)(x2 − u2)
+d3x2x2(w
′)(x2 − u2)2.
Now, the coefficients of (x1−u1)2, (x1−u1)(y1−v1) and (y1−u1)2 in the above expansion
all vanish at the origin (see data listed above). Thus, we have that the estimate (3.46).
All that remains is to extend the above transformation to Ω. For this, let V be as in
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Lemma 3.5.2 and Gρ : V × R→ C2 be the map
(x1, y1, x2, y2) 7→ (x1, y1, x2, Fρ(x1, y1, x2) + y2).
Gρ is evidently a C4-smooth diffeomorphism with G(V × (0, t]) ⊂ Ω for some t > 0. We
note the following facts about Gρ:
• JRGρ(0) = Id . and JRGresρ (0) = Id ..
• (Gρ)∗(∂ρ+ ∂ρ) =
(
∂ρ
∂y2
◦ Gρ
)
dy2 and (Gρ)∗
(
∂ρ−∂ρ
i
)
= θρ on V × {0}.
Lemma 3.5.4. There is a neighborhood U of the origin and a C2-smooth diffeomorphism
Ψ : U → C2 such that
• Ψ(0) = 0, Ψ(Ω ∩ U) = Sλ ∩Ψ(U) and Ψ(∂Ω ∩ U) = ∂Sλ ∩Ψ(U);
• det JRΨ(0) = 1 and det JRΨres(0) = 1; and
• if lρ and lλ denote the Cauchy-Leray map of ρ and ρλ, respectively, then∣∣lρ(z, w)− lλ(Ψ(z),Ψ(w))∣∣ (3.47)
≤ (E (w) +D(z − w)) (|lλ(Ψ(z),Ψ(w)) + |z − w|2)+ C |lλ(Ψ(z),Ψ(w))|2,
on {(z, w) ∈ Ω × U : |z − w| ≤ τ}, for some choice of E ∈ C(U) with
limw→0 E (w) = 0, D(ζ) = o(1) as |ζ| → 0, and constants C , τ > 0.
Proof. Let Ψ = (Ψ1,Ψ2) := GT ◦ (d, Id .) ◦ G−1ρ , where Id . is the identity map on R,
and U b Gρ(V × [−t, t]) is a neighborhood of the origin. We use the notation (Ψ1,Ψ2) =
(ψ1 +iψ2, ψ3 +iψ4). The regularity and mapping properties of Ψ follow from its definition.
Since id.∗(−dy2) = −dy2 and d∗(θρλ) = aθρ on {y2 = 0},
Ψ∗(∂ρλ + ∂ρλ) = a1(∂ρ+ ∂ρ)
and
Ψ∗
(
∂ρλ − ∂ρλ
i
)
= a2
(
∂ρ− ∂ρ
i
)
,
on ∂Ω ∩ U , where a1(x1, y1, x2, y2) = − ∂ρ
∂y2
(Gρ(x1, y1, x2, y2)) and a2(x1, y1, x2, y2) =
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a(x1, y1, x2). Therefore, for all w ∈ ∂Ω ∩ U and z ∈ C2,
2
〈
∂ρλ(Ψ(w)), JCΨ(w)(z − w)
〉
= 2 Re
〈
∂ρλ(Ψ(w)), JCΨ(w)(z − w)
〉
+ 2i Im
〈
∂ρλ(Ψ(w)), JCΨ(w)(z − w)
〉
=
〈〈
(∂ρλ + ∂ρλ)(Ψ(w)), JCΨ(w)(z − w)
〉〉
+i
〈〈∂ρλ − ∂ρλ
i
(Ψ(w)), JCΨ(w)(z − w)
〉〉
=
〈〈
Ψ∗(∂ρλ + ∂ρλ)(w), z − w
〉〉
+ i
〈〈
Ψ∗
(
∂ρλ − ∂ρλ
i
)
(w), z − w
〉〉
= a1(w)
〈〈
(∂ρ+ ∂ρ)(w), z − w
〉〉
+ ia2(w)
〈〈(∂ρ− ∂ρ
i
)
(w), z − w
〉〉
= 2a1(w) Re
〈
∂ρ(w), z − w
〉
+ 2ia2(w) Im
〈
∂ρ(w), z − w
〉
.
Now, since ρλ := λ|z1|2 − y2, ∂ρ
λ
∂z1
(Ψ(z)) = λΨ1(z) and
∂ρλ
∂z2
(Ψ(z)) =
i
2
. Therefore,
there is a τ1 > 0 such that on {(z, w) ∈ R4 × U : ||z − w|| ≤ τ1},∣∣∣〈∂ρλ(Ψ(w)),Ψ(z)−Ψ(w)− JCΨ(w)(z − w)〉∣∣∣
≤ c|Ψ1(w)| · ||z − w||2 + 1
2
R1(z − w) +R2(z − w), (3.48)
where, c > 0, R1(z − w) = |(z − w)tr · (HessRψ3(w) + HessRψ4(w)) · (z − w)|, and
R2(ζ) = o(|ζ|2) as |ζ| → 0. Observe that ψ3(z′, y2) = d3(z′) and ψ4(z′, y2) = d1(z′)2 +
d2(z
′)2 + y2 − F (z′). As,
ψ4x1x1(w) = 2
2∑
j=1
(djx1(w
′)2 + dj(w′)djx1x1(w
′))− Fx1x1(w′),
ψ4y1y1(w) = 2
2∑
j=1
(djy1(w
′)2 + dj(w′)djy1y1(w
′))− Fy1y1(w′) and
ψ4x1y1(w) = 2
2∑
j=1
(djx1(w
′)djy1(w
′) + dj(w′)djx1y1(w
′))− Fx1y1(w′)
all vanish at w = 0, we have, for all (z, w) ∈ R4 × U ,
|(z − w)tr · HessRψ4(w) · (z − w)|
≤ E2(w)||z − w||2 + C2(|z1 − w1||z2 − w2|+ |z2 − w2|2), (3.49)
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where E1 ∈ C(U) with limw→0 E1(w) = 0, and C1 > 0 is a constant. Combining (3.48),
(3.46) and (3.49) (and adding c|Ψ1|, E1 and E2), we have that
A :=
∣∣∣〈∂ρλ(Ψ(w)),Ψ(z)−Ψ(w)− JCΨ(w)(z − w)〉∣∣∣ (3.50)
≤ (E3(w) +D3(z − w))||z − w||2 + C3(|z1 − w1||z2 − w2|+ |z2 − w2|2),
on {(z, w) ∈ R4 × U : ||z − w|| ≤ τ3}, for some E3 ∈ C(U) with limw→0 E3(w) = 0,
D3(ζ) = o(1) as |ζ| → 0, and constants C3, τ3 > 0.
Next, we have that
|Ψ2(z)−Ψ2(w)| = 2
∣∣∣〈∂ρλ(Ψ(w)),Ψ(z)−Ψ(w)〉−Ψ1(z)(Ψ1(z)−Ψ1(w))∣∣∣
≤ C4
∣∣∣〈∂ρλ(Ψ(w)),Ψ(z)−Ψ(w)〉∣∣∣+ E4(w)||z − w||, (3.51)
on {(z, w) ∈ R4×U : ||z−w|| ≤ τ4}, for some choice of E4, C4 and τ4 as before. Also, if
Ψ−1 = (ψˆ1, ψˆ2, ψˆ3, ψˆ4), then JRψˆ3(0) = (0, 0, 1, 0) and JRψˆ4(0) = (0, 0, 0, 1). So, we are
permitted to conclude that
|z2 − w2| ≤ C4|Ψ2(z)−Ψ2(w)|+ (E5(w) +D5(z − w))||z − w||, (3.52)
on {(z, w) ∈ R4 × U : ||z − w|| ≤ τ5}, for some E5, C5, D5 and τ5 as before.
Finally, as a1(0) = a2(0) = 1, (3.48), (3.50), (3.51) and (3.52) combine to give an E ,
C , D and τ with the required properties, such that
|lρ(z, w)− lλ(Ψ(z),Ψ(w))|
≤
∣∣∣〈∂ρ(w), z − w〉− 〈∂ρλ(Ψ(w)), JCΨ(w)(z − w)〉∣∣∣+A,
≤ (E (w) +D(z − w)) (|lλ(Ψ(z),Ψ(w))|+ ||z − w||2)+ C |lλ(Ψ(z),Ψ(w))|2.
on {(z, w) ∈ R4 × U : ||z − w|| ≤ τ}.
3.5.2 Convexification
In this section, we return to general strongly pseudoconvex domains. Assume 0 ∈ ∂Ω
and the outward unit normal vector to ∂Ω at 0 is (0,−i). Let ρ be a C2-smooth strictly
plurisubharmonic defining function of Ω such that ||∇ρ(0)|| = 1. Now, ρ has the following
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second-order Taylor expansion about the origin:
ρ(w) = Im
(
−w2 + i
2∑
j,k=1
∂2ρ(0)
∂zj∂zk
wjwk
)
+
2∑
j,k=1
∂2ρ(0)
∂zj∂zk
wjwk + o(|w|2).
Using a classical trick, attributed to Narasimhan, we convexify Ω near the origin via the
map Φ given by:
w1 7→ Φ1(w) = w1
w2 7→ Φ2(w) = w2 − i
2∑
j,k=1
∂2ρ(0)
∂zj∂zk
wjwk.
Owing to the inverse function theorem, Φ is a local biholomorphism on some neighborhood
U of 0. We may further shrink U so that the strong convexity of Φ(∂Ω∩U) at 0 propagates
to all of Ψ(∂Ω ∩ U). We collect the following key observations:
• JRΦ(0) = Id . and JRΦres(0) = Id .;
• If ρˆ := ρ ◦ Φ−1, then ρˆ(w) = − Imw2 +
2∑
j,k=1
∂2ρ(0)
∂zj∂zk
wjwk + o(|w|2).
• If p is the Levi-polynomial of ρ and lρˆ(z, w) is the Cauchy-Leray map of ρˆ, then, for
any neighborhood U b U of the origin, there is a τ > 0 such that, on {(z, w) ∈
C2 × U : |z − w| ≤ τ},
|p(z, w)− lρˆ(Φ(z),Φ(w))| (3.53)
≤
∣∣∣〈∂ρ(w), (z − w)〉− 〈∂ρˆ(Φ(w)), JCΦ(w)(z − w)〉∣∣∣
+
1
2
∣∣∣∣∣
2∑
j,k=1
(
∂2ρ(w)
∂zj∂zk
+ 2i
∂ρˆ(Φ(w))
∂w2
∂2ρ(0)
∂zj∂zk
)
(zj − wj)(zk − wk)
∣∣∣∣∣
≤
∣∣∣〈∂ρ(w), (z − w)〉− 〈Φ∗(∂ρˆ)(w), (z − w)〉∣∣∣
+
1
2
∣∣∣∣∣
2∑
j,k=1
(
∂2ρ(0)
∂zj∂zk
+ o(1) + (−1 + o(|w|)) ∂
2ρ(0)
∂zj∂zk
)
(zj − wj)(zk − wk)
∣∣∣∣∣
≤ E (w)|z − w|2,
for some E ∈ C(U) with limw→0 E (w) = 0.
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3.5.3 Main Local Estimate
We combine the maps constructed above:
Lemma 3.5.5. Fix an ε > 0. Let Ω ⊂ C2 be a C4-smooth strongly pseudoconvex domain
and ρ a strictly plurisubharmonic defining function of Ω. Assume that 0 ∈ ∂Ω, ∇ρ(0) =
(0, 0, 0,−1) and M [ρ](0) = λ. Then, there exists a neighborhood U of the origin, a C2-
smooth origin-preserving diffeomorphism Θ on U that carries Ω∩U onto Sλ ∩Θ(U), and
a constant τ > 0 such that
• 1− ε ≤ vol(Θ(V ))
vol(V )
≤ 1
1− ε , for every Jordan measurable V ⊂ U ;
• 1− ε ≤ vol3(Θ(J)
′)
vol3(J
′)
≤ 1
1− ε , for every Jordan measurable J ⊂ ∂Ω ∩ U ; and
• if P is the Levi polynomial of ρ and lλ is the Cauchy-Leray map of ρλ, then
|p(z, w)− lλ(Θ(z),Θ(w))| ≤ ε(|p(z, w)|+ |lλ(Θ(z),Θ(w))|)
on {(z, w) ∈ (Ω ∩ U)×H : |z − w| ≤ τ}, where H ⊂ ∂Ω ∩ U is compact.
Proof. The needed map is Ψ ◦ Φ (see Sections 3.5.1 and 3.5.2). The mapping and volume
distortion properties follow from those of Ψ and Φ. The estimate is a combination of (3.53),
(3.47) and (3.41).
The following lemma is an application of Lemma 3.3.2 and gives us a local version of
our main theorem.
Lemma 3.5.6. Let Ω, f and ρ be as in Theorem 3.1.1. Fix an ε ∈ (0, 1/3) and a point
q ∈ ∂Ω. Then, there exists a neighborhood Uq,ε of q such that for every Jordan measurable
pair J,H ⊂ ∂Ω ∩ Uq,ε such that J ⊂ int∂ΩH ,
(1− ε)31 lkorλ(q)
1
2 s(J)
3
2√
n
≤ v(Ω;Pn(J ⊂ H; f)) ≤ (1− ε)−19 lkorλ(q)
1
2 s(J)
3
2√
n
for sufficiently large n, where λ(q) :=
4M [ρ](q)
||∇ρ(q)||3 and s is the Euclidean surface area
measure on ∂Ω.
Proof. Let ρ be the strictly plurisubharmonic defining function of Ω for which (>) in The-
orem 3.1.1 holds. Let A : C2 → C2 be an isometry that takes q to the origin and the outer
unit normal at q to (0,−i||∇ρ(q)||). Set ρˆ(z) := ||∇ρ(q)||−1ρ(A−1z). Then, ρˆ satisfies the
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hypotheses of Lemma 3.5.5, with M(ρˆ)(0) = λ(q). Moreover, the Levi polynomial pˆ of ρˆ
satisfies
||∇ρ(q)||pˆ(Az,Aw) = p(z, w). (3.54)
Suppose Θ andU are the map and neighborhood, respectively, granted by Lemma 3.5.5.
Set Vq := A−1(U) and Θq := Θ ◦ A. Note that Θq maps Ω to Sλ(q) locally near q. We
define
f˜(z, w) :=
f(z, w)
||∇ρ(q)||ν ;
g(z, w) := fSλ(q)
(
Θqz,Θqw
)
; and
g˜(z, w) := a(w,w)
(
2i
λ(q)
fSλ(q)
(
Θqz,Θqw
))ν
= a(w,w)lλ(q)
(
Θqz,Θqw
)ν (see Section 3.4).
Observe that, when defined,
C(w, δ, f˜) = C (w, ||∇ρ(q)||νδ; f) ; and (3.55)
C(w, δ, g˜) = C
(
w,
λ(q)
2
(
δ
|a(w,w)|
) 1
ν
; g
)
. (3.56)
Thus, for our point of interest, there is little difference between f and f˜ (and g and g˜).
Keeping this observation in mind, we will apply Lemma 3.3.2 to f˜ , g˜ ∈ C(Ω×(Vq∩∂Ω))
(see Remark 3.3.3). By (>), there exist τ1 ∈ (0, τ ] and l > 0 such that
|p(z, w)|ν ≤ l|f˜(z, w)| on Ωτ1 . (3.57)
Now, fix an ε ∈ (0, 1/3). Let εˆ :=
ε
2
min
{
||∇ρ(q)||ν
l
,
(2ν||∇ρ(q)||ν maxΩτ |a(z, w)|)−1
l
,
(
2ν
maxΩτ |a(z, w)|
min∂Ω |a(w,w)|
)−1
,min
∂Ω
|a(w,w)|
}
.
(3.58)
By (>), we can find a τ2 ∈ (0, τ1] such that
|f˜(z, w)−a(z, w)pˆ(Az,Aw)ν | = |f(z, w)− a(z, w)p(z, w)
ν |
||∇ρ(q)||ν ≤
εˆ
||∇ρ(q)||ν |p(z, w)|
ν on Ωτ2 .
(3.59)
By Lemma 3.5.5, (3.54), and the continuity of a on Ωτ , we shrink τ2 so that on Ωτ2 ∩
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(
Ω× Vq
)
,
|a(z, w)pˆ(Az,Aw)ν − a(z, w)lλ(q)
(
Θqz,Θqw
)ν |
≤ |a(z, w)| (|pˆ(Az,Aw)− lλ(q)(Θqz,Θqw)|) ν max{|pˆ(Az,Aw)|, |lλ(q)(Θqz,Θqw)|}ν−1
≤ |a(z, w)|εˆ (|pˆ(Az,Aw)|+ |lλ(q)(Θqz,Θqw)|) ν max{|pˆ(Az,Aw)|, |lλ(q)(Θqz,Θqw)|}ν−1
≤ 2νεˆ|a(z, w)| (|pˆ(Az,Aw)|ν + |lλ(q)(Θqz,Θqw)|ν)
≤ εˆ
(
2ν||∇ρ(q)||ν max
Ωτ
|a(z, w)|
)
|p(z, w)|ν + εˆ
(
2ν
maxΩτ |a(z, w)|
min∂Ω |a(w,w)|
)
|g˜(z, w)|, (3.60)
and
|a(z, w)lλ(q)
(
Θqz,Θqw
)ν − g˜(z, w)| = |a(z, w)− a(w,w)| · |lλ(q)(Θqz,Θqw)|ν
≤ εˆ
min∂Ω |a(w,w)| |g˜(z, w)|. (3.61)
Adding (3.59), (3.60) and (3.61), and recalling (3.58) and (3.57), we get
|f˜(z, w)− g˜(z, w)| ≤ ε
(
|f˜(z, w)|+ |g˜(z, w)|
)
on Ωτ2 ∩
(
Ω× Vq
)
.
We now need to show that g˜ satisfies the remaining hypotheses of Lemma 3.3.2. But
these are conditions on the cuts of g˜, which are identical to the cuts of g (by (3.56)). So,
we work with g instead. Let Uq,ε b Vq be an open neighborhood of q, and δ0 > 0 be such
that C(w, δ; g) ⊂ Vq for all w ∈ Uq,ε ∩ ∂Ω and δ < δ0. Then,
Θq = Θ ◦ A : C(w, δ; g) C
(
Θqw, δ; fSλ(q)
)
, (3.62)
for w ∈ Uq,ε ∩ ∂Ω and δ < δ0. Therefore, exploiting Lemma 3.8.1, we get
1. C(w, δ; g) is Jordan measurable for all w ∈ Uq,ε ∩ ∂Ω and δ < δ0;
2. If w1, ..., wm ∈ Uq,ε ∩ ∂Ω, m ∈ N+, then
vol
(
m⋃
j=1
C(wj, (1 + t)δ; g)
)
≤ 1
1− ε vol
(
m⋃
j=1
C(Θqw
j, (1 + t)δ; fSλ(q))
)
≤ (1 + t)
3
1− ε vol
(
m⋃
j=1
C(Θqw
j, δ; fSλ(q))
)
≤ 1
(1− ε)2 (1 + t)
3 vol
(
m⋃
j=1
C(wj, δ; g)
)
,
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for all t ∈ (0, 16) and δj ≤ δ0/16, j = 1, ...,m. Thus, g satisfies the doubling
property ~ with quantifiers δg = δ0/16 and E(t) = (1− ε)−2(1 + t)3.
Lastly, we further shrink Uq,ε — if necessary — to ensure that
(‡) for any s-measurable set J ⊂ (Uq,ε ∩ ∂Ω),
1− ε ≤ s(J)
[J ′′]
≤ 1
1− ε,
where J ′′ denotes the projection of J onto the tangent plane to ∂Ω at q and [J ′′] :=
vol3(A(J)
′).
We are now ready to estimate. Consider Jordan measurable compact sets J ⊂ H ⊂
(Uq,ε ∩ ∂Ω) such that J ⊂ int∂ΩH . By (3.55), (3.10), (3.56), the volume-distortion prop-
erties of Θq — see Lemma 3.5.5 and recall that A is an isometry — and property (‡), we
have that
lim sup
n→∞
√
n v(Ω;Pn(J ⊂ H; f)) = lim sup
n→∞
√
n v(Ω;Pn(J ⊂ H; f˜))
≤ 1
(1− ε)2
(
1 +
(1 + ε)2
(1− ε)2 − 1
)3
lim sup
n→∞
√
n v(Ω;Pn(J ⊂ H; g˜))
=
1
(1− ε)2
(
1 +
(1 + ε)2
(1− ε)2 − 1
)3
lim sup
n→∞
√
n v(Ω;Pn(J ⊂ H; g))
≤ (1− ε)−14 lim sup
n→∞
√
n (1− ε)−1v(Sλ(q);Pn(ΘqJ ⊂ ΘqH; fSλ(q)))
≤ (1− ε)−15 lkorλ(q) 12 vol3((ΘqJ)′)
3
2
≤ (1− ε)− 332 lkorλ(q) 12 [J ′′] 32 ≤ (1− ε)−18 lkorλ(q) 12 s(J) 32 .
By a similar argument, but now using (3.12) from the proof of Lemma 3.3.2, we get that
lim
n→∞
√
n v(Ω;Pn(J ⊂ H; f)) ≥ (1− ε)30 lkorλ(q) 12 s(J) 32 .
Therefore, for large enough n, we get the desired estimates.
3.6 Proof of Theorem 3.1.1
Proof of Theorem 3.1.1. Fix an ε ∈ (0, 1/3). There exists a tiling {Lj}1≤j≤m of ∂Ω
consisting of Jordan measurable compact sets with non-empty interior such that
• for each j = 1, ...,m, there is a qj ∈ Lj for which Lj ⊂ Uqj ,ε, where the latter comes
from Lemma 3.5.6;
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• (1− ε)λ(q) ≤ λ(qj) ≤ (1− ε)−1λ(q), for all q ∈ Lj .
Then, recalling that λ(q) =
4M [ρ](q)
||∇ρ(q)||3 , we obtain estimates as follows:
4−
1
3
∫
∂Ω
σΩ =
∫
∂Ω
4
1
3M [ρ](q)
1
3
ds(q)
||∇ρ(q)|| =
m∑
j=1
∫
Lj
λ(q)
1
3ds(q)

≤ (1− ε)−1
m∑
j=1
λ(qj)
1
3 s(Lj)
≥ (1− ε)
m∑
j=1
λ(qj)
1
3 s(Lj).
(3.63)
We extend this tiling to a thin tubular neighborhood N of ∂Ω in the obvious way, de-
noting the tile corresponding to Lj by Lˆj . Lastly, for all j = 1, ...,m, we choose compact
Jordan measurable sets Jj and Hj such that Jj ⊂ int∂ΩLj ⊂ int∂ΩHj ⊂ Uqj ,ε and
s(Jj) ≥ (1− ε)s(Lj). (3.64)
1. We first estimate v(Ω;Pn(f)) from above. For j = 1, ...,m, choose P j ∈
Pnj(Lj ⊂ Hj; f) such that vol(Ω \ P j) ≤ (1− ε)−1v(Ω;Pnj(Lj ⊂ Hj; f)). Let P denote
the intersection of all these P j’s. Then, P is an f -polyhedron with at most n1 + · · · + nm
facets. Thus, by Lemma 3.5.6, for sufficiently large n1, ..., nm,
vol(Ω \ P ) ≤ (1− ε)−1
m∑
j=1
v(Ω;Pnj(Lj ⊂ Hj; f))
≤ (1− ε)−20 lkor
m∑
j=1
λ(qj)
1
2 s(Lj)
3
2
√
nj
= (1− ε)−20 lkor
m∑
j=1
λ(qj)
1
3 s(Lj)
(
λ(qj)
1
3 s(Lj)
nj
) 1
2
. (3.65)
Now, fix an n ∈ N+. Suppose, we set
nj =
⌊
λ(qj)
1
3 s(Lj)∑m
j=1 λ(qj)
1
3 s(Lj)
n
⌋
, j = 1, ...,m. (3.66)
Then,
n1 + · · ·+ nm ≤ n; (3.67)
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and
(1− ε) λ(qj)
1
3 s(Lj)∑m
j=1 λ(qj)
1
3 s(Lj)
n ≤ nj (3.68)
if n is large. We use (3.67), substitute (3.68) in (3.65) and invoke (3.63) to get
v(Ω;Pn(f)) ≤ (1− ε)−21 lkor
(
m∑
j=1
λ(qj)
1
3 s(Lj)
) 3
2
1√
n
≤ (1− ε)−24 lkor
(∫
∂Ω
σΩ
) 3
2 1√
n
, (3.69)
for n sufficiently large.
2. Next, we produce a lower bound for v(Ω;Pf (n)). Choose a Pn ∈ Pn(f) such that
vol(Ω \ Pn) ≤ (1 − ε)−1v(Ω;Pf (n)). Let nj be the number of cuts of Pn that cover Jj .
As limn→∞ δ(Pn) = 0 due to Lemma 3.3.1 and the upper bound on v(Ω;Pf (n)) obtained
above, we can choose n sufficiently large so that
• The nj cuts that cover Jj lie in L̂j .
• Each nj is large enough so that the bounds in Lemma 3.5.6 hold.
Thus, invoking Lemma 3.5.6 and using (3.64), we have that
vol(Ω \ Pn) ≥
m∑
j=1
vol
(
L̂j \ Pn
)
≥
m∑
j=1
v(Ω;Pnj(Jj ⊂ Lj; f))
≥ (1− ε)31 lkor
m∑
j=1
λ(q)
1
2 s(Jj)
3
2
√
nj
≥ (1− ε)33 lkor
m∑
j=1
λ(q)
1
2 s(Lj)
3
2
√
nj
.
Now, Ho¨lder’s inequality gives
m∑
j=1
λ(q)
1
3 s(Lj) =
m∑
j=1
(
λ(q)s(Lj)
3
nj
) 1
3
n
1
3
j ≤
(
m∑
j=1
λ(q)
1
2 s(Lj)
3
2
√
nj
) 2
3
(
m∑
j=1
nj
) 1
3
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Thus, using one of the estimates in (3.63),
vol(Ω \ Pn) ≥ (1− ε)33 lkor
(
m∑
j=1
λ(q)
1
3 s(Lj)
) 3
2
1√
n1 + · · ·+ nm
≥ (1− ε)35 lkor
(
1
41/3
∫
∂Ω
σΩ
) 3
2 1√
n
.
By our choice of Pn,
v(Ω;Pn(f)) ≥ (1− ε)36 1
2
lkor
(∫
∂Ω
σΩ
) 3
2 1√
n
, (3.70)
for all n sufficiently large.
Finally, we combine (3.70) and (3.69), and recall that ε ∈ (0, 1/3) was arbitrary, to
declare the proof of Theorem 3.1.1 complete.
Proof of Corollary 3.1.4. Let ρ be a C4-smooth strictly plurisubharmonic defining function
of Ω. A Henkin-Ramirez generating map enjoys the following properties (see [25, Prop.
3.1] for a complete description):
1. g is defined and C3-smooth on some neighborhood of Ω× ∂Ω;
2. g(·, w) is holomorphic in Ω for each w ∈ ∂Ω;
3. for (z, w) ∈ Ω× ∂Ω, g(z, w) = 0 if, and only if, z = w; and
4. there is a τ > 0 and a function a ∈ C3(Ωτ ) with |a| ≥ 23 so that g = ap on Ωτ , where
p is the Levi polynomial of ρ.
This is precisely the set-up needed to invoke Theorem 3.1.1.
Proof of Corollary 3.1.6. By Theorem 2 in [11], there is a τ > 0 and a non-zero a ∈ C(∂Ω),
such that
KΩ(z, w) =
a(w)
p(z, w)3
+O
(
p(z, w)−ν
)
, ν ∈ (0, 3), (3.71)
on Ωτ , where p is the Levi polynomial of some strictly plurisubharmonic defining function
of Ω. One would like to apply Theorem 3.1.1 to f = K−1Ω . As KΩ may vanish when
(z, w) /∈ Ωτ , we use a cut-off function (see Remark 3.3.3) to obtain a K ∈ C(Ω× ∂Ω) such
that K = 0 precisely on the set {(z, w) : z = w ∈ ∂Ω} and K = K−1Ω on Ωτ . Then, there is
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an m > 0, such that for n sufficiently large,
{z ∈ Ω : |KΩ(z, wj)| < mj, j = 1, ..., n} = {z ∈ Ω : |K(z, wj)| > 1/mj, j = 1, ..., n}
∈ Pn(K),
where w1, ..., wn ∈ ∂Ω and m1, ...,mn > m. But, by Lemma 3.3.1, if n is sufficiently
large,
inf{vol(Ω \ P ) : P ∈ Pn(K)) = inf{vol(Ω \ P ) : P ∈ Pn(K), δ(P ) < 1/m}.
Thus, inf{vol(Ω \ P : P ∈ BPn} ≤ v(Ω;Pn(K)). The reverse inequality follows from
a similar argument. As Theorem 3.1.1 applies to K-polyhedra (due to (3.71)), the claimed
asymptotic result holds.
Alternately, we can avoid constructing K by observing that the statement and proof of
Theorem 3.1.1 are not adversely affected if we allow f to be a P1-valued function.
Proof of Corollary 3.1.7. This proof follows along the same lines as the proof of Corollary
3.1.6, with (3.71) replaced by the following formula (which can be deduced from Boutet
de Monvel and Sjo¨strand’s formulae in [8]):
SΩ(z, w) =
a(z, w)
p(z, w)2
+O
(
p(z, w)−ν
)
, ν ∈ (0, 2), (3.72)
on Ωτ , where p is the Levi polynomial of some strictly plurisubharmonic defining function
of Ω.
3.7 Some Remarks
Although the techniques used in the proof of Theorem 3.1.1 are exclusive to strongly pseu-
doconvex domains, we suspect that the result can be generalized to a larger class of do-
mains. As evidence, we mention three situations for which Corollary 3.1.6 holds.
• Suppose Ω ⊂ C2 is a smooth domain which is strongly pseudoconvex at all but m
points in ∂Ω. Further, suppose that KΩ : Ω × Ω → P1 is a continuous function that
takes the value∞ precisely on the diagonal of ∂Ω× ∂Ω. Let ε ∈ (0, 1/3), and C(ε)
be a collection ofm disjointKΩ-cuts that contain a weakly pseudoconvex point each,
and vol(C) < ε/m3/2 for each C ∈ C(ε). Let ∂Ω(ε) := ∂Ω \ ⋃C(ε)(C ∩ ∂Ω). We
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construct a tiling of ∂Ω(ε) as in Section 3.6. Repeating the computations in Section
3.6, (3.69) and (3.70) yield
(1− ε)36 1
2
lkor
(∫
∂Ω(ε)
σΩ
) 3
2 1√
n+m
≤ v(Ω;BPn+m) ≤ (1− ε)−24 lkor
(∫
∂Ω(ε)
σΩ
) 3
2 1√
n
+
ε√
m
, n large.
Applying the Cauchy-Schwartz inequality, and shrinking ε to zero, we get the result.
• Ω = {(z1, z2) ∈ C2 : |z1|2 + |z2|2p < 1}, p > 1. The locus of weakly pseudoconvex
points is the curve W = {(exp(iθ), 0) : θ ∈ [0, 2pi)}. As in the previous example,
it suffices to coverW by n cuts with total volume at most O(ε)/√n. The Bergman
kernel of Ω (see [10]) is
KΩ(z, w) =
2
ppi2
2∑
j=1
cj
(1− z1w1)−2+
j
p(
(1− z1w1)
1
p − (z2w2)2
)1+j , c1 = (p− 1)/2, c2 = 1.
Thus, C = {z ∈ Ω : |KΩ(z, (1, 0))| > m} =
{
z ∈ Ω : |z − 1| < cm− p2p+1
}
, for
some constant c depending only on p. Now, vol(C) ∼ m−1, and using the symmetry
(z1, z2) 7→ (exp(iθ)z1, z2), we can cover W by O
(dmp/(2p+1)e) many such cuts.
Hence, the claim.
• Ω = D2. Then,
lim
n→∞
√
n inf{vol(Ω \ P : P ∈ BPn} = 0.
Although, Ω is non-smooth, since its boundary is Levi-flat almost everywhere, we
can interpret
∫
∂Ω
σΩ as zero (see [4, Sec. 4] for more evidence).
Thus, for a smooth domain, it is reasonable to ask whether a control on the size of the
locus of weakly pseudoconvex points is enough to grant (3.1)-type results. For non-smooth
domains, the existence of the limit on the left-hand side of (3.1) is of interest.
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3.8 Power Diagrams in the Heisenberg Group
3.8.1 The Euclidean Plane
Let T (a; r) ⊂ R2 be a circle of radius r centered at a ∈ R2. The power of a point z =
(x, y) ∈ R2 with respect to T = T (a; r) is the function
pow(z, T ) = |z − a|2 − r2.
Note that if z is outside the disk bounded by T , then pow(z, T ) is the square of the length
of a line segment from P to a point of tangency with T . Thus, it is a generalized distance
between z and T . For a collection, T , of circles in the plane, the power diagram or
Laguerre diagram of T is the collection of all
cell(T ) = {z ∈ R2 : pow(T, z) < pow(T ∗, z),∀T ∗ ∈ T \ {T}}, T ∈ T .
If T consists of equiradial circles, the power diagram reduces to the Dirichlet-Voronoi
diagram of the centers of the circles. In general, the power diagram of any T gives a
convex tiling of the plane.
Figure 3.2: A power diagram in the plane.
Power diagrams occur naturally and have found several applications (see [3], for in-
stance). From the point of view of polyhedral approximations, power diagrams (in Rd−1)
are intimately related to the constant ldivd−1 in (2.5) (see [24] and [21] for explicit details).
51
3.8.2 The Heisenberg Group
Let G(0; δ) = {z′ ∈ H : |z1|4 + (x2)2 < δ4} be a Kora´nyi sphere in H (see (3.19)). We
define the horizontal power of a point z′ ∈ H with respect to G = G(0; δ) as
hpow(G, z′) =
|z1|2 −
√
δ4 − (x2)2, if |x2|2 ≤ δ;
∞, otherwise.
Note that Gc := G ∩ {x2 = c} is a (possibly empty) circle in the {x2 = c} plane, and
hpow(G, (z1, x2)) = pow(Gx2 , z1), where the right-hand side — being a generalized dis-
tance — is set as∞ when Gx2 is empty. hpow is then extended to all Kora´nyi spheres to
be left-invariant under ·H (defined in Section 3.4). For a collection G of Kora´nyi spheres in
H, let
KG :=
⋃
∂K∈G
K,
i.e., the union of all the Kora´nyi balls bounded by the spheres in G . We define the horizontal
power diagram of G to be the collection of all
∆(G) =
{
z′ ∈ KG : hpow(G, z′) < hpow(G∗, z′),∀G∗ ∈ G \ {G}
}
, G ∈ G .
Then, ∆(G) ⊂ the Kora´nyi ball bounded by G, for all G ∈ G .
Figure 3.3: A {x1 = 0}-slice of a horizontal power diagram in H.
We now give two reasons why this concept is useful for us. Let
dilξ : (z1, x2) 7→ (ξz1, ξ2x2),
dilw′,ξ : z
′ 7→ w′ ·H dilξ(−w′ ·H z′)
be the dilations in H centered at the origin and w′, respectively. Then,
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1. dilw′,ξ(G(w′, δ)) = G(w′, ξδ),
2. hpow(G(w′, δ), dilw′,ξ(z′)) = ξ2 hpow(G(w′, ξ−1δ), z′), and
3. if G is given by the center-radius pairs {(a1, δ1), ..., (am, δm)}, then,
dilaj ,ξ ∆
(
G(aj; δj)
) ∩ dilak,ξ ∆(G(ak; δk)) = ∅, for all 1 ≤ j 6= k ≤ m and
ξ ≤ 1.
Now, consider the Siegel domain S and the function fS studied in Section 3.4. The cuts
of any fS-polyhedron P over J ⊂ ∂S project to a collection of Kora´nyi balls in C×R that
form a covering of J ′. The (open) facets of P project to the horizontal power diagram of
the corresponding set of spheres GP . This perspective facilitates the proof of
Lemma 3.8.1. The cuts of fSλ , λ > 0, are Jordan measurable and satisfy the doubling
property ~ for any δfSλ > 0 and E(t) = (1 + t)3.
Proof. The Jordan measurability of the cuts is obvious. Now, without loss of generality,
we may assume λ = 1 (the map (z, w) 7→ (λz, λw) can be used to handle the other cases).
Let H ⊂ ∂S be a compact set, {wj}1≤j≤m ⊂ H , {δj}1≤j≤m ⊂ (0,∞) and t > 0. For
j = 1, ...,m, let
Cj(t) := C(wj, (1 + t)δj; fS),
vj = (wj)′ = (wj1, u
j
2),
and (see (3.19))
Kj(t) := Cj(t)
′ = K
(
vj;
√
(1 + t)δj
)
.
Consider G = {∂Kj(t) : 1 ≤ j ≤ m} and the corresponding horizontal power diagram
{∆j(t) = ∆(∂Kj(t)) : 1 ≤ j ≤ m}. Then, setting dz′ = dx1dy1dx2, we have, by a change
53
of variables and (1), (2) and (3) above, that
vol
(
m⋃
j=1
Cj(t)
)
=
∫
∪mj=1Kj(t)
max
1≤j≤m
{
Re
√
δ2j − (x2 − uj2 + 2 Im z1w1j)− |z1 − wj1|2
}
dz′
=
∫
∪mj=1Kj(t)
max
1≤j≤m
{− hpow(∂Kj(t), z′)}dz′
= −
m∑
j=1
∫
∆j(t)
hpow(∂Kj(t), z
′)dz′
= −(1 + t)2
m∑
j=1
∫
dil
vj, 1√
1+t
(∆j(t))
hpow
(
∂Kj(t), dilvj ,
√
1+t(ζ)
)
dζ
= −(1 + t)3
m∑
j=1
∫
dil
vj, 1√
1+t
(∆j(t))
hpow (∂Kj(0), ζ) dζ
≤ (1 + t)3
∫
∪mj=1Kj(0)
max {− hpow (∂Kj(0), ζ) : 1 ≤ j ≤ m} dζ
= (1 + t)3 vol
(
m⋃
j=1
Cj(0)
)
, ∀t ≥ 0.
The computations in the above proof also show that
lkor = lim
n→∞
inf
{
−
∑
G∈G
∫
∆(G)
hpow(G, z′)dz′ : I ⊂ KG , #(G ) ≤ n
}
,
where I is the unit square in C × R (see Section 3.4). Our proof of Lemma 3.4.1 yields
bounds for lkor as follows:
0.0003 ≈ 4
√
2
pi237
≤ lkor ≤ 5
√
5pi
3
√
2
≈ 8.2788.
It would be interesting to know if computations, similar to the ones carried out by Bo¨ro¨czky
and Ludwig in [21] for ldiv2, can be done to find the exact value of lkor.
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CHAPTER 4
Hausdorff-Fefferman Measures
In the previous chapter, we characterized the Fefferman measure on the boundary of a
strongly pseudoconvex domain in C2 in terms of its Bergman kernel. Our results therein
rely on the knowledge of off-diagonal estimates on the Bergman kernel, which are generally
harder to obtain than on-diagonal estimates. With this in view, we discuss another construc-
tion involving the (diagonal) Bergman kernel that generates a blueprint for Fefferman-type
measures on more general domains.
4.1 The Hausdorff-Fefferman dimension
Let Ω ⊂ Cd be a bounded domain with Bergman kernel KΩ. In this section, we will abuse
notation to denote KΩ(z, z) by KΩ(z) for z ∈ Ω. We propose the following definition:
Definition 4.1.1. For M > 0, let ΩM := {z ∈ Ω : KΩ(z) > M}. Suppose
sup{α > 0 : lim inf
M→∞
M
1
α vol(ΩM) =∞} = inf{α > 0 : lim sup
M→∞
M
1
α vol(ΩM) = 0}.
(4.1)
Then, the Hausdorff-Fefferman dimension of Ω, dimHF(Ω), is said to exist and is defined
as either of the quantities in (4.1). Note that, by definition, dimHF(Ω) > 0.
Hereafter, unless stated otherwise, our domains admit a Hausdorff-Fefferman dimen-
sion. We first collect some simple facts about dimHF.
Proposition 4.1.2. Let Ω ⊂ Cd be a C1-smooth bounded domain. Then, dimHF(Ω) ≤ d+1.
Proof. Let z ∈ Ω and dist(z, ∂Ω) denote the Euclidean distance of z from ∂Ω. This proof
relies on the well-known inequality
KΩ(z) ≤ const.
dist(z, ∂Ω)d+1
, for all z ∈ Ω,
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which is obtained by rolling a ball of fixed radius in Ω along ∂Ω. Thus, {z ∈ Ω : KΩ(z) >
M} ⊆ {z ∈ Ω : dist(z, ∂Ω) < (const.)M1/(d+1)}. The regularity assumption on Ω yields
vol(ΩM) ≤ vol{z ∈ Ω : dist(z, ∂Ω) < (const.)M1/(d+1)} ∼ 1
M1/(d+1)
as M →∞.
Hence, the claim.
Proposition 4.1.3. Let Ωj ⊂ Cdj be a bounded domain such that limz→wKΩj(z) =∞, for
all w ∈ ∂Ωj , j = 1, ..., k. Then, dimHF(Ω1 × · · · × Ωk) ≥ max{dimHF(Ωj) : 1 ≤ j ≤ k}.
Proof. Let k = 2. It is known thatKΩ1×Ω2
(
(z, w)
)
= KΩ1(z)KΩ2(w). We may, thus, write
(Ω1 × Ω2)M =
⋃
w∈Ω2
{
(z, w) : z ∈ Ω1M/KΩ2 (w)
}
⊃
⋃
w∈Ω2
{
(z, w) : z ∈ Ω1M/k2
}
,
where k2 := minw∈Ω2 KΩ2(w). Thus, for all α > 0,
M1/α vol
(
(Ω1 × Ω2)M
) ≥M1/α vol (Ω2) vol (Ω1M/k2) .
As k2 and vol(Ω2) are independent of M ,{
α : lim sup
M→∞
M
1
α vol
(
(Ω1 × Ω2)M
)
= 0
}
⊆
{
α : lim sup
M→∞
M
1
α vol(Ω1M) = 0
}
.
Repeating the argument with Ω2M instead, we get that dimHF(Ω
1×Ω2) ≥ max{dimHF(Ωj) :
j = 1, 2}. The argument for general k ∈ N+ follows from the fact that if Ω1, ...,Ωk satisfy
the hypothesis of the proposition, then so do Ω1 × · · · × Ωk−1 and Ωk.
Proposition 4.1.4. Let F : Ω1 → Ω2 be a biholomorphism such that a ≤ | det(JCF )| ≤ b
for some a, b > 0. If Ω1 admits a Hausdorff-Fefferman dimension, then so does Ω2, and
dimHF(Ω
2) = dimHF(Ω
1).
Proof. Let Kj(z) := KΩj(z) for z ∈ Ωj , j = 1, 2. Observe that
F−1(Ω2M) = {F−1(w) ∈ Ω1 : K2(w) > M} = {z ∈ Ω1 : K2(F (z)) > M}
= {z ∈ Ω1 : K1(z) > M | det JCF (z)|2}
⊆ {z ∈ Ω1 : K1(z) > Ma2}. (4.2)
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Therefore,
vol(Ω2M) =
∫
F−1(Ω2M )
| det JCF (z)|2 ωCd(z)
≤
∫
Ω1
Ma2
| det JCF (z)|2 ωCd(z) ≤ b2 vol(Ω1Ma2). (4.3)
As a and b are independent of M , we get that dimHF(Ω2) ≤ dimHF(Ω1). The reverse
inequality also holds as F−1 : Ω2 → Ω1 satisfies the hypothesis of the claim.
We will now use known estimates and formulas for the Bergman kernel to compute the
Hausdorff-Fefferman dimension of some domains.
Example 2. Let Ω ⊂ Cd be a C1-smooth domain such that ∂ : L2(0,0)(Ω) → L2(0,1)(Ω) has
closed range. Further, let p ∈ ∂Ω be such that ∂Ω is C2-smooth in a neighborhood of p and
∂Ω is strongly pseudoconvex at p. Then, dimHF(Ω) = d+ 1.
Proof. As proved in Proposition 4.1.2, dimHF(Ω) ≤ d + 1. By Ho¨rmander’s theorem on
the boundary behavior of the (diagonal) Bergman kernel (see Theorem 3.5.1 in [18]), there
exists a neigborhood U ⊂ ∂Ω of p and a continuous function f : U → R such that
dist(z, ∂Ω)d+1KΩ(z)→ f(z0), z → z0 ∈ U.
Thus, for any V b U , there is a c > 0, such that {z ∈ Ω : KΩ(z) > M} ⊇ {z ∈ Ω :
dist(z, V ) < cM1/(d+1)}. We get,
vol(ΩM) ≥ c
′s(V )
M1/(d+1)
,
where c′ > 0 is a constant and s(V ) is the Euclidean surface area of V . This gives the
required lower bound on dimHF(Ω).
Example 3. Let Bd be the unit ball in Cd. If Ω ⊂ Ck is a domain such that
(a) Ω is Bergman exhaustive, i.e., limz→wKΩ(z) = +∞, for all w ∈ ∂Ω, and
(b)
∫
Ω\ΩM
√
KΩ(z) ωCd(z) = o(M
η) as M →∞, for every η > 0,
then dimHF(Bd × Ω) = max{d+ 1, dimHF(Ω)}.
Remark 4.1.5. An elementary example of a domain that satisfies condition (b) isBd, d ≥ 1.
Moreover, if Ωj ⊂ Cdj , j = 1, ..., k, are domains that satisfy conditions (a) and (b) in
Example 3, then so does Ω1 × · · · × Ωk. Thus, in particular, dimHF(Bd1 × · · ·Bdl) =
max1≤j≤l{dj + 1}.
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Proof. We observe that for bd = vol(Bd),
KBd×Ω
(
(z, w)
)
=
1
bd(1− ||z||2)d+1KΩ(w).
Thus, we may write
(
Bd × Ω)
M
= {(z, w) : z ∈ Bd, w ∈ ΩMbd}
⋃
{(z, w) : z ∈ (Bd)M/KΩ(w), w ∈ Ω\ΩMbd}.
(4.4)
Now, fix an α > max{d + 1, dimHF(Ω)} and let η = 1d+1 − 1α . Then, by the definition of
dimHF and the hypothesis on Ω, given ε > 0, there is an Mε > 0 such that vol(ΩMbd) <
εM−1/α and
∫
Ω\ΩMbd
KΩ(w)
1/(d+1) ωCd(w) ≤
∫
Ω\ΩMbd
√
KΩ(w) ωCd(w) < εM
η, for all
M ≥ Mε. Using the decomposition in (4.4) and the fact that vol(BdM) ≤ Cd/M1/(d+1) for
some dimensional constant Cd, we get
vol
(
(Bd × Ω)M
)
= vol(Bd) vol(ΩMbd) +
∫
Ω\ΩMbd
vol
(
BdM/KΩ(w)
)
ωCd(w)
≤ vol(Bd) ε
M1/α
+
Cd
M1/(d+1)
∫
Ω\ΩMbd
KΩ(w)
1/(d+1) ωCd(w)
<
(
vol(Bd) + Cd
) ε
M1/α
,
for M ≥ Mε. Thus, dimHF(Bd × Ω) ≤ α for all α > max{d + 1, dimHF(Ω)}. The lower
bound follows from Proposition 4.1.3.
Remark 4.1.6. To see how the Hausdorff-Fefferman dimension distinguishes domains, we
observe that in C3, B3, B1 × B2 and B1 × B1 × B1 have Hausdorff-Fefferman dimensions
4, 3 and 2, respectively.
4.2 Hausdorff-Fefferman gauge functions and measures
In analogy with Hausdorff measures, we would like to use the Hausdorff-Fefferman di-
mension of Ω to construct Fefferman-type measures on ∂Ω. Under such a scheme, the total
measure of ∂Ω would be limM→∞M1/ dimHF(Ω) vol(ΩM). However, the following example
shows why this can fail to yield anything meaningful even for some simple domains.
Example 4. Let Ω = D× D ⊂ C2. By Remark 4.1.5, we know that dimHF(Ω) = 2. Now,
ΩM is the disjoint union of {(z, w) ∈ D × D : KD(w) > Mpi} and {(z, w) ∈ D × D :
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KD(w) ≤Mpi,KD(z) > M/KD(w)}. Therefore, for M > 1,
vol(ΩM) = vol(DMpi) vol(D) +
∫
|w|2≤1− 1√
Mpi
1√
M(1− |w|2) ωCd(w)
=
pi2√
Mpi
+
2pi√
M
∫ √1−1/√Mpi
0
r
1− r2dr =
pi2√
Mpi
+
pi ln
√
Mpi√
M
.
Thus, limM→∞M
1
2 vol(ΩM) =∞.
In view of the logarithmic term seen in Example 4, we expand the notion of the
Hausdorff-Fefferman dimension in the following manner.
Definition 4.2.1. Let Ω ⊂ Cd be a bounded domain. Any increasing dΩ ∈ C((0,∞)) is
called a Hausdorff-Fefferman gauge function (or an HF-gauge function) of Ω if
lim
M→∞
dΩ(M) vol(ΩM) exists, and is positive and finite.
Remark. One can always choose dΩ(M) = vol(ΩM)−1, but it is preferable to find a dΩ(M)
that comes from local qualitative data at the boundary.
Definition 4.2.2. Let Ω and dΩ be as in Definition 4.2.1, and ωCd be viewed as a measure
on Ω. The Hausdorff-Fefferman measure on ∂Ω (corresponding to dΩ) is defined as
σ˜Ω(A) := weak-∗ limit of dΩ(M)χΩMωCd as M →∞,
when it exists, where χ
A
denotes the indicator function of A.
Remark. The weak-∗ limit above is in the space C(Ω)∗ — the space of bounded linear
functionals on C(Ω). By the Riesz representation theorem, σ˜Ω is a finite, positive, regular,
Borel measure on Ω — in fact, the support of σ˜Ω is contained in ∂Ω, but may be strictly
smaller, as we will see later.
We will now work with domains that admit a Hasudorff-Fefferman measure on their
boundaries. The next couple of propositions justify our nomenclature for σ˜Ω.
Proposition 4.2.3. Here ≈const. denotes equality up to a constant factor, and all volume
and hypersurface forms are viewed as measures.
1. If Ω ⊂⊂ Cd is a strongly pseudoconvex domain, then for dΩ(M) = M1/(d+1),
σ˜∂Ω ≈const. σ∂Ω.
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2. If Ω = Bd × Bd, then for dΩ(M) = M1/(d+1)ln(M) , σ˜∂Ω is supported on ∂Bd × ∂Bd and
σ˜∂Ω ≈const. sBd · sBd , where sBd is the standard surface area on ∂Bd.
3. If Ω = Bd1 × Bd2 , with d1 > d2, then for dΩ(M) = M1/(d1+1), σ˜∂Ω is supported on
∂Bd1 × Bd2 and σ˜∂Ω ≈const. h · sBd1 · ωCd2 , where h(z, w) = K
1
d1+1
Bd2 .
Proof. Let Ω ⊂⊂ Cd be strongly pseudoconvex. As the range of ∂ : L2(0,0)(Ω)→ L2(0,1)(Ω)
is closed, we have, by our computations in Example 2, that dΩ(M) = M
1
d+1 is indeed
an HF-gauge function for Ω. To compute σ˜Ω with respect to this dΩ(M), we recall
Horma¨nder’s estimate:
lim
z→z0∈∂Ω
r(z)d+1KΩ(z) =
d!
pid
M [r](z0), ∀z0 ∈ ∂Ω,
where r is a C2-smooth defining function for Ω such that r(z) = dist(z, ∂Ω) in some fixed
neighbourhood of ∂Ω in Ω, and M [r] is the Fefferman Monge-Ampe´re operator defined in
Section 2.1. Thus, setting n(z) :=
(
M [r](z)
bdM
) 1
d+1
and ν(z) to be the outward unit normal
vector at z ∈ ∂Ω, we have for any f ∈ C(Ω), ε > 0, an M large enough so that
{z − rν(z) ∈ Ω : z ∈ ∂Ω, r ∈ (0, n(z)(1− ε))} ⊆ ΩM
⊆ {z − rν(z) ∈ Ω : z ∈ ∂Ω, r ∈ (0, n(z)(1 + ε))} ,
and
|f(z − rν(z))− f(z)| < ε, ∀z ∈ ∂Ω, r ∈ [0, n(z)(1 + ε)].
We, therefore, obtain
dΩ(M)
∫
ΩM
f ωCd < M
1
d+1
∫
∂Ω
(f(z) + ε)(n(z)(1 + ε)) sΩ
= (4dbd)
−1
d+1 (1 + ε)
∫
∂Ω
(f(z) + ε) σΩ(z).
Similarly, dΩ(M)
∫
ΩM
f ωCd > (4
dbd)
−1
d+1 (1− ε) ∫
∂Ω
(f(z)− ε) σΩ(z). Therefore,
σ˜Ω = (4
dbd)
−1
d+1σΩ (as measures).
Next, suppose Ω = Bd1 × Bd2 , d1 ≥ d2. To simplify exposition, we let Kdj := KBdj ,
j = 1, 2. As in Example 3, we may write
vol(ΩM) = vol(Bd1) vol(Bd2Mbd1 ) +
∫
Bd2\(Bd2 )Mbd1
vol
(
Bd1M/Kd2 (w)
)
ωCd(w)
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On expanding, we find that
vol(Bd1) vol(Bd2Mbd1 ) = bd1bd2
(
1−
(
1− (Mbd1bd2)−
1
(d2+1)
)d2)
=
d2(bd1bd2)
d2/(d2+1)
M1/(d2+1)
+ o(M−1/(d2+1)), (4.5)
and ∫
Bd2\(Bd2 )Mbd1
vol
(
Bd1M/Kd2 (w)
)
ωCd(w)
= bd1
∫
Bd2\(Bd2 )Mbd1
(
1−
(
1−
(
Kd2(w)
bd1M
) 1
d1+1
))d1
ωCd(w)
= bd1
d1∑
r=1
(−1)r+1
(
d1
r
)
(bd1M)
−r
d1+1 I [Mbd1 ; d1; d2; r] , (4.6)
where
I[M ; d1; d2; r] :=
∫
{w∈Bd2 :Kd2 (w)≤M}
Kd2(w)
r
d1+1 ωCd(w).
Now, we observe that
I[M ; d1; d2; r] = (bd2)
−r
d1+1
∫
||w||2≤1−(bd2M)−1/(d2+1)
(1− ||w||2)
−r(d2+1)
d1+1 ωCd(w)
= (bd2)
−r
d1+1
(
2d2bd2
∫ √1− 1
(bd2
M)1/(d2+1)
0
t2d2−1
(1− t2)
r(d2+1)
d1+1
dt
)
=
d2bd2
(bd2)
r
d1+1
β
[
1− 1
(bd2M)
1/(d2+1)
; d2, 1− d2 + 1
d1 + 1
r
]
,
where β[z; a, b] is the incomplete beta function
∫ z
0
ta−1(1 − t)b−1dt. Now, for x ∈ (0, 1),
as x→ 0,
β[1− x; a, b] =

Ca,b x
−b + o(x−b), if b < 0;
ln 1
x
+ Ca +O(x), if b = 0;
β(a, b) +O(xb), if 0 < b < 1,
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where Ca,b, Ca > 0 are independent of x. Thus, as M →∞, I[M ; d1; d2; r]
=

C˜d1,d2,r M
1−(d2+1)r/(d1+1)
d2+1 + o(M
1− d2+1
d1+1
r
), if d2+1
d1+1
r > 1;
d2
d2+1
(bd2)
d2/(d2+1) lnM + C˜d2 +O(M
−1/(d1+1)), if d2+1
d1+1
r = 1;
d2bd2
(bd2 )
r
d1+1
β
(
d2, 1− d2+1d1+1r
)
+O(M
1− d2+1
d1+1
r
), if d2+1
d1+1
r ∈ (0, 1),
(4.7)
where C˜d1,d2,r, C˜d2 > 0 are independent of M .
Our goal is to determine the asymptotic behavior of the sum in (4.6), as M →∞.
Case i. d1 = d2. When r > 1, d2+1d1+1r = r > 1. Thus, from (4.7),
M−r/d1+1I [Mbd1 ; d1; d2; r] ∼
1
M
2r−1
d1+1
= o(M−1/(d1+1)), as M →∞. (4.8)
On the other hand, when r = 1, we get that
M−r/d1+1I [Mbd1 ; d1; d2; r] ∼
ln(M)
M
1
d1+1
, as M →∞. (4.9)
Combining (4.5), (4.6), (4.8) and (4.9), we get that dΩ(M) := M
1/(d+1)
ln(M)
is an HF-gauge
function for Ω = Bd × Bd, and collecting the various constants,
lim
M→∞
dΩ(M) vol(ΩM) =
d2
d+ 1
(bd)
2d
d+1 .
Next, we compute σ˜Ω with respect to dΩ = M
1/(d+1)
ln(M)
. For η ∈ (0, 1), let
Rη := {(z, w) ∈ Bd × Bd : min{||z||, ||w||} > η};
|R|η,M := {(|z|, |w|) ∈ R2 : (z, w) ∈ ΩM ∩Rη}.
Due to rotational symmetry in each variable, vol(ΩM ∩ Rη) = (2dbd)2 vol(|R|η,M). Now,
for a fixed η, when M > b−2d (1− η2)−2d−2,
vol (ΩM \Rη) = 2bd
∫
{||w||<η}
(
1−
(
1− 1
(b2dM)
1/(d+1)(1− ||w||2)
)d)
ωCd(w)
∼ M −1d+1 as M →∞.
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Therefore, for any f ∈ C(Ω) and η ∈ (0, 1),
lim
M→∞
dΩ(M)
∫
ΩM
f ωCd = lim
M→∞
dΩ(M)
∫
ΩM∩Rη
f ωCd .
In particular, limM→∞ dΩ(M) vol(ΩM) = limM→∞ dΩ(M) vol(ΩM ∩Rη).
Now, fix an ε > 0. Then, for η close enough to 1, we have that
|f(rθ, r′θ′)− f(θ, θ′)| < ε for any r, r′ ∈ (η, 1) and θ, θ′ ∈ ∂Bd.
Therefore,
dΩ(M)
∫
ΩM∩Rη
f ωCd = dΩ(M)
∫
|R|η,M
∫
∂Bd
∫
∂Bd
f(rθ, r′θ′)(rr′)2d−1sBd(θ)sBd(θ
′)drdr′
<
(
ε+
∫
∂Bd×∂Bd
f(θ, θ′)sBd(θ)sBd(θ
′)
)
dΩ(M) vol(|R|η,M)
=
(∫
(∂Bd)2
f sBdsBd + ε
)
dΩ(M)
vol(ΩM ∩Rη)
(2dbd)2
.
Similarly,
dΩ(M)
∫
ΩM∩Rη
f ωCd >
(∫
(∂Bd)2
f sBdsBd − ε
)
(1− η)2d−1dΩ(M)vol(ΩM ∩Rη)
(2dbd)2
.
Thus,
σ˜Bd×Bd =
d2
d+ 1
(bd)
2d
d+1
(2dbd)2
sBdsBd =
(bd)
−2
d+1
4(d+ 1)
sBdsBd (as measures).
Case ii. d1 > d2. If d2+1d1+1r ≥ 1, then r > 1. Thus, by (4.7), we have, as M →∞,
I [Mbd1 ; d1; d2; r]
M r/d1+1
∼

1
M
1−(d2+1)r/(d1+1)
d2+1
+ r
d1+1
= o(M−1/(d1+1)), if d2+1
d1+1
r > 1;
ln(M)
Mr/d1+1
= o(M−1/(d1+1)), if d2+1
d1+1
r = 1.
(4.10)
On the other hand, if d2+1
d1+1
r < 1, we get,
I [Mbd1 ; d1; d2; r]
M r/d1+1
=

O(M−r/(d1+1)) = o(M−1/(d1+1)), if r > 1;
d2bd2
(bd2 )
r
d1+1
β
(
d2,1− d2+1d1+1 r
)
M1/(d1+1)
+ o(M−1/(d1+1)), if r = 1.
(4.11)
Once again, combining (4.5), (4.6), (4.10) and (4.11), we conclude that dΩ(M) = 1M1/(d1+1)
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acts as an HF-gauge function for Ω = Bd1 × Bd2 as long as d2 < d1. Moreover,
lim
M→∞
dΩ(M) vol(ΩM) = d1d2(bd1)
d1
d1+1 (bd2)
d2
d2+1β
(
d2, 1− d2 + 1
d1 + 1
)
.
In order to compute σ˜Ω, we set, for an η ∈ (0, 1),
Aη := {(z, w) ∈ Bd1 × Bd2 : ||z|| > η};
|A|η,M(w) := {|z| ∈ R : (z, w) ∈ ΩM ∩ Aη}.
We record the fact that for w ∈ Bd2 ,
I(|A|η,M(w)) :=
∫
|A|η,M (w)
r2d1−1dr (4.12)
=

1
2d1
(
1− (1− (Kd2 (w)
bd1M
) 1
d1+1
)d1) , ||w||2 ≤ 1− (bd1bd2 ) −1d2+1
(M(1−η2)d1+1)
1
d2+1
;
1
2d1
(1− η2d1), otherwise.
Now, for a fixed η ∈ (0, 1),
vol(ΩM \ Aη) = bd2
∫
{||z||≤η}
1−(1− 1
(bd1bd2M(1− ||z||2)d1+1)
1
d2+1
)d2ωCd(z)
∼ M −1d2+1 as M →∞.
Therefore, for any f ∈ C(Ω) and η ∈ (0, 1),
lim
M→∞
dΩ(M)
∫
ΩM
f ωCd = lim
M→∞
dΩ(M)
∫
ΩM∩Aη
f ωCd .
In particular, limM→∞ dΩ(M) vol(ΩM) = limM→∞ dΩ(M) vol(ΩM ∩ Aη). Now, for any
fixed ε > 0, we may choose η close enough to 1, so that
|f(rθ, w)− f(θ, w)| < ε for any r ∈ (η, 1), θ ∈ ∂Bd1 and w ∈ Bd2 .
Hence, for a fixed η and large M ,
dΩ(M)
∫
ΩM∩Aη
f ωCd = dΩ(M)
∫
Bd2
∫
|A|η,M (w)
∫
∂Bd1
f(rθ, w)sBd(θ)r
2d1−1dr ωCd(w)
< M
1
d1+1
∫
Bd2
(∫
∂Bd1
(ε+ f(θ, w))sBd(θ)
)
I(|A|η,M(w)) ωCd(w).
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Here, we write Bd2 as B1 ∪ B2, where B1 = {w ∈ Cd2 : ||w|| ≤ 1 − (bd1bd2M(1 −
η2)d1+1)
−1
d2+1} and B2 = Bd2 \ B1. Then, as I(|A|η,M(w)) ≡ 12d1 (1 − η2d1) on B1 (see
(4.12)), for any fixed function h continuous in w,∫
B1
h(w)I(|A|η,M(w)) ωCd(w) = O(M−1/(d2+1)).
On the other hand,∫
B2
h(w)I(|A|η,M(w)) ωCd(w)
=
∫
B2
h(w)
1
2d1
(
1− (1− (Kd2(w)
bd1M
) 1
d1+1
)d1) ωCd(w)
=
1
2
(bd1M)
−1
d1+1
∫
B2
h(w)Kd2(w)
1
d1+1 ωCd(w) + o(M
−1
d1+1 ).
Thus,
lim
M→∞
(
M
1
d1+1
∫
ΩM∩Aη
f ωCd
)
<
1
2
(bd1M)
−1
d1+1
∫
Bd2
∫
∂Bd1
(ε+ f(θ, w))Kd2(w)
1
d1+1 sBd(θ) ωCd(w).
Similarly,
lim
M→∞
(
M
1
d1+1
∫
ΩM∩Aη
f ωCd
)
>
1
2
(bd1M)
−1
d1+1
∫
Bd2
∫
∂Bd1
(f(θ, w)− ε)Kd2(w)
1
d1+1 sBd(θ) ωCd(w).
We must now note that K
1
d1+1
d2
≈const. (1− ||w||2)−
d2+1
d1+1 is integrable on Bd2 . Thus, we can
let η → 1, to obtain that
σ˜Ω =
1
2
(bd1)
−1
d1+1 K
1
d1+1
d2
sBd ωCd (as measures).
Remarks 4.2.4. The above computations can be extended to show that if Ω = Bd1 ×
· · · × Bdk , where d1 = · · · = dr > dr+1 ≥ dr+2 ≥ · · · dk, then for dΩ(M) =
M1/(d1+1) ln(M)1−r, σ˜Ω is supported on (∂Bd)r×Bdr+1 · · ·×Bdk and σ˜Ω ≈const. hr+1 · · ·hk·
(sBd1 )
r · ωCdr+1 · · ·ωCdk , where hj(z1, ..., zk) = K
1
d1+1
dj
(zj).
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We now present a transfomation law for the measures constructed in this section. The
extra hypotheses in the statement of our result help us avoid domains whose HF-gauge
functions have (long-term) oscillatory behavior.
Proposition 4.2.5. Let Ω1,Ω2 ⊂⊂ Cd be domains, and F : Ω1 → Ω2 a biholomorphism
such that F ∈ C1(Ω1) and JCF is non-vanishing. Suppose
(i) δ := dimHF(Ω
1) <∞;
(ii) for any a > 0, lim inf
M→∞
vol(Ω1M)
vol(Ω1aM)
= lim sup
M→∞
vol(Ω1M)
vol(Ω1aM)
; and
(iii) lim inf
M→∞
vol(Ω1M)
vol(Ω2M)
= lim sup
M→∞
vol(Ω1M)
vol(Ω2M)
.
Then,
F ∗σ˜Ω2 ≈const. | det JCF |2(1−
1
δ )σ˜Ω1 ,
where the constant implicit in ≈const. depends on the choice of HF-gauge functions for Ω1
and Ω2.
We isolate a lemma that indicates the necessity of conditions (i) and (ii) in Proposition
4.2.5.
Lemma 4.2.6. Let Ω ⊂⊂ Cd be such that δ := dimHF(Ω) ∈ (0,∞) and condition (ii) of
Propostion 4.2.5 holds. Then, for any a > 0,
lim
M→∞
vol(ΩM)
vol(ΩMa)
= a
1
δ .
Proof. Set h(M) := M1/δ vol(ΩM). Note that
`a := lim
M→∞
h(M)
h(aM)
= lim
M→∞
M
1
δ vol(ΩM)
(aM)
1
δ vol(ΩaM)
= a−
1
δ lim
M→∞
vol(ΩM)
vol(ΩMa)
.
Thus, `a ∈ [0,∞], by condition (ii).
Now, by the definition of dimHF and dΩ, we know that for any ε > 0,
lim
M→∞
M
1
δ−ε vol(ΩM) = ∞
lim
M→∞
M
1
δ+ε vol(ΩM) = 0.
Therefore,
lim
M→∞
M
ε
(δ−ε)δh(M) =∞ and lim
M→∞
M
−ε
(δ+ε)δh(M) = 0. (4.13)
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Now, fix an a > 1. Suppose `a > 1. Then, there is an s > 0 and an M > 0, such that
h(M ′) > ash(aM ′) for allM ′ ≥M . Therefore, the sequence {sj := (ajM)sh(ajM)}j∈N+
is a strictly decreasing sequence of positive numbers that converges to∞ (see the first part
of (4.13)). This is a contradiction.
If `a < 1, then, once again, for some s > 0 and M > 0, h(M ′) < a−sh(aM ′) for all
M ′ ≥ M . Therefore, the sequence {tj := (ajM)−sh(ajM)}j∈N+ is a strictly increasing
sequence of positive numbers that converges to 0 (the second part of (4.13) is invoked here).
This, too, is a contradiction. Therefore, `a = 1 when a > 1. When a < 1, we simply note
that `a = 1/` 1
a
= 1, since 1/a > 1.
Proof of Proposition 4.2.5. Fix dj := dΩj — a choice of HF-gauge function for Ωj , j =
1, 2. We first show that limM→∞ d1(M)/d2(M) exists and lies in (0,∞). For this, observe
that by the condition on F , we can find a, b > 0 such that a ≤ | det(JCF )| ≤ b. Thus, by
Proposition 4.1.4, dimHF(Ω2) = δ. We set hj(M) := M1/δ vol(Ω
j
M). Then,
d1(M)
d2(M)
=
d1(M) vol(Ω
1
M)
d2(M) vol(Ω2M)
× vol(Ω
2
M)
vol(Ω1M)
. (4.14)
By definition, limM→∞ dj(M) vol(Ω
j
M) ∈ (0,∞). So, it suffices to show that
limM→∞
vol(Ω2M )
vol(Ω1M )
is non-zero and finite (see condition (iii) for existence). Now, from the
proof of Proposition 4.1.4 (see (4.3), in particular) we get
a2 vol(Ω1Mb2) ≤ vol(Ω2M) ≤ b2 vol(Ω1Ma2), M ∈ (0,∞).
Thus,
a2
vol(Ω1Mb2)
vol(Ω1M)
≤ vol(Ω
2
M)
vol(Ω1M)
≤ b2 vol(Ω
1
Ma2)
vol(Ω1M)
, M ∈ (0,∞). (4.15)
Thus, by Lemma 4.2.6, we have that vol(Ω2M)/ vol(Ω
1
M) is bounded above and below as
M →∞. Combining (4.14), (4.15) and (iii),
L := lim
M→∞
d2(M)
d1(M)
exists and is in (0,∞). (4.16)
Now, in order to prove the transformation law, we first show that F ∗σ˜Ω2 << σ˜Ω1 . For
this, we set
σjM := dj(M)χΩj
M
ωCd , j = 1, 2.
We also recall that if a bounded family of positive Borel measures {`M}M>0 on a metric
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space X converges weakly to a finite positive measure σ on X , then
lim
M→∞
`M(C) = σ(C) for every continuity set C — i.e., σ(∂C) = 0 — of X. (4.17)
Now, let A ⊂ Ω1 be such that σ˜Ω1(A) = 0, and ε > 0. By the sparseness of discontinuity
sets (see [30, Page 7]) and the regularity of σ˜Ω1 , we can find open sets Vε in Ω1 containing
A such that σ˜Ω1(Vε) < ε, and Vε are continuity sets for σ˜Ω1 and F ∗σ˜Ω2 . By (4.17),
lim
M→∞
`1M(Vε) = σ˜Ω1(Vε) < ε.
By (4.2) in the proof of Proposition 4.1.4, we observe that
F−1(F (Vε) ∩ Ω2M) ⊂ Vε ∩ Ω1Ma2 .
Hence,
F ∗σ2M(Vε) ≤ b2
d2(M)
d1(Ma2)
σ1Ma2(Vε)
= b2
d2(M)
d1(M)
d1(M) vol(Ω
1
M)
d1(Ma2) vol(Ω1Ma2)
vol(Ω1Ma2)
vol(Ω1M)
σ1Ma2(Vε).
As d2(M)/d1(M), d1(M) vol(Ω1M) and vol(Ω
2
Ma2)/ vol(Ω
1
M) all admit finite, non-zero lim-
its as M →∞, we get that F ∗σ2M(Vε) < cε for large enough M , and some constant c > 0
independent of ε and M . By (4.17), F ∗σ˜Ω2(Vε) = limm→∞ F ∗σ2M(Vε) < cε. By outer
regularity, F ∗σ˜Ω2(A) = 0.
In view of the Radon-Nikodym theorem, our conclusion above shows that there exists a
σ˜Ω1-measurable functionG on ∂Ω1 such that F ∗(σ˜Ω2) = G · σ˜Ω1 on ∂Ω1. Let x0 ∈ ∂Ω1. By
the sparseness of discontinuity sets, we may find a decreasing sequence of neighborhoods
Uε of x0 that are continuity sets with respect to both σ˜Ω1 and F ∗σ˜Ω2 and satisfy
| det JCF (z)− det JCF (x0)| < ε ∀x ∈ Uε.
Now, we observe that
F−1(Ω2M ∩ F (Uε)) = {F−1(w) ∈ Ω1 ∩ Uε : K2(w) > M}
= {z ∈ Ω1 ∩ Uε : K2(F (z)) > M}
= {z ∈ Ω1 ∩ Uε : K1(z) > M | det JCF (z)|2}
⊆ {z ∈ Ω1 ∩ Uε : K1(z) > M(| det JCF (x0)| − ε)2}.
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As in (4.3), we get that
F ∗σ2M(Uε) ≤ (| det JCF (x0)|+ ε)2
d2(M)
d1(M(| det JCF (x0)| − ε)2)σ
1
M(| det JCF (x0)|−ε)2(Uε).
(4.18)
In a similar manner, we get
F ∗σ2M(Uε) ≥ (| det JCF (x0)| − ε)2
d2(M)
d1(M(| det JCF (x0)|+ ε)2)σ
1
M(| det JCF (x0)|+ε)2(Uε).
(4.19)
Now, taking limits as M →∞ on both sides of (4.18) and (4.19), and observing that
lim
M→∞
d2(M)
d1(cM)
= lim
M→∞
(
d2(M)
d1(M)
d1(M) vol(Ω
1
M)
d1(cM) vol(Ω1cM)
vol(Ω1cM)
vol(Ω1M)
)
= c−1/δL,
due to (4.16), the defining property of d1 and Lemma 4.2.6, we get that
L
( | det JCF (x0)| − ε
(| det JCF (x0)|+ ε)−1/δ
)2
≤ F
∗σ˜Ω2(Uε)
σ˜Ω1(Uε)
≤ L
( | det JCF (x0)|+ ε
(| det JCF (x0)| − ε)−1/δ
)2
.
Therefore, as ε → 0, we get that F ∗σ˜Ω2
σ˜Ω1
= L| det JCF |2(1− 1δ ) almost everywhere with
respect to σ˜Ω1 , where L = lim
M→∞
d2(M)
d1(M)
.
Remark 4.2.7. If F is a constant-Jacobian biholomorphism, then condition (iii) follows
from conditions (i) and (ii), as can be deduced from (4.15).
4.3 Further directions: Hausdorff-Fefferman Hardy
spaces
Let Ω ⊂ Cd be a bounded domain. We fix an HF-gauge function dΩ of Ω. For any function
φ on Ω, M ′ > M > 0, set
`M(φ) := dΩ(M)
∫
ΩM
φ ωCd ;
`M,M ′(φ) := dΩ(M)
∫
ΩM\ΩM′
φ ωCd .
Based on our constructions in this chapter, we propose two notions of Hausdorff-Fefferman
Hardy spaces.
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Definition 4.3.1. We define the Hardy-Smirnov HF-space of Ω as follows:
EHF2(Ω) :=
{
f ∈ O(Ω) : ||f ||2EHF2 := lim sup
M→∞
`M(|f |2) <∞
}
.
Let A(Ω) denote the space of holomorphic functions in Ω that are continuous up to the
boundary. For the next definition, we identify the elements of A(Ω) with their boundary
values.
Definition 4.3.2. The Hardy HF-space of Ω, HF2(Ω), is defined to be the closure of A(Ω)
in L2(∂Ω, σ˜Ω).
Remark 4.3.3. EHF2(Ω) is a normed vector space and HF2(Ω) is a Hilbert space. Both
these spaces contain A(Ω), and
||f ||2EHF2 =
∫
∂Ω
|f |2dσ˜Ω = ||f ||2HF2 ∀f ∈ A(Ω).
We present a scenario in which these spaces are comparable and produce a reproducing
kernel with desirable transformation properties under biholomorphisms.
Claim. Suppose Ω ⊂ Cd is a bounded domain (such that σ˜Ω exists), for which
1. there is a c > 0 so that `M(|f |2) ≤ c||f ||2EHF2 for all M > 0 and f ∈ EHF2(Ω).
2. for any compact K ⊂ Ω, there is a K > 0 so that
sup{|f(z)| : z ∈ K} ≤ CK ||f ||EHF2 , ∀f ∈ EHF2(Ω).
Then,
(i) EHF2(Ω) is a Banach space.
(ii) There is a unique SΩ : Ω× ∂Ω→ C such that
• SΩ(z, ·) ∈ HF2(Ω) for all z ∈ Ω.
• f(z) = ∫
∂Ω
f(w)SΩ(z, w)dσ˜Ω(w) for all f ∈ HF2(Ω).
(iii) Under the hypotheses of Proposition 4.2.5, and the assumption that there is a well-
defined branch of (det JCF (z))
δ−1
δ in A(Ω1), we have that
(det JCF (z))
δ−1
δ SΩ2(F (z), F (w))(det JCF (w))
δ−1
δ = SΩ1(z, w), (z, w) ∈ Ω×Ω.
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Proof. Let {fj} be a Cauchy sequence in EHF2(Ω). By condition 2., {fj} is a Cauchy
sequence in the uniform metric on compact sets in Ω. Hence, it converges uniformly on
compacts to some f ∈ O(Ω). In particular, for any fixed M < M ′, `M,M ′(|f − fj|2) → 0
as j → ∞. Also, due to the boundedness of Cauchy sequences, there is an L > 0 so that
`M(|fj|2) 12 ≤
√
c||fj||EHF2 ≤ L, for all j. Therefore,
(`M,M ′(|f |2)) 12 ≤ (`M,M ′(|f − fj|2)) 12 + L,
and f ∈ EHF2(Ω) with ||f ||EHF2 ≤ L.
Now, suppose there is a subsequence {fjk}k∈N+ such that ||f − fjk ||EHF2 ≥ 2η > 0 for
all k. Let l be large enough so that ||fjl − fjk ||EHF2 < η/2 for all k > l. We may choose an
M > 0 so that `M,M ′(|f − fjl |2) > η2 for some M ′ > 0. Therefore, we get
`M,M ′(|f − fjk |2)
1
2 ≥ `M,M ′(|f − fjl |2)
1
2 − ||fjl − fjk ||EHF2 > η/2.
But, the left hand side goes to 0 as k →∞, thus proving that limj→∞ ||f − fj||EHF2 = 0.
As observed in remark 4.3.3, there is a densely defined bounded operator from HF2 to
EHF2, which is, in fact, identity on the dense subset A(Ω). Thus, we get an isometry Φ
from HF2(Ω) to EHF2(Ω) — the latter being EHF2(Ω), as shown in the first part.
We now refer to the final part of Section 2.3 to observe that Φ−1 plays the role of P on
the space E = HF2(Ω), thus yielding parts (ii) and (iii) (with SΩ := Sσ˜Ω).
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