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Introduction
The design of fisheries acoustic surveys and subsequent analyses, especially variance estimation, have received a great deal of attention in recent years (Anon., 1991; . Two approaches have emerged at the forefront of discussion: (1) a stratified random sampling design relying on classical statistics for variance estimation (Jolly and Hampton, 1990) , and (2) a systematic sampling design of random origin employing the techniques of geostatistics (Petitgas, 1993) . The first is a design-based approach requiring data from a random sample of transects. The second approach is model-based, because a model of spatial structure is assumed. The concept of design-based and model-based estimators is described in Smith (1990) . Both methods provide unbiased point estimates of total abundance. Many practitioners of acoustic survey assessment acknowledge the statistical validity of the random sampling approach, but prefer to employ a grid of parallel transects at a fixed intertransect distance knowing that the abundance estimate will be more precise. The problem with this approach is that classical statistics do not provide an estimator for the variance in a systematic survey.
The theory of geostatistics offers a solution to this problem. The theory makes use of the observed spatial structure as evidenced in the correlations in the sampled data and incorporates this structure into the calculation of variance. If the researcher is primarily interested in global estimation (i.e. survey abundance and its variance), Petitgas (1993) recommends the use of the transitive method in one dimension (1D). Since acoustic data are exhaustively sampled along each transect, the information of the transect can be represented by a single point or cumulate. A cumulate is defined here as the product of the average acoustic return multiplied by the length of the transect. A matrix of transect data in two dimensions now becomes a set of n transect cumulates in 1D. An estimate of the total relative abundance Q is derived by multiplying the sum of the cumulates by the intertransect distance. To estimate the variance of this abundance, one introduces the concept of the covariogram. The covariogram is the structural tool used to describe the spatial structure of the population of interest. Given f(x) to represent fish abundance for transect location x, then the total abundance Q=f(x) dx. Its estimator is Q*(x 0 )=a f(x 0 +ia), where a is the distance between transects and x 0 is the random starting point. The covariogram function, a kind of non-centered covariance, is defined as g(h)=f(x)f(x+h) dx. The experimental covariogram value at lag k is calculated by summing all non-zero products f(x)f(x+ka), i.e. all transect cumulates k intertransect distances apart. Note that the behavior of g(h) is both a function of the values f(x) and the number of non-zero products f(x)f(x+ka). Matheron (1971) shows that the estimation variance of Q* is Q 2 (a)=a g(ka) g(h) dh. The estimation variance depends solely on the intertransect distance a and the modelled covariogram function g(h). The assumptions of this approach include a random start for the equally spaced, parallel grid of transects, and the requirement that all fish be included within the surveyed area. No assumption of stationarity is required. It is important to note that it assumes that g(h) is known and, as is the case with all model-based estimators, is subject to error if g(h) is not properly chosen.
The aim of this paper is (1) to apply the 1D transitive method to acoustic survey data collected on walleye pollock (Theragra chalcogramma) (Pallas, 1814), in Alaskan waters, and (2) to validate the technique with a set of empirical data.
Materials and methods
The transitive theory was applied using the Estimation VAriance (EVA) software provided by Petitgas and Prampart (1993) . This software provides a mechanism for data structure characterization and variance estimation. In the following analyses, the transitive method in 1D was applied to a grid of equally spaced, parallel transects. In these analyses, S A (area backscattering) data along a transect were averaged and multiplied by the length of the transect to provide a transect cumulate. An estimate of total relative abundance Q is obtained by multiplying the sum of the cumulates by the intertransect distance. The user then fits a model to the covariogram of raw data. Assuming this model to be true, the user can calculate the estimation variance of Q* at any intertransect distance.
The models available in the EVA software to fit a covariogram are the exponential, spherical, Gaussian, and triangular with a nugget effect optional in each selection. For the data in this study, a spherical or exponential or some combination of the two fits the data best. Observed structure was such that a nugget effect was deemed unnecessary. In fitting a model to the raw covariogram values, the following guidelines were adhered to. If a single model provided the best fit, the sill was set to the raw covariogram value at lag 0 and the range was set equal to the length of the field (i.e. the width of the survey area). If a combination of models best fits the data, the sum of the sills was set equal to the 0 lag covariogram value and the range for one of the models matched the field length. For some data sets, the range in the second model was set to roughly coincide with the size of any aggregates discernible within the field; for others, the range was selected to provide the best fit. In choosing model parameters, emphasis was placed on fitting the first few lags as closely as possible.
For the investigative part of this study, the acoustic data were collected with a SIMRAD EK500 echosounding system at 38 kHz and processed using SIMRAD BI500 software on a Sun workstation. The target species was walleye pollock. Pollock is a semidemersal, gadoid species inhabiting the North Pacific Ocean from central California to the Sea of Japan, and ranging throughout the Bering Sea. Winter/spring spawning suveys are conducted annually in the southeastern Aleutian Basin near Bogoslof Island and in Shelikof Strait in the Gulf of Alaska (Fig. 1) . Summer surveys of the eastern Bering Sea (EBS) shelf stock are conducted triennially. In each area, the survey design consists of equally spaced, parallel transects. The spacing has been established based on historical observations of the fish distribution in each of the areas. Spacing in the Bogoslof area is 10 nautical miles (nmi), 7.5 nmi in the Shelikof survey area, and 20 nmi on the EBS shelf.
Data from surveys conducted in the Bogoslof area from 1991 to 1994 are presented for analysis. These surveys are timed to coincide with that time period (late February-early March) prior to spawning when immigration to and emigration from the area are at a minimum. The extent of the surveyed area differed slightly from year to year. To allow comparison between years, a core area of field length 100 nmi was selected. Very little biomass was excluded by this selection.
Shelikof Strait survey data are from the years 1992-1994. Data from two passes of the area were available for 1994. These surveys are also timed to coincide with the prespawning period, which is mid-March to early April in this area. For comparison, a core field length of approximately 173 nmi was chosen.
Acoustic surveys on the EBS shelf are conducted during July and August, well after spawning when the shelf population is distributed over the feeding grounds. Because of regional growth differences, the shelf is typically divided into a south-east (SE) region and a north-west (NW) region. For the present analysis, this separation was made at longitude 170 W, resulting in a core field length of 240 nmi for the SE shelf and 240 nmi for the NW section.
In an attempt to validate the 1D transitive method with empirical data, acoustic data from replicate surveys of Shelikof Strait in 1984 and 1985 were examined. These data were collected with a Biosonics model 101 echo-sounder and a model 120 echo-integrator. The integrator output was interfaced to a Radio Shack model III computer for preliminary data processing and storage. Three passes of the Strait at 10 nmi spacing were conducted in 1984, and three more in 1985. The surveyed area for each pass within a year was approximately the same. The survey track for each pass followed a zigzag design. To analyze these data with the 1D transitive method, each pass was subsampled by taking every other transect, resulting in a rather crude grid of equally spaced, parallel lines. This subsampling procedure provided six data sets for each of the two years.
Results
A unique model was fitted to the raw covariogram values for each survey in an area. Raw covariogram values are influenced by total abundance. Within an area, total abundance varies from year to year. To examine structure for different surveys in an area and also between areas, covariogram values for each survey were standardized to unity by dividing by the lag 0 value. It was observed that covariograms for surveys within an area were similar, and so covariogram data were averaged by area (Fig. 2) . In interpreting this figure, note that field lengths are dissimilar and, by definition, the covariogram value at the length of the field is zero. The behavior of the covariogram at the smaller lag values provides information about the spatial structure of the survey data. A sharp drop is indicative of a patchy distribution, whereas a more gradual decline reveals a more evenly distributed population. The Bogoslof survey data show a drop at the first lag (10 nmi) to less than 50% of the lag 0 value. The drop below 50% in the Shelikof data occurs at lag 6 (45 nmi). For the south-east and north-west Bering Sea shelf data, the drop occurs at lag 4 (80 nmi) and lag 5 (100 nmi), respectively. These results demonstrate the degree of patchiness typically observed in the three survey areas. The Bogoslof area is populated with dense aggregations of fish often separated by wide expanses of blank water. Shelikof Strait pollock distribution is more regular, but can often reveal high density aggregations, especially in the north-west part of the Strait. Pollock on the Bering Sea shelf are most evenly distributed as is evidenced in the near linear decline of the standardized covariograms.
Estimates of relative abundance (Q) and relative estimation error ( Q /Q*) for each survey are presented in Table 1 . Abundance is highest on the shelf, relatively constant during the past two years in Shelikof, and declining in the Bogoslof region. Relative estimation errors were highest in Bogoslof, ranging from 0.12-0.21, and were about the same in Shelikof and the Bering Sea shelf, ranging from 0.04-0.09.
Once a covariogram model is chosen for a particular set of survey data, it is possible to investigate the effect of intertransect distance on the estimation variance. Results of this exercise for the different areas are presented in Figure 3 . At current levels of sampling, the average relative estimation error is highest in Bogoslof at 0.16, and approximately the same in Shelikof at 0.06 and the south-east (0.08) and north-west (0.06) shelf regions. To achieve an average relative estimation error of 0.10 in the four areas would require 6 nmi spacing in Bogoslof, 12 nmi spacing in Shelikof, 25 nmi spacing on the SE shelf, and 34 nmi spacing on the NW shelf.
Results of the attempt to validate the 1D transitive method using empirical data are presented in Table 2 . For each survey pass, an abundance estimate Q* and its relative estimation error were calculated. In the transitive theory, a fixed spatial distribution showing a fixed total quantity is sampled by a grid of random origin (Petitgas, 1993) . The estimation variance Q 2 is also the sampling variance of the abundance estimate. If we consider each of the survey passes in a year to be a sampling grid of a different random starting point, then the sampling variance s 2 of the resulting Q* should be equivalent to Q 2 , and the coefficient of variation of the set of Q* should be equivalent to the relative estimation error. This is not the case. For the 1984 survey passes, the average relative estimation error was 0.05 and the observed coefficient of variation was 0.22. For 1985, the corresponding values were 0.06 and 0.15. These results imply that the EVA estimate of error is too low. However, there are some serious problems with these data (and our assumptions) and so we should not be too hasty in rejecting the transitive approach. These issues will be addressed in the next section.
Discussion
Our examination of spatial structure through the years in each of the survey areas revealed some interesting patterns. For example, in the Bogoslof area for the past three years the standardized covariograms are nearly coincident through the first three lags (30 nmi). If we assume the structure to be similar in 1995, we can estimate the sampling precision of our 1995 abundance estimate at different transect spacings. This a priori information could prove quite valuable to the survey planner. It might be decided that, in order to provide more time for trawling to identify echosign (i.e. to reduce bias), a small loss in the sampling precision of the abundance estimate by increasing the transect spacing may be quite acceptable. This is one potential application of the information gained in using this technique.
One can also check for changes in spatial structure with increasing or decreasing abundance of the population. Abundance estimates in Shelikof have remained relatively stable through our three years of investigation and our sample size (two surveys) on the shelf is too For each of the four areas, the spatial structure resulting from different levels of subsampling was examined. For example, on the NW shelf, covariograms were calculated using every transect (20 nmi spacing), every other transect (40 nmi), and then every third transect (60 nmi). In some cases, the covariograms were similar at the different spacings; in other instances, they were not. If we extend the transect spacing to the point where cumulates are no longer correlated, the observed ''structure'' will be dominated by a nugget effect and will yield an estimation variance equivalent to a random sampling estimate of the variance. This is an important property for this estimator. It is critical that, if the 1D transitive approach is applicable in structured situations, it must also be valid when the underlying distribution is a random process.
Our attempt at validation of the technique with empirical data was unsuccessful. However, this negative result must be treated with caution. Several assumptions of the 1D transitive method were not strictly adhered to, namely, the subsampled ''parallel'' transects from the original zigzag survey were not always strictly parallel nor were they equally spaced. The assumption of little or no immigration to or emigration from the survey area both in 1984 and 1985 cannot be validated. So the sampling variance of Q* may not be due solely to sampling variability but may reflect changing abundance. Subsets within years are not independent. The effect on sampling variance is not known. We believe that the aforementioned problems with the data set may not have provided a fair test for the method. Further validation studies with more appropriate empirical data sets are required. It should also be possible to gain insight into the appropriateness of the method using Monte Carlo simulation techniques.
As stated earlier in the text, being a model-based estimator, the estimation variance is only as good as the modelled fit of the covariogram. If the modelled covariogram represents reality in the population, then theory demonstrates the appropriateness of the estimation variance. If, however, the structure is incorrectly modelled, the resulting estimate of precision will be in error. Future work must focus on the robustness of the technique. Simmonds and Fryer (1992) , using data from a 1990 herring survey in the Orkney and Shetland area off Scotland and applying the intrinsic method of geostatistics, demonstrated that estimation variances can differ by almost a factor of 3 for realistic variogram models. Similar work needs to be conducted to examine the effect of covariogram choice on estimation variance. We believe that because the covariogram is not known but is treated as such, the resulting estimation variance will be an optimistic estimate of precision. The estimation variance will necessarily be low because the error in modelling the covariogram is ignored. However, if the modelling is done with care and some experience, this additional error may not be significant.
