Abstract. Ubiquitous data mining (UDM) allows data mining operations to be performed on continuous data streams using resource limited devices. Visualisation is an essential tool to assist users in understanding and interpreting data mining results and to aide the user in directing further mining operations. However, there are currently no on-line real-time visualisation tools to complement the UDM algorithms. In this paper we investigate the use of visualisation techniques, within an on-line real-time visualisation framework, in order to enhance UDM result interpretation on handheld devices. We demonstrate a proof of concept implementation for visualising degree of membership of data elements to clusters produced using fuzzy logic algorithms.
Introduction
With the increase in processing power and storage capacity of handheld devices, lightweight analogues of traditional data mining algorithms are now able to operate on handheld and mobile devices. This new application area is known as Ubiquitous Data Mining (UDM), the process of performing mining of data streams on resource limited devices.
UDM allows "anytime, anywhere" [12] , [19] analysis of streaming data for mobile users. The real-time analysis of time critical data allows patterns and trends to be identified, and acted upon, as they happen.
Various algorithms have been developed for performing data mining operations on these resource limited devices [6] , [11] . These algorithms take into account the resource constraints of ubiquitous devices in order to perform data mining on continuous streams of data.
In order to present meaningful information to users about the data stream being analysed, humans must interact with the system to provide final analysis and understanding of the algorithm results. In a highly mobile environment, there may not be time for a user to interpret raw results to garner pertinent information.
Creating a suitable visualisation makes use of a human's perceptual abilities to provide insights into, and understanding of, data to augment or replace automatic algorithms [13] . Visualisation has been identified as a useful tool in the traditional data mining process [14] as it allows users to interpret and understand information more quickly. Therefore, providing visualisations for users in a mobile environment will enhance the UDM process.
Along with the increasing processing power of handheld devices, the graphical capabilities of these devices are approaching what is possible on desktop computers. This increase in graphical capabilities, as well as increasing screen resolutions will allow more complex and detailed visualisations to be constructed and presented on mobile devices.
It is known that visualisation is a key tool in allowing users to understand the results of unsupervised learning algorithms. This fact provides our motivation for introducing visualisation tools in the area of UDM. The use of an appropriate visualisation allows the interpretation of results to be performed more quickly in time critical mobile environments.
For example, imagine a road safety scenario. Two drivers are using in-vehicle UDM systems to monitor the behaviour of other drivers in the immediate area for signs of erratic driving, possibly due to drinking. One driver has a simple system, where data about other vehicles is presented numerically in a table. The other driver has a system which uses visualisation to present an overhead view of the driver's vehicle and vehicles in the surrounding area. Both systems use the same data mining algorithm to determine levels of inebriation such as sober, slightly drunk, or very drunk classes. For the driver using the system without visualisation extra time is taken to interpret the numerical data to decide with a particular vehicle poses a danger. For the system using visualisation, a reduction in interpretation time for results can be achieved, such as highlighting the dangerous vehicle to reduce the amount of time taken for the driver to interpret the data. Therefore, the visualisation will give the driver as much time as possible to take evasive action.
Another scenario where visualisation would assist a user is in the area of stock market analysis. A user may wish to know about stocks in a particular market sector which are rapidly changing in value. Trying to track multiple stocks using numeric data is a difficult task, especially in a mobile environment where a user has a limited time to analyse data. Using visualisation which shows a history of values for stocks, and highlighting those clusters of stocks which are of interest under the rapid value changing rule, would allow 'at a glance' analysis by the user. This rapid interpretation of data would enable the user to drill down on more interesting aspects of the mining results by highlighting interesting features, such as outliers, and also relationships between data.
The relative newness of the field of UDM, having only begun to come into its own in the past few years, means that currently there are no on-line real-time visualisation techniques for users to interact with results presented from UDM algorithms [6] , [11] operating on mobile devices.
Visualisation assists the user with interpreting and understanding complex data. It allows representations of raw data and data processing results to be created which, if presented in a meaningful way, can allow the user insights which would not otherwise be possible.
Visualising data streams is a difficult task because of the volume and rapidity of data arrival, and the inherent limitations of graphical devices to show infinitely detailed images. For example, in [17] only a small subset of the IP address information is able to be shown because the millions of possible IP addresses could not possibly be displayed on a standard screen.
One example of UDM visualisation has been provided in [11] where stock market data mining results are presented to a mobile user to assist with stock selection. In this system the processing of data for Fourier spectrums is performed by a central server, with results sent to the user's PDA for visualisation.
As we have discussed in this section, there is limited work which has been done to provide users with visualisations to aide the ubiquitous data mining process. However, these efforts do not focus on performing all of the processing required by the visualisation, on the mobile device. Therefore, we propose and develop a framework for the integration of visualisation into the UDM process by utilising the processing and graphical capabilities of mobile devices.
We propose a model for a novel real-time visualisation module for use in conjunction with UDM algorithms. Our approach uses three-dimensional graphics to present interactive visualisations of UDM clustering and classification algorithms to users.
In this paper we discuss the issues related to the visualisation of clustering and classification of data stream information on a mobile device. The paper is structured as follows: in Section 2 we present our proposed visualisation model; Section 3 demonstrates a practical implementation of the model. In Section 4 we summarise the contributions of this paper.
Visualisation of Fuzzy Classification
We propose and develop a visualiser for a fuzzy labelling and classification UDM mining technique. The technique we focus on has three main components:
• Light weight clustering (LWC) [6] • Fuzzy labelling [10] • Fuzzy classification [10] For a description of the Lightweight Clustering algorithm refer to [6] . In the fuzzy classification stage of the model presented in [10] , the incoming data elements are compared to all of the known classes. Instead of being associated with a single class, the degree of membership of the element to each class is calculated. That is, the likelihood of an element belonging in a particular class is calculated. Therefore, each new element may be associated with one or more classes, and is given a calculated percentage of its likelihood of belonging in a class. A sample of the output of this model is shown in Figure 1 . 
A Model for UDM Visualisation
We propose a model for the visualisation of the degree of membership of data elements to classes in order to improve the understanding and interpretation of the algorithm results by users in dynamic mobile environments. Our model will build upon the work presented in [6] , [10] and extend it with a visualisation stage presenting labelled clusters and data elements, with degree of membership information, to the user.
An overview of the entire model showing the connections between the clustering, labelling, classification and visualisation stages is shown in Figure 2 . The model shows the relationships between the data stream processing modules and the visualisation module. The same data stream is used in both the clustering and fuzzy classification stages.
In the first stage, the results of the lightweight clustering algorithm are used by the fuzzy labelling module, along with rules from a knowledge database, to create class names used for classifying data elements.
In the second stage, the fuzzy classification module calculates a degree of membership, for each new data element, to each class. The data elements are classified according to the classes created in stage one. Finally, the visualisation module presents a display of the classified data elements to the user. The visualisation module uses the degree of membership information for each data element to create a representation which displays the information graphically instead of textually. As shown in Figure 1 , the output from the fuzzy classification algorithm is presented to the user in numerical format. For comparison, the same data is presented in a graphical format in Figure 3 . In this graphical format it is easier to see at a glance that the given data element has a greater degree of membership to one class. In this situation, the human visual system pre-attentively processes [9] the size and hue of the 'slices' of the pie to distinguish the three classes. Therefore the visual system has begun processing the graph even before comprehension of the labels has begun. output, where each value must be checked, the eye is drawn to the largest slice. Taking advantage of pre-attentive processing in the visualisation enables the user to essentially filter out the smaller pie slices and find the highest percentage of degree of membership more quickly.
In order to visualise the degree of membership to classes created by the fuzzy labelling algorithm, we propose the following algorithm to present membership percentages using relative coverage areas:
1. Let there be n = { CT 1 , CT 2 , …, CT n } class types or labelled clusters obtained from the fuzzy labelling process 2. Let C = { c 1 , c 2 , …, c n } be a set of colour codes 3. A colour c i , is assigned to represent a particular class type CT j where i,j=1..n 4. Let G be the graphical object used in the visualization that is divided into p equally sized parts 5. Each p will be coloured according to its class type with colour c i 6. The number of parts of a particular colour, will be equal to the data element's degree of membership in that class 7. Parts belonging to a particular class will be grouped to form blocks of colour Our model will use visual cues, such as size and hue, to convey information to the user about fuzzy classification of data elements.
This technique can be applicable to various shapes, such as the pie chart in Figure  3 or the coloured boxes used in our proof of concept implementation (see Figure 6 ).
Each coloured block represents a single data element from the data stream, which has been processed with the fuzzy classification algorithm. The degree of membership information assigned to the data element is used as a guide to colour the graphical element.
Consider and example where degree of membership information is given as a percentage and the following values are applied to our algorithm; n = 4, p = 100
This means that we have four classes to which data elements can be assigned degree of membership information, and four colours/shades used to represent the classes. Each graphical object presented on the screen will be divided into 100 equal sized parts. With regards to colouring, the graphical object will have at least one, and at most four, differently coloured areas. As we are using percentage information in our example, and using p = 100, the size of each coloured area will then be directly proportional to the degree of membership percentages of the given data element.
Implementation
For the implementation we use a road safety scenario, where visualisation is used to alert a driver to vehicles around them which could possibly pose a danger, in order to give the driver as much time as possible to take action to avoid the danger. We use a data generator to create data for drivers who are sober, slightly drunk, and very drunk according to data presented in [15] . This data is used by the lightweight clustering and fuzzy classification algorithms to produce results which are then visualised.
The least drunk class is given the colour green, the slightly drunk class uses the colour orange, and the very drunk class has the colour red. Consider that each block is made up of 100 divisions which are coloured according to the relative percentages of the degree of membership. For example, take the data from Figure 1 , where Class 1 represents the sober class, Class 2 represents the slightly drunk class, and Class 3 represents the very drunk class. Using this data we would have 27 divisions coloured green, 61 divisions coloured orange, and 12 divisions coloured red. Figure 4 shows an example of how the generated data is applied to the graphical objects used in our implementation. The figure is shown in shades of grey for better contrast although our application uses the colours described previously. The top part of the block is coloured with 3% membership to the sober class (light grey) and 2% membership to the slightly drunk class (dark grey). We have implemented all of the algorithms and visualisation code using Sun Microsystems' Java 2 Mobile Edition (J2ME) language, as it has an abundance of emulators and real world devices available for prototyping and testing.
All code for the implementation has been written using Netbeans 4.1 with the optional Mobility Pack. We have made use of the emulators contained in the Mobility Pack using the Connected Limited Device Configuration (CLDC) 1.1 and Mobile Information Device Profile (MIDP) 2.0.
In order to present the visualisation to the user, our implementation makes use of the graphics features exposed by the Mobile 3D Graphics (M3G) library which is an optional package for J2ME and runs alongside MIDP. The functionality of the library can be implemented in software or hardware and is designed for devices with limited processing power and memory, which makes it ideal for our purposes. Currently, few devices have dedicated 3D hardware, but as this feature becomes more widespread it will allow more complex visualisations to be created.
All of the clustering, labelling and classification algorithms behave as they are described in [6] , [10] . We have also created an implementation of the driver behaviour data generator necessary to provide appropriate data for the algorithms.
For the implementation of the visualisation module, the screen is divided into a grid of nine squares, with the centre square representing the driver's vehicle. The remaining eight squares represent the area surrounding the vehicle which are coloured according to the results of the fuzzy classification algorithm. A diagram of this arrangement can be seen in Figure 5 . In order to simulate a dynamic driving environment, a data element or 'car' is generated and randomly placed in one of the surrounding eight squares. This element is then passed through the fuzzy classification algorithm to produce the degree of membership information. The screenshot in Figure 6 shows that there is a driver in the least drunk class in front and to the left, a driver in the medium class to the right, and a driver in the very drunk class behind and to the right. The current implementation of the road safety application does not take full advantage of the three-dimensional aspect of the graphics, but 3D was used to ensure the framework is usable when generalised for future applications.
Although this implementation uses J2ME and the M3G library any language capable of executing on a handheld device which has a 3D graphics library available could be used for the implementation. Also, taking application specific visualisation needs into consideration, a 2D graphics library could also be used.
Conclusion and Future Work
In this paper we have presented our model for the visualisation of the results of lightweight data stream mining clustering and fuzzy classification algorithms using a visualisation framework. This is the first on device UDM visualisation which does not Other vehicle offload any work to external processors. We have implemented both the lightweight clustering algorithm and the fuzzy classification algorithm and integrated them with our visualisation module to produce a cohesive application.
The current implementation of the model is a proof of concept and so does not include many features which would be necessary in a full implementation to take best advantage of the available hardware.
Clearly, visualising every individual data element being processed by the fuzzy classification algorithm will incur severe computation costs. Also, the sheer amount of graphics processing required would reduce the usability of the system due to low frame rates and update speeds.
To reduce the amount of processing required and to ensure the system runs at interactive frame rates, we propose the use a level of detail (LoD) system for displaying clusters and data elements. The level of detail system would work as follows:
• Farthest clusters have the cluster centre and weight information shown.
• Middle distance clusters will additionally show the data elements as points.
• The closest cluster will have the cluster centre and weight shown as well as displaying the closest few data elements with full degree of membership information.
Furthermore, we also will:
• Make the visualisation component resource adaptive • Include other UDM clustering algorithms • Generalise the visualisation stage to be applicable to a wide range of domains • Advanced cluster shapes i.e. shapes which encompass all data points associated with a cluster instead of simple boxes • A more fully featured user interface to control the application
