A new trend in runtime system monitoring is to utilize MOFbased techniques in analyzing the runtime system data. Approaches and tools have been proposed to automatically reflect the system data as MOF compliant models, but they all require users to manually build the meta-models that define the types and relations of the system data. To do this, users have to understand the different management APIs provided by different systems, and find out what kinds of data can be obtained from them. In this paper, we present an automated approach to inferring such meta-models by analyzing client code that accesses management APIs. A set of experiments show that the approach is useful for realizing runtime models and applicable to a wide range of systems, and the inferred meta-models are close to the reference ones.
Introduction
Monitoring is becoming more and more important for running software systems. The core of monitoring is to retrieve and process the runtime system data (such as its memory occupation, instantiated components, user load, etc.), which describe the state, structure and environment of the system. Currently, for most systems, runtime monitoring is still a code-level task. Developers have to write code upon the system's management API, like the JMX API of JEE systems [1] .
Runtime model is a promising approach to raising the abstraction level of runtime monitoring [2] . By representing the intangible runtime system data as explicit and well-formed models, system monitoring could be performed in a model-based way, with full semantic basis, utilizing the plenty of model-based techniques such as OCL, QVT, GMF, etc. Runtime model is an extension of the traditional model-driven methodology at runtime.
Since different systems provide totally different runtime data, the first task for supporting runtime model on a system is to construct a proper meta-model, which defines the types of the system data that can be retrieved from the system's management API, as well as the association between these data types. To our knowledge, the current generic runtime model supporting tools [3, 4, 5, 6] all require users to define such meta-models by hand.
However, it is not easy to define such a meta-model. First, many management APIs conform to standard interfaces, like JMX, OSGi, DOM. Such APIs do not provide specific classes for different types of system data, and thus we cannot get the data types from the static type systems of the APIs. Second, many systems do not provide clear documents about what kinds of data they provide, and even if there are such documents, it is still tedious to convert the informal specifications into meta-models. On the other hand, developers may understand the system data from existing API clients (programs using the APIs). Although the clients do not usually contain the direct definition of data types, but they carry the experts' understanding about what data can be obtained and how to use them. The problem is that the client code is often too complicated for human users, especially when it is full of branches and inter-method logics.
In this paper, we present an automated approach to inferring the meta-model of runtime system data under management APIs, by means of static analysis of the API client code. The process is automated, without requiring users to annotate the source code. Our contributions can be summarized as follows.
-We clarify the relation between the API client code and the data types manipulated by it, and provide a novel static code analysis approach to extract such data types automatically. -We construct an automated tool for meta-modeling a system's runtime data.
The output meta-model guides developers in using the API, and is also an input of our previous tool-set to realize the runtime model. -A set of experiments reveal the usability, wide scope, and effectiveness of our approach, and also reveal that static analysis on API sample clients is sufficient to meta-model the data under management APIs
Our tool and experiments are stored at http://code.google.com/p/smatrt. The rest of the paper is organized as follows. Section 2 gives an overview of the approach. Section 3 to Section 5 explain the approach in three steps. Section 6 introduces our implementation briefly and evaluates the approach based on a set of experiments. Finally, Section 7 introduces related research approaches and Section 8 concludes the paper.
Approach Overview

Motivating Example
We take SUN's reference JEE server, Glassfish [7] , as an example. Figure 1 shows how to monitor the memory status through its JMX interface. From the two parameters url and account, the printMem method first constructs a JMX connector, and then obtains a management entry mbsc. After that, it queries out an ObjectName of the MBean (Management Bean, the basic management unit of JMX) for memory . Using this MBean, it obtains the heap usage information (7-8), and checks if the memory is verbose (9). If verbose, it prints
