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A function which is homogeneous in x y z of degree n and satisﬁes Vxx + Vyy +
Vzz = 0 is called a spherical harmonic. In polar coordinates, the spherical harmon-
ics take the form rnfn, where fn is a spherical surface harmonic of degree n. On
a sphere, fn satisﬁes fn + nn + 1fn = 0, where  is the spherical Laplacian.
Bounded spherical surface harmonics are well studied, but in certain instances,
unbounded spherical surface harmonics may be of interest. For example, if X is a
parameterization of a minimal surface and n is the corresponding unit normal, it is
known that the support function, w = X · n, satisﬁes w + 2w = 0 on a branched
covering of a sphere with some points removed. While simple in form, the bound-
ary value problem for the support function has a very rich solution set. We illustrate
this by using spherical harmonics of degree one to construct a number of classical
genus-zero minimal surfaces such as the catenoid, the helicoid, Enneper’s surface,
and Hennenberg’s surface, and Riemann’s family of singly periodic genus-one min-
imal surfaces.  2002 Elsevier Science (USA)
1. INTRODUCTION
The bounded spherical harmonics are a class of well-studied functions.
In this paper, we focus on the unbounded spherical harmonics. We are
especially interested in spherical harmonics of degree one, because of their
connection to the support function for a minimal surface. If X is a param-
eterization of a surface  with unit normal n, the support function is
w = X · n. The support function measures the algebraic distance from the
tangent plane at X to the origin. In the following, the real line is denoted
by R and the complex plane is denoted by C. The dot product for a b ∈ R3,
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is denoted a · b. In the special case, when  is a minimal surface (i.e., the
mean curvature is zero on ), it is known that
w + 2w = 0 p ∈ S2 (1)
where  is the spherical Laplacian and S2 is the unit sphere ([20, Sect. 61]).
Thus, every minimal surface generates a surface spherical harmonic of
degree one. In this paper, we take the following approach. First, we ﬁnd
general solutions of (1). After choosing certain parameters and determin-
ing a particular solution wp, we construct a minimal surface with support
function wp. The linearity of the partial differential equation (PDE) in (1)
suggests a way of adding minimal surfaces and we use this fact in our con-
structions. It is important to note that (1) by itself does not completely
deﬁne a boundary value problem unless additional conditions are imposed.
For the support function PDE such conditions may include continuity across
branch cuts on the unit sphere or asymptotic behavior of the minimal sur-
face at its ends. The spherical harmonics are closely related to the idea
of a spherical representation of a surface, which in the case of a minimal
surface takes on a very simple form.
The spherical representation of a surface was introduced by Gauss
(see [12, p. 226]). To every point XYZ on a surface with normal
n = LMNT and L2 +M2 +N2 = R2, there corresponds a point on the
unit sphere centered at the origin with coordinates LMN. The support
function is
P = X · n = LX +MY +NZ (2)
In this setting, LMN are thought of as independent parameters. L. P.
Eisenhart discusses both spherical representations and tangential coordi-
nates (see [10, Sections 46–47]). In [22], H. W. Richmond considers min-
imal surfaces deﬁned by their tangential equation (2) and shows that the
condition for a surface to be minimal is
∂2P
∂L2
+ ∂
2P
∂M2
+ ∂
2P
∂N2
= 0 (3)
At the point of contact, we ﬁnd
X = ∂P
∂L
 Y = ∂P
∂M
 Z = ∂P
∂N
 with R2 = 1 (4)
A similar result is established by T. J. Bromwich in [7]. In curvilinear coor-
dinates with Pu1 u2 R = RSu1 u2, we will show thatXY
Z
 = gradPR2=1 = Su1 u2n+ ∇Su1 u2 (5)
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where ∇ is computed relative to the metric induced by n. We will show that
any solution w of (1) generates a minimal surface that is parameterized
by (5) with S = w. However, such a minimal surface can be very irregular
unless additional conditions are imposed.
Bromwich (see [7]) considers tangential coordinates and relates his
approach to the work of Darboux (see [8]), noting the connection to
Legendre’s equation. In [22], Richmond obtains the Enneper surfaces,
Hennenberg’s surfaces, the catenoid, and the helicoid. Periodic mini-
mal surfaces are not discussed in [7] or [22], nor is there any discussion
regarding end behavior of examples that are derived.
P. Hartman and A. Wintner studied spherical parameterizations (see
[15]), showing under suitable conditions that any surface can be locally rep-
resented in the form (18). General coordinates on the unit disk are used
in [15] and no preferential treatment is given to the case when the mean
curvature of the surface is zero. A. G. Reznikov studied minimal surfaces
in [21] through the support function, and a formula describing locally all
minimal surfaces with nonvanishing Gauss curvature is presented in [21].
In [21], Reznikov presents the example of a catenoid and also indicates the
separability of the spherical Laplacian in a neighborhood of a point, but
does not use these facts to determine explicit solutions.
In Section 1, we consider general properties of spherical harmonics and
spherical representations of surfaces. In Section 2, we consider spherical
surface harmonics based on ordinary spherical coordinates and minimal
surfaces characterized by a punctured sphere. In Section 3, we consider
spherical harmonics based on sphero–conal coordinates and minimal sur-
faces based on a punctured torus.
This paper is dedicated to Rodica Simion, who I had the pleasure to
know as a friend and colleague for over 12 years.
1.1. Spherical Harmonics in R3
A sphere of radius r centered at the origin is denoted by
S2r = 
x y z  x2 + y2 + z2 = r2
The unit sphere is S2 = S21. In this paper, nu1 u2   → S2 will
denote an orthogonal parameterization of the unit sphere (i.e., nu1 u2 ·
nu1 u2 = 1 and nα · nβ = 0 when α = β). We use the convention that a
subscript preceeded by a comma denotes an ordinary derivative. In partic-
ular, nα = nα = ∂n/∂uα. The ﬁrst fundamental form on S2 is aαβ = nα · nβ,
the second fundamental form is bαβ = n · nαβ = −nβ · nα = −aαβ, and the
third fundamental form is cαβ = aαβ. We deﬁne c = detcαβ.
For a scalar function S   S−→ R (or equivalently S  S2 S−→ R), the
ﬁrst-order covariant derivative is the same as the ordinary derivative; i.e.,
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Sα = Sα. Second-order covariant derivatives are computed in the usual
fashion,
Sαβ =
∂2S
∂uαuβ
− ∂S
∂uσ
 σαβ
where  σαβ are the Christoffel symbols (see [17, Sect. 73]). For future ref-
erence, note Gauss’s equations for a surface with normal n can be written
(see [17])
nαβ = bαβn (6)
For a sphere with an orthogonal parameterization, this means that the
mixed second-order covariant derivatives of the components of n are zero.
A function V x y z with x y z ∈ R3 is harmonic if
0 = ∂
2V
∂x2
+ ∂
2V
∂y2
+ ∂
2V
∂z2
 (7)
For x ∈ R3, we introduce curvilinear orthogonal coordinates of the type
x = xu1 u2 u3 =

rxu1 u2
ryu1 u2
rzu1 u2
  (8)
with u3 = r and x · x = r2. We let gi =
√
gii∂x/∂ui (no summing), where
gij = xi · xj , gij = 0 if i = j and g33 = 1. This construction induces a metric
on the sphere of radius r. We deﬁne
n =

xu1 u2
yu1 u2
zu1 u2
  (9)
where n · n = 1 and cαβ = nα · nβ for αβ ∈ 
1 2. For αβ ∈ 
1 2,
we have gαβ = rcαβ. We will denote the gradient in R3 by “grad” and in
curvilinear coordinates, we have
gradV  = 1√
g11
∂V
∂u1
g1 +
1√
g22
∂V
∂u2
g2 +
1√
g33
∂V
∂r
g3 (10)
On the sphere with r = 1 and S = Su1 u2, we denote the gradient by ∇,
and
∇S = 1
c11
∂S
∂u1
n1 +
1
c22
∂S
∂u2
n2 (11)
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We choose 
n1 n2 n to be a right-hand coordinate system in R3. When
V = rSu1 u2, we see that (10) evaluated at r2 = 1 reduces to ∇S + Sn,
establishing (5).
Substituting V = RrSu1 u2 into (7), we obtain
0 = ∂
2V
∂x2
+ ∂
2V
∂y2
+ ∂
2V
∂z2
=
(
∂2R
∂r2
+ 2
r
∂R
∂r
)
S + 1
r2
RS
where S = cαβwαβ is the spherical Laplacian (see, e.g., [14, p. 456]).
Separating variables in (7), we obtain
0 = d
2R
dr2
+ 2
r
dR
dr
− νν + 1
r2
R (12)
0 = S + νν + 1S (13)
where νν+ 1 is a separation constant. The two solutions to (12) are rν and
r−ν−1. So that the solutions to (7) be continuous on a sphere of constant
radius, ν must be an integer (see [25, p. 191]).
If Vn is a spherical harmonic of degree n, then it follows that (see [14,
p. 120]),
∂2
∂x2
rmVn +
∂2
∂y2
rmVn +
∂2
∂z2
rmVn = m2n+m+ 1rm−2Vn (14)
x
∂Vn
∂x
+ y ∂Vn
∂y
+ z ∂Vn
∂z
= nVn (15)
Given a spherical harmonic of degree n, from (14) with m = −2n + 1,
we see that r−2n+1Vn is also harmonic and of degree −n− 1. This fact for
spherical harmonics is a special case of the general result that if Fx y z
is harmonic in R3 and x∗ y∗ z∗ is inverse with respect to a sphere of
radius a, then
a
r∗
F
(
a2
r∗2
x∗
a2
r∗2
y∗
a2
r∗2
z∗
)
(16)
is also harmonic (see [14, p. 120]). The case νν+ 1 = 2 and the solutions
to
0 = S + 2S p ∈ S2 (17)
are of most interest in our study of minimal surfaces. The bounded solutions
to (17) are the linear functions x y z restricted to S2 (i.e., the components
of n in (9)). However, if we allow singularities and branch cuts on S2, we
ﬁnd that (17) possesses a rich class of solutions.
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1.2. General Properties of Spherical Representations
In the following, we deﬁne the surface w as the image of S2 under the
map,
Xw = wu1 u2nu1 u2 + ∇wu1 u2 (18)
where p ∈ S2 corresponds to nu1 u2 and u1 u2 ∈ . For a spherical
representation, the support function is w = X · n. Obviously, X· is lin-
ear; i.e.,
Xaw + bf  = aX w + bXf  (19)
and one can use (19) to “add” two surfaces w and f . In particular, we
deﬁne
w ⊕f = w+f  (20)
where (19) is used to deﬁne the operation ⊕. The idea of adding two
minimal surfaces goes back to Gauss, who noted that for two conjugate
minimal surfaces parameterized by X and Y , the surface Z = cos tX + sin tY
is again a minimal surface for all t ∈ R. This is related to the notion of
minimal he´rrisons as introduced in [18] and [23], where a sum operator for
complete minimal surfaces was introduced. Let W be the set of complete
minimal surfaces in R3 of ﬁnite total curvature having a ﬁnite number of
branch points. In [23], the set of surfaces in H ⊂ W of total curvature 4π
were considered. Surfaces in H were called minimal he´rrisons.
The covariant derivatives of (18) with respect to the metric cαβ are
Xγ = Xγ = wnγ + cαβwβγnα (21)
Since bβγ = cβσbσγ = −δβγ , we have bβγwβ = −wγ, we ﬁnd
X1 = c11w11 +wn1 + c22w21n2 (22)
X2 = c11w12n1 + c22w22 +wn2 (23)
From (22)–(23), we see that the normals to S2 and w are parallel. The
ﬁrst fundamental form of w is given by
aˆαβ =
(
c22w221 + c11c11w11 +w2 w12w + 2w
w12w + 2w c11w212 + c22c22w22 +w2
)

Taking the cross product of X1 with X2, we ﬁnd
X1 × X2 =
(
c11c22w11w22 −w212 +ww +w2
)
n1 × n2 (24)
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where w = cαβwαβ. We deﬁne

ww = 2c−1(w11w22 −w212)+ 2ww + 2w2 (25)

w f = (εσκεβµwκµfσ)β + ∇w · ∇f +wf + fw + 2fw (26)
where ε is the contravariant alternating tensor, i.e., ε11 = ε22 = 0, ε12 =
1/
√
c, and ε12 = −1/√c. The Monge–Ampere operator 
ww arises in
the study of the buckling elastic spherical shells (see [3]) and the study of
surfaces given by radial graphs over the sphere (see [13]). From (24), we
conclude that
aˆ = X1 × X22 = 14c
ww2
The second fundamental form of w is bˆαβ = −Xα · nβ, where
bˆαβ =
(−c11c11w11 +w −w12
−w12 −c22c22w22 +w
)

It follows that bˆ = detbˆαβ = 12c
ww. By construction, cˆαβ = cαβ. The
Gauss curvature of w is  = 2/
ww. The mean curvature  of w is
 = −w + 2w
ww  (27)
It follows that
w + 2w = −2

 (28)
Conditions under which an equation in the form (28) can be solved locally
for a given 2/ were established in [15].
A minimal surface is a surface for which  = 0. From (27), we see that
w is a minimal surface if and only if
w + 2w = 0 u1 u2 ∈  (29)
with the exception of the points where 
ww = 0. At the points on w,
where the right-hand side of (24) vanishes and 
ww = 0, the Gauss map
can be deﬁned through a limiting process. The surface is singular at points
where 
ww = 0 and n1 × n2 = 0. When  = 0 and w = −2w, we ﬁnd
that at all regular points (where  = 0),

ww = c−1w11w22 −w212 −w2 < 0
The inequality follows from the fact that in a neighborhood of each regular
point, a minimal surface lies on both sides of its tangent plane. Locally,
w11w22 − w212 is the determinant of the Hessian matrix, which must be
negative on a minimal surface at such points.
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1.3. Some Results on Spherical Representations
In this section, we summarize a few results on spherical representations
that will be used in later sections.
Lemma 1.1. Let fw ∈ C3S2 and let w be a linear function restricted to
S2, then (i) w12 = 0 and (ii) 
w f = 0.
Proof. Let nu1 u2 be an orthogonal parameterization of S2. By
hypothesis, w is a linear combination of the coordinate functions of
nu1 u2. However, by (6), we know that n12 = b12n = 0, since b12 = 0.
Thus, the mixed covariant derivatives of the components of n are zero. It
follows that the mixed second-order covariant derivative of a linear com-
bination of the coordinate functions of nu1 u2 must also be zero. The
second statement follows from a direct calculation using (26).
Theorem 1.1 (The translation theorem). Let w ∈ C3S2. Let wlin =
Ax+By +Cz be the restriction of a linear function to S2. If w is the surface
deﬁned by Xw, then
Xw +wlin = X w +
AB
C
 
Proof. Theorem (1.1) follows from the linearity of X· and (10).
In this setting, the surface Xwlin is a single point ABC. One can
still consider such a point set as a minimal surface as was done in [23]. The
translation theorem states that w+wlin is a translation of w. It will play an
important role in representing periodic minimal surfaces. In Appendix A,
we establish the identity X = −w+ 2wn+∇w+ 2w on , leading
to the following:
Theorem 1.2. Let w ∈ C3S2 and Xw  S2 → w ⊂ R3. The following
statements concerning w and its spherical parameterization X are equivalent
and hold for all q ∈ w such that q = 0: (i)  = 0; (ii) w + 2w = 0;
(iii) X = 0.
Once a w has been determined for a minimal surface X = Xw, the
conjugate surface can be obtained from the complex conjugate,
∫
n × dX .
The complex-valued components of X − i ∫ n × dX are analytic functions
(see [20, Sect. 73]). We deﬁne Y w = − ∫ n× dX , so that the corresponding
analytic vector ﬁeld is F = Xw + iY w.
In the following two sections, we present examples of minimal surfaces
with spherical parameterizations. Spherical coordinates will be used for rep-
resenting genus-zero minimal surfaces characterized by a punctured sphere.
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Sphero–conal coordinates can be used also to represent genus-zero mini-
mal surfaces. However, we will see that sphero–conal coordinates provide
a natural setting to study higher genus examples based on a punctured
torus.
2. MINIMAL SURFACES BASED ON
SPHERICAL COORDINATES
Spherical coordinates for a point x y z ∈ R3 are determined by the
intersection of a sphere of radius r, a circular half-cone making an angle θ
with the z-axis, and a half-plane that makes an angle φ with the xz-plane.
The center of the sphere and the vertex of the cone are at the origin.
Typically, one chooses 0 ≤ r < ∞, 0 ≤ θ ≤ π, and 0 ≤ φ < 2π. The
Cartesian coordinates x y z are connected to r θφ by the relations
x = r sin θ cosφ y = r sin θ sinφ z = r cos θ (30)
In these coordinates, we parameterize the unit sphere by
nθφ =

cosφ sin θ
sinφ sin θ
cos θ
  (31)
This choice of n induces singularities in the metric at the north and south
poles of S2. Choosing u1 = θ u2 = φu3 = r, we can separate variables in
(13) and determine its general solution,
V = rνSθφ = rνPµν cos θA cosµφ+ B sinµφ
+ rνQµν cos θC cosµφ+D sinµφ (32)
for certain values of µ. Pµν is a Legendre function of the ﬁrst kind of degree
ν and order µ and Qµν is a Legendre function of the second kind of degree
ν and order µ. For each nonegative integer n, there exists a second set
of functions corresponding to ν = −n− 1 which are obtained by inversion
with respect to the unit sphere (see (16)). From the properties of Legendre
functions, it follows that Pnz = P−n−1z and Qnz = Q−n−1z. With
r = 1, we can restrict our attention to the case n as a positive integer. With
ν = n, the bounded solutions to S+ nn+ 1S = 0 on S2 are the spherical
harmonics of degree n and order m; i.e., Pmn cos θ cosmφm = 0 1    n,
and Pmn cos θ sinmφm = 1 2 3    n, for n = 0 1    . The associated
Legendre functions are given by
Pmn t = −1m1− t2m/2
d
dt
Pnt n = 0 1 2    m = 0 1     n
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where Pnt is the Legendre polynomial of degree n: P0t = 1 P1t =
t P2t = 12 3t2 − 1    . From (32) with ν = 1, we have
Sθφ = Pµ1 cos θA cosµφ+ B sinµφ
+Qµ1 cos θC cosµφ+D sinµφ (33)
In the next section, we will present asymptotic expansions of the solutions in
(33) near the punctures of S2. These expansions can be used to characterize
the end behavior of related minimal surfaces.
2.1. Properties of Legendre Functions Pµ1 t and Qµ1 t
If a minimal surface is generated by a support function in the form (33),
it may have ends corresponding to the north or south pole of S2. The
asymptotics of Pµ1 t and Qµ1 t as t → 1− and t → −1+ determine the
corresponding end behavior. In the following, µ denotes a nonnegative real
number. When µ ≥ 0 is not a positive integer, from [6, (6), p. 143], we ﬁnd
P
µ
1 t =
1
 1− µ
(
1+ t
1− t
)µ/2
2F1−1 2 1− µ 12 − 12 t (34)
and
P
−µ
1 t =
1
 1+ µ
(
1− t
1+ t
)µ/2
2F1−1 2 1+ µ 12 − 12 t (35)
for −1 < t < 1. Using the deﬁnition of 2F1, and the Pochhammer symbol,
a0 = 1 a1 = a     an = aa− 1a− 2 · · · a− n+ 1 we ﬁnd
2F1−1 2 1− µ 12 − 12 t =
t − µ
1− µ (36)
Substituting (36) into (34), we obtain
P
µ
1 t =
1
 2 − µ
(
1+ t
1− t
)µ/2
t − µ −1 < t < 1 (37)
for µ = 2 3    . In a similar fashion, we ﬁnd
P
−µ
1 t =
1
 2 + µ
(
1− t
1+ t
)µ/2
t + µ −1 < t < 1 (38)
for µ ≥ 0. Because  2 −m is not deﬁned when m = 2 3    , Pm1 t is
not deﬁned by (37) for these values. However, if we let P˜µ1 t =  2 −
µPµ1 t µ = 2 3     and,
P˜m1 t = limµ→m 2 − µP
µ
1 t m = 2 3    
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we ﬁnd
P˜m1 t =
(
1+ t
1− t
)m/2
t −m −1 < t < 1 m = 2 3    
Note, we can use (37) to deﬁne
P−m1 t =
1
 2 +m
(
1− t
1+ t
)m/2
t +m −1 < t < 1 m = 0 1    
Next, we consider Legendre functions of the second kind; from [6, p. 161],
we see
Q0t = 12 log
(
1+ t
1− t
)

Q1t = 12 t log
(
1+ t
1− t
)
− 1
Q11t =
1
1− t21/2 tQ1t −Q0t
Qm+21 t = −2m+ 1
t√
1− t2
Qm+11 t − 1−mm+ 2Qm1 t
(39)
From (39), it follows that Q21t = 2/1− t2. If µ is not a positive integer,
then the functions Qµ1 t Pµ1 t P−µ1 t are not linearly independent. From
[6, p. 144, (13)] with ν = 1, we see
2Qµ1 t sinµπ = π
(
P
µ
1 t cosµπ −
 2 + µ
2 − µ P
−µ
1 t
)

A collection of support functions are presented in Table I. For each sup-
port function w, there corresponds a minimal surface w parameterized by
Xw = wn+ ∇w θφ ∈ 
where w n∇w are deﬁned in Section 1. In Table I, we include the behavior
of wθφ near the punctures, the domain  of the parameterization, and
the total curvature of w. The total curvature is 4πq, where q is the number
of times the Gauss map covers S2. If µ is not rational, then the correspond-
ing minimal surfaces do not close up, and so these values are excluded from
Table I. The functions in Table I can be thought of as generating minimal
he´rrisons in the sense of [23]. In the following section, we present spheri-
cal parameterizations of the catenoid, the helicoid, Enneper’s surfaces, and
related examples based on the support functions in Table I. A linear com-
bination of Pµ1 cos θ cosµφ and Pµ1 cos θ sinµφ can be expressed as a
multiple of Pµ1 cos θ cosµφ − φ∗, and for ease of exposition we con-
sider support functions that are even in φ (i.e., we assume φ∗ = 0).
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TABLE I
Support Functions and End Behavior of Genus-Zero Minimal Surfaces
Support function Behavior at punctures 0 < θ < π T
θ = 0 θ = π
Q1cos θ 12 log 12 − 12 cos θ 12 log 12 + 12 cos θ 0 ≤ φ < 2π 4π
Qm1 cos θ × cosmφsinmφ 1− cos θ
−m2 1+ cos θ−m2 0 ≤ φ < 2π 4π
× cosmφsinmφ ×
cosmφ
sinmφ
P−m1 cos θ × cosmφsinmφ 1− cos θ
m
2 1+ cos θ−m2 0 ≤ φ < 2π 4π
× cosmφsinmφ ×
cosmφ
sinmφ
P
−p/q
1 cos θ ×
cos
p
q
φ
sin
p
q
φ
1− cos θ
p
2q 1+ cos θ−
p
2q 0 ≤ φ < 2qπ 4qπ
×
cos
p
q
φ
sin
p
q
φ
×
cos
p
q
φ
sin
p
q
φ
Note. p/q denotes a positive rational number, where p and q have no common factors; m
denotes a positive integer; T denotes the total curvature.
2.2. Examples Based on Spherical Coordinates
Example 2.1. The catenoid and helicoid. For the catenoid, let wθφ =
Q1cos θ  = 
θφ  0 < θ < π 0 ≤ φ < 2π, where
Q1cos θ = −1+ 12 cos θ logcot2θ/2 (40)
Since ∂Q1cos θ/∂φ = 0, XQ1cos θ is a surface of revolution and by
construction has zero mean curvature. The Gauss map of this surface has
punctures at θ = 0 and θ = π, and its total curvature is 4π. A result by
Schoen [24] implies this surface must be the catenoid. The support function
in (40) agrees with the function presented in [22, p. 233]. In Fig. 1a, we
present a catenoid with support function given by (40). We can construct
the conjugate surface for the catenoid, using the representation presented
at the end of Section 1. Since w + 2w = 0, it follows that c11w11 + w =
−c22w22 + w. For w = Q1cos θ, we ﬁnd c22w22 + w = cot θwθ + w =
− csc2 θ, X1 = csc2 θn1, and X2 = − csc2 θn2. Since n × n1 = n2/ sin θ and
n2 × n = sin θn1. It follows that
n× dX = csc2 θ

− sinφ
cosφ
0
dθ+ sin θ

cosφ cos θ
sinφ cos θ
− sin θ
dφ
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(a) (b)
FIG. 1. Minimal surfaces based on w = Q1cos θ; (a) catenoid and its conjugate
(b) helicoid.
Integrating n× dX from  12π 0 to θφ, we obtain
Y w =
∫ θφ
 12π0
n× dX =

0
0
−φ
+

sinφ
− cosφ
0
 cot θ
which we recognize as a parameterization of a helicoid (see Fig. 1b).
Example 2.2. Enneper’s surfaces. If we let wθφ = P−21 cos θ cos 2φ
 = 
θφ  0 ≤ θ < π 0 ≤ φ < 2π, where
P−21 t =
1
 4
(
1− t
1+ t
)
2 + t
we obtain the minimal surface normally referred to as Enneper’s surface.
The point at t = −1 (θ = π), corresponds to a single puncture at the south
pole of S2. Note, w0 φ = 0. In Fig. 2a, we present Enneper’s surface.
We could use P˜21 cos θ cos 2φ, except that the support function would be
inﬁnite at θ = 0 and bounded at θ = π. A higher order Enneper surface
with support function P−3/21 cos θ cos 32φ is presented in Fig. 2b. Although
P
−3/2
1 cos θ cos 32φ is originally deﬁned for 0 ≤ φ < 2π, so that the cor-
responding minimal surface be complete, we must extend this interval so
that 0 ≤ φ < 4π. In this case, we introduce branch cuts at φ = 2π and
φ = 4π, and identify the edges φ = 0+ with φ = 4π− and φ = 2π− with
φ = 2π+. In Fig. 2c, we present a minimal surface with support function,
P−31 cos θ cos 3φ with 0 ≤ φ < 2π.
Example 2.3. Minimal surfaces with one planar end. Consider now the
case P−1/21 cos θ cos 12φ and  = 
θφ  0 ≤ θ < π 0 ≤ φ < 4π, where
P
−1/2
1 t =
1
 5/2
(
1− t
1+ t
)1/4
 12 + t
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(a) (b) (c)
FIG. 2. Enneper’s surfaces w = Pµ1 cos θ cosµφ; (a) µ = −2, 0 ≤ θ ≤ 23π; (b) µ = − 32 ,
0 ≤ θ ≤ 23π; (c) µ = −3 0 ≤ θ ≤ 12π.
The point at t = 1, corresponds to the planar end of the minimal surface.
In Fig. 3a, we present the corresponding minimal surface with one planar
end and total curvature 8π. In Fig. 3b, we present a minimal surface with
one planar end and support function P−2/31 cos θ cos 23φ and 0 ≤ φ < 6π
and total curvature 12π. As we did with Example 2.2, branch cuts must be
added appropriately to the sphere in both of these cases.
Example 2.4. The sum of Enneper’s surface plus a catenoid. In Section
1, we deﬁned the operation ⊕ for adding minimal surfaces with spherical
representations. In Fig. 4, we present the sum of a catenoid and Enneper’s
surface obtained by taking a linear combination of their respective support
functions; i.e., wθφ = aQ1cos θ + bP−21 cos θ cos 2φ, where b a.
Example 2.5. It is possible to obtain other examples of minimal sur-
faces, including the nonorientable Hennenberg’s surface. Given a support
function w for an Enneper surface and p ∈ S2, one can construct a new
minimal surface by using the support function, w¯p = wp+w−p. This
is Hennenberg’s surface and is shown in Fig. 5a. Hennenberg’s surface is
(a) (b)
FIG. 3. Minimal surfaces with one planar end: w = Pµ1 cos θ cosµφ (a) µ = − 12 ;
(b) µ = − 23 .
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(a) (b)
FIG. 4. The sum of a catenoid and Enneper’s surface. (a) 0 < θ < 23π; (b) 0 < θ < π.
not orientable (for further discussion, see [23]). A minimal surface with
support function, wθφ = Q11cos θ cosφ is shown in Fig. 5b. For fur-
ther discussions on minimal surfaces of the type discussed in this section,
see [9, Chap. 3].
3. MINIMAL SURFACES BASED ON
SPHERO–CONAL COORDINATES
In this section, we discuss examples of minimal surfaces based on
sphero–conal coordinates. We ﬁrst review some properties of sphero–conal
coordinates.
3.1. Introduction to Sphero–Conal Coordinates
Sphero–conal coordinates arise by using two families of confocal ellip-
tical cones and a family of concentric spheres centered at the origin as
(a) (b)
FIG. 5. (a) Hennenberg’s surface, support function: wθφ + wπ − θφ + π, where
w = P−21 cos θ cos 2φ; (b) support function: wθφ = Q11cos θ cosφ.
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coordinate surfaces for R3. For a more detailed exposition, see [4, Chap.
XV] or [14, Chap. 11]. Let 0 ≤ r <∞ and
0 < −µ < k′2 < −ν < 1
where k′ is a ﬁxed constant. We deﬁne k2 = 1 − k′2, and with no loss
of generality, we can assume that 0 < k k′ < 1. The label k is chosen,
because k will denote the modulus of Jacobian elliptic functions that will
arise in this coordinate system. One can verify that the points x y z ∈ R3
deﬁned by
x2 = 1
k2
r21+ µ1+ ν
y2 = − 1
k2k′2
r2k′2 + µk′2 + ν (41)
z2 = 1
k′2
r2µν
for 0 < −µ < k′2 < −ν < 1, lie on a sphere of radius r centered at the
origin. Since 1+µ > 0 k′2 +µ > 0, and µ < 0, the set of points x y z ∈
R3 satisfying
0 = x
2
1+ µ +
y2
k′2 + µ +
z2
µ
 for 0 < −µ < k′2 (42)
lie on an elliptical cone opening about the z-axis with vertex at the origin.
Since 1+ ν > 0 k′2 + ν < 0 ν < 0, the set of points x y z ∈ R3 satisfying
0 = x
2
1+ ν +
y2
k′2 + ν +
z2
ν
 for 0 < k′2 < −ν < 1 (43)
lie on an elliptical cone with vertex at the origin, and central axis along the
x-axis. Through every point x y z ∈ R3, where xyz = 0, there passes one
sphere, and two confocal elliptic cones in the forms (41)–(43), respectively
(see [4, Chap. XV]). Since µ ν depend on x2 y2 z2, the same value of µ ν
corresponds to the eight points ±x±y±z. These points correspond to
the intersection of the sphere and two confocal elliptical cones. Hobson
referred to these coordinates as sphero–conal coordinates (see [14, Sect.
270]).
Following the approach in [4, p. 45], uniformizing variables β γ are intro-
duced, enabling us to express r µ ν and x y z in terms of r β γ,
where β γ are related to the Jacobian elliptic functions of modulus k.
We set
µ=−cnβ2 − k′ snβ2
ν=−cn γ2 − k′ sn γ2
(44)
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where r2 = x2 + y2 + z2. From standard properties of the Jacobian elliptic
function, we have µ = −dn2β and ν = −dn2γ, and by construction, we see
0 < −µ < k′2 < −ν < 1
0 < dn2β < k′2 < dn2γ < 1
Following the conventions in [4, p. 46], we choose β between K and K +
2i K′ and γ between 0 and 4K, where K and i K′ are the real and imaginary
quarter periods of the Jacobian elliptic functions (see [1, Chap. 16]). The
complete elliptic integrals of the ﬁrst and second kinds are given by (see
[1, p. 590])
Kk2 =
∫ 1
0
1− t21− k2t2−1/2 dt (45)
Ek2 =
∫ 1
0
1− t2−1/21− k2t21/2 dt (46)
and K′ = Kk′2 and E′ = Ek′2. If a b ∈ C, we will follow the convention
that a b will denote the line segment from a to b. In particular, we have
β ∈ KK + 2iK′ and γ ∈ 0 4K. With these deﬁnitions, it follows that
1+ µ = k2 sn2 β 1+ ν = k2 sn2 γ
−µ+ k′2 = k2 cn2 β −ν + k′2 = k2 cn2 γ
−µ = dn2 β −ν = dn2 γ
The periods of the Jacobian elliptic functions are summarized in Table II.
Note that i cnβ ∈ R for β ∈ KK + 2iK′.
We will be most interested in the geometry of the unit sphere (or
branched coverings of the unit sphere). For this reason, we set r = 1 in
(41) and deﬁne
nβ γ =

xβ γ
yβ γ
zβ γ
 =

k snβ sn γ
i
k
k′
cnβ cn γ
1
k′
dnβ dn γ
  (47)
TABLE II
Periods of the Jacobian Elliptic Functions
sn 2i K′, 4i K′ + 4K, 4K
cn 4i K′, 2i K′ + 2K, 4K
dn 4i K′, 4i K′ + 4K, 2K
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TABLE III
Special Values
τ 0 K iK′ K + iK′
sn 0 1 ∞ m−1/2
cn 1 0 ∞ −im1/m1/2
dn 1 m11/2 ∞ 0
From Tables II and III, we see snK + 2i K′ = snK = 1, cnK + 2i K′ =
−cnK = 0, dnK = k′, dnK + 2i K′ = −k′. Branch cuts lie on the great
circle, x2 + z2 = 1. By (47), we have
E1=nKK=
k0
k′
 E2=nK3K=
−k0
k′

E4=nK+2iK′3K=
−k0
−k′
 E3=nK+2iK′K=
 k0
−k′

(48)
With β ∈ KK + 2i K′ and γ ∈ 0 4K, the image of nβ γ deﬁned by (47)
covers the unit sphere once. As we shall see, the induced metric on S2
is singular at the points in  = 
 E1 E2 E3 E4. Using the periodicity of
sn cn dn, we can extend the deﬁnition of (47) outside the original range of
β and γ (we will do so later and treat the elements of  as branch points in
a double cover of S2). Using the notation of Section 1, and the convention
u1 u2 = β γ. One can compute n1 and n2 as
n1 =
∂n
∂β
=

k cnβ dnβ sn γ
−i k
k′
snβ dnβ cn γ
−k
2
k′
snβ cnβ dn γ
  (49)
n2 =
∂n
∂γ
=

k snβ cn γ dn γ
−i k
k′
cnβ sn γ dn γ
−k
2
k′
dnβ sn γ cn γ
  (50)
From (49)–(50), it follows that c12 = c21 = n1 · n2 = 0. Next, we show that
c11 + c22 = 0. It is cumbersome to work with (49)–(50) and we ﬁnd it con-
venient to consider the algebraic forms involving µ ν. Since µ = −dn2 β,
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we ﬁnd
dµ
dβ
= 2k2 snβ cnβ dnβ (51)(
dµ
dβ
)2
= 4µ1+ µµ+ k′2 (52)
Differentiating the expression, x2β γ = 1 + µ1 + ν/k2, with respect
to β, we obtain
2x
∂x
∂β
= 1
k2
dµ
dβ
1+ ν (53)
Squaring both sides of (53), applying (52), and rearranging terms, we ﬁnd
4x2
(
∂x
∂β
)2
= 1
k2
(
dµ
dβ
)2
1+ ν2(
∂x
∂β
)2
= µµ+ k
′21+ ν
k2

(54)
Similarly, we ﬁnd (
∂y
∂β
)2
= −µ1+ µk
′2 + ν
k2k′2
 (55)(
∂z
∂β
)2
= ν1+ µk
′2 + µ
k′2
 (56)
Summing (54)–(56) and simplifying, we obtain(
∂x
∂β
)2
+
(
∂y
∂β
)2
+
(
∂z
∂β
)2
= −µ− ν
It follows that c11β γ = n1 · n1 = −µ− ν = dn2 β− dn2 γ By construc-
tion, n1 · n1 ≤ 0. Interchanging the roles of βµ and γ ν, respectively, we
ﬁnd c22β γ = n2 · n2 = −ν − µ = dn2 γ − dn2 β and n2 · n2 ≥ 0. We
see that c = detcαβ vanishes when β ∈ 
KK + 2i K′ and γ ∈ 
K 3K.
Before proceeding further, it is important to note the connection between
spherical coordinates r θφ and sphero–conal coordinates r β γ; i.e.,
x = r sin θ cosφ = kr snβ sn γ
y = r sin θ sinφ = i k
k′
r cnβ cn γ (57)
z = r cos θ = 1
k′
r dnβ dn γ
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3.2. Harmonic Functions in Sphero–Conal Coordinates
In the following section, we use the conventions in [4, Chap. XV] in
deriving solutions to (29). The Laplacian in sphero–conal coordinates is
given by
∂2V
∂x2
+ ∂
2V
∂y2
+ ∂
2V
∂z2
= 1
r2
∂
∂r
(
r2
∂V
∂r
)
− 1
k2r2sn2 β− sn2 γ
(
∂2V
∂β2
− ∂
2V
∂γ2
)

Arguing as we did in Section 1, we seek solutions of the form V =
rnSβ γ. For such a V , we see that S must satisfy the following problem
Sβ γ + nn+ 1Sβ γ = 0 (58)
on S2, where  is the spherical Laplacian, i.e.,
S = − 1
k2sn2 β− sn2 γ
(
∂2S
∂β2
− ∂
2S
∂γ2
)

Substituting Sβ γ = BβCγ into (58) and dividing by BβCγ, we
ﬁnd
0 = nn+ 1 − 1
k2sn2 β− sn2 γ
(
B′′
B
− C
′′
C
)
 (59)
Equation (59) implies there exists a separation constant h such that
B′′ + h− k2nn+ 1sn2 βB = 0 (60)
C ′′ + h− k2nn+ 1sn2 γC = 0 (61)
Such an h is referred to as a characteristic value. Thus, B and C satisfy
the same differential equation except that their respective domains are
different; β varies over the line segment joining K and K + 2i K′ and γ
varies over the line segment joining 0 and 4K. The curves β = K and
β = K + 2i K′ are branch cuts on the sphere. Boundary conditions on C
imply
C0 = C4K
C ′0 = C ′4K
The points on the sphere corresponding to Kγ and K 2K − γ are
identical. Continuity conditions imply
BKCγ = BKC2K − γ
B′KCγ = B′KC2K − γ
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The above conditions imply that if Cγ is even with respect to K, then
Bβ is even with respect to K. Similarly, if Cγ is odd with respect to
K, then Bβ is odd with respect to K. A similar argument holds at β =
K + 2iK′. Bβ is a periodic function of period 4i K′. Following [4, p. 48],
Bθ and Cθ have the same parity at θ = K, and it follows that B and C
are constant multiples of each other. We are lead to the existence of doubly
periodic solutions. Such solutions exist only if h has certain characteristic
values and n is an integer (see [2, p. 193]).
3.3. La´me’s Equation
Next, we specialize to the case n = 1 and focus on the differential equa-
tion,
A′′z + h− 2k2 sn2 zAz = 0 (62)
Equation (62) is called La´me’s equation and its solutions are called La´me
functions. We seek to ﬁnd general solutions to (62), where z ∈ C. We will
then specialize to the cases: (a) z = β and β ∈ KK + 2i K′; (b) z = γ
and γ ∈ 0 4K. There are many different forms of La´me’s equation (see [4,
p. 56]). For our purposes, the Weierstrassian form is useful and is obtained
via the transformations
z = i K′ + τe1 − e31/2 (63)
H = e1 − e3h+ 2e3 (64)
k2 = e2 − e3
e1 − e3
 (65)
where ω1 = K, ω3 = i K′, ω2 = −ω1 − ω3, ℘ωi = ei, i = 1 2 3, and ℘
is the Weierstrauss elliptic function. The periods of ℘ are usually denoted
by 2ω and 2ω′. In our applications, ω = ω1 and ω′ = ω3. The invariants
g2 and g3 associated with the Weierstrauss elliptic function are given by
g2 = −4e1e2 + e1e3 + e2e3 and g3 = e1e2e3. Using the deﬁnition of τ in
(63), (64)–(65), and the periodicity of sn z (see Table II), we see that
k2 sn2 z = k2 sn2(i K′ + τe1 − e31/2)
= k
2
k2 sn2τe1 − e31/2
= ℘τ − e3
e1 − e3
(see [5, p. 340]). After converting to a differential equation in τ and sim-
plifying, we see that (62) can be written in the form
0 = d
2A
dτ2
− −H + 2℘τA (66)
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TABLE IV
Characteristic Values for La´me’s Equation H = e1 − e3h+ 2e3
Weierstrauss form H −e1 −e2 −e3
Jacobi form h k2 1 1+ k2
There exists a countably inﬁnite number of characteristic values h for (62)
(see [4, Sect. 15.5.1]). We will focus on a class of known solutions to
(66) corresponding to values of h ∈ 
1 k2 1 + k2 or equivalently −H ∈

e1 e2 e3. The characteristic values of h in the Jacobian form of La´me’s
equation (62) are related to the modulus of the elliptic functions k as shown
in Table IV. From [16, p. 380], the general solutions to (66) with −H = eλ
are
A1τ eλ = ℘τ − eλ1/2 λ = 1 2 3
A2τ eλ = ℘τ − eλ1/2ζτ +ωλ + eλτ λ = 1 2 3
where ζτ is the Weierstrauss zeta function, where ζ ′τ = −℘τ As a
function of τ ∈ C, A1τ eλ is doubly periodic for λ = 1 2 3; A2τ eλ is
not periodic in τ, and A2τ+ 2ωα eλ = A2τ eλ + 2ηα + eλωαA1τ eλ,
where ηα = ζωα for α = 1 2 3 and ζτ is the Weierstrauss zeta func-
tion,
ζτ + 2mω1 + 2nω3 = ζτ + 2mη1 + 2nη3 (67)
for mn integers. Following the convention that ω2 = −ω1 − ω3, and the
fact that ζ is odd about 0, we see η1 + η2 + η3 = 0. Following the conven-
tion of Lawden (see [19, p. 163]), we assume e1 − e31/2 = 1 to simplify
our calculations. This means that e2 − e31/2 = −k and e1 − e21/2 = k′.
Next, we use the known solutions to (62) to determine solutions in terms
of β and γ. We begin by expressing the Aiτ eλ’s in terms of Jacobian
elliptic functions. In particular,
A1τ e1 = ℘τ − e11/2 = cn τ/sn τ = cs τ
A1τ e2 = ℘τ − e21/2 = dn τ/sn τ = ds τ (68)
A1τ e3 = ℘τ − e31/2 = 1/sn τ = ns τ
With τ = β− i K′ and the change of argument properties of the Jacobian
elliptic functions, we have
Â1β e1 = csβ− i K′ = −i dnβ
Â1β e2 = dsβ− i K′ = i k cnβ (69)
Â1β e3 = nsβ− i K′ = k snβ
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In a similar fashion and with τ = γ − i K′, we obtain
Â1γ e1 = csγ − i K′ = −i dn γ
Â1γ e2 = dsγ − i K′ = i k cn γ (70)
Â1γ e3 = nsγ − i K′ = k sn γ
Finally, we obtain the remaining solutions in terms of β γ. In particular,
we have
Â2β e1 = −i dnβ ζβ+ω1 −ω3 + e1β−ω3
Â2β e2 = i k cnβ ζβ+ω2 −ω3 + e2β−ω3
Â2β e3 = k snβζβ + e3β−ω3
Â2γ e1 = −i dn γ ζγ +ω1 −ω3 + e1γ −ω3
Â2γ e2 = i k cn γζγ +ω2 −ω3 + e2γ −ω3
Â2γ e3 = k sn γζγ + e3γ −ω3
The poles of sn cn dn occur at i K′, but β = i K′ and γ = i K′ on their
respective domains of deﬁnition (even if β → β + 2nωα and γ → γ +
2mωα). At ﬁrst, it may appear that Â2γ e3 has a singularity as γ → 0,
because ζγ → ∞. However, snγ → 0 and further analysis shows that
snγζγ → 1 (see (B.3)). There are no problems due to complex values
of the eigenfunctions, since when constructing solutions of (29), we will be
taking products of the form Âiβ eλÂjγ eλ.
For each λ ∈ 
1 2 3, there correspond four solutions to (29):
Âijβ γ eλ = Âiβ eλÂjγ eλ i j ∈ 
1 2
Those related to the doubly periodic functions are
Â11β γ e1 = −dnβ dn γ = −k′ cos θ
Â11β γ e2 = −k2 cnβ cn γ = i kk′ sin θ sinφ (71)
Â11β γ e3 = k2 snβ sn γ = k sin θ cosφ
We present two solutions from which we will construct Riemann’s example.
For the case, −H = e1, we have
Â12β γ e1 = −dnβ dnγ ζγ +ω1 −ω3 + e1γ −ω3  (72)
and, for −H = e3, we ﬁnd
Â12β γ e3 = k2 snβ sn γ ζγ + e3γ −ω3  (73)
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3.4. Minimal Surfaces Based on Sphero–Conal Coordinates
Example 3.1. Riemann’s family of singly periodic genus-one minimal sur-
faces. Let  be some function satisfying (29). The vector ﬁeld X
depends on β γ through the basis vectors 
n1β γ n2β γ nβ γ
and β γ. By inspection, the basis vectors n n1 n2 are periodic in
β and γ with periods 4i K′ and 4K, respectively. The cαββ γ’s are
also periodic in β and γ, but have periods of 2i K′ and 2K, respec-
tively. It is important to note that even though the images of nβ γ and
nβ + 2i K′ γ for β γ ∈ KK + 2i K′ × 0 4K are the same (i.e., S2),
nβ+ 2i K′ γ = nβ γ. In particular, nβ+ 2i K′ γ = Onβ γ, where
O =
1 0 00 −1 0
0 0 −1
 
However, if we extend nβ γ so that β ∈ KK + 4i K′ and γ ∈ 0 4K,
then n covers the sphere twice (except for the branch points ), and the
triple nS2 with  = KK + 4i K′ × 0 4K deﬁnes a branched double
covering of the sphere (i.e., a punctured torus).
Next, we consider a linear combination of (72) and (73) and show that
this leads to Riemann’s family of singly periodic genus-one minimal surfaces
(see Fig. 6). We use the convention that repeated indices are to be summed,
e.g., mαωα =
∑3
α=1mαωα. Consider
β γ = aÂ12β γ e1 + bÂ12β γ e3
= −a dnβ dn γζγ +ω1 −ω3 + e1γ −ω3
+ bk2 snβ sn γζγ + e3γ −ω3 (74)
FIG. 6. Riemann’s example with support function β γ = A12β γ e1 − A12β γ e3
for β γ ∈ KK + 4i K′ × 0 4K.
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TABLE V
Change of Argument Properties of Jacobian Elliptic Functions
τ −τ τ ± 2K τ ± 2i K′ τ ± 2K + 2i K′ 2K − τ 2i K′ − τ 2K + 2i K′ − τ
sn τ −sn τ −sn τ sn τ −sn τ sn τ −sn τ sn τ
cn τ cn τ −cn τ −cn τ cn τ −cn τ − cn τ cn τ
dn τ dn τ dn τ −dn τ −dn τ dn τ −dn τ −dn τ
If a b ∈ R, mα are integers, and  is deﬁned by (74), then
β γ + 4mαωα −β γ
= −4ak′ cos θmαηα +mαe1ωα
+ 4bk sin θ cosφmαηα +mαe3ωα (75)
Using the properties in Table V, the change of argument properties of the
Weierstrauss zeta function (67), and the deﬁnition of , we have
β γ + 4mαωα
= −a dnβ dn γζγ +ω1 −ω3 + 4mαηα + e1γ −ω3 + 4e1mαωα
+ bk2 snβ sn γζγ + 4mαηα + e3γ −ω3 + 4e3mαωα
= β γ − 4ak′ cos θmαηα + e1mαωα
+ 4bk sin θ cosφmαηα + e3mαωα
Applying Theorem 1.1 and (75), we ﬁnd Xβ γ + 4mαωα −
β γ = 4ϒmα where
ϒmα =

bkmαηα + e3mαωα
0
−ak′mαηα + e1mαωα
 
With m1m2m3 = 1 0 0, we ﬁnd
ϒ1 0 0 =

bkη1 + e3ω1
0
−ak′η1 + e1ω1
 =

bkE −K
0
−ak′E
  (76)
where we have used the fact that e1 − e3 = 1. Because of the identity,
ω1 + ω2 + ω3 = 0, we see that m2 = 0 will lead to a period vector that
has a real and an imaginary component. Since we are interested in surfaces
in R3, we retain only the period vector associated with the transformation
γ → γ + 4K. By inspection, we note that Xβ 0 traces out a closed
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curve for β ∈ KK + 4i K′. If we require that the curve be a circle, we are
lead to the condition a2k′4 = b2k4 (see Appendix B). It also follows that
the image of XβK is a line parallel to the y-axis (see Appendix B).
We summarize these observations in the following.
Theorem 3.1. Let k k′ b ∈ R, where k2 + k′2 = 1, and
β γ = −b
(
k2
k′2
Â12β γ e1 − Â12β γ e3
)
 (77)
For every 0 < k < 1, we have the following:
(i) The image of Xβ γ β γ ∈ KK + 4i K′ × 0 4K is a fun-
damental region of Riemann’s singly periodic genus-one minimal surface.
(ii) The translation vector corresponding to γ → γ + 4K is
4ϒ1 = 4b
k
k′

k′E −K
0
kE
 
(iii) The trace of Xβ 4mK β ∈ KK + 4i K′ is a circle and
Xβ+ 2iK′ 4mK − Xβ 4mK2 = 4b2k2
(iv) The trace of Xβ 4m+ 1K is a line parallel to the y-axis,
XβK = b k
k′

k′E −K
−k′ snβ− k2 dnβ/i cnβ
k2E −K
  β ∈ KK + 4i K′
Proof. Statements (ii)–(iv) are proved in Appendix B. The result that
X parameterizes Riemann’s example follows from statements (iii)–(iv)
and a result by Fang and Wei [11], which states a properly embedded min-
imal annulus with one ﬂat end, bounded within a slab by lines or circles is
part of Riemann’s example.
Remark 31 If ImX = X0, where X0 = 0, we can choose a linear
combination wlin of spherical harmonics of degree one, and apply the trans-
lation theorem to modify X so that the image of X + wlin is contained
in R3.
Remark 32 Using the fact that Riemann’s example can be generated
by a one-parameter family of circles, one can show that it is tangent to an
elliptic cone along its generating circle (see [20, Sections 94–97]).
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(a) (c)(b)
FIG. 7. Riemann’s surface as the sum of two minimal surfaces for β γ ∈ KK + 2i K′ ×
0 4K.
In Fig. 7, we show the two components whose sum in the sense of ⊕ is
Riemann’s genus-one singly periodic minimal surface with k′2 = 12 , and b =
−1 for β γ ∈ KK + 2i K′ × 0 4K. A fundamental region of Riemann’s
example is shown in Fig. 6 for β γ ∈ KK + 4i K′ × 0 4K. It is also
possible to construct Riemann’s example using a linear combination of
i A21β γ e1 and i A21β γ e3.
Example 3.2. Limiting case: k2 → 1. When k2→ 1, sphero–conal coor-
dinates degenerate to spherical coordinates (see [14, p. 464]). The four
singularities of sphero–conal coordinates coalesce into two antipodal singu-
larities (i.e., E1 E3 → −1 0 0T and E2 E4 → +1 0 0T ). As k2 → 1,
K →∞ and i K′ → 12πi. In Appendix C, with β = K + it, we show
wβ γ = Â12β γ e3
k2→1−→ wt γ = 1− γ tanh γ
Xwβ γ k
2→1−→

−γ
cosh γ sin t
cosh γ cos t
  (78)
where 0 < t < 2π and −∞ < γ < ∞. In this case, we see that (78) is a
parameterization for a catenoid.
4. CONCLUDING REMARKS
The surface spherical harmonics of degree one satisfy a simple linear
second-order PDE on the sphere. By considering the same PDE on a
branched covering of the sphere with some points removed, we can view
an unbounded spherical harmonic of degree one as the support function
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of a minimal surface. Solving the support function PDE with appropriate
boundary conditions, we are able to obtain a variety of minimal surfaces.
We illustrate our approach by constructing a number of classical genus-
zero minimal surfaces such as the catenoid, helicoid, and Enneper’s sur-
face, and Riemann’s family of singly periodic genus-one minimal surfaces.
The construction of Riemann’s example suggests that this approach could
be adapted to other minimal surfaces based on punctured tori, including
singly and doubly periodic examples, as well as minimal surfaces without
periods.
APPENDIX A
Addendum for Lemma 1.2
In the following section, we will use Ricci’s identity for the special case of
a unit sphere. We assume S2 is parameterized by orthogonal coordinates.
Let w be a C3 function on the unit sphere  = 1; Ricci’s identity states
wα21 −wα12 =
√
c
(
c11ξ1αw1 − c22ξ2αw2
)

Lemma A.1. If Xw is a spherical representation of a surface, then
X = −w + 2wn+ ∇w + 2w
Differentiating (21), we ﬁnd
X γσ = wσnγ +wnγσ + cαβwβγσnα + cαβwβγnασ 
By Gauss’s equations (6), we have
X γσ = wσnγ +wbγσn+ cαβwβγσnα + cαβwβγbασn
Rearranging terms, and using bασ = −cασ ,
X γσ = wσnγ + cαβwβγσnα −
(
wcγσ + cασcαβwβγ
)
n
Writing out the terms X 11 and X 22, we ﬁnd
X 11 = w1n1 + cαβwβ11nα −
(
wc11 + cα1cαβwβ1
)
n
X 22 = w2n2 + cαβwβ22nα −
(
wc22 + cα2cαβwβ2
)
n
Multiplying the above equations by c11 and c22, respectively, and adding the
result, we obtain c11X 11 + c22X 22 = X , where
X = ∇w + c11cαβwβ11nα + c22cαβwβ22nα
−2w + c11cα1cαβwβ1 + c22cα2cαβwβ2n− 2w +wn
= cαβwβ + c11cαβwβ11 + c22cαβwβ22nα − 2w +wn (A.1)
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Considering the coefﬁcient of n1 in (A.1), we have
c11w1 + c11c1βwβ11 + c22c1βwβ22 = c11w1 + c11c11w111 + c22c11w122
Applying Ricci’s identity, we ﬁnd
c11w1 + c11c1βwβ11 + c22c1βwβ22 = c11w + 2w1 (A.2)
Considering the coefﬁcient of n2 in (A.1), we have
c2βwβ + c11c2βwβ11 + c22c2βwβ22 = c22w2 + c11c22w211 + c22c22w222
Applying Ricci identity, we ﬁnd
c22w2 + c11c22w211 + c22c22w222 = c22w + 2w2 (A.3)
Combining (A.1)–(A.3), we have
X = −2w +wn+ c11w + 2w1n1 + c22w + 2w2n2
= −2w +wn+ ∇w + 2w
APPENDIX B
Calculations Related to Riemann’s Example
In this section, we consider Riemann’s family of genus-one singly periodic
minimal surfaces and establish properties stated in Theorem 3.1. Let
β γ = aÂ1β γ e1 + bÂ1β γ e3
= −a dnβ dn γ(ζγ +ω1 −ω3 + e1γ −ω3)
+ bk2 snβ sn γ(ζγ + e3γ −ω3) (B.1)
We record the following expressions for the derivatives of :
ββ γ = ak2 snβ cnβ dn γ
(
ζγ +ω1 −ω3 + e1γ −ω3
)
+ bk2 cnβ dnβ sn γ(ζγ + e3γ −ω3)
γβ γ = −a dnβ−k2sn γ cn γ
(
ζγ +ω1 −ω3 + e1γ −ω3
)
− a dnβ dn γ(e1 − ℘γ +ω1 −ω3)+ bk2 snβ cn γ dn γ(ζγ
+ e3γ −ω3
)+ bk2 snβ sn γe3 − ℘γ
For the function deﬁned by (B.1), we ﬁnd that
β γ + 4K = β γ − a dnβ dn γ4η1 + 4e1ω1
+ bk2 snβ sn γ4η1 + 4e3ω1
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Furthermore, using the Translation Theorem, we ﬁnd
Xβ γ + 4K −β γ =

4bkη1 + e3ω1
0
−4ak′η1 + e1ω1
 
Using the fact that η1 + e1ω1 = E and η1 + e3ω1 = E −K, we ﬁnd
Xβ γ + 4K −β γ =

4bkE −K
0
−4ak′E
  (B.2)
By inspection, we observe that Xβ 0 traces out a closed curve as β
varies from K to K + 4i K′. We would like to determine the conditions so
that this curve is a circle. First, we note the following expansions,
sn γ = γ − 1+mγ3/3!+Oγ5
ζγ = 1/γ − γ5/140+Oγ7
which are referenced in [1, p. 575] and [1, p. 655], respectively. Combining
the above, we ﬁnd
lim
γ→0
ζγsn γ= 1
lim
γ→0
ζγsn γ′ = 0
(B.3)
where ′ denotes d/dγ. Since sn0 = 0 cn0 = 1, and dn0 = 1, we ﬁnd
β 0 = −a dnβ2η1 + η2 − e1ω3 + bk2 snβ
ββ 0 = ak2 snβ cnβ2η1 + η2 − e1ω3 + bk2 cnβ dnβ
γβ 0 = −a dnβe1 − e2 − bk2 e3ω3 snβ
Since ω1 − ω3 = 2ω1 + ω2, snβ + 2i K′ = snβ, cnβ + 2i K′ = −cnβ,
dnβ+ 2i K′ = −dnβ, we ﬁnd
β+ 2i K′ 0 = a dnβ2η1 + η2 − e1ω3 + bk2 snβ
ββ+ 2i K′ 0 = −ak2 snβ cnβ2η1 + η2 − e1ω3 + bk2 cnβ dnβ
γβ+ 2i K′ 0 = a dnβe1 − e2 − bk2 e3ω3 snβ
We also note the following,
nβ0=

0
i
k
k′
cnβ
1
k′
dnβ
 nββ0=

0
−i k
k′
snβdnβ
−k
2
k′
snβcnβ
 nγβ0=

ksnβ
0
0

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nβ+ 2i K′ 0=−nβ 0
nββ+ 2i K′ 0=−nββ 0
nγβ+ 2i K′ 0= nγβ 0
(B.4)
The components of the ﬁrst fundamental form when γ = 0 are c11β 0 =
dn2β − 1 = −k2 sn2 β, and c22β 0 = 1 − dn2 β = k2 sn2 β. Using (B.4),
we ﬁnd
Xβ+ 2i K′ 0 = (n)β+ 2iK′ 0 + (c11βn1)β+ 2iK′ 0
+(c22γn2)β+ 2i K′ 0 (B.5)
nβ+ 2i K′ 0 = −a dnβ2η1 + η2 − e1ω3 + bk2 snβnβ 0(
c11βn1
)β+ 2i K′ 0 = k2a snβ2η1 + η2 − e1ω3
− b dnβcnβ(c11nβ)β 0(
c22γn2
)β+ 2i K′ 0 = a dnβe1 − e2 − bk2 e3ω3 snβ(c22nγ)β 0
and
Xβ 0 = nβ 0 + (c11βn1)β 0 + (c22γn2)β 0 (B.6)
nβ 0 = −a dnβ2η1 + η2 − e1ω3
+ bk2 snβnβ 0
c11βn1β 0 = ak2 snβ cnβ2η1 + η2 − e1ω3
+ bk2 cnβ dnβc11nββ 0
c22γn2β 0 = −a dnβe1 − e2
− bk2 e3ω3 snβc22nγβ 0
Subtracting (B.6) from (B.5), we obtain
Xβ+ 2i K′ 0 − Xβ 0 = −2bk2 snβ nβ 0
+ 2bk2 cnβ dnβc11β 0nββ 0
+ 2a dnβe1 − e2c22β 0nγβ 0
Since n nβ nγ are orthogonal and e1 − e2 = k′2, we ﬁnd
Xβ+ 2i K′ 0 − Xβ 02
= 4b2k4 sn2 β− 4b
2k4 cn2 β dn2 β
k2 sn2 β
+ 4a
2 k′4 dn2 β
k2 sn2 β
 (B.7)
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The right-hand side of (B.7) is constant if and only if b2k4 = a2k′4, i.e.,
0 = ak′2 + bk2ak′2 − bk2 (B.8)
Substituting b2k4 = a2k′4 into (B.7), we ﬁnd
Xβ+ 2i K′ 0 − Xβ 02 = 4b2k2
Next, we show that the image of XβK is a line parallel to the y-axis.
From the deﬁnition of β γ, we see
βK = −ak′ dnβ2η1 − η3 + e1ω1 −ω3
+bk2 snβη1 + e3ω1 −ω3
ββK = ak′k2 snβ cnβ2η1 − η3 + e1ω1 −ω3
+ bk2 cnβ dnβη1 + e3ω1 −ω3
γβK = −ak2k′ dnβe1 − e3 + bk2 snβe3 − e1
nβK=

ksnβ
0
dnβ
 nββK=

kcnβdnβ
0
−k2 snβcnβ
 nγβK=

0
ikcnβ
0

c11βK = k2 cn2 β, and c22βK = −k2 cn2 β. By direct calculation, we
ﬁnd
XβK1 = βKnβK1 +
ββK
k2 cn2 β
nββK1
= bkE −K − e3iK′
XβK3 = βKnβK3 +
ββK
k2 cn2 β
nβK3
= −ak′2E −K + iE −K′
XβK2 =
γβK
−k2 cn2 β nγβK2
= ak′k
′ snβ− k2 dnβ
i k cnβ

where Xα denotes the α-component of X . For β ∈ KK + 2i K′ and bk2 =
−ak′2, we ﬁnd that 1 < snβ < 1/k and 0 < dnβ < k′, and 1− k2k′ <
k′ snβ− k2 dnβ < k′/k. The function 1/i cnβ is real and has poles at
β = K and β = K + 2i K′. Since cnτ + 2i K′ = −cnβ, we see from (B.8)
that −∞ < XβK2 <∞ for β ∈ KK + 4i K′.
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So that the term c22γnγβ γ remain bounded as β → K and γ →
K, we see from (B.1) that −a dnK dnKe1 − ℘2ω1 − ω3 + k2be3 −
℘ω1 = 0. Simplifying, we ﬁnd that ak′2 + bk2 = 0. Thus, if we choose
a = −bk2/k′2, then (B.8) is satisﬁed for all b k k′ such that k2 + k′2 = 1.
APPENDIX C
Limiting Case: k2 → 1
As k2 → 1, it follows that k′ → 0, ω1 = K →∞ and ω3 = i K′ → 12πi.
From [5, p. 339], we see e1 = e2 = a and e3 = −2a, g2 = 12a2, g3 = −8a3,
ω′ = 12a−1/2πi,
℘z 12a2−8a3 = a+ 3a/ sinh23a1/2z
ζz 12a2−8a3 = −az + 3a1/2 coth3a1/2z
First, we consider the coordinate vectors. We deﬁne β = K + it 0 < t <
2K′ In this case, we see ∂β/∂t = i, and c11 = nβ · nβ = −nt · nt . Since
nct k′ → sec t and dct k′ → sec t as k2 → 1, we have
snβ = snK + it = cdit = nct k′/dct k′
lim
k′→0
snβ = lim
k′→0
nct k′/dct k′ = 1
In a similar fashion, we ﬁnd
cnK + it
k′
= −k
′sdit
k′
= − snit
dnit = −
snt k′
dnt k′ 
where snt k′ → sint, dnt k′ → 1, and cnK + it/k′ → − sin t as
k2 → 1.
Finally, since dnt k′ → 1 and cnt k′ → cos t, we have
dnK + it/k′ = cdt k′
lim
k→1
dnK + it/k′ = cos t
From [1, p. 571], we have the following limits as k→ 1:
snγ k → tanh γ cnγ k → sechγ dnγ k → sechγ
Combining these results and letting k2 → 1, we have
nβ γ → nt γ =
 tanh γsin t sech γ
cos t sech γ
 
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and
∂n
∂t
=

0
cos t sech γ
− sin t sech γ
  and ∂n∂γ =

sech2 γ
sin t−sech γ tanh γ
cos tsech γ tanh γ
 
where −∞ < γ < ∞, 0 < t < π. Furthermore, we have c11t γ =
c22t γ = cosh2 γ. Thus, in the limiting case, we ﬁnd
Xwt γ = wt γ

tanh γ
sech γ sin t
sech γ cos t

+

0
cosh γ cos t
− cosh γ sin t
wt +

1
− sinh γ sin t
− sinh γ cos t
wγ (C.1)
Next, we consider wβ γ = Â12βt − i K′ γ − i K′ e3 in the limit as
k2 → 1. From the deﬁnitions of Â1 Â2, and Â12 in Section 3.3, we have
csβ− i K′ → i k′ cos t → 0
dsβ− i K′ → i k−i sin t
nsβ− i K′ = k snβ→ 1
as k2 → 1 k′ → 0. In the limit, the support function wt γ is
wt γ = Â1βt − i K′ e3Â2γ − i K′ e3
→ tanh γ−γ + coth γ = 1− γ tanh γ
∂w/∂t = 0, and ∂w/∂γ = − tanh γ − γ sech2 γ. Substituting these expres-
sions into (C.1) and simplifying, we ﬁnd
Xwβ γ =

−γ
cosh γ sin t
cosh γ cos t
 
which we recognize as a parameterization of the catenoid.
ACKNOWLEDGMENTS
Part of this work was carried out while the author was on sabbatical leave and a visitor
at Sonderforschungsbereich 256, Institut fu¨r Angewandte Mathematik, Universita¨t Bonn. The
author thanks Professor Herman Karcher and SFB 256 for their support during this time. This
work was supported in part by NASA Awards NAG5-697 and NAG5-5292.
394 frank baginski
REFERENCES
1. M. Abramowitz and I. Stegun, “Handbook of Mathematical Functions,” Dover, New York,
1972.
2. F. M. Arscott, “Periodic Differential Equations,” MacMillan, New York, 1964.
3. F. Baginski, The buckling of elastic spherical caps, J. Elasticity 25 (1991), 159–192.
4. A. Erde´lyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, “Higher Transcendental Func-
tions,” Vol. III. Krieger, Melbourne, FL., 1981. [Based on notes left by Harry Bateman.
Reprint of the 1955 original.]
5. A. Erde´lyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, “Higher Transcendental Func-
tions,” Vol. II. Krieger, Melbourne, FL., 1981. [Based on notes left by Harry Bateman.
Reprint of the 1953 original.]
6. A. Erde´lyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, “Higher Transcendental
Functions,” Vol. I. Krieger, Melbourne, FL., 1981. [Based on notes left by Harry Bateman.
Reprint of the 1953 original.]
7. T. J. I’A Bromwich, A note on minimal surfaces, Proc. London Math. Soc. 30 (1899),
276–281.
8. G. Darboux, “Leçons sur la the´orie ge´ne´rale de surfaces et les applications ge´ometriques
ud calcul inﬁnite´simal,” 1st part, 2nd ed. Gauthier-Villars, Paris, 1914.
9. U. Dierkes, S. Hildebrandt, A. Ku¨ster, and O. Wohlrab, “Minimal Surfaces I,” Springer-
Verlag, New York, 1991.
10. L. P. Eisenhart, “An Introduction to Differential Geometry,” Princeton Univ. Press,
Princeton, NJ, 1940.
11. Y. Fang, and F. Wei, On Uniqueness of Riemann’s Examples, Proc. Amer. Math. Soc. 126
(1998), 1531–1539.
12. K. F. Gauss, Disquisitiones generales circa superﬁcies curvas. Werk, Go¨ttingen 4 (1880),
217–258.
13. B. Guan and J. Spruck, Boundary value problems on SN for surfaces of constant Gauss
curvature, Ann. of Math. (2) 138, No. 3 (1993), 601–624.
14. E. W. Hobson, “The Theory of Spherical and Ellipsoidal Harmonics,” Chelsea, New York,
1965.
15. P. Hartman and A. Wintner, On the third fundamental form of a surface, Amer. J. Math.
75 (1953), 298–334.
16. E. L. Ince, “Ordinary Differential Equations,” Dover, New York, 1956.
17. E. Kreyszig, “Introduction to Differential Geometry,” Univ. Toronto Press, Toronto, 1975.
18. R. Langevin, G. Levitt, and H. Rosenberg, Herrisons et multihe´rrisons (envelope parame-
trees par leur applications de Gauss), in Banach Center Publ., Vol. 20, pp. 245–253, PWN-
Polish Sci. Publ., Warsaw, 1988.
19. D. F. Lawden, “Elliptic Functions and Applications,” Springer-Verlag, New York, 1989.
20. J. C. C. Nitsche, “Lectures on Minimal Surfaces,” Cambridge Univ. Press, Cambridge,
UK, 1989.
21. A. G. Reznikov, Linearization and explicit solutions of the minimal surface equation, Publ.
Mat. 36, No. 5 (1992), 509–513.
22. H. W. Richmond, On minimal surfaces, J. London Math. Soc. 19 (1944), 229–241.
23. H. Rosenberg and E. Toubiana, Complete minimal surfaces and minimal herissons, J. Dif-
ferential Geom. 28 (1988), 115–132.
24. A. Schoen, Uniqueness, symmetry, and embeddedness of minimal surfaces, J. Differential
Geom. 18 (1983), 791–809.
25. H. F. Weinberger, “A First Course in Partial Differential Equations with Complex Vari-
ables and Transform Methods,” Wiley, New York, 1965.
