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Abstract. Highest weight categories arising in Lie theory are known to be associated with
finite dimensional quasi-hereditary algebras such as Schur algebras or blocks of category
O. An analogue of the PBW theorem will be shown to hold for quasi-hereditary algebras:
Up to Morita equivalence each such algebra has an exact Borel subalgebra. The category
F(∆) of modules with standard (Verma, Weyl, . . . ) filtration, which is exact, but rarely
abelian, will be shown to be equivalent to the category of representations of a directed box.
This box is constructed as a quotient of a dg algebra associated with the A∞-structure on
Ext∗(∆,∆). Its underlying algebra is an exact Borel subalgebra.
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1. Introduction
Highest weight categories are abundant in algebraic Lie theory as well as in representation
theory of finite dimensional algebras. A highest weight category with a finite number of sim-
ple objects is precisely the module category of a quasi-hereditary algebra that is unique up
to Morita equivalence. A general highest weight category is made up of pieces (to be reached
by a well-defined truncation process) that are finite highest weight categories. Among the
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most frequently studied quasi-hereditary algebras are Schur algebras of reductive algebraic
groups, blocks of the Bernstein-Gelfand-Gelfand category O of semisimple complex Lie alge-
bras - or generalisations to Kac-Moody algebras - as well as path algebras of quivers, finite
dimensional algebras of global dimension two and Auslander algebras.
Highest weight categories come with important objects, the standard objects, which are
’intermediate’ between simple and projective objects. Examples of standard objects include
Verma and Weyl modules. The category F(∆) of objects with standard filtration is crucial
in a wide variety of contexts, including Ringel’s theory of (characteristic) tilting modules
and Ringel duality, Kazhdan-Lusztig theory, relative Schur equivalences and homological
questions in representation theory. In geometry, examples of standard objects come up in
exceptional sequences in algebraic or symplectic geometry, where F(∆) is studied as category
of ’twisted stalks’. By the Dlab-Ringel standardisation theorem (see Theorem 2.1) the study
of the subcategory F(∆) for an exceptional sequence in any category amounts to the study
of the category of filtered modules for an (up to Morita equivalence unique) quasi-hereditary
algebra. For this reason we will formulate our results mostly just for quasi-hereditary algebras
as this does not lose generality.
The principal goal of this article is to clarify the structure of categories F(∆) of quasi-
hereditary algebras in full generality. Using A∞-techniques and differential graded categories
we will establish an equivalence between F(∆) and a category of representations of a box,
that is, of a representation theoretic analogue of a differential graded category, satisfying
strong additional properties. This makes available for the study of F(∆) the structure
theory and representation theory of boxes, which is fundamental to representation theory of
algebras by Drozd’s tame and wild dichotomy.
Inherent to highest weight categories and quasi-hereditary algebras is a ’directedness’,
which is reflected both in ordering conditions in the definition and in typical proofs in this
area proceeding inductively along certain partial orders. Using the connection to boxes,
this directedness can now be formulated precisely, as a characterisation of quasi-hereditary
algebras and an equivalence of categories:
Theorem 1.1. A finite dimensional algebra A is quasi-hereditary if and only if it is Morita
equivalent to the right Burt-Butler algebra RB of a directed box B if and only if it is Morita
equivalent to the left Burt-Butler algebra LB′ of a directed box B
′.
Moreover, the category F(∆) of A-modules with standard filtration is equivalent - as an
exact category - to the category of representations of the box B.
The if part of the theorem is a rather direct consequence of the theory set up by Burt
and Butler, combined with Dlab and Ringel’s ’standardisation’ technique. The converse
is more involved: Starting with a quasi-hereditary algebra we consider its Yoneda algebra
Ext∗(∆,∆). This carries an A∞-structure, which we translate into a differential graded
structure, using the concept of twisted stalks. The resulting differential graded category has
additional properties telling us that this datum actually determines a box. The directedness
of the underlying algebra directly comes from the directedness of homology of standard
modules. The results by Burt and Butler precisely apply to the box obtained after these
translations. The category of representations of the box turns out to be precisely the category
F(∆).
Turning around this result it follows that every directed box B produces two quasi-
hereditary algebras, which in general are different. The relation between them recovers
a central symmetry within the class of quasi-hereditary algebras, Ringel duality:
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Corollary 1.2. Let B be a directed box and LB and RB its left and right Burt-Butler
algebras. Then LB and RB are mutually Ringel dual quasi-hereditary algebras.
The Main Theorem 1.1 has a variety of applications obtained in this article, and potential
for many more.
With respect to representation theory, it makes available for the study of F(∆) the rich
supply of methods of representation theory of boxes. For instance we obtain as a consequence
(Corollary 11.6) a fundamental result by Ringel [34] asserting the existence of (relative)
Auslander-Reiten sequences for boxes.
A second line of applications, and in fact the original motivation for this article, is about
the relation of the algebra B underlying the box B and the category F(∆).
In this respect, the main application of Theorem 1.1 is that it solves the following problem
that has been open for about twenty years (after being incorrectly answered in [23] and [24]):
Corollary 1.3. Every quasi-hereditary algebra is Morita equivalent to a quasi-hereditary
algebra A (with corresponding quasi-hereditary structure) that has an exact Borel subalgebra
B.
Here an exact Borel subalgebra, as defined in [23], satisfies properties analogous to the
universal enveloping algebra of a Borel subalgebra of a semisimple complex Lie algebra,
including a version of the fundamental theorem of Poincare´, Birkhoff and Witt.
The exact Borel subalgebra whose existence is claimed here, is the underlying algebra of
the box whose representations form the category F(∆).
Note that there are quasi-hereditary algebras without exact Borel subalgebras, see [23],
which implies that Theorem 1.1 (as well as this corollary) fails to be true for isomorphism
classes instead of Morita equivalence classes.
Existence of exact Borel subalgebras has been shown for the blocks of the Bernstein-
Gelfand-Gelfand category O of semisimple complex Lie algebras [23], for Frobenius kernels
of semisimple algebraic groups [32], for various abstractly defined classes of quasi-hereditary
algebras, and more recently for certain infinite dimensional algebras [28]. Despite intensive
efforts, existence for Schur algebras or for algebras of global dimension two - which, up to
Morita equivalence, is a special case of our results now - could not be shown so far; more
optimistic claims about Schur algebras made in [23, appendix] and in [22] rely on incomplete
proofs. The general existence result we are going to prove here does not close the gaps in
these proofs, which are based on rather different constructions. Our results do, however,
correct and replace an approach taken in [24]. There, a stronger concept than exact Borel
subalgebras has been introduced and studied, aiming at Morita invariance. Our main result
shows that the approach taken in [24] cannot work in general. Theorem 5.1 and Corollaries
5.2 and 5.3 in [24] are not correct in general; the use of the induction functors in the
proofs of these results is flawed. Therefore, the consequences drawn in [24] and in particular
the results announced in the introduction of [24] about applications to category O and to
generalised Schur algebras are unproven. In Sections 10 and 11 we will explain how to use
Burt and Butler’s structure theory of boxes to set up an induction procedure that should
replace the one in [24]. Various expectations raised by the early existence results and by
the attempts to prove more such results, can now be explored again. Note that exact Borel
subalgebras are different from and satisfy stronger properties than traditional Borel Schur
algebras, as introduced by Green in [14]. Hence, in particular further investigations in the
case of algebraic groups look promising.
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The approach carried out here, to study categories F(∆) by means of A∞-structures
and, in particular, boxes, has been outlined for the first time in the last named author’s
programmatic text [31] (see also [30] for related results), which in detail differs substantially
from the current approach by using box techniques much more heavily, while the current
approach limits the use of boxes to basic and generally accessible material and instead relies
on A∞- and differential graded structures. These results were presented by the last named
author in lecture courses in Uppsala and in Ko¨ln. The article [31] was in turn motivated
by [4], where for the first time an example of a category F(∆) has been studied using A∞-
structures - or implicitly box structures - in the context of a classification of representation
types.
The structure of the article is as follows. Section 2 recalls basic notions from the represen-
tation theory of quasi-hereditary algebras, i.e. standard modules, Ringel duality and exact
Borel subalgebras. In Section 3 we introduce the notion of a linear quiver, that although not
necessary sometimes simplifies notation in the remainder of the article, and we fix some no-
tation. In Section 4 we introduce the concept of an A∞-category and recall how the Yoneda
algebra of a module can be regarded as an A∞-category. In Section 5 we recall the results
of Keller and Lefe`vre-Hasegawa that describe the category of filtered modules F(∆) as the
homology of the A∞-category of twisted modules of the A∞-category given by the Yoneda
algebra. We present this A∞-category in the language of [36]. Section 6 translates the re-
sults of the previous section, especially the description of the objects of the homology of the
A∞-category of the twisted modules to the language of representations of quivers. Section
7 introduces the notion of a box and explains how a differential graded structure may be
translated into a box. In Section 8 we prove that the dg structure constructed in Section 6
can be transferred into a box. Especially the morphisms in the homology of the A∞-category
of twisted modules are identified with morphisms between box representations. Section ??
introduces an exact structure on the category of box representations for the boxes we have
constructed in Section 7. Section 10 then recalls the theory of boxes by Burt and Butler, e.g.
introduces the structure of the left and right algebra of a box and explores their connections.
The final Section 11, then collects all the results to prove the main theorems, and gives some
corollaries. Since the notions introduced in this article are quite abstract we have added
an appendix which illustrates our techniques in some examples including an example of an
algebra that does not have an exact Borel subalgebra, but a Morita equivalent algebra does
have such a subalgebra (see A.3). In A.1, the smallest non-trivial example from algebraic Lie
theory is discussed: the principal block of category O of sl(2,C). Exact Borel subalgebras
are, in general, not unique and boxes associated with quasi-hereditary algebras aren’t either:
Example A.2 exhibits two boxes with the same categories of representations; one of them is
connected, while the other one is not. Example A.4 provides an exact Borel subalgebra that
is not associated with a box. More generally, the exact Borel subalgebras constructed here
are different from those constructed before in special situations such as blocks of category
O. The boxes produced by our approach contain stronger information than arbitrary exact
Borel subalgebras.
Throughout the article we fix an algebraically closed field k.
2. Quasi-hereditary algebras
Let A be a basic finite dimensional algebra over k with a fixed decomposition of the unit
into a sum of primitive orthogonal idempotents 1 = e1 + · · ·+ en.
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Unless otherwise stated our modules are left modules. By A−Mod (respectively A−mod)
we denote the category of left A-modules (respectively finite dimensional left A-modules).
For a primitive idempotent ei ∈ A, we denote the corresponding simple module by L(i),
its projective cover by P (i). We denote by D = Hom
k
(−,k) : A − mod → Aop − mod the
standard k-duality.
Furthermore we let ≤ be the standard linear order on {1, . . . , n}. (It is possible to work
more generally with an arbitrary partial order on the simples, but by refining to a total
order, all the notions will stay the same.) Let ∆(i) be the largest factor module of P (i)
having only composition factors L(j) with j ≤ i. The modules ∆(i) are called standard
modules.
The algebra A is then called quasi-hereditary if EndA(∆(i)) ∼= k for all i and the kernel
of the natural surjection P (i) ։ ∆(i) is filtered by ∆(j) with j > i, i.e. there exists a
series of submodules of the kernel with subquotients isomorphic to ∆(j) with j > i.
This notion can be defined dually using submodules of the indecomposable injectives,
the costandard modules ∇(i). In the theory of quasi-hereditary algebras, the full subcat-
egories F(∆) (respectively F(∇)) of modules which can be filtered by standard (respec-
tively costandard) modules (i.e. there exists a series of submodules with subquotients being
standard, respectively costandard modules) play an important role. Ringel introduced the
notion of the characteristic tilting module T , which is the multiplicity free module such that
F(∆)∩F(∇) = add(T ). Here for an A-module N , we denote by add(N) the full subcategory
of A − mod, which consists of all modules isomorphic to a direct summand of N l for some
l ≥ 0. Ringel proved that T =
⊕n
i=1 T (i) with T (i) indecomposable.
We denote the Ringel dual of A by R(A) := EndA(T )
op. To indicate when we are talking
about R(A)-modules we will add a subscript R(A). The functor F (−) = HomA(T,−) :
A−mod→ R(A)−mod maps T (i) to the indecomposable projective R(A)-module PR(A)(i).
It will be convenient to use the characterisation of quasi-hereditary algebras given by the
standardisation theorem by Dlab and Ringel. This also justifies only to talk about quasi-
hereditary algebras, while still covering the - seemingly more general - situation of exceptional
collections in general abelian k-categories.
Theorem 2.1 ([10, Theorem 2]). Let C be an abelian k-category. A non-empty finite set
∆ = (∆1, . . . ,∆n) of objects in C is called standardisable (or an exceptional collection)
if End(∆i) ∼= k, Hom(∆i,∆j) 6= 0 implies i ≤ j and Ext
1(∆i,∆j) 6= 0 implies i < j and
those spaces are finite dimensional. Let ∆ be a standardisable set. Then there is a quasi-
hereditary algebra A, unique up to Morita equivalence, such that the subcategory F(∆) of C
and F(∆A) are equivalent.
We now also recall the notion of an exact Borel subalgebra introduced in [23]. As an-
nounced in the introduction we will prove that every quasi-hereditary algebra has such a
subalgebra up to Morita equivalence.
Definition 2.2. Let A be a quasi-hereditary algebra with n simple modules. Then a subal-
gebra B ⊆ A is called an exact Borel subalgebra provided
(B1) The algebra B has also n simple modules, denoted LB(i) for i ∈ {1, . . . , n}, and (B,≤)
is directed, i.e. B is quasi-hereditary with simple standard modules.
(B2) The tensor induction functor A⊗B − is exact.
(B3) There is an isomorphism A⊗B LB(i) ∼= ∆A(i).
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3. Linear quivers, (co)differential tensor (co)categories
3.1. Categories over a field. A k-bimodule V is called central if the left and right k-
actions on V coincide. A category A is called k-category or a category over k if all sets
A(X, Y ) = HomA(X, Y ) for X, Y ∈ A are central k-bimodules and the composition of
morphisms is k-bilinear. Equivalently, a k-linear category is a category enriched over the
category of k-vector spaces. Unless stated otherwise all categories are assumed to be k-
categories. Functors between k-linear categories and natural transformations between them
will also be assumed to be k-linear. A k-categoryA will be called finite dimensional provided
the space
⊕
X,Y ∈AA(X, Y ) is finite dimensional.
Let S be a set (in many cases S = {1, . . . , n}). The trivial k-category on S is defined
to be the k-category LS with objects being the elements of S and only morphisms being
formal multiples of the identity morphisms, i.e. LS(s, s
′) = 0 for s 6= s′ and LS(s, s) = k1s.
We will omit the subscript if it is clear from the context.
A left A-module is a functor F : A → k−Mod. F is called locally finite dimensional
if its image belongs to k−mod. Right modules are Aop-modules, where Aop is the opposite k-
category of A. Equivalently one can define them to be contravariant functors A → k−Mod.
Furthermore we assume the existence of an augmentation πA : A → LA sending all mor-
phisms apart from the scalar multiples of the identities to zero, where LA is the subcategory
of A given by all scalar multiples of the identity morphisms. The existence of πA is equiv-
alent to the category algebra (or path algebra) k[A] of A to be basic; or to the assumption
that A is skeletal and that all endomorphism algebras in A are local. The augmentation
πA : A → LA defines for every i ∈ A a simple module L(i) : A
πA→ LA
pi
→ k − mod, where
pi is given by pi(1j) = 0 for j 6= i and pi(1i) = 1k. Equivalently, one can define the
simple LA-module L(i) by L(i) := LA(i,−) and induce it to A via πA. A module is called
semisimple if it is the direct sum of simple modules.
If A and B are k-categories, the tensor category A⊗B defined by
Ob(A⊗ B) := Ob(A× B); (A⊗ B)((X1, Y1), (X2, Y2)) = A(X1, X2)⊗k B(Y1, Y2)
is a k-category with composition given on simple tensors by (f2 ⊗ g2) ◦ (f1 ⊗ g1) := (f2 ◦
f1) ⊗ (g2 ◦ g1) for f1 ∈ A(X1, X2), f2 ∈ A(X2, X3), g1 ∈ B(X1, X2), g2 ∈ B(X2, X3). An
A-B-bimodule is just an A⊗ Bop-module.
3.2. Linear quivers. A k-linear central bimodule over L, i.e. a k-linear functor Q : L ⊗
L
op → k −Mod is called a k-quiver (or k-quiver over S or linear quiver). Since the
categories Lop and L are naturally isomorphic we can and will skip the op. Since L⊗L ∼= LS×S
giving a k-quiver is equivalent to giving a family of vector spaces Q(s, s′) for each s, s′ ∈ S.
The set S will be called objects (or points, vertices) of Q and will also be denoted by Q0.
Morphisms between k-quivers are just k-linear natural transformations of the underlying
functors. In this way k-quivers form a category Qui
k
.
Let A and B be k-quivers over L. Then we define their tensor product A⊗L B as the
k-quiver given by:
(A⊗L B)(i, j) :=
⊕
k∈L
A(k, j)⊗
k
B(i, k)
for all i, j ∈ L.
3.3. Graded k-quivers. Let C be a category (regarded as a graded category concentrated
in degree 0). A graded module over C is defined to be a family of C-modules {Mi|i ∈ Z}. A
graded morphism f of degree d between two graded modules M = {Mi} and M
′ = {M ′i}
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is defined to be a family of (k-bilinear) natural transformations {fi : Mi → M
′
i+d}. In
this way the graded C-modules form a category. We will denote the identity morphism by
1M :M →M or just by 1 if the module is clear from the context.
A graded k-quiver (over S) is a graded L ⊗ Lop-module. Because the only morphisms
in L⊗ Lop are scalar multiples of the identity morphisms a graded k-quiver A consists of a
set of objects S and a graded central k-bimodule A(i, j) for each pair i, j ∈ S.
3.4. Tensor powers and duality. LetA be a graded k-quiver over S and let n be a positive
integer. We will define the graded k-quiver A⊗n. Here we will usually skip the subscript L.
For all i, j ∈ A define the graded k-bimodule A⊗n(i, j) by the following formula:
(A⊗n(i, j))i =
⊕
(i1,...,in)∈Zn
i=i1+···+in
⊕
i1,...,in−1∈A
A(in−1, j)in ⊗A(in−2, in−1)in−1 ⊗ · · · ⊗ A(i, i1)i1 ,
For n = 0 we set A⊗0 := L.
Note that by abuse of notation we often write (a1, . . . , an) instead of a1 ⊗ · · · ⊗ an ∈ A
⊗n
to make things more readable when several tensor products at different ’levels’ occur.
Remark 3.1. If A and B are linear quivers and n ≥ 0, then because of the universal
property of the direct sum giving a k-quiver morphism F : A⊗n → B is the same as giving
the restriction of F on each of the direct summands A(in−1, j)⊗A(in−2, in−1)⊗· · ·⊗A(i, i1).
If A and B are graded k-quivers over S, then HomL(A,B) is a graded vector space via:
HomL(A,B)k =
∏
i∈Z
HomL(Ai,Bi+k).
Let A be a category and N ∈ N. Consider graded A-modules Xi, Yi and graded morphisms
fi : Xi → Yi for i = 1, . . . , N . We will use the Koszul-Quillen sign rule for the action of
the tensor product fN ⊗ · · · ⊗ f1 : XN ⊗ · · · ⊗X1 → YN ⊗ · · · ⊗ Y1, i.e. for elements xi ∈ Xi
the following equality holds
(fN ⊗ · · · ⊗ f1)(xN ⊗ · · · ⊗ x1) = (−1)
ε(
←−
f ,←−x )fN (xN)⊗ · · · ⊗ f1(x1)
where
ε(
←−
f ,←−x ) :=
∑
1≤i<j≤N
|fi| · |xj|,
with
←−
f = (fN , . . . , f1) and
←−x = (xN , . . . , x1), i.e. the sign indicates how often fi and xj are
switched before arriving at the correct position.
IfM = {M i} is a graded k-module we denote by sM the graded k-module given by (sM)i =
M i+1 for all i ∈ Z. We call sM the suspension (or the shift ofM). To distinguish elements
of M from those of sM we will denote the image of an element x ∈ M in sM by sx, hence
|sx| = |x| − 1.
There is a duality D on the category of graded k-quivers given by (DA)(i, j)k = D(A(i, j)−k)
for all i, j ∈ A, where as before D = Hom
k
(−,k) denotes the usual k-duality on vector
spaces. If L is finite, and A(i, j) and B(i, j) are finite dimensional for all i, j ∈ A, then
D(A⊗ B) ∼= (DA)⊗ (DB).
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3.5. Tensor (pre)category. Define the (reduced) tensor graded k-quiver TA of a graded
quiver A as follows: ObTA = ObA and the graded k-module of morphisms is defined by
TA(i, j) =
⊕
n>0
A⊗n(i, j)
for all i, j ∈ A. The k-quiver TA can be endowed with either the structure of a precategory
(also called semicategory) or of a precocategory1. The structure of a precategory is given by
m : TA⊗ TA → TA in the usual way by ’concatenation’:
(an ⊗ · · · ⊗ a1) · (a
′
m ⊗ · · · ⊗ a
′
1) := (an ⊗ · · · ⊗ a1 ⊗ a
′
m ⊗ · · · ⊗ a
′
1).
The restriction of the comultiplication ∆co : TA → TA⊗TA on TA(i, j)→
⊕
k∈A TA(k, j)⊗
TA(i, k) is given by
∆co(an ⊗ · · · ⊗ a1) =
n−1∑
i=1
(an ⊗ · · · ⊗ ai+1)⊗ (ai ⊗ · · · ⊗ a1).
In the case of multiplication we will also consider the tensor category TA =
⊕∞
i=0A
⊗n,
where A⊗0 = L and the multiplication m is defined as above with m(1j, f) = f = m(f,1i)
and m(1k, f) = 0 = m(f,1k) for f ∈ A(i, j) and k 6= i, j. We will also denote the tensor
category by L[A].
A k-quiver map d : TA → TA of degree k is called a derivation if d◦µ = µ◦(1⊗d+d⊗1).
A k-quiver morphism of degree zero f : TA → TB is called a cofunctor provided that
∆cof = (f ⊗ f)∆co. A mapping of graded k-quivers b : TA → TA of degree k is called a
coderivation of degree k provided that ∆cob = (b⊗ 1+ 1⊗ b) ◦∆co.
4. A∞-categories
4.1. Definitions of A∞-categories. There are many equivalent definitions of an A∞-
category, which differ mostly in signs and the direction of morphisms. We restrict ourselves
to the definition most useful for our purposes. This is the definition which is based on the
bar-construction together with the Koszul-Quillen sign convention as in [19, 3.6]. Usually
an A∞-category is defined using chains of objects. Using Remark 3.1 we use the equiva-
lent language of L-modules or graded quivers (for an introduction to the subject see also
[25, 2, 26]).
Definition 4.1. A graded k-quiver A is called a (non-unital) A∞-category provided there
is a graded coderivation b : TsA → TsA of degree 1 such that b2 = 0.
Due to the following lemma the condition b2 = 0 can be rewritten as the following family
of equalities (An), where n ∈ N, which gives another definition of A∞-category:
Lemma 4.2 ([19, Lemma 3.6]). To define a (non-unital) A∞-category is equivalent to defin-
ing linear quiver mappings bn : (sA)
⊗n → sA of degree 1 such that the following relations
hold for every n ∈ N:
An :
n−1∑
j=0
n−j∑
k=1
bn−k+1(1
⊗(n−j−k) ⊗ bk ⊗ 1
⊗j) = 0.
1Precategory (respectively precocategory) means that this structure may not have identity morphisms
(respectively counits).
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An A∞-functor between two A∞-categories f : A → B is a cofunctor Tf : TsA → TsB
which commutes with the differentials, i.e.
(Tf ⊗ Tf) ◦∆co = ∆co ◦ Tf, b ◦ Tf = Tf ◦ b.
4.2. Strictly unital and augmented A∞-algebras. An A∞-category A is called strictly
unital provided that for every i ∈ A there exists an element s1i ∈ sA
−1(i, i), such that
for every sx ∈ sA(i, j) holds:
b2(s1j ⊗ sx) = sx, b2(sx⊗ s1i) = (−1)
|x|sx, and bn(· · · ⊗ s1i ⊗ · · · ) = 0 for n 6= 2.
This may seem a bit strange but is the translation (via the bar construction) of the fact that
1i behaves as a unit with respect to the multiplication m2 (when removing the s).
Obviously, L has the structure of a strictly unital A∞-category over itself if we define
L0 = L, Li = 0 for i 6= 0 with a unique nonzero multiplication b2. For a strictly unital
A∞-category A the embedding ι : L →֒ A is an A∞-functor. The category A is called
augmented, provided there exists an augmentation, i.e. an A∞-functor η : A → L such
that ηι = idL.
4.3. The Yoneda algebra as an A∞-category and Kadeishvili’s theorem. For a quasi-
hereditary algebra A the A∞-category we have in mind is the Yoneda algebra of the set of
standard modules Ext∗A(⊕
n
i∆(i),⊕
n
i=1∆(i)). This can be constructed as follows. First, one
takes a projective resolution P(i) of ∆(i) for each i. Denote by P⊕(i) the direct sum of
the projective modules occuring in P(i). Then ⊕j∈ZHomA(⊕
n
i=1P
⊕(i),⊕ni=1P
⊕(i)[j]) has
a natural structure of a dg category (i.e. an A∞-category with bn = 0 for n ≥ 3) where
the underlying graded k-quiver is given by (i, j) 7→ ⊕j∈ZHomA(P
⊕(i),P⊕(j)[j]), its j-th
component being the group of homogeneous A-linear maps f : P⊕(i) → P⊕(j) of degree
j (no compatibility with dP), b1 induced by the differential of the projective resolution dP
via b1(f) = dP ◦ f − (−1)
jf ◦ dP for f homogeneous of degree j and b2 being the natural
composition of graded maps. (compare e.g. [19, (3.3)]) We will denote this A∞-category as
HomA(P,P).
In a next step the following theorem by Kadeishvili et alii can be invoked. Before stating
it, let us shortly recall the definition of the homology category. For an A∞-category A its
homology category H∗A is the k-quiver Z∗A/B∗A, where the objects Z∗A are those of A
and its morphisms are those morphisms f of A with b1(f) = 0. Similarly the objects of B
∗A
are those of A and its morphisms are all b1(f) for morphisms f of A. In both cases the
grading is induced by that of A. We denote the corresponding degree zero parts by H0A,
Z0A and B0A, respectively.
Theorem 4.3 ([18], see also [17, 37, 33, 15, 16, 29]). Let A be an A∞-category. Then the
homology category H∗A (where the homology is taken with respect to b1) carries the structure
of an A∞-category with b1 = 0 and b2 induced by the b2 of A.
Since the quiver given by (i, j) 7→ Ext∗(∆(i),∆(j)) is the homology of HomA(P,P) there
is an A∞-structure on this quiver. We will denote this A∞-category as Ext
∗(∆,∆). The bi
on sExt∗(∆,∆) can be constructed inductively, see [19, (7.8, 7.9)] and [27, Appendix B] for
an explanation and examples.
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5. Filtered modules as twisted stalks
In [19, (7.4)] and [20, (2)] categories of the form F(M), where M = (M1, . . . ,Mr) are
modules over an associative algebra, are rewritten in terms of twisted objects over an A∞-
category A. Here we will recall these constructions modifying them in the spirit of [36].
Furthermore, since in this paper we are only interested in the subcategory (of the category
of A-modules) of filtered modules, and not in the triangulated hull of the standard modules
in the derived category of A, we adapt the notation of [27] and speak of twisted modules for
the A∞-category A. In this notation the Z-graded (or derived) version of it are the twisted
complexes. Throughout this section let A be an A∞-category.
5.1. The category addA. In a first step we construct what we call the additive enlarge-
ment addA of A. Its Z-graded version is denoted ΣA in [36], or in a slightly different form
(that can be obtained by choosing bases of the vector spaces appearing) MatZA in [19]. As
usual we present it using the bar-construction:
• The objects of addA are the L-modules.
• For X, Y ∈ addA we define the graded vector space (addA)(X, Y ) by
addA(X, Y )k =
n⊕
i,j=1
Hom
k
(X(i), Y (j))⊗
k
A(i, j)k.
This can also be regarded as a graded L⊗L-module via (i, j) 7→ Hom
k
(X(i), Y (j))⊗
A(i, j) for i, j ∈ A, which amounts to an additional ’indexing’. Note that Hom
k
(X(i), Y (j))
is assumed to have degree 0. All the grading is in A and hence also the shift only
acts on the second tensor factor.
• The graded multiplications ban are given by:
ban(fn ⊗ san, . . . , f1 ⊗ sa1) = −fn ◦ · · · ◦ f1 ⊗ bn(san ⊗ · · · ⊗ sa1).
Lemma 5.1. This defines on addA the structure of an A∞-category.
Proof. First recall that
bak(fj+k ⊗ saj+k, . . . , fj+1 ⊗ saj+1) = −fj+k · · · fj+1 ⊗ bk(saj+k, . . . , saj+1).
Applying ban−k+1 yields:
ban−k+1(fn ⊗ san, . . . , fj+k+1 ⊗ saj+k+1,−fj+k · · · fj+1 ⊗ bk(saj+k, . . . , saj+1), fj ⊗ saj , . . . , f1 ⊗ sa1)
= (fn ◦ · · · ◦ f1)⊗ bn−k+1(san ⊗ · · · ⊗ saj+k+1 ⊗ bk(saj+k, . . . , saj+1)⊗ saj ⊗ · · · ⊗ sa1)
Summing over the indices with the appropriate signs (from the Koszul-Quillen sign rule)
reduces the claim to the corresponding statement for A. 
5.2. Twisted modules. A pretwisted module over A is a pair (X, δ), where X ∈ addA
and sδ ∈ (s addA(X,X))0.
Let (X, δ) be a pretwisted module. Suppose sδ =
∑
fk ⊗ sak, where fk : X(ik)→ X(jk)
and sak ∈ sA(ik, jk). Then a pretwisted submodule (X
′, δ′) is defined by the following: A
family of subspaces X ′(i) ⊆ X(i) such that fk(X
′(ik)) ⊆ X
′(jk) for all k. If f
′
k : X
′(ik)→
X ′(jk) denotes the restriction of fk then define sδ
′ :=
∑
k f
′
k ⊗ sak. There is an obvious way
to define the notion of a pretwisted factor module (X/X ′, δ/δ′).
Lemma 5.2. The notions of submodule and factor module do not depend on the choice of
the presentation.
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Proof. We only prove the case of submodules. The case of factor modules can be proved
analogously. Since k-vector spaces form a semisimple category it is possible to write X =
X ′⊕Y . Then Hom(X,X)⊗sA = (Hom(X ′, X ′)⊗sA)⊕(Hom(X ′, Y )⊗sA)⊕(Hom(Y,X)⊗
sA) by additivity of Hom and ⊗. If
∑
j gj ⊗ sbj is another presentation of sδ =
∑
fk ⊗ sak
in Hom(X,X) ⊗ sA with fk : X
′(ik) → X
′(jk), then the part with X
′ → Y vanishes and
hence one can also assume that gj : X
′ → X ′. 
A twisted module over A is defined to be a pretwisted module (X, δ) such that:
(TM1) There exists a filtration (0, 0) = (X0, δ0) ⊂ (X1, δ1) ⊂ · · · ⊂ (XN , δN) = (X, δ) by
pretwisted submodules such that the quotients have zero differential, i.e. (Xi/Xi−1,
δi/δi−1) = (Xi/Xi−1, 0). This condition will be called triangularity in the remain-
der.
(TM2) The Maurer-Cartan equation is satisfied, i.e.
∞∑
i=1
bai (sδ ⊗ · · · ⊗ sδ) = 0.
Here the first condition guarantees that the second condition makes sense, i.e. that the
sum is finite. The second condition will guarantee that twmodA is an A∞-category for the
following notion of morphisms:
The morphisms from (X, δX) to (Y, δY ) are defined by twmodA((X, δX), (Y, δY )) :=
addA(X, Y ). For ti ∈ twmodA((Xi−1, δXi−1), (Xi, δXi)) the multiplications are given by
btwn (stn ⊗ · · · ⊗ st1) :=
∑
i0,...,in≥0
bai0+···+in+n(sδ
⊗in
Xn
⊗ stn ⊗ sδ
⊗in−1
Xn−1
⊗ · · · ⊗ st1 ⊗ sδ
⊗i0
X0
).
Lemma 5.3. The operations defined above define an A∞-category structure on twmodA.
Proof. A proof can be found e.g. in [25, (6.1.2)]. 
By the theorem of Kadeishvili (see Theorem 4.3) H∗(twmodA) carries an A∞-structure.
And Keller and Lefe`vre-Hasegawa have proven the following theorem:
Theorem 5.4 ([19, (7.7)], see also [27, Appendix B, Theorem 3.1]). Suppose we have an
n-tuple of A-modules ∆ = (∆(1), . . .∆(n)) for some finite dimensional algebra A. Let A =
Ext∗A(∆,∆) be the A∞-category given by the extensions. Then F(∆)
∼= H0(twmodA).
6. Filtered modules as representations of quivers
In this section we dualise the construction given by Keller and Lefe`vre-Hasegawa. This
makes it easier to later translate it to the box setting. Since this requires the compatibility
of taking tensor products and dualising we need the following additional assumption:
Throughout this section let A be an A∞-category such that the spaces A(i, j)
are (totally) finite dimensional for all i, j ∈ A.
6.1. The convolution category convA. We now introduce the A∞-category convA as
follows:
• The objects coincide with those of addA, i.e. are the L-modules.
• As in the definition of (addA)(X, Y ) for X, Y ∈ convA we define a graded L ⊗ L-
module (convA)(X, Y ) via:
((convA)(X, Y ))(i, j)k := Homk((DA)(i, j)−k,Homk(X(i), Y (j)))
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for i, j ∈ A, the corresponding graded vector space being obtained by summing up
over all i and j. Note that again Hom
k
(X(i), Y (j)) has degree 0. To see how the
shift acts, compute:
((s convA)(X, Y )(i, j))k = (convA(X, Y )(i, j))k−1
= Hom
k
((DA)(i, j)−(k−1),Homk(X(i), Y (j)))
= Hom
k
(D(A(i, j)k−1),Hom(X(i), Y (j)))
= Hom
k
(D((sA)(i, j)k),Hom(X(i), Y (j)))
Thus, the shift just operates on conv(A) as it does on A on the right hand side.
• Let dn := Dbn : DsA → DsA
⊗n, i.e. the map defined by dn(χ)(san ⊗ · · · ⊗ sa1) =
χ(bn(san⊗· · ·⊗sa1)). Using Sweedler notation we write dn(χ) =
∑
(χ) χ(n)⊗· · ·⊗χ(1).
Let ←−χ := (χ(n), . . . , χ(1)) and similarly
←−sa := (san, . . . , sa1). Then we get
dn(χ)(san ⊗ · · · ⊗ sa1) =
∑
(χ)
(χ(n) ⊗ · · · ⊗ χ(1))(san ⊗ · · · ⊗ sa1)
=
∑
(χ)
(−1)ε(
←−χ ,←−sa)χ(n)(san)⊗ · · · ⊗ χ(1)(sa1),
where ε(←−χ ,←−sa) =
∑
1≤i<j≤n |χ(i)| · |saj | as before. Furthermore for homogeneous sFi :
DsA(ki−1, ki)→ Homk(X(ki−1), X(ki)) define [sFn⊗· · ·⊗sF1] to be the map given by
χn⊗· · ·⊗χ1 7→ (−1)
ε(←−χ ,
←−
sF )+1sFn(χn)⊗· · ·⊗sF1(χ1), where
←−
sF = (sFn, . . . , sF1). Let
vn :
←−−−⊗n−1
i=0 Homk(X(ki), X(ki+1)) → Homk(X(k0), X(kn)) be the composition map
given by vn(fn ⊗ · · · ⊗ f1) = fn ◦ · · · ◦ f1. Define b
c
n(sFn, . . . , sF1) as the composition
DsA(k0, kn)
dn→
⊕
k1,...,kn−1∈DsA
←−
n−1⊗
i=0
DsA(ki, ki+1)
[sFn⊗···⊗sF1]
−→
⊕
k1,...,kn−1∈DsA
n−1⊗
i=0
Hom
k
(X(ki), X(ki+1))
vn→ Hom
k
(X(k0), X(kn)).
Let V,W be k-vector spaces and let V be finite dimensional. Then there exists a natural
isomorphism of vector spaces
M : W ⊗
k
V ∼= Hom
k
(V ∗,W )
whereM(w⊗v)(χ) = χ(v)w. In particular this gives an isomorphism of graded vector spaces
MX,Y : (addA)(X, Y )→ (convA)(X, Y ).
Lemma 6.1. We have Mban = b
c
nM
⊗n. In particular the mappings bcn endow convA with the
structure of an A∞-category such thatM defines an A∞-isofunctor between the A∞-categories
addA and convA.
Proof. Fix X1, . . . , Xn ∈ addA and morphisms fi⊗sai ∈ (add sA)(Xi+1, Xi). We will apply
Mban and b
c
nM
⊗n to (fn⊗san)⊗· · ·⊗ (f1⊗sa1) and compare the results, which are elements
of Hom
k
(DsA,Hom
k
(Xn, X1)). Hence we immediately apply them to some χ ∈ DsA. For
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Mban we obtain:
Mban(fn ⊗ san, . . . , f1 ⊗ sa1)(χ) = M(−fn . . . f1 ⊗ bn(san ⊗ · · · ⊗ sa1))(χ)
= −χ(bn(san ⊗ · · · ⊗ sa1))fn · · · f1
To apply bcnM
⊗n we will use Sweedler notation, i.e. we write dn(χ) =
∑
χ(n) ⊗ · · · ⊗ χ(1).
The entries of
←−−−−−−−
M(f ⊗ sa) and ←−sa have the same degrees. Thus:
bcnM
⊗n(fn ⊗ san, . . . , f1 ⊗ sa1)(χ) = b
c
n(M(fn ⊗ san), . . . ,M(f1 ⊗ sa1))(χ)
= vn ◦ [M(fn ⊗ san)⊗ · · · ⊗M(f1 ⊗ sa1)](
∑
χ(n) ⊗ · · · ⊗ χ(1))
= vn(
∑
(χ)
(−1)ε(
←−χ ,←−sa)+1M(fn ⊗ san)(χ(n))⊗ · · · ⊗M(f1 ⊗ sa1)(χ(1)))
=
∑
(χ)
(−1)ε(
←−χ ,←−sa)+1vn(χ(n)(san)fn ⊗ · · · ⊗ χ(1)(sa1)f1)
=
∑
(χ)
(−1)ε(
←−χ ,←−sa)+1χ(n)(san) · · ·χ(1)(sa1)fn . . . f1
= −dn(χ)(san, . . . , sa1)fn · · · f1
= −χ(bn(san ⊗ · · · ⊗ sa1))fn . . . f1
The other statements follow from the bijectivity of M . 
6.2. Representations of k-quivers. The following lemma is the obvious k-analogue of the
correspondence between representations of quivers and modules over the corresponding path
algebra (viewed as a k-category). Via this lemma we will later regard a pretwisted module
(X0, δ) as a module for the path algebra of the quiver Q
0 = (DsA)0 by first applying M as
defined in the previous subsection to get (X0, X1 := M(sδ)) and then using this as the input
of the following lemma:
Lemma 6.2. Let Q be a k-quiver. Let L[Q] be the tensor category. Then there is a one-
to-one correspondence between modules over L[Q] and pairs consisting of a functor X0 :
L→ k−Mod (the restriction of the module to L) and an L-bimodule morphism X1 : Q→
Hom
k
(X0, X0) (the restriction to Q, the L−L-bimodule structure of Homk(X0, X0) is given
by (i, j) 7→ Hom
k
(X0(i), X0(j)) here): Denote by vk the composition map given by
vk : Homk(X0, X0)
k → Hom
k
(X0, X0), fk ⊗ · · · ⊗ f1 7→ fk ◦ · · · ◦ f1.
Then X is given on Q⊗k by
Xk : Q
⊗k → Hom
k
(X0, X0), Xk = vk ◦X
⊗k
1
via X =
∑∞
k=1Xk on the restriction of X to
⊕∞
k=1Q
⊗k.
By Gabriel’s Theorem, every basic k-algebra B is isomorphic to L[Q]/I (regarded as
an algebra) for some finite quiver Q and some admissible ideal I (spanned by so-called
relations). The foregoing lemma dealt with modules over L[Q]. To include the relations fix
a set of generators ρ1, . . . , ρr of the ideal I, such that B ∼= L[Q]/I. Then X as described
above belongs to B −Mod iff for any i we have X(ρi) = 0.
A representation X ∈ L[Q] − Mod is called rational if there exists N ≥ 0 such that
XN = 0.
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6.3. Convolutional presentation of twisted modules. Let Q0 = (DsA)0. Then a
pretwisted convolutional module is a module over L[Q0]. As remarked in the pre-
vious subsection, modules over L[Q0] are in one-to-one correspondence to pairs (X0, X1),
where X0 : L → k − Mod is a functor and X1 : Q
0 → Hom(X0, X0) is an L-bimodule
morphism. Using Lemma 6.1 there is a one-to-one correspondence between those pairs and
pretwisted modules (the converse map being given by mapping a pretwisted module (X0, δ)
to (X0,M(sδ))). Denote the L[Q
0]-module corresponding to the pretwisted module (X0, δ)
by Xδ.
The notion of a twisted module can be translated in a similar way to obtain the notion of
a twisted convolutional module, by the following proposition. This sets up a correspondence
between the objects of the category H0(twmodA) and the B-modules for a certain algebra
B. To get an equivalence of categories a definition of the functor on morphisms is needed.
This will be postponed to Section 8.
Proposition 6.3. Let (X0, δ) be a pretwisted module over A, and (by slight abuse of notation,
dropping the X0) Xδ be the corresponding functor L[Q
0]→ k−Mod. Write sδ =
∑
fk⊗sak
with the sak being linearly independent. Then the following hold:
(i) Let i, j ∈ A, χ ∈ Q0(i, j), x ∈ X0(i). Then
Xδ(χ)(x) =
∑
k
χ(sak)fk(x).
(ii) δ = 0 if and only if Xδ is a semisimple module.
(iii) A pretwisted module (X ′0, δ
′) is a pretwisted submodule of (X0, δ) iff Xδ′ is a submodule
of Xδ.
(iv) If (X ′0, δ
′) ⊆ (X0, δ), then Xδ/δ′ = Xδ/Xδ′.
(v) δ satisfies the triangularity condition iff Xδ is a rational module over L[Q
0].
(vi) δ satisfies the Maurer-Cartan equation iff Xδ ◦ d = 0, where d = (dn) as constructed in
subsection 6.1. In other words, iff Xδ is a B := L[Q
0]/(Im d)-module.
Proof. (i) The first statement just follows by recalling the definition of M .
(ii) Note that a module Y : L[Q0] → k −Mod is a semisimple module iff Y1 = 0. Write
sδ =
∑
fk ⊗ sak. We will evaluate special ’characters’ χk defined by χk(ak′) = δk,k′,
the Kronecker delta. By (i) we have Xδ(χk) = fk. Hence (Xδ)1 = 0 iff fk = 0 for all k
and hence iff δ = 0.
(iii) Write sδ(i, j) =
∑
fk⊗sak and sδ
′(i, j) =
∑
f ′k⊗sak. By (i) for x ∈ X
′(i) (suppress-
ing the inclusions) Xδ(χ)(x) =
∑
χ(sak)fk(x) and Xδ′(χ) =
∑
χ(sak)f
′
k(x). For one
direction note that if sδ′ ⊆ sδ, then fk = f
′
k for x ∈ X
′(i), hence Xδ(χ)(x) = Xδ′(χ)(x)
for x ∈ X ′ and hence Xδ′ is a subrepresentation of Xδ. For the reverse direction note
that if Xδ′ is a subrepresentation of Xδ, then evaluating them on χk yields fk = f
′
k on
X ′. Hence (X ′0, sδ
′) is a pretwisted submodule of (X0, sδ).
(iv) This is proved analogously.
(v) The preceding item shows that the triangularity condition is equivalent to the existence
of a composition series. Hence to rationality.
(vi) For the last claim recall that [sFn⊗· · ·⊗sF1] was defined by [sFn⊗· · ·⊗sF1](χn⊗· · ·⊗
χ1) = (−1)
ε(←−χ ,
←−
sF )+1sFn(χn) ⊗ · · · ⊗ sF1(χ1). Note that because sδ ∈ (DsA)
0 we have
that ε(←−χ ,
←−−−−−−−
M(f ⊗ sa)) = 0. Hence we can replace [sFn ⊗ · · · ⊗ sF1] in the definition of
bcn by −(sFn⊗· · ·⊗ sF1). Furthermore, since M is an isomorphism,
∑
n b
a
n((sδ)
⊗n) = 0
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iff
0 =
∞∑
n=1
Mban((sδ)
⊗n) =
∑
n
bcnM
⊗n((sδ)⊗n)
= −
∑
n
vn((M(sδ))
⊗n)dn = −
∑
n
(Xδ)ndn = −Xδd
by Lemma 6.1, definition of bcn and the previous subsection.

Hence we define a twisted convolutional module to be a rational module over B, where
B is as defined in the foregoing proposition.
Thus there is a possibility to present the objects of the category of filtered modules as
the objects of a category of representations of a quiver with relations. Unfortunately the
morphisms cannot just be module homomorphisms since the category of filtered modules is
usually not abelian. The next section introduces the notion of a box which will enable us to
take care also of the morphisms in this category.
7. Boxes and their representations
7.1. Definition of box representations. In this section we recall the notion of a box,
formerly called bocs. ”The term bocs is an approximate acronym for bimodule over category
with coalgebra structure” (cf. [6, 2.3 Remarks]). Here we follow the convention of replacing
bocs by its existing homonym box as proposed in [13]. In our situation the underlying
category of the box will be the path category of a k-quiver with relations, so we can instead
regard it as an algebra. The category L[Q]/I which is isomorphic (as an algebra) to a basic
algebra B is sometimes called the spectroid associated to B. For a general introduction to
boxes in the context of Drozd’s tame and wild dichotomy theorem, see e.g. [11, 8, 12]. The
theory of left and right algebras we are using is contained in [7] or in the nice unpublished
manuscript [6]. For a more recent general introduction in a slightly different language, see
e.g. [1].
Definition 7.1. A box 2 B := (B,W, µ, ε) or simply B = (B,W ) consists of a category B,
a B-B-bimodule W , a coassociative B-bimodule comultiplication µ : W → W ⊗B W and a
corresponding B-bilinear counit ε : W → B. A box not necessarily having a counit will be
called a prebox.
Note that in this definitionW is not assumed to have any degree, so especially the Koszul-
Quillen sign rule does not apply.
For a box B we can define its category of representations. Unlike most categories of
representations however, this category will in general not be abelian; this is an advantage
for our purposes.
Definition 7.2. The category B−Mod (respectively B−mod) of representations (re-
spectively locally finite dimensional representations) of a box B is defined as follows:
(i) Objects of B−Mod (respectively B−mod) are B-modules (respectively locally finite
dimensional B-modules).
(ii) Morphisms between box representations X, Y ∈ B−Mod are given by
HomB(X, Y ) = HomB⊗Bop(W,Homk(X, Y )),
2In this case W is also called a B-coring by some authors, see e.g. [5].
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and for morphisms f ∈ HomB(X, Y ) and g ∈ HomB(Y, Z) their composition gf in
B−Mod is the morphism of box representations obtained by composing the following
B-B-bimodule homomorphisms:
W
µ
→W ⊗B W
g⊗f
→ Hom
k
(Y, Z)⊗B Homk(X, Y )
v2→ Hom
k
(X,Z).
(Here, v2 is the composition map defined in 6.1.)
The associativity of the composition inB−Mod follows from the coassociativity of µ. The
identity morphism in HomB(X,X) can be defined via the following composition of bimodule
homomorphisms (because of the counit property):
W
ε
→ B
δX→ Hom
k
(X,X),
where δX is the map which is uniquely determined by δX(1i) = 1X(i) (via the commutativity
of the diagrams for a natural transformation).
This is a slightly altered definition of morphism compared to the traditional one (see e.g.
[7, p. 93]). There, a morphism f : X → Y is given by a homomorphism of B-modules
f : W ⊗B X → Y . The composition of two such morphisms of box representations f and g
is then defined by composing the following B-module homomorphisms:
gf : W ⊗B X
µ⊗1X→ W ⊗B W ⊗B X
1W⊗f→ W ⊗B Y
g
→ Z.
A standard adjunction gives the canonical isomorphism
(⋄) HomB⊗Bop(W,Homk(X, Y )) ∼= HomB(W ⊗B X, Y ),
and that the two definitions of composition agree via this isomorphism.
7.2. Projective bimodules and boxes with projective kernel. Let B be a small cat-
egory with set of objects S (i.e. a category over S). Then a B-bimodule V is called a
projective B-bimodule if it is isomorphic to a direct sum of the representable functors
B(i,−) ⊗
k
B(−, j). The images ϕk of 1i ⊗ 1j in V are called generators of V . In this
case we also write V = ⊕BϕkB.
The Yoneda lemma implies the following universal property of projective B-bimodules
which essentially says that all projective objects in the category of B-bimodules are direct
summands of projective B-bimodules.
Lemma 7.3. Let ϕk : ik → jk be a system of generators of a projective bimodule
⊕
BϕkB.
Then for every bimodule M and any set of elements mk : ik → jk in M there exists a unique
bimodule homomorphism f :
⊕
BϕkB → M with f(ϕk) = mk.
In our setting B will be a finite dimensional basic algebra, regarded as a category via
B ∼= L[Q]/I. In this case it is well-known that the projective bimodules are exactly the
projective objects in the category of bimodules.
An important property of boxes for applying the theory of Burt and Butler in Section 10
is the following:
Definition 7.4. A box B = (B,W, µ, ε), such that B has finitely many objects and ε is
surjective, is said to have a projective kernel ifW := ker ε is a finitely generated projective
bimodule.
For more information on projective bimodules, see e.g. [8].
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7.3. Differential graded categories and boxes. We explain here the classical transition
from (certain) differential graded categories to boxes. The boxes in Section 8 will arise in
this way.
Lemma 7.5. Let B be a category over S and let U1 be a B-bimodule. Assume that the tensor
category U :=
⊕∞
i=0 U
⊗i
1 , where U
⊗0
1 = B, is endowed with a grading, such that |B| = 0 and
|U1| = 1. Suppose U is equipped with a differential d (a derivation of degree 1 that squares to
0). Denote by (d(B)) the B-bimodule generated by d(B), set W := U1/(d(B)), and denote
the canonical projection U1 → W by π. Then there is a prebox (B,W, µ), where µ is induced
by d1 : U1 → U1 ⊗ U1, i.e. (π ⊗B π)d1 = µπ.
Proof. We have π⊗2(d1(b1ub2)) = π
⊗2(d(b1)⊗ ub2 + b1d(u)b2 + b1u⊗ d(b2)) = b1π
⊗2(d1(u))b2
by definition of π. Hence µ is well-defined and a bimodule homomorphism. To prove coas-
sociativity note that
(µ⊗ 1− 1⊗ µ)µπ = (µ⊗ 1− 1⊗ µ)π⊗2d1
= (µπ ⊗ π − π ⊗ µπ)d1
= π⊗3((d1 ⊗ 1 + 1⊗ d1)d1)
= π⊗3d2|U1 = 0.
Note that the Koszul-Quillen sign rule forces the sign change from − to + as U1 and d are
of degree 1 and hence (1⊗ d1)(u⊗ u
′) = −u⊗ d1(u
′). 
Now we provide a box (without pre) version of this lemma:
Lemma 7.6. Let B be a category over S and let U1 be a B-bimodule. Furthermore, let
U1 = UΩ ⊕ U (as B-bimodules), such that UΩ is a projective bimodule UΩ =
⊕
i∈LBωiB,
where the ωi are generators which are images of 1i⊗1i. Suppose that the following conditions
hold:
(d1) d(ωi) = ωi ⊗ ωi,
(d2) for all b ∈ B(i, j) we have d(b) = ωjb− bωi + ∂b for some ∂b ∈ U ,
(d3) for all u ∈ U(i, j) we have d(u) = ωju+ uωi + ∂u for some ∂u ∈ U ⊗ U .
Let W,µ be as in the preceding lemma. Then there is a B-bimodule map ε˜ : U1 → B given by
ε˜(ωi) = 1i and ε˜(U) = 0. It induces a unique ε : W → B with ε˜ = επ such that (B,W, µ, ε)
is a box.
Proof. By definition and (d2) we have ε˜(d(B)) = 0. Thus ε is well-defined. To see the
property of the counit we compute:
(ε⊗ 1)µπ(u) = (ε⊗ 1)π⊗2d1(u) = (ε˜⊗ π)d1(u)
= (ε˜⊗ π)(ωj ⊗ u+ u⊗ ωi + ∂u) = 1j ⊗ π(u)
for u ∈ U(i, j) by (d3). and
(ε⊗ 1)µπ(ωi) = (ε˜⊗ π)(ωi ⊗ ωi + ri) = 1i ⊗ π(ωi)
by (d1). 
The next lemma gives a sufficient condition for the resulting box to have a projective
kernel, which is important for applying the theory of Burt and Butler in Section 10.
Lemma 7.7. IfB = (B,W ) is a box obtained as in the foregoing lemma and it is additionally
assumed that U is a projective bimodule, then W := ker ε is a projective bimodule.
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Proof. A direct calculation shows that the properties of d in the preceding lemma imply that
also ∂ gives B[U ] :=
⊕
i≥0 U
⊗i
the structure of a differential graded algebra. Our assignment
of a box to the differential graded algebra U then coincides (up to signs) with the standard
procedure of assigning a box to the differential graded algebra B[U ] described e.g. in [35] or
[5]. There the box (B,W ′) is defined by setting W ′ := B ⊕ U with a generator x of B with
the left action given by the left actions on B and U and the new right action defined by
(bx+ u) ∗ b′ := bb′x− b∂(b′) + ub′. Obviously there is a surjective B-bilinear map W ′ → W .
Thus, dimW ≤ dimW ′. Furthermore there is a surjective B-bilinear map π : U1 → W
′
with d(B) ⊂ ker(π). The induced map W → W ′ proves that W ∼= W ′ as B-bimodules
and comparing the comultiplications and the counits one sees that (B,W ) and (B,W ′) are
ismorphic as boxes. The box (B,W ′) obviously has a projective kernel. Thus, also (B,W )
has a projective kernel. 
7.4. Morphisms between box representations in terms of generators. In this sub-
section we are concerned with the question how to describe the morphisms in the category
of modules over a box in some sense similar to representations of quivers using the universal
property of projective bimodules. This makes it easier in the next section to translate the
twisted modules to the box setting.
Let X , Y be B-representations, where the box B = (B,W ) is built from a differential
graded tensor category as in the previous subsection (including the assumption that U is a
projective bimodule). Let I := (d(B)) and let Q1 be the k-quiver over S generated over k
by the ϕk, a set of generators for U1. Then
HomB⊗Bop(W,Homk(X, Y )) = HomB⊗Bop((
⊕
BϕkB)/I,Homk(X, Y ))
∼= {Φ ∈ HomB⊗Bop(
⊕
BϕkB,Homk(X, Y ))|Φ(I) = 0}
∼= {f ∈
⊕
i,j∈A
Hom
k
(Q1(i, j),Hom
k
(X(i), Y (j)))|Φf (I) = 0},
where Φf is given by Φf (b1ϕkb2) = b1f(ϕk)b2 and the claimed isomorphisms are isomorphisms
of vector spaces.
8. Filtered modules as box representation
Note that for the A∞-category A of extensions of ∆ the following properties hold:
(E1) Ai = 0 for all i < 0,
(E2) S, the underlying set of L, is finite and A(i, j) is finite dimensional for all i and j,
(E3) A is strictly unital, and
(E4) A is augmented.
(E1) and (E2) are immediate by definition and for (E3) and (E4), see e.g. [19, 3.5, 7.7]
Denote by Q the graded k-quiver DsA. By (E1) we have that Qi = 0 for i > 1. Let
T be the graded tensor category L[Q]. The following lemma is the crucial observation for
translating the category of filtered modules to the box language:
Lemma 8.1. (i) T is a differential graded category with respect to d induced by Db via
[25, Lemme 1.2.1.1], where b is the differential on sA, and the usual multiplication.
(ii) The ideal I generated by all Qi with i < 0 and all d(Q−1) is a differential ideal with
respect to the d constructed above.
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(iii) The factor U = T/I is a differential category freely generated over B = L[Q0]/(L[Q0] ∩ I)
by the k-quiver Q1. In particular, U satisfies the conditions of Lemma 7.5 and defines
a prebox B := (B,W, µ), where W = U1/(d(B)), and µ is induced by d.
(iv) For every i ∈ L denote by ωi the element dual to s1i. Then the augmentation decom-
position Q = DsLA ⊕ Ds ker η satisfies the assumptions of Lemma 7.6. In particular
the prebox B defines a box.
(v) This box B has a projective kernel.
Proof. (i) This follows immediately from dualising our definition of an A∞-category via
the bar construction as follows: Since D∆co
TsA
= µTDsA and 0 = D(b
2) = (Db)2 we have
that Db is a differential and hence T is a differential graded category.
(ii) Since d has degree 1 this is by construction.
(iii) Since d is of degree 1, d(I) ⊆ L[Q0]. Hence freeness follows.
(iv) Since A is strictly unital and augmented, the assumptions of Lemma 7.6 are satisfied.
(v) This is just Lemma 7.7.

Combining all the results, the following theorem establishes the description of filtered
modules that we need:
Theorem 8.2. Let A be a quasi-hereditary algebra with set of standard modules ∆. Then
there exists a directed box B = (B,W ) such that B−mod ≃ F(∆).
Proof. By the Theorem of Keller and Lefe`vre-Hasegawa (Theorem 5.4) it suffices to prove
that H0(twmodA) ∼= B−mod, where A = Ext∗(∆,∆), regarded as an A∞-category. Let B
be the box constructed in the previous lemma (with A as the input). On objects the defini-
tion of the functor F : H0(twmodA)→ B−mod has been given in Section 6, by performing
the following steps: First note that an object in H0(twmodA) is the same as an object in the
A∞-category twmodA, i.e. a pair (X0, δ), where δ satisfies (TM1) and (TM2). Using Lemma
6.1, these pairs are in one-to-one-correspondence with pairs (X0,M(sδ)), where L-module
X0 : Q0 → k−mod is a functor and X1 := M(sδ) : Q
0 → Hom
k
(X0, X0) is an L-bimodule
isomorphism, where Q0 = (DsA)0. Using Lemma 6.2, this corresponds to a module over the
path algebra L[Q0], which we denoted Xδ. Using Proposition 6.3, the conditions (TM1) and
(TM2) amount to saying that Xδ is in fact a B-module (where B is as constructed there).
As B coincides with the underlying algebra of the box B, the composition of these steps
provides the definition of the functor F on objects.
For the morphisms first note that H0(twmodA) = Z0(twmodA) since B0(twmodA) = 0
(this follows from the definition of twmodA as there is no Ext∗ in negative degrees).
Thus a morphism in H0(twmodA) is an f ∈ (addA(X, Y ))0 with b
tw
1 (sf) = 0. Us-
ing again the isofunctor M this corresponds to an L-bimodule homomorphism M(sf) ∈
Hom
k
(Q1,Hom
k
(X, Y )). It remains to prove that the condition btw1 (sf) = 0 is equivalent to
Φf (I) = 0. In fact, by the results of subsection 7.4, the latter condition precisely defines a
morphism in the category of modules for B. The following calculation shows that indeed
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btw1 (sf) = 0 is equivalent to Φf (I) = 0:
0 = Mbtw1 (sf) = M
∑
i0,i1∈N0
ba1+i0+i1((sδ)
⊗i1 ⊗ sf ⊗ (sδ)⊗i0)
=
∑
bc1+i0+i1M
⊗(1+i0+i1)((sδ)⊗i1 ⊗ sf ⊗ (sδ)⊗i0)
=
∑
v1+i0+i1 [M(sδ)
⊗i1 ⊗Mf ⊗M(sδ)⊗i0 ]d1+i0+i1
= −
∑
(Φf )1+i0+i1,i0+1(d1+i0+i1)
= −Φf ◦ d
since the degrees of the sδ are zero, whence they contribute no sign and if the resulting
expression is non-zero, the Mf is not ’switched’ with any element of non-zero degree. Thus,
the composition of these steps defines the functor F on morphisms.
For checking functoriality, the calculation is similar:
Mbtw2 (sf, sg) =
∑
Mba2+i0+i1+i2((sδ)
⊗i2 ⊗ sf ⊗ (sδ)⊗i1 ⊗ sg ⊗ (sδ)⊗i0)
=
∑
bc2+i0+i1+i2M
⊗(2+i0+i1+i2((sδ)⊗i2 ⊗ sf ⊗ (sδ)⊗i1 ⊗ sg ⊗ (sδ)⊗i0)
=
∑
v2+i0+i1+i2 [M(sδ)
⊗i2 ⊗M(sf)⊗M(sδ)⊗i1 ⊗M(sg)⊗M(sδ)⊗i0 ]d2+i0+i1+i2
Again the M(sδ) do not contribute a sign, and if the expression is non-zero, the M(sf) is
’switched’ exactly once with an element of degree 1. So the sign in the last row given by [· · · ]
compared to the tensor product (without the Koszul-Quillen sign rule) is +1, independent
of the summand. Thus the two compositions coincide. 
9. Exact structure on representations of boxes
In this section we want to construct an exact structure on the category B−mod, where
B is a box constructed by Lemma 8.1. The general strategy follows [1] but we have to take
extra care because the underlying algebra of our box may have relations. The first lemma
in this section describes the category of representations for the special boxes we construct
in a way similar to the category of quiver representations.
Lemma 9.1. Let B be a box constructed in Lemma 8.1. Let d(r) = r−1 + ∂r where r−1 is
in the ideal generated by Q−1 and ∂r ∈ L[Q0]. Then the category B−mod can be described
as follows:
(i) Objects are given by representations X of L[Q0] satisfying X(∂(r)) = 0 for all r ∈ Q−1.
(ii) Let ωi := Ds1i and let QΩ be the k-subquiver of Q
1 given by the ωi. Let Q be a direct
complement of QΩ in Q
1. Let p : L[Q] → L[Q] be the map factoring out the ideal
spanned by all Q≤−1. Let X and Y be in B− mod. Then a morphism f : X → Y is
given by a map fq : X(s(q))→ Y (t(q)) for every q ∈ Q
1 satisfying Φf (p(d(b))) = 0 for
all b ∈ Q0, where Φf (b1ϕb2) = b1f(ϕ)b2 for b1, b2 ∈ L[Q
0], ϕ ∈ Q1. Abbreviate fωi by
fi.
(iii) For the composition note that pd(ϕ) = ωjϕ + ϕωi + ∂ϕ for ϕ ∈ Q(i, j) with ∂ϕ ∈
L[Q0 ⊕Q]. Use Sweedler notation to write ∂ϕ =
∑
(ϕ) b3ϕ2b2ϕ1b1 with bk ∈ L[Q
0] and
ϕk ∈ Q. Then, (fg)i = figi and (fg)ϕ = fjgϕ + fϕgi +
∑
(ϕ) b3fϕ2b2fϕ1b1.
Proof. This follows as in Subsection 7.4, replacing B with L[Q0]. 
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We assume that the quiver Q is directed. We define a valuation ν : Q → N0 by ν(a) =
t(a) − s(a). In the remainder we will prove many statements by induction on ν(a). This
strategy is similar to the classical situation of free triangular boxes. Also similarly to the
classical situation in the following proposition and the lemma thereafter we introduce certain
normal forms for epimorphisms and monomorphisms.
Proposition 9.2. Let B be a box constructed in Lemma 8.1. Let X ∈ B − mod be a
representation and (Yi)
n
i=1 be k-vector spaces with vector space isomorphisms fi : X(i)→ Yi
(respectively gi : Yi → X(i)) and vector space homomorphisms fϕ : X(i)→ Yj (respectively
gϕ : Yi → X(j)) for any ϕ ∈ Q(i, j). Then there is a unique representation Y ∈ B−mod
and a morphism f : X → Y (respectively g : Y → X) such that Y (i) = Yi with the predefined
fi (respectively gi) for all i ∈ Q0 and predefined fϕ (respectively gϕ) for all ϕ ∈ Q.
Proof. We only prove the case f : X → Y . The other case is dual. We define Y (a) induc-
tively by induction on ν(a). For ν(a) = 1 we can define Y (a) := ft(a)(X(a) + Φf (∂a))f
−1
s(a).
By induction we can assume that Y (b) is defined for all b ∈ Q0 with ν(b) < k and that
furthermore for any r ∈ Q−1 with ν(r) < k holds Y (∂r) = 0. For f to be a representation
we want that
0 = Φf (pd(a)) = Φf (ωt(a)a− aωs(a) + ∂a)
= ft(a)X(a)− Y (a)fs(a) + Φf (∂a),
where p : L[Q] → L[Q] is as before the map factoring out the ideal spanned by all Q≤−1.
Since by induction Φf has been constructed on all constituents of ∂a one can define Y (a) :=
(ft(a)X(a) + Φf (∂a))f
−1
s(a). We have to check that Y defined like this satisfies Y (∂r) = 0 for
all r with ν(r) = k. We furthermore have that Φf is defined on all constituents of d(∂r) and
Φf (d(∂r)) = 0. Thus:
0 = Φf(pd(∂r)) = Φf(ωt(r)∂r − ∂rωs(r) + p∂
2r)
= ft(r)X(∂r)− Y (∂r)fs(r)
Since X is a representation of B it satisfies X(∂r) = 0, and as the fi are isomorphisms
Y (∂r) = 0 as well. 
Lemma 9.3. Let B be a box constructed in Lemma 8.1. Let f : X → Y be a morphism in
B−mod such that for any i the map fi : X(i) → Y (i) is an epimorphism (respectively a
monomorphism). Then there exists a representation Z ∈ B − mod and a homomorphism
h : Z → X (respectively h : Y → Z), such that hi are isomorphisms and (fh)ϕ = 0
(respectively (hf)ϕ = 0) for all ϕ ∈ Q.
Proof. We only prove the case of fi being epimorphisms. The other statement is dual. Let
Q1ν≤k = {a ∈ Q
1|ν(a) ≤ k}. Then the claim follows by induction on k from the following:
Claim: Suppose fq = 0 for all q ∈ Q
1
ν≤k, then there exists a morphism h : Z → X in
B−mod with hi an isomorphism and (fh)ϕ = 0 for all ϕ ∈ Q
1
ν≤k+1(i, j).
Let f ′i be a right inverse of fi. Now, use the foregoing proposition with hi = 1X(i) and
hϕ = −f
′
t(ϕ)fϕ to define a representation Z and a morphism h : Z → X in B − mod.
Obviously, hi is an isomorphism and by using Sweedler notation we have for ϕ ∈ Q
1
ν≤k+1:
(fh)ϕ = fjhϕ + fϕhi +
∑
(ϕ)
b3fϕ2b2hϕ1b1 = −fjf
′
t(ϕ)fϕ + fϕ = 0.

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Lemma 9.4. Let B be a box constructed in Lemma 8.1. A morphism f : X → Y in B−mod
is an isomorphism iff all fi are isomorphisms of k-vector spaces.
Proof. If f is an isomorphism in B−mod, then there exists g with fg = 1Y and in particular
(fg)i = figi = 1Y (i). Dually also gifi = 1X(i). Hence fi is an isomorphism.
Conversely, assume that f is a morphism in B with all fi being isomorphisms. By the
preceding lemma there exists a morphism h with all hi being isomorphisms and (hf)ϕ = 0
for all ϕ ∈ Q. Hence (hf)i are isomorphisms and (hf)ϕ = 0. Thus (hf) is in the image of
the functor π∗B : B−mod→ B−mod being the identity on objects and sending a morphism
(li)
n
i=1 to the morphism with the same li and lϕ = 0 for all ϕ ∈ Q. Thus, hf is the image of
an isomorphism and hence, is an isomorphism. Thus, f is a section. Dually, using the other
part of the foregoing proposition, one can show that f also is a retraction. 
Proposition 9.5. Let B be a box constructed in Lemma 8.1. Then B−mod is fully additive
(also called idempotent complete or Karoubian), i.e. if e ∈ HomB(X,X) is an idempotent,
then there is a box representation Y and morphisms of box representations π : X → Y and
ι : Y → X such that e = ιπ and πι = idY .
Proof. We show that every idempotent e in B−mod is conjugate to an idempotent in the
image of the embedding functor π∗B : B −mod → B−mod. If this is true, i.e. e
′ = h−1eh
with e′ in the image, then e′ obviously is an idempotent and splits (first in B − mod, and
by applying the embedding functor also in B − mod). This means that there exist f, g
morphisms in B−mod with gf = e′ and fg = 1Y for some Y . Hence e = (hg)(fh
−1) and
(fh−1)(hg) = 1Y . Thus, e also splits.
To show the conjugacy we again use induction and the following claim:
Claim: Suppose eq = 0 for all q ∈ Q
1
ν≤k, then there exists an isomorphism h : Z → X
in B−mod with (h−1eh)ϕ = 0 for all ϕ ∈ Q
1
ν≤k+1.
Since e is an idempotent, also ei is an idempotent for all i as e
2
i = (e
2)i = ei. For ϕ ∈ Q
1
ν≤k+1
we have eϕ = (e
2)ϕ = et(ϕ)eϕ + eϕes(ϕ). By multiplying with et(ϕ) and es(ϕ) from the left and
right, respectively, we get et(ϕ)eϕes(ϕ) = 0.
Using Proposition 9.2 with hi = 1X(i) and hϕ = eϕ(2es(ϕ)− 1X(s(ϕ))) we get an isomorphism
h : Z → X . Let g := h−1 : X → Z. Then gi = 1X(i) and, since for ϕ ∈ Q
1
ν≤k+1 we have
0 = (gh)ϕ = gt(ϕ)hϕ + gϕhs(ϕ) +
∑
(ϕ) b3gϕ1b2hϕ2b1 = hϕ + gϕ we obtain for ϕ ∈ Q
1
ν≤k+1 that
gϕ = −hϕ. Thus, for ϕ ∈ Q
1
ν≤k+1 we have:
(geh)ϕ = gt(ϕ)(eh)ϕ + gϕ(eh)s(ϕ)
= gt(ϕ)(et(ϕ)hϕ + eϕhs(ϕ))− hϕes(ϕ)
= et(ϕ)eϕ(2es(ϕ) − 1X(s(ϕ))) + eϕ − (eϕ(2es(ϕ) − 1X(s(ϕ))))es(ϕ)
= −et(ϕ)eϕ + eϕ − 2eϕes(ϕ) + eϕes(ϕ)
= (e− e2)ϕ = 0.

Definition 9.6. Let C be an additive k-category with a class of exact pairs, i.e. pairs of
morphisms (f, g) with g a cokernel of f and f a kernel of g, in C closed under isomorphisms.
The maps f (resp. the maps g) in exact pairs (f, g) are called inflations (resp. deflations).
Then C is called an exact category iff
(E1) The composition of deflations is a deflation.
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(E2) For each morphism Z ′ → Z and each deflation d : Y → Z, there exists a morphism
f ′ : Y ′ → Y and a deflation d′ : Y ′ → Z such that df ′ = fd′.
(E3) Identities are deflations. If gf is a deflation, then so is g.
(E3)op Identities are inflations. If gf is an inflation, then so is f .
We will later prove that the category B − mod is an exact category with the following
notion of exact pairs:
Definition 9.7. Let f : X → Y , g : Y → Z be morphisms in B−mod. Then (f, g) is called
an exact pair if gf = 0 and the sequence 0 → X(i)
fi
→ Y (i)
gi
→ Z(i) → 0 is (split) exact
for every i.
Furthermore define an equivalence relation on the exact pairs starting in X and ending in
Z by setting (f, g) ∼ (f ′, g′) if there exists an isomorphism h : Y → Y ′ with f ′ = hf and
g′ = gh−1.
Lemma 9.8. Let B be a box constructed in Lemma 8.1. Every exact pair is equivalent to
one of the form π∗B(E) for an exact sequence E in B −mod.
Proof. Let X
f
→ Y
g
→ Z be an exact pair. Then, by Proposition 9.2 there exists an isomor-
phism h : Y → Y ′ such that the following diagram commutes:
X
f // Y
g //
h

Z
X
f ′ // Y ′
gh−1 // Z,
where f ′ is a morphism with f ′i = fi for all i and fϕ = 0 for all ϕ ∈ Q. Thus, we can and
will assume that fϕ = 0 for all ϕ ∈ Q. The proof follows by induction from the following
claim:
Claim: If gϕ = 0 for all ϕ ∈ Q
1
ν≤k, then the exact pair is equivalent via h to a pair
(h−1f) and (gh) with (h−1f)ϕ = 0 for all ϕ ∈ Q and (gh)ϕ = 0 for all ϕ ∈ Q
1
ν≤k+1.
Using Proposition 9.2 let h : Y → Y ′ be the morphism given by hi = 1Y (i) and hϕ = g
′
igϕ,
where g′i is a right inverse of gi. We have to show (a) that (hf)ϕ = 0 for all ϕ ∈ Q and (b)
that (gh−1)ϕ = 0 for all ϕ ∈ Q
1
ν≤k+1.
For (a) note that since 0 = gf we have for ϕ ∈ Q1ν≤k+1 that 0 = (gf)ϕ = gt(ϕ)fϕ + gϕfs(ϕ) =
gϕfs(ϕ). Thus, we have (hf)ϕ = ht(ϕ)fϕ + hϕfs(ϕ) = g
′
t(ϕ)gϕfs(ϕ) = 0. For (b) note that since
hh−1 = 1Y ′ we have that 0 = (hh
−1)ϕ = ht(ϕ)(h
−1)ϕ + hϕ(h
−1)s(ϕ) = (h
−1)ϕ + hϕ for all
ϕ ∈ Q1ν≤k+1. Thus, we have
(gh−1)ϕ = gt(ϕ)(h
−1)ϕ + gϕ(h
−1)s(ϕ)
= −gt(ϕ)hϕ + gϕ = −gt(ϕ)g
′
t(ϕ)gϕ + gϕ = 0

Next, we show that our notion of an exact pair coincides with the usual notion in exact
categories:
Lemma 9.9. Let X
f
→ Y
g
→ Z be an exact pair in B−mod. Then f is a kernel of g and
g is a cokernel of f .
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Proof. It suffices to prove that the exact pairs of the form π∗B(E) satisfy this property since
the notion of being a kernel or a cokernel does not change under isomorphism.
So suppose an exact pair X
f
→ Y
g
→ Z is induced from B − mod and suppose there is
a morphism n : N → Y in B − mod with gn = 0. Then gini = 0 and 0 = (gn)ϕ =
gt(ϕ)nϕ + gϕns(ϕ) +
∑
(ϕ) b3gϕ2b2nϕ1b1 = gt(ϕ)nϕ since g is induced. Thus, since fi is a kernel
of gi there are unique maps li and lϕ such that fili = ni and fs(ϕ)lϕ = nϕ. It remains to
prove that these li, lϕ define a morphism in B−mod. For this, note that n is a morphism in
B−mod. Hence if we denote ∂b =
∑
(b) b2ϕb1 the following equality holds: 0 = Φn(pd(b)) =
ft(a)lt(a)b−bfs(a)ls(a)+
∑
(b) b2fs(ϕ)lϕb1. Since f is in fact a morphism in B−mod, it commutes
with elements of b. Hence we can multiply with a left inverse of f and get the equality
0 = Φl(pd(b)). 
Lemma 9.10. The deflations (respectively inflations) are exactly those morphisms g, such
that gi is an epimorphism (respectively monomorphism) for all i.
Proof. We only prove the case of deflations, the other case follows by dual arguments. Let
g : Y → Z be a morphism with all gi being epimorphisms. Then by Lemma 9.3 there exists
an isomorphism h : Y ′ → Y with g′ := gh being induced and (gh)i = gi for all i. Let
f ′ be the kernel of g′ in B − mod. By the preceding lemma, by embedding f ′ is also the
kernel of g′ in B−mod. Then defining f := hf ′ gives an exact pair (f, g), and hence g is a
deflation. 
Theorem 9.11. Let B be a box constructed in Lemma 8.1. Then B − mod is an exact
category.
Proof. The properties (E1), (E3) and (E3)op follow immediately from the foregoing lemma.
For (E2) let X
i
→ Y
d
→ Z be an exact pair and f : Z ′ → Z be a morphism in B − mod.
Then by the preceding lemma since d is a deflation, also (d, f) : Y ⊕ Z ′ → Z is a deflation.
Thus there exists an exact pair (
(
−f ′
d′
)
, (d, f)). In particular dif
′
i = fid
′
i gives a pullback-
diagram in B−mod. Hence d′ (d′i being parallel to di) is a deflation by the foregoing lemma.
Thus, we have proved (E2). 
In the next section we will construct an exact functor R ⊗B − which allows us to see
this exact category as the full subcategory of an abelian category with the exact structure
induced from that.
10. Boxes: Burt-Butler theory
In this section, we are going to review the relevant part of the results by Burt and Butler;
the definition of the left and right Burt-Butler algebras (just called L and R by Burt and
Butler), basic properties of these algebras and the description of the category of represen-
tations of a box as categories of induced or coinduced modules inside the module categories
of the left and right algebras, respectively. We do not need any facts from the sophisticated
representation theory of boxes, only the definition and some basic techniques on coalgebras
and from homological algebra. All material is taken from [7]; another exposition of the same
material is contained in [6]. Throughout this section, B is assumed to be a basic finite
dimensional algebra. We have already seen that we can regard this as a category by fixing
an isomorphism B ∼= L[Q]/I.
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10.1. Left and right Burt-Butler algebras. The left or right B-module B is, by defini-
tion, a left or right representation of the box B (here right representation is defined by the
obvious ’dual’ of left representation) and as such has endomorphism rings. These turn out
to be exactly the algebras we are looking for. These have been studied by Burt and Butler
[7] under the name left and right algebra of a box, respectively.
Definition 10.1. The left Burt-Butler algebra LB = L of a given box B = (B,W ) is
the endomorphism ring EndBop(B) ∼= HomB(WB, BB) (compare (⋄) on page 16) of the right
module B, i.e. with multiplication e · f : W
µ
→ W ⊗W
f⊗1
→ B ⊗W ≃W
e
→ B for e, f ∈ L.
The right Burt-Butler algebra RB = R of a given box B is the algebra EndB(B)
op ∼=
HomB(BW, BB) (compare (⋄) on page 16) of the left module B, i.e. with multiplication
e · f : W
µ
→ W ⊗W
1⊗e
→ W ⊗B ≃W
f
→ B for e, f ∈ L.
In both cases, ε (the counit of B) is the identity element of L and R, respectively.
10.2. Representations of boxes as induced and coinduced modules. It is proven in [7,
Proposition 1.2] that there is an L-R-bimodule structure on W . This bimodule structure on
LWR defines functorsW⊗R− : R−Mod→ L−Mod and HomL(W,−) : L−Mod→ R−Mod,
which will be seen to restrict to equivalences between certain subcategories.
Definition 10.2. The category Ind(B,R) of induced modules is the full subcategory of
R−mod whose objects are of the form RM ≃ R⊗BX for some finitely generated B-module
X .
The category CoInd(B,L) of coinduced modules is the full subcategory of L − mod
whose objects are of the form LM ≃ HomB(L,X) for some finitely generated B-module X .
Proposition 10.3 ([7, Proposition 2.2]). Let B be a box with projective kernel. Then there
is a natural isomorphism R ⊗B − ∼= HomB(W,−) of functors B −mod → R − mod and a
natural isomorphism W ⊗B− ∼= HomB(L,−) of functors B−mod→ L−mod. In particular
these functors are exact.
Theorem 10.4 ([7, Theorems 2.2, 2.4, 2.5]). Let B = (B,W ) be a box with projective
kernel. The categories Ind(B,R) and CoInd(B,L) of (co-)induced modules are equivalent to
the category B−mod of representations of the box B.
10.3. Comparing extensions. For the ’if’ part of our main theorem the following result
on comparison of extensions turns out to be useful for proving that the induced modules
form a standardisable set of modules:
Theorem 10.5 ([7, Corollary 3.5]). Suppose B = (B,W ) is a box with projective kernel.
Then the categories Ind(B,R) and CoInd(B,L) are closed under extensions and every such
extension is induced by an extension in B −mod. Furthermore there are maps
ExtnB(X, Y )→ Ext
n
R(R⊗B X,R⊗B Y )
and
ExtnB(X, Y )→ Ext
n
L(HomB(L,X),HomB(L, Y ))
which are epimorphisms for n = 1 and isomorphisms for n ≥ 2.
Furthermore the following theorem will imply Ringel’s theorem about the existence of
almost split sequences for the category of filtered modules:
Theorem 10.6 ([7, Theorem 4.1][6, 14.3,14.4 Proposition]). Suppose that B = (B,W ) is a
box with projective kernel such that B−mod is fully additive. Then the category B−mod
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(and hence also the equivalent categories Ind(B,R) and CoInd(B,L)) admit almost split
sequences. Furthermore the functors R ⊗B − : B − mod → R − mod and HomB(L,−) :
B−mod→ L−mod send almost split sequences with indecomposable end terms in B−mod
to almost split sequences or to split sequences.
10.4. Double centraliser and Ext-injectives. A certain double centraliser property is
ubiquitous in the theory of quasi-hereditary algebras, thus it is mandatory to also have it
for the boxes we want to consider:
Theorem 10.7 ([7, Proposition 2.7]). Let B = (B,W ) be a box with projective kernel. Then
there is a double centraliser property:
L ∼= EndRop(W ) and R
op ∼= EndL(W ).
To prove that the left and right algebra of a box are Ringel dual to each other the following
proposition will be useful:
Theorem 10.8 ([7, Theorem 5.2]). Suppose that B = (B,W ) is a box with projective kernel
such that B− mod is fully additive. Then a module in Ind(B,R) is Ext-projective iff it is
projective and Ext-injective iff it belongs to add(DW ).
11. Proofs of the main results, and some corollaries
In this section we will collect all the results and prove our main theorems. We start by
definining the class of directed boxes:
Definition 11.1. The bigraph of a box with projective kernel is given by the quiver of
B as the set of degree 0 arrows and for every copy of Bei ⊗ ejB in W , a dashed arrow
j //❴❴❴ i . A box with projective kernel is called directed provided its bigraph is directed
as an oriented graph.
The following theorem is the ’if’ direction of our main theorem. It appeared in a special
case in a slightly different language already in [3] (see also [9, 38]).
Theorem 11.2. Let B = (B,W ) be a directed box. Then the left and right algebra of B are
quasi-hereditary algebras.
Proof. Let ∆(i) := R⊗B L(i). Then according to the Ext-comparison (Theorem 10.5) these
modules have no extensions in one direction (because the algebra B has none). For the ho-
momorphisms note that HomR(∆(i),∆(j)) ∼= HomB(L(i), L(j)) = HomB(W ⊗L(i), L(j)).
Since W is a factor of a bimodule with direct summands Bek ⊗ elB for k ≥ l, HomB(W ⊗
L(i), L(j)) is nonzero only if i ≤ j as B is directed. Hence, ∆(1), . . . ,∆(n) form a standard
system and R ∼= R⊗B B is a projective generator. Thus R is quasi-hereditary.
The proof for L gives modules ∇(i) := HomB(L, L(i)) which form a standard system, such
that F(∇) contains the injective cogenerator D(L) ∼= HomB(L,DB). Hence L is quasi-
hereditary by the dual statement of the standardisation theorem. 
The following part is the ’only if’ direction which is the direction where all the machinery
developed in this article is needed.
Theorem 11.3. Let ∆ be a standard system in an abelian k-category and let F(∆) be the
category of objects with a ∆-filtration. Then there exists a directed box B = (B,W ) such
that F(∆) is equivalent as an exact k-category to the category B−mod of finitely generated
B-representations.
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Moreover F(∆) is equivalent as an exact k-category to the category of ∆-filtered modules
for the quasi-hereditary algebra RB.
In particular, every quasi-hereditary algebra (A,≤) is Morita equivalent with the same
quasi-hereditary structure to the right Burt-Butler algebra of a directed box.
Proof. We have already constructed a directed box B with the wanted properties in the
previous sections. By the previous theorem, the right Burt-Butler algebra of that box is
a quasi-hereditary algebra and the results from the previous section by Burt and Butler
guarantee that the category of filtered modules F(∆) is equivalent for the quasi-hereditary
algebras A and RB. Then the uniqueness-part of the Dlab-Ringel standardisation theorem
(Theorem 2.1) tells us that the two algebras must be Morita equivalent. 
Note that when starting the translation procedure upon which the above proof is based
with a quasi-hereditary algebra (A,≤), the algebra A gets lost already in the first step,
which only keeps the category F(∆) up to categorical equivalence. Hence the resulting
quasi-hereditary algebra RB is Morita equivalent, but not necessarily isomorphic to A.
In the Appendix A.3 we will recall and discuss an example of [23], which in the present
context shows that RB need not, in general, be isomorphic to A itself.
Corollary 11.4. For every quasi-hereditary algebra A there is a Morita equivalent algebra
R which has an exact Borel subalgebra B.
Proof. Let B be the algebra from the box B = (B,W ) constructed above. Obviously B is
directed, B → R, b 7→ bε provides an inclusion, the tensor functor is exact by Proposition
10.3 and sends the simples to the standard modules by construction. 
Theorem 11.5. Let B be a box with projective kernel. Then LB is Morita equivalent to the
Ringel dual of RB. In particular F(∇L) ∼= F(∆R) and vice versa.
Proof. SinceB−mod is equivalent to F(∆), it is of course fully additive. Hence (by Theorem
10.8)DW contains exactly the Ext-injective objects ofB−mod ∼= F(∆) as direct summands.
It is well known (see e.g. [34]) that the same is true for T . Hence addDW ∼= addT via
the restriction of the equivalence B−mod ∼= A−mod, where T is the characteristic tilting
module of A. Thus EndR(DW )
op ∼= EndRop(W ) ∼= L (by Theorem 10.7) is Morita equivalent
to the Ringel dual of A.
The last claim follows since by Theorem 10.4 both are equivalent to B−mod via inducing
(respectively coinducing). 
Corollary 11.6 ([34, Theorem 2]). The category F(∆) has almost split sequences. Further-
more whenever (B,W ) is a directed box, then the functor R ⊗B − : B − modB → F(∆R)
sends almost split sequences with indecomposable end terms in B − mod to almost split
sequences or to split sequences.
Proof. This follows immediately from Theorem 10.6. 
Also other results can now be reproven from the corresponding results for boxes, e.g. the
following:
Corollary 11.7 ([34, Theorem 5]). The characteristic tilting module is a tilting module.
Proof. The corresponding result is that W is a cotilting module by [7, Theorem 5.1]. Thus,
DW is a tilting module. 
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With repsect to extensions a directed box of a quasi-hereditary algebra contains more
information than an arbitrary exact Borel subalgebra:
Corollary 11.8. Let B = (B,W ) be a directed box, RB be its right algebra. Then the class
of induced modules from B to RB is closed under extensions. Given B-modules X, Y there
is a map
ExtnB(X, Y )→ Ext
n
R(R⊗B X,R⊗B Y )
which is an epimorphism for n = 1 and an isomorphism for n ≥ 2. A similar claim holds
for LB.
Proof. This follows immediately from Theorem 10.5. 
An example where this is not true for an exact Borel subalgebra not coming from a box
is discussed in Appendix A.4.
The Ringel dual of an algebra can also be constructed as the opposite algebra of the right
algebra of the ’opposite’ box:
Proposition 11.9. Let B = (B,W ) be a box. Then there is a box Bop = (Bop,W op) such
that LB ∼= R
op
Bop. In particular R(R(A)
op)op ∼= A.
Proof. Let B = (B,W ) be a box. Then Bop is also a category and each B-B-bimodule can
also be regarded as a Bop-Bop-bimodule via the equivalence of right B- and left Bop-modules
(and vice versa). Denote W , regarded as a Bop-Bop-bimodule, as W op. Write µ in Sweedler
notation, i.e. µ(v) =
∑
v(1) ⊗ v(2), then µ
op is given by µop(v) =
∑
v(2) ⊗ v(1). Hence if we
compare the multiplication e · f in the left algebra HomB(WB, BB):
W
µ
→ W ⊗B W
f⊗1
→ B ⊗B W
∼
→W
e
→ B
with the multiplication eop ∗ f op = f op · eop in the opposite algebra of the right algebra
HomB(BW, BB)
op:
W op
µop
→ W op ⊗Bop W
op 1⊗f
op
→ W op ⊗Bop B
op ∼→ W op
eop
→ Bop
we get the same resulting map v 7→ e(f(v(1))v(2)) = e
op(v(2) ∗ f
op(v(1))).
Since taking the opposite algebra twice gives back the original algebra, there is an isomor-
phism R(R(A)op)op ∼= A. 
Appendix A. Examples
A.1. The regular block of sl2. Our series of examples starts with the basic algebra A
corresponding to a regular block of sl2, that is the algebra given by the following quiver:
2
α // 1
β
oo
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with the relation βα, where we compose arrows like linear maps. It has the following pro-
jective modules (written in terms of their socle series) with standard modules having com-
position factors corresponding to the ’boxed’ vertices:
1
β

2
α

2
α

1 1
The A∞-Yoneda category A looks as follows:
∆(1) // //❴❴❴ ∆(2)
where the solid arrow (of degree 1) corresponds to the extension of ∆(2) by ∆(1) given by
P (1) and the dashed arrow corresponds to the inclusion of ∆(1) in ∆(2). The multiplications
all equal zero except for the ones with the identity morphisms that we have omitted in our
picture. This is because b1 is always zero since the Yoneda category is a minimal model, i.e.
the homology of some algebra, and b≥2 are zero as there are no paths of length ≥ 2 in the
graded quiver. Now we have to compute DsA according to our procedure. This is given by
the following quiver (here we have included the duals of the identity morphisms).
∆(1)
ω1
77♣✱ ✐
a //
ϕ
//❴❴❴ ∆(2)
ω2
gg
◆
✒❯
So a Borel subalgebra is given by the path algebra of the Dynkin quiver A2. To compute
the right algebra of the box (which according to our results is Morita equivalent to the
regular block of sl2) we have to compute the opposite of the endomorphism algebra of B, as
a representation of the box.
A representation of that box is by definition a representation of B and a morphism of box
representations is an assignment of linear maps making the following square commutative
(were the map on the diagonal doesn’t satisfy any conditions since ∂a = 0):
V1
fω1 //❴❴❴
Va

fϕ
❇
❇
  ❇
❇
W1
Wa

V2
fω2
//❴❴❴ W2
So for the box representation B we get the following diagram:
k
x //❴❴❴
1
0




λ
µ


  
k
1
0



k
2
x y
0 z


//❴❴❴
k
2
The resulting opposite endomorphism algebra is 5-dimensional, and isomorphic to A. To
check this fact by computing the composition of such maps, we write two such morphisms
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next to each other (one with primes and one without). Since ∂v = 0 we just have to compute
the composition corresponding to ω2v+ vω1 to get the resulting map on the diagonal. Since
the ωi are grouplike, the corresponding maps are given by the composition of the maps
corresponding to the ωi:
k
x //❴❴❴❴❴❴❴

1
0




λ
µ


❄
❄
❄
❄
❄
❄
k

λ
′
µ′


❄
❄
❄
❄
❄
❄

1
0



x′ //❴❴❴❴❴❴❴
k

1
0



k
x′x //❴❴❴❴❴❴❴

x
′λ+ y′µ+ λ′x
z′µ+ µ′x


❄
❄
❄
❄
❄
k
=
k
2 
x y
0 z


//❴❴❴❴❴❴
k
2 
x
′ y′
0 z′


//❴❴❴❴❴❴
k
2
k
2
x
′x x′y + y′z
0 z′z


//❴❴❴❴❴❴
k
2
We have omitted the solid arrows in the rightmost diagram to make it more readable. This
algebra can be represented by the following matrix algebra which is isomorphic to Aop:

x y λ0 z µ
0 0 x


That the right algebra of the box is isomorphic (and not only Morita equivalent) to the
original basic algebra we started with seems to be a low rank phenomenon. Even in the
case of blocks of category O (which were proven to have exact Borel subalgebras in [23])
we will usually get ’bigger’ algebras. This happens for example already for the singular
block of sl3 or for the block of the parabolic version of category O corresponding to the Levi
subalgebra gl1(C)⊕ gl2(C) ⊆ gl3(C). In the latter case the A∞-structure on the Ext-algebra
was computed by Klamt and Stroppel in [21].
A.2. An example from the reduction algorithm. The next example gives counterex-
amples to some tempting conjectures, i.e. that the directed box giving a quasi-hereditary
algebra is unique or that the connectedness of the biquiver given by the box implies the
connectedness of the algebra. We modify the box obtained in the last example slightly, so
that a becomes a so-called irregular or superfluous arrow:
1
ω1
;;❢♣✱ ✐ t
a //
v
//❴❴❴ 2
ω2
cc
❳ ◆
✒❯
❏
with ∂a = v (and ∂v = 0). A box representation is still a representation of B as before but
morphisms involve the diagonal, i.e. by (d2) we must have fω2Va −Wafω1 + fϕ = 0.
V1
fω1 //❴❴❴
Va

fϕ
❇❇
  ❇
❇
W1
Wa

V2
fω2
//❴❴❴ W2
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For the possible endomorphisms of B we thus get:
k
λ //❴❴❴❴❴❴

λ− r
−t


❄
❄
❄
❄
k
k
2 
r s
t u


//❴❴❴❴❴
k
2
It is easy to see (the diagonal is determined by the matrix rings) that the composition of
two morphisms just corresponds to the multiplication in the matrix rings. Thus the right
algebra (which is again 5-dimensional) of the box is:

λ 0 00 r s
0 t u


If we would do our process with the basic algebra corresponding to that algebra, i.e. k× k
we would end up with the following box:
1
ω1
;;❢♣✱ ✐ t
2
ω2
cc
❳ ◆
✒❯
❏
That the two boxes have equivalent representation categories was known before under the
name of ’regularisation’.
A.3. An algebra not having an exact Borel subalgebra. As remarked above, not every
algebra has an exact Borel subalgebra. The following example mentioned in [23] is such an
algebra. But there is an error in the argument in [23]. In contrast to our main theorem it is
claimed that there is no Morita equivalent version having an exact Borel subalgebra. Here
we will compute a Morita equivalent algebra having an exact Borel subalgebra. This also
contradicts the result in [24] that having an exact Borel subalgebra is Morita invariant. The
algebra is given by quiver and relations as follows:
1
❃
❃❃
❃❃
❃❃
  
  
  
 
2
❃
❃❃
❃❃
❃❃
4
  
  
  
 
3
where the dotted line in the middle indicates the obvious commutativity relation. We get the
following projective modules. Again the composition factors of the corresponding standard
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modules have been boxed.
1
❁
❁❁
❁❁
❁❁
❁
✂✂
✂✂
✂✂
✂✂
2
❁
❁❁
❁❁
❁❁
❁❁
4
✂✂
✂✂
✂✂
✂✂
✂
2
❁
❁❁
❁❁
❁❁
❁
4
  
  
  
 
3 3 3 3
The following diagram gives the A∞-Yoneda category:
∆(1)
α
{{①①
①①
①①
①①
r

∆(2)
β //
γ ##❋
❋❋
❋❋
❋❋
❋
∆(4)
∆(3)
ϕ
;;①
①
①
①
Since most of the standard modules are simple, the arrows of degree 1 on the left and
the dotted arrow of degree 2 correspond to arrows in the original quiver. The solid arrow
∆(2) // ∆(4) corresponds to the extension given by radP (1) and the dashed arrow
∆(3) //❴❴❴ ∆(4) corresponds to the inclusion.
All the bi are zero for i ≥ 4, since there are no paths of length ≥ 4. There is only one path
of length 3, but there is no arrow (of degree 1) from ∆(1) to ∆(4), hence b3 is also zero.
Since b2 is induced by the Yoneda product, it can be calculated quite easily by choosing
representatives of the arrows. We omit the calculations here.
This results in the differentials given by d(r) = γα, ∂β = ϕγ and zero in the other cases.
Thus a Borel subalgebra B is given by the solid arrows in this quiver and the relation
d(r) = 0.
Now B is given by the following representation where the arrows are numbered from top to
bottom:
k
1
0



k
2

0 1
0 0





1 0
0 1
0 0



k
2
k
3
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For the morphisms we will again omit the solid arrows to save space. The commutativities
give the following endomorphisms:
k
a //❴❴❴❴❴❴
k
k
2

a c
0 d


//❴❴❴❴❴
k
2
k
2

d b
0 e


//❴❴❴❴❴


f − c ℓ
h− d m
j n



k
2
k
3

a f g
0 h i
0 j k


//❴❴❴❴❴
k
3
The composition is as follows:
k
a //❴❴❴❴❴❴
k
a′ //❴❴❴❴❴❴
k k
a′a //❴❴❴❴❴❴❴❴❴❴❴❴
k
k
2

a c
0 d


//❴❴❴❴❴
k
2

a
′ c′
0 d′


//❴❴❴❴❴
k
2
k
2

a
′a a′c+ c′d
0 d′d


//❴❴❴❴❴❴❴❴❴❴❴❴
k
2
k
2

d b
0 e


//❴❴❴❴❴


f − c ℓ
h− d m
j n



k
2

d
′ b′
0 e′


//❴❴❴❴❴


f ′ − c′ ℓ′
h′ − d′ m′
j′ n′



k
2 = k2

d
′ b′
0 e′


//❴❴❴❴❴❴❴❴❴❴❴❴


−c′d+ a′f − a′c+ f ′h+ gj f ′b− c′b+ ℓ′e+ a′ℓ+ f ′m+ g′n
−d′d+ h′h+ i′j h′b− d′b+m′e+ h′m+ i′n
j′h+ k′j j′b+ n′e+ j′m+ k′n


❖❖
❖❖
''❖
❖❖
❖
k
2
k
3

a f g
0 h i
0 j k


//❴❴❴❴❴
k
3

a′ f ′ g′
0 h′ i′
0 j′ k′


//❴❴❴❴❴
k
3
k
3

a′a a′f + f ′h+ g′j a′g + f ′i+ g′h
0 h′h+ i′j h′i+ i′k
0 j′h+ k′j j′i+ k′k


//❴❴❴❴❴❴❴❴❴❴❴❴
k
3
One checks quite straightforwardly that setting one of the parameters a, d, e, h or k to 1
and all others to 0 one gets an idempotent and that aℓe = ℓ, hme = m and kne = n, where
the latter corresponds to the parameter set to 1 and all others to 0. Explicit calculations
show that this gives the following algebra which is Morita equivalent, but not isomorphic,
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to the algebra Aop:


a c f g ℓ
0 d 0 0 −b
0 0 h i m+ b
0 0 j k n
0 0 0 0 e

 .
We can quite easily see the Borel subalgebra B. If a ∈ B then (a·ε)(ϕ) = ε(ϕ·a) = ε(ϕ)·a = 0
by definition and since ε is a B-B-bimodule homomorphism. This implies that f = c, h = d
and j = ℓ = m = n = 0. The remaining parameters form an 8-dimensional algebra, which
needs to be isomorphic to Bop by the theory we developed. Thus, the opposite of the Borel
subalgebra Bop looks as follows:


a c c g 0
0 d 0 0 −b
0 0 d i b
0 0 0 k 0
0 0 0 0 e

 .
Alternatively one can compute by hand that ae1ε+de2ε+ee3ε+ke4ε+cαε+bγε+iβε+gβαε
is a subalgebra isomorphic to Bop.
A.4. An exact Borel subalgebra not associated with a directed box. Note that the
exact Borel subalgebras we give do not exhaust all exact Borel subalgebras. The exact Borel
subalgebras given by our process have the special property that the induction functor is
dense on the category of ∆-filtered modules (see Theorem 10.5). An exact Borel subalgebra
where this property fails was given in [24]. It is the algebra given by quiver:
2
α // 3
β
oo
δ  
  
  
 
1
γ
__❃❃❃❃❃❃❃
with relations δγ = 0 = αβ. According to [24] it has a Borel subalgebra given by the
subquiver:
2
α // 3
1
γ
__❃❃❃❃❃❃❃
We use our algorithm to produce an exact Borel subalgebra (of a Morita equivalent algebra)
such that the induction functor is dense on F(∆). Again we start by writing down the
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projective modules (with boxed standard modules):
1

2

2

3
❁
❁❁
❁❁
❁❁
❁❁
✂✂
✂✂
✂✂
✂✂
✂
3
✂✂
✂✂
✂✂
✂✂
✂
❁
❁❁
❁❁
❁❁
❁❁
3
❃
❃❃
❃❃
❃❃
  
  
  
 
2 1 2 1 2 1
Then the Ext-category is given by the following graded quiver (it is easy to see that the ∆
have a projective resolution of length 2, hence Ext2 vanishes):
∆(2)
α //
ψ
//❴❴❴❴❴❴❴❴❴ ∆(3)
∆(1)
γ
;;①①①①①①①① ϕ
;;①
①
①
①
γ
cc❋❋❋❋❋❋❋❋
The following pushout diagram shows that b2(ψ, γ) = γ and the reason why we named γ like
that:
∆(2) //

P (1)/∆(3) //

∆(1)
∆(3) // C // ∆(1),
where C is the module
1
γ
❃
❃❃
❃❃
❃❃
3
δ
❃
❃❃
❃❃
❃❃
β  
  
  
 
2 1
Note that C also is the module which is not reached by the induction functor of the exact
Borel subalgebra given above. It is also easy to see that b2(α, γ) = 0 and all other bi are zero
by similar reasoning as in the other examples. Now B is given by the following representation:
k

1
0





0
0
1
0



k
2


1 0
0 1
0 0
0 0



k
4
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When writing the morphisms we again omit the solid arrows:
k
a //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ 

r
s
t
u


❏
❏
❏
❏
$$❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
k
k
2


b ℓ
f m
h− a n
j o


❚❚
❚❚
❚❚
**❚❚
❚❚
❚❚
❚❚
❚❚
❚❚

a c
0 d


//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
k
2
k
4 

a c b e
0 d f g
0 0 h i
0 0 j k


//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
k
4
We leave it to the reader to check that the following matrix algebra gives an algebra isomor-
phic to Rop and therefore Morita equivalent to Aop and that the given subalgebra gives an
exact Borel subalgebra. The methods to check this are the same as in the last example.

a c b e r ℓ
0 d f g s m
0 0 h i t n+ c
0 0 j k u o
0 0 0 0 a 0
0 0 0 0 0 d


⊃


a c 0 e 0 0
0 d 0 g 0 0
0 0 a i 0 c
0 0 0 k 0 0
0 0 0 0 a 0
0 0 0 0 0 d


.
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