System S is a calculus providing the basic abstractions of term rewriting: matching and building terms, term traversal, combining computations and handling failure. The calculus forms a core language for implementation of a wide variety of rewriting languages, or more generally, languages for specifying tree transformations. In this paper we show how a conventional rewriting language based on conditional term rewriting can be implemented straightforwardly in System S. Subsequently we show how this implementation can be extended with features such as matching conditions, negative conditions, default rules, non-strictness annotations and alternative evaluation strategies.
Introduction
Term rewriting is a theoretically well-de ned paradigm that consists of reducing a term to normal form with respect to a set of rewrite rules 12, 5, 1] . However, in practical instantiations of this paradigm a wide variety of features are added to this basic paradigm. This has resulted in the design and implementation of a number of rewriting languages and systems (e.g., OBJ 7, 10] , ASF+SDF 6], Larch 9], ELAN 2], Maude 4]). Although sharing the same principles, each adds its own special features that are useful in the particular application setting of the system. These languages are usually implemented in an ad-hoc fashion, making extension with new features di cult.
In this paper we present System S and argue that it is a core language for implementing a wide variety of rewriting languages. System S is a hierarchy of calculi representing the basic ingredients of rewriting engines. System S 0 de nes operators for non-deterministic sequential programming. System S 1 XYZ speci cation XYZ desugar System S expression System S compiler C program term transformed term Fig. 1 . Architecture of implementation of a rewriting language XYZ using System S.
adds operators for term-traversal. System S 2 introduces variable binding environments and operators for matching and building terms. This system is adequate to express the rule selection strategy, the evaluation strategy and the rule features of rewriting languages. Implementation of a language by encoding into System S makes it easy to experiment with alternative evaluation strategies or to add new features to rules. Figure 1 shows the typical architecture of an implementation of a rewriting language using System S. A desugaring phase encodes speci cations into System S expressions. The generic System S compiler maps this to a C program that transforms terms to terms according to the original speci cation. In 14] this approach is used to develop a language for the speci cation of high-level rewriting rules and strategies targeted at program optimization. In this paper we illustrate the approach by presenting the encoding of a conventional conditional term rewriting language with several non-standard features.
In the next section we de ne System S. In Section 3 we implement a basic scheme for conditional term rewrite systems with join conditions and an innermost evaluation strategy. In Section 4 we extend this scheme with several extensions including matching conditions, negative conditions, default rules and alternative evaluation strategies. We discuss related work in Section 5.
2 System S In this section we de ne System S, a hierarchy of operators that forms a core language for rewriting. Expressions in the language are non-deterministic sequential programs, also called rewriting strategies, that de ne transformations on terms. The language presented in this section is based on our earlier work on rewriting strategies 13, 14] . 2 Visser 
Terms
Up to this point we have considered abstract states and abstract state transforming actions. In term rewriting and program transformation we are interested in transforming terms or abstract syntax trees. From now on we will use terms as states. Atomic actions are transformations on terms that apply to the root of a term and that may fail for some terms.
A rst-order term is either a variable x or an application f (t 1 ; : : : ; t n ) of a constructor to one or more terms. We denote the set of all variables by X, the set of terms with variables by T(X) and the set of ground terms (terms without variables) by T . Terms can be typed by means of signatures. For simplicity of presentation, we will consider only untyped terms, i.e., a signature is a function mapping operators to their arities. Constants are constructors with zero-arity.
Term Traversal
The operators we introduced above form programs that apply transformation rules at the root of a term. This is not adequate for describing general transformations. In order to apply transformations to subterms of a term we need operators to traverse the term structure. For this purpose we introduce the extension System S 1 with the operators: i(s) (path), f (s 1 ; : : : ; s n ) (congruence), 3(s) (one), (s) (all) and 3 (s) (some). The operational semantics of these operators are de ned in Table 2 .
The program i(s) applies program s to the i-th child. This fails if applied to a constructor with arity less than i. The congruence operator f (s 1 ; : : : ; s n ) is a program that speci es a program to be applied to each child of a term with constructor f . It fails if either of those applications fails. It also fails if applied to a term with another outermost function symbol than f . An example of the use of congruence operators is the program map(s) that applies a program s to each element of a list constructed with Cons and Nil. It is de ned as: map(s) = x(Nil + Cons(s; x)) The path and congruence operators are useful for constructing programs for a speci c data structure. To construct more general programs that can abstract from a concrete representation we introduce the operators , 3 and 3 . ???! " Table 2 Operational semantics for System S 1 .These rules are schemata that de ne a rule for each f 2 . In all rules n (f), m (g) and 1 i n, unless otherwise stated.
without arguments, the program always succeeds, since there are no children. This allows us to de ne very general traversal programs. For example, the following programs apply a program s to each node in a term, in preorder (topdown), postorder (bottomup) and a combination of pre-and postorder (downup):
The program 3(s) applies s non-deterministically to one child. It fails if there is no child for which s succeeds. In particular, it fails for constants, since they have no child for which s can succeed. Example applications of this operator are the following traversal operators:
oncebu(s) = x(3(x) + s) These programs nd a single subterm for which the application of s succeeds. 7
The program oncetd(s) searches in a topdown fashion; it rst attempts to apply s at the root of the term; if that fails it tries to nd an s application recursively at one of the children. The program oncebu(s) similarly searches in a bottomup fashion. Observe that these programs fail if no s application is found.
Finally, 3 (s) is a hybrid of (s) and 3(s) that applies s to some children. It is like 3 because it has to succeed for at least one child and it is like because it applies to all children. The di erence from is that it does not have to succeed for all children. The analogue of oncebu with 3 is the strategy somebu, de ned as:
Where oncebu nds a single subterm for which s succeeds, somebu nds as many subterms as possible to which s applies, but at least one. The analogous pre-order strategy is: where`is a label, l and r are rst-order terms. A rewrite rule speci es a single step transformation of a term as de ned by the operational semantics in Table 3 . The rst rule de nes that a rule`transforms a term t into a term t 0 if there exists a substitution mapping variables to terms such that t is a -instance of the left-hand side l and t 0 is a -instance of the right-hand side r. The second rule states that an attempt to transform a term t with rule`fails, if there is no substitution such that t is a -instance of l. Recall that a rewrite rule (an action in S 1 ) applies at the root of a term.
A rewrite speci cation consisting of unconditional rules`1; : : : ;`n can be implemented in System S r 1 by de ning a program that reduces terms to normal form. In the next section we will explore this further. Table 4 Operational semantics for System S 2 |environment operators.
Matching and Building Terms
For many purposes we need more complex rules, for instance rules with conditions or contexts. Implementing each new feature in an ad-hoc fashion is possible, but leads to a non-uniform and complicated implementation. Therefore, we reexamine the domain of rewriting in order to achieve a uniform set of primitives that can be used to express a wide variety of rules.
A rewrite rule`: l ! r rst matches the term against the left-hand side l producing a binding of subterms to the variables in l. Subsequently it builds a new term by instantiating the right-hand side r with those variable bindings. By introducing the primitives match and build we can break down`into a program match(l) ; build(r). However, this requires that we carry the bindings obtained by match over the sequential composition to build. Bindings are represented by means of an environment, a mapping from variables to ground terms. We denote the instantiation of a term t by an environment E by E(t). We ???! " Table 5 Operational semantics for System S 2 (modi cation of rules for traversal operators).
The change in the format of the operational semantics should be re ected in the semantics of the operators introduced earlier. In the remainder of the paper the rules in Tables 1 and 2 operator where is similar to the test operator of Section 2 in that it tries a strategy and returns the original term if it succeeds. However, it keeps the transformation on the environment. This operator can be used to encode a local computation that binds the answer to a variable to be used outside it, without actually transforming the term. Note that this de nition supports matching with non-linear patterns. If a variable x occurs more than once in a pattern t, then match(t) succeeds only if all occurrences of x in t are bound to the same term. Moreover, if a variable x in t was already bound by a previous match, it should match to the exact same term that it was bound to before. 10 
Conditional Term Rewrite Systems
In this section we present the encoding of conditional term rewrite systems in System S. We rst de ne a basic scheme for an evaluation strategy for unconditional rules. Then we extend the basic scheme to include rules with join conditions.
Unconditional Rules
With the primitives for matching and building terms, an unconditional rulè : l ! r translates to the de nition `= fvars(l; r) : match(l) ; build(r)g that rst matches the subject term to the left-hand side l and if that succeeds replaces it with the instantiation of the right-hand side r. This expression is embedded in a scope that makes the variables of l and r local to the rule. Given a set of rewrite rules`1; : : : ;`n we can now construct the corresponding programs `1; : : : ; `n.
Rule Selection and Evaluation Strategy
Next we need to combine these programs into an evaluation strategy that applies the rules to a term until it is in normal form. An evaluation strategy consists of two components: (1) a strategy for selecting a rule to apply and (2) a strategy for selecting a subterm (the redex) to apply a rule to. In rewriting with unconditional rules the order of rules is not important, i.e., any rule can be selected non-deterministically from the set. This is expressed by the program `1 + + `n, which attempts to apply one of the rules i . It fails if none of the rules apply. The most general evaluation strategy repeatedly applies a rule to an arbitrary subterm. This strategy is formalized by the operator reduce, which is de ned as:
The inner expression either applies s at the root or recursively attempts to apply s at one of the children. This process is repeated until no more redices are found. An evaluation strategy for a set of rules`1; : : : ;`n is then de ned by reduce( `1 + + `n).
Languages such as OBJ 7] and ASF+SDF 6] use an innermost reduction strategy for evaluation. Innermost reduction repeatedly reduces innermost redices; a redex is innermost if none of its proper subterms is a redex. This is formalized by the following de nition:
The program oncebu(s) (see Section 2.3) searches for a redex starting at the leaves. This entails that it will only attempt to apply s to a term after all its proper subterms have been tried. This guarantees that the redex is indeed an innermost redex. Searching for an innermost redex is repeated until no more are found. The following program de nes a strategy that reduces all innermost redices at once: innermost-par(s) = repeat(somebu(s)) These de nitions of innermost reduction are not very e cient because they repeatedly start searching for a redex at the root. A more e cient de nition of innermost reduction is the following:
This strategy rst normalizes all subterms of a term and then tries to apply s. If that fails this means that the term is in normal form. Otherwise, the reduct resulting from applying s is further normalized by recursively applying the normalization strategy through the recursion variable x. Now we have a rule selection strategy and an evaluation strategy. Combining these gives us the program innermost'( `1 + + `n) that normalizes terms with respect to a set of rewrite rules`1; : : : ;`n.
Conditional Rules
A conditional rule`: C 1^: : :^C n ) l ! r speci es that a term matching l can be rewritten to r if the conditions C i hold. This is expressed by the program `(s) = fvars(l; r; C 1 ; : : : ; C n ) : match(l) ; where( C 1 (s) ; : : : ; C n (s)) ; build(r)g that rst matches the left-hand side l against the subject term, then tests the conditions and nally builds the right-hand side r to replace the subject term; provided of course that each of these steps is succesful. A program C i (s) denotes the translation of condition C i . It is parameterized by a program s that is used to normalize terms as part of testing the condition. Again the program is embedded in a scope that makes the variables used in left-hand side, right-hand side and conditions local to the rule. The parameter s is the evaluation strategy used to evaluate the terms in the condition. The program rst builds the left-hand side of the condition, evaluates it using s and binds the result to the variable x. Then it does the same for the right-hand side of the condition. The nal match only succeeds if the results are the same.
Join Conditions
A set of conditional rewrite rules`1; : : : ;`n can now be implemented by the strategy x(innermost'( `1(x) + : : : + `n(x))) where the strategy passed to the individual rules for evaluation of conditions is the evaluation strategy itself.
Extensions
In the previous section we have presented the implementation of rewriting with conditional rewrite rules with join conditions. In this section we consider several extensions of this scheme.
Matching Conditions
Join conditions test whether two terms have the same normal form, but cannot introduce new variables in the conditions or the right-hand side. A matching condition t := t 0 speci es that the normal form of t 0 should match against the pattern t. Matching conditions can be used to bind an intermediate result to a variable that is used more than once in the right-hand side; to test that the result has a certain form; or to deconstruct the result of a computation and bind subterms to variables. 13
A matching condition C (t := t 0 ) induces a program C(s) de ned as:
C(s) = build(t 0 ) ; s ; match(t) where the parameter strategy s is used to evaluate the right-hand side of the condition.
Negative Conditions
Given the encodings of conditions above it is straightforward to de ne negative join conditions and negative matching conditions. A negative join condition t 6 = t 0 translates to : ( C(s) ), where C(s) is the translation of the join condition t = t 0 . Such a negative condition tests whether the normal forms of two terms are di erent. Similarly, a negative matching condition t :6 = t 0 translates to :( C(s)), where C(s) is the translation of the matching condition t := t 0 . Such a negative condition tests whether the normal form of t 0 does not match the pattern t. Note that the variables in t are not bound in case the condition succeeds.
Rule Selection
In the innermost evaluation strategy of the previous section rules are selected non-deterministically, i.e., the order in which rules are tried is unspeci ed. This means that the implementation is free to choose any suitable ordering of the rules. This is the way most rewriting languages are de ned. In case of non-con uent unconditional rules this means that the result of normalization can be any of the normal forms of a term, as would be expected. In the case of non-con uent conditional rules this leads to a more unpleasant situation. For example, consider the following set of rules:
Depending on the choice made between R1 and R2, the condition of rule R3 could fail or succeed leading to the normal forms D and E, respectively. There are three approaches to this problem.
First, we could use full backtracking instead of local backtracking to nd alternative ways to make a strategy succeed. In the case of our implementation of conditions, this entails that all choices made during the evaluation of either side of the condition are reconsidered if the condition fails. This approach guarantees completeness of condition checking. The major disadvantage of this approach is that choicepoints have to be stored until the end of evaluation.
Another solution is to abandon non-deterministic choice altogether and express all choices by means of left choice. This means that one has to specify a rule order; if`1; : : : ;`n is an ordering of the rules of a speci cation, then
is the deterministic evaluation strategy for these rules. This is the solution chosen in functional languages where the ordering is usually the textual ordering of the rules in a program. The advantages of this approach are that the semantics of a speci cation is deterministic and that it admits an e cient implementation, i.e., local backtracking. The disadvantage of this approach is that the meaning of a rule becomes to depend on its context, i.e., its position in the rule order.
Finally, we can keep non-deterministic choice with local backtracking and be aware of the problems it causes. This seems to be the position of most conventional rewriting engines. It has the advantage of the e cient implementation of local choice and moreover gives freedom to the implementation to nd an ordering on rules. The disadvantage of non-deterministic semantics can be turned into a methodological advantage by requiring rules to be mutually exclusive or orthogonal in the sense of Section 2, i.e., not to depend on an ordering. This means that rules can be considered as transformation rules indepent of the rest of the speci cation. Conventional speci cation languages summarize this requirement by means of phrases like \speci cations are assumed to be con uent and terminating". Since orthogonality is an undecidable property, this requirement could be strengthend by choosing a decidable subset of orthogonal programs, e.g., non-overlapping match programs as guards of the branches of a choice. However, this is usually too severe a restriction for practical speci cations. For example, the insert rules of the previous section do not have orthogonal left-hand sides (even identical), but the conditions make the rules orthogonal. This approach and the previous one can be realised in System S.
Default Rules
ASF+SDF 6] provides default rules that apply only if no other rules apply. This is very useful to reduce the size of speci cations. For instance, an equality predicate Eq(x; y) can be de ned by Eq1 : Eq(x; x) ! True Eq2 : Eq(x; y) ! False otherwise Whereas without default rules a rule has to be de ned for each pair of constructors in the signature. The default rule is an example of a rule that does not make sense if its position in the rule order is not considered.
Default rules can be implemented in our scheme by separating the rules in two sequences of regular rules`1; : : : ;`n and default rules Default rules are a mechanism to break through the order of the rules in the speci cation. To take this one step further we can introduce a system with aribitrary many levels of priority. This would in e ect give the user a mechanism to de ne the rule selection strategy.
Alternative Evaluation Strategies
Default rules provide an alternative rule selection mechanism. We can also vary the evaluation strategy.
Innermost evaluation sometimes does too much work because some subtrees are never used. For instance, an if-then-else operator only needs to evaluate one branch depending on the outcome of the condition. This can be improved by using an outermost strategy such as outermost(s) = repeat(oncetd(s)) that looks repeatedly for a redex starting at the root. A more e cient version of this strategy is the parrallel outermost strategy de ned as outermost-par(s) = repeat(sometd(s)) that looks repeatedly for all outermost redices in parallell.
The outermost strategies try to do as little as possible. However, for many applications most operators are usually strict in all their arguments (i.e., all arguments should be normalized), except for a few operators. For instance, consider a language with a conditional construct If(c; x; y) de ned by the rules If1 : If(True; x; y) ! x If2 : If(False; x; y) ! y that perform the selection of the appropriate branch. In such situations it is attractive to evaluate all operators eagerly, i.e., innermost, but for the exceptions. The following strategy implements this idea. It is the same as innermost 0 , but it rst tries to apply the strategy nonstrict(x) instead of normalizing all direct subterms with (x).
innermost-ns(s) = x((nonstrict(x) + (x)) ; try(s ; x)) The strategy nonstrict(x) tests whether the outermost function symbol of the subject term is an operator with non-strict arguments and if so evaluates only those arguments that are strict. For instance, in case of the If operator above, nonstrict is de ned as:
Only the condition is evaluated with x, the branches of the conditional are not normalized.
Related Work
Algebraic speci cation formalisms such as ASF+SDF 6] and OBJ 7] provide ad-hoc extensions with non-standard features of the basic paradigm of rewriting. In this paper we have shown how such languages can be implemented in System S; we have presented all rewriting features of ASF+SDF except for list matching; furthermore, we have presented some new features, e.g., negative matching conditions and non-strictness annotations. System S provides a general framework for reasoning about issues such as non-determinism in rule selection and implementation of rule features. User-de nable strategies arose in theorem proving since proof steps are naturally non-con uent and non-terminating. The theorem proving framework LCF 8] introduced tactics for proving theorems. A tactic transforms a goal to be proved into a list of subgoals and a proof. By repeatedly applying tactics, a list of goals is reduced to the empty list, which indicates that the original goal is proven.
In the speci cation formalism ELAN 11] the notion of transformation of goals to a list of subgoals is generalized to arbitrary term rewrite rules. Strategies are regular expressions over the set of rule labels. In 11] this approach is used to de ne constraint solvers that consist of rules that rewrite a list of constraints into a new list of constraints. A strategy repeatedly applies such rules until a solution is found. In later versions of the language, e.g., 2,3], the set of strategy operators is extended with congruence operators to support term traversal.
System S generalizes the strategy language of ELAN and di ers with it on the following points: (1) ELAN does not provide generic traversal operators analogous to our i(s), , 3 and 3 that enable very concise speci cation of term traversal. Instead traversals have to be de ned explicitly for each datatype using congruences. (2) ELAN has two kinds of non-determinism: dc (don't care) and dk (don't know). The strategy dc(s 1 ; s 2 ) chooses one of s 1 or s 2 , which corresponds to local backtracking, i.e., our choice operator. The strategy dk(s 1 ; s 2 ) applies both s 1 and s 2 and returns the set of all possible results. This corresponds to global backtracking. (3) ELAN has a xed syntax for rewrite rules. Using System S rewrite rules are de ned in terms of match, build and scope such that rules can easily be extended with expressive features that are implemented in terms of the core language. (4) System S has test and negation of strategies and has the explicit recursion operator x(s) where ELAN has recursive strategy de nitions.
Maude 4] is a speci cation formalism based on rewriting logic. It provides equations that are interpreted with innermost rewriting and labeled rules that are used with an outermost strategy. Strategies for applying labeled rules can 17 be speci ed in Maude as a rewrite system. A re ection mechanism is used to reify strategies to evaluate terms. In this approach rewrite rules with a xed strategy become the core language making strategies extensible. In System S strategy operators form the core language in terms of which rewrite rules are de ned. In this approach rewrite rules are extensible, but the primitives of the strategy language are frozen. The language described in this paper was inspired by the strategy language of ELAN. The rst version was described in 13], which presents a strategy language with identity, sequential composition, choice, recursion, and a generic push-down' operator that is used to de ne and 3 . An interpreter for strategy expressions is speci ed in the algebraic speci cation formalism ASF+SDF 6] . Basic strategies are unconditional ASF+SDF rewrite rules. In 14] System S is used as the core language for a language that is used for the specication of transformation rules and strategies. In particular, it introduces rules with contextual matching replacing. The language is illustrated by means of a speci cation of a program optimizer.
Technical contributions of our work in the setting of strategy languages include the modal operators , 3 and 3 that enable very concise speci cation of term traversal; a set of general purpose traversal strategies; the explicit recursion operator x(s); the re nement of rewrite rules into match and build; and the encoding of complex transformation rules into System S programs.
Conclusions
We have presented the implementation of conditional rewriting in System S and explored several extensions of the basic scheme, in particular rewriting with default rules, matching conditions and non-strictness annotations. This use of System S as a core language for rewriting is not limited to traditional languages based on rewrite rules but can also be applied to other kinds of languages that provide operations on trees. The added advantage of using System S is a systematization of the implementation of extensions of rewriting languages by means of primitives for matching and building terms and exible de nition of term traversal. Furthermore, it supports reasoning about non-determinism in speci cations. Although the current implementation of System S cannot yet compete with dedicated implementations of innermost term rewriting, there is no reason that this could not be the case in the future.
