In this paper, we discern two basic mechanisms of internal conversion processes; one direct, where immediate activation of coupling modes leads to fast population transfer and one indirect, where internal vibrational energy redistribution leads to equidistribution of energy, i.e., ergodicity, and slower population transfer follows. Using model vibronic coupling Hamiltonians parameterized on the basis of coupled-cluster calculations, we investigate the nature of the Rydberg to valence excited-state internal conversion in two cycloketones, cyclobutanone and cyclopentanone. The two basic mechanisms can amply explain the significantly different time scales for this process in the two molecules, a difference which has also been reported in recent experimental findings [T. S. Kuhlman, T. I. Sølling, and K. B. Møller, ChemPhysChem. 13, 820 (2012)].
I. INTRODUCTION
With the use of ultrashort laser pulses, excited-state processes in molecules can be initiated with energy deposited in very specific regions of phase space and the resulting excitedstate reaction dynamics can exhibit significant non-ergodic nature. 1, 2 This non-ergodicity can be even more pronounced when the Born-Oppenheimer approximation breaks down and ultrafast population transfer between adiabatic states occurs mediated by crossings of two adiabatic potential energy surfaces, 3, 4 i.e., the ubiquitous conical intersections. [5] [6] [7] Such processes are inherently different from their ground state counterparts. For ground state processes, internal vibrational energy redistribution (IVR) is often effective on a timescale shorter than the rate of reaction as assumed by RiceRamsperger-Kassel-Marcus (RRKM) theory. 8 For excitedstate processes, however, energy might not be redistributed between reactive and non-reactive bath degrees of freedom (DOF), and detailed analysis of the dynamics is required for determining the time-scale of reaction. 2 If the coupling between two states is not strong enough to entail the presence of conical intersections but surface touchings or avoided crossings are present 9 -such as for the cases treated in this paper-perturbative approaches can be employed. Fermi's golden rule, 10 w l←m (E) = 2π | ψ l |W |ψ m | 2 ρ l (E),
gives the rate of transition between the initial state |ψ m and the final state |ψ l as induced by the perturbation W . ρ l (E) is the vibrational density of states (DOS) of the final state. From Eq. (1), one would intuitively expect that a change in the vibrational DOS would lead to a corresponding change in the rate of transition, however, this neglects the influence of a possible dependence of W on specific nuclear DOF. Fura) Electronic mail: klaus.moller@kemi.dtu.dk.
thermore, it is not discernible beforehand whether IVR is effective on the time-scale of the transition and, thus, whether or not ergodicity prevails. Whence, although Eq. (1) seems to provide qualitative predictions on the relative rate of, e.g., internal conversion processes in related molecules, to understand the true nature of such processes, a more detailed picture is necessary-a picture, which can only be inferred from dynamics simulations. In this work, we use two cycloketones, cyclobutanone and cyclopentanone, as model systems to investigate excited-state internal conversion and obtain such a picture.
The excited-state dynamics of cycloketones following excitation to a Rydberg state has been extensively investigated using different femtosecond time-resolved techniques and theoretical methods. 1, [11] [12] [13] [14] [15] [16] [17] Initial processes involve internal conversion from a Rydberg state to the (n, π *) state, the lowest lying excited singlet state. This is sometimes referred to as predissociation dynamics due to the eventual fate of the molecules. In the case of cyclobutanone and cyclopentanone, the internal conversion process has been investigated following excitation specifically to the (n, 3s) Rydberg state using time-resolved mass spectrometry (TR-MS) (Refs. 14 and 17) and time-resolved photoelectron spectroscopy (TR-PES). 17 The latter study observed a marked difference for the two molecules in the time-scale for the internal conversion with the ratio of the two being 2:13 for cyclobutanone relative to cyclopentanone. 17 To investigate the nature of this internal conversion process for cyclobutanone and cyclopentanone following excitation to the (n, 3s) state, we present herein the construction of a high-order, five-dimensional model Hamiltonian for the two molecules and its subsequent use in a wave packet study of the internal conversion dynamics. Using this model Hamiltonian, we are able to investigate the precise nature of the vibrational motion inducing the transition between the initially prepared Rydberg state and the lower lying (n, π *) state, i.e., the vibronic coupling represented in Eq. (1) as the perturbation operator W coupling the initial state |ψ m with the final state |ψ l . The calculations are carried out in the diabatic representation, thus, W is an operator of coordinate dependent potential couplings, see Eq. (5), and not derivative couplings as in the adiabatic representation. This investigation inherently touches upon the role of internal vibrational energy redistribution (IVR) in the process of the internal conversion. The timescales obtained from the wave packet simulations show the same trend of timescales as observed experimentally. However, one would need to include time-resolved fields as well as the final cationic state (onto which the wave packet is projected in the pump-probe experiments) to fully simulate the experimental observable in order to obtain a more quantitative agreement between theory and experiment. Nonetheless, the present study reveals a clear picture that provides a deeper understanding of the experimental findings.
II. THEORY AND COMPUTATIONAL METHODS

A. Quantum dynamics
The fully quantum nuclear dynamics calculations performed in this work use the Multi-configuration timedependent Hartree approach (MCTDH). In MCTDH, the wave function is written as a multi-configurational sum over Hartree products of single particle functions. [18] [19] [20] In the applications of this paper, we include four electronic states and the total wave function is given by
where each state |ψ m (t) is expanded in the MCTDH form. The summation index m refers to the ground state (m = 1), and the three excited states; the (n, π *) state and the (n, 3s) and lowest (n, 3p) Rydberg state (m = 2, 3, 4). MCTDH calculations were performed using the Heidelberg MCTDH code 21 version 8.4 Revision 6 in the multiset formalism. The nuclear DOF correspond to dimensionless normal mode coordinates and were chosen as a subset of the full 3N − 6 internal DOF of the molecules as described in Sec. III B. For all five nuclear DOF included, a harmonic oscillator discrete variable representation (DVR) of frequency and mass 1.0 a.u. was employed. Description of the number of primitive basis functions and single particle functions is given in Table I . The ground state wave function was obtained via energy relaxation by propagation in negative imaginary time t = −iτ . 19, 22 The initial wave packet in the (n, 3s) state was taken to be the Franck-Condon wave packet obtained by operating with a unit dipole operator on the ground state wave function. This corresponds to exciting the system by an electric field of a time duration much shorter than the timescale for nuclear motion, which couples the ground and (n, 3s) states. As the Condon approximation is invoked, any dependence of the transition dipole moment on the nuclear DOF, such as the linear Herzberg-Teller effect, 23 is neglected. This does not amount to a significant approximation as any difference in magnitude of the transition dipole moment over the ground state nuclear wave function is negligible as the wave function is very narrow. The system was subsequently propagated for 15 ps for cyclobutanone and 60 ps for cyclopentanone with a time step of 0.2 fs using the variable mean field integration scheme with a 6th order Adams-Bashforth-Moulton predictor-corrector integrator and an error tolerance of 10 −8 .
B. The Hamiltonian
In the vibronic coupling scheme, the Hamiltonian (vibronic coupling Hamiltonian, VCHAM) is represented in a diabatic basis as an expansion around a point of interest Q 0 , chosen here to be the Franck-Condon point. [24] [25] [26] A general system of N electronic states is described by an N × N matrix, which is decomposed into a zero-order Hamiltonian H (0) and a diabatic potential coupling matrix W
Here, ω i is the normal mode frequency, Q i the position operator for nuclear DOF i, and I is the N × N identity matrix. The electronic on-and off-diagonal terms of W are, in this work, restricted to
The on-diagonal quartic terms are necessary in order to adequately describe the anharmonic low frequency DOF ν 1 and ν 2 /ν 3 . The cubic terms are included in order to describe anharmonicity, in particular in the coupling between nuclear DOF. A similar expansion has previously been used to describe benzene. 27 In cases of very anharmonic nuclear DOF, ν 21 for cyclobutanone and ν 28 for cyclopentanone, it was useful to employ a Morse potential as the zero order term (instead of the harmonic term)
The product form of the VCHAM is necessary for the efficient evaluation of matrix elements in the MCTDH scheme and has therefore been combined with this several times before. [27] [28] [29] [30] [31] [32] [33] [34] [35] The parameters of the VCHAM, i.e., κ
etc., 36 were fitted to ab initio data using a locally modified version of the VCHFIT program, which is distributed with the Heidelberg MCTDH code. An exponential weighting function w m = exp(−β[E m (Q) − E m (Q 0 )]) was employed, where E m is the ab initio energy of state m, and β is a factor taken to be 0.5 except for the excited states of cyclobutanone, where it was taken to be 1.0. This exponential weighting favors a good fit to the important low-energy regions of the surfaces. A Powell second-order optimization scheme was employed, which uses the mean-square difference between fit and data at all points as a penalty function. The ab initio data consisted of 1182 points for cyclobutanone and 1273 points for cyclopentanone, and the ground state was assumed uncoupled from the excited states.
C. Electronic structure
The ground state equilibrium structure of cyclobutanone and cyclopentanone was obtained at the MP2/cc-pVTZ (Ref. 37) 45 The equilibrium structures of the (n, π *) and (n, 3s) states were obtained using EOM coupled-cluster singles and doubles (EOM-CCSD) (Refs. [46] [47] [48] in CFOUR. For all coupled-cluster calculations, the core orbitals were frozen and a cc-pVTZ basis set was employed. The basis set was augmented by a set of 1s1p1d diffuse functions optimally contracted for each molecule from a primitive set of 8s8p8d according to the prescription in Ref. 49 to describe the diffuse Rydberg states.
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III. RESULTS AND DISCUSSION
A. Excited states of the cycloketones
The lowest excited state of cyclobutanone and cyclopentanone results from an n → π * transition. For cyclobutanone, the band maximum of this transition is observed at 4.41 eV in n-hexane, 50 while it is slightly blue-shifted to 4.44 eV in the vapor phase. 51 For cyclopentanone, the band maximum is observed at 4.13 eV in n-hexane, 50 while the vertical transition energy has been determined from electron ionization to be 4.2 eV.
52 Table II presents the vertical transition energies to the (n, π *) state as well as the (n, 3s) and (n, 3p) states calculated using three coupled-cluster methods. For the (n, π *) state, the calculated excitation energies slightly decrease from CC2 to CCSD and to CCSDR (3) . Although all values TABLE II. Symmetry of and vertical excitation energy to (in eV) the (n, π *) valence and (n, 3s) and (n, 3p) Rydberg states of cyclobutanone/cyclopentanone calculated using linear response CC2, CCSD, and CCSDR(3) with a cc-pVTZ+1s1p1d basis set. The structured (n, 3s) absorption band of vapor phase cyclobutanone has a band maximum at ∼6.4 eV, while the origin is at 6.11 eV. 56, 57 For cyclopentanone, the origin and band maximum from absorption coincide at 6.21 eV, 57 which is consistent with high-level REMPI experiments, 58, 59 however, electron ionization locates the vertical transition energy slightly higher at 6.3 eV. 52 The origin of the lowest 3p Rydberg state in cyclobutanone is found at 6.94 eV, while the position of the band maximum at ∼7.2 eV is rather uncertain due to the nearby, strong 3d absorption band. 57 For cyclopentanone, the band maximum and origin again coincide at 6.95 eV, however, the vertical transition energy from electron ionization is again slightly higher at 7.2 eV. 52 Comparing to the calculated energies, the CC2 values are generally too low for the Rydberg states as seen also for other systems, 60 which is somewhat overcompensated for by CCSD. It can be observed that CCSDR(3) makes a small counter-correction of around 0.1 eV to the CCSD values. Generally, the CC2 energies are unsatisfactorily off from the experimental values, whereas the higher order methods perform better. There is of course some uncertainty when determining vertical transition energies from experiment, as these are not necessarily equivalent to the position of the band maximum, 61 but the latter conclusion is expected to hold nonetheless. As a significant number of calculations are needed for obtaining the data used for fitting the VCHAM, computational demands exclude the use of methods beyond CCSD. As CCSD also gives satisfactory results with errors <0.27 eV for the states considered, this method was used for all subsequent calculations.
As a final consideration, the dependence of the calculated excitation energies on the number of sets of diffuse functions was investigated. Up to three sets of diffuse functions were added to the cc-pVTZ basis set. The absolute change in transition energy to the (n, π *) state was <2 meV, whereas it was <18 meV for the Rydberg states, thus, only one set of diffuse functions was deemed necessary.
B. The VCHAM
Due to the steep scaling of wave packet calculations on the number of DOF included in terms of computational demands, one inevitably has to make a decision on which nuclear DOF to include and which to exclude in the description of the system. From the equilibrium structures of the ground, (n, π *) , and (n, 3s) states, important information as to which geometrical changes that have to be described by the included nuclear DOF can be gained (see Fig. 1 ).
The C s ground state structure of cyclobutanone is observed to be a slightly envelope puckered ring, with an almost 180
• angle between the C=O-bond and the plane given by the carbonyl and the α-carbons (see Fig. 1(a) ). In the (n, π *) state, the latter angle is reduced to 144.5
• by the out-of-plane deformation of the oxygen and the length of the C=O-bond is increased as expected due to population of the anti-bonding π *-orbital (see Fig. 1(b) ). Furthermore, the C−C-bonds adjacent to the carbonyl group are also lengthened due to the removal of the electron from the oxygen lone-pair orbital, which mixes with the σ -orbitals of the C−C-bonds. In the (n, 3s) state, the four-membered ring is completely flat and the C−Cbond lengths are further increased, whereas the C=O-length is decreased (see Fig. 1(c) ). As the vibronic coupling Hamiltonian is given in terms of dimensionless normal mode coordinates, it is evidently important to include the carbonyl stretch to describe the changing C=O-bond length, ring-puckering and carbonyl out-of-plane deformation to describe the changing ring-structure and C=O bond to C−C−C plane angle as well as ring modes affecting the length of the C−C-bonds.
The C 2 ground state structure of cyclopentanone is a puckered ring (see Fig. 1(d) ). Similar differences are observed between the equilibrium structures of the ground state and the two excited states, as for cyclobutanone except for the flattening of the ring in the Rydberg state (see Figs. 1(d)-1(e) ). On the basis of these observed structural differences, we include in our VCHAM five nuclear DOF, three ring-modes (ringpucker, and symmetric and asymmetric C−CO−C stretch), as well as two carbonyl modes (carbonyl stretch and out-ofplane deformation) (see Table III ).
The normal mode coordinates as well as the zero order harmonic potential of the VCHAM are defined from the MP2/cc-pVTZ frequencies given in Table III along with a comparison to experimental values. The calculated values are slightly higher than the experimental, which can be expected from MP2.
Cuts through the potential energy surfaces showing both the ab initio points as well as the fits can be seen in Figs. 2 and 3. The adequacy of the fit to the ab initio points can be quantified by the root-mean square deviation (RMSD). For the fit to the ground states, the RMSD is 5.0 meV for cyclobutanone and 13.9 meV for cyclopentanone. For the excited states, the RMSD is 8.2 meV and 4.3 meV, respectively. In the calculation of the RMSD, the exponential weighting factor is taken into account.
C. The dynamical nature of the (n, π * ) ← (n, 3s) transition
Symmetry considerations
Although very similar, cyclobutanone and cyclopentanone do represent two distinct systems primarily due to their differing point group symmetry at the Franck-Condon geometry.
For cyclobutanone, which belongs to the C s point group, both the (n, 3s) and the (n, π *) state transform according to the A irreducible representation (see Table II ). For a given matrix element ψ l |W |ψ m in Fermi's golden rule expression of Eq. (1) not to be zero on grounds of symmetry, we must have
where label an irreducible representation, m and l label the electronic states, and A is the totally symmetric representation of the pertinent point group. In the VCHAM, the symmetry of W depends on the nuclear DOF involved, and we can rewrite the above equation to
Here, the product runs over the number of coordinates involved in the coupling labeled by i, which is implied by the order of the coupling. For couplings linear in the given nuclear DOF ν i , we must then have i = A for cyclobutanone. It is thus the totally symmetric, Franck-Condon active nuclear DOF that linearly couple the two states, and this coupling is present from the moment of excitation of the system. Four such DOF are included in the VCHAM; ν 1 , ν 2 , ν 7 , and ν 21 (see Table III ). From the VCHAM, the largest linear interstate coupling coefficient λ
is found for ν 2 at 0.23 eV, which is three times larger than the linear coupling of ν 1 and ν 21 and an order of magnitude larger than that of ν 7 . The linear coupling accounts for the largest part of the interstate coupling as the second and third order interstate coupling coefficients μ (m,l) ij and η (m,l) ij are one and two orders of magnitude, respectively, smaller than the largest linear coupling coefficient.
In cyclopentanone, which belongs to the C 2 point group, the (n, 3s) state transforms according to the B irreducible representation, whereas the (n, π *) state transforms according to A. Thus, in contrast to what is found for cyclobutanone, it is the non-Franck-Condon active nuclear DOF transforming according to B, which couple the two states linearly. Three such DOF are included in the VCHAM; ν 1 , ν 3 , and ν 16 (see Table III ). These nuclear DOF are not activated upon excitation unless the Herzberg-Teller effect or a higher order dependence of the transition dipole moment on the nuclear DOF is significant. However, the change of the electronic transition dipole moment in a distance of δQ i = Q validity of the employed Condon approximation. Due to the spread of the wave packet, however, the linear interstate couplings are not zero, and these initially only vary as the wave packet potentially spreads and contracts while the expectation value remains the same. On a longer time scale, internal vibrational energy redistribution (IVR) through coupling of the nuclear DOF within a given electronic state leads to the activation of these DOF and the population can better be "funneled away" on the lower surface. The leading terms accounting for IVR between A and B nuclear DOF are the third order intrastate couplings. The largest third order intrastate coupling coefficients ι (m) ij are found for the coupling between ν 28 and ν 1 at −0.01 eV and ν 8 
The timescale of population transfer
From the above symmetry considerations, it is apparent that a significantly slower transition between the (n, 3s) state and the (n, π *) state can be expected for cyclopentanone. Although the linear coupling coefficients of the two molecules are of the same order of magnitude, IVR is a serious bottleneck for activating the reactive coupling nuclear DOF in cyclopentanone as this does not occur until the third order. Figure 4 depicts the population of the three excited states as a function of time following excitation. A clear difference of time scale for the two molecules is apparent. The decay of the (n, 3s) state for cyclobutanone exhibits biexponential behavior and can be adequately fitted with time constants of 0.95 ps and and 6.32 ps, whereas a similar fit to the (n, 3s) population of cyclopentanone yields time constants of 3.62 ps and 58.1 ps. 64 Furthermore, the ratio of the amplitude of the short component to that of the long component is 5.5 times as large for cyclobutanone compared to cyclopentanone suggesting a difference of importance of the processes giving rise to these two features for the two molecules. The two short time constants are very close to the ones determined experimentally using TR-MS and TR-PES, 17 with the largest discrepancy found for cyclopentanone, where it is a factor of ∼ 1.5 off. A perhaps more reasonable comparison to the experimental data is based on only fitting a single exponential decay to the populations, by which we find the time constants 2.05 and 22.2 ps for cyclobutanone and cyclopentanone, respectively. The ratio of these time scales are ∼ 1:11, which is in the vicinity of the ratio of 2:13 found experimentally. However, as the population decay is not a direct measure of the decay of the ion or photoelectron yield, a full simulation of the time-resolved spectra would be necessary in order to determine if the current model fully explains all the features of the experimental signal. 
Deconstructing the timescales: Vibronic coupling and internal vibrational energy redistribution
The linear interstate couplings λ (2,3) i Q i with i = 2, 21 for cyclobutanone, see Fig. 5(a) , account for ∼90% of the total coupling matrix element n, π * |W |n, 3s , and as expected, the coupling involving ν 2 gives the largest contribution. In the first 1 ps, the intrastate coupling between v 2 and ν 21 leads to an oscillatory modulation of the linear couplings involving these nuclear DOF. The frequency of this modulation corresponds for both to the frequency of ν 2 in the (n, 3s) state, and it is observed to be π -phase shifted between the two linear couplings. After the first couple of ps, no significant changes are observed in the linear couplings. Figure 5 (b) shows the Fourier-transform of the total interstate coupling for the first 5 ps and the subsequent 10 ps of the propagation. In the short time spectrum, peaks are observed at ∼269, ∼607, ∼855, and ∼1535 cm −1 , which from the Fourier-transform of the coordinate expectation values can be seen, as expected, to correspond to motion in ν 1 , ν 2 , ν 7 , and ν 21 , respectively, on the (n, 3s) state. In the longer time spectrum, the peak corresponding to motion in ν 1 on the (n, 3s) state disappears, however, the peak at ∼380 cm −1 corresponds to motion in the same nuclear DOF but on the (n, π *) state such that the coupling is to a larger degree controlled by the dynamics on the lower surface as expected due to the population transfer. Furthermore, a progression is observed starting at ∼1275 cm −1 spaced by ∼400 cm −1 , which must be due to higher order couplings involving several nuclear DOF. For cyclopentanone, the linear interstate couplings λ (2,3) i Q i with i = 1, 3, 16 account for ∼105% of the total coupling matrix element n, π * |W |n, 3s (see Fig. 6(a) ). Thus, some higher order couplings must be of opposite sign. As expected on the basis of the size of the coefficients, the largest coupling is found for ν 16 . Figure 6 (b) shows the Fourier-transform of the total interstate coupling for the first 5 ps and the subsequent 20 ps of the propagation. For both time periods, the largest amplitude component is found with a frequency ∼2070 cm −1 , which corresponds to the frequency of the standard deviation of the position operator for ν 16 given by
It is thus the spreading and contracting motion of the wave packet in ν 16 , which leads to the largest modulation of the interstate coupling. In the short time spectrum, peaks are also observed at ∼1220 and ∼1530 cm −1 , which are related to couplings involving ν 16 in combination with ν 1 and ν 3 , respectively. In the long time spectrum, peaks which can be directly associated with spreading and contracting motion in ν 1 and ν 3 are observed at ∼420 cm −1 and ∼1060 cm −1 . The peak ∼1150 cm −1 is most likely due to a bilinear coupling involving ν 1 and ν 28 , whereas the peak at ∼1510 cm −1 is due to a third order coupling involving ν 3 and ν 16 .
Two time scales were deduced for the population transfer for cyclopentanone, and it is also apparent that there is a slight shift of which DOF are most important in modulat- ing the interstate coupling. At first, the modulation is mostly due to ν 16 , whereas at later times, the lower frequency nuclear DOF also play a role. The amplitude of the oscillation of the expectation value of the position operator for the different nuclear DOF also exhibits two time scales (see Fig. 7 ). Over the first 5-10 ps, a significant degree of IVR is observed as energy is transferred from the initially activated ν 8 is around two times larger for ν 16 compared to ν 1 and ν 3 in this time period except for a small window around 5 ps. On a longer time scale, on the other hand, we observe a somewhat constant amplitudes of motion for all nuclear DOF somewhat resembling the equidistribution of energy among the nuclear DOF. Thus, on the shorter time scale, motion in ν 16 is to a large degree responsible for the coupling and the modulation of the coupling between the two electronic states, whereas at later times low frequency motion in ν 1 and ν 3 also partake.
IV. CONCLUSION
On the basis of ab inito data at the CCSD level of theory, we constructed five-dimensional vibronic coupling Hamiltonians (VCHAM) for the four lowest singlet electronic states of cyclobutanone and cyclopentanone. The five nuclear degrees of freedom (DOF) were chosen on the basis that they should be able to describe the significant structural changes between the equilibrium geometries of the ground, (n, π *), and (n, 3s) states. The VCHAM were subsequently used in wave packet calculations to investigate the nature of the (n, π * ) ← (n, 3s) internal conversion. In cyclobutanone, the population transfer from the (n, 3s) state to the (n, π *) state exhibits biexponential behavior with time constants 0.95 ps and and 6.32 ps. The coupling is mainly due to motion in the Franck-Condon active ν 2 , the C=O out-of-plane deformation, however, motion in ν 1 , the ring-puckering, also makes a significant contribution.
In cyclopentanone, a biexponential population decay is also observed with time constants of 3.62 ps and 58.1 ps. Initially, the interstate coupling is mainly modulated due to the spreading and contracting motion of the wave packet in ν 16 , the asymmetric C−CO−C stretch. As internal vibrational energy redistribution (IVR) transfers energy from the initially excited ν 8 and ν 28 , the symmetric C−CO−C and carbonyl stretch, respectively, the lower frequency motion in ν 1 and ν 3 , the ring-puckering and the C=O out-of-plane deformation, respectively, start to play a larger role in the interstate coupling.
The time scales determined from the single exponential fits to the (n, 3s) population decay of the two molecules exhibit a 1:11 ratio somewhat similar to the 2:13 ratio determined from experiment. 17 This difference of time scales covers two significantly different dynamical pictures, which to a large degree hinges on the differing electronic state symmetries found in the two molecules: one direct population transfer and one indirect.
In cyclobutanone, the direct picture is prominent, as seen by the large amplitude of the short component of the biexponential fit to the (n, 3s) population decay, which results from the direct motion in the reactive nuclear DOF. For cyclopentanone, this short component has a much smaller amplitude as the reactive nuclear DOF are not activated initially. The indirect picture is most prominent in cyclopentanone. In this picture, the energy is deposited in non-reactive DOF and IVR is necessary and represents a bottleneck for mediating the transfer of energy to the reactive nuclear DOF on a ∼5-10 ps time scale, whereafter population transfer proceeds. Whence, as observed, the complex nature of internal conversion necessitates full dynamics simulations to infer such qualitative pictures as presented herein.
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II. PARAMETERS OF THE VIBRONIC COUPLING HAMILTONIAN
The constants of the vibronic coupling Hamiltonian (VCHAM) obtained from fitting to adiabatic potential energy surfaces calculated at the EOM-CCSD/cc-pVTZ-1s1p1d level of theory are given in Tables I-X for cyclobutanone and XI-XX for cyclopentanone. Constants not given in the tables are either zero by symmetry, negligible or not included. The electronic labels m, l ∈ {1, 2, 3, 4} corresponding to the ground, (n, π * ), (n, 3s), and (n, 3p) state respectively. The labels for the nuclear degrees of freedom i, j ∈ {1, 2, 7, 12, 21} for cyclobutanone and {1, 3, 8, 16, 28} for cyclopentanone.
A. Cyclobutanone 
Electronic On-diagonal Parameters
ν 12 · · · · · · · · · · · · ν 21 · · · · · · · · · · · ·ν 12 · · · · · · · · · 0.0076 · · · ν 21 -0.0470 -0.0493 0.0134 · · · · · · γ(2)ν 12 · · · · · · · · · -0.0462 · · · ν 21 -0.0639 -0.0532 0.0264 · · · · · · γ (3) ij ν 1 ν 2 ν 7 ν 12 ν 21 ν 1 0.0900 -0.0391 -0.0161 · · · -0.0308ν 12 · · · · · · · · · -0.0462 · · · ν 21 -0.0308 -0.0323 0.0369 · · · · · · γ (4) ij ν 1 ν 2 ν 7 ν 12 ν 21 ν 1 0.0429 -0.0499 0.0081 · · · -0.0497 ν 2 -0.0499 0.0401 -0.0265 · · · -0.0467 ν 7 0.0081 -0.0265 -0.0264 · · · 0.0253 ν 12 · · · · · · · · · -0.0492 · · · ν 21 -0.0497 -0.0467 0.0253 · · · · · ·ν 1 0.0085 · · · · · · · · · · · · ν 2 -0.0047 -0.0038 · · · 0.0024 · · · ν 7 -0.0037 -0.0028 -0.0027 -0.0069 · · · ν 12 · · · · · · · · · · · · · · · ν 21 -0.0192 -0.0181 -0.0016 -0.0177 · · · ι(2)ν 12 · · · · · · · · · · · · · · · ν 21 -0.0198 -0.0140 · · · -0.0220 -0.0016 ι (3) ijν 12 · · · · · · · · · · · · · · · ν 21 -ν 21 · · · · · · · · · · · · 8 2. Electronic Off-diagonal Parametersν 12 · · · · · · · · · -0.0023 · · · ν 21 0.0009 0.0092 -0.0010 · · · 0.0038 µ (3,4) ij ν 1 ν 2 ν 7 ν 12 ν 21 ν 1 -0.0011 -0.0072 -0.0013 · · · -0.0056ν 1 -0.0113 · · · · · · -0.0014 · · · ν 2 -0.0072 -0.0081 · · · -0.0011 · · · ν 7 0.0026 0.0012 0.0027 -0.0005 · · · ν 21 · · · · · · · · · · · · · · ·i κ (1) i κ (2) i κ (3) i κ (4) i ν 1 · · · · · · · · · · · · ν 3 · · · · · · · · · · · ·
