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Abstract
We propose to use minimum mean squared error (MMSE) esti-
mates to enhance the signals that are separated by nonnegative
matrix factorization (NMF). In single channel source separa-
tion (SCSS), NMF is used to train a set of basis vectors for each
source from their training spectrograms. Then NMF is used to
decompose the mixed signal spectrogram as a weighted linear
combination of the trained basis vectors from which estimates
of each corresponding source can be obtained. In this work,
we deal with the spectrogram of each separated signal as a 2D
distorted signal that needs to be restored. A multiplicative dis-
tortion model is assumed where the logarithm of the true signal
distribution is modeled with a Gaussian mixture model (GMM)
and the distortion is modeled as having a log-normal distribu-
tion. The parameters of the GMM are learned from training data
whereas the distortion parameters are learned online from each
separated signal. The initial source estimates are improved and
replaced with their MMSE estimates under this new probabilis-
tic framework. The experimental results show that using the
proposed MMSE estimation technique as a post enhancement
after NMF improves the quality of the separated signal.
Index Terms: Single channel source separation, nonnegative
matrix factorization, Minimum mean square error estimates,
and Gaussian mixture models.
1. Introduction
In single channel source separation problems, only one obser-
vation of the mixed signal is available. The solution of this
problem usually relies on training data for each source signal.
Nonnegative matrix factorization (NMF) [1] is usually used to
train a set of basis vectors (basis matrix) for each source signal.
NMF is then used to decompose the mixed signal spectrogram
as a weighted linear combination of the trained basis matrices
for all sources in the mixed signal. The estimate for each source
is computed by summing the decomposition terms that include
its corresponding trained basis vectors [2, 3]. The trained basis
matrix is used as the only representative for the training data for
each source. The trained basis matrices are then used in mixed
signal decomposition in the separation/testing stage.
The trained basis matrix that is usually used as the only rep-
resentative for each source training data is usually not sufficient
to represent all the characteristics of each source. This represen-
tation may be limited since the dynamic information between
frames is missing and there is no analytical approach for choos-
ing a suitable number of bases. More information about the
sources besides their trained basis matrices is usually needed.
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In this work, we support the NMF based source separa-
tion with source enhancement for the separated signal. Besides
training a basis matrix for each source, the spectrogram for each
training data is directly used to train a Gaussian mixture model
(GMM) in the logarithm domain. The trained basis matrices are
used with NMF to find a separated signal for each source in the
mixed signal. The spectrogram of each separated signal is then
treated as a 2D distorted signal. The trained GMMs and the
expectation maximization algorithm (EM) [4] are used to learn
the distortion in each separated signal spectrogram. The trained
GMMs, the learned distortion, the minimum mean square er-
ror (MMSE) estimates, and the Wiener filters are used to find
enhanced versions of the separated signals. To consider the
dynamic information between the spectrogram frames, we ap-
ply the enhancement approach on multiple consequent frames
at once instead of applying it frame by frame.
This paper is organized as follows: In Section 2, a brief
introduction about NMF is presented. Section 3 describes
SCSS problem and the conventional approach for using NMF in
SCSS. In Section 4, we introduce the MMSE estimation based
post enhancement for the separated source signals which is our
main contribution in this paper. In the remaining sections we
present our experimental results.
2. Nonnegative matrix factorization
Nonnegative matrix factorization is a matrix factorization algo-
rithm that decomposes any nonnegative matrix V into a mul-
tiplication of a nonnegative basis matrix B and a nonnegative
gains matrixG as follows:
V ≈ BG. (1)
The matrixB contains the basis vectors that are optimized to al-
low the data in V to be approximated as a linear combination of
its constituent columns. The solution forB andG can be found
by minimizing the following Itakura-Saito (IS) divergence cost
function [5]:
min
B,G
DIS (V ||BG) , (2)
where
DIS (V ||BG) =
∑
a,b
(
V a,b
(BG)a,b
− log V a,b
(BG)a,b
− 1
)
.
This divergence cost function is a good measurement for the
perceptual difference between different audio signals [5]. The
IS-NMF solution for equation (2) can be computed by alternat-
ing multiplicative updates ofG andB as follows:
G← G⊗
BT
(
V
(BG)2
)
BT
(
1
BG
) , (3)
B ← B ⊗
(
V
(BG)2
)
GT(
1
BG
)
GT
, (4)
where 1 is a matrix of ones with the same size of V , the opera-
tion ⊗ is an element-wise multiplication, all divisions and (.)2
are element-wise operations. The matrices B and G are usu-
ally initialized by positive random numbers and then updated
iteratively using equations (3) and (4).
3. Single channel source separation
In SCSS problems, the aim is to find estimates of source signals
that are mixed on a single recording y(t). In this work, we
assume the number of sources is two. This problem is usually
solved in the short time Fourier transform (STFT) domain. Let
Y (t, f) be the STFT of y(t), where t represents the frame index
and f is the frequency-index. Due to the linearity of the STFT,
we have
Y (t, f) = S1(t, f) + S2(t, f), (5)
where S1(t, f) and S2(t, f) are the unknown STFT of the
sources in the mixed signal. Assuming independence of the
sources, we can write the power spectral density (PSD) of the
measured signal as the sum of source signal PSDs as follows:
σ2y(t, f) = σ
2
1(t, f) + σ
2
2(t, f). (6)
We can write the PSDs in matrix form (power spectrograms) as
follows:
Y = S1 + S2, (7)
where S1 and S2 are the unknown spectrograms of the source
signals, and they need to be estimated using the observed mixed
signal spectrogramY and the training data for each source. The
PSD for the measured signal y(t) is calculated by taking the
squared magnitude of the DFT of the windowed signal.
The main idea to solve forS1 andS2 is to use NMF to train
a set of basis vectors for each source signal. NMF trains the
source bases for each source by decomposing the power spec-
trogram of its corresponding training data as follows:
Strain1 ≈ B1Gtrain1 , Strain2 ≈ B2Gtrain2 , (8)
where Strain1 and Strain2 are the spectrograms of the training
data for the first and second source respectively, the columns
of B1 and B2 are considered as trained bases that are used
in mixed signal decomposition as shown in next sections. The
update rules in equations (4) and (3) are used to decompose
Strain1 and Strain2 in equation (8). After each NMF iteration
the columns in the basis matrices are normalized using the `2
norm and the gain matrices are calculated accordingly.
After observing the mixed signal, NMF is used to decom-
pose the mixed signal spectrogram Y with the trained basis ma-
tricesB1 andB2 for the first and second source respectively as
follows:
Y ≈ [B1,B2]G or Y ≈ [B1 B2]
[
G1
G2
]
. (9)
The only unknown here is the gains matrixG which can be cal-
culated iteratively using the update rule in equation (3). The
basis matrices B1 and B2 were trained as shown in equation
(8) and they are fixed in this separation stage. The initial spec-
trogram estimate for each source can be computed as follows:
S˜1 = B1G1, S˜2 = B2G2. (10)
The initial estimated spectrograms S˜1 and S˜2 are used to
build spectral masks (Wiener filter) [5, 6] as follows:
H1 =
S˜1
S˜1 + S˜2
, H2 =
S˜2
S˜1 + S˜2
, (11)
where the divisions are done element-wise. The final estimate
of each source STFT can be obtained as follows:
Sˆ1 (t, f) =H1 (t, f)Y (t, f) , (12)
Sˆ2 (t, f) =H2 (t, f)Y (t, f) , (13)
where Y (t, f) is the STFT of the observed mixed signal in
equation (5), H1 (t, f) and H2 (t, f) are the entries at row f
and column t of the spectral masks H1 and H2 respectively.
The spectral mask entries scale the observed mixed signal STFT
entries according to the contribution of each source in the mixed
signal [3, 7, 8]. The estimated source signals sˆ1(t) and sˆ2(t)
can be found by inverse STFT of Sˆ1(t, f) and Sˆ2(t, f) respec-
tively.
The assumption that is imposed in the aforementioned
framework of using NMF in source separation is that, the
trained basis matrix for each source is a sufficient representa-
tive for the training data for each source. Some obvious draw-
backs of this assumption are that the number of bases can not
be determined analytically and the trained matrices do not cap-
ture the dynamic information for the source signals. In addition,
NMF may cause high overlap among sources due to accepting
the whole span of the bases as representations.
In this work, the initial estimated S˜1 and S˜2 in (10) are
treated as distorted 2D signals (images) that need to be restored.
MMSE estimation is used as a post process to find better esti-
mates for the source signals.
4. MMSE estimation for post enhancement
We first need to build models for the correct/expected spectro-
gram frames that the sources S˜1 and S˜2 should have. For ex-
ample, the sequence of PSD frames in the spectrogram Strain1
in equation (8) can be seen as valid PSD frames that the spectro-
gram of the first source can have. The training signal spectro-
grams Strain1 and Strain2 can be used to train Gaussian mixture
models GMM1 and GMM2 for the valid PSD frames that can
be seen in each source respectively. Then, how far the statis-
tics of the spectrograms S˜1 and S˜2 from the trained GMM1
and GMM2 respectively are learned which are considered as
the measurements of the amount of distortions that exist in the
spectrograms S˜1 and S˜2. Based on the amount of the existed
distortions and the GMMs that model the valid frames, MMSE
estimates are used to find a better solution for each source spec-
trogram S˜1 and S˜2. To consider the dynamic information of the
source signals, we deal with multiple PSD frames stacked to-
gether in one column for training the GMMs and for the MMSE
estimates in the enhancement stage. To avoid dealing with
the gain differences between the training and separated signals,
we normalize each column (stacked PSD frames) using the `2
norm. To avoid dealing with the nonnegativity constraints we
enhance the signals in the log-spectrogram domain. The overall
idea of post enhancement here can be seen as a shape or pattern
correction. The patterns that exist in the training data spectro-
grams are used to enhance the NMF separated signal spectro-
grams through the MMSE estimates.
4.1. Training the source GMMs
First, we stackL frames of the training data spectrogramStrain
for a given source into one super-frame as in [9, 10, 11]. Each
super-frame is normalized and its logarithm is calculated. We
form a super-matrix with columns containing the logarithm of
the normalized super-frames as shown in Figure 1. We pass a
Figure 1: Columns construction and sliding windows with
length L frames.
window with length L frames on the training data spectrogram
Straini to select the first column of the super-matrix, then we
shift or slide the window by one frame to choose the next super-
frame. The super-frames for each source are used to train a
GMM. The GMM for a random vector x is defined as
p(x) =
K∑
k=1
pik
(2pi)d/2 |Σk|1/2
exp
{
−1
2
(x− µk)T Σ−1k (x− µk)
}
,
(14)
where K is the number of Gaussian mixture components, pik is
the mixture weight, d is the vector dimension, µk is the mean
vector and Σk is the diagonal covariance matrix of the kth
Gaussian model. In training the GMM, the expectation max-
imization (EM) algorithm [4] is used to learn the GMM param-
eters (pik,µk,Σk, ∀k = {1, 2, ...,K}) for each source given
the logarithm of its normalized super-frames as training data.
After training the GMM parameters using each source train-
ing data, we will have trained GMM1 for the first source and
GMM2 for the second source.
4.2. Learning the distortion
We need to learn how much the spectrogram S˜ for a given
source in (10) is distorted compared with its corresponding
trained GMM. First, we need to form a super-matrix for each
S˜ in (10). We attach L − 1 frames with values close to ze-
ros to the far left and right to each spectrogram S˜. Then we
start forming super-frames with L stacked frames for the spec-
trogram S˜ as we did during training the GMMs in Section 4.1.
Every super-frame is normalized and its logarithm is calculated
and used to form a super-matrix Q for its corresponding spec-
trogram S˜. The normalization values for the super-frames are
saved to be used later. Data corresponding to each PSD frame
in S˜ will appear L times in its corresponding super-matrix Q
as sub-vectors in the corresponding super-frame columns. Each
column qn in Q can be seen as a clean observation xn with
additive noise e as follows:
qn = xn + e, (15)
where xn is the unknown desired pattern that corresponds to
the observation qn and needs to be estimated under a trained
GMM from section 4.1, e is the logarithm of a distortion op-
erator, which is modeled here by a Gaussian distribution with
zero mean and diagonal covariance matrix Ψ asN (e|0,Ψ).
The uncertainty Ψ is trained directly from all columns q =
{q1, .., qn, .., qN} in Q, where N is the number of columns
in the matrix Q. The uncertainty Ψ can be iteratively learned
using the expectation maximization (EM) algorithm. Given the
GMM parameters which are considered fixed here, the update
of Ψ is found based on the sufficient statistics zˆn and Rˆn as
follows [12, 13, 14, 15]:
Ψ = diag
{
1
N
N∑
n=1
(
qnq
T
n − qnzˆTn − zˆnqTn + Rˆn
)}
,
(16)
where the “diag” operator sets all the off-diagonal elements of
a matrix to zero, N is the number of columns in matrix Q, and
the sufficient statistics zˆn and Rˆn can be updated using Ψ from
the previous iteration as follows:
zˆn =
K∑
k=1
γknzˆkn, and Rˆn =
K∑
k=1
γknRˆkn, (17)
where
γkn =
[
pikN (qn|µk,Σk +Ψ)∑K
j=1 pijN
(
qn|µj ,Σj +Ψ
)] , (18)
Rˆkn = Σk −Σk (Σk +Ψ)−1 ΣTk + zˆknzˆTkn, (19)
and
zˆkn = µk +Σk (Σk +Ψ)
−1 (qn − µk) . (20)
Ψ is considered as a general uncertainty measurement over all
the observations in matrix Q. Ψ can be seen as a model that
summarizes the deformation that exists in all columns in the
super-matrix Q. Given the trained GMM1, GMM2, the su-
per matricesQ1 andQ2 that are corresponding to the distorted
spectrograms S˜1 and S˜2, the uncertainties Ψ1 and Ψ2 for the
first and second source are calculated iteratively using equations
(16) to (20).
4.3. Calculating MMSE estimates
Given the GMM parameters and the uncertainty measurement
Ψ for a given source signal, the MMSE estimate of each pat-
tern xn given its observation qn under the observation model
in equation (15) can be found similar to [12, 13, 14, 15] as fol-
lows:
xˆn =
K∑
k=1
γkn
[
µk +Σk (Σk +Ψ)
−1 (qn − µk)
]
, (21)
where
γkn =
[
pikN (qn|µk,Σk +Ψ)∑K
j=1 pijN
(
qn|µj ,Σj +Ψ
)] . (22)
The distortion measurement Ψ in the term Σk (Σk +Ψ)−1 in
equation (21) plays an important role in this framework. When
the uncertainty Ψ of the observations q for a given source is
high, the MMSE estimate of x, relies more on the trained GMM
of x. When the uncertainty of the observations q is low, the
MMSE estimate of x, relies more on the observation q.
The model in equation (15) expresses the normalized super-
columns before calculating the logarithm of the spectrogram S˜
as a distorted image with a multiplicative deformation diagonal
matrix. For the normalized super-frame columns sn‖sn‖2 of S˜
there is a deformation matrix E with log-normal distribution
that is applied to the correct pattern that we need to estimate sˆn
as follows:
sn
‖sn‖2
= Esˆn. (23)
The uncertainty for E is represented in the covariance matrix
Ψ. The MMSE estimation based post enhancement here can
be seen as performing denoising under multiplicative noise. We
believe this is beneficial since the additive noise is assumed to
be removed by NMF.
After calculating xˆn, ∀n ∈ {1, .., N} we calculate the ex-
ponent for each entry of xˆn,∀n ∈ {1, .., N} and form a ma-
trix R. The procedures in sections 4.2 and 4.3 are repeated
for each source to get R1 for the first source and R2 for the
second source. The norm for each super-columns that were
calculated in section 4.2 are used to scale their corresponding
super-columns in R1 and R2. The columns of R1 and R2
are scaled by multiplying each super-frame (column) with its
corresponding norm from section 4.2. The norm rescaling is
used to preserve the gain differences between the two source
signals. We convert the scaled super-frames ofR1 andR2 into
the original size of the spectrograms by reframing their super-
frames. Since every PSD frame appears L times in different L
consequent super-frames, we take the average to find the final
enhanced spectrograms S1 and S2. The spectrograms S1 and
S2 are then used in the Wiener filters H1 and H2 to find the
final source STFTs as follows:
H1 =
S1
S1 + S2
, H2 =
S2
S1 + S2
, (24)
Sˆ1 (t, f) =H1 (t, f)Y (t, f) , Sˆ2 (t, f) =H2 (t, f)Y (t, f) ,
(25)
where the divisions are done element-wise which is similar to
equations (11) and (12). The use of the Wiener filters here is
the only way to guarantee that the two estimated source spectro-
grams add up to the mixed signal spectrogram. The estimated
source signals sˆ1(t) and sˆ2(t) can be found by using inverse
STFT of Sˆ1(t, f) and Sˆ2(t, f) respectively.
5. Experiments and Discussion
We applied the proposed algorithm to separate a speech signal
from a background piano music signal. Our main goal was to
get a clean speech signal from a mixture of speech and piano
signals. We simulated our algorithm on a collection of speech
and piano data at 16kHz sampling rate. For speech data, we
used the training and testing male speech data from the TIMIT
database. For music data, we downloaded piano music data
from the piano society web site [16]. We used 12 pieces with
approximate 50 minutes total duration from different composers
but from a single artist for training and left out one piece for
testing. The PSD for the speech and music data were calculated
by using the STFT: A Hamming window with 480 points length
and 60% overlap was used and the FFT was taken at 512 points,
the first 257 FFT points only were used since the conjugate of
the remaining 255 points are involved in the first points. We
trained 128 basis vectors for each source, which makes the size
of Bspeech and Bmusic matrices to be 257 × 128. The mixed
data was formed by adding random portions of the test music
file to 20 speech files from the test data of the TIMIT database
at different speech-to-music ratio (SMR) values in dB. The au-
dio power levels of each file were found using the “speech volt-
meter” program from the G.191 ITU-T STL software suite [17].
For each SMR value, we obtained 20 mixed utterances this way.
Performance measurements of the separation algorithm
were done using the signal to distortion ratio (SDR) and the
signal to interference ratio (SIR) [18]. The average SDR and
SIR over the 20 test utterances are reported. The source to dis-
tortion ratio (SDR) is defined as the ratio of the target energy
to all errors in the reconstructed signal. The target signal is de-
fined as the projection of the predicted signal onto the original
speech signal. Signal to interference ratio (SIR) is defined as
the ratio of the target energy to the interference error due to the
music signal only. The higher SDR and SIR we measure the
better performance we achieve.
Table 1 shows SDR and SIR of the separated speech sig-
nal using NMF without post enhancement and NMF with post
enhancement using MMSE estimates with different values of
GMM components K and the number of the stacked frames L.
The second column of the table, shows the separation results
of using just NMF with spectral masks without post enhance-
ment as shown in equations (12) and (13). The third and fourth
columns show the results of using NMF with MMSE estima-
tion based post enhancement with the Wiener filters as shown
in equations (24) and (25). The choice forK andLwas done by
trying different combinations. In this work, we chose the same
value for L for both sources and also for K. The shown results
are just examples for the improvements that can be achieved.
Better results can be achieved for different combinations of K
and L. Suitable values for K and L can be found using valida-
tion data.
Table 1: SDR and SIR in dB for the estimated speech signal.
SMR NMF NMF+Post MMSE
L = 5, K = 128 L = 3, K = 32
dB SDR SIR SDR SIR SDR SIR
-5 1.79 5.01 3.99 9.79 2.96 6.88
0 4.51 8.41 6.13 12.03 5.61 9.89
5 7.99 12.36 9.18 15.49 9.00 13.72
10 10.30 16.48 11.31 18.62 11.29 17.34
15 12.00 20.05 12.66 21.16 13.05 20.48
20 13.07 24.93 13.95 25.67 14.32 25.16
As we can see from the table, the proposed NMF with post
enhancement using MMSE estimates improves the separation
performance comparing with just using NMF. Increasing the
value of L improves the performance especially at low SMR
values but it requires increasing the value ofK. The best choice
forK usually depends on the nature, and the size of the training
data, and also on the value of L. It is important to note that,
applying MMSE estimates directly on the mixed signal without
using NMF (not shown in the table) gives worse results than just
using NMF.
6. Conclusion
In this work, we improved the quality of NMF based source
separation by employing a novel MMSE estimation technique
based on trained GMMs. The distortion was learned online
from the NMF separated signal spectrograms. The dynamics
or the sequential information of the sources were considered by
enhancing multiple frames of the spectrograms at once. The re-
sults show that, the proposed MMSE estimation based post en-
hancement improves the quality of the NMF separated sources.
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