ABSTRACT. We consider a general Hermitian holomorphic line bundle L on a compact complex manifold M and let q p be the Kodaira Laplacian on (0, q) forms with values in L p . We study the scaling asymptotics of the heat kernel exp(−u q p /p)(x, y). The main result is a complete asymptotic expansion for the semi-classically scaled heat kernel exp(−u q p /p)(x, x) along the diagonal. It is a generalization of the Bergman/Szegö kernel asymptotics in the case of a positive line bundle, but no positivity is assumed. We give two proofs, one based on the Hadamard parametrix for the heat kernel on a principal bundle and the second based on the analytic localization of the Dirac-Dolbeault operator.
q p be the Kodaira Laplacian on (0, q) forms with values in L p . We study the scaling asymptotics of the heat kernel exp(−u q p /p)(x, y). The main result is a complete asymptotic expansion for the semi-classically scaled heat kernel exp(−u q p /p)(x, x) along the diagonal. It is a generalization of the Bergman/Szegö kernel asymptotics in the case of a positive line bundle, but no positivity is assumed. We give two proofs, one based on the Hadamard parametrix for the heat kernel on a principal bundle and the second based on the analytic localization of the Dirac-Dolbeault operator. 
INTRODUCTION
Let (M, J) be a complex manifold with complex structure J, and complex dimension n. Let L and E be two holomorphic vector bundles on M such that rk(L) = 1; the bundle E plays the role of an auxiliary twisting bundle. We fix Hermitian metrics h L , h E on L, E. Let L p denote the pth tensor power of L. The purpose of this article is to prove scaling asymptotics of various heat kernels on L p ⊗ E as p → ∞. We present the scaling asymptotics from two points of view. The first one (Theorem 1.1) gives scaling asymptotics of the Kodaira heat kernels and is based on the analytic localization technique of Bismut-Lebeau [5] , adaptating the arguments from [19, §1.6, §4.2] . The second (Theorem 1.2) gives scaling asymptotics of the heat kernels associated to the Bochner Laplacian, and is an adaptation of the Szegö kernel asymptotics of [20] . It is based on lifting sections of L p to equivariant functions on the associated principal S 1 bundle X h → M, and obtaining scaling asymptotics of heat kernels from Fourier analysis of characters and stationary phase asymptotics. Either method can be applied to any of the relevant heat kernels and it seems to us of some interest to compare the methods. We refer to [6, 20, 19, 21] for background from both points of view of analysis on higher powers of line bundles.
To state our results, we need to introduce some notation. Let ∇ E , ∇ L be the holomorphic Hermitian connections on
T M be a J-invariant Riemannian metric on M, i. e., g T M (Ju, Jv) = g T M (u, v) for all x ∈ M and u, v ∈ T x M. Set Then ω, Θ are real (1, 1)-forms on M, and ω is the Chern-Weil representative of the first Chern class c 1 (L) of L. The Riemannian volume form dv M of (T M, g T M ) is Θ n /n!. We will identify the 2-form R L with the Hermitian matrixṘ L ∈ End(T (1,0) M) defined by
The curvature R L acts as a derivation ω d ∈ End(Λ(T * (0,1) M)) on Λ(T * (0,1) M). Namely, let {w j } n j=1 be a local orthonormal frame of T (1, 0) M with dual frame {w j } n j=1 . Set (1.3)
Consider the Dolbeault-Dirac operator
and the Kodaira Laplacian
For p ∈ N, we denote by 
We will denote by det the determinant on T (1,0) M. The following gives the scaling asymptotics for the Kodaira-Laplacian heat kernel. Theorem 1.1. Assume that M is compact. For T > 0, and any k, m ∈ N we have as p → ∞
, u, x) is uniformly bounded for 0 < u < T , x ∈ M, p ∈ N * . For any r ∈ N, the coefficient e ∞ r (u, x) is smooth at u = 0 and the principal term is given by
The leading term of the scaling asymptotics has been known for some time in connection with the Demailly holomorphic Morse inequalities [12] . Bismut [4] and Demailly [13] used the heat kernel to prove these inequalities, based on the principal term of the scaling asymptotics above. The new feature of Theorem 1.1 is the complete asymptotic expansion in the C ∞ sense, and the computability of the coefficients. It is a kind of generalization, in terms of both statement and proof, of the Bergman/Szegö kernel expansion on the diagonal given in [11] , [20] in the case of positive Hermitian holomorphic line bundles. The main feature of the heat kernel expansion is its generality: it does not require that (L, h L ) be a positive line bundle, nor even that (M, Θ) be a Kähler manifold. In the general case, the Bergman/Szegö kernel is difficult to analyze and the heat kernel is a good substitute. Note that for u > 0 fixed, Theorem 1.1 was obtained in [14, (1.4) ], [19, (4.2.4) ].
Let us give another form of the principal term (1.11) in order to recover Demailly's formula [13, Theorem 4.4] . Let us choose {w j } n j=1 to be an orthonormal basis of
The elements α 1 (x), . . . , α n (x) are called the eigenvalues of R L with respect to Θ. Then
We have by [19, (1.6.4 
Here we use the following convention: if an eigenvalue
where Tr q is the trace of an operator acting on E q p . By taking the trace Tr q of (1.11) we obtain
We obtain thus from (1.14),
We use the following notation for a multi-index J ⊂ {1, . . . , n}:
It is understood that α sinh αu = 1 u , when α = 0 . 
with the space L 2 p (X) of equivariant functions on X transforming by e ipθ under the S 1 action on X, which we denote by e iθ · x. The Chern connection induces an S 1 -invariant vertical 1-form β, defining a connection on T X (see §2.1).
We
The lifting identification induces an identifiction of heat kernels, which takes the following form on the diagonal: Let x ∈ X, z ∈ M and π(x) = z. Then
Using this formula, we prove 
In view of (1.18) we could also state this result as giving the scaling asymptotics of the pth Fourier component of the horizontal heat kernel. As discussed in §3.1, the reason for using (1.18) , is that there exists a rather concrete Hadamard style parametrix for e −u∆ H (x, y), involving the Hadamard heat kernel coefficients Φ j of a principal bundle, computed in [3, Theorrem 5.8] . All the properties stated in the theorem follow from standard facts about the stationary phase method and from the properties of the coefficients Φ j . The principal term is given by (cf. (1.1) -(1.11)):
Recall that τ is the trace of the curvature R L defined in (1.3). The subleading term is given by 
2 . Thus the difference between (1.20) and (1.11) for (0, 0)-forms is the factor exp(−uτ ).
If one uses the Lichnerowicz formula to express the Kodaira Laplacian in terms of the horizontal (Bochner) Laplacian, one may then apply the Duhamel formula to express the heat kernel of the Kodaira Laplacian in terms of that of the Bochner Laplacian. Alternatively, one may go through the parametrix construction as in [3, Theorem 5.8] but with the Kodaira Laplacian. The transport equations change because of the extra curvature term. We omit the details since we are already giving a proof of Theorem 1.1 by another method. We also leave to the reader the adaptation of the analytic localization proof of Theorem 1.1 to obtain Theorem 1.2. [12, 13, 4, 19] . We follow the exposition of [19, 21] .
Relation to the holomorphic Morse inequalities. The original application of the scaling asymptotics was to estimating dimensions
Let M(q) ⊂ M be the subset in which √ −1R L has precisely q negative eigenvalues and n − q positive eigenvalues. Set
The holomorphic Morse inequalities of J.-P. Demailly [12] give asymptotic estimates for the alternating sums of the dimensions h q (L p ⊗ E) as p → ∞.
be Hermitian holomorphic vector bundles on M, rk(L) = 1. As p → ∞, the following strong Morse inequalities hold for every q = 0, 1, . . . , n:
with equality for q = n (asymptotic Riemann-Roch-Hirzebruch formula). Moreover, we have the weak Morse inequalities
It was observed by J.-M. Bismut [4] that the leading order scaling asymptotics of the heat kernel could be used to simplify the proof of these inequalities. Bismut's probability arguments were replaced by classical heat kernel methods by J.-P. Demailly [13] and by T. Bouche [7, 8] . Since one obviously has
for any u, we can let p → ∞ to obtain
and then let u → ∞ to obtain the weak Morse inequalities,
In the last step we used that
In the case of q = 0 we have:
For general q the asymptotics depends in a more complicated way on the eigenvalues of
L is non-degenerate at x and let J − (x) denote the set of q indices for which α j (x) < 0, resp. J + (x) denote the set of indices for which α j (x) > 0. The only term α ∁J − α J which makes a non-trivial asymptotic contribution is the one for which J = J − (x). Hence
Now assume that the curvature is degenerate at x, with n − negative eigevalues, n 0 zero eigenvalues and n + positive eigenvalues. Since we must change the sign of q eigenvalues and since any negative eigenvalue causes the whole product to vanish in the u → ∞ limit, the asymptotics are trivial unless n − ≤ q and n − + n 0 ≥ q. If n − = q there is only one term in the J sum, namely where J = J − (x). If n − < q then we may choose any q − n − indices of zero eigenvalues to flip. There are n 0 q−n − such indices. Hence in the degenerate case with n − ≤ q, n − + n 0 ≥ q we have
(1.30)
Thus, one first takes the limit p → ∞ and then u → ∞. A natural question is whether one can let u → ∞, p → ∞ simultaneously in the scaling asymptotics of Theorem 1.1.
. Suppose that u(p)/p = 1/ε(p) could be used as a small parameter in the expansion of Theorem 1.1. The principal term is of order (
one would hope that the remainder is of order ε(p) s+1 p n−1−s . Our remainder estimate in Theorem 1.1 is not sharp enough for this application.
Let us close by reminding the proof of the strong Morse inequalities (1.22) (cf. [19, §1.7] ). As before, we denote by
Then we have (using notation (1.15))
By a linear algebra argument involving the spectral spaces [19, Lemma 1.7.2] we have for any u > 0 and q ∈ N with 0 q n,
with equality for q = n. Note that in the notation of (1.3),
We denote by Tr Λ 0,q the trace on Λ q (T * (0,1) M). By (1.33),
is uniformly bounded in x ∈ M, u > 1, 0 q n. Hence for any x 0 ∈ M, 0 q n,
is the characteristic function of M(q). From Theorem 1.1, (1.31) and (1.32), we have
for any q with 0 q n and any u > 0. Using (1.35), (1.36) and dominate convergence, we get
Relations (1.37), (1.38) imply (1.22).
Let us finally mention that the original proof of Demailly of the holomorphic Morse inequalities is based on the asymptotics of the spectral function of the Kodaira Laplacian q p as p → ∞, the semiclassical Weyl law, cf. [12] , [19, Theorem 3.2.9 ]; see also [16] for the lower terms of the asymptotics of the spectral function.
Organization and notation.
We end the introduction with some remarks on the organization and notation.
We first prove Theorem 1.2. The proof involves the construction of a Hadamard parametrix for the heat kernel of a principal S 1 bundle adapted from [3] , and in particular involves the connection, distance function and volume form on the S 1 bundle X h → M. The geometric background is presented in §2, and then the proof of Theorem 1.2 is given in §3. The main complication is that the heat kernel must be analytically continued to L * , which is an important but relatively unexplored aspect of heat kernels. The proof of Theorem 1.1 is then given in §4.
We now record some basic definitions and notations.
1.3.1. The complex Laplacian. Let F be a holomorphic Hermitian vector bundle over a complex manifold M. Let Ω r,q (M, F ) be the space of smooth (r, q)-forms on X with values in F . Since F is holomorphic the operator
It is well-known that there exists a unique holomorphic
The operator ∂ F extends naturally to
Then we have a decomposition of ∇ F after bidegree
The Kodaira Laplacian is defined by:
Recall that the Bochner Laplacian ∆ F associated to a connection ∇ F on a bundle F is defined (in terms of a local orthonormal frame {e i } of T M) by • (M, J) is a complex manifold with complex structure J.
•
• dv M is the Riemannian volume form of
is a holomophic vector bundle E with Hermitian metric h E and Chern connection ∇ E on M.
• Dolbeault-Dirac operator
* is the unit co-disc bundle. Then ∆ L p can be identified with the horizontal Laplacian ∆ H on X.
HEAT KERNELS ON THE PRINCIPAL S 1 BUNDLE
In this section, we prepare for the proof of Theorem 1.2 by reviewing the geometry of the principal S 1 bundle X h → M associated to a Hermitian holomorphic line bundle. The geometry is discussed in more detail in [9, 10, 20] but mainly under the assumption that (L, h L ) is a positive Hermitian line bundle. We do not make this assumption in Theorem 1.2.
As above, we denote by (M, Θ) a compact complex n-manifold with a Hermitian metric Θ and then dv M = Θ n n! is its Riemannian volume form. We consider a Hermitian holomor-
Denote by L * the dual line bundle and let D * h be the unit disc bundle of L * with respect to the dual metric h L * . The boundary X = ∂D * h is then a principal S 1 bundle π : X → M over M, and we denote the S 1 action by e iθ · x. We may express the powers L p of L as Remark 2.1. The condition that (L, h L ) be a positive line bundle is equivalent to the condition that D * h be a strictly pseudo-convex domain in L * , or equivalently that X h be a strictly pseudo-convex CR manifold. These assumptions are used in [10] to construct parametrices for the Szegö kernel, but are not necessary to construct parametrices for the heat kernels. denotes the generator of the action. We denote by V x = R ∂ ∂θ its span in T x X and by H x = ker β its horizontal complement. We further equip X with the Kaluza-Klein bundle metric G, defined by declaring the vertical and horizontal spaces orthogonal, by equipping the vertical space with the S 1 invariant metric and by equipping the horizontal space with the lift of the metric g T M . More precisely, it is defined by the conditions:
Geometry on a circle bundle. The Hermitian metric
The volume form of the Kaluza-Klein metric on X will be denoted by dv.
The connection β on T X induces by duality a connection on the cotangent bundle
Here, F o denotes the annihilator of a subspace F ⊂ E in the dual space E * . By definition we have V * x = Rβ x . The vertical, resp. horizontal components of ν ∈ T * x X are given by:
There also exists a natural pullback map π * :
and as the two sides have the same dimension we see that π * T *
We write π * with a slight abuse of notation for the inverse map π * : H * x X → T * x M. This duality can also be defined by the metric G, which induces isomorphisms G x :
2.2. Distance function on X. To construct a parametrix for the heat kernel, we will need a formula for the square d 2 (x, y) of the Kaluza-Klein geodesic distance function on a neighborhood of the diagonal of X × X.
We first describe the geodesic flow and exponential map of (X, G). It is convenient to identify T X ≡ T * X as above, and to consider the (co-)geodesic flow on T * X. This is the Hamiltonian flow of the metric function |ξ|
. The Hamiltonian flow of p θ is the lift to T * X of the S 1 action on X, i. e., V u (x, ξ) = (e iu x, e iu ξ) where e it ξ denotes derived action of S 1 on X. We also denote the Hamiltonian flow of |ξ H | 2 G by G t H (x, ξ). Let U ⊂ M denote a trivializing open set for X → M, and let µ : U → X denote a local unitary frame. Also, let z i ,z i denote local coordinates in U. Together with µ they induced local coordinates (z i ,z i , θ) on π −1 (U) ∼ U × S 1 defined by x = e iθ · µ(z,z). Thus, z i is the pull-back π * z i while θ depends on a slice of the S 1 action. They induce
Here we simplify the notation (z,z) for local coordinates to z until we need to emphasize the complex structure. As a pullback, dz ∈ H * z and the notation p z dz for a form η on M and its pullback to X are compatible. We also note that the canonical symplectic form σ on T * X is given by σ = dz ∧ dp z + dθ ∧ dp
In local coordinates the Hamiltonian |ξ| 2 G has the form
and the equations of the Hamiltonian flow of |ξ| 2 G are:
These equations decouple and we see that
It follows that the (co-) exponential map exp x : T * x X → X is given at x = (z, θ) by
where exp zM is the exponential map of (M, g T M ). We observe that
Lemma 2.2. In a neighborhood of the diagonal in X × X, the distance function satisfies the Pythagorean identity
where we write J(x, a) :
as the derivative d a exp x of the exponential map of the Kaluza-Klein metric at a ∈ T x X.
We identify H x ≡ T x M and V x ≡ R. For completeness we sketch the proof. . The map J(x, a) preserves the subspaces
Here, τ is defined as in the proof of [3, Proposition 5.1]. Namely, for a vector space V , τ :
Proof. We need to compute
is the tangent vector to exp x (sa). It is easy to see that Y (s) is horizontal, hence that
Using a parallel horizontal frame along exp x (sa) we identify Y (s) with a curve in H x and find that ∂ ∂s
The formula follows.
We then have
Corollary 2.4 ([3, Corollary 5.5]). We have
det J(x, a) = j H (τ (ω x · a)/2) , where j H (A) = det sinh(A/2) A/2 .
PROOF OF THEOREM 1.2
In this section we prove Theorem 1.2 for the heat kernels associated to the Bochner Laplacians by
where * is taken with respect to dv M . As discussed in the introduction, we use (1.18) to analyze heat kernels on L p by identifying them as Fourier coefficients of heat kernels on X.
There is a natural lift of sections of 
This shows that the equation (1.18) is correct, i. e., if π(x) = z,
Remark 3.1. The purpose of adding the vertical term ( ∂ ∂θ ) 2 is that there exists a simple parametrix for e −u∆ X . Without adding the vertical term, the horizontal heat kernel is much more complicated and reflects the degeneracies of the horizontal curvature. The model case of the Heisenberg sub-Laplacian only applies directly when the line bundle is positive.
The Fourier formula (3.2) shows that from a spectral point of view, the addition of (
is harmless. But from a Brownian motion point of view it is drastic and it is responsible for the necessity of analytically continuing the heat kernel to L * . For further remarks see §3.7.
Parametrices for heat kernels.
We will use the construction in [3] of a parametrix for the heat kernel on a principal S 1 bundle π : X → M. For remainder estimates, we use the off-diagonal estimates of Kannai [17] , which apply to these and more general heat kernel constructions.
To get oriented, let us review the general Hadamard (-Minakshisundararam-Pleijel) parametrix construction on a general Riemannian manifold. Let (Y, g) denote a complete Riemannian manifold of dimension m and let ∆ g denote its (positive) Laplacian. For x close enough to y, the heat kernel of e −u∆g has an asymptotic expansion as u → 0 of the form
where d(x, y) denotes the distance between x and y and where v j are coefficients satisfying certain well-known transport equations. More precisely, choose a cut-off function ψ(d(x, y) 2 ), equal one in a neighborhood U of the diagonal. Then there exist smooth locally defined functions v j (x, y) such that
is a parametrix for e −u∆g (x, y), i. e., in U we have
It follows by the off-diagonal estimates of Kannai ([17, (3.11)]) that
for (u, x, y) satisfying: u < inj(x) and y ∈ B(x, inj(x)). Here, inj(x) is the injectivity radius at x and B(x, r) is the geodesic ball of radius r centered at x.
3.2.
Heat kernels on S 1 bundles and R bundles. We apply the heat kernel parametrix construction to the principal S 1 bundle X = X h → M equipped with the Kaluza-Klein metric. As a special case where M = pt, this gives a heat kernel parametrix on the circle S 1 . It is standard to express the heat kernel on S 1 as the projection over Z of the heat kernel on R, since the distance squared is globally defined on R but not on S 1 . It thus simplies the analysis of the distance function to consider the principal R bundlẽ π : X → M, where X is the fiberwise universal cover of X. We thus express the heat kernel on X as the projection to X of the heat kernel e −u∆ X ( x + iθ, x) on X, where X is equipped with the Kaluza-Klein metric, so that p : X → X is a Riemannian Z-cover. We use additive notation for the R action on the fiber ofX, i. e., in place of the S 1 action e iθ · x on X we write x + iθ on X.
A key point in the formula (3.2) is that in Theorem 1.2 we only use the heat kernel at points (x, y) where π(x) = π(y). The same is true when we lift to X. Although we need to construct a heat kernel parametrix off the diagonal, it is only evaluated at such off-diagonal points. Hence it is sufficient to use a base cut-off, of the form
2 ) where as above, d M (x, y) is the distance on M from π(x) to π(y). This cutoff is identically equal to one on points (x, y) on the same fiber.
The following proposition is adapted from [3, Theorems 2.30].
Proposition 3.2. There exist smooth functions
where j( x, iθ) is the volume density j( x, y) at y = x + iθ in normal coordinates centered at x and where
Proof. By [3, Theorem 2.30], and by [17, (3.11) ], there exist smooth v ℓ ( x, y) such that in U,
, where
The v ℓ solve the transport equations,
Here, B = j
. Now put y = x + iθ and put Φ ℓ ( x, iθ) = v ℓ ( x, x + iθ). The stated estimate follows from the off-diagonal estimates (3.6) of [17] .
We now project the heat kernel on X to X to get: Proposition 3.3. The heat kernel on X is given by
Here, p(x) = x. Moreover,
and where forx with π(x) = x,
Proof. Both statements hold becauseX → X is locally isometric, and therefore the heat kernel and parametrix on X are Poincaré series in those on X.
Stationary phase calculation of the asymptotics.
We now use the heat kernel parametrix (3.9) to calculate the scaled heat kernel asymptotics by the stationary phase method. Our calculation of the coefficients is based on Theorem 5.8 of [3] . We therefore rewrite Proposition 3.3 in the form stated there. − |θ| 2 /4u − iθ, with a single non-degenerate critical point at θ = −2ui with constant Hessian. We would like to apply the method of stationary phase to the integral, but the critical point is complex and in particular does not lie in the contour of integration. This is not surprising: the integral must be exponentially decaying to balance the factor of e pu in front of it. Therefore, we must deform the contour to |z| = 2t. However, then we no longer have the heat kernel in the real domain, but rather the analytic continuation of the heat kernel of e −t∆ X in the fiber direction. Thus we first need to discuss the analytic continuation of the heat kernel in the fiber.
Analytic continuation of heat kernels.
In this section, we analyze the analytic continuation of the kernel e −u∆ X (e iθ x, x) and its Hadamard parametrix in the e iθ variable from S 1 × X to C * × X. Despite the fact that the metric h L is only C ∞ and not real analytic, the heat kernel always has an analytic continuation in the variable e iθ , as the next Proposition shows.
The S 1 action e iθ ·x on X extends to a holomorphic action of C * on L * which we denote by e z · µ for µ ∈ L * . When µ = x ∈ X we denote it more simply by e z · x. We also write z = t + iθ with t = 2u when the heat kernel is at time u.
Proposition 3.5.
The kernel e(u, x, θ) := e −u∆ X (x, e iθ x) on X × g extends for each (u, x) ∈ R + × X to an entire function e(u, x, z)
Proof. This is most easily seen using the Fourier/eigenfunction expansion of the heat kernel,
hence the analytic continuation must be given by
The only question is whether the sum convergences uniformly to a holomorphic function of z. As above, we write 
where e 0 (u, x) is a continuous function of (u, x). The proposition follows from the fact that p∈Z e pz e −p 2 u convergences uniformly on compact sets in |z|.
3.5. Analytic continuation of parametrices. Next we consider the analytic continuation of the parametrix. We first observe that the connection β extends to L * by the requirement that it be C * invariant. Thus,
where λ · x denotes the C * action. Using the metric G we may identify T X with T * X and similarly decompose T * X and T * L * into horizontal and vertical spaces. The vertical space V * ℓ is spanned by α ℓ .
Proposition 3.6. The fiber distance squared function d
2 (x,x + iθ) admits an analytic extension in θ to C satisfying
Moreover, the Hadamard coefficients v j (x,x + iθ) (3.7) admit holomorphic extensions to iθ + iλ.
Proof. As mentioned above, the holomorphic continuation of the S 1 action is the action of C * on T * L * . The first statement about the distance function is obvious since the distance squared function on the fiber is real analytic (this is why we lifted the heat kernel from X to X).
The second statement is also obvious for v 0 = 1. We then prove it for the higher v k 's inductively, using the formula
The geodesic x s from x to y stays in the 'domain of holomorphy'. Moreover,
so it suffices to show that ∆ X admits a fiberwise holomorphic continuation. But clearly, the fiber analytic extension of
Hence v k+1 (x, e z y) is welldefined and holomorphic in z. Since j = 0 for such (x, y) it possesses a holomorphic square root and inverse.
Corollary 3.7. The functions
iθ · x) and its parametrices admit analytic continuations, it follows that the remainder R M (u, x, e iθ · x) admits an analytic continuation.
Remark 3.8. The analytic continuation of d 2 (x,ỹ + iθ) exists as long as (π(x), π(ỹ)) is sufficiently close to the diagonal. Although we do not use this in Theorem 1.2 when π(x) = π(ỹ), we briefly go through the proof.
First, we can holomorphically continue the geodesic flowon S * X in the fiber variable to S * L * by observing that the Hamiltonian continues to |ξ H | 2 + p 2 λ where p λ is the analytic continuation of p θ . We denote by G u the continuation of the geodesic flow of (X, G) to
If we denote the projection to X of G t H (x, ξ H ) by exp Hx (uξ H ), then we have exp x (ξ) = e λ exp Hx (ξ H ). We note that exp Hx (uξ H ) is a horizontal curve in X and that V u (λβ) is a vertical curve; thus, d exp :
. It follows that exp is non-singular in a product neighborhood of the form π × π −1 (U) where π : L * → M and where
The latter is the minimizing geodesic from π( x) to π( y).
The main lemma in the proof of Thereom 1.2 is the following expression for the scaled, analytically continued heat kernel. Note that the parameter u appears twice: once as the time parameter and once as the dilation factor in L * .
Lemma 3.9.
where
Proof. We first consider the remainder in the real domain. For simplicty we write points of X as x rather thanx. The first goal is to obtain a Duhamel type formula (see (3.27)) for R M . The derivation of this formula is valid for Laplacians on all Riemannian manifolds (X, G), and we therefore use the general notation ∆ for a Laplacian and H M for the Mth Hadamard parametrix. We first note that the remainder
solves the initial value problem
and where B M (dψ, x, y) is the sum of the terms in which at least one derivative falls on ψ. Put
where φ is supported in a neighborhood of the diagonal, with φ ≡ 1 on suppψ, and put
One easily calculates (cf. [3, Proposition 2.24]) that
Here, ∇ R is the directional derivative along the radial vector field from x. Multiplying through by u to regularize the equation, and changing variables to t = log u, we get
The solution is given by
We now specialize toX and ∆X or equivalently X and ∆ X . Our goal is to estimate the analytic contiuation of the remainder. When dealing with the parametrix, it is convenient to work onX since its distance-squared function is real analytic along the fibers. When estimating the remainder R M it is convenient to work on X because it is compact.
In the case of X we obtain the Duhamel type formula,
The same formula is valid onX but there we write the R action additively. We observe that since ψ(d M (x, y) 2 ) is constant along the fibers of X → M, both A M (s, y, e iθ x) and B M (s, y, e iθ x) admit holomorphic continuations in the variable e iθ . As above, we continue to e z with z = 2u + iθ for the heat kernel at time u. For instance,
It follows that the analytic continuation of R M (u, x, e iθ x) may be expressed as
(3.29)
Dilating the time variable and setting z = 2u + iθ gives
The desired estimate on R M would follow if we could establish that
e pu , and
(3.31)
We establish (3.31 (i)) using the explicit Gaussian formula
and the Gaussian upper bound
of Kannai [17] . They give that (3.30 (i)) is bounded by . We can asymptotically estimate the resulting integral
by the stationary phase method. We have,
Hence critical points occur at y such that
2 is tangent to the geodesic from x to y and ∇ y d(y, e −iθ x)) 2 is tangent to the geodesic from y to e iθ x. Since they are multiples, it follows that y must lie along the minimizing geodesic from x to e iθ x. This is just the curve
−iθ x))/s. Hence we have
Hence the critical locus is given by:
The value of the phase along the critical locus equals (3.37)
Also, the transverse Hessian of the phase equals
. Raising it to the power − dim X 2 cancels the factors of s
and (u − s)
and leaves u
This completes the proof of Lemma 3.9.
3.6. Completion of proof of Theorem 1.2. We now complete the proof of Theorem 1.2. We begin with the oscillatory integral (3.9) with complex phase (3.12) with a single non-degenerate critical point at θ = −2ui and with constant Hessian. Since the critical point is complex, we deform the contour to |z| = 2t. Thus, we have (with z = e iθ ∈ S 1 )
(3.39)
We now plug in the Poincaré series formula of Proposition 3.3 and unfold the sum over Z to get
We then substitute the parametrix for e −(u/p)∆X (e iθ+2u x, x) with remainder from Lemma 3.9 for e −(u/p)∆ X (e iθ+2u x, x). Using the notation of [3] , we obtain,
The integral is now a standard Gaussian integral with complex phase (3.12)
which has a unique critical point on the line of integration at θ = 0. We may neglect the remainder term if we only want to expand to order M in p −1 and apply the method of stationary phase (see [15, Theorem 7.7 .5]) to obtain,
All the properties stated in the theorem follow from standard facts about the stationary phase method and from the properties of the coefficients Φ j of [3, Theorem 5.8] . By (3.10), the principal term is given by p 4πu n Φ 0 (x, 2u) or equivalently, by using (3.11) and Proposition 2.3,
This is compatible with (1.20) because for the determinant of functions of τ (ω x ) on T M we have
and because the factor of 2 in (2.8) is not used in the definition ofṘ L . To explain the last equality and to clarify the notation between (3.44)-(3.45) and (1.11), we recall that
. . , a n , −a 1 , . . . , −a n ). Hence det(e −uτ (ωx)/2 ) = 1. We refer [3, p. 152 ] for a similar calculation. The subleading term is given by (1.21) . This completes the proof of Theorem 1.2. 
with r M the scalar curvature of (M, g T M ). If Θ and (L, h L ) are arbitrary, a corresponding formula should follow from (1.21) or from an adaptation of [14, (5.14) ], but it is Let Φ E be the smooth self-adjoint section of End(Λ(T * (0,1) M) ⊗ E) on M defined by
cf. [ 
We start by noting the following analogue of [19, Proposition 1.6.4] . Let f : R → [0, 1] be a smooth even function such that
The functions F u (a), G u (a) are even holomorphic functions. The restrictions of F u , G u to R lie in the Schwartz space S(R). Clearly,
be the smooth kernels associated to Set E x 0 := (Λ(T * (0,1) M) ⊗ E) x 0 . For s ∈ C ∞ (R 2n , E x 0 ), Z ∈ R 2n and t = √ u √ p , set (S t s)(Z) = s(Z/t),
(4.14)
Note that in [19, (1.6 .27)] we used the scaling parameter t = 1 √ p
. In the present situation we wish to obtain an expansion in the variable 
Theorem 4.2.
There exist polynomials A i,j,r (resp. B i,r , C r ) in the variables Z and in u, where r ∈ N, i, j ∈ {1, · · · , 2n}, with the following properties:
• their coefficients are polynomials in R T M (resp. R T M , R B,Λ 0,• , R E , R det , dΘ, R L ) and their derivatives at x 0 up to order r − 2 (resp. r − 2, r − 2, r − 2, r − 2, r − 1, r) ,
• A i,j,r is a homogeneous polynomial in Z of degree r and does not depend on u, the degree in Z of B i,r is r + 1 (resp. the degree of C r in Z is r + 2), and has the same parity as r − 1 (resp. r) , the degree in u of B i,r is 1, and the degree in u of C r is 2,
• if we denote by O u,r = A i,j,r ∇ e i ∇ e j + B i,r (u)∇ e i + C r (u), Set g ij (Z) = g T M 0 (e i , e j )(Z) = e i , e j Z and let (g ij (Z)) be the inverse of the matrix (g ij (Z)). We observe that pt = u t , thus the analogue of [19, (4 
