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Abstract. Agreement technologies have settled the basis for creating systems 
that operate on the basis of agreements in societies of independent, autonomous 
computational entities (agents). However, nowadays more and more systems of 
such kind rely on a seamless interaction of software agents with humans. Hu-
mans work in partnership (directly or indirectly) or closely related with agents 
that are able to act autonomously and intelligently. Specifically, humans and 
agents have the ability to establish a series of relationships/collaborative inter-
actions with each other, forming what might be called human-agent teams to 
meet their individual or collective goals within an organisation or social struc-
ture. Systems in which people and agents operate on a large scale offer an 
enormous potential but also require the consideration of additional issues. In 
this paper we analyse the open issues that may be addressed for researches in 
order to develop open human-agent systems. We present a real-world case 
study and an abstract architecture proposal for such systems. 
Keywords: Multi-agent systems, Human-agent societies, Service-oriented mul-
ti-agent systems. 
1 Introduction 
Nowadays more and more humans work in partnership (directly or indirectly) or 
closely related with computational entities (agents) that are able to act autonomously 
and intelligently. Considering systems of people and agents operating on a large scale 
offers an enormous potential and, if performed properly, it will help tackle complex 
social applications.  
As intelligent computational systems pervade the human space, they dramatically 
change the ways in which human users interact with technological systems. Rather 
than performing tasks in an isolated and subordinate fashion, computational agents 
are involved in an increasing range of collaborative relationships with humans, where 
negotiation and task delegation occur along the agent-agent axis as well as along the 
human-agent one. Due to its social ground, agreement technologies can be the basic 
driver to smooth the boundary between the human space and the computational space 
so as to create cooperative social ensembles of humans and agents that work in strict 
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partnership to accomplish their individual or collective goals. However, they have to 
be enhanced in order to take into account the particular requirements that arise when 
considering interactions among computational agents and humans. Adaptation of the 
normative context, adjustable and limited autonomy and recognition of user’s inten-
tions are some of the characteristics that have to be covered. Semantics, norms,  
negotiation, learning, context awareness, behavioural modelling and human-agent 
collaboration will be the building blocks for the specification of such systems.  
We call such systems human-agent societies and the research questions to be 
solved in order to create such systems are: What type of environment or technological 
platform is appropriate for enabling a computing ecosystem of that kind? What type 
of services, standards, methods and tools are needed to generate such environment in 
a way that both, computational agents and humans can seamlessly interact with each 
other, each of which solving its individual objectives? 
The view of human-agent societies also reflects the technological evolution in the 
areas of Computer Technology and Communications (Internet, WWW, e-commerce, 
wireless connectivity, etc.). Computation has become an inherently social activity that 
occurs by means of and through communication among entities (agents or humans) 
and takes place in our daily lives when and wherever it is needed. Applications are no 
longer monolithic or distributed applications managed by only one organisation, but 
rather societies of actors that provide and consume services. Even the notion of appli-
cation is losing its importance. Instead, computing is something that is enabled by an 
environment – a virtual ecosystem of intelligent components – in which we are im-
mersed and where complex behaviour is created on the fly. The concepts of “service 
oriented computing”, “computing by interaction and agreement”, “cloud computing”, 
the “internet of things” or “social computing” are closely related for such systems, but 
they have to be enhanced to make computing a truly seamless experience of immer-
sion in such an environment. Possible scenarios of such systems are virtual market-
places where either agents or humans interact, simulation and training environments 
(possibly in 3D), the area of health and medical applications, home automation, etc. 
In this context, we need to define platforms, as well as development methods and 
tools that support the creation, operation and evolution of such an ecosystem and 
allow for a seamless and integrated interoperability of agents, services and humans. 
This paper presents an analysis of the main open issues related with such systems and 
which we belief must be taken into account in the research in this area. The analysis is 
supported by the study of a real-world case: a tourism scenario. Based on this analysis 
a proposal for an abstract architecture for human-agent societies is presented. 
The rest of the paper is structured as follows: section 2 defines human-agent socie-
ties; section 3 presents the analysis of a case study: a tourism scenario; section 4  
enumerates open issues for research in the field; section 5 proposes an abstract archi-
tecture for human-agent societies and, finally, section 6 gives some conclusions. 
2 Human-Agent Societies 
With the term human-agent society we refer to a computing paradigm in which the tra-
ditional notion of application disappears. Rather than developing software applications 
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that accomplish computational tasks for specific purposes, this paradigm is based on an 
immersion of the users in an environment that enables computation. The environment 
itself is populated by computational entities with different capacities and intellectual 
properties, ranging from simple devices that offer specific capacities or rudimentary 
information, like screens or sensors, to autonomous artificial agents that provide high 
level services and are able to engage in complex interaction protocols.  
Humans participate in this society either through some personal assistance agent or 
just through some graphical interface on different computing devices. From the point 
of view of the inside of the society, humans participate just like any other agent, try-
ing to fulfil their individual goals and objectives. From the point of view of the hu-
mans, the interactions follow the principles of ubiquitous computing. That is, humans 
have the perception to interact with objects they are used to and that recognize their 
contexts and personal needs and preferences. In this way, the immersion of humans in 
the system is maximized, minimizing at the same time the difficulties of interaction. 
Human-agent societies are intrinsically open; participant can enter and leave the 
system at any time and there is no direct control over the behaviour of the participat-
ing components. Computation in such societies is not predefined. Instead it takes 
place as a consequence of the fact that autonomous agents try to meet their objectives. 
In order to do this, they interact with others, establishing relations of different kind 
and different temporal duration; from the simple provisioning of a piece of informa-
tion, to long lasting collaborations in some business scenario, or connections based on 
friendship. 
In our vision, human-agent societies are an evolution and integration of different 
paradigms and technologies that have appeared in the last decades. 
In the first place, they are an evolution of multi-agent systems (MAS). In the last 
years, the research on MAS has been centred primarily on open system [1]; systems 
that are populated by heterogeneous agents that can dynamically enter and leave the 
system at any time. They are characterized by their limited confidence, possibly con-
flicting individual goals and a great probability of non-accordance with specifications 
[2]. All these characteristics are also present in our vision of human-agent societies. In 
particular, research in open MAS has concentrated on methods for regulating the in-
teractions among the agents. In order to assure that a system with an a priori unknown 
population of agents will behave according to some global objectives and preferences, 
researchers have studied the regulation of artificial agent societies upon the contrac-
tual and normative relations found in human social interactions and the concept of 
organisation has become very important [3]. This concept changes the focus in the 
design of MAS from an agent-centred approach to an organisation-oriented approach 
where the problem consists in designing the rules of the game rather than the individ-
ual components. A wide variety of more or less flexible meta models for specifying 
virtual organisations have been proposed. Some examples are AGR [3], MESSAGE 
[4], GAIA and Roadmap [1,5], Electronic Institutions [6,7], OMNI [8], MOISE+ [9], 
GORMAS [10] and THOMAS[11] or the model proposed in [12]. Other approaches 
propose to regulate open MAS through more lightweight coordination mechanisms or 
artifacts that can be embedded in the environment [13-16]. 
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In recent years, the development of agreement technologies has settled the basis for 
a paradigm of “computing by agreement”, where intelligent computational agents 
autonomously operate and interact among them in a sophisticated way, and whose 
higher level of intelligence permits to delegate more and more complex tasks [17]. 
Semantics, norms, organisations, negotiation, argumentation, coordination and trust 
have been identified as the enabling technologies for such systems. We belief that 
these are also some of the building blocks for human-agent societies, but they have to 
be enhanced beyond the computational space for the development of socially  
acceptable systems in which humans represent just another component.  
In the second place, human-agent societies are based on the developments in the 
field of service oriented computing (SOC) and semantic technologies. Service ori-
ented computing is a field that has evolved in the past in parallel to MAS, but both 
have a principal aspect in common: the idea of computing by delegation; of creating 
complex behaviour by composing capacities (services) or information provided by 
different independent and possibly heterogeneous entities. However, whereas MAS 
has more concentrated on the autonomy and intelligent behaviour of the components, 
research in SOC has been rather concentrated on appropriate descriptions that facili-
tate and enable interoperability, service discovery and service composition. All these 
issues are relevant for human-agent societies. Thus, the languages and methods that 
have been developed in this field can provide a starting point for the description of 
capacities of the different components. Especially of interest are languages for  
semantic descriptions of web services like OWL-S [18] or WSMO [19], or the more 
lightweight approaches like SAWSDL [20], SA-REST [21] and WSMO-Lite [22]. 
However, such languages have to be extended in two ways. First, it is not only neces-
sary to describe the services any component is able to provide to others, but also their 
intellectual and social capacities – their abilities to negotiate, argue and establish 
agreements, their social constrains and relationships and their preferences and contex-
tual situations. Some approaches in this sense have already been proposed in the con-
text of Service Oriented Multi-Agent Systems (e.g., [23, 24]. The second necessary 
extension of current semantic service description languages is related to interoperabil-
ity. It is necessary to find mechanisms for a transparent access of humans and artifi-
cial agents to other components. This implies the need for bridging the gap between 
ontology based descriptions and easily understandable representations for humans. 
Some initial ideas in this sense have been proposed for service search and discovery 
based on key words or tag clouds (e.g., [25, 26]). 
Human-agent societies do not only rely on the use of services or capacities other 
provide, but also on the transparent and integrated access to the available information 
regardless the location of the actual information sources or the representational struc-
ture of information pieces. Semantic technologies have been used in recent years to 
link data and information sources, both at the instance and the meta level. From these 
efforts emerges the Linked Data1 initiative whose objective is to share and intercon-
nect structural data in Internet. The integration of data and information from different 
possibly heterogeneous sources require the alignment of different languages and  
                                                          
1 http://linkeddata.org 
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vocabularies used to describe the data schemata and the fusion of data at the instance 
level. RDF Schema and OWL provide mechanisms to define relationships among 
different vocabularies and that allow transformations between schemata in an easy 
way. The openness of the envisioned systems however, requires methods that allow 
obtaining such alignments in an automatic manner (e.g., [27, 28]).  
Finally, the third pillar for constructing human-agent societies arises from the field 
of ambient intelligence and context aware systems. Ambient intelligence has the same 
perspective of an environment of computational devices that support humans and in 
which humans are immersed in their daily lives [29]. Such an environment should be 
able to perceive and respond to the presence of individuals in a simple, non-intrusive 
and often invisible manner [30]. Ambient intelligence is closely related to ubiquitous 
computing, a concept that has been introduced in the 90th [31], and that describes a 
world where different computational objects communicate and interact with the aim 
to support the daily activities of humans. Research in this field has concentrated on 
the following issues [32], all of which are also relevant for human-agent societies: i) 
the technologies should be transparent for users, ii) service provision should adapt to 
the context and preferences of users, and iii) the systems have to provide user friendly 
interfaces. Intelligent systems and Multi-agent technologies are considered to play a 
fundamental role in meeting these requirements [33].  
The concept of context based systems, introduced by Want et al. [34], deals with 
the issue of adapting the provision of services to the context of users. Context aware 
applications been created in many different domains (e.g., [35-39]). In most of those 
applications, however, the definition of context is restricted to some particular attrib-
utes.  Context should be something that is not predefined. What should be considered 
as context depends on the interaction a component is carrying out in a particular mo-
ment. We belief that the use of agents with higher intellectual capacities (e.g., adapta-
tion, learning, etc.) as core components in human-agents societies will facilitate the 
creation of systems with a higher degree of context awareness. Moreover, this will 
also make possible to provide and obtain additional contextual information, like social 
relationships, or social and institutional roles, for example. 
3 Case Study Analysis 
A case study of a tourism market is used to illustrate the research requirements of 
human-agent societies. However, it is important to point out that the requirements 
identified are independent of the domain of the example. A tourism market can be 
viewed as a large dynamic problem that interconnects clients (individuals) and suppli-
ers – a huge number of public and private institutions (companies, travel agencies, 
hotel chains, individual hotels, airlines, …) – of tourism services. Nowadays, many of 
such services include additional context-based facilities to adapt to the age, genre, 
acquisition capacity and interest of users and, thus, to fulfil the final users needs. 
In a concrete situation, let’s suppose a group of friends wants to organize a holiday 
trip together. As a group, they have to negotiate with several service providers (e.g., 
for accommodation, travel arrangements, leisure activities) to get a travel package for 
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the group. But at the same time they need to deal with possible conflicts of interest 
since each member of the group will have his/her own desires and preferences. Thus, 
they have to agree upon a package that would somehow satisfy all members of the 
group. Considering human negotiation, such a task cannot be done without a great 
deal of effort. It would be time consuming and, context related issues, like geographi-
cal distance, different time schedules or idiomatic barriers would complicate the  
required negotiation and argumentation processes.  
Now let’s suppose that this problem is solved in a human-agent society, in which 
each friend of the group would be represented by his/her electronic assistant agent 
(EAA) that will act in the society on behalf of its user. Moreover, bigger tourist com-
panies will have software agents that offer their products and smaller providers  
(e.g., small hotels) may also be represented by assistant agents. The assistant agents 
should be aware of the personal preferences of their users regarding booking condi-
tions. Furthermore, they should also be able to recognize certain context parameters 
of their users that might be of interest (for instance, one of the friend may have his 
birthday during the trip). In a first stage, the EAAs would need to create a team whose 
aim is to collaboratively solve the problem at hand. The system requires mechanisms 
for searching for different tourist services, hiding away any barriers regarding possible 
heterogeneous descriptions of such services. In an open system as the one described 
here, there exist an intrinsic uncertainty about the reliability of service providers, and 
trust and reputation mechanisms may play an important role in order to assure success-
ful interactions. In our case, a particular hotels may be discarded by the group because 
one of the members has had a bad experience in this hotel in a previous trip.  
The society should provide facilities that allow the EAAs to negotiate, to argue and 
to establish agreements/contracts with agents that offer tourist services. It should also 
facilitate the set up of some type or organisational structure that defines the role of 
each EAA in the group, as well as certain norms or protocols that regulate the nego-
tiation and argumentation process among the EAA within the group in an efficient 
way. Such norms and protocols should assure the best possible outcome, e.g., a tourist 
package with which all group members will be happy. Re-organisation should be 
possible, that is, the system should be adaptable, for instance, if another friend wants 
to join the trip or if a new offers is available. The society should allow or even may 
require the human intervention in different moments. Some of the friend may relay 
totally on the autonomy of their EAAs, but others may want to participate in certain 
decisions, or may want to be informed on the decision progress. The society should be 
able to deal with such situations, adapting its operation to the different intervention 
requirements of the human participants. It should allow the participation of humans 
through different devices and interfaces and provide the required information to  
human agents in a human-readable manner. 
4 Open Issues 
Extending current technologies in order to develop a computational ecosystem that 
allows for a seamless integration of humans, artificial agents and other computation 
350 H. Billhardt et al. 
 
components poses several challenging problems. As we have tried to demonstrate in 
section 3, the complexity of such systems is high and there are several open issues for 
research that should be tackled. In this section we try to identify such issues. 
Human-agent collaboration, adjustable and limited autonomy.  
In order to obtain a true benefit of the collaboration of humans and computational 
agents, it is necessary to understand the capabilities and capacities of both compo-
nents and how these capacities can complement each other in computational systems. 
Collaborative problem solving and decision-making through collective intelligence 
and crowdsourcing is an issue to be studied. We need to focus on how humans and 
computational agents define the agreement space that permits them to collaborate to 
solve complex problems. Human-agent planning, negotiation, argumentation, mixed-
initiatives, teamwork and team monitoring are key technologies that are required.  
Within this issue, the concept of adjustable autonomy is of importance, as a way 
for agents to decide whether to take a decision autonomously or to delegate it to a 
human user [40,41]. But this concept needs to be extended to what could be called 
limited autonomy, integrating the fact that humans might want to have the final say on 
certain operations and decisions made by intelligent agents. Computational agents 
must be provided with effective protocols that allow them to interact in the system 
without surpassing the limits of autonomy and authorization that have been imposed 
on them. This, on the other hand, will require the adaptation of the (normative or  
organizational) contexts under which interactions take place. 
Semantics and information. 
The basis of effective and smooth partnership between human and computational 
agents depends on the transmission of information and knowledge across the bound-
ary between the computational space and the human space. Semantics, knowledge 
representation and argumentation are the basis of the mutual understanding and 
knowledge exchange. The development of mechanisms to reliably blend information 
generated by users and computational agents running on dispersed digital devices and 
sensors is a topic that has to be analysed and studied. Means are required to transpar-
ently provide information and knowledge in a way understandable for each participat-
ing entity in the system. Semantic alignment techniques, as proposed for agent-agent 
interactions [42, 43] and approaches of explaining information that is passed to other 
entities [44, 45] can provide a basis but have to be extended to provide support for 
human-agent interactions.  
Context awareness and user preferences.  
Conveying the information related to human preferences, contexts and objectives, and 
understanding these pieces of knowledge by computational agents is essential for 
creating socially acceptable systems in which humans participate in a transparent 
way. In human-agent societies, where the interactions take place between components 
that are unknown “a priori” there is a need for creating an infrastructure that allows to 
obtain any contextual information regarding a given interaction “on the fly”. Such an 
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infrastructure should allow any component to declare/publish contextual information 
and also to search for contextual information in a transparent manner.  
Context-aware system uses contextual information to modify their behaviour to 
meet user needs better. Although current techniques provide a solid foundation to 
model and interpret the context, there are aspects that have not been covered com-
pletely. In particular, due to the huge quantity of information that is generated con-
tinuously, new data fusion algorithms and mechanism are required that are able to 
filter and process this information, and to generate knowledge. 
Normative contexts, regulation and trust.  
Systems where different autonomous entities, with possibly different individual ob-
jects coexist, require normative contexts or other regulation mechanisms that rule the 
interactions between the entities. Such context may specify the norms and protocols 
that should be followed in a particular interaction scenario of a limited duration. But 
they may also be used to set up long-term relationships between components in the 
sense of virtual organisations or electronic institutions. The enabling infrastructure for 
human-agent societies should facilitate the creation of normative contexts for both, 
short-term interactions and long-term organisations. Due to the intrinsic openness of 
the envisioned systems (e.g., participants in the society can‘t be controlled directly), 
especial importance should be given to the development of “soft” regulation mecha-
nisms (incentives, penalties, social acceptance, etc.). In many situations, such  
mechanisms may be the way to drive the evolution of the system behaviour towards a 
desirable global outcome, coping at the same time with individual objectives of hu-
mans and computational agents. 
Also the concepts of trust and reputation as a means for self-regulation and security 
in open systems are important. Different trust mechanisms have been proposed in the 
agent community but it is necessary to adapt such methods to situations where both, 
humans and agents are involved. Humans are not always rational and often establish 
trust based on their social relationships. In order to employ reliable trust and reputa-
tion mechanisms, the underlying computational infrastructure has to provide means to 
identify individuals in the system regardless the device or interface they are using. 
Adaptation and reorganisation.  
The world that surrounds us always changes and evolves. Computational human-
agent societies, in order to be socially accepted and to persist in time, have to adapt 
their behaviour to such changes in a natural way.  
At the micro level, computational agents should be able to anticipate and adapt to 
the context of the world outside the computational scope, as well as to the goals and 
intentions of human user. Learning by human feedback, intention recognition and 
behavioural pattern classification are some of the topics that should be studied. 
At the macro level, reorganisation at the group or society level, allows to cope with 
environmental changes. That is, the normative contexts and the organisational struc-
tures that govern the interactions among entities should evolve in order to adapt the 
behaviour of a system to a dynamic environment. Key issues to be studied here are 
the factors that should trigger reorganization (when), and which changes in the  
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organisational structures will have the desired effect on the adaptation of the system’s  
behaviour (how). Furthermore, reorganisation should take place dynamically, with 
minimal interference and smooth transitions, and without sacrificing efficiency. 
Discovery and composition. 
Participants in human-agent societies use the services and capacities that others  
provide. In this regard, the envisioned ecosystem has to provide means to  
adequately describe, locate, use and compose services or capacities. Much work  
in this regard has been done in the Web services community. However, these ap-
proaches are not directly transferable to human-agent societies. In service-oriented  
computing the core component, in general, is the service, and not the service provider. 
In human-agent societies, individuals should be the core component for description 
and location. Apart from providing certain services, each individual is characterized 
by other factors, like its social relationships, roles, reliability, objectives, preferences, 
etc. and all these characteristics will have to be taken into account when interacting 
with others. Research should be carried out to define new methods for describing, 
locating individuals and the services they provide as well as new methods for com-
posing the services provided by several agents or humans. Furthermore, the infra-
structure for searching and locating individuals should be decentralized to cope with 
scalability issues and it should be accessible from different devices with different 
capacities.  
Computational platform.  
Human-agent societies rely on the seamless interactions of humans and computational 
entities based on network connections through physical devices with different compu-
tational capacities. A computational platform is needed to cope with this situation. 
Such a platform should be scalable, facilitating the connection to the society through 
the network and regardless the devices or interfaces used. Furthermore, it should fa-
cilitate the participation of entities (humans or software agents) in a transparent man-
ner, making the development, publication, provision and usage of services an easy 
and transparent task. From the outside, the platform should provide “universal” com-
putational power, hiding away any problems related to physical restrictions of  
devices. We believe that such a platform has to be decentralized. It should rely  
on possibly many computational resources that distribute computation tasks among 
themselves in a decentralized way and based on parameters like workload,  
importance, etc.  
5 Abstract Architecture for Human-Agent Societies 
According to the previous analysis, we propose an abstract architecture for human-
agent societies, called iHAS (intelligent Human-Agent Societies). The architecture 
intents to tackle all the above-mentioned open issues. A general view is shown in 
Figure 1.  
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Fig. 1. iHAS abstract architecture proposal 
The iHAS framework is organised as a set of layers, which offers Agents or Hu-
man access to the iHAS infrastructure. We envision the service as the basic computa-
tional unit for interaction. Artificial and human agents may provide services for others 
and interact with each other through the execution of services.  On the lower level, a 
cloud-like computational platform, enhanced with context aware facilities, enables a 
transparent deployment of services. On top, a variety of high-level facilities are of-
fered through the Normative and Meta-service layers which might be used by agents 
in order to set up more complex societies possibly stable in time. In the following we 
give a detailed description of each layer: 
1. Low-level layers: it is formed by the Cloud internal resources, where services are 
deployed providing a virtual hosting service with automatic scaling according with 
reached service level agreements (SLA) and functions for balancing workload. 
This layer is internal to the system and is formed by the physical resources, which 
allows the abstraction of these resources shaped as virtual machines (VM). 
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In order to allow a more realistic representation of the physical world, a Context-
aware layer is added that facilitates the integration of pervasive components in the 
system. Such components are connected trough hybrid Wireless Sensor Network 
(WSN) and allow the immersion of human actors in the system through the  
employment of mobile or embedded devices. The layer is divided in sub-layers  
following the JDL fusion model [46] in order to refine raw data by means of  
information fusion techniques.  
2. Service layer: provides the system functionality, offering services that agents pro-
vide and can use for interacting with each other. Services can be single or can be 
formed through the composition of other services. The layer contains a set of (pos-
sibly federated) directory services that allow for registering and locating services 
based on given service descriptions. Such directories contain matchmaking func-
tionalities that account for semantic search of services. The component contains 
composition meta-services endowed with an on-line planning functionality, capa-
ble of on-the-fly orchestration of services with regard to a given query.  
3. Meta-Service layer: this layer offers a set of general high-level facilities that are of 
special interest for human-agent systems and may be used when needed. The main 
functionalities provided are agreement capabilities to deal with conflicts inside the 
society; human interaction facilities which will try to maximize the immersion of 
humans in the system; service discovery and context-aware mechanisms allowing a 
transparent and integrated access to the required information; semantic interopera-
bility facilities; and, trust and reputation models, which will employ probabilistic 
techniques and psychological and sociological theories to estimate the behaviour of 
an entity (either human or artificial) in a given context. 
4. Normative layer: might be used by human-agent societies that require a regulatory 
framework for the coordination, communication, and interaction among different 
entities (humans or software agents). This layer incorporates mechanisms for 
specifying, adapting and enforcing organizational constraints (e.g., norms and pro-
tocols) that should govern the interactions of entities and coordinate the use of re-
sources. From a technical view, these functionalities can be obtained using the 
THOMAS platform [11], which consists basically of a set of modular services that 
enable the development of agent-based organisations in open environments. 
6 Conclusions 
In this paper an analysis of the main open issues related with human-agent societies is 
presented. These systems are based on a new paradigm where the key is the immer-
sion of the users in a complex environment that enables computation. 
These kinds of systems can be supported by existing platforms, development 
methods and tools that are appropriated for open systems, which are populated by 
heterogeneous agents that can dynamically enter and leave the system at any time. 
But beyond these, it is essential to evolve them and enable the interoperability of 
agents, services and humans, all the entities together as a unique ecosystem. 
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In a first place, the essential parts that compose and give sense to these societies 
must be improved, such as semantics, norms, negotiation, reorganisation, argumenta-
tion, delegation and other concepts already mentioned. Moreover, SOC technologies 
should be easily integrated, creating complex behaviours by composing capacities 
modelled as services or information provided by different independent and possibly 
heterogeneous entities. Another challenge is to achieve a complete human-agent soci-
ety that could be able to perceive and respond to the presence of individuals in a sim-
ple, non-intrusive and often invisible manner. Advanced data fusion algorithms and 
context aware system techniques will be an important area of work to reach such  
requirements. 
It is important to highlight that the final goal is obtaining an intelligent computa-
tional system in which, when pervading the human space, computational agents and 
human users interact and coexist successfully. As presented in this paper, our pro-
posal is a framework called iHAS. This framework offers a variety of facilities to 
satisfy all the special requirements of human-agent societies and to guide designers of 
such systems though the integral development of them. 
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