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ANALYSING MATHEMATICAL PROOFS 
(OR READING BETWEEN THE LINES) 
Edinburgh, Scot land. 
A b s t r a c t 
He s t u d y e q u a t i o n s o l v i n g and ana l yse t h e s o l -
u t i o n s o f expe r i enced m a t h e m a t i c i a n s . We f i n d 
t h a t t r a d i t i o n a l theorem p r o v i n g methods a r e 
i nadequa te t o e x p l a i n t h e d i r e c t n e s s o f these 
s o l u t i o n s , and t h a t t h e w e l l known a l g o r i t h m s f o r 
p o l y n o m i a l s e t c . a re inadequa te t o e x p l a i n t h e 
w ide v a r i e t y o f e q u a t i o n s s o l v e d . Our a n a l y s i s 
r e v e a l s a system o f h i g h - l e v e l d e s c r i p t i o n s , 
s t r a t e g i e s and g o a l s , wh ich can be used to g u i d e 
t h e search th rough an e x p l o s i v e l y l a r g e search 
space . A few o f these s t r a t e g i e s w i l l be 
i n v e s t i g a t e d i n d e t a i l . I t i s hoped t h a t t h i s 
a n a l y s i s w i l l e v e n t u a l l y b e i n c o r p o r a t e d i n t o a 
computer program t h a t s o l v e s e q u a t i o n s . 
I n t r o d u c t i o n 
The p rob lem domain we address o u r s e l v e s to in 
t h i s paper i s e q u a t i o n s o l v i n g . I n f a c t w e a r e 
I n t e r e s t e d i n f i n d i n g r e a l va l ued s o l u t i o n s t o 
e q u a t i o n s i n v o l v i n g r a t i o n a l , t r i g o n o m e t r i c , 
i n v e r s e t r i g o n o m e t r i c , e x p o n e n t i a l and l o g a r i t h m i c 
f u n c t i o n s . I n t h i s paper w e c o n c e n t r a t e o n f i n d -
i n g g e n e r a l s o l u t i o n s t o s i n g l e e q u a t i o n s i n a 
s i n g l e unknown. 
A s t u d y o f t h i s domain i s overdue because 
a l t h o u g h t h e expe r i enced human m a t h e m a t i c i a n f i n d s 
e q u a t i o n s o l v i n g s t r a i g h t f o r w a r d , n o e x i s t i n g 
computer program can match h i s pe r f o rmance . 
T r a d i t i o n a l theorem p r o v i n g programs a re i n a d -
equate t o e x p l a i n the d i r e c t n e s s ( l a c k o f search) 
o f h i s s o l u t i o n s . The w e l l known a l g o r i t h m s f o r 
p o l y n o m i a l s ( e . g . Gaussian e l i m i n a t i o n , Sturm 
sequences, Newton -Ba i r s tow , e t c . ) a r e i nadequa te 
t o e x p l a i n h i s range ( e . g . t r i g o n o m e t r i c , 
l o g a r i t h m i c e q u a t i o n s , e t c . ) . See, f o r i n s t a n c e , 
M a r t i n and Fateman, 1971 p68 or Moses 1974. 
N e i t h e r can h i s s o l u t i o n s be regarded as p a r t o f a 
p rocess o f p u t t i n g the e q u a t i o n s i n t o some normal 
fo rm o r o f r e d u c i n g t h e i r s y n t a c t i c c o m p l e x i t y . 
So t h e s t a n d a r d s i m p l i f i c a t i o n packages p r o v i d e d 
by systems l i k e REDUCE (Hearn 1967 3.3) or 
MACSYMA ( M a r t i n and Fateman 1971 p64) a re i n a d -
equate t o e x p l a i n the success o f h i s s o l u t i o n s . 
I n o r d e r t o t r y t o match the human m a t h e m a t i c i a n ' s 
per fo rmance we ana l yse h i s s o l u t i o n s . T h i s 
a n a l y s i s r e v e a l s a system o f h i g h l e v e l d e s c r i p t -
i o n s , s t r a t e g i e s and g o a l s , wh ich can be used to 
gu ide the search f o r a s o l u t i o n t h r o u g h an 
e x p l o s i v e l y l a r g e search space. These h i g h 
l e v e l concepts appear t o b e u s e f u l n o t o n l y i n 
e q u a t i o n s o l v i n g , bu t t h roughou t e lemen ta ry 
a l g e b r a . We b e l i e v e , the methodology shou ld 
p rove u s e f u l t h r o u g h o u t ma themat i cs . 
I n a d d i t i o n e lementa ry e q u a t i o n s o l v i n g appears t o 
b e a n e s p e c i a l l y a p p r o p r i a t e domain t o s t a r t w i t h 
because: 
i ) Many u s e f u l h i g h l e v e l concepts a r e r e v e a l e d 
in t h e language used by ma themat i c ians when they 
d i s c u s s e q u a t i o n s o l v i n g , e . g . , e l i m i n a t i o n o f 
v a r i a b l e s , change o f v a r i a b l e , c o l l e c t i n g t e r m s , 
i s o l a t i o n , t r i g o n o m e t r i c e q u a t i o n s , e t c . 
i i ) E q u a t i o n s o l v i n g and p a t t e r n ma tch ing 
( u n i f i c a t i o n ) a r e ve ry s i m i l a r . S ince a l l 
a l g e b r a i c m a n i p u l a t i o n is made e a s i e r by hav ing a 
s o p h i s t i c a t e d p a t t e r n ma tch ing package, we make 
l i f e e a s i e r b y s t u d y i n g e q u a t i o n s o l v i n g f i r s t . 
In t h i s paper we ana l yse some s o l u t i o n s , t ease o u t 
some h i g h l e v e l s t r a t e g i e s and d i s c u s s how these 
m i g h t be i n c o r p o r a t e d in a computer p rog ram. The 
s t r a t e g i e s we d i s c o v e r a r e : 
i s o l a t i o n , 
method. 
c o l l e c t i o n , a t t r a c t i o n and t h e b a s i c 
I n t h e extended v e r s i o n o f t h i s pape r , Bundy 1975 , 
we show how these s t r a t e g i e s can be used to d e -
r i v e some h i s t o r i c a l l y i n t e r e s t i n g g e n e r a l s o l u -
t i o n s . We go on to ana l yse some s o l u t i o n s wh i ch 
canno t be e x p l a i n e d by t h e above s t r a t e g i e s and 
d i s c o v e r f u r t h e r s t r a t e g i e s . 
The Proposed Program 
A t t h e t i m e o f w r i t i n g n o t a l l t hese i deas have 
been implemented in a computer p rog ram. I have 
no doub t t h a t they a l l c o u l d b e , and a s t u d e n t a t 
E d i n b u r g h , Bob Welham, has expe r imen ted w i t h 
imp lemen t ing some of them in t h e PROLOG language 
(see Warren 1974) . However, i t would be p rem-
a t u r e t o i n v e s t a l o t o f e f f o r t i n a program b e f o r e 
the whole domain has been e x p l o r e d . New c o n n e c t -
i o n s between s t r a t e g i e s a r e c o n s t a n t l y b e i n g d i s -
c o v e r e d , and new prob lems a re c o n s t a n t l y e m e r g i n g , 
so t h a t such programming e f f o r t m igh t be w a s t e d . 
Our c u r r e n t ideas about t h e fo rm o f t h e program 
a r e rep roduced be low: 
The program w i l l be o r g a n i s e d around a c o n v e n t -
i o n a l theorem p r o v e r , r u n i n p r o o f checker mode. 
Tha t i s , t h e theorem p r o v e r w i l l n o t b e a b l e t o d o 
a n y t h i n g un less i n s t r u c t e d t o . The s t r a t e g i e s 
a r e t h e p rocedures wh ich w i l l d o the i n s t r u c t i o n . 
The word " s t r a t e g y " was adopted to d e s c r i b e each 
o f these p rocedures because they p r o v i d e t h e 
theorem p r o v e r w i t h search s t r a t e g i c gu idance 
i n f o r m a t i o n . However, f o r some o f them d e s c r i p t -
i o n s l i k e " t a c t i c " , "method" o r " a l g o r i t h m " seem 
more a p p r o p r i a t e . In such cases we w i l l some-
t imes use t h e more a p p r o p r i a t e d e s c r i p t i o n as a 
synonym f o r " s t r a t e g y " , a l b e i t w i t h c o n n o t a t i o n s . 
These s t r a t e g i e s w i l l examine t h e c u r r e n t e q u a t i o n , 
u s i n g h i g h - l e v e l p r e d i c a t e s , t o d e c i d e what t o d o . 
On the b a s i s o f t h i s e x a m i n a t i o n t hey may c a l l 
o t h e r s t r a t e g i e s o r a p p l y i n d i v i d u a l a x i o m s . They 
w i l l a l s o dec ide whether those c a l l s were s u c c e s s -
f u l , and what t o d o n e x t . The s t r a t e g i e s w i l l 
need t o e x p l o i t a l l t h e b e n e f i t s o f a h i g h - l e v e l 
programming language, e . g . , r e c u r s i o n , c o n d i t i o n -
a l s and sea rch . I t would b e c o n v e n i e n t i f t h i s 
language and the theorem p r o v e r c o u l d sha re 
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f a c i l i t i e s such as search and database mechanisms. 
Th is may be poss ib le us ing PROIOG, but care must be 
exerc ised in the mix ing of Metalanguage and Object 
language concepts. For instance,we might decide 
to have a p red ica te ISVAR which is t r ue i f and 
on ly i f i t s argument is a v a r i a b l e . Then ISVAR 
(U) would be t r ue and ISVAR (3) f a l s e . However, 
we can de r i ve ISVAR (3) from ISVAR (U) leading to 
a c o n t r a d i c t i o n . Our s o l u t i o n to t h i s problem is 
to regard a l l expressions in the ob jec t language 
(constants , v a r i a b l e s , terms and formulae) as 
constants in the metalanguage, so t h a t we cannot 
deduce ISVAR (3) from ISVAR (U). For a f u r t h e r 
d iscuss ion of these issues see, fo r i ns tance , 
Kleene 1962 pp62-65 and p298. 
The s t r a t e g i e s w i l l have a v a i l a b l e to them a s to re 
of laws of r e a l number theory . We w i l l c a l l these 
laws axioms because the program w i l l assume them 
t rue w i thou t p r o o f . The axioms which we are 
p lann ing to pu t i n t h i s s to re are l i s t e d i n an 
appendix to Bundy 1975. These axioms are h i g h l y 
redundant and inc lude many f a c t s which would 
normal ly be regarded as theorems in a parsimonious 
l o g i c a l system. We w i l l reserve the words 
theorem and lemma f o r f ac t s p r o v e l at run t ime . 
S t ra teg ies may p i ck which axiom / apply nex t , in 
a v a r i e t y of ways, according to t. con tex t . 
For ins tance : 
i) A s t ra tegy may have the axioms use fu l to it 
earmarked at compile t ime . 
i i ) A s t ra tegy may have on ly a general d e s c r i p t -
i on o f the axioms use fu l to i t and have to 
r e t r i e v e s u i t a b l e axioms a t run t ime . (This 
does not prevent some p r i o r i ndex ing ) . 
i l l ) A s u i t a b l e axiom may not be a v a i l a b l e , and 
the s t ra tegy may have to appeal to a theorem 
prov ing program to prove a lemma to use 
i ns tead . 
No s u i t a b l e axioms may be found, and the s t ra tegy 
w i l l have to f a i l . On the other hand severa l 
s u i t a b l e axioms may be found and the s t ra tegy w i l l 
have to conduct a shor t search. 
No manipu la t ion of the equat ion w i l l be a l lowed 
except by the theorem prover app ly ing an axiom to 
i t . Th is idea o f separa t ing the in ference system 
from the search s t ra tegy is due to Kowalski 1970 
p l 8 1 . It has a number of advantages (see Hayes 
1974, sec t i on 3 ) . For i ns tance : 
i ) Provided the theorem prover is sound, the 
cor rec tness of any s o l u t i o n is guaranteed. 
Th is is sometimes in doubt in a more ad-hoc 
program. 
I I ) A l l the axioms can be equa l l y access ib le to 
a l l the s t r a t e g i e s , so a new axiom need on ly 
be added once. 
i l l ) The l ea rn ing of new axioms and new s t r a t e g i e s 
is made eas ie r . 
A Logar i thmic Example 
Let us consider an equat ion which most people w i l l 
f i n d f a i r l y easy t o s o l v e . 
To the best of my knowledge, there are no known 
equat ion so lv ing a lgor i thms which could solve 
t h i s equat ion (because i t i s l o g a r i t h m i c ) . I n 
a d d i t i o n , i t de f ines a search space which a l -
though modest by equat ion so lv ing standards would 
present a considerable chal lenge to most Resolut -
ion (see Robinson 1965) theorem provers . 
The s o l u t i o n we are going to analyse is g iven 
below: 
Analys is w i l l lead us to d iscover the s t r a t e g i e s 
o f a t t r a c t i o n , c o l l e c t i o n , and i s o l a t i o n , which 
we w i l l l i n k up i n t o a s t ra tegy c a l l e d the bas ic 
method. 
Nota t ion 
Since in what f o l l ows we s h a l l be reading between 
the l i n e s o f t h i s s o l u t i o n , i t w i l l b e necessary 
to be able to r e f e r to the spaces between the 
l i n e s . We have, t h e r e f o r e , l a b e l l e d these spaces 
w i t h Roman numerals, (on the r i g h t of the s o l u t i o n ) . 
These spaces w i l l be r e f e r r e d to as s teps , e . g . , 
s tep ( i l l ) i s the one from l i n e 3 to l i n e 4 . 
In problem s o l v i n g , the word " s o l u t i o n " has two 
d i f f e r e n t meanings. I t can mean e i t h e r 
i ) The w r i t t e n p r o t o c o l of the s o l v e r , as in 
the sentence "Hand in your s o l u t i o n s by 
F r i d a y " . 
I I ) The answer to the problem, as in the sentence 
"The s o l u t i o n o f the equat ion is x=6" . 
For instance in the above s o l u t i o n the w r i t t e n 
p ro toco l is the whole t h i n g from l i n e s 1 to 6 , the 
answer is j u s t l i n e 6. Since we w i l l need to 
d i s t i n g u i s h c a r e f u l l y between these two concepts 
we use the word "so lut ion** to mean the w r i t t e n 
p r o t o c o l and we w i l l use the word "answer" to mean 
the answer. 
We w i l l a lso need to de f ine what s y n t a c t i c forms 
are acceptable as answers. In equat ion s o l v i n g , 
answers g i ve values f o r the unknown in terms of 
expressions no t i n v o l v i n g the unknown. So c lose 
is t h i s to the concept of a s u b s t i t u t i o n t h a t we 
have decided to make the connect ion between 
p a t t e r n matching and equa t i on -so l v ing more 
e x p l i c i t and use the word " s u b s t i t u t i o n " to mean 
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those fo rmu la which are s y n t a c t i c a l l y accep tab le 
as answers. 
As e x p l a i n e d in Bundy 1974, the x in the above 
s o l u t i o n i s no t a v a r i a b l e i n the p r e d i c a t e l o g i c 
sense. I f i t were we would be a l l owed to sub-
s t i t u t e a r b i t a r y terms f o r i t d u r i n g the course o f 
the s o l u t i o n and we would g e t s o l u t i o n s such as : 
b a s i s o f n e a r l y a l l work i n equa t i on s o l v i n g a s 
w e l l as much o f t h e r e s t o f a l g e b r a i c m a n i p u l a t i o n 
A s w i t h s i m p l i f i c a t i o n , mathemat ic ians o f t e n om i t 
i s o l a t i o n s teps f rom t h e i r w r i t t e n p r o t o c o l s , 
c rowd ing as many as t h r e e or f o u r s teps i n t o the 
t r a n s i t i o n f rom one l i n e t o ano the r . 
We look nex t at l i n e 2: 
In f a c t x a c t u a l l y behaves l i k e a cons tan t when 
we a re search ing f o r a gene ra l s o l u t i o n and l i k e a 
v a r i a b l e when we are sea rch ing f o r a p a r t i c u l a r 
s o l u t i o n . In t h i s paper we a re concerned o n l y 
w i t h g e n e r a l s o l u t i o n s so we rega rd x as a c o n -
s t a n t . F o l l o w i n q Polya 1962 we d i s t i n g u i s h i t 
f rom any o t h e r cons tan ts in thee equa t i on by c a l l -
i n g i t the unknown. We rese rve the l e t t e r s 
and 
I n t h i s a n a l y s i s , because we look o n l y a t t he f i n a l 
s o l u t i o n , w e are g u i l t y o f the s i n o f no t d i s p l a y -
i n g the search i n v o l v e d i n d i s c o v e r i n g t h a t s o l -
u t i o n . We w i l l t r y to atone f o r t h i s s i n when we 
d i s c u s s how to implement the s t r a t e g i e s we d i s c o v e r 
U n f o r t u n a t e l y i t w i l l no t b e p o s s i b l e , u n t i l t he 
program i s r u n , t o b e c e r t a i n about the s i z e o f 
t h e space searched b e f o r e the s o l u t i o n i s f o u n d . 
However, i n t h e c o n c l u s i o n we argue t h a t t h i s 
space w i l l be a sma l l f u n c t i o n o f the l e n g t h o f 
t he s o l u t i o n . 
We look f i r s t a t the end o f the s o l u t i o n , l i n e s 3 
t o 6 . I n l i n e 3 , f o r the f i r s t t ime the equa t i on 
c o n t a i n s o n l y a s i n g l e occur rence o f the unknown, 
x . From here on the s o l u t i o n i s s t r a i g h t f o r w a r d . 
The nex t t h r e e s teps c o n s i s t o f s t r i p p i n g away the 
f u n c t i o n s su r round ing t h i s s i n g l e occur rence o f x 
u n t i l i t i s l e f t i s o l a t e d o n the l e f t hand s i d e o f 
t he e q u a t i o n . Each s tep c o n s i s t s o f i d e n t i f y i n g 
t h e ou te rmost (or dominant) f u n c t i o n symbol on the 
l e f t - h a n d - s i d e , r e c o v e r i n g the axiom which w i l l 
remove i t f rom the l e f t - h a n d - s i d e and i n s e r t i t ' s 
i n v e r s e on t h e r i g h t - h a n d - s i d e , and then a p p l y i n g 
t h i s ax iom. We w i l l c a l l the s t r a t e g y which 
gu ides these t h r e e s teps i s o l a t i o n , because i t 
i s o l a t e s the s i n g I e occur rence o f x on the l e f t -
h a n d - s i d e . W e w i l l e x p l a i n i t i n more d e t a i l i n 
t h e i s o l a t i o n s e c t i o n . I t can be regarded as the 
This contains 2 occurrences of x, so i s o l a t i o n is 
not app l i cab le . However, we can see step ( i i ) as 
prepar ing fo r i s o l a t i o n , by achieving a reduct ion 
in the number of occurrences of x from 2 to 1. 
This is done by apply ing the i d e n t i t y . 
T h i s i s an example o f our second s t r a t e g y , which 
we c a l l c o l l e c t i o n , namely, when t h e r e is more than 
one occur rence o f the unknown, t r y to f i n d an axiom 
which w i l l c o l l e c t occur rences t o g e t h e r . 
F i n a l l y we look a t l i n e 1 and s tep ( i ) 
The two occur rences of x cannot be immed ia te l y 
c o l l e c t e d , presumably because a s u i t a b l e axiom was 
n o t s t o r e d . We can however prepare the o c c u r r -
ences f o r c o l l e c t i o n by moving them c l o s e r t o -
g e t h e r , s o t h a t more i d e n t i t i e s w i l l match the 
term c o n t a i n i n g them b o t h . T h i s i s what happens 
i n s t e p ( i ) . The n o t i o n o f "c loser** i s d e f i n e d 
i n the nex t s e c t i o n . The s t r a t e g i e s o f moving 
occur rences c l o s e r t o g e t h e r t o inc rease t h e i r 
chances o f c o l l e c t i o n , w e c a l l a t t r a c t i o n . 
When the above t h r e e s t r a t e g i e s a re combined we 
w i l l c a l l t he r e s u l t i n g equa t i on s o l v i n g s t r a t e g y , 
the b a s i c method. 
Our a n a l y s i s is now as be low. 
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In o rder to e x p l a i n how we migh t implement these 
s t r a t e g i e s , we w i l l need to have some n o t a t i o n to 
d i scuss a l g e b r a i c e x p r e s s i o n s , e s p e c i a l l y t h e 
n o t i o n o f d i s t a n c e between occur rences o f symbols . 
We can r e p r e s e n t any a l g e b r a i c exp ress ion as a 
t r e e (we do n o t use a g r a p h , s i nce we want to be 
a b l e t o d i s t i n g u i s h between o c c u r r e n c e s ) : 
The d i s t a n c e between s e v e r a l occur rences o f 
symbols i n an exp ress ion i s t h e s i z e (number o f 
l i n k s ) o f the s m a l l e s t sub t ree i n the t r e e which 
connects them a l l , e . g . , t h e d i s t a n c e between the 
two occur rences of x in t h e example is 6 and the 
d i s t a n c e between the t h r e e i n t e g e r s i s 8 . 
Any term or fo rmu la w i l l be rep resen ted by a 
complete s u b t r e e . The symbol a t t he r o o t o f t h a t 
sub t ree i s c a l l e d the dominant symbol o f t h a t term 
o r f o r m u l a : 
l o g i s the dominant symbol o f log (x+1) 
e 
+ is the dominant symbol of x+1 
An occur rence o f an exp ress ion i s s a i d to c o n t a i n 
another exp ress i on i f the t r e e o f t he second i s a 
sub t ree o f t he t r e e o f t he f i r s t : 
l o g (x+1) c o n t a i n s x+1 and x. 
An occur rence of a symbol is s a i d to dominate an 
exp ress ion i f the symbol i s the dominant 
symbol o f an exp ress ion which c o n t a i n s 
l og dominates x + 1 , e , and 1 in l o g (x+1) 
I s o l a t i o n 
We now cons ide r the f o u r s t r a t e g i e s in more d e t a i l 
in o r d e r to see how they m igh t be implemented. 
I f we have an e q u a t i o n , E, c o n t a i n i n g a s i n g l e 
occur rence of the unknown x then we can app ly 
i s o l a t i o n . For the sake of argument suppose x 
occurs on the l e f t - h a n d - s i d e o f E and t h a t the 
dominant f u n c t i o n symbol on t h e l e f t - h a n d - s i d e i s 
the n -a ry symbol f , i . e . , E i s o f t he form 
where s , (say) i s the o n l y te rm c o n t a i n i n g x . 
The i s o l a t i o n process i s t o f i r s t i s o l a t e s . , and 
then t o c a l l i s o l a t i o n r e c u r s i v e l y t o complete the 
i s o l a t i o n o f x . 
o f the form 
To i s o l a t e s. we need an axiom 
where A is some s u b s t i t u t i o n f o r u . in terms o f 
t h e u j , and v. A is o f t e n of the form 
But t h i s i s no t always the case , as the axioms f o r 
s i n and squared i l l u s t r a t e . 
We t h e r e f o r e d e f i n e a s u b s t i t u t i o n f o r x as f o l l o w s 
i ) 
i i ) 
i i i ) 
i v ) 
v ) 
I f S does no t c o n t a i n x , then x 
n o n - t r i v i a l s u b s t i t u t i o n f o r x . 
- s i s a 
If A and B are n o n - t r i v i a l subs t i t u t i ons for 
x then AvB is a n o n - t r i v i a l s u b s t i t u t i o n fo r x 
I f A(n) is a n o n - t r i v i a l s u b s t i t u t i o n for x 
and S is a set of r e a l numbers then 
( A(n) ) is a n o n - t r i v i a l s u b s t i t u t i o n fo r x. 
"True" and "False" are t r i v i a l s u b s t i t u t i o n s 
f o r x . 
A s u b s t i t u t i o n f o r x is a t r i v i a l or non-
t r i v i a l s u b s t i t u t i o n f o r x . 
Wi th t h i s d e f i n i t i o n o f s u b s t i t u t i o n t h e r e i s a n 
axiom o f the r e q u i r e d form assoc ia ted w i t h each o f 
the f u n c t i o n s of e lementary a l g e b r a . We m i g h t 
s p e c u l a t e t h a t t h i s i s no t a n a c c i d e n t , t h a t 
mathemat ic ians have d e l i b e r a t e l y d e f i n e d new i n v e r s e 
f u n c t i o n s , ( e . g . , a r c s i n and square r o o t ) so t h a t 
these axioms would e x i s t . About these i n v e r s e 
f u n c t i o n s l i t t l e i s known, and t h i s causes p r o b -
lems when they occur in equa t ions we a re t r y i n g to 
s o l v e . How these problems are t a c k l e d i s d i s -
cussed in Bundy 1975. 
I t shou ld be a s t r a i g h t f o r w a r d ma t te r to w r i t e a 
p rocedure which can : dec ide whether or n o t t h e r e 
i s a s i n g l e occur rence o f the unknown in an e q u a t -
i o n and o n wh ich s i d e i t o c c u r s ; i d e n t i f y t h e 
dominant symbol o f t h a t s i d e ; recover the a p p r o -
p r i a t e ax iom; app l y i t and then app l y i s o l a t i o n 
r e c u r s i v e l y t o the r e s u l t i n g equa t i on o r d i s -
j u n c t i o n o f e q u a t i o n s . The o n l y d i f f i c u l t y t h a t 
m igh t a r i s e i s i f t h e axiom was s t o r e d i n t h e 
wrong f o r m : 
the r i g h t form would have to be recovered as a 
s u b g o a l . We d e l a y c o n s i d e r a t i o n o f t h i s p r o b l e m . 
C o l l e c t i o n 
C o l l e c t i o n i s the s t r a t e g y which takes a n e q u a t i o n 
and t r i e s to reduce the number o f occur rences o f 
the unknown which i t c o n t a i n s . For t h e sake o f 
c l a r i t y w e w i l l l i m i t our d i s c u s s i o n i n i t i a l l y t o 
the case when two occur rences a re reduced to one . 
T h i s i s t h e most common s i t u a t i o n and , a t t he c o s t 
o f some c o m p l i c a t i o n , our d i s c u s s i o n can e a s i l y be 
extended to the more g e n e r a l case . 
Having dec ided which two occur rences to c o l l e c t i v e 
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f ocus our a t t e n t i o n on the s m a l l e s t e x p r e s s i o n 
which c o n t a i n s them b o t h . I f t he two occu r rences 
a re on the same s i d e o f t he e q u a t i o n t h i s w i l l be 
a t e r m , c a l l e d t h e c o n t a i n i n g t e r m , o t h e r w i s e i t 
w i l l be the whole e q u a t i o n . We d e a l w i t h t h e 
former case f i r s t . The c o n t a i n i n g term must now 
be r e p l a c e d by another term c o n t a i n i n g one o c c u r -
rence of the unknown, say x, so we must l ook f o r 
an ax iom, say A, which w i l l do t h i s . We can 
e a s i l y b u i l d up a d e s c r i p t i o n which A must obey. 
1) A must be an i d e n t i t y , i . e . , an e x p r e s s i o n of 
t h e f o r m : 
To f i n d a s u i t a b l e axiom the c o l l e c t i o n s t r a t e g y 
need o n l y search among those axioms u s e f u l t o i t 
and f i n d one which a l s o obeys p a r t i i i ) o f t h e 
d e s c r i p t i o n . 
The case when the two occu r rences of x appear on 
o p p o s i t e s ides o f t he e q u a t i o n can be d e a l t w i t h 
in a s i m i l a r way. T h i s t ime we are i n t e r e s t e d 
i n axioms o f the f o r m : 
p r e c o n d i t i o n . 
i i ) One o f the v a r i a b l e s , say u , must occur 
e i t h e r : 
(a) t w i c e in s and once in s2 
or (b) t w i c e in s2 and once in s1 
w i t h o u t l o s s o f g e n e r a l i t y we w i l l assume 
case ( a ) , 
i i i ) s 1 must match the c o n t a i n i n g t e r m , w i t h one o f 
i t s v a r i a b l e s , say u , be ing i n s t a n t i a t e d 
to x. Note t h a t we a re no t a l l o w i n g u to be 
matched to a p roper t e r m , say t ( x ) , c o n t a i n -
i n g x . Th i s s i t u a t i o n w i l l b e handled b y 
making a p r i o r change of unknown o f , say y , 
f o r t ( x ) . We a r e a l s o n o t a l l o w i n g the 
s i t u a t i o n where two v a r i a b l e s , say u and v, 
a re b o t h matched t o x . I f A ( u , v ) i s u s e f u l 
to c o l l e c t i o n by match ing u and v to x then A 
(u ,u ) i s a l s o u s e f u l , and t h e r e f o r e non-
t r i v i a l . We w i l l assume t h a t we w i l l n o t 
need to do c o l l e c t i o n us i ng A ( u , v ) , because 
A(u ,u ) w i l l a l s o b e p r e s e n t . T o j u s t i f y 
t h i s assumpt ion we need o n l y make sure t h a t 
a l l n o n - t r i v i a l axioms which can be g o t t e n 
b y i d e n t i f y i n g the v a r i a b l e s o f e x i s t i n g 
axioms are added to the axiom s t o r e . 
where C1 (or C2 in s i t u a t i o n (a)) can be matched to 
the whole e q u a t i o n . We can b u i l d the a p p r o p r i a t e 
d e f i n i t i o n s o f " u s e f u l t o c o l l e c t i o n " b y r e p l a c i n g 
s 1 w i t h C 1 and s 2 w i t h C 2 in p a r t s ( i i ) and ( i i i ) 
o f t he p r e v i o u s d e s c r i p t i o n s . 
We w i l l want to ex tend these d e f i n i t i o n s to d e a l 
w i t h any r e d u c t i o n i n t h e number o f occu r rences o f 
the unknown. Then we can i n c l u d e in c o l l e c t i o n 
the use o f axioms l i k e 
u - u - o 
to reduce 2 occur rences to none. The m o d i f i c a t i o n 
t o the d e f i n i t i o n s i s s t r a i g h t f o r w a r d , ( i i a ) b e -
comes : u must occur more o f t e n in s than in s ). 
Even though s t r a t e g i e s l i k e c o l l e c t i o n g u i d e t h e 
search f o r a s o l u t i o n , they do n o t e l i m i n a t e 
search a l t o g e t h e r . For i n s t a n c e , c o l l e c t i o n has 
t o choose: 
(a) which se t o f occu r rences o f t h e unknown 
t o t r y t o c o l l e c t , (and t h e r e f o r e wh i ch 
subterm t o t r y t o r e p l a c e ) 
(b) wh ich m a t c h i n g , u s e f u l - t o - c o l l e c t i o n 
axiom t o a p p l y . 
I f A obeys p a r t s ( i ) and ( i i a ) o f t he above 
d e s c r i p t i o n w e w i l l say t h a t i t i s u s e f u l t o c o l -
l e c t i o n , l e f t t o r i g h t , r e l a t i v e t o u . I f A obeys 
p a r t s ( i ) and ( l i b ) w e w i l l say t h a t i t i s u s e f u l 
t o c o l l e c t i o n , r i g h t t o l e f t , r e l a t i v e t o u . 
Our i n i t i a l exper ience i s t h a t c o l l e c t i o n nar rows 
the search c o n s i d e r a b l y . I n f a c t w e a r e l u c k y t o 
f i n d a s i n g l e ax iom, u s e f u l f o r c o l l e c t i o n , wh i ch 
matches one o f the c o n t a i n i n g t e rms . In t h e 
event o f a r e a l cho i ce we c o u l d use h e u r i s t i c s 
based on the f a c t t h a t we would l i k e to reduce t h e 
number of occur rences as much as p o s s i b l e . 
s i n 2u - 2 . s i n u . c o s u 
i s u s e f u l t o c o l l e c t i o n , r i g h t t o l e f t , 
r e l a t i v e t o u . 
i s u s e f u l t o c o l l e c t i o n , l e f t t o r i g h t , 
r e l a t i v e to u (and v) 
i s u s e f u l t o c o l l e c t i o n , r i g h t t o l e f t , 
r e l a t i v e to w 
N o t i c e t h a t we a re demanding t h a t c o l l e c t i o n do 
i t s j o b w i t h one a p p l i c a t i o n o f a n ax iom. T h i s 
i s because we want c o l l e c t i o n e i t h e r t o succeed o r 
t o f a i l q u i c k l y , s o w e can t r y something e l s e . 
We c o u l d a l l o w i t to conduct a s h o r t s e a r c h , b u t 
i t would b e d i f f i c u l t t o know o n what grounds t o 
t e r m i n a t e an unsuccess fu l s e a r c h . The p rob lem 
w i t h keep ing such a t i g h t r e i n o n c o l l e c t i o n i s 
t h a t i t m igh t f a i l s imp ly because the axiom wh i ch 
shou ld have succeeded was n o t i n the r i g h t f o r m . 
i s use less t o c o l l e c t i o n 
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i n s t e a d o f The Basic Method 
Our s o l u t i o n to t h i s p rob lem i s to have a p a t t e r n 
matcher which can r e c o g n i s e t h a t axiom (2) 
matches (x+1) . ( x - 1 ) . T h i s e n t a i l s b u i l d i n g - i n 
axioms l i k e the c o m m u t a t i v i t y o f m u l t i p l i c a t i o n 
( c . f . P l o t k i n 1972) . One aspec t o f t h i s b u i l d -
i n g - i n process i s d i scussed i n the s e c t i o n o n 
p a t t e r n match ing in Bundy 1975, b u t a complete 
d i s c u s s i o n i s de layed u n t i l a l a t e r paper . Such 
a p a t t e r n matcher w i l l i n c rease the number o f 
axioms which w i l l match the c o n t a i n i n g t e rm . 
However, w e s t i l l b e l i e v e t h a t c o l l e c t i o n w i l l b e 
l u c k y to f i n d an axiom which bo th matches and i s 
u s e f u l t o i t . 
We w i l l want the p a t t e r n matcher to spend a l a r g e , 
b u t bounded, amount o f e f f o r t t o t r y t o make an 
axiom match an e x p r e s s i o n . I f t h i s i s no t t o be 
c o m p u t a t i o n a l l y ve ry t ime-consuming , c o l l e c t i o n 
had b e t t e r o n l y feed good c a n d i d a t e axioms to t h e 
p a t t e r n matcher . I t can s e l e c t good cand ida tes 
by ; 
(a) Only choos ing those " u s e f u l to 
c o l l e c t i o n " 
(b) I n s i s t i n g t h a t bo th t h e axiom and t h e 
exp ress i on i t i s t o match obey the 
same h i g h l e v e l d e s c r i p t i o n e . g . , b o t h 
a re q u a d r a t i c , t r i g o n o m e t r i c , l o g a r i t h -
mic , e t c . 
A t t r a c t i o n 
The a t t r a c t i o n s t r a t e g y i s v e r y s i m i l a r t o c o l -
l e c t i o n . As b e f o r e we must choose the o c c u r -
rences we a re go ing to a t t r a c t , then focus on 
t h e i r c o n t a i n i n g t e r m . As b e f o r e we w i l l use a 
d e f i n i t i o n o f axioms u s e f u l t o a t t r a c t i o n t o 
recover a s u i t a b l e axiom to a p p l y . The main 
d i f f e r e n c e i s i n t h e t ype o f axioms u s e f u l t o 
a t t r a c t i o n . 
A n axiom i s u s e f u l t o a t t r a c t i o n , l e f t t o r i g h t , 
r e l a t i v e t o some subset o f i t s v a r i a b l e s , u say , 
i f f o r a l l ueu , u has t h e same number o f o c c u r r -
ences on l e f t and r i g h t , b u t the d i s t a n c e between 
a l l t h e occur rences i s s t r i c t l y sma l l e r o n the 
r i g h t t han the l e f t . We can make a s i m i l a r 
d e f i n i t i o n f o r u s e f u l t o a t t r a c t i o n , r i g h t t o l e f t . 
i s usefu l t o a t t r a c t i o n , r i g h t t o l e f t , 
f o r { u , v } 
The var iab les in the subset w i l l each be bound to 
terms conta in ing the unknown, x. 
I s o l a t i o n , c o l l e c t i o n and a t t r a c t i o n can be com-
b i n e d i n t o a b a s i c method f o r s o l v i n g e q u a t i o n s . 
I f the equa t i on c o n t a i n s a s i n g l e occur rence o f 
t h e unknown we i s o l a t e t h i s occu r rence . O the r -
w ise we t r y c o l l e c t i o n on each comb ina t ion o f 
occur rences u n t i l e i t h e r the number o f occur rences 
i s reduced to o n e , o r no more c o l l e c t i o n s a re 
p o s s i b l e . I n t h e f i r s t case w e c a l l i s o l a t i o n , 
in the second case we c a l l a t t r a c t i o n . We t r y 
a t t r a c t i o n o n one comb ina t i on o f occu r rences . I f 
t h i s i s s u c c e s s f u l w e c a l l c o l l e c t i o n , o t he rw i se 
we t r y a t t r a c t i o n on some o the r c o m b i n a t i o n . I f 
we r u n o u t o f a t t r a c t i o n s to a t t e m p t , t he method 
f a i l s . 
Conc lus ion 
We have s t u d i e d e lementary e q u a t i o n s o l v i n g . 
E x i s t i n g e q u a t i o n - s o l v i n g , computer programs, do 
n o t match e i t h e r t h e range o r the d i r e c t n e s s o f t h e 
human m a t h e m a t i c i a n . We have ana lysed such 
m a t h e m a t i c i a n ' s s o l u t i o n s and d i s c o v e r e d a system 
o f h i g h - l e v e l s t r a t e g i e s . These s t r a t e g i e s a r e 
n o t r e s t r i c t e d i n t h e i r range o f a p p l i c a t i o n . 
They g u i d e the search f o r a s o l u t i o n by 
i ) P r o v i d i n g a s e r i e s o f i n t e r m e d i a t e subgoa ls 
between the p r e s e n t e q u a t i o n and t h e f i n a l 
s o l u t i o n . 
i i ) Focus ing o n the subterm o f t h e e q u a t i o n 
which i s t o be m a n i p u l a t e d n e x t . 
i i i ) S e l e c t i n g a s m a l l se t o f axioms which can be 
nade to a p p l y to t h a t subterm and wh ich a r e 
r e l e v a n t t o a c h i e v i n g the nex t s u b g o a l . 
We c l a i m t h a t t h i s gu idance reduces t h e s i z e o f 
t he space searched c o n s i d e r a b l y and t h a t sometimes 
t h e r e i s n o search a t a l l . 
We have d i s c o v e r e d and i n v e s t i g a t e d the s t r a t e g i e s 
o f i s o l a t i o n , c o l l e c t i o n , a t t r a c t i o n , and t h e b a s i c 
method. T h i s i s o n l y a sma l l p a r t o f t h e s t o r y . 
There a re many o t h e r s t r a t e g i e s a t work i n e q u a t i o n 
s o l v i n g . There a re gene ra l - pu rpose s t r a t e g i e s 
l i k e s i m p l i f i c a t i o n , p a t t e r n - m a t c h i n g , change o f 
unknown, and e l i m i n a t i o n , and t h e r e a re s p e c i a l -
purpose s t r a t e g i e s f o r w e l l unders tood t ypes o f 
equat ions l i k e p o l y n o m i a l and t r i g o n o m e t r i c 
e q u a t i o n s . We d e l a y d i s c u s s i o n of these to 
another paper . 
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