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Resumo
Dada uma a´lgebra de von Neumann M⊆ L(H), dize-
mos queM e´ um fator se seu centro e´ o conjunto C1H, sendo
1H o operador identidade sobre H. Quando M e´ um fator,
podemos classifica´-lo em tipo I, II ou III. Ale´m disso, o
tipo II pode ser dividido em subtipo II1 e II∞. O objetivo
dessa dissertac¸a˜o e´ exibir exemplos de fatores, bem como
exemplos de fatores do tipo I, II1 e II∞.
Abstract
Given a von Neumann algebraM⊆ L(H), we say that
M is a factor if its center is C1H, with 1H being the identity
operator on H. When M is a factor, we can classify it as
type I, II or III. Furthermore, type II can be divided into
subtypes II1 and II∞. The goal of this dissertation is to give
examples of factors, as well as examples of factors of type I,
II1 and II∞.
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1Introduc¸a˜o
Dado um espac¸o de Hilbert H, dizemos que M ⊆
L(H), onde L(H) e´ o espac¸o dos operadores limitados so-
bre H, e´ uma a´lgebra de von Neumann se M e´ uma sub-
*-a´lgebra fechada na topologia operador-fraco e 1H ∈ M,
sendo 1H operador identidade de L(H). Se o centro deM e´
C1H enta˜o dizemos que M e´ um fator. Os fatores sa˜o clas-
sificados em tipo I, II e III. Ale´m disso, os fatores do tipo
II sa˜o divididos em tipo II1 e II∞. Tal divisa˜o sera´ feita
de acordo com projec¸o˜es no fator. Nessa dissertac¸a˜o sera˜o
estudados fatores do tipo I, II1 e II∞.
No cap´ıtulo 1 definiremos o que e´ uma a´lgebra de
von Neumann, apresentaremos alguns exemplos e demon-
straremos resultados importantes que sera˜o necessa´rios no
desenvolvimento da teoria sobre fatores. Um resultado im-
portante e´ o fato de que uma a´lgebra de von Neumann e´
gerada pelas suas projec¸o˜es como um espac¸o de Banach.
No cap´ıtulo 2 definiremos quando uma a´lgebra de von
Neumann e´ um fator. Sera´ mostrado um fato interessante,
afirmando que na˜o ha´ ideais pro´prios fortemente fechados
numa a´lgebra de von Neumann se e somente o seu centro e´
2o conjunto C1H. Na sequeˆncia definimos quando um fator
e´ do tipo I e mostraremos alguns exemplos. Ao final desse
cap´ıtulo provaremos um teorema com seguinte enunciado: se
M ⊆ L(H) e´ um fator do tipo I, com H separa´vel, enta˜o
M'Mn(C) ou M' L(`2).
O cap´ıtulo 3 sera´ dedicado a` construc¸a˜o da a´lgebra de
von Neumann W ∗(G) associada a` um grupo enumera´vel G.
Mostraremos que, dependendo do grupo G escolhido, W ∗(G)
sera´ um fator ou na˜o.
No cap´ıtulo 4 desenvolveremos a teoria para os fatores
do tipo II1 e II∞ e apresentaremos exemplos desses fatores.
Demonstraremos que para cada fator do tipo II1 obtemos
um fator do tipo II∞ e que dado um fator N do tipo II∞
existe um fator M do tipo II1 tal que N e (M⊗∞) sa˜o
isomorfos, em que (M⊗∞) := (M⊗∞)0TOF e´ um fator
do tipo II∞, de modo que, as matrizes dos operadores em
(M⊗∞)0 sa˜o infinitas com entradas em M.
No cap´ıtulo 5(Apeˆndice) daremos as definic¸o˜es de
topologia operador forte, topologia operador fraco, con-
vergeˆncia nas topologias operador forte e fraco. Ale´m disso,
enunciaremos e em alguns casos demonstraremos, resultados
que sera˜o aplicados no desenvolvimento da dissertac¸a˜o.
31 A´lgebras de von
Neumann
Nesse cap´ıtulo definiremos o que e´ uma a´lgebra de von
Neumann, mostraremos alguns exemplos e apresentaremos
alguns resultados fundamentais para o desenvolvimento dos
pro´ximos cap´ıtulos. Nesta dissertac¸a˜o, H sera´ um espac¸o de
Hilbert e L(H) o espac¸o dos operadores lineares e limitados
sobre H.
1.1 Definic¸o˜es e Exemplos
Comec¸amos nessa sec¸a˜o definindo o que e´ o comutante
e duplo comutante de um conjuntoM⊆ L(H), onde L(H) e´
o espac¸o dos operadores lineares e limitados sobre um espac¸o
de Hilbert H. Com essas definic¸o˜es iniciamos o estudo das
a´lgebras de von Neumann. Na sequeˆncia, enunciaremos o
Teorema da densidade de von Neumann e o Teorema
do duplo comutante. Com esses dois importantes teo-
remas definiremos o que e´ uma a´lgebra de von Neumann e
4mostraremos dois exemplos.
Definic¸a˜o 1.1.1. Seja S ⊆ L(H). Definimos
S ′ := {T ′ ∈ L(H) : TT ′ = T ′T ∀T ∈ S}
que sera´ denominado o comutante de S.
Observac¸a˜o 1.1.2. Denotaremos por
S ′′ = (S ′)′ = {T ′′ ∈ L(H) : T ′′T ′ = T ′T ′′ ∀T ′ ∈ S ′}
o duplo comutante de S. E´ fa´cil ver que S ⊆ S ′′.
Observac¸a˜o 1.1.3. Por convenc¸a˜o, denotaremos por
• TOf o fecho na topologia operador-fraco
• TOF o fecho na topologia operador-forte
• TN o fecho na topologia norma-operador
• 1H ∈ L(H) o operador identidade
Sobre as topologias operador-fraco e operador-forte ver
Apeˆndice.
Proposic¸a˜o 1.1.4. Se S ⊆ L(H), de modo que S∗ =
S, enta˜o S ′ e´ uma sub-*-a´lgebra, com 1H ∈ S ′, fechada
na topologia operador-fraco, consequentemente na topologia
operador-forte e na topologia da norma do operador.
5Demonstrac¸a˜o: Sejam S ⊆ L(H) e S ′ o comutante de S.
A prova de que S ′ e´ uma sub-*-a´lgebra, com 1H ∈ S ′, e´ fa´cil
de ver. Vamos provar que S ′ = S ′
TOf
.
” ⊆ ” : O´bvio
” ⊇ ” : Seja y ∈ S ′TOf . Fixe ξ ∈ H, f ∈ H′ e
x ∈ S. Defina ϕ, ψ : L(H) → C tais que ϕ(z) = f(x(z(ξ)))
e ψ(z) = f(z(x(ξ))).
Afirmac¸a˜o: ϕ e ψ sa˜o cont´ınuas na topologia operador-
fraco.
Considere uma sequeˆncia {zn}n∈N ⊂ L(H) tal que zn n→∞−→ z
na topologia operador-fraco. Enta˜o para cada g ∈ H′ e
η ∈ H temos que g(zn(η)) n→∞−→ g(z(η)) . Em particular,
f(zn(x(ξ)))
n→∞−→ f(z(x(ξ))) e f(x(zn(ξ))) n→∞−→ f(x(z(ξ))).
Logo,
ψ(zn) = f(zn(x(ξ)))
n→∞−→ f(z(x(ξ))) = ψ(z)
e
ϕ(zn) = f(x(zn(ξ)))
n→∞−→ f(x(z(ξ))) = ϕ(z).
Portanto, ϕ e ψ sa˜o fracamente cont´ınuas.
Para cada z ∈ S ′ temos ϕ(z) = f(x(z(ξ))) = f(z(x(ξ))) =
ψ(z). Como ϕ e ψ sa˜o cont´ınuas e coincidem em S ′, que e´
denso em S ′
TOf
, logo ϕ(z) = ψ(z) ∀z ∈ S ′TOf . Assim, e´ ver-
6dade que ϕ(y) = ψ(y), ou melhor, f(x(y(ξ))) = f(y(x(ξ))).
Note que
f(x(y(ξ))) = f(y(x(ξ)))⇐⇒ f(x(y(ξ)))−f(y(x(ξ))) = 0⇐⇒
⇐⇒ f(x(y(ξ))− y(x(ξ))) = 0.
Como f e´ arbitra´rio, enta˜o x(y(ξ)) − y(x(ξ)) = 0 (ver [1]
Corola´rio 4.3-4 ). Logo, x(y(ξ)) = y(x(ξ)). Como ξ e´ ar-
bitra´rio, segue que xy = yx. Sendo x arbitra´rio, segue que
y ∈ S ′. Portanto, S ′TOf ⊆ S ′.
Sendo S ′ convexo, temos que S ′
TOf
= S ′
TOF
(ver Teorema
5.1.9 ). Enta˜o S ′ = S ′
TOF
e com isso S ′ e´ fortemente fechado.
Seja T ∈ S ′TN arbitra´rio. Enta˜o existe uma net {Ti}i∈I ⊂ S ′
tal que ‖Ti − T‖ i∈I−→ 0. Note que
‖Ti(ξ)− T (ξ)‖ ≤ ‖Ti − T‖ ‖ξ‖ i∈I−→ 0 ∀ξ ∈ H.
Logo, T ∈ S ′TOF = S ′. Como T e´ arbitra´rio, segue que
S ′
TN ⊆ S ′. Como e´ o´bvio que S ′ ⊆ S ′TN , segue S ′ e´ fechado
na topologia na norma do operador.

Corola´rio 1.1.5. Para o conjunto S da Proposic¸a˜o 1.1.4,
temos S ′′ = (S ′)′ fechado nas topologias operador-fraco e
operador-forte.
Demonstrac¸a˜o: Como S ′ e´ um subconjunto de L(H), de
modo que (S ′)∗ ⊆ S ′, segue da Proposic¸a˜o 1.1.4 que (S ′)′ e´
7uma sub-*-a´lgebra fechada nas topologias operador-fraco e
operador-forte.

Teorema 1.1.6. (Teorema da densidade de von Neu-
mann) Seja A ⊆ L(H) uma sub-*-a´lgebra tal que 1H ∈ A.
Enta˜o A′′ e´ o fecho de A na topologia operador-forte.
Demonstrac¸a˜o: Ver demonstrac¸a˜o do Teorema 3.4.6 em
[5].

Corola´rio 1.1.7. (Teorema do duplo comutante) Seja
M ⊆ L(H) uma sub-*-a´lgebra tal que 1H ∈ M. Enta˜o as
seguintes afirmac¸o˜es sa˜o equivalentes:
i) M e´ fechado na topologia operador-fraco
ii) M e´ fechado na topologia operador-forte
iii) M =M′′
Demonstrac¸a˜o: (i) ⇒ (ii) : Como M e´ convexo, enta˜o
MTOF = MTOf (ver Teorema 5.1.9 ). Logo, M e´ fechado
na topologia operador-forte.
(ii)⇒ (iii) : E´ imediato do Teorema 1.1.6.
(iii)⇒ (i) : E´ imediato do Corola´rio 1.1.5.
8
Definic¸a˜o 1.1.8. Uma sub-*-a´lgebraM⊆ L(H), com 1H ∈
M, que satisfaz uma das afirmac¸o˜es do Corola´rio 1.1.7, e´
dita uma a´lgebra de von Neumann.
Exemplo 1.1.9. O espac¸o L(H) e´ uma a´lgebra de von
Neumann, pois L(H) e´ fechado na topologia operador-forte.
O espac¸o das matrizes Mn(C) tambe´m e´ uma a´lgebra de von
Neumann.
Exemplo 1.1.10. O conjunto
M = {Mf : L2([0, 1])→ L2([0, 1])/f ∈ L∞([0, 1])},
em que Mf (g) = fg, e´ uma a´lgebra de von Neumann em
L(L2([0, 1])).
Seja f ∈ L∞([0, 1]) arbitra´rio e defina
Mf : L
2([0, 1])→ L2([0, 1])
dado por Mf (g) = fg. Prova-se que Mf esta´ bem definido,
Mf e´ linear e limitado e que M e´ uma sub-*-a´lgebra de
L(L2([0, 1])) (ver [6] Exemplo 2.4.11). Em seguida, prova-se
que 1L2([0,1]) ∈M e queM e´ fechada na topologia operador-
fraco (ver [6] Exemplo 5.1.6). Assim, M e´ uma a´lgebra de
von Neumann.
Exemplo 1.1.11. Vamos mostrar que o espac¸o dos op-
eradores compactos K(H), com dimH = ∞, na˜o e´ uma
9A´lgebra de von Neumann. Obviamente que K(H) e´ uma
sub-*-a´lgebra de L(H). Afirmamos que 1H /∈ K(H). De fato,
considere um sequeˆncia ortonormal {en}n∈N ⊆ H. Note que
‖1H(en)− 1H(em)‖2 = ‖en − em‖2 = 〈en − em, en − em〉 =
〈en, en〉+ 〈em, em〉 = 2 implica em ‖1H(en)− 1H(em)‖ =
√
2
para todo m,n ∈ N com m 6= n. Enta˜o, nenhuma subse-
quencia de {1H(en)}n∈N converge. Logo, 1H na˜o e´ compacto
e com isso K(H) na˜o e´ uma a´lgebra de von Neumann.
1.2 Projec¸o˜es numa A´lgebra de von
Neumann
Projec¸o˜es ortogonais numa a´lgebra de von Neumann
sa˜o de fundamental importaˆncia, pois sera´ demonstrado que
uma a´lgebra de von Neumann e´ gerada pelas suas projec¸o˜es.
Ale´m disso, sera˜o apresentadas algumas definic¸o˜es e resulta-
dos, usando projec¸o˜es, que sa˜o alguns dos pilares no desen-
volvimento da teoria.
Definic¸a˜o 1.2.1. Seja p ∈ L(H). Dizemos que p e´ uma
projec¸a˜o se p2 = p = p∗.
Proposic¸a˜o 1.2.2. Se M ⊆ L(H) e´ uma a´lgebra de von
Neumann enta˜o M e´ gerada como um espac¸o de Banach
pelo conjunto P (M) = {p ∈M : p = p∗ = p2}
Demonstrac¸a˜o: Sejam M ⊆ L(H) uma a´lgebra de von
10
Neumann e
P (M) = {p ∈M : p = p∗ = p2}.
Vamos provar que M = spanTNP (M).
” ⊇ ”: Sendo M um subespac¸o vetorial, enta˜o
span{P (M)} ⊆ M. Como M e´ fechado na topologia
operador-forte e consequentemente na topologia da norma
do operador, enta˜o spanTN{P (M)} ⊆ M.
” ⊆ ”: Seja x ∈ M, qualquer, tal que x = x∗. Sendo
x normal, pois x∗x = xx∗, existe uma representac¸a˜o
pi : C(σ(x)) → C∗({1H, x}), onde σ(x) e´ o espectro de x
(ver Proposic¸a˜o 3.3.10 em [5]). Seja Bσ(x) a famı´lia de
conjuntos borelianos de σ(x). Enta˜o existe uma medida de
probabilidade µ, definida sobre Bσ(x), e uma representac¸a˜o
pi : L∞(σ(x),Bσ(x), µ)→ L(H) (ver Lema 5.1.10 ).
Afirmac¸a˜o: pi(L∞(σ(x),Bσ(x), µ)) ⊆M
Sabemos que
pi(C(σ(x))) = C∗({1H, x}) ⊆M,
M =M′′
e
(pi(C(σ(x))))′′ = pi(L∞(σ(x),Bσ(x), µ)) (ver Lema 5.1.10 ) .
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Logo,
pi(L∞(σ(x),Bσ(x), µ)) ⊆ (pi(C(σ(x))))′′ ⊆M′′ =M⇒
⇒ pi(L∞(σ(x),Bσ(x), µ)) ⊆M.
Considere um conjunto boreliano E ⊂ σ(x) e a func¸a˜o car-
acter´ıstica χE. Como χE = (χE)
2 = (χE)
∗ enta˜o pi(χE) =
pi(χE)
2 = pi(χE)
∗. Logo, pi(χE) e´ uma projec¸a˜o e com isso
pi(χE) ∈ P (M). Seja f1 ∈ B(σ(x)) dada por f1(λ) = λ
∀λ ∈ σ(x). Pela Proposic¸a˜o 3.3.10 em [5] e o Lema 5.1.10,
pi(f1) = pi(f1) = x. Como f1 e´ mensura´vel e limitada, enta˜o
existe uma sequeˆncia {fn}n de func¸o˜es simples e mensura´veis
tal que fn
unif→ f (ver [9] Corola´rio 6.37 ). Para cada n ∈ N,
temos que fn =
kn∑
i=1
λni χEni , com E
n
i ⊆ σ(x) e λni ∈ C para
i = 1, .., kn. E´ claro que pi(fn) =
kn∑
i=1
λni pi(χEni ) ∈ spanP (M)
∀n ∈ N. Sendo pi uma isometria (ver Lema 5.1.10 ), em
particular contrativa, segue que
‖pi(fn)− x‖ = ‖pi(fn)− pi(f1)‖ = ‖pi(fn − f1)‖ ≤
≤ ‖fn − f1‖L∞
n→∞−→ 0.
Logo, x ∈ spanTNP (M).
Dado y ∈ M arbitra´rio, podemos escrever y = a + ib,
12
com a, b ∈ M tal que a = a∗ e b = b∗. Enta˜o
a, b ∈ spanTNP (M) e tambe´m ib ∈ spanTNP (M).
Logo, a + ib = y ∈ spanTNP (M). Como y e´ arbitra´rio,
segue que M⊆ spanTNP (M).
Portanto, M = spanTNP (M).

Definic¸a˜o 1.2.3. A projec¸a˜o pi(χE) que aparece na
Proposic¸a˜o 1.2.2, e´ denominada projec¸a˜o espectral e deno-
taremos por PE.
Proposic¸a˜o 1.2.4. Sejam p, q ∈ L(H) projec¸o˜es. Enta˜o as
seguintes afirmac¸o˜es sa˜o equivalentes:
i) q ≤ p, ou seja, (p− q) e´ um operador positivo
ii) Im(q) ⊆ Im(p)
iii) qp = q = pq
Demonstrac¸a˜o: (i) ⇒ (ii): Por hipo´tese q ≤ p, enta˜o
p − q ≥ 0. Sendo p − q um operador positivo, temos que
〈(p− q)ξ, ξ〉 ≥ 0 ∀ξ ∈ H e isso implica em 〈pξ, ξ〉 ≥ 〈qξ, ξ〉
∀ξ ∈ H. Seja A = {ξ ∈ H : ‖q(ξ)‖ = ‖ξ‖}.
Afirmac¸a˜o: Im(q) = A
” ⊆ ”: O´bvio.
” ⊇ ”: Seja ξ ∈ A. Sendo H = Im(q) ⊕ Ker(q), considere
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ξ = (ξ1 + ξ2) ∈ H. Enta˜o
‖ξ‖2 = ‖ξ1‖2 + ‖ξ2‖2 = ‖ξ1‖2 + ‖ξ − ξ1‖2 =
= ‖q(ξ)‖2 + ‖ξ − q(ξ)‖2 .
Como ‖q(ξ)‖ = ‖ξ‖ (ξ ∈ A), enta˜o ‖ξ − q(ξ)‖2 = 0 e
isso implica em ξ − q(ξ) = 0. Logo, ξ = q(ξ) e com isso
ξ ∈ Im(q). Como ξ e´ arbitra´rio, conclu´ımos que A ⊆ Im(q).
Seja ξ ∈ Im(q). Note que
‖ξ‖2 = ‖q(ξ)‖2 = 〈q(ξ), q(ξ)〉 ≤ 〈p(ξ), p(ξ)〉 =
= ‖p(ξ)‖2 ≤ ‖ξ‖2 .
Logo, ‖p(ξ)‖ = ‖ξ‖. Pela afirmac¸a˜o acima podemos
concluir que ξ ∈ Im(p). Sendo ξ arbitra´rio, conclu´ımos que
Im(q) ⊆ Im(p).
(ii) ⇒ (iii): Note que pq(ξ) = p(q(ξ)) = q(ξ) ∀ξ ∈ H, pois
Im(q) ⊆ Im(p) por hipo´tese. Logo, pq = q. Observe que
pq = q ⇒ (pq)∗ = q∗ ⇒ qp = q. Portanto, qp = q = pq.
(iii) ⇒ (i): Para provar que p − q ≥ 0, basta mostrar
que 〈(p− q)ξ, ξ〉 ≥ 0. Note que
‖q(ξ)‖ = ‖qp(ξ)‖ ≤ ‖p(ξ)‖ ∀ξ ∈ H.
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Enta˜o
〈(p− q)ξ, ξ〉 = 〈pξ, ξ〉 − 〈qξ, ξ〉 = 〈pξ, pξ〉 − 〈qξ, qξ〉 =
= ‖pξ‖2 − ‖qξ‖2 ≥ 0 ∀ξ ∈ H.
Portanto, p− q ≥ 0, ou melhor, q ≤ p.

Definic¸a˜o 1.2.5. Uma projec¸a˜o q que satisfaz uma das
afirmac¸o˜es da Proposic¸a˜o 1.2.4, e´ denominada subprojec¸a˜o
de p.
1.3 Decomposic¸a˜o Polar e Ideais
numa A´lgebra de von Neumann
Nessa sec¸a˜o demonstraremos dois resultados, envol-
vendo decomposic¸a˜o polar e ideais, que sera˜o importantes
no desenvolvimento da teoria do cap´ıtulo 2.
Proposic¸a˜o 1.3.1. SejamM uma a´lgebra de von Neumann,
T ∈M e U |T | a decomposic¸a˜o polar de T .
Enta˜o U, |T | ∈ M.
Demonstrac¸a˜o: Seja M uma a´lgebra de von Neumann.
Tome T ∈ M. Pela decomposic¸a˜o polar, existem U, |T | ∈
L(H) tal que T = U |T | e ker(T ) = ker(U) = ker(|T |), onde
U e´ uma isometria parcial e |T | = (T ∗T )1/2 e´ um operador
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positivo. Como T, T ∗ ∈ M, enta˜o (T ∗T ) ∈ M e com isso
(T ∗T )1/2 ∈M. Seja T ′ ∈M′ arbitra´rio. Note que
T ′U |T |ξ = T ′Tξ = TT ′ξ e
UT ′|T |ξ = U |T |T ′ξ = TT ′ξ ∀ξ ∈ H,
logo U e T ′ comutam sobre Im(|T |), ou seja, (T ′U)x =
(UT ′)x ∀x ∈ Im(|T |). Como T ′ comuta com |T | enta˜o
T ′|T |ξ = |T |T ′ξ ∀ξ ∈ H e isso implica em T ′(Im(|T |)) ⊆
Im(|T |), ou seja, T ′ e´ invariante sobre Im(|T |). Agora
vamos provar que T ′ e´ invariante sobre Im(|T |)⊥. Sejam
ξ ∈ Im(|T |)⊥ e η ∈ Im(|T |). Enta˜o existe ζ ∈ H tal que
|T |ζ = η. Note que
〈T ′(ξ), η〉 = 〈T ′(ξ), |T |(ζ)〉 = 〈(|T |T ′)ξ, ζ〉 = 〈(T ′|T |)ξ, ζ〉 =
= 〈ξ, |T |((T ′)∗ζ)〉 = 0
implica em T ′(ξ) ∈ Im(|T |)⊥, logo T ′ e´ invariante sobre
Im(|T |)⊥ pois ξ e´ arbitra´rio. Sabendo que ker(|T |)⊥ =
Im(|T |∗) (ver Lema 5.1.5 ), |T | = |T |∗ e que ker(U) =
ker(|T |), enta˜o ker(U)⊥ = ker(|T |)⊥ = Im(|T |) e com
isso ker(U) = ker(|T |) = Im(|T |)⊥. Enta˜o, U e´ nulo so-
bre Im(|T |)⊥ implicando em T ′U ser nulo sobre Im(|T |)⊥.
Como T ′ e´ invariante sobre Im(|T |)⊥ enta˜o UT ′ tambe´m e´
nulo sobre Im(|T |)⊥. Portanto, T ′U e UT ′ comutam sobre
Im(|T |)⊕ Im(|T |)⊥ = H. Como T ′ e´ arbitra´rio, conclu´ımos
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que U ∈M.

Proposic¸a˜o 1.3.2. SejamM uma a´lgebra de von Neumann
e J um ideal de M. Enta˜o J e´ uma sub-*-a´lgebra.
Demonstrac¸a˜o: SejamM uma a´lgebra de von Neumann,
J um ideal de M e T ∈ J . Pela decomposic¸a˜o polar,
T = U(T ∗T )1/2, onde provamos que U, (T ∗T )1/2 ∈ M. De-
vemos lembrar que U|(kerU)⊥ e´ uma isometria e (kerU)⊥ =
Im((T ∗T )1/2). Enta˜o (T ∗T )1/2 = U∗U(T ∗T )1/2 = U∗T ∈ J ,
pois U ∈M. Como (T ∗T )1/2 ∈ J , enta˜o T ∗ = (T ∗T )1/2U∗ ∈
J . Sendo J um ideal, por definic¸a˜o, e´ uma sub-a´lgebra e
como provamos que J e´ auto-adjunto, logo J e´ uma sub-*-
a´lgebra.

1.4 Teorema da Densidade de von
Neumann(versa˜o sem unidade)
e Ideais numa A´lgebra de von
Neumann
Nessa sec¸a˜o demonstraremos uma versa˜o do Teorema
da Densidade de von Neumann para uma sub-*-a´lgebra sem
unidade. Para isso, vamos definir o que e´ espac¸o essencial de
uma a´lgebra e provaremos alguns resultados envolvendo tal
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definic¸a˜o. Na sequeˆncia, demonstraremos alguns resultados
com o objetivo de provar um importante teorema que afirma
o seguinte: o centro de uma a´lgebra de von Neumann M e´
igual a C1H, se e somente se, M na˜o possui ideais pro´prios
fechados na topologia operador-forte.
Definic¸a˜o 1.4.1. Dada uma sub-*-a´lgebra A ⊆ L(H), defin-
imos o espac¸o essencial de A, denotado por ess A, como
span{aξ: a ∈ A e ξ ∈ H} ⊆ H.
Proposic¸a˜o 1.4.2. Sejam A ⊆ L(H) uma sub-*-a´lgebra
e X = {ξ ∈ H : aξ = 0 ∀a ∈ A}. Enta˜o as seguintes
afirmac¸o˜es sa˜o verdadeiras:
i) X = (essA)⊥
ii) X = {0} se e somente se essA = H.
Demonstrac¸a˜o: (i): Seja ξ ∈ H. Enta˜o
ξ ∈ (essA)⊥ ⇔ 〈ξ, aη〉 = 0 ∀a ∈ A e η ∈ H ⇔ 〈a∗ξ, η〉 = 0
∀a ∈ A e η ∈ H ⇔ 〈(a∗)∗ξ, η〉 = 〈aξ, η〉 = 0 ∀a ∈ A e η ∈ H
⇔ 〈aξ, aξ〉 = 0 ∀a ∈ A ⇔ ‖aξ‖2 = 0 ∀a ∈ A ⇔ aξ = 0
∀a ∈ A ⇔ ξ ∈ X.
(ii): Se X = {0} enta˜o, pelo item (i), essA = {0}⊥ = H.
Agora, se essA = H enta˜o (essA)⊥ = H⊥ = {0} e
novamente pelo item (i) temos X = {0}.

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Proposic¸a˜o 1.4.3. Sejam A ⊆ L(H) uma sub-*-a´lgebra tal
que essA = H e um subespac¸o fechado Y ⊆ H invariante
por A. Enta˜o span{aξ : a ∈ A e ξ ∈ Y } = Y , ou seja,
essA|Y = Y .
Demonstrac¸a˜o: Defina
V := {ξ ∈ H : aξ = 0 ∀a ∈ A}
e
W := {ξ ∈ Y : aξ = 0 ∀a ∈ A}.
Por hipo´tese essA = H, enta˜o pela Proposic¸a˜o 1.4.2(ii)
temos V = {0}. Como W ⊆ V = {0}, e´ o´bvio que W = {0}.
Como Y e´ invariante por A, enta˜o podemos usar a restric¸a˜o
A|Y ⊆ L(Y ). Assim, pela Proposic¸a˜o 1.4.2(ii) temos
essA|Y = span{aξ : a ∈ A e ξ ∈ Y } = Y,
pois Y e´ invariante por A.

Corola´rio 1.4.4. Se A ⊆ L(H) e´ uma sub-*-a´lgebra tal que
essA = H e ξ ∈ H, enta˜o ξ ∈ {aξ : a ∈ A}.
Demonstrac¸a˜o: Fixe ξ ∈ H. Defina
Y0 := {λξ + aξ : λ ∈ C, a ∈ A}
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e Y := Y0. Obviamente que Y0 e´ subespac¸o de H.
Afirmac¸a˜o: Y e´ invariante por A
De fato, sejam b ∈ A e y0 ∈ Y0. Note que
by0 = b(λξ + aξ) = λbξ + baξ = (0ξ + (λb+ ba)ξ) ∈ Y0.
Agora seja x ∈ Y . Enta˜o
bx = b( lim
n→∞
λnξ + anξ) = lim
n→∞
b(λnξ + anξ) ∈ Y.
Logo, Y e´ invariante por A.
E´ o´bvio que {cξ : c ∈ A} e´ um subespac¸o. Observe
que
span{aη : a ∈ A, η ∈ Y0} =
= span{a(λξ + bξ) : a, b ∈ A, λ ∈ C} =
= span{(λa+ b)ξ : a, b ∈ A, λ ∈ C} ⊆ {cξ : c ∈ A}.
Assim, segue que
span{aη : a ∈ A, η ∈ Y } ⊆ {cξ : c ∈ A}.
E´ o´bvio que
{cξ : c ∈ A} ⊆ span{aη : a ∈ A, η ∈ Y },
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logo
{cξ : c ∈ A} = span{aη : a ∈ A, η ∈ Y }.
Pela Proposic¸a˜o 1.4.3, span{aη : a ∈ A, η ∈ Y } = Y , logo
{cξ : c ∈ A} = Y . Desde que ξ = (1ξ + 0ξ) ∈ Y , conclu´ımos
que ξ ∈ {cξ : c ∈ A}.

Teorema 1.4.5. (Teorema da densidade - versa˜o sem
unidade) Seja A ⊆ L(H) uma sub-*-a´lgebra tal que essA =
H. Enta˜o A′′ e´ o fecho de A na topologia operador forte.
Demonstrac¸a˜o: Desde que A ⊆ A′′ e A′′ e´ fechado na
topologia operador-forte, basta provar que A e´ fortemente
denso em A′′. Seja z ∈ A′′, arbitra´rio. Pela definic¸a˜o
de topologia operador-forte, devemos provar que para cada
n ∈ N, ξ1, ..., ξn ∈ H e  ∈ R ∃x ∈ A tal que ‖(x− z)ξi‖ < 
∀1 ≤ i ≤ n. Vamos dividir a demonstrac¸a˜o em 2 casos:
CASO PARTICULAR: Suponha n = 1
Defina ξ := ξ1 e seja M = {aξ : a ∈ A} ⊆ H. Pelo Corola´rio
1.4.4, ξ ∈ M . E´ claro que M e´ subespac¸o e que M e´ invari-
ante sobre A, ou seja, AM ⊂ M . Enta˜o dada um projec¸a˜o
p sobre M , p ∈ A′ (ver Proposic¸a˜o 3.4.5(d) em [5]). Como
z ∈ A′′ enta˜o zp = pz e com isso zM = z(pM) = p(zM) ⊂
M . Em particular, zξ ∈ M . Enta˜o existe x ∈ A tal que
‖xξ − zξ‖ < .
CASO GERAL: Suponha n ∈ N qualquer
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Ver demonstrac¸a˜o do Teorema 3.4.6(Case (ii)) em [5].

Observac¸a˜o 1.4.6. A partir daqui sera´ necessa´rio trabalhar
com a representac¸a˜o matricial de um operador linear limi-
tado num espac¸o de Hilbert.
Sejam H1 e H2, espac¸os de Hilbert, e a soma direta externa
H = H1 ⊕ H2. Considere T ∈ L(H), operador de inclusa˜o
ιi : Hi → H e a projec¸a˜o pi : H → Hi, com i = 1, 2. Defina
Pi := ιipi. Fixe ηi ∈ Hi. Para cada (ξ1, ξ2) = ξ ∈ H, temos
〈p∗1(η1), ξ〉 = 〈(η1, 0), p1(ξ)〉 = 〈(η1, 0), p1((ξ1, ξ2))〉 =
= 〈(η1, 0), (ξ1, 0)〉 = 〈(η1, 0), (ξ1, ξ2)〉 =⇒
=⇒ 〈p∗1(η1)− (η1, 0), ξ〉 = 0.
Em particular, para ξ = p∗1(η1)− (η1, 0)
〈p∗1(η1)− (η1, 0), p∗1(η1)− (η1, 0)〉 = 0 =⇒
=⇒ p∗1(η1)− (η1, 0) = 0 =⇒ p∗1(η1) = (η1, 0).
Enta˜o p∗1(η1) = (η1, 0) ∀η1 ∈ H1 e com isso conclu´ımos que
p∗1 = ι1. De modo ana´logo, conclu´ımos que p
∗
2 = ι2.
Agora observe que, para cada ξ = (ξ1, ξ2) ∈ H, temos que
P1(ξ) + P2(ξ) = P1((ξ1, ξ2)) + P2((ξ1, ξ2)) =
= ι1p1((ξ1, ξ2)) + ι2p2((ξ1, ξ2)) = ι1(ξ1) + ι2(ξ2) =
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= (ξ1, 0) + (0, ξ2) = (ξ1, ξ2) = ξ.
Logo, P1 + P2 = 1H.
Defina Tij := piTιj : Hj → Hi, com i = 1, 2. Temos que
T = 1HT1H = (P1 + P2)T (P1 + P2) =
2∑
k,l=1
PkTPl.
Assim, para cada ξ ∈ H segue que
T (ξ) =
2∑
k,l=1
PkTPl(ξ) =
2∑
k,l=1
PkTιlpl(ξ) =
2∑
k,l=1
PkTιl(ξl) =
=
2∑
k,l=1
ιkpkTιl(ξl) =
2∑
k,l=1
ιkTkl(ξl) =
= ι1(T11(ξ1)) + ι1(T12(ξ2)) + ι2(T21(ξ1)) + ι2(T22(ξ2)) =
= ι1(T11(ξ1) + T12(ξ2)) + ι2(T21(ξ1) + T22(ξ2)).
Dado o par (x, y), por convenc¸a˜o faremos (x, y) :=
[
x
y
]
.
Dessa forma, para cada ξ = (ξ1, ξ2) ∈ H, podemos escrever
T (ξ) =
[
T11(ξ1) + T12(ξ2)
T21(ξ1) + T22(ξ2)
]
=
[
T11 T12
T21 T22
][
ξ1
ξ2
]
Proposic¸a˜o 1.4.7. SeM e´ uma a´lgebra de von Neumann e
J um ideal de M fechado na topologia operador-forte, enta˜o
∃1J ∈ J que e´ a unidade de J .
23
Demonstrac¸a˜o: SejamM uma a´lgebra de von Neumann e
J um ideal de M fechado na topologia operador-forte. Pela
Proposic¸a˜o 1.3.2, J e´ uma sub-*-a´lgebra. DefinaH1 = ess J .
Como H1 e´ um subespac¸o fechado de H, enta˜o podemos
escrever H = H1 ⊕ H2 onde H2 = H⊥1 . Sejam T ∈ J e
ξ = ξ1 + ξ2 ∈ H quaisquer, com ξ1 6= 0 e ξ2 6= 0.
Considere
[T ] =
[
A B
C D
]
e [ξ] =
[
ξ1
ξ2
]
as representac¸o˜es matriciais de T e ξ, respectivamente. Ob-
serve que [
A B
C D
][
ξ1
ξ2
]
=
[
Aξ1 +Bξ2
Cξ1 +Dξ2
]
e´ a matriz do vetor T (ξ) ∈ H1. Enta˜o e´ necessa´rio que Cξ1 +
Dξ2 = 0. Diante disso vamos ver quem sa˜o os operadores
A,B,C e D. Para o vetor ξ′ = ξ1 + 0 temos que[
A B
C D
][
ξ1
0
]
=
[
Aξ1
Cξ1
]
e´ a matriz do vetor T (ξ′) ∈ H1. Novamente e´ necessa´rio que
Cξ1 = 0. Como C : H1 → H2, logo devemos ter C = 0.
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Agora, para o vetor ξ′′ = 0 + ξ2 segue que[
A B
C D
][
0
ξ2
]
=
[
Bξ2
Dξ2
]
e´ a matriz do vetor T (ξ′′) ∈ H1. Como D : H2 → H2, deve-
mos ter Dξ2 = 0 e com isso D = 0.
Ate´ aqui, conclu´ımos que a matriz de T e´
[
A B
0 0
]
. Sabe-
mos que [
A B
0 0
]∗
=
[
A∗ 0
B∗ 0
]
.
Para η = η1 + η2 ∈ H, com η1 6= 0, temos que[
A∗ 0
B∗ 0
][
η1
η2
]
=
[
A∗η1
B∗η1
]
∈ H1.
Como B∗ : H1 → H2, enta˜o devemos ter B∗(η1) = 0,
implicando em B∗ = 0.
Afirmac¸a˜o: B = 0
De fato, observe que 〈x1, B(x2)〉 = 〈B∗(x1), x2〉 ∀x1 ∈
H1 e x2 ∈ H2. Como B∗ = 0, enta˜o 〈x1, B(x2)〉 = 0 ∀x1 ∈
H1 e x2 ∈ H2. Em particular,
〈B(x2), B(x2)〉 = ‖B(x2)‖2 = 0 ∀x2 ∈ H2.
Logo, B = 0.
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Conclu´ımos que a matriz de todo operador em J e´ da
forma
[
A 0
0 0
]
, com A ∈ L(H1).
Defina Ĵ :=
{
A ∈ L(H1) : onde
[
A 0
0 0
]
e´ a matriz de
um operador de J
}
.
Afirmac¸a˜o: Ĵ e´ uma sub-*-a´lgebra de L(H1)
Sejam A,B ∈ Ĵ e α ∈ C. Como αA+B,AB,A∗ ∈ L(H1) e[
(αA+B) 0
0 0
]
,
[
AB 0
0 0
]
,
[
A∗ 0
0 0
]
sa˜o matrizes de operadores em J , enta˜o Ĵ e´ uma sub-*-
a´lgebra.
E´ o´bvio que J =
{
T ⊕ 0 : T ∈ Ĵ
}
.
Afirmac¸a˜o: Ĵ e´ fechado em L(H1) na topologia
operador-forte
Seja T ∈ Ĵ
TOF
qualquer. Enta˜o existe uma net {Ti}i∈I ⊆ Ĵ
que converge para T ∈ L(H1) na topologia operador-forte.
Para cada ξ = ξ1 + ξ2 ∈ H,[
Ti 0
0 0
][
ξ1
ξ2
]
=
[
Tiξ1
0
]
i∈I−→
[
Tξ1
0
]
=
[
T 0
0 0
][
ξ1
ξ2
]
,
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pois Tiξ1
i∈I−→ Tξ1 ∀ξ1 ∈ H1. Devemos lembrar que, cada
matriz
[
Ti 0
0 0
]
representa um operador, que denotaremos
por Si = (Ti ⊕ 0) ∈ J . Da mesma forma, a matriz
[
T 0
0 0
]
representa um operador S = (T ⊕0) ∈ L(H). Enta˜o Si i∈I→ S
na topologia operador-forte. Como J e´ fechado na topologia
operador-forte, segue que S ∈ J . Assim, T ∈ Ĵ e com isso
Ĵ e´ fechado na topologia operador-forte.
Afirmac¸a˜o: essĴ = H1(= essJ)
” ⊆ ”: Por definic¸a˜o, essĴ = span{aξ : a ∈ Ĵ e ξ ∈ H1}.
Obviamente que essĴ ⊆ H1.
” ⊇ ”: Fixe a ∈ J e ξ = (ξ1 + ξ2) ∈ H. Obviamente que
aξ ∈ essJ(= H1). Seja
[
A 0
0 0
]
a representac¸a˜o matricial
de a, onde A ∈ L(H1). Pela definic¸a˜o de Ĵ , A ∈ Ĵ .
Note que
[
A 0
0 0
][
ξ1
ξ2
]
=
[
Aξ1
0
]
implica que
aξ = Aξ1 + 0 = Aξ1 ∈ essĴ .
Seja
n∑
i=1
aiξi ∈ essJ . Pelo racioc´ınio acima, aiξi = Aiξi1,
logo
n∑
i=1
aiξi ∈ essĴ .
Agora, seja η ∈ essJ . Enta˜o η = lim
i→∞
ηi, onde
ηi ∈ span{a ∈ J e ξ ∈ H} ⊆ essĴ ∀i ∈ N. Como
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essĴ e´ fechado, logo η ∈ essĴ e com isso H1 ⊆ essĴ .
Assim, conclu´ımos que essĴ = H1.
Usando o Teorema 1.4.5 para Ĵ ⊆ L(H1), conclui-se
que Ĵ =
(
Ĵ
)′′
.
Note que
1H1 ∈
{
A′′ ∈ L(H1) : A′′A′ = A′A′′ ∀A′ ∈
(
Ĵ
)′}
=
(
Ĵ
)′′
.
Enta˜o 1H1 ∈ Ĵ . Considere 1J ∈ J tal que a sua matriz seja[
1H1 0
0 0
]
. E´ fa´cil ver que, 1J e´ a unidade de J e com isso
conclu´ımos a demonstrac¸a˜o.

Definic¸a˜o 1.4.8. Dada uma a´lgebra A, definimos
Z(A) := {a ∈ A : ab = ba ∀b ∈ A}
o centro de A.
Proposic¸a˜o 1.4.9. SeM e´ uma a´lgebra de von Neumann, J
um ideal de M fechado na topologia operador-forte e 1J ∈ J
a unidade de J enta˜o 1J ∈ Z(M).
Demonstrac¸a˜o: Sendo J um ideal de M, enta˜o
1Jm,m1J ∈ J ∀m ∈ M. Note que 1Jm = (1Jm)1J e
m1J = 1J(m1J). Logo, 1Jm = m1J ∀m ∈ M. Com isso,
1J ∈ Z(M).
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
Proposic¸a˜o 1.4.10. Se M e´ uma a´lgebra de von Neumann
enta˜o Z(M) tambe´m e´.
Demonstrac¸a˜o: Seja M uma a´lgebra de non Neumann.
Sabemos que
M′ = {T ∈ L(H) : TS = ST ∀S ∈M},
Z(M) = {T ∈M : TS = ST ∀S ∈M}
e
M′ =M′TOF .
Enta˜o e´ o´bvio que Z(M) =M∩M′ e´ uma a´lgebra de von
Neumann.

Proposic¸a˜o 1.4.11. Sejam M uma a´lgebra de von Neu-
mann e um operador auto-adjunto T ∈ Z(M). Enta˜o
C∗({1H, T})TOF ⊆ Z(M). Ale´m disso, toda projec¸a˜o es-
pectral esta´ em Z(M).
Demonstrac¸a˜o: Como Z(M) e´ uma C∗-a´lgebra que con-
tem 1H e T , enta˜o
C∗({1H, T}) ⊆ Z(M)
pois por definic¸a˜o, C∗({1H, T}) e´ a menor C∗-a´lgebra que
contem 1H e T . Como Z(M) e´ fechado na topologia
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operador-forte, logo C∗({1H, T})TOF ⊆ Z(M).
Sendo T auto-adjunto, existe uma representac¸a˜o
pi : C(σ(T ))→ C∗({1H, T}),
onde σ(T ) e´ o especto de T (ver Proposic¸a˜o 3.3.10 em [5]).
Sendo Bσ(T ) a famı´lia de conjuntos borelianos, existe uma
medida de probabilidade µ, definida sobre Bσ(T ), e uma
representac¸a˜o pi : L∞(σ(T ),Bσ(T ), µ) → L(H) (ver Lema
5.1.10 ). Pelo Teorema 1.1.6, a sub-*-a´lgebra pi(C(σ(T )))(=
C∗({1H, T})) e´ fortemente densa em (pi(C(σ(T ))))′′ e pelo
Lema 5.1.10 pi(L∞(σ(T ),Bσ(T ), µ)) = (pi(C(σ(T ))))′′. Enta˜o
pi(L∞(σ(T ),Bσ(T ), µ)) = C∗({1H, T})TOF .
Logo, pi(L∞(σ(T ),Bσ(T ), µ)) ⊆ Z(M)). Portanto, para cada
conjunto boreliano E ⊆ σ(T ), a projec¸a˜o espectral PE =
pi(χE) e´ central, ou seja, PE ∈ Z(M).

Teorema 1.4.12. Se M e´ uma a´lgebra de von Neumann
enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
i) Z(M) = C1H
ii) Os u´nicos ideais fechados na topologia operador-forte,
em M, sa˜o {0} e M
Demonstrac¸a˜o: (i) ⇒ (ii) Suponha que Z(M) = C1H.
Seja J um ideal deM, fechado na topologia operador-forte.
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Sendo 1J a unidade de J , pela Proposic¸a˜o 1.4.9, 1J ∈ Z(M).
Enta˜o 1J = α1H para algum α ∈ C. Temos 2 casos para α:
CASO α = 0
Enta˜o 1J = 0 e com isso x = x1J = 0 ∀x ∈ J . Logo, J = {0}.
CASO α 6= 0
Enta˜o 1H = 1α1J e como J e´ um ideal de M, e´ verdade que
m = m1H = m 1α1J ∈ J ∀m ∈ M. Logo, M ⊆ J . Como
J ⊆M, enta˜o J =M.
Portanto os u´nicos ideais de M, fechados na topologia
operador-forte, sa˜o {0} e M.
(ii) ⇒ (i) Suponha que M na˜o possui ideais pro´prios
fechados na topologia operador-forte.
Seja T ∈ Z(M). Suponha T = T ∗.
Sendo T auto-adjunto enta˜o existe uma representac¸a˜o
pi : C(σ(T )) → L(H) para C(σ(T )), onde σ(T ) o espectro
de T . Seja Bσ(T ) a famı´lia de conjuntos borelianos de σ(T ).
Enta˜o existe uma medida de probabilidade µ, definida sobre
Bσ(T ), e uma representac¸a˜o pi : L∞(σ(T ),Bσ(T ), µ)→ L(H).
Sejam E ⊆ σ(T ) um conjunto boreliano, PE projec¸a˜o
espectral e
JE = {S ∈M : S(1H − PE) = 0}.
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Afirmac¸a˜o: JE e´ um ideal fechado na topologia operador-
forte.
Sejam A,B ∈ JE, R ∈M e α ∈ C. Note que
1. (αA+B)(1H − PE) = α(A(1H − PE) +B(1H − PE) =
α0 + 0) = 0
2. AR(1H − PE) = A(R1H − RPE) = A(R1H − PER) =
A(1H − PE)R = 0
3. RA(1H − PE) = 0
Pelos itens (1),(2),(3), JE e´ um ideal.
Vamos provar que JE e´ fechado na topologia operador-forte.
Seja A ∈ JETOF , arbitra´rio. Enta˜o existe uma net {Si}i∈I ⊆
JE tal que Si
i∈I−→ A na topologia operador-forte. Observe
que para cada ξ ∈ H,
A(1H − PE)ξ = lim
i∈I
Si(1H − PE)ξ = 0.
Segue que, A(1H − PE) = 0 e com isso A ∈ JE. Logo, JE e´
fechado na topologia operador-forte.
Como, por hipo´tese, M na˜o posssui ideais pro´prios
fechado na topologia operador-forte, enta˜o JE = {0} ou
JE =M.
CASO 1: JE = {0}
Como PE = 1HPE ∈ JE, enta˜o PE = 0
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CASO 2: JE =M
Afirmac¸a˜o: PE = 1H
Como 1H − PE ∈ M = JE, logo (1H − PE)(1H − PE) =
(1H − PE) = 0 e isso implica que 1H = PE.
Pelo CASO 1 e CASO 2, conclu´ımos que para cada
conjunto boreliano E ⊆ σ(T ), PE = 0 ou PE = 1H.
Pela Proposic¸a˜o 1.2.2, T e´ o limite de somas finitas de
projec¸o˜es espectrais. Como as u´nicas projec¸o˜es espectrais
em M, sa˜o 0 e 1H, logo T = lim
n→∞
αn1H ∈ C1H. Portanto,
quando T = T ∗ temos T ∈ C1H.
CASO GERAL:
Podemos escrever T = a + ib, onde a = a∗ e b = b∗.
Para a e b auto-adjuntos provamos que a, b ∈ C1H.
Sendo a = α1H e b = β1H, com α, β ∈ C, segue que
T = a+ ib = α1H + iβ1H = (α + iβ)1H ∈ C1H.
Portanto, conclu´ımos que se M na˜o tem ideal pro´prio
fechado na topologia operador-forte enta˜o Z(M) = C1H.

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2 Fator
Neste cap´ıtulo definiremos quando uma a´lgebra de von
Neumann e´ um fator. Tal definic¸a˜o e´ o ponto de par-
tida dessa dissertac¸a˜o, pois e´ a partir desta definic¸a˜o que
comec¸amos nosso trabalho rumo ao estudo da classificac¸a˜o
de fatores.
2.1 Definic¸a˜o e Exemplos de Fator
Definic¸a˜o 2.1.1. Seja p ∈ L(H) uma projec¸a˜o na˜o nula.
Dizemos que p e´ minimal se para toda projec¸a˜o q ∈ L(H) tal
que q ≤ p, tem-se q = p ou q = 0.
Exemplo 2.1.2. Qualquer projec¸a˜o na˜o nula p ∈ L(H),
com dimIm(p) = 1, e´ uma projec¸a˜o minimal pois, as u´nicas
subprojec¸o˜es de p sa˜o 0 ou p.
Exemplo 2.1.3. Seja
M =
{[
A 0
0 A
]
: A ∈M2(C)
}
⊆M4(C).
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Considere as projec¸o˜es A, B e C, em M , dadas pelas matrizes
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 ,

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
 ,
respectivamente. Observe que B e C sa˜o subprojec¸o˜es de A,
pois AB = B = BA e AC = C = CA. Veja tambe´m que
B e C sa˜o minimais, pois as u´nicas subprojec¸o˜es, em M , de
B sa˜o 0 e B e para C sa˜o 0 e C. Ale´m disso, dimIm(B) =
dimIm(C) = 2 e isso mostra que nem toda projec¸a˜o minimal
tem dimensa˜o 1.
Atenc¸a˜o para o fato de que a projec¸a˜o D =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

e´ uma subprojec¸a˜o de A em relac¸a˜o a` M4(C), mas na˜o em
relac¸a˜o a` M pois D /∈M .
Definic¸a˜o 2.1.4. Uma a´lgebra de von Neumann M e´ um
fator, se Z(M) = C1H, em que
Z(M) = {T ∈M : ST = TS ∀S ∈M}.
Exemplo 2.1.5. Mn(C) e´ um fator
Seja A = (aij) ∈ Z(Mn(C)) qualquer. Enta˜o AB = BA
∀B ∈ Mn(C). Em particular, para Ekl ∈ Mn(C), onde Ekl
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tem valor 1 na posic¸a˜o (k, l) e 0 em todas as outras posic¸o˜es,
vale AEkl = EklA. Note que,
AEkl =

a11 ... a1n
...
. . .
...
an1 ... ann


0 ... ... 0
...
. . . 1
...
0 ... ... 0
 =
=

0 ... a1k ... 0
0 ... a2k ... 0
0 ...
... ... 0
0 ... ank ... 0

e
EklA =

0 ... ... 0
...
. . . 1
...
0 ... ... 0


a11 ... a1n
...
. . .
...
an1 ... ann
 =
=

0 0 ... 0
...
... ...
...
al1 al2 ... aln
...
... ...
...
0 0 ... 0

.
Assim, a coluna l de AEkl e´ igual a coluna k de A, e a linha
k de EklA e´ igual a linha l de A. Como AEkl = EklA, enta˜o
a1,k = ... = ak−1,k = ak+1,k = ... = an,k = 0, al,1 = ... =
al,l−1 = al,l+1 = ... = al,n = 0 e akk = all. Repetindo o
racioc´ınio anterior para cada 1 ≤ k, l ≤ n, conclu´ımos que
akk = all e quando k 6= l temos akl = 0. Logo, A = λI para
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algum λ ∈ C. Como A e´ arbitra´rio, segue que Z(Mn(C)) =
CI e isso implica que Mn(C) e´ um fator.
Exemplo 2.1.6. L(H) e´ um fator
Fixe uma base ortonormal {en : n ∈ I ⊆ N} para H.
Se dimH <∞ enta˜o L(H) ' Mn(C). Como *-isomorfismos
preservam o centro(ver Proposic¸a˜o 5.1.17), logo L(H) e´ um
fator.
Suponha que dimH = ∞. Sejam T ∈ Z(L(H)) arbitra´rio,
A = (akl) ∈ M∞(C) a representac¸a˜o matricial de T . Temos
que TS = ST ∀S ∈ L(H). Em particular, para Sij ∈ L(H)
dado por Sij(x) = Sij
(∑
n∈N
λnen
)
= λjei, vale AEij = EijA
onde Eij ∈ M∞(C) e´ a representac¸a˜o matricial de Sij tal
que Eij tem valor 1 na posic¸a˜o (i, j) e 0 nas outras posic¸o˜es.
Note que,
AEij =

a11 ... a1n ...
...
. . .
... ...
an1 ... ann ...
...
... ...
. . .


0 ... ... ...
...
. . . 1 ...
0 ...
. . . ...
...
...
...
. . .
 =
=

0 ... 0 a1i 0 ...
0 ... 0
... 0 ...
0 ... 0 ani 0 ...
... ...
...
...
... ...

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e
EijA =

0 ... ... ...
...
. . . 1 ...
0 ...
. . . ...
...
...
...
. . .


a11 ... a1n ...
...
. . .
... ...
an1 ... ann ...
...
... ...
. . .
 =
=

0 ... ... ...
...
...
...
...
0 ... 0 ...
aj1 ... ajn ...
0 ... 0 ...
...
...
... ...
...
...
... ...

.
Usando o mesmo racioc´ınio do Exemplo 2.1.5, conclu´ımos
que aij = 0 para i 6= j e aii = ajj para ∀i, j ∈ N. Portanto,
A = λI∞ onde I∞ e´ a matriz identidade em M∞(C). Logo,
T = λ1H. Como T e´ arbitra´rio , segue que Z(L(H)) = C1H.
2.2 Fatores do Tipo I
Na sec¸a˜o anterior definimos que uma a´lgebra de von
Neumann M e´ um fator se e somente se Z(M) = C1H.
A partir dessa sec¸a˜o estaremos interessados na classificac¸a˜o
dos fatores e tal classificac¸a˜o sera´ feita em func¸a˜o das suas
projec¸o˜es. Na definic¸a˜o de equivalencia entre projec¸o˜es sera´
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necessa´rio saber o que e´ uma isometria parcial (ver Definic¸a˜o
5.1.7 ).
Definic¸a˜o 2.2.1. Um fator M e´ do tipo I, se M contem
alguma projec¸a˜o minimal.
Definic¸a˜o 2.2.2. Sejam M uma a´lgebra de von Neumann
e p, q ∈ M projec¸o˜es. Dizemos que p e´ equivalente a q, e
denotamos por p ∼ q, se existe uma isometria parcial u ∈M
tal que uu∗ = q e u∗u = p, isto e´, ∼ e´ uma relac¸a˜o de
equivalencia.
Proposic¸a˜o 2.2.3. SejamM uma a´lgebra de von Neumann
e p, q, r ∈M projec¸o˜es. Se p ∼ q e q ∼ r enta˜o p ∼ r, q ∼ p
e p ∼ p.
Demonstrac¸a˜o: Ver demonstrac¸a˜o da Proposic¸a˜o 6.1.5 em
[7].

Definic¸a˜o 2.2.4. Sejam M uma a´lgebra de von Neumann
e p, q ∈M projec¸o˜es. Dizemos que p e´ mais fraca que q, e
denotamos por p - q, se existe uma projec¸a˜o r ∈M tal que
p ∼ r e r ≤ q.
Exemplo 2.2.5. Considere as projec¸o˜es
p =

1 0 0
0 0 0
0 0 0
 , q =

0 0 0
0 1 0
0 0 1
 no fator M3(C). Afir-
mamos que q - p.
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De fato, considere a projec¸a˜o p0 =

0 0 0
0 1 0
0 0 0
. Como
qp0 = p0 = p0q, enta˜o p0 e´ uma subprojec¸a˜o de q. Agora,
considere a matriz u =

0 0 0
1 0 0
0 0 0
. Note que
uu∗ =

0 0 0
1 0 0
0 0 0


0 1 0
0 0 0
0 0 0
 =

0 0 0
0 1 0
0 0 0
 = p0
e
u∗u =

0 1 0
0 0 0
0 0 0


0 0 0
1 0 0
0 0 0
 =

1 0 0
0 0 0
0 0 0
 = p.
Como u∗u e´ projec¸a˜o, enta˜o u e´ uma isometria parcial.
Assim, p ∼ p0 pois u ∈M3(C). Portanto, p ∼ p0 ≤ q.
Proposic¸a˜o 2.2.6. Sejam M um fator e p, q ∈ M
projec¸o˜es. Enta˜o p - q ou q - p.
Demonstrac¸a˜o: Ver demonstrac¸a˜o do Teorema 6.2.6 em
[7].

Lema 2.2.7. SeM e´ uma a´lgebra de von Neumann e p, q ∈
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M sa˜o projec¸o˜es, tais que p e´ minimal e p ∼ q, enta˜o q e´
minimal.
Demonstrac¸a˜o: Sejam M uma a´lgebra de von Neu-
mann e p, q ∈ M projec¸o˜es tais que p e´ minimal e p ∼ q.
Enta˜o existe uma isometria parcial u ∈ M tal que u∗u = p
e uu∗ = q. Devemos lembrar que Im(u∗) = Im(p) ⇔
Im(u) = Im(q) (ver [5] Remark 4.2.3 ). Seja q′ ≤ q e de-
fina K := u∗(Im(q′)) ⊆ Im(p). Defina p′ como a projec¸a˜o
sobre K. Como K = Im(p′) ⊆ Im(p) implica em p′ ≤ p
e sendo p minimal por hipo´tese, enta˜o p′ = 0 ou p′ = p.
Logo, K = {0} ou K = Im(p). Se K = {0} enta˜o
u({0}) = u(K) = u(u∗(Im(q′))) = q(Im(q′)) = Im(q′)
e isso implica em Im(q′) = {0}. Se K = Im(p) enta˜o
u(Im(p)) = u(K) = u(u∗(Im(q′))) = q(Im(q′)) = Im(q′).
Como u(Im(p)) = Im(q), logo Im(q) = Im(q′). Portanto,
q′ = 0 ou q′ = q e com isso podemos concluir que q e´ minimal.

Lema 2.2.8. Se M e´ uma a´lgebra de von Neumann e F =
{pi ∈ M : i ∈ I} uma famı´lia de projec¸o˜es duas-a-duas
ortogonais, enta˜o sa˜o verdadeiras as seguintes afirmac¸o˜es:
i)
∑
i∈I
pi converge na topologia operador-forte
ii)
∑
i∈I
pi e´ uma projec¸a˜o
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Demonstrac¸a˜o: A demonstrac¸a˜o dos itens (i) e (ii) esta´
na Proposic¸a˜o 2.5.4 em [5].

Lema 2.2.9. Se M e´ uma a´lgebra de von Neumann, enta˜o
existe uma famı´lia maximal F ⊆M de projec¸o˜es minimais,
2 a 2 ortogonais e 2 a 2 equivalentes.
Demonstrac¸a˜o: Seja M uma a´lgebra von Neumann. Se
na˜o existe nenhuma projec¸a˜o minimal emM, enta˜o F = ∅ e
desse modo F e´ maximal. Suponha queM contem projec¸a˜o
minimal. Considere P a famı´lia de todos os conjuntos P ,
onde cada P e´ um conjunto de projec¸o˜es minimais 2 a 2
ortogonais e 2 a 2 equivalentes. Vamos definir uma relac¸a˜o
de ordem ” ≤ ” em P dada por ⊆. E´ o´bvio que ” ≤ ” e´ uma
ordem parcial. Seja C ⊆ P arbitra´rio e totalmente ordenado.
Afirmac¸a˜o:
⋃
P∈C
P ∈ P
Sejam p, q ∈
⋃
P∈C
P arbitra´rios. Enta˜o existem P,Q ∈ C tal
que p ∈ P e q ∈ Q. Como C e´ totalmente ordenado enta˜o
P ≤ Q ou Q ≤ P . Considere, sem perda de generalidade,
que P ≤ Q. Logo, P ⊆ Q e com isso p, q ∈ Q. Assim, p ⊥ q
e p ∼ q. Portanto,
⋃
P∈C
P ∈ P .
Afirmac¸a˜o:
⋃
P∈C
P e´ um majorante de C
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E´ o´bvio que P ⊆
⋃
P∈C
P ⇒ P ≤
⋃
P∈C
P ∀P ∈ C. Logo,
⋃
P∈C
P
e´ um majorante de C.
Logo, pelo Lema de Zorn existe uma famı´lia F ∈ P
que e´ maximal.

Corola´rio 2.2.10. Se M e´ um fator enta˜o para a famı´lia
maximal F = {pi : i ∈ I} ⊆ M, do Lema 2.2.9, tem-se que
1H =
∑
i∈I
pi.
Demonstrac¸a˜o: Tome pi0 ∈ F . Considere p =
∑
i∈I
pi
e q = 1H − p. Pela Proposic¸a˜o 2.2.6 pi0 - q ou q - pi0 .
Vamos analisar 2 casos:
CASO 1: Suponha q - pi0 .
Enta˜o existe q′ ∈ M tal que q ∼ q′ e q′ ≤ pi0 . Tambe´m
existe uma isometria parcial u ∈ M tal que u∗u = q′ e
uu∗ = q. Como pi0 e´ minimal enta˜o temos 2 casos para q
′:
CASO 1.1: q′ = 0. Enta˜o u∗u = 0 e isso implica que
‖u∗u‖ = 0. ComoM e´ uma C∗-a´lgebra, enta˜o ‖u∗u‖ = ‖u‖2
e isso implica em u = 0. Assim, q = 0 e p = 1H.
CASO 1.2: q′ = pi0 . Enta˜o q ∼ pi0 . Como pi0 ∼ pi ∀i ∈ I,
logo q ∼ pi ∀i ∈ I. Obviamente que q ⊥ pi ∀i ∈ I. Dessa
forma, constatamos que F ⊂ F ∪ {q}, contrariando o fato
de F ser maximal.
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Portanto, pelo CASO 1, devemos ter q′ = 0 e isso implica
em q = 0.
CASO 2: Suponha pi0 - q
Enta˜o existe projec¸a˜o r ∈ M tal que pi0 ∼ r e r ≤ q. Como
pi0 e´ minimal, enta˜o r e´ minimal (ver Lema 2.2.7 ). Sabendo
que r ≤ q implica qr = r = rq e que q ⊥ pi ∀i ∈ I, enta˜o
rpi = rqpi = r0 = 0 ∀i ∈ I implica r ⊥ pi ∀i ∈ I. Note que
r ∼ pi ∀i ∈ I, pois r ∼ pi0 e pi0 ∼ pi ∀i ∈ I. Dessa forma,
constatamos que F ⊂ F ∪ {r}, contrariando o fato de F ser
maximal. Logo, na˜o e´ verdade que pi0 - q.
Conclu´ımos que q - pi0 e isso implica em q = 0. Portanto,
p = 1H.

Comenta´rio: Antes de enunciar e demonstrar o princi-
pal teorema desse cap´ıtulo, faremos algumas considerac¸o˜es e
demonstraremos alguns fatos que sera˜o importantes para o
teorema.
SejamM⊆ L(H) uma a´lgebra de von Neumann e P : H →
H uma projec¸a˜o de M. Podemos escrever H = H1 ⊕ H2,
onde H1 = Im(P ) e H2 = Ker(P ). Vale lembrar que duas
func¸o˜es f e g sa˜o iguais se
i) O domı´nio de f e g sa˜o iguais
ii) O contradomı´nio de f e g sa˜o iguais
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iii) f(x) = g(x) ∀x ∈ Dom(f)
Considere p : H −→ H1 uma projec¸a˜o sobre H1. Note que
p(ξ) = P (ξ) ∀ξ ∈ H, mas o contradomı´nio de P e´ H e de p
e´ H1. Logo, P e p sa˜o operadores diferentes. Fixe η ∈ H1.
Para cada ξ1 + ξ2 = ξ ∈ H, temos
〈p∗(η), ξ〉 = 〈η, p(ξ)〉 = 〈η, p(ξ1 + ξ2)〉 = 〈η, p(ξ1) + p(ξ2)〉 =
= 〈η, ξ1 + 0〉 = 〈η, ξ1〉+〈η, 0〉 = 〈η, ξ1〉+〈η, ξ2〉 = 〈η, ξ1 + ξ2〉 =
= 〈η, ξ〉 =⇒ 〈p∗(η)− η, ξ〉 = 0.
Em particular, para ξ = p∗(η)− η
〈p∗(η)− η, p∗(η)− η〉 = 0 =⇒ p∗(η)− η = 0 =⇒ p∗(η) = η.
Enta˜o p∗(η) = η ∀η ∈ H1 e com isso conclu´ımos que p∗ = ι,
onde ι : H1 ↪→ H e´ o operador de inclusa˜o. Como P :
H −→ H, p : H −→ H1 e ι : H1 ↪→ H, enta˜o para cada
ξ1 + ξ2 = ξ ∈ H, temos
(p ◦ ι)ξ1 = p(ι(ξ1)) = p(ξ1 + 0) = ξ1
e
(ι ◦ p)ξ = ι(p(ξ)) = ι(ξ1) = ι(ξ1 + 0) ∈ H.
Assim, p ◦ ι = 1H1 e ι ◦ p = P .
Seja T ∈ M. Considere [T ] =
[
T11 T12
T21 T22
]
, com
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Tij : Hj −→ Hi e 1 ≤ i, j ≤ 2, [p] =
[
1H1 0
]
e
[ι] =
[
1H1
0
]
as representac¸o˜es matriciais dos oper-
adores T , p e ι respectivamente. Note que [p][T ][ι] =[
1H1 0
] [ T11 T12
T21 T22
][
1H1
0
]
=
[
T11 T12
] [ 1H1
0
]
=
[T11], logo podemos concluir que p ◦ T ◦ ι = T11.
Proposic¸a˜o 2.2.11. pMι e´ uma a´lgebra de von Neumann
em L(H1).
Demonstrac¸a˜o: Tome T, S ∈ M e α ∈ C quaisquer.
Observe que,
i) αpTι+ pSι = p(αT + S)ι ∈ pMι;
ii) (pT ι)(pSι) = pT (ιp)Sι = p(TPS)ι ∈ pMι, pois
TPS ∈M
iii) p1Hι = pι = 1H1
iv) (pT ι)∗ = ι∗T ∗p∗ = pT ∗ι ∈ pMι
v) Seja S ∈ pMιTOF .
Enta˜o existe uma net {pTiι}i∈I ⊆ pMι tal que pTiι i∈I→
S ∈ L(H1) na topologia operador-forte.
Note que
(pSι)ξ1 = p(S(ι(ξ1)) = p(S(ξ1 + 0)) = p(Sξ1) =
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= p(lim
i∈I
(pTiι)ξ1) = lim
i∈I
(p2Tiι)ξ1 = lim
i∈I
(pTiι)ξ1 ∀ξ1 ∈ H1.
Logo, pTiι
i∈I→ pSι na topologia operador-forte e pela
unicidade de limites S = pSι. Como S e´ arbitra´rio,
conclu´ımos que pMι e´ fechado na topologia operador-
forte.
Portanto, por (i),(ii),(iii),(iv) e (v), pMι e´ uma a´lgebra de
von Neumann em L(H1).

Corola´rio 2.2.12. Se P e´ minimal enta˜o toda projec¸a˜o q ∈
pMι e´ 1H1 ou 0. Ale´m disso, PMP = CP .
Demonstrac¸a˜o: Considere T ∈ M tal que q := pT ι seja
projec¸a˜o e defina Q := ιqp. Note que,
i) Q = ιqp = ι(pT ι)p = ιpT ιp = PTP ∈M;
ii) Q2 = (ιqp)(ιqp) = ιq(pι)qp = ιq1H1qp = ιqp = Q;
iii) Q∗ = (ιqp)∗ = p∗qι∗ = ιqp = Q, pois p∗ = ι
iv) QP = (ιqp)P = (ιqp)(ιp) = (ιq(pι)p) = ι(q1H1)p =
ιqp = Q
v) pQι = p(ιqp)ι = pιqpι = 1H1q1H1 = q
Pelos itens (i), (ii) e (iii), Q e´ uma projec¸a˜o em M e pelo
item (iv), Q e´ uma subprojec¸a˜o de P . Por hipo´tese, P e´
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minimal, logo Q = P ou Q = 0.
CASO 1: Q = P
Enta˜o q = pQι = pPι = p(ιp)ι = 1H11H1 = 1H1 .
CASO 2: Q = 0
Enta˜o q = 0. Portanto, q = 1H1 ou q = 0.
Sabendo que uma a´lgebra de von Neumann e´ gerada pelas
suas projec¸o˜es, enta˜o pMι = spanTN{0, 1H1} = C1H1 .
Afirmamos que PMP = CP . De fato, note que
PMP = ι(pMι)p = ιC1H1p = Cιp = CP .

Agora estamos pronto para demonstrar o principal teorema
deste cap´ıtulo. Com esse teorema podemos dizer que cada
fator M ⊆ L(H) do tipo I, com H separa´vel, se comporta
como a a´lgebra das matrizes Mn(C) ou como a a´lgebra dos
operadores lineare e limitados L(`2).
Teorema 2.2.13. Se M ⊆ L(H) e´ um fator do tipo I, com
H separa´vel, enta˜o
M'Mn(C) ou M' L(`2).
Demonstrac¸a˜o: Seja M ⊆ L(H) um fator do tipo
I, com H separa´vel. Enta˜o pelo Lema 2.2.9 existe uma
famı´lia maximal F = {pi : i ∈ J} ⊆ M de projec¸o˜es
minimais 2 a 2 ortogonais e 2 a 2 equivalentes. Sejam
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k, l ∈ J distintos e considere as projec¸o˜es pk, pl ∈ F .
Como pk e pl sa˜o minimais, enta˜o Im(pk) 6= {0} e
Im(pl) 6= {0}. Com isso podemos escolher ξk ∈ Im(pk) e
ξl ∈ Im(pl), ambos na˜o nulos, com ‖ξk‖ = ‖ξl‖ = 1.
Observe que ‖ξk − ξl‖2 = 〈ξk − ξl, ξk − ξl〉 =
〈ξk, ξk〉 − 2Re 〈ξk, ξl〉 + 〈ξl, ξl〉 = 1 − 2Re0 + 1 = 2.
Enta˜o ‖ξk − ξl‖2 = 2, ou melhor, ‖ξk − ξl‖ =
√
2. Como ξk
e ξl sa˜o arbitra´rios, temos que ‖ξ − η‖ =
√
2 ∀ξ ∈ Im(pk)
e η ∈ Im(pl), com ‖ξ‖ = ‖η‖ = 1. Como H e´ separa´vel,
por hipo´tese, existe D ⊆ H denso e enumera´vel. Fixe
i0, j0 ∈ J distintos. Sejam r ∈ R e ξi0 , ξj0 ∈ H, tal que
0 < r <
√
2
2
e ‖ξi0‖ = ‖ξj0‖ = 1. Como D e´ denso, enta˜o
existem di0 ∈ B(ξi0 , r) e dj0 ∈ B(ξj0 , r), com di0 6= dj0 ,
pois B(ξi0 , r) ∩ B(ξj0 , r) = ∅. Enta˜o ∀i, j ∈ J , com i 6= j,
existem di, dj ∈ D tal que di 6= dj. Com isso temos uma
correspondeˆncia injetiva entre J e D, o que implica em
J ser enumera´vel, pois D e´ enumera´vel. Como D esta´
numa correspondeˆncia injetiva com N, podemos considerar
J ⊆ N. Sendo J enumera´vel, podendo ser finito ou infinito,
F tambe´m e´ enumera´vel e isso implica em F ser finito ou
infinito.
Fixe p1 ∈ F . Como pi ∼ p1 ∀i ∈ J , enta˜o para cada i ∈ J
existe uma isometria parcial ui ∈ M tal que u∗iui = pi e
uiu
∗
i = p1. Defina eij := u
∗
iuj ∈M.
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Afirmac¸a˜o: O operador eij tem as seguintes propriedades:
i) eijekl = δj,keil
ii) (eij)
∗ = (u∗iuj)
∗ = u∗jui = eji
iii) eii = pi
i) Se j 6= k enta˜o eijekl = u∗iuju∗kul =
u∗i (uju
∗
juj)(u
∗
kuku
∗
k)ul = u
∗
iuj(u
∗
juj)(u
∗
kuk)u
∗
kul =
u∗iujpjpku
∗
kul = u
∗
iuj0u
∗
kul = 0, pois pj e pk sa˜o
ortogonais.
Se j = k enta˜o eijejl = u
∗
i (uju
∗
j)ul = u
∗
i p1ul =
u∗i (ulu
∗
l )ul = u
∗
iul = eil. Logo, eijekl = δj,keil.
ii) (eij)
∗ = (u∗iuj)
∗ = u∗jui = eji
iii) eii = u
∗
iui = pi
Afirmac¸a˜o: Se T ∈ M enta˜o para cada i, j ∈ J existe
λij ∈ C tal que eiiTejj = λijeij
Seja T ∈M e fixe i, j ∈ J . Note que
uiTu
∗
j = uiu
∗
iuiTu
∗
juju
∗
j = p1(uiTu
∗
j)p1 ∈ p1Mp1 =
= Cp1 (ver Corola´rio 2.2.12).
Logo, uiTu
∗
j = λijp1, para algum λij ∈ C.
Agora, observe que
eiiTejj = u
∗
iuiTu
∗
juj = u
∗
iλijp1uj = λiju
∗
i (uju
∗
juj) =
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= λiju
∗
iuj = λijeij.
Portanto, existe λij ∈ C tal que eiiTejj = λijeij.
Defina M0 := span{eij}. E´ claro que M0 e´ uma sub-
*-a´lgebra de M. Como o objetivo e´ provar M' Mn(C) ou
M' L(`2), enta˜o vamos analisar dois casos.
CASO 1: Suponha que F seja finito.
Enta˜o podemos escrever F = {p1, p2, ..., pn}. Note que
dados
n∑
i,j=1
aijeij ,
n∑
k,l=1
bklekl ∈M0 temos
(
n∑
i,j=1
aijeij
)(
n∑
k,l=1
bklekl
)
=
n∑
i,j,k,l=1
aijbkleijekl =
=
n∑
i,j,k,l=1
aijbklδjkeil =
n∑
i,j,l=1
aijbjleil.
Observe que
n∑
i,j,l=1
aijbjleil =
n∑
i,l=1
( n∑
j=1
aijbjleil
)
=
n∑
i,l=1
(( n∑
j=1
aijbjl
)
eil
)
=
n∑
i,l=1
cileil, onde cil =
n∑
i=1
aijbjl.
Considerando (aij), (bjl) ∈ Mn(C) obtemos (cil) =
(aij)(bjl) ∈ Mn(C) Assim, podemos concluir que para
cada (aij) ∈ Mn(C) temos
n∑
i,j=1
aijeij ∈M0 ⊆ M. Logo,
podemos definir um *-homomorfismo ϕ : Mn(C) −→ M
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dado por ϕ((aij)) =
n∑
i,j=1
aijeij. E´ o´bvio que Ker(ϕ) e´ um
ideal fechado na topologia operador-forte de Mn(C).
Afirmac¸a˜o: Ker(ϕ) = {0}
Sendo Mn(C) um fator, enta˜o os u´nicos ideais pro´prios de
Mn(C) fechados na topologia operador-forte sa˜o {0} ou
Mn(C). Enta˜o Ker(ϕ) = {0} ou Ker(ϕ) = Mn(C).
Se Ker(ϕ) = Mn(C) enta˜o ϕ(A) = 0 ∀A ∈ Mn(C), o que
implica em ϕ ≡ 0. Mas ϕ ≡ 0 e´ falso, pois dado A ∈Mn(C),
de modo que somente a11 6= 0, enta˜o ϕ(A) = a11e11 = p1 6= 0.
Logo, Ker(ϕ) = {0}.
Sendo Ker(ϕ) = {0}, conclu´ımos que ϕ e´ um *-
homomorfismo injetor.
Agora, o objetivo e´ provar que ϕ e´ sobrejetor. Para isso, va-
mos mostrar que M⊆M0 = ϕ(Mn(C)), ja´ que obviamente
M0 ⊆M. Seja T ∈M arbitra´rio. Note que
T = 1HT1H =
(
n∑
i=1
pi
)
T
(
n∑
j=1
pj
)
=
=
(
n∑
i=1
eii
)
T
(
n∑
j=1
ejj
)
=
n∑
i,j=1
eiiTejj =
n∑
i,j=1
λijeij
e com isso T ∈M0. Como T e´ arbitra´rio, podemos concluir
que M ⊆ M0. Portanto, ϕ e´ um *-isomorfismo e com isso
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provamos que M'Mn(C).
CASO 2: Suponha que F seja infinito.
Fixe ξ1 ∈ Im(p1) tal que ‖ξ1‖ = 1. Defina ξi = u∗i (ξ1). Note
que
〈ξi, ξj〉 =
〈
u∗i (ξ1), u
∗
j(ξ1)
〉
= 〈uju∗i (ξ1), ξ1〉 =
=
〈
uju
∗
juju
∗
iuiu
∗
i (ξ1), ξ1
〉
=
= 〈ujpjpiu∗i (ξ1), ξ1〉 = 〈uj0u∗i (ξ1), ξ1〉 = 0 ∀i, j ∈ J, com i 6= j
e
‖ξi‖2 = 〈ξi, ξi〉 = 〈u∗i (ξ1), u∗i (ξ1)〉 = 〈uiu∗i (ξ1), ξ1〉 =
= 〈p1(ξ1), ξ1〉 = 〈ξ1, ξ1〉 = ‖ξ1‖2 = 1 ∀i ∈ J.
Dessa forma obtemos um conjunto ortonormal
K = {ξk : k ∈ N}.
Defina H01 = span K e H1 = H01. Obviamente que H1 e´ um
espac¸o de Hilbert.
Afirmac¸a˜o: H1 e´ invariante porM0, ou seja,M0H1 ⊆ H1
Fixe eij ∈M0 e ξk ∈ K. Note que eij(ξk) = (u∗iuj)(u∗k(ξ1)) =
u∗iuju
∗
k(ξ1). Temos 2 casos:
• CASO 1: j = k
eij(ξj) = (u
∗
iuj)(u
∗
j(ξ1)) = u
∗
iuju
∗
j(ξ1) = u
∗
i p1(ξ1) =
u∗i (ξ1) = ξi
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• CASO 2: j 6= k
eij(ξk) = (u
∗
iuj)(u
∗
k(ξ1)) = u
∗
iuju
∗
k(ξ1) =
u∗iujuj
∗uju∗kuku
∗
k(ξ1) = u
∗
iujpjpku
∗
k(ξ1) = 0, pois
pj ⊥ pk
Enta˜o podemos escrever eij(ξk) = δjkξi. Observe que,
eij
(
n∑
l=1
αlξl
)
=
n∑
l=1
eij(αlξl) =
n∑
l=1
δjlαlξi ∈ span{ξi} ⊆ H01.
Assim, segue que
eij(H01) ⊆ H01 ⊆ H1.
Como eij e´ cont´ınuo, temos que eij(H1) ⊆ H1. Logo,(
n∑
i,j=1
eij
)
(H1) ⊆ H1 e com isso M0H1 ⊆ H1.
Afirmac¸a˜o: M =M0TOF
E´ claro que M0TOF ⊆M. Seja T ∈M, arbitra´rio. Enta˜o
T = 1HT1H =
( ∞∑
i=1
pi
)
T
( ∞∑
j=1
pj
)
=
=
( ∞∑
i=1
eii
)
T
( ∞∑
j=1
ejj
)
=
∞∑
i,j=1
eiiTejj = lim
N→∞
N∑
i,j=1
λijeij.
Logo, T ∈ M0TOF e como T e´ arbitra´rio segue que
M⊆M0TOF .
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Afirmac¸a˜o: H1 e´ invariante por M, ou seja, MH1 ⊆ H1
Seja T ∈M, arbitra´rio. Enta˜o existe uma net {Ti}i∈I ⊆M0
que converge para T na topologia operador-forte. Como
Ti(η)
i∈I−→ T (η) ∀η ∈ H1,H1 e´ fechado e Ti(η) ∈M0H1 ⊆ H1
∀η ∈ H1, i ∈ I, enta˜o T (η) ∈ H1 ∀η ∈ H1. Logo,
T (H1) ⊆ H1 e como T e´ arbitra´rio, podemos concluir que
MH1 ⊆ H1.
Dessa forma, podemos definir um operador
Ψ :M−→ L(H1)
dado por Ψ(T ) = T|H1 . Obviamente que Ψ esta´ bem definido.
Afirmac¸a˜o: Sa˜o verdadeiras as seguintes afirmac¸o˜es:
i) Ψ e´ um *-homomorfismo
ii) Ker(Ψ) e´ um ideal fechado na topologia operador-forte
iii) Ψ e´ injetor
iii) Ψ e´ fracamente cont´ınuo
(i) O´bvio
(ii) Seja U ∈ Ker(Ψ) arbitra´rio. Vamos provar que
UR,RU ∈ Ker(Ψ) ∀R ∈M.
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Note que
Ψ(UR) = Ψ(U)Ψ(R) = 0Ψ(R) = 0 = Ψ(R)Ψ(U) =
= Ψ(RU) ∀R ∈M.
Logo, Ker(Ψ) e´ um ideal.
Seja {Ti}i∈I ⊆ ker(Ψ) uma net que converge para T ∈
M. Vamos provar que T ∈ ker(Ψ), ou seja, Ψ(T ) =
T|H1 = 0. Sabemos que Ti(ξ)→ T (ξ) ∀ξ ∈ H e Ti|H1 =
Ψ(Ti) = 0 ∀i ∈ I. Enta˜o Ti(ξ) = 0 i∈I−→ T (ξ) ∀ξ ∈ H1
implica que Ψ(T ) = T|H1 = 0. Logo, T ∈ Ker(Ψ) o que
implica em Ker(Ψ) ser fechado na topologia operador-
forte.
(iii) Provamos que os u´nicos ideais pro´prios fechados na
topologia operador-forte num fator M sa˜o {0} ou M.
Enta˜o Ker(Ψ) = {0} ou Ker(Ψ) =M. Suponha que
Ker(Ψ) = M. Enta˜o Ψ ≡ 0, o que e´ absurdo pois
Ψ(1H) = 1H1 6= 0. Logo, so´ nos resta ker(Ψ) = {0} e
isso implica que Ψ e´ injetor.
(iv) Considere a net {Ti}i∈I ⊆ M que converge para T
na topologia operador-fraco. Enta˜o 〈(Ti − T )ξ, η〉 i∈I→
0 para cada ξ, η ∈ H. Logo, e´ o´bvio que
〈(Ψ(Ti)−Ψ(T ))ξ1, η1〉 i∈I→ 0 para cada ξ1, η1 ∈ H1.
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Ate´ aqui sabemos que Im(Ψ) = Ψ(M) ⊇ Ψ(M0). Fixe a
base canoˆnica (ek)k∈N ⊂ `2 e defina fij : `2 −→ `2 dado por
fij((αk)) = fij((α1, α2, ..., αi, ...αj, ...)) =
= (0, 0, ..., 0, αj, 0, ...)︸ ︷︷ ︸
αj na i-e´sima posic¸a˜o
= αjei.
Devemos lembrar que existe um isomorfismo isome´trico
φ : `2 −→ H1 e um isomorfismo ψ : L(`2) −→ L(H1), onde
φ((αk)) =
∞∑
k=1
αkξk e ψ(T ) = φTφ
−1, respectivamente. A
ide´ia para demostrac¸a˜o de que Ψ e´ um *-isomorfismo pode
ser divida em duas partes. Na primeira parte prova-se
os seguintes passos: Ψ(M0) = span{ψ(fij)}, span{fij}
e´ fortemente denso em L(`2) e que Ψ(M0) e´ fortemente
densa em L(H1), pois ψ e´ fortemente cont´ınuo. Na segunda
parte, sabendo que Ψ(M0) ⊆ Ψ(M) e Ψ(M0)TOF = L(H1),
deve-se provar que Ψ(M) e´ fechado na topologia operador-
forte e assim concluir que Ψ e´ sobrejetora mostrando que
Ψ(M) = L(H1).
Afirmac¸a˜o: Ψ(eij) = (eij)|H1 = ψ(fij)
Seja ξk ∈ K ⊆ H1. Como ξk = 0ξ1 + 0ξ2 + ...+ 0ξk−1 + 1ξk +
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0ξk+1 + ..., vamos definir
xk := φ
−1(ξk) = (0, 0, ...0, 1, 0, ...)︸ ︷︷ ︸
1 na k-e´sima posic¸a˜o
.
Temos que
fij(xk) = fij((0, 0, ...0, 1, 0, ...)) =
=

0 = (0, 0, ...0, 0, 0, ...), j 6= k
xi = (0, 0, ...0, 1, 0, ...)︸ ︷︷ ︸
1 na i-e´sima posic¸a˜o
, j = k
Enta˜o podemos escrever fij(xk) = δjkxi ∀k ∈ N. Ja´ prova-
mos que eij(ξk) = δjkξi. Logo,
eij(ξk) = δjkφ(xi) = φ(δjkxi) = φ(fij(xk)) = φ(fij(φ
−1(ξk))) =
= φfijφ
−1(ξk) = ψ(fij)(ξk) ∀ξk ∈ K.
Assim, eij(K) = ψ(fij)(K), implicando em eij(H10) =
ψ(fij)(H10) e por sua vez em eij(H1) = ψ(fij)(H1). Por-
tanto, ψ(fij) = Ψ(eij).
Sabemos que Ψ(M0) ⊆ Ψ(M) = Im(Ψ) e pela
afirmac¸a˜o imediatamente acima podemos concluir que
span{ψ(fij)} = Ψ(M0). Para provarmos que Ψ e´ sobre-
jetor, e portanto um isomorfismo, devemos mostrar que
span{ψ(fij)} e´ fortemente denso em L(H1) e Im(Ψ) e´
fechada na topologia operador-forte, respectivamente. Esses
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dois fatos seram demonstrados nas seguintes afirmac¸o˜es:
Afirmac¸a˜o: span{fij} e´ denso, com relac¸a˜o a topologia
operador-forte, em L(`2)
Sejam T ∈ L(`2), arbitra´rio, e a base canoˆnica {en}n∈N ⊂ `2.
Para cada n ∈ N, considere Rn ∈ L(`2) uma projec¸a˜o sobre
span{e1, ...en}. Afirmamos que Rn n→∞−→ 1`2 na topologia
operador-forte. De fato, observe que
‖Rn(x)− 1`2(x)‖ =
= ‖(α1, α2, ..., αn)− (α1, α2, ..., αn, αn+1, αn+2, ...)‖ =
= ‖(0, 0, ...0, αn+1, αn+2, ...)‖ n→∞−→ 0 ∀x ∈ `2.
Logo, Rn(x)
n→∞→ 1`2(x) ∀x ∈ `2 e isso implica em
Rn
n→∞−→ 1`2 na topologia operador-forte.
Podemos escrever T = 1`2T1`2 = ( lim
n→∞
Rn)T ( lim
n→∞
Rn).
Considere [T ] =

λ11 ... λ1n ...
...
. . .
... ...
λn1 ... λnn ...
...
...
...
. . .
 e
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[Rn] =

1 ... 0 0 ...
...
. . .
...
... ...
0 ... 1 0 ...
0 ... 0 0 ...
...
...
...
...
. . .

as representac¸o˜es matriciais
de T e Rn, respectivamente.
Observe que, [Rn][T ][Rn] =
=

1 ... 0 0 ...
...
. . .
...
... ...
0 ... 1 0 ...
0 ... 0 0 ...
...
...
...
...
. . .


λ11 ... λ1n ...
...
. . .
... ...
λn1 ... λnn ...
...
...
...
. . .


1 ... 0 0 ...
...
. . .
...
... ...
0 ... 1 0 ...
0 ... 0 0 ...
...
...
...
...
. . .

=

λ11 ... λ1n 0 ...
...
. . .
...
... ...
λn1 ... λnn 0 ...
0 ... 0 0 ...
...
...
...
...
. . .

=
=
n∑
i,j=1
λijFij,
onde Fij ∈M∞(C) de modo que todas as entradas sa˜o iguais
a 0 com excessa˜o da entrada (i, j) que e´ igual a 1. Mas Fij e´
a representac¸a˜o matricial de fij, ou seja, Fij = [fij]. Assim,
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RnTRn =
n∑
i,j=1
λijfij e isso implica em
T = 1`2T1`2 = ( lim
n→∞
Rn)T ( lim
n→∞
Rn) = lim
n→∞
RnTRn =
= lim
n→∞
n∑
i,j=1
λijfij.
Como T e´ arbitra´rio, conclu´ımos que span{fij} e´ denso,
com relac¸a˜o a topologia do operador-forte, em L(`2).
Afirmac¸a˜o: ψ e´ cont´ınua na topologia do operador-
forte
Seja {Ti}i∈I ⊆ L(`2) uma net que converge fortemente para
T ∈ L(`2). Note que,
ψ(T )ξ = (φTφ−1)ξ = φ(lim
i∈I
Tiφ
−1ξ) = lim
i∈I
(φTiφ
−1ξ) =
= lim
i∈I
(ψ(Ti)ξ) ∀ξ ∈ H1.
Logo, ψ(Ti)
i∈I−→ ψ(T ) na topologia do operador-forte e isso
implica que ψ e´ fortemente cont´ınua.
Afirmac¸a˜o: Im(Ψ) e´ fechada na topologia operador-forte,
ou seja, Im(Ψ) = Im(Ψ)
TOF
E´ o´bvio que Im(Ψ) ⊆ Im(Ψ)TOF . Seja T ∈ Im(Ψ)TOF , na˜o
nulo e arbitra´rio e defina α = 1‖T‖ . Enta˜o ‖αT‖ = 1. Sendo
Im(Ψ) e´ sub-*-a´lgebra, pois Ψ e´ um *-homomorfismo entre
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a´lgebras, e considerando os conjuntos
B
Im(Ψ)
TOF [0, 1] = {x ∈ Im(Ψ)TOF : ‖x‖ ≤ 1}
e
BIm(Ψ)[0, 1]
TOF
= {x ∈ Im(Ψ) : ‖x‖ ≤ 1}TOF ,
podemos usar o Teorema da Densidade de Kaplansky (ver
Teorema 5.1.16 ) e concluir que
B
Im(Ψ)
TOF [0, 1] ⊆ BIm(Ψ)[0, 1]TOF .
Assim, αT ∈ B
Im(Ψ)
TOF [0, 1] ⊆ BIm(Ψ)[0, 1]TOF e com
isso existe uma net {Ti}i∈I ⊆ BIm(Ψ)[0, 1] que converge
fortemente para αT . Como convergencia na topologia
operador-forte implica em convergencia na topologia
operador-fraco, enta˜o Ti
i∈I→ αT fracamente. Considere
a sequeˆncia {Si}i∈I ⊆ M onde Si = Ψ−1(Ti). Sendo Ψ
um *-homomorfismo injetor, enta˜o pela ver Proposic¸a˜o
5.1.14 Ψ e´ isome´trico e com isso podemos concluir que
{Si}i∈I ⊆ B[0, 1] ⊆ M. Como a bola unita´ria BL(H1)[0, 1]
e´ compacta na topologia operador-fraco (ver Teorema
5.1.15 ), enta˜o existe uma subnet {Sij}j∈I ⊆ {Si}i∈I tal
que Sij
j∈I−→ S ∈ L(H) fracamente. Como M e´ fraca-
mente fechado, enta˜o S ∈ M. Sendo Ψ e´ fracamente
cont´ınua, enta˜o Ψ(Sij)
j∈I−→ Ψ(S) fracamente. Relembre que
Ψ(Sij) = Tij
j∈I−→ αT , enta˜o αT = Ψ(S) pela unicidade do
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limite. Como αT ∈ Im(Ψ), obviamente que T ∈ Im(Ψ).
Sendo T e´ arbitra´rio, conclu´ımos que Im(Ψ) ⊇ Im(Ψ)TOF .
Portanto, Im(Ψ) = Im(Ψ)
TOF
.
Sabemos que
Im(Ψ) = Ψ(M) ⊇ Ψ(M0) = span{ψ(fij)}
e span{fij} e´ fortemente denso em L(`2). Como L(`2) '
L(H1), enta˜o span{ψ(fij)} e´ denso, com relac¸a˜o a topologia
operador-forte, em L(H1), pois ψ e´ fortemente cont´ınuo. As-
sim, L(H1) = Ψ(M0)
TOF ⊆ Ψ(M)TOF = Ψ(M) ⊆ L(H1),
logo L(H1) = Ψ(M).
Portanto, Ψ e´ sobrejetor e com isso Ψ e´ um isomorfismo,
concluindo a demonstrac¸a˜o do teorema.

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3 Fator W ∗(G)
Esse cap´ıtulo sera´ dedicado para a construc¸a˜o do fator
W ∗(G). Ale´m disso, no cap´ıtulo 4 sera´ demonstrado que
W ∗(G) e´ um fator do tipo II1
3.1 A a´lgebra de von Neumann
W ∗(G)
Vamos dedicar essa sec¸a˜o para a construc¸a˜o de uma
a´lgebra de von Neumann, denotada por W ∗(G), sobre os
operadores unita´rios de L(`2(G)), onde G e´ um grupo enu-
mera´vel. Na sequeˆncia vamos provar que W ∗(G) e´ um fator
desde que G seja I.C.C., isto e´, que as classes de conjugac¸a˜o
de G sejam infinitas. Como exemplos de grupos I.C.C. va-
mos apresentar o grupo Π de permutac¸o˜es sobre um conjunto
infinito e F2(grupo livre de dois geradores).
Teorema 3.1.1. Dados H um espac¸o de Hilbert, {ei}i∈I ⊂
H uma base ortonormal e σ : I → I uma func¸a˜o bijetora,
existe um operador unita´rio u ∈ L(H) tal que u(ei) = eσ(i)
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∀i ∈ I.
Demonstrac¸a˜o: Sejam H um espac¸o de Hilbert,
{ei}i∈I ⊂ H uma base ortonormal e σ : I → I uma
func¸a˜o bijetora. Defina u0 : span{ei} → span{eσ(i)} dada
por u0
(
N∑
i=1
λiei
)
=
N∑
i=1
λieσ(i). E´ claro que u0 esta´ bem
definida e e´ linear.
Afirmac¸a˜o: u0 e´ isome´trico e portanto limitado
De fato, como estamos trabalhando com vetores num espac¸o
de Hilbert enta˜o∥∥∥∥∥u0
(
N∑
i=1
λiei
)∥∥∥∥∥ =
∥∥∥∥∥
N∑
i=1
λieσ(i)
∥∥∥∥∥ =
N∑
i=1
|λi|2 =
∥∥∥∥∥
N∑
i=1
λiei
∥∥∥∥∥ .
Logo, u0 e´ isome´trico e portanto limitado.
Sabendo que H = span{ei} e u0 e´ linear e limitado,
enta˜o podemos estender u0 continuamente para um oper-
ador u : H → H tal que u|span{ei} = u0.
Afirmac¸a˜o: u e´ isome´trico
Seja ξ =
∑
i∈I
αiei ∈ H. Sabendo que ξ = lim
N→∞
N∑
i=1
αiei enta˜o
‖u(x)‖ =
∥∥∥∥∥u
(
lim
N→∞
N∑
i=1
αiei
)∥∥∥∥∥ =
∥∥∥∥∥ limN→∞u
(
N∑
i=1
αiei
)∥∥∥∥∥ =
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= lim
N→∞
∥∥∥∥∥u
(
N∑
i=1
αiei
)∥∥∥∥∥ = limN→∞
∥∥∥∥∥u0
(
N∑
i=1
αiei
)∥∥∥∥∥ =
= lim
N→∞
∥∥∥∥∥
N∑
i=1
αiei
∥∥∥∥∥ = ‖x‖ .
Logo, u e´ isome´trico. O fato de u ser isome´trico implica que
Im(u) e´ fechada.
Afirmac¸a˜o: u e´ sobrejetivo
De fato, observe que H = span{eσ(i)} = Im(u0) ⊆ Im(u) ⊆
H implica em H = Im(u). Logo, u e´ sobrejetivo.
Portanto, sendo u ∈ L(H) isome´trico e sobrejetivo
conclui-se que u e´ unita´rio (ver [1] Teorema3.10-6(f)).

Agora, o objetivo e´ construir uma a´lgebra de von Neumann
usando o Teorema 3.1.1. Para isso, vamos fixar um grupo
G enumera´vel. Para cada g ∈ G, considere a func¸a˜o
λg : G→ G dada por λg(h) = gh.
Afirmac¸a˜o: λg e´ bijetora
Fixe g ∈ G e considere h1, h2 ∈ G arbitra´rios. Se
λg(h1) = λg(h2) enta˜o
gh1 = gh2 =⇒ g−1gh1 = g−1gh2 =⇒ 1Gh1 = 1Gh2 =⇒ h1 = h2.
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Segue que e´ λg e´ injetiva. Seja k ∈ G arbitra´rio e defina
h := g−1k. Note que λg(h) = gg−1k = k e isso implica em
λg ser sobrejetora. Logo, λg e´ bijetora.
Fixe a base canoˆnica {eg}g∈G ⊂ `2(G). Tendo em
ma˜os o grupo G enumera´vel, as func¸o˜es λg acima definida e
a base {eg}g∈G, temos as hipo´teses necessa´rias para usar a
Teorema 3.1.1 e obter um conjunto U := {ug : g ∈ G} de
operadores unita´rios em `2(G) tal que ug(eh) = eλg(h) = egh.
Obviamente que u1G(eg) = e1Gg = eg ∀g ∈ G implica que
u1G = 1`2 .
Lema 3.1.2. U e´ linearmente independente.
Demonstrac¸a˜o: Seja F ⊆ G finito e arbitra´rio. Con-
sidere
∑
g∈F
αgug = 0, onde {αg : g ∈ F} ⊆ C. Enta˜o∑
g∈F
αgug(e1G) =
∑
g∈F
αgeg = 0. Como {eg}g∈F e´ L.I, segue
que {ug}g∈F e´ L.I. Portanto, U e´ L.I.

Definic¸a˜o 3.1.3. Vamos denotar por W ∗(G) a menor sub-*-
a´lgebra fortemente fechada de operadores em `2(G) que con-
tem U , isto e´, W ∗(G) e´ a a´lgebra de von Neumann gerada
por U .
Definic¸a˜o 3.1.4. Dizemos que uma sequeˆncia {ag}g∈G ⊆ C
tem suporte finito se {g : ag 6= 0} for finito.
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Observac¸a˜o 3.1.5. E´ claro que existe uma bijec¸a˜o entre a
famı´lia de todas as sequeˆncias, em C, de suporte finito e span
U .
Afirmac¸a˜o: As seguintes afirmac¸o˜es sa˜o verdadeiras:
i) uguh = ugh ∀ug, uh ∈ U
ii) u∗g = ug−1 ∀ug ∈ U
iii) spanU e´ uma sub-*-a´lgebra
iv) W ∗(G) = spanTOFU
(i) Para ug, uh ∈ U , quaisquer, temos
(a) (uguh)(ek) = ug(uh(ek)) = ug(ehk) = eghk = e(gh)k =
ugh(ek) ∀k ∈ G
(b) Como uguh e ugh coincidem na base enta˜o uguh e ugh
coincidem no spanU
(c) Como uguh e ugh sa˜o cont´ınuos e coincidem no conjunto
denso spanU , enta˜o uguh e ugh coincidem no span
TOFU
(ii) Dado ug ∈ U arbitra´rio, observe que
(ugug−1)(ek) = ug(eg−1k) = egg−1k = ek
e
(ug−1ug)(ek) = ug−1(egk) = eg−1gk = ek
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∀k ∈ G. Logo, u−1g = ug−1 . Como ug e´ unita´rio enta˜o
u∗g = u
−1
g = ug−1 .
(iii) Defina W0 := spanU . Sejam {αg}g∈G, {βh}h∈G ⊆ C
sequeˆncias de suporte finito. Como
∑
g∈G
αgug,
∑
h∈G
βhuh ∈ W0,
enta˜o (∑
g∈G
αgug
)(∑
h∈G
βhuh
)
=
∑
g,h∈G
αgβhuguh =
=
∑
g,h∈G
αgβhugh ∈ W0
e (∑
g∈G
αgug
)∗
=
∑
g∈G
(αgug)
∗ =
∑
g∈G
αgug−1 ∈ W0.
Logo, W0 e´ uma sub-*-a´lgebra.
(iv) Por definic¸a˜o, W ∗(G) ⊇ U . Como W ∗(G) e´ uma
*-a´lgebra fechada na topologia operador-forte enta˜o
W ∗(G) ⊇ spanTOFU . Ainda pela definic¸a˜o, W ∗(G) e´
a menor sub-*-a´lgebra fortemente fechada que contem
U . Pelo item (iii) spanU e´ uma sub-*-a´lgebra, logo
W ∗(G) ⊆ spanTOFU . Portanto, W ∗(G) = spanTOFU .
Alcanc¸amos nosso objetivo de construir a a´lgebra de
von Neumann W ∗(G).
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Proposic¸a˜o 3.1.6. Se a, b ∈ W0 enta˜o ck =
∑
g∈G
agbg−1k e´ o
termo geral da sequeˆncia de ab , onde {ag}g∈G e {bh}h∈G sa˜o
as sequeˆncias de a e b, respectivamente.
Demonstrac¸a˜o: Sejam a, b ∈ W0 e suas sequeˆncias
{ag}g∈G e {bh}h∈G, respectivamente. Como ab ∈ W0, ex-
iste uma sequeˆncia de suporte finito {ck}k∈G tal que ab =∑
k∈G
ckuk. Mas
ab =
(∑
g∈G
agug
)(∑
h∈G
bhuh
)
=
∑
g,h∈G
agbhuguh =
∑
g,h∈G
agbhugh.
Enta˜o
∑
k∈G
ckuk =
∑
g,h∈G
agbhugh e para que tenhamos uk =
ugh, devemos ter k = gh, ou melhor, h = g
−1k. Assim,∑
k∈G
ckuk =
∑
g,k∈G
agbg−1kuk e isso implica em ck =
∑
g∈G
agbg−1k,
pois U e´ L.I.

3.2 O Fator W ∗(G)
Provaremos que W ∗(G) e´ um fator desde que
o grupo G seja I.C.C., ou seja, que cada conjunto
Cg := {hgh−1 : h ∈ G} e´ infinito ∀g ∈ G, com excec¸a˜o para
g 6= 1G. Em seguida, sera˜o apresentados dois grupos I.C.C
a fim de termos exemplos de fatores W ∗(G). Antes de
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iniciarmos o processo de demonstrac¸a˜o de que W ∗(G) e´ um
fator, vamos apresentar duas afirmac¸o˜es sobre os operadores
ug que obtivemos na sec¸a˜o anterior.
Proposic¸a˜o 3.2.1. Se a ∈ W ∗(G) enta˜o as seguintes
afirmac¸o˜es sa˜o equivalentes:
i) a ∈ Z(W ∗(G))
ii) auh = uha ∀uh ∈ U
Demonstrac¸a˜o: (i) ⇒ (ii) : Seja a ∈ Z(W ∗(G)). Enta˜o
ab = ba ∀b ∈ W ∗(G). Em particular, auh = uha ∀uh ∈ U .
(ii) ⇒ (i) : Fixe a ∈ W ∗(G) e considere b ∈ W0 arbitra´rio.
Seja {bh}h∈G a sequeˆncia de b e suponha que auh = uha
∀uh ∈ U . Enta˜o
ab = a
(∑
h∈G
bhuh
)
=
∑
h∈G
abhuh =
∑
h∈G
bhuha =
=
(∑
h∈G
bhuh
)
a = ba.
Logo, ab = ba ∀b ∈ W0.
Agora considere c ∈ W ∗(G) arbitra´rio. Enta˜o existe uma net
{ci}i∈I ⊂ W0 tal que c = lim
i∈I
ci na topologia operador-forte.
Para cada ξ ∈ `2(G), note que
acξ = a
(
lim
i∈I
ciξ
)
= lim
i∈I
aciξ = lim
i∈I
ciaξ = caξ.
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Segue que a ∈ Z(W ∗(G)).

Uma vez provado que W ∗(G) e´ uma a´lgebra de von Neu-
mann, o pro´ximo objetivo e´ provar que W ∗(G) e´ um fator,
ou seja, provaremos que Z(W ∗(G)) = C1`2 .
Proposic¸a˜o 3.2.2. Se as classes de conjugac¸a˜o Cg, com g 6=
1G, sa˜o I.C.C enta˜o Z(W ∗(G)) ∩W0 = C1`2.
Demonstrac¸a˜o: Sejam a ∈ Z(W ∗(G)) ∩ W0 e uh ∈ U
arbitra´rios. Considere {ag}g∈G a sequeˆncia de a. Pela
Proposic¸a˜o 3.2.1 auh = uha, enta˜o
auh =
(∑
g∈G
agug
)
uh =
∑
g∈G
aguguh =
∑
g∈G
agugh
e
uha = uh
(∑
g∈G
agug
)
=
∑
g∈G
aguhug =
∑
g∈G
aguhg
implicam em ∑
g∈G
agugh =
∑
g∈G
aguhg.
Para cada g ∈ G defina g′ := gh e g′′ := hg. E´ fa´cil verificar
que essas definic¸o˜es geram duas bijec¸o˜es. Enta˜o∑
g∈G
agugh =
∑
g′∈G
ag′h−1ug′
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e ∑
g∈G
aguhg =
∑
g′′∈G
ah−1g′′ug′′ .
Como essas u´ltimas duas igualdades valem ∀g′, g′′ ∈ G enta˜o
podemos escrever∑
g∈G
agugh =
∑
g′∈G
ag′h−1ug′ =
∑
g∈G
agh−1ug
e ∑
g∈G
aguhg =
∑
g′′∈G
ah−1g′′ug′′ =
∑
g∈G
ah−1gug.
Como {ug}g∈G e´ linearmente independente enta˜o
ah−1g = agh−1 ∀g ∈ G. Logo, para cada k ∈ G vale
ak−1g = agk−1 ∀g ∈ G. Assim, conclu´ımos que, se
a ∈ Z(W ∗(G)) ∩ W0 enta˜o ak−1g = agk−1 ∀k, g ∈ G.
Fixe g ∈ G. Definindo g′′′ := k−1g, enta˜o podemos
escrever ag′′′ = akg′′′k−1 ∀k, g′′′ ∈ G. Denotando por
Cg′′′ = {kg′′′k−1 : k ∈ G} a classe de conjugac¸a˜o de
cada 1G 6= g′′′ ∈ G, conclui-se que todos os coeficientes
correspondentes sa˜o iguais. A classe de conjugac¸a˜o C1G na˜o
e´ infinita, pois C1G = {h1Gh−1 : h ∈ G} = {1G}.
Afirmac¸a˜o: Cg infinita implica em ag = 0 ∀g ∈ G, 1G 6= g
Seja g ∈ G, qualquer, tal que 1G 6= g. Denotando por supp
o suporte de {ag}g∈G, e´ o´bvio que Cg 6⊆ supp, pois Cg e´
infinito e supp e´ finito. Logo, ∃h ∈ Cg onde h e´ conjugado
g, ou seja, ∃k ∈ G tal que h = kgk−1 e h /∈ supp. Como
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h /∈ supp enta˜o ah = 0 e com isso ag = 0 = ah. Como g foi
escolhido arbitrariamente, logo a afirmac¸a˜o e´ verdadeira.
Assim, para cada g ∈ G, com g 6= 1G, tem-se ag = 0
e isso implica que
a =
∑
g∈G
agug = a1Gu1G = a1Gid`2 ∈ C1`2 .
Como a e´ arbitra´rio, conclu´ımos que Z(W ∗(G))∩W0 = C1`2 .

O pro´ximo passo e´ provar que Z(W ∗(G)) = C1`2 , ou seja,
W ∗(G) e´ um fator. Agora na˜o estaremos trabalhando com
elementos de W0 e sim de W0
TOF
= W ∗(G). Assim, na˜o
poderemos trabalhar diretamente com somas, como foi feito
acima. Para nos auxiliar nas demonstrac¸o˜es de fatos que
nos conduzira˜o para afirmac¸a˜o de que W ∗(G) e´ um fator,
vamos definir uma func¸a˜o ∆ : W ∗(G) → `2(G) dada por
∆(a) = a(e1G). E´ claro que ∆ e´ linear. Para cada g ∈ G
defina a func¸a˜o δg : G→ G dada por δg(h) = hg.
Afirmac¸a˜o: δg e´ uma bijec¸a˜o
Fixe g ∈ G e considere h1, h2 ∈ G arbitra´rios. Se
δg(h1) = δg(h2) enta˜o
gh1 = gh2 =⇒ g−1gh1 = g−1gh2 =⇒ 1Gh1 = 1Gh2 =⇒
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=⇒ h1 = h2.
Logo, δg e´ injetiva. Seja k ∈ G arbitra´rio e defina h := g−1k.
Note que δg(h) = gg
−1k = k e isso implica em δg ser
sobrejetora. Portanto, δg e´ bijetora.
Tendo em ma˜os as func¸o˜es δg, o grupo G enumera´vel
e a base canoˆnica {eg}g∈G ⊆ `2, temos as hipo´teses
necessa´rias para usar Teorema 3.1.1 e afirmar que ex-
istem operadores unita´rios ρg : `2(G) → `2(G) tal que
ρg(eh) = eδg(h) = ehg. Obviamente que ρ1G(eg) = eg1G = eg
∀g ∈ G implica que ρ1G = 1`2 .
Proposic¸a˜o 3.2.3. Para cada ug ∈ U , temos ugρh = ρhug
∀h ∈ G.
Demonstrac¸a˜o: Sejam ug ∈ U e h ∈ G quaisquer. Note
que
ugρh(ek) = ug(ρh(ek)) = ug(ekh) = egkh
e
ρhug(ek) = ρh(ug(ek)) = ρh(egk) = egkh
∀k ∈ G. Logo, ugρh = ρhug.

Lema 3.2.4. Para cada h ∈ G ρ∗h = ρh−1.
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Demonstrac¸a˜o: Dado ρh arbitra´rio, observe que
(ρhρh−1)(ek) = ρh(ekh−1) = ekh−1h = ek
e
(ρh−1ρh)(ek) = ρh−1(ekh) = ekhh−1 = ek
∀k ∈ G. Logo, ρ−1h = ρh−1 . Como ρh e´ unita´rio enta˜o
ρ∗h = ρ
−1
h = ρh−1 .

Afirmac¸a˜o: ker(∆) e´ fortemente fechado
Considere uma net {ai}i∈I ⊆ ker(∆) que converge para a ∈
W ∗(G) na topologia operador-forte. Enta˜o
∆(a) = a(e1G) = lim
i∈I
ai(e1G) = 0.
Logo, a ∈ ker(∆).
Afirmac¸a˜o: ∆ e´ injetora
Seja c ∈ ker(∆). Enta˜o existe uma net {ci}i∈I que
converge para c na topologia operador-forte. Temos que
∆(c) = c(e1G) = 0 implica em
0 = ρh(c(e1G)) = ρh(lim
i∈I
cie1G) = lim
i∈I
ρhcie1G = lim
i∈I
ciρhe1G =
= c(ρh(e1G)) = c(eh) ∀h ∈ G.
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Logo, c = 0 e com isso ker(∆) = {0} concluindo que ∆ e´
injetora.
Proposic¸a˜o 3.2.5. Se a ∈ W ∗(G) enta˜o aρh = ρha ∀h ∈ G.
Demonstrac¸a˜o: Seja a ∈ W ∗(G) arbitra´rio. Existe uma
net {ai}i∈I ⊂ W0 que converge para a na topologia operador-
forte. Pela Proposic¸a˜o 3.2.3, ρhug = ugρh ∀g, h ∈ G, enta˜o e´
claro que aiρh = ρhai ∀h ∈ G e i ∈ I. Segue que para cada
ξ ∈ `2(G)
aρhξ = (lim
i∈I
ai)ρhξ = lim
i∈I
aiρhξ = lim
i∈I
ρhaiξ =
= ρh(lim
i∈I
aiξ) = ρhaξ.
Logo, aρh = ρha ∀h ∈ G.

Agora, o objetivo e´ mostrar que Z(W ∗(G)) = C1`2 . Para
isso, vamos provar que para qualquer a ∈ Z(W ∗(G)), os
escalares αg em ∆(a) = a(e1G) =
(∑
g∈G
αgeg
)
sa˜o todos
nulos, com excec¸a˜o de α1G .
Seja a ∈ Z(W ∗(G)) arbitra´rio. Enta˜o
∆(a) = a(e1G) =
∑
g∈G
αgeg, sendo αg = 〈a(e1G), eg〉 .
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Defina uma sequeˆncia â : G→ C dada por
â(g) = 〈a(e1G), eg〉 (= αg).
Se a ∈ W0 enta˜o existe uma sequeˆncia de suporte finito
{ah}h∈G e com isso
â(g) = 〈a(e1G), eg〉 =
〈(∑
h∈G
ahuh
)
(e1G), eg
〉
=
=
〈∑
h∈G
ah(uh)(e1G), eg
〉
=
〈∑
h∈G
ah(eh), eg
〉
=
=
∑
h∈G
ah 〈eh, eg〉 = ag.
Agora, se a /∈ W0 enta˜o existe uma net {ai}i∈I ⊂ W0 que
converge para a na topologia operador-forte e isso implica
em
â(g) = 〈a(e1G), eg〉 =
〈
lim
i∈I
ai(e1G), eg
〉
= lim
i∈I
〈
ai(e1G), eg
〉
=
= lim
i∈I
âi(g) ∀g ∈ G.
Para cada uh ∈ U , provamos que auh = uha (ver Proposic¸a˜o
3.2.1). Como auh, uha ∈ W ∗(G), enta˜o de modo ana´logo
âuh(g) = ûha(g) ∀g ∈ G.
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Afirmac¸a˜o: âuh(g) = â(gh
−1) e ûha(g) = â(h−1g) ∀g, h ∈
G
Fixe g, h ∈ G. Vamos analisar 2 casos:
CASO 1: Suponha a ∈ W0
Enta˜o
âuh(g) = 〈auh(e1G), eg〉 = 〈a(eh), eg〉 = 〈aρh(e1G), eg〉 =
= 〈ρha(e1G), eg〉 = 〈a(e1G), ρ∗h(eg)〉 Lema 3.2.4=
〈a(e1G), ρh−1(eg)〉 = 〈a(e1G), egh−1〉 = â(gh−1)
e
ûha(g) = 〈uha(e1G), eg〉 = 〈a(e1G), u∗h(eg)〉 = 〈a(e1G), uh−1(eg)〉 =
= 〈a(e1G), eh−1g〉 = â(h−1g).
Logo, âuh(g) = â(gh
−1) e ûha(g) = â(h−1g).
CASO 2: a ∈ W ∗(G)
Enta˜o existe uma net {ai}i∈I ⊂ W0 que converge para a na
topologia operador-forte e disso segue que,
âuh(g) = 〈auh(e1G), eg〉 =
〈
(lim
i∈I
ai)uh(e1G), eg
〉
=
=
〈
lim
i∈I
(aiuh)(e1G), eg
〉
= lim
i∈I
〈
aiuh(e1G), eg
〉
= lim
i∈I
âiuh(g) =
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= lim
i∈I
âi(gh−1) = â(gh−1)
e
ûha(g) = 〈uha(e1G), eg〉 =
〈
uh(lim
i∈I
ai)(e1G), eg
〉
=
=
〈
(lim
i∈I
uhai)(e1G), eg
〉
= lim
i∈I
〈uhai(e1G), eg〉 = lim
i∈I
ûhai(g) =
= lim
i∈I
âi(h
−1g) = â(h−1g)
Assim, âuh(g) = â(gh
−1) e ûha(g) = â(h−1g).
Como g, h ∈ G sa˜o arbitra´rios, logo a afirmac¸a˜o e´ verdadeira.
Sabendo que âuh(g) = ûha(g), enta˜o pela afirmac¸a˜o
acima temos que
â(gh−1) = â(h−1g) ∀g, h ∈ G.
Para cada g, h ∈ G, defina g˜ := h−1g. Enta˜o g = hg˜. Assim,
â(h−1g) = â(gh−1) =⇒ â(g˜) = â(hg˜h−1) ∀g˜ ∈ G.
Logo, â e´ constante em cada classe de conjugac¸a˜o. Como G
e´ I.C.C, enta˜o â(g) = 0 ∀g ∈ G, com g 6= 1G (ver afirmac¸a˜o
na Proposic¸a˜o 3.2.2). Assim,
∆(a) = a(e1G) =
∑
g∈G
â(g)eg = â(1G)e1G .
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Defina b := â(1G)u1G . Note que
∆(b) = b(e1G) = â(1G)u1G(e1G) = â(1G)e1G = ∆(a).
Como ∆(a) = ∆(b), ∆ e´ injetora e u1G = 1`2 enta˜o
a = b = â(1G)u1G = â(1G)1`2 ∈ C1`2 .
Portanto, conclu´ımos que W ∗(G) e´ um fator quando G e´
I.C.C.
Afim de mostrar exemplos de fatores W ∗(G), deve-
mos encontrar exemplos de grupos I.C.C. A seguir,
vamos propor 2 grupos I.C.C e dessa forma ex-
plicitar 2 exemplos. Para cada n ∈ N defina
Πn := {f : N → N/ f e´ bijetora e f|{k∈N:k>n} = id}. E´
fa´cil verificar que Πn e´ um grupo ∀n ∈ N. Como Πn
tem exatamente n! bijec¸o˜es, enta˜o cada Πn e´ finito e
portanto enumera´vel. Seja Π = ∪n∈NΠn. E´ claro que
Π1 ⊆ Π2 ⊆ ... ⊆ Πn ⊆ Πn+1 ⊆ ..., logo fa´cil ver que Π e´
um grupo. Sabendo que a unia˜o enumera´vel de conjuntos
enumera´veis e´ enumera´vel, logo Π e´ enumera´vel.
Afirmac¸a˜o: Π e´ I.C.C
Seja f ∈ Π, com f 6= id, tal que f(i) = j, i 6= j, e
Cf a classe de conjugac¸a˜o de f . Fixe n ∈ N e con-
sidere gn ∈ Π tal que gn(i) = j e gn(j) = n. Note que
gn ◦ f ◦ g−1n (j) = gn(f(i)) = gn(j) = n. Agora, vamos provar
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que dados distintos k, k′ ∈ N, gk′ ◦ f ◦ g−1k′ 6= gk ◦ f ◦ g−1k . De
fato, note que gk′ ◦ f ◦ g−1k′ (j) = k′ 6= k = gk ◦ f ◦ g−1k (j).
Como a demonstrac¸a˜o vale para cada k ∈ N, conclu´ımos
que Cf e´ infinita.
Agora se f = id, e´ o´bvio que gn ◦ id ◦ g−1n = id. Logo,
Cid = {id}. Portanto, Π e´ I.C.C.
Assim, W ∗(Π) e´ um fator.
Vamos construir outro grupo I.C.C, denotado por F2,
afim de produzir mais um exemplo de fator W ∗(G).
Considere o conjunto S = {a, b, a−1, b−1} com elementos
dois-a-dois distintos. Uma palavra e´ uma sequeˆncia finita de
elementos de S. Por exemplo, aab−1a, ab−1ba−1, abb−1ab sa˜o
palavras. Quando numa palavra ocorrer a e a−1 juntos ou b
e b−1 juntos, enta˜o temos um cancelamento e dessa forma
podemos reescreveˆ-la retirando todos os cancelamentos.
Exemplo: na palavra aaabbb−1bb temos um cancelamento
bb−1, enta˜o podemos reescreveˆ-la como aaabbb. Dizemos que
uma palavra e´ reduzida quando na˜o ocorre nenhum cance-
lamento. Por exemplo, ab−1a, ab−1a−1, ab−1ab sa˜o palavras
reduzidas. A palavra vazia sera´ a palavra que na˜o contem
elementos de S e denotaremos por ∅. Dessa forma, deno-
taremos por F2 = {palavras reduzidas} ∪ {palavra vazia}.
Por convenc¸a˜o, faremos x1x2...xn := x1, x2, ..., xn, onde
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{x1, x2, ..., xn} e´ uma palavra. Vamos definir uma operac¸a˜o
multiplicac¸a˜o ∗ : F2 × F2 → F2 com a seguinte regra:
primeiro fazemos a justaposic¸a˜o e em seguida efetuamos
os cancelamentos, se necessa´rios. Tambe´m definiremos
(a−1)−1 := a e (b−1)−1 := b
Afirmac¸a˜o: F2 e´ um grupo com a operac¸a˜o *
Sejam x, y, z ∈ F2, arbitra´rios, tal que x = x1x2...xk, y =
y1y2...yl e z = z1z2...zm. Sejam p e q as quantidades de
cancelamentos em y ∗ z e x ∗ y, respectivamente. Enta˜o
x∗(y∗z) = x∗(y1y2...ylz1z2...zm) = x∗(y1y2...yl−pzpz2...zm) =
= x1x2...xky1y2...yl−pzpz2...zm = x1x2...xk−qyq...yl−pz1z2...zp
e
(x∗y)∗z = (x1x2...xky1y2...yl)∗z = (x1x2...xk−qyq...yl)∗z =
= x1x2...xk−qyq...ylz1z2...zm = x1x2...xk−qyq...yl−pzpz2...zm.
Logo, x ∗ (y ∗ z) = (x ∗ y) ∗ z.
Definindo x−1 := x−1k ...x
−1
2 x
−1
1 , temos que
x ∗ x−1 = x1x2 . . . xk−1xkx−1k x−1k−1 . . . x−12 x−11 =
= x1x2 . . . xk−1x−1k−1 . . . x
−1
2 x
−1
1 =
= x1x2 . . . x
−1
2 x
−1
1 = · · · = x1x2x−12 x−11 = ∅.
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De modo ana´logo x−1 ∗ x = ∅. E´ claro que x ∗ ∅ = x = ∅x.
Portanto, F2 e´ um grupo.
Afirmac¸a˜o: F2 e´ I.C.C
Seja x = x1x2...xn ∈ F2, com x 6= ∅ e Cx a classe
de conjugac¸a˜o de x. Observe que, ao escolhermos
y = y1y2...yk ∈ F2, desejamos que yxy−1 seja uma
palavra reduzida. Enta˜o a escolha de y deve satisfazer as
restric¸o˜es ykx
−1
1 6= ∅ e ykxn 6= ∅, pois para que yxy−1
seja reduzida na˜o deve ter nenhum cancelamento em
y1y2...ykx1x2...xny
−1
k ...y
−1
1 . Logo, devemos ter yk 6= x−11 e
yk 6= xn.
Como x−11 , xn ∈ {a, b, a−1, b−1} enta˜o obtemos
z ∈ {a, b, a−1, b−1} − {x−11 , xn}. Assim, para cada m ∈ N,
zmxz−m ∈ Cx e´ uma palavra reduzida. Logo, Cx e´ infinito.
Agora, se x = ∅ enta˜o esta´ claro que C∅ = ∅. Portanto, F2 e´
I.C.C.
Assim, produzimos mais um fator W ∗(F2).
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4 Fator do Tipo II
Nesse cap´ıtulo estudaremos fatores do tipo II e seus
subtipos II1 e II∞. Esses subtipos sera˜o definidos de acordo
com a relac¸a˜o que as projec¸o˜es tem entre si.
4.1 Fator do Tipo II1
Definic¸a˜o 4.1.1. Sejam M uma a´lgebra de von Neumann
e p ∈ M uma projec¸a˜o. Dizemos que p e´ infinita, relativo
a M, se existe uma projec¸a˜o q ∈ M, distinta de p, tal que
p ∼ q e q ≤ p.
Observac¸a˜o 4.1.2. Quando p na˜o e´ infinita dizemos que
p e´ finita.
Exemplo 4.1.3. Considere a a´lgebra de von NeumannM =
Mn(C), a projec¸a˜o p = I ∈M e o espac¸o de HilbertH = Cn.
Definindo K := Im(p) = H temos K⊥ = {0}. Vamos provar
que p e´ finita. Suponha, por absurdo, que p e´ infinita. Enta˜o
existe uma projec¸a˜o q ∈ M, distinta de p, tal que p ∼ q e
q < p. O fato q < p implica que Im(q) ⊂ Im(p) e com isso
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dim Im(q) < dim Im(p). Sendo p ∼ q, existe uma isometria
parcial u ∈ M tal que u∗u = p e u∗u = q. Como u|K :
Im(p) → Im(q) e´ unita´rio (ver Proposic¸a˜o 4.2.2 em [5]),
enta˜o dim Im(p) = dim Im(q) o que e´ absurdo, pois dim
Im(q) < dim Im(p). Portanto, I e´ finita.
Exemplo 4.1.4. Considere H = `2(N), a a´lgebra de von
Neumann M = L(H) e a projec¸a˜o p = 1H ∈ M. Considere
uma base ortonormal {en : n ∈ N} de H e o operador shift
a` direita S ∈M. Temos que
S∗S((e1, e2, ..., en, ...)) = S∗((0, e1, e2, ..., en, ...)) =
= (e1, e2, ..., en, ...)⇒ S∗S = p
e SS∗((e1, e2, ..., en, ...)) = S((e2, ..., en, ...)) =
(0, e2, ..., en, ...) define uma projec¸a˜o q = SS
∗ sobre
span{e2, e3, ..., en, ...} tal que q < p. Note que S faz o papel
da isometria parcial u que procuramos, para que u∗u = p e
uu∗ = q. Logo, p = 1H e´ infinita pois 1H ∼ q < 1H.
Proposic¸a˜o 4.1.5. Seja M uma a´lgebra de von Neumann.
Enta˜o as seguintes afirmac¸o˜es sa˜o verdadeiras:
i) Se E ∈ M e´ uma projec¸a˜o finita enta˜o toda sub-
projec¸a˜o de E e´ finita
ii) Toda projec¸a˜o minimal em M e´ finita
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iii) Se E,F ∈ M sa˜o projec¸o˜es tais que E ∼ F e E e´
finita enta˜o F e´ finita
Demonstrac¸a˜o: (i): Sejam E ∈ M e´ uma projec¸a˜o finita
e E0 uma subprojec¸a˜o de E. Suponha, por hipo´tese, que E0
seja infinita. Enta˜o existe projec¸a˜o E1 ∈M, distinta de E0,
tal que E1 < E0 e E0 ∼ E1. O fato de E0 ∼ E1, implica
que existe uma isometria parcial V ∈ M tal que V ∗V = E0
e V V ∗ = E1. Note que
(E − E0 + V )∗(E − E0 + V ) =
= E−E0 +EV −E0E +E0−E0V +V ∗E−V ∗E0 +V ∗V =
= E − E0 + EV V ∗V − E0 + E0 − E0V V ∗V + V ∗V V ∗E−
+V ∗V V ∗E0+E0 = E+EE1V −E0E1V +V ∗E1E−V ∗E1E0 =
= E + E1V − E1V + V ∗E1 − V ∗E1 = E
e
(E − E0 + V )(E − E0 + V )∗ =
= E−E0 +EV ∗−E0E +E0−E0V ∗+V E−V E0 +V V ∗ =
= E − E0 + EV ∗V V ∗ − E0 + E0 − E0V ∗V V ∗ + V V ∗V E−
+V V ∗V E0 + E1 = E − E0 + EE0V ∗ − E0E0V ∗ + V E0E−
+V E0E0 +E1 = E−E0 +E0V ∗−E0V ∗+V E0−V E0 +E1 =
= E − E0 + E1.
Logo, (E − E0 + V ) e´ uma isometria parcial. Como
87
Im(E − E0 + E1) ⊆ Im(E) ⇒ (E − E0 + E1) ≤ E, enta˜o
E ∼ (E − E0 + V ) ≤ E e isso implica que e´ infinita,
contrariando o fato de E ser finita. Portanto, E0 e´ finita.
(ii): Seja E minimal. Suponha que E seja infinIta.
Enta˜o existe projec¸a˜o F tal que E ∼ F < E. Pelo fato
E ∼ F , existe uma isometria parcial U ∈ M tal que
U∗U = E e UU∗ = F . Como E e´ minimal e E 6= F , enta˜o
F = 0. Logo, UU∗ = 0 ⇒ U = UU∗U = 0. Logo, E = 0
contrariando o fato de E ser minimal. Portanto, E e´ finita.
(iii): Suponha que F seja infinita. Enta˜o existe projec¸a˜o
F0, distinta de F , tal que F0 < F e F ∼ F0. O fato F ∼ F0,
implica que existe uma isometria parcial W ∈ M tal que
W ∗W = F e WW ∗ = F0. Por hipo´tese, E ∼ F , logo existe
uma isometria parcial V ∈M tal que V ∗V = E e V V ∗ = F .
Observe que
(V ∗WV )∗(V ∗WV ) = V ∗W ∗V V ∗WV = V ∗W ∗FWV =
V ∗W ∗FWW ∗WV = V ∗W ∗FF0WV = V ∗W ∗F0WV =
V ∗W ∗WW ∗WV = V ∗FFV = V ∗FV = V ∗V V ∗V = EE = E
e
(V ∗WV )(V ∗WV )∗ = V ∗WV V ∗W ∗V = V ∗WFW ∗V =
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= V ∗WW ∗WW ∗V = V ∗F0F0V = V ∗F0V.
E´ claro que V ∗F0V e´ uma projec¸a˜o. Assim, V ∗WV e´ uma
isometria parcial e dessa forma E ∼ V ∗F0V . Note que
V ∗F0V E = V ∗F0V V ∗V = V ∗F0V e isso implica em V ∗F0V
ser uma subprojec¸a˜o de E, ou seja, (V ∗F0V ) ≤ E. Se
(V ∗F0V ) 6= E enta˜o E seria infinita, o que e´ absurdo. Por-
tanto, F e´ finita.

Definic¸a˜o 4.1.6. Um estado sobre uma C∗-a´lgebra A com
unidade e´ um funcional linear φ : A→ C tal que φ(a∗a) ≥ 0
∀a ∈ A e φ(1A) = 1.
Definic¸a˜o 4.1.7. Um trac¸o sobre uma C∗-a´lgebra A com
unidade e´ um estado τ tal que τ(ab) = τ(ba) ∀a, b ∈ A.
Como estamos trabalhando com a´lgebra de von Neumann,
e´ de nosso interesse os trac¸os cont´ınuos na topologia
operador-forte.
Sejam G um grupo I.C.C. enumera´vel e uma base ortonor-
mal {eg : g ∈ G} de `2(G). Defina τ : W ∗(G)→ C dada por
τ(a) = â(1G), onde â : G→ C e´ dado por â(g) = 〈a(e1G), eg〉.
Afirmac¸a˜o: τ e´ fortemente cont´ınuo
Seja {ai}i∈I ⊆ W ∗(G) uma net tal que ai i∈I→ a ∈ W ∗(G) na
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topologia operador-forte. Note que
lim
i∈I
τ(ai)− τ(a) = lim
i∈I
âi(1G)− â(1G) =
= lim
i∈I
〈ai(e1G), e1G〉 − 〈a(e1G), e1G〉 =
=
〈
lim
i∈I
ai(e1G), e1G
〉
− 〈a(e1G), e1G〉 =
=
〈
lim
i∈I
ai(e1G)− a(e1G), e1G
〉
= 0.
Logo, τ e´ fortemente cont´ınuo.
Afirmac¸a˜o: τ e´ um trac¸o
Observe que
1. E´ o´bvio que τ e´ linear
2. τ(1H) = 1̂H(e1G) = 〈1H(e1G), e1G〉 = 〈e1G , e1G〉 = 1
3. para qualquer a ∈ W ∗(G),
τ(a∗a) = â∗a(e1G) = 〈(a∗a)e1G , e1G〉 =
〈a(e1G), a(e1G)〉 = ‖a(e1G)‖2 ≥ 0
4. Sejam a, b ∈ W ∗(G) arbitra´rios
CASO 1: Suponha a, b ∈ W0
Enta˜o existem sequeˆncias de suporte finito
{ag}g∈G, {bh}h∈G ⊆ C associadas a a e b, respec-
tivamente. Pela Proposic¸a˜o 3.1.6, o termo geral da
sequeˆncia associada a ab e´ dado por ck =
∑
g∈G
agbg−1k.
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Assim,
τ(ab) = âb(1G) = 〈ab(e1G), e1G〉 =
=
〈∑
k∈G
ckuk(e1G), e1G
〉
=
∑
k∈G
ck 〈ek, e1G〉 = c1G
e
τ(ba) = b̂a(1G) = 〈ba(e1G), e1G〉 =
=
〈
b
(∑
g∈G
agug(e1G)
)
, e1G
〉
=
∑
g∈G
ag 〈beg, e1G〉 =
=
∑
g∈G
ag
〈(∑
h∈G
bhuheg
)
, e1G
〉
=
∑
g,h∈G
agbh 〈ehg, e1G〉 =
=
∑
g∈G
agbg−1 〈e1G , e1G〉 = c1G .
Logo, τ(ab) = τ(ba) ∀a, b ∈ W0.
CASO 2: Suponha que a, b /∈ W0.
Enta˜o existem nets {aj}j∈I , {bi}i∈I ⊂ W0 tais que
a = lim
j∈I
aj e b = lim
i∈I
bi na topologia operador-forte.
Como τ e´ fortemente cont´ınuo, segue que
τ(ab) = âb(1G) = 〈ab(e1G), e1G〉 =
〈
a(lim
i∈I
bie1G), e1G
〉
=
= lim
i∈I
〈abie1G , e1G〉 = lim
i∈I
〈
lim
j∈I
aj(bie1G), e1G
〉
=
= lim
i∈I
lim
j∈I
〈ajbie1G , e1G〉 = lim
i∈I
lim
j∈I
âjbi(1G) =
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= lim
i∈I
lim
j∈I
τ(ajbi) = lim
i∈I
lim
j∈I
τ(biaj) =
= lim
i∈I
lim
j∈I
b̂iaj(1G) = lim
i∈I
lim
j∈I
〈biaje1G , e1G〉 =
= lim
i∈I
〈
bi(lim
j∈I
aje1G), e1G
〉
= lim
i∈I
〈bi(ae1G), e1G〉 =
=
〈
lim
i∈I
bi(ae1G), e1G
〉
= 〈bae1G , e1G〉 = b̂a(1G) = τ(ba).
CASO 3: Suponha, sem perda de generalidade, que
a ∈ W0 e b /∈ W0.
Enta˜o
τ(ab) = âb(1G) = 〈ab(e1G), e1G〉 =
〈
a(lim
i∈I
bie1G), e1G
〉
=
= lim
i∈I
〈abie1G , e1G〉 = lim
i∈I
âbi(1G) = lim
i∈I
τ(abi) =
= lim
i∈I
τ(bia) = lim
i∈I
b̂ia(1G) = lim
i∈I
〈biae1G , e1G〉 =
=
〈
lim
i∈I
bi(ae1G), e1G
〉
= 〈bae1G , e1G〉 = b̂a(1G) = τ(ba).
Logo, τ(ab) = τ(ba) ∀a, b ∈ W ∗(G).
Portanto, por (1), (2), (3) e (4), τ e´ um trac¸o.
Definic¸a˜o 4.1.8. Dizemos que um estado φ sobre uma C∗-
a´lgebra A e´ fiel se
φ(a∗a) = 0 =⇒ a = 0.
92
Exemplo 4.1.9. O trac¸o τ , definido acima, e´ fiel
Note que τ(a∗a) = â∗a(e1G) = 〈(a∗a)e1G , e1G〉 =
〈a(e1G), a(e1G)〉 = ‖a(e1G)‖2 = 0 ⇒ a(e1G) = 0. Pela
definic¸a˜o da func¸a˜o ∆ (ver Sec¸a˜o 3.2 pg. 73 ), temos ∆(a) =
a(e1G). Como Ker(∆) = {0} (ver Sec¸a˜o 3.2 pg. 75 ), enta˜o
a = 0 e isso conclui que τ e´ fiel.
Definic¸a˜o 4.1.10. Dizemos que um fator M ⊆ L(H) e´ do
tipo II se em M na˜o existe projec¸a˜o minimal, mas existe
projec¸a˜o finita.
Definic¸a˜o 4.1.11. Dizemos que um fator M ⊆ L(H) e´ do
tipo II1 se e´ do tipo II e todas as projec¸o˜es sa˜o finitas.
Definic¸a˜o 4.1.12. Dizemos que um fator M ⊆ L(H) e´ do
tipo II∞ se e´ do tipo II e existe projec¸a˜o infinita.
Definic¸a˜o 4.1.13. Dizemos que um fator M ⊆ L(H) e´ do
tipo III se em M todas as projec¸o˜es sa˜o infinitas.
Com as informac¸o˜es ate´ o momento, podemos demon-
strar a seguinte proposic¸a˜o:
Teorema 4.1.14. Se M ⊆ L(H) e´ um fator, com H
separa´vel e dimH = ∞, que adimite um trac¸o fortemente
cont´ınuo e fiel enta˜o M e´ do tipo II1.
Demonstrac¸a˜o: Vamos descartar o caso de M ser um
fator do tipo II∞ ou do tipo III, provando que na˜o existe
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projec¸a˜o infinita em M.
Afirmac¸a˜o: Na˜o existe projec¸a˜o infinita em M
Suponha, por absurdo, que existe uma projec¸a˜o infinita
p ∈ M. Enta˜o por definic¸a˜o existe uma projec¸a˜o q ∈ M,
distinta de p, tal que q < p e q ∼ p. Como q ∼ p, enta˜o
existe uma isometria parcial u ∈ M tal que uu∗ = p e
u∗u = q. Por hipo´tese, existe uma trac¸o fiel τ . Enta˜o
τ(u∗u) = τ(uu∗) e com isso τ(p) = τ(q) ⇒ τ(p − q) = 0.
Como p − q > 0 e τ e´ fiel, segue que p − q = 0 e com isso
p = q, contradizendo o fato de p ser distinta de q. Portanto,
toda projec¸a˜o em M e´ finita.
Pela afirmac¸a˜o acima, M na˜o e´ do tipo II∞ nem do
tipo III. Nos resta descartar a possibilidadeM' L(H) ou
M ' Mn(C), ou seja, M na˜o ser do tipo I. Por hipo´tese,
dimH = ∞, enta˜o M 6' Mn(C). Como H ' `2, enta˜o
pelo Exemplo 4.1.4 1H e´ infinita relativamente a L(H).
Provamos na afirmac¸a˜o acima que todas as projec¸o˜es em
M sa˜o finita, logo 1H e´ finita relativamente a M. Assim,
M 6' L(H). Logo, M na˜o e´ do tipo I. Portanto, podemos
concluir que M e´ do tipo II1.

Como consequeˆncia da Teorema 4.1.14, dado um grupo G
enumera´vel e I.C.C , W ∗(G) e´ um fator do tipo II1.
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4.2 Fator do Tipo II∞
Ate´ o momento mostramos exemplos de fatores do tipo
I e II1. A seguir mostraremos o processo de como obter
fatores do tipo II∞. Antes de iniciar tal processo, fixemos
um fatorM⊆ L(H) do tipo II1, com H separa´vel, somente
para essa sec¸a˜o. A partir dessa sec¸a˜o, usaremos as seguintes
notac¸o˜es: ⊕ext∞ H para o fecho da soma direta externa de
infinitas co´pias de H e ⊕int∞ H para a soma direta interna de
infinitas co´pias de H. Uma vez que H e´ separa´vel, ⊕ext∞ H
tambe´m e´.
Proposic¸a˜o 4.2.1. Seja (Tij)i,j∈N ∈ M∞(L(H)) tal que
Tij = 0 para ∀i, j ∈ N − F , onde F ⊂ N e´ finito. Enta˜o
existe T ∈ L(H∞) tal que a matriz de T e´ (Tij)i,j∈N, em que
H∞ = ⊕ext∞ H.
Demonstrac¸a˜o: Considere a matriz
A =

T11 T12 ... T1n 0 ...
T21 T22 ... T2n 0 ...
...
... ...
... 0 ...
Tn1 Tn2 ... Tnn 0 ...
0 0 ... 0 0 ...
...
... ...
...
... ...

∈M∞(L(H)),
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onde Ai,j = 0 ∀i, j > n.
Seja x = (x1, x2, ..., xn, xn+1, ...) ∈ H∞ e [x] a matriz coluna
de x. Defina
y1
y2
...
yn
yn+1
...

:= A[x] = A

x1
x2
...
xn
xn+1
...

=

∑∞
j=1 T1j(xj)∑∞
j=1 T2j(xj)
...∑∞
j=1 Tnj(xj)
0
...

.
Obviamente que
∞∑
j=1
Tij(xj) =
n∑
j=1
Tij(xj) = yi ∈ H ∀i ∈ N.
Logo, y = (y1, y2, ..., yn, yn+1, ...) ∈ H∞. Assim, podemos
definir uma func¸a˜o T : H∞ → H∞ que e´ obviamente linear.
Afirmac¸a˜o: T e´ limitado
Seja v ∈ H∞. Note que
‖Tv‖2 = ‖w‖2 = ‖(w1, w2, ..., wn, ...)‖2 =
=
∥∥∥∥∥
( ∞∑
j=1
T1j(vj),
∞∑
j=1
T2j(vj), ...,
∞∑
j=1
Tnj(vj), 0, ...
)∥∥∥∥∥
2
= (∗).
Antes de prosseguir com os ca´lculos, observe que Tij = 0 para
cada i, j > n. Assim, podemos definir K :=
∞∑
i=1
‖Tij‖ < ∞.
96
Enta˜o
(∗) =
∞∑
i=1
∥∥∥∥∥
∞∑
j=1
Tij(vj)
∥∥∥∥∥
2
≤
∞∑
i=1
( ∞∑
j=1
‖Tij‖ ‖vj‖
)2
=
=
∞∑
j=1
( ∞∑
i=1
‖Tij‖ ‖vj‖
)2
=
=
∞∑
j=1
( ∞∑
i=1
‖Tij‖
)2
‖vj‖2 =
∞∑
j=1
K2 ‖vj‖2 = K2 ‖v‖2 .
Logo, ‖Tv‖ ≤ K ‖v‖, implicando em T ser limitado.
Portanto, existe o operador T tal que A e´ a sua ma-
triz.

Defina o conjunto
M0 := {(Tij)i,j∈N ∈M∞(M) : ∃F ⊂ N finito tal que
Tij = 0 ∀i, j ∈ N− F}.
Pela Proposic¸a˜o 4.2.1, para M0 obtemos o conjunto
(M⊗∞)0 := {T ∈ L(H∞) : [T ] ∈M0}.
Afirmac¸a˜o: (M⊗∞)0 e´ uma sub-*-a´lgebra de L(H∞)
Sejam T, S ∈ (M⊗∞)0 e λ ∈ C. Sendo [T ] e [S] as matrizes
97
de T e S, respectivamente, segue que
(λT + S)x = λ(Tx) + Sx =⇒ [λT + S][x] = [(λT + S)x] =
= λ[Tx] + [Sx] = λ[T ][x] + [S][x] = (λ[T ] + [S])[x] ∀x ∈ H∞.
Enta˜o [λT + S] ∈ M0 e desse forma λT + S ∈ (M⊗∞)0.
Note que
(TS)x = T (Sx) =⇒ [TS][x] = [(TS)x] = [T (Sx)] =
= [T ][Sx] = [T ][S][x] ∀x ∈ H∞.
Logo, [TS] = [T ][S] e isso implica TS ∈ (M⊗∞)0. Para
x, y ∈ H∞, temos que
[T ][x] =

∑∞
j=1 T1j(xj)∑∞
j=1 T2j(xj)
...∑∞
j=1 Tnj(xj)
0
...

e [T ]∗[y] =

∑∞
j=1 T
∗
j1(yj)∑∞
j=1 T
∗
j2(yj)
...∑∞
j=1 T
∗
jn(yj)
0
...

.
Esta´ claro que [T ]∗ ∈ M0. Seja S ∈ (M ⊗ ∞)0 tal que
[T ]∗ = [S]. Agora, observe que 〈Sy, x〉 =
=
〈( ∞∑
j=1
T ∗j1(yj), ...,
∞∑
j=1
T ∗jn(yj), 0, ...
)
, (x1, ..., xn, ...)
〉
=
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=
∞∑
i=1
〈 ∞∑
j=1
T ∗ji(yj), xi
〉
=
∞∑
i=1
∞∑
j=1
〈yj, Tij(xj)〉
e 〈y, Tx〉 =
=
〈
(y1, ..., yn, ...),
( ∞∑
j=1
T1j(xj), ...,
∞∑
j=1
Tnj(xj), 0, ...
)〉
=
=
∞∑
i=1
〈 ∞∑
j=1
yi, Tij(xj)
〉
=
∞∑
i=1
∞∑
j=1
〈yj, Tij(xj)〉 .
Logo, 〈Sy, x〉 = 〈y, Tx〉 ∀x, y ∈ H∞. Portanto,
T ∗ = S ∈ (M⊗∞)0. Conclu´ımos enta˜o que (M⊗∞)0 e´
uma sub-*-a´lgebra.
Afirmac¸a˜o: 1H∞ ∈ (M⊗∞)0TOF
Seja In ∈ (M⊗∞)0 cuja matriz e´
[In] =

1H ... 0 0 ...
0
. . . 0 0 ...
0 0 1H 0 ...
0 0 0 0 ...
...
...
...
...
. . .

.
E´ claro que In(x) = (x1, x2, ..., xn, 0, ...) implica em
In(x)
n→∞−→ x = 1H∞(x) ∀x = (x1, x2, ..., xn, ...) ∈ H∞.
Logo, In
n→∞→ 1H∞ na topologia operador-forte. Como
(M⊗∞)0TOF e´ fechado, segue que 1H∞ ∈ (M⊗∞)0TOF .
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Portanto, podemos concluir que (M⊗∞)0TOF e´ uma
a´lgebra de von Neumann em L(H∞) e vamos definir
(M⊗∞) := (M⊗∞)0TOF .
Observac¸a˜o 4.2.2. Sejam T ∈ L(H∞) e (Tij)i,j a matrix
de T . Sabemos que Tij : Hj = H → Hi = H. Considere
o operador de inclusa˜o ιj : Hj → H∞ dado por ιj(ξ) =
(0, 0, ..., 0, ξ︸︷︷︸
ja
, 0, ...). Denotando por pj = ι
∗
j : H∞ → Hj,
onde ι∗((ξ1, ξ2, ..., ξj, ...)) = ξj, e´ fa´cil ver que pj e´ uma
projec¸a˜o. Dessa forma podemos escrever Tij = ι
∗
iTιj.
Lema 4.2.3. Se T ∈ (M⊗∞) e (Tij)i,j∈N e´ a sua matriz
enta˜o (Tij)i,j∈N ∈M∞(M).
Demonstrac¸a˜o: Sejam T ∈ (M⊗∞) e (Tij)i,j∈N a matriz
de T . Enta˜o existe uma net (T n)n∈I ⊂ (M⊗∞)0 tal que
T = lim
n∈I
T n na topologia operador-forte. Para cada n ∈ I
considere (T nij)i,j∈N a matriz de T
n. Note que, para cada
i, j ∈ N
Tij = ι
∗
iTιj = ι
∗
i (lim
n∈I
T n)ιj = lim
n∈I
ι∗iT
nιj = lim
n∈I
T nij.
Como T nij ∈M ∀n ∈ I, logo (Tij)i,j∈N ∈M∞(M).

Proposic¸a˜o 4.2.4. Se M e´ um fator enta˜o (M ⊗ ∞)
tambe´m e´ um fator.
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Demonstrac¸a˜o: SejaM um fator. Para provar que (M⊗
∞) e´ um fator, vamos analisar Z((M⊗∞)). Sejam T ∈
Z((M⊗∞)) e [T ] a matriz de T . Sabendo que Z((M⊗
∞)) = (M⊗∞)∩ (M⊗∞)′, vamos primeiro analisar (M⊗
∞)′. Por definic¸a˜o (M⊗∞)′ = {T ∈ L(H∞) : TS = ST
∀S ∈ (M⊗∞)}. Analisemos T ∈ (M⊗∞)′. Em paricular,
TS = ST ∀S ∈ (M⊗∞)0. Tome S ∈ (M⊗∞)0 tal que
[S] = Eij, onde a matriz Eij =

0 ... 0 0 ...
...
. . .
...
... ...
0 ... 0 1H ...
... ...
...
. . . ...
 tem
1H na posic¸a˜o (i, j) e 0 em todas as outras posic¸o˜es.
Enta˜o
[T ][S] =

T11 ... T1n ...
... ...
... ...
Tn1 ... Tnn ...
... ...
... ...
Eij =

0 ... 0 T1i 0 ...
0 ... 0 T2i 0 ...
... ...
...
...
... ...
0 ... 0 Tni 0 ...
... ...
...
...
... ...

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e
[S][T ] = Eij

T11 ... T1n ...
... ...
... ...
Tn1 ... Tnn ...
... ...
... ...
 =

0 ... 0 ...
... ...
... ...
0 ... 0 ...
Tj1 ... Tjn ...
0 ... 0 ...
... ...
... ...

.
De modo ana´logo ao Exemplo 2.1.6, conclu´ımos que [T ] e´
diagonal e T11 = T22 = ... = Tnn = ....
Agora considere V ∈ (M⊗∞)0 tal que [V ] =

m 0 ...
0 0 ...
...
... ...
.
Enta˜o
[T ][V ] =

T11m 0 ...
0 0 ...
...
... ...
 e [V ][T ] =

mT11 0 ...
0 0 ...
...
... ...
 .
Sendo [T ][V ] = [V ][T ], enta˜o T11m = mT11. Logo, ∀m ∈ M
temos T11m = mT11 e isso implica que T11 ∈M′.
Dessa forma conseguimos identificar os operadores em (M⊗
∞)′. Assim, podemos escrever (M⊗∞)′ := {T ∈ L(H∞) :
[T ] e´ diagonal e Tii = D ∀i, com D ∈ M′}. Como T ∈
(M⊗∞), pois T ∈ Z((M⊗∞)), enta˜o pelo Lema 4.2.3
segue que Tii ∈M ∀i ∈ N. Logo, Tii ∈M′ ∩M = Z(M) =
C1H ∀i ∈ N, poisM e´ um fator. Logo, T ∈ Z((M⊗∞))⇒
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[T ] = λI e podemos concluir que T = λ1H∞ . Portanto,
(M⊗∞) e´ um fator.

Proposic¸a˜o 4.2.5. 1H∞ e´ uma projec¸a˜o infinita relativa-
mente a` (M⊗∞).
Demonstrac¸a˜o: Devemos encontrar uma projec¸a˜o Q ∈
(M ⊗ ∞) tal que Q < 1H∞ e Q ∼ 1H∞ . Defina U,Un :
H∞ → H∞ dados por
U((ξ1, ξ2, ...)) = (0, ξ1, ξ2, ...)
e
Un((ξ1, ξ2, ..., ξn, ...)) = (0, ξ1, ξ2, ..., ξn, 0, ...).
E´ fa´cil constatar que U∗((ξ1, ξ2, ...)) = (ξ2, ξ3, ...).
Observe que a matriz de Un e´ (Unij)i,j =
0 ... 0 0 ...
1H ... 0 0 ...
...
. . .
... 0 ...
0 ... 1H 0 ...
0 ... 0 0 ...
... ...
...
...
. . .

, onde o bloco no canto supe-
rior esquerdo e´ (n+ 1)× n. Enta˜o Un ∈ (M⊗∞)0. E´ claro
que
Un((ξ1, ξ2, ..., ξn, ...)) =
= (0, ξ1, ξ2, ..., ξn, 0, ...)
n→∞−→ (0, ξ1, ξ2, ..., ξn, ...) =
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= U((ξ1, ξ2, ..., ξn, ...)) ∀(ξ1, ξ2, ..., ξn, ...) ∈ H∞.
Logo, Un
n→∞−→ U na topologia operador-forte. Como
{Un}n∈N ⊆ (M ⊗ ∞) e (M ⊗ ∞) e´ fortemente fechado,
segue que U ∈ (M⊗∞).
Note que,
• Para cada (ξ1, ξ2, ..., ξn, ...) ∈ H∞
U∗U((ξ1, ξ2, ..., ξn, ...)) = U∗((0, ξ1, ξ2, ..., ξn, ...)) =
= (ξ1, ξ2, ..., ξn, ...).
Logo, U∗U = 1H∞
• UU∗((ξ1, ξ2, ..., ξn, ...)) = (0, ξ2, ..., ξn, ...)
∀(ξ1, ξ2, ..., ξn, ...) ∈ H∞, define uma projec¸a˜o
Q = UU∗, pois
Q2 = (UU∗)2 = UU∗UU∗ = U1H∞U∗ = UU∗ = Q
e
Q∗ = (UU∗)∗ = UU∗ = Q.
SeguramenteQ 6= 1H∞ e U e´ uma isometria parcial, pois UU∗
e´ uma projec¸a˜o. Como Im(Q) ⊂ Im(1H∞), enta˜o Q < 1H∞ .
Portanto, 1H∞ e´ infinita.

Proposic¸a˜o 4.2.6. Existe projec¸a˜o finita em (M⊗∞).
104
Demonstrac¸a˜o: Seja p ∈ (M⊗∞) uma projec¸a˜o cuja
matriz e´ [p] =

1H 0 ...
0 0 ...
...
...
. . .
.
Suponha, por absurdo, que p seja infinta. Enta˜o existe uma
projec¸a˜o q ∈ (M⊗∞), distinta de p, tal que q ≤ p e q ∼ p.
Enta˜o existe uma isometria parcial u ∈ (M⊗∞) tal que
uu∗ = q e u∗u = p. Como a isometria parcial u na˜o e´ u´nica,
enta˜o vamos definir outra isometria parcial v ∈ (M⊗∞) tal
que v∗v = p e vv∗ = q. Defina v := qup. Note que
v∗v = (qup)∗qup = pu∗qqup = pu∗qup = pu∗uu∗up = pppp = p
e
vv∗ = qup(qup)∗ = quppu∗q = qupu∗q = quu∗uu∗q = qqqq = q.
Como assumimos q ≤ p, enta˜o pq = q = qp. Logo, pqp =
pq = q e com isso
[p][q][p] =

q11 0 ...
0 0 ...
...
...
. . .
 = [q].
Assim, [v] = [q][u][p] =

q11u11 0 ...
0 0 ...
...
...
. . .
. Pelo Lema 4.2.3
[u], [q] ∈ M∞(M), logo v11 = q11u11 ∈ M. Como q e´ uma
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projec¸a˜o, enta˜o q11 tambe´m e´ uma projec¸a˜o em M. Sendo
vv∗ = q e v∗v = p, segue que [v][v∗] = [q] e [v∗][v] = [p]
implica em v11v
∗
11 = q11 e v
∗
11v11 = 1H. Logo, q11 ∼ 1H.
Observe que [q] 6= [p] implica em q11 6= 1H. Assim, 1H e´
infinita relativamente a M, o que e´ absurdo pois sendo M
um fator do tipo II1, todas as projec¸o˜es em M sa˜o finitas.
Portanto, p e´ finita.

Proposic¸a˜o 4.2.7. SeM⊆ L(H) e´ um fator do tipo I, com
H separa´vel e dimH =∞, enta˜o para cada projec¸a˜o p ∈M,
na˜o nula, existe uma projec¸a˜o minimal q ∈M tal que q ≤ p.
Demonstrac¸a˜o: Sejam M um fator do tipo I e p ∈ M
uma projec¸a˜o na˜o nula. SendoM do tipo I, comH separa´vel
e dimH =∞, enta˜o existe um isomorfismo φ :M→ L(`2).
Sejam P = φ(p) e E = {en}n uma base de Im(P ). Fixe
en ∈ E e considere K = span{en}. Como K e´ um subespac¸o
fechado de `2, enta˜o existe uma projec¸a˜o Q ∈ L(`2) tal que
K = Im(Q). O fato de dimK = 1, implica que para qual-
quer projec¸a˜o Q′ ∈ L(`2) tal que Q′ ≤ Q necessariamente
Q′ = 0 ou Q′ = Q. Logo, Q e´ minimal em L(`2).
Como K ⊆ Im(P ), enta˜o Q = QP = PQ e aplicando φ
temos
φ−1(Q) = φ−1(QP ) = φ−1(Q)φ−1(P ) = φ−1(Q)p
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e
φ−1(Q) = φ−1(PQ) = φ−1(P )φ−1(Q) = pφ−1(Q).
Definindo q := φ−1(Q), temos q = pq = qp.
Afirmac¸a˜o: q e´ minimal
Suponha que ∃q′ ∈ M tal que q′ ≤ q. Enta˜o q′ = qq′ = q′q
e φ(q′) = Qφ(q′) = φ(q′)Q implicam em φ(q′) ≤ Q. Como
Q e´ minimal, tem-se φ(q′) = 0 ou φ(q′) = Q. Enta˜o
φ−1(φ(q′)) = q′ = 0 ou φ−1(φ(q′)) = q′ = q = φ−1(Q). Logo,
q e´ minimal.
Portanto, para cada projec¸a˜o ortogonal p ∈ M, na˜o
nula, ∃q ∈M minimal tal que q ≤ p.

Ate´ momento conclu´ımos que em (M⊗∞) existe projec¸a˜o
infinita e finita. Agora, para provarmos que (M⊗∞) e´ um
fator do tipo II∞ resta-nos demonstrar que (M⊗∞) na˜o e´
do tipo I.
Afirmac¸a˜o: (M⊗∞) na˜o e´ do tipo I
Suponha, por absurdo, que (M⊗∞) e´ do tipo I. Considere
a projec¸a˜o p usada na Proposic¸a˜o 4.2.6. Pela Proposic¸a˜o
4.2.7, existe uma projec¸a˜o minimal q ∈ (M⊗∞) tal que
q ≤ p. Provamos, na Proposic¸a˜o 4.2.6, que a matriz [q]
tem q11 com u´nico elemento na˜o nulo. Seja r11 ∈ M uma
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projec¸a˜o tal que r11 ≤ q11. Considere r ∈ (M ⊗ ∞) tal
que sua matriz seja [r] =

r11 0 ...
0 0 ...
...
...
. . .
. Obviamente que
Im(r11) ⊆ Im(q11) ⇒ Im(r) ⊆ Im(q) ⇒ r ≤ q. Como q e´
minimal, enta˜o r = 0 ou r = q. Logo, r11 = 0 ou r11 = q11 e
com isso q11 e´ minimal, o que e´ absurdo pois M e´ do tipo
II1.
Portanto, (M⊗∞) na˜o e´ do tipo I.
Da afirmac¸a˜o acima, (M ⊗ ∞) na˜o tem projec¸a˜o min-
imal e sabendo que coexistem projec¸a˜o finita e infinita em
(M⊗∞), enta˜o por definic¸a˜o (M⊗∞) e´ um fator do tipo
II∞.
De modo geral, dado um fator M do tipo II1, obtemos um
fator (M⊗∞) do tipo II∞.
4.3 Fatores do tipo II1 a partir de
um fator do tipo II∞
Na sec¸a˜o anterior mostramos que dado um fator do
tipo II1 produzimos outro fator do tipo II∞. Enta˜o surge a
pergunta: sera´ que dado um fator N do tipo II∞, e´ poss´ıvel
encontrar um fator M do tipo II1 tal que (M⊗∞) ' N ?
A resposta e´ SIM e faremos isso, seguindo o seguinte roteiro:
1. Encontrar uma famı´lia {pn : n ∈ I ⊆ N} de projec¸o˜es
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finitas duas-a-duas ortogonais e equivalentes tal que∑
n∈I
pn = 1K, num fator N ⊆ L(K) do tipo II∞ com K
separa´vel
2. Definindo M := {ι∗Tι : T ∈ N} onde ι : H → K com
H = Im(p1), provar que M⊗∞ ' N
3. Provar que M e´ um fator do tipo II1
Vamos assumir que K e´ um espac¸o de Hilbert separa´vel.
Lema 4.3.1. Se p e q sa˜o projec¸o˜es finitas e ortogonais
numa a´lgebra de von NeumannM enta˜o p+q e´ uma projec¸a˜o
finita.
Demonstrac¸a˜o: Ver demonstrac¸a˜o do Teorema 6.3.8 em
[7].

Teorema 4.3.2. Dado um fator N ⊆ L(K) do tipo II∞,
existe uma famı´lia F = {tn : n ∈ I ⊆ N} ⊆ N de projec¸o˜es
finitas duas-a-duas ortogonais e equivalentes tal que
∑
n∈I
tn =
1K.
Demonstrac¸a˜o: Seja N um fator do tipo II∞. De modo
ana´logo feito para projec¸o˜es minimais (ver Lema 2.2.9 ), ex-
iste uma famı´lia maximal F0 = {pn : n ∈ I ⊆ N} ⊆ N de
projec¸o˜es finitas duas-a-duas ortogonais e equivalentes. Pelo
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Lema 2.2.8, q :=
∑
n∈I
pn converge na topologia operador-forte
e e´ uma projec¸a˜o.
Vamos provar que existe uma famı´lia F = {tn : n ∈ I ⊆
N} ⊆ N de projec¸o˜es finitas duas-a-duas ortogonais e equiv-
alentes tal que
∑
n∈N
tn = 1K.
Fixe p1 ∈ F0. Como 1K, q ∈ N , Enta˜o q⊥ = 1K − q ∈ N .
Pela Proposic¸a˜o 2.2.6,
p1 - 1K − q ou 1K − q - p1.
Suponha que p1 - 1K− q. Enta˜o existe uma projec¸a˜o r ∈ N
tal que p1 ∼ r e r ≤ 1K − q. Como pn ∼ p1 ∼ r ∀n ∈ I,
enta˜o pn ∼ r ∀n ∈ I (ver Proposic¸a˜o 2.2.3 ). Obviamente que
1K−q ⊥ pn ∀n ∈ I. Sabendo que r ≤ 1K−q ⇒ (1K−q)r = r,
enta˜o pnr = pn(1K − q)r = 0 ∀n ∈ I e com isso pn ⊥ r
∀n ∈ I. Assim, constatamos que F0 ⊆ F0 ∪ {r} o que
contraria a maximalidade de F0. Portanto, na˜o e´ verdade
que p1 - 1K − q, e sim que 1K − q - p1.
Enta˜o existe projec¸a˜o r1 ∈ N tal que 1K − q ∼ r1 e r1 ≤ p1.
Fixe n ∈ I. Sabendo que p1 ∼ pn, enta˜o existe uma isometria
parcial un ∈ N tal que unu∗n = pn e u∗nun = p1. Defina
s1 := p1 − r1.
Como p1 = r1 + s1 e s1 ⊥ r1, enta˜o Im(p1) = Im(r1) ⊕
Im(s1). Sendo un operador unita´rio de Im(p1) para Im(pn),
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enta˜o
Im(pn) = un(Im(p1)) = un(Im(r1))⊕ un(Im(s1)).
Seja ξ ∈ K. Observe o esquema abaixo:
ξ
pn−→ pn(ξ) u
∗
n−→ u∗n(pn(ξ)) r1−→ r1u∗n(pn(ξ)) un−→
unr1u
∗
n(pn(ξ)) ∈ un(Im(r1)).
Note que unr1u
∗
npn = unr1u
∗
nunu
∗
n = unr1u
∗
n. Defina rn :=
unr1u
∗
n. Observe que
r2n = unr1u
∗
nunr1u
∗
n = unr1p1r1u
∗
n = unr1u
∗
n = rn
e
r∗n = (unr1u
∗
n)
∗ = unr1u∗n = rn,
comprovam que rn e´ uma projec¸a˜o. Observe o esquema
abaixo:
ξ
pn−→ pn(ξ) u
∗
n−→ u∗n(pn(ξ)) s1−→ s1u∗n(pn(ξ)) un−→
uns1u
∗
n(pn(ξ)) ∈ un(Im(s1)).
Defina sn := uns1u
∗
n. Usando o mesmo racioc´ınio de rn,
verifica-se que sn e´ uma projec¸a˜o.
Afirmac¸a˜o: Para cada n, i, j ∈ I as seguintes afirmac¸o˜es
sa˜o verdadeiras:
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i) pn = rn + sn
ii) rn ⊥ sn
iii) rn ∼ r1
iv) sn ∼ s1
v) (1K − q + s1) ⊥ (rn + sn+1)
vi) (ri + si+1) ⊥ (rj + sj+1) para i 6= j
i) De fato, rn + sn = unr1u
∗
n + uns1u
∗
n = un(r1 + s1)u
∗
n =
unp1u
∗
n = unu
∗
nunu
∗
n = pnpn = pn
ii) De fato, rnsn = unr1u
∗
nuns1u
∗
n = unr1p1s1u
∗
n =
unr1s1u
∗
n = 0
iii) Note que
rn = unr1u
∗
n = unr1r1u
∗
n = (unr1)(unr1)
∗
e
(unr1)
∗(unr1) = r∗1u
∗
nunr1 = r
∗
1p1r1 = r1
Logo, rn ∼ r1.
iv) Note que
sn = uns1u
∗
n = uns1s1u
∗
n = (uns1)(uns1)
∗
e
(uns1)
∗(uns1) = s∗1u
∗
nuns1 = s
∗
1p1s1 = s1
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Logo, sn ∼ s1.
v) Observe que
(1K − q + s1)(rn + sn+1) =
= rn − qrn + sn+1 − qsn+1 + s1rn + snsn+1 =
= rn−qpnrn+sn+1−qpn+1sn+1+s1p1pnrn+snpnpn+1sn+1 =
= rn − rn + sn+1 − sn+1 + 0 + 0 = 0
vi) De fato, note que
(ri+si+1)(rj+sj+1) = rirj+risj+1+si+1rj+si+1sj+1 =
ripipjrj+ripipj+1sj+1+si+1pi+1pjrj+si+1pi+1pj+1sj+1 = 0
Para cada i, j ∈ I, ri e sj sa˜o ortogonais e finitas, enta˜o pelo
Lema 4.3.1 ri + sj e´ finita.
Defina
tn :=
{
1K − q + s1 , n = 1
rn−1 + sn , n > 1
E´ claro que tn e´ uma projec¸a˜o, pois 1K − q + s1 e rn−1 + sn
sa˜o projec¸o˜es. Ale´m disso, para cada i, j ∈ I tem-se ti ⊥ tj
se i 6= j, ti ∼ tj e ti finita.
Assim, conseguimos uma famı´lia F = {tn : n ∈ I} ⊆ N de
projec¸o˜es finitas duas-a-duas ortogonais e equivalentes.
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Sendo
∑
n∈I
tn uma projec¸a˜o (ver Lema 2.2.8), note que
∑
n∈I
tn = t1 +
∞∑
n=2
tn = 1K − q + s1 +
∞∑
n=2
(rn−1 + sn) =
= 1K −
∑
n∈I
pn + s1 +
∞∑
n=2
rn−1 +
∞∑
n=2
sn =
= 1K −
∑
n∈I
(rn + sn) +
∞∑
n=2
rn−1 + s1 +
∞∑
n=2
sn =
= 1K −
∑
n∈I
rn −
∑
n∈I
sn +
∑
n∈I
rn +
∑
n∈I
sn = 1K.
Portanto, 1K =
∑
n∈I
tn.

Seja N ⊆ L(K) um fator do tipo II∞. Pelo Teorema
4.3.2, existe uma famı´lia F = {pn : n ∈ I ⊆ N} ⊆ N
de projec¸o˜es finitas duas-a-duas ortogonais e equivalentes,
com
∑
n∈I
pn = 1K. Fixe p1 ∈ F . Considere H = Im(p1),
Hn = Im(pn), e ι : H → K operador de inclusa˜o.
Defina M := {ι∗Tι : T ∈ N}. Agora, nosso objetivo e´
provar que (M ⊗ ∞) ' N e em seguida que M e´ um
fator do tipo II1. Sabendo que pn ∼ p1 ∀n ∈ I, enta˜o
para cada n ∈ I existe uma isometria parcial un ∈ N tal
que unu
∗
n = p1 e u
∗
nun = pn. Vale lembrar que Im(pn) e
Im(p1) sa˜o isomorfos por un. Para os argumentos a seguir
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e´ necessa´rio um isomorfismo de Im(p1) para Im(pn), enta˜o
vamos trabalhar com a isometria parcial vn = u
∗
n.
Defina U : H∞ → K dado por U((ξn)n) =
∑
n∈I
vnι(ξn).
Afirmac¸a˜o: U e´ unita´rio
Defina V : H∞ → ⊕ext∞ Hn dado por V ((ξn)n) = (vnι(ξn))n.
Note que
• Para cada (ξn)n∈N ∈ H∞, tem-se
‖V ((ξn)n)‖2 = ‖(vnι(ξn))n‖2 =
∑
n∈I
‖vnι(ξn)‖2 =
=
∑
n∈I
‖ξn‖2 = ‖(ξn)n‖2 .
Logo, ‖V ((ξn)n)‖ = ‖(ξn)n‖ e com isso V e´ uma isome-
tria.
• Dado (ηn)n ∈ ⊕ext∞ Hn, tem-se que para cada ηn ∈ Hn,
∃ξn ∈ H tal que ηn = vnι(ξn). Logo, (ηn)n = (vnι(ξn))n
e com isso V e´ sobrejetor
Sendo V isome´trico e sobrejetor, enta˜o V e´ unita´rio (ver
[1] Teorema 3.10-6(f)). Agora, sabendo que existe um
operador unita´rio W : ⊕ext∞ Hn → ⊕int∞ Hn = K dado por
W ((ξn)n) =
∑
n∈I
ξn, enta˜o U = W ◦V e´ um operador unita´rio.
Afirmac¸a˜o: U∗(ξ) = (ι∗v∗n(ξ))n ∀ξ ∈ K
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Fixe (ξn)n∈I ∈ H∞. Para cada ξ ∈ K, note que
〈(ι∗v∗n(ξ))n, (ξn)n〉 =
∑
n∈I
〈ι∗v∗n(ξ), ξn〉 =
=
∑
n∈I
〈ξ, vnι(ξn)〉 =
〈
ξ,
∑
n∈I
vnι(ξn)
〉
= 〈ξ, U((ξn)n)〉 .
Logo, U∗(ξ) = (ι∗v∗n(ξ))n ∀ξ ∈ K.
Defina φ : (M ⊗ ∞) → N dado por φ(T ) = UTU∗.
Vamos provar que φ esta´ bem definida, mostrando que
φ(M⊗∞) ⊆ N e isso sera´ feito na Proposic¸a˜o 4.3.3(i).
Proposic¸a˜o 4.3.3. As seguintes afirmac¸o˜es sa˜o verdadeiras:
i) φ e´ sobrejetora
ii) φ e´ injetora
iii) φ e´ um *-homomorfismo
iv) Im(φ) = U(M⊗∞)U∗ e´ um sub-*-a´lgebra fechada na
topologia operador-forte de L(K)
Demonstrac¸a˜o: (i) Vamos provar que U(M⊗∞)U∗ = N .
” ⊆ ” : Sejam m ∈ M arbitra´rio e m⊗ eij ∈ (M⊗∞)0, de
modo que a matriz [m ⊗ eij] tenha m na entrada (i, j) e 0
em todas as outras. Note que
U(m⊗ eij)U∗(ξ) = U(m⊗ eij)(ι∗v∗n(ξ))n =
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= U(m⊗ eij)(ι∗v∗1(ξ), ..., ι∗v∗n(ξ), ...) =
= U(0, 0, ..., 0,mι∗v∗j (ξ)︸ ︷︷ ︸
ia
, 0, ...) = viι(mι
∗v∗j (ξ)) =
= viιmι
∗v∗j (ξ) ∀ξ ∈ K.
Logo,
U(m⊗ eij)U∗ = viιmι∗v∗j (*).
Pela definic¸a˜o de M, ∃T ∈ N tal que m = ι∗Tι. Enta˜o
viιmι
∗v∗j = u
∗
i ι(ι
∗Tι)ι∗uj = u∗i p1Tp1uj ∈ N ,
pois u∗i , p1, T, uj ∈ N . Logo, U(m⊗ eij)U∗ ∈ N .
Agora tome m⊗E ∈ (M⊗∞)0. Podemos escrever m⊗E =
n∑
i,j=1
mij⊗eij. Como N e´ subespac¸o, enta˜o U(m⊗E)U∗ ∈ N .
Seja S ∈ (M ⊗ ∞). Enta˜o existe uma net {Si}i∈J ⊂
(M⊗∞)0 tal que S = lim
i∈J
Si na topologia operador-forte. Ja´
provamos que USiU
∗ ∈ N ∀i ∈ J . Agora, observe que
‖USiU∗(ξ)− USU∗(ξ)‖ = ‖U(Si − S)U∗(ξ)‖ ≤
≤ ‖U‖ ‖(Si − S)U∗(ξ)‖ i∈J−→ 0 ∀ξ ∈ K.
Logo, USiU
∗ i∈J−→ USU∗ na topologia operador-forte. Sendo
N fortemente fechado, segue que USU∗ ∈ N e tambe´m
U(M⊗∞)U∗ ⊆ N , pois S e´ arbitra´rio.
” ⊇ ” : Dado T ∈ N , note que T = 1KT1K =
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(∑
i∈I
pi
)
T
(∑
j∈I
pj
)
=
∑
i,j∈I
piTpj. Agora, observe que
piTpj = u
∗
iuiTu
∗
juj = u
∗
iuiu
∗
iuiTu
∗
juju
∗
juj = u
∗
i p1Sp1uj
onde S := uiTu
∗
i . De modo ana´logo,
u∗i p1Sp1uj = u
∗
i ιι
∗Sιι∗uj = u∗i ιmι
∗uj onde m := ι∗Sι.
Lembrando que u∗i = vi, enta˜o por (*) temos u
∗
i ιmι
∗uj =
viιmι
∗v∗j = U(m ⊗ eij)U∗. Logo, piTpj ∈ U(M ⊗∞)U∗.
Seja F ⊆ I arbitra´rio e finito. Sendo U(M⊗∞)U∗ sub-*-
a´lgebra fechada na topologia operador-forte, temos
∑
i,j∈F
piTpj =
(∑
i∈F
pi
)
T
(∑
j∈F
pj
)
∈ U(M⊗∞)U∗ =⇒
=⇒
(∑
i∈I
pi
)
T
(∑
j∈I
pj
)
∈ U(M⊗∞)U∗ =⇒
=⇒ 1KT1K = T ∈ U(M⊗∞)U∗.
Logo, N ⊆ U(M⊗∞)U∗.
Portanto, U(M⊗∞)U∗ = N e com isso φ e´ sobrejetora.
(ii) Sejam T, S ∈ (M⊗∞) arbitra´rios. Se φ(T ) = φ(S)
enta˜o
UTU∗ = USU∗ ⇒ U∗UTU∗U = U∗USU∗U ⇒ 1KT1K =
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= 1KS1K ⇒ T = S.
Logo, φ e´ injetora.
(iii) O´bvio
(iv) Pelo item (i) U(M⊗∞)U∗ = N , logo U(M⊗∞)U∗ e´
uma sub-*-a´lgebra fortemente fechada.

Pela Proposic¸a˜o 4.3.3, conclu´ımos que φ e´ um *-isomorfismo,
ou melhor, M⊗∞ ' N . Nosso grande objetivo agora, e´
provar que M e´ um fator do tipo II1.
Proposic¸a˜o 4.3.4. As seguintes afirmac¸o˜es sa˜o verdadeiras:
i) M e´ uma a´lgebra de von Neumann em L(H)
ii) M e´ um fator
Demonstrac¸a˜o: (i) Como ι∗ e´ uma projec¸a˜o (ver
Observac¸a˜o 1.4.6 ), a demonstrac¸a˜o e´ a mesma feita na
Proposic¸a˜o 2.2.11.
(ii) Sejam z ∈ Z(M) e Zn ∈ (M ⊗ ∞)0 tal que [Zn]
seja diagonal, com Zn11 = ... = Z
n
nn = z e Z
n
ii = 0 ∀i > n.
Considere uma matriz A = (aij)i,j∈N infinita e diagonal onde
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aii = z ∀i. Note que para cada ∀ξ ∈ H∞,
‖A[ξ]‖2 = ‖(zξ1, zξ2, ..., zξn, ...)‖2 =
∑
n∈N
‖z(ξn)‖2 ≤
≤
∑
n∈N
‖z‖2 ‖ξn‖2 = ‖z‖2
∑
n∈N
‖ξn‖2 =
= ‖z‖2 ‖ξ‖2 ⇒ ‖A[ξ]‖ ≤ ‖z‖ ‖ξ‖ .
Logo, a matriz A define um operador Z : H∞ → H∞ linear e
limitado. Afirmamos que Zn
n→∞−→ Z na topologia operador-
forte. De fato, note que para cada ξ ∈ H∞
‖Zn(ξ)− Z(ξ)‖ =
= ‖(zξ1, zξ2, ..., zξn, 0, ...)− (zξ1, zξ2, ..., zξn, ...)‖ =
= ‖(0, 0, ..., 0, zξn+1, zξn+2, ...)‖ n→∞−→ 0.
Como (M⊗∞) e´ fortemente fechado, enta˜o ”produzimos”um
operador Z ∈ (M⊗∞). E´ fa´cil constatar que A[x] = [x]A
∀x ∈ (M⊗∞)0.
Agora, para qualquer x ∈ (M⊗∞), tem-se
Zx = Z lim
i∈J
xi = lim
i∈J
Zxi = lim
i∈J
xiZ = xZ.
Logo, Z ∈ Z(M ⊗ ∞). Devemos lembrar que N fator e
(M⊗∞) ' N , implicam emM⊗∞ ser tambe´m um fator e
com isso Z ∈ C1H∞ . Assim, A ∈ CI e com isso aii = z = 1H
∀i. Logo, z ∈ C1H, concluindo que M e´ um fator.
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Agora nos resta provar queM e´ um fator do tipo II1. Para
isso, vamos definir ψ : M → N dado por ψ(m) = ιmι∗.
Para qualquer m ∈M, temos
ψ(m) = ιmι∗ = ιι∗Tιι∗ = p1Tp1 ∈ N
para algum T ∈ N , logo ψ esta´ bem definida. Vamos
mostrar que ψ e´ um *-homomorfismo injetor e esse fato sera´
de fundamental importaˆncia para provarmos que M na˜o e´
do tipo I e que toda projec¸a˜o em M e´ finita, concluindo
que M e´ do tipo II1.
Afirmac¸a˜o: ψ e´ um *-homomorfismo injetor
Sejam m,m′ ∈M e λ ∈ C arbitra´rios. Note que
• ψ(λm+m′) = ι(λm+m′)ι∗ = λιmι∗ + ιm1ι∗ =
= λψ(m) + ψ(m′)
• ψ(mm′) = ι(mm′)ι∗ = ιm1Hm′ι∗ = ιmι∗ιm′ι∗ =
ψ(m)ψ(m′)
• ψ(m∗) = ιm∗ι∗ = (ιmι∗)∗ = (ψ(m))∗
Portanto, ψ e´ um *-homomorfismo. Se ψ(m) = ψ(m′) enta˜o
ιmι∗ = ιm′ι∗ ⇒ ι∗ιmι∗ι = ι∗ιm′ι∗ι ⇒ 1Hm1H = 1Hm′1H ⇒
m = m′, concluindo que ψ e´ injetor.
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Vamos provar que M na˜o e´ do tipo I e que todas as
projec¸o˜es em M sa˜o finitas, concluindo que M e´ do tipo
II1.
Afirmac¸a˜o: M na˜o e´ do tipo I
Suponha, por absurdo, que M e´ do tipo I. Enta˜o existe
uma projec¸a˜o minimal q ∈M. Afirmamos que ψ(q) = ιqι∗ e´
minimal. De fato, seja r ∈ N um projec¸a˜o tal que r ≤ ψ(q).
Pela definic¸a˜o de M, ι∗rι ∈ M. Note que ψ(q) ≤ p1, pois
ψ(q)p1 = ιqι
∗ιι∗ = ιqι∗ = ψ(q). Como r ≤ ψ(q) ≤ p1, enta˜o
r ≤ p1 e tambe´m rp1 = r = p1r. Note que
(ι∗rι)2 = (ι∗rι)(ι∗rι) = ι∗rp1rι = ι∗rι e (ι∗rι)∗ = ι∗rι.
Logo, ι∗rι e´ uma projec¸a˜o. Agora, observe que ι∗rιq =
ι∗rιqι∗ι = ι∗rψ(q)ι = ι∗rι implica ι∗rι ≤ q. Sendo q minimal
enta˜o ι∗rι = q ou ι∗rι = 0. Se ι∗rι = q enta˜o
ιι∗rιι∗ = ιqι∗ =⇒ p1rp1 = ψ(q) =⇒ r = ψ(q).
Se ι∗rι = 0 enta˜o
ιι∗rιι∗ = 0 =⇒ p1rp1 = 0 =⇒ r = 0.
Logo, ψ(q) ∈ N e´ minimal, o que e´ absurdo pois N e´ do
tipo II∞. Portanto, M na˜o e´ do tipo I.
Vamos provar que M e´ do tipo II1, afirmando que
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em M todas as projec¸o˜es sa˜o finitas.
Afirmac¸a˜o: Toda projec¸a˜o em M e´ finita
Suponha, por absurdo, que 1H e´ infinita. Enta˜o existe uma
projec¸a˜o p ∈ M, distinta de 1H, tal que 1H ∼ p e p ≤ 1H.
Enta˜o existe uma isometria parcial u ∈ M tal que uu∗ = p
e u∗u = 1H. Note que
• ψ(p)p1 = ιpι∗ιι∗ = ιp1Hι∗ = ιpι∗ = ψ(p), logo ψ(p) ≤
p1
• ψ(p) = ψ(uu∗) = ψ(u)ψ(u∗) = ψ(u)(ψ(u))∗ e ψ(1H) =
ιι∗ιι∗ = p1 = ψ(u∗u) = ψ(u∗)ψ(u) = (ψ(u))∗ψ(u).
Como (ψ(u))∗ψ(u) e´ uma projec¸a˜o, logo ψ(u) e´ uma
isometria parcial. Portanto, ψ(p) ∼ p1
Conclu´ımos que ψ(p) ≤ ψ(1H) = p1 e ψ(p) ∼ ψ(1H) = p1.
Se ψ(p) 6= ψ(1H) enta˜o por definic¸a˜o, ψ(1H) = p1 e´ infinita,
o que e´ absurdo. Agora, se ψ(p) = ψ(1H) enta˜o pelo fato de
ψ ser injetora tem-se p = 1H, contrariando o fato de p 6= 1H.
Portanto, 1H deve ser finita. Sabendo que toda projec¸a˜o
q ∈M e´ subprojec¸a˜o de 1H, ou seja, q ≤ 1H, e que 1H e´ finita
enta˜o toda projec¸a˜o emM e´ finita (ver Proposic¸a˜o 4.1.5 (i)).
Descartada a possbilidade de M ser do tipo I, prova-
mos que M e´ do tipo II1.
Conclu´ımos que para cada fator N do tipo II∞ existe um
fator do tipo II1 tal que N 'M⊗∞.
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5 Apeˆndice
5.1 Pre´-Requisitos
Definic¸a˜o 5.1.1. Definimos a topologia operador-forte,
como a topologia inicial em L(H) dada pela famı´lia {δξ :
ξ ∈ H}, onde δξ(T ) = T (ξ).
Observac¸a˜o 5.1.2. Uma net {Ti}i∈I ⊂ L(H) converge para
T ∈ L(H) na topologia operador-forte se para cada ξ ∈ H
Ti(ξ)
i∈I−→ T (ξ).
Definic¸a˜o 5.1.3. Definimos a topologia operador-fraco,
como a topologia inicial em L(H) dada pela famı´lia {δf,ξ :
ξ ∈ H e f ∈ H′}, onde δf,ξ(T ) = f(T (ξ)).
Observac¸a˜o 5.1.4. Uma net {Ti}i∈I ⊂ L(H) converge para
T ∈ L(H) na topologia operador-fraco se para cada ξ, η ∈ H
〈Ti(ξ), η〉 i∈I−→ 〈T (ξ), η〉.
Lema 5.1.5. Seja T ∈ L(H,K). Enta˜o
Ker(T ) = Ker(T ∗T ) = Ker(T ∗T )1/2 = (Im(T ∗))⊥
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e
(Ker(T ))⊥ = Im(T ∗)
Demonstrac¸a˜o: Ver demonstrac¸a˜o do Lema 4.2.1 em [5].
Proposic¸a˜o 5.1.6. Seja U ∈ L(H,K). Enta˜o as seguintes
afirmac¸o˜es sa˜o equivalentes:
i) U = UU∗U
ii) P = U∗U e´ uma projec¸a˜o ortogonal
iii) Uker⊥U e´ uma isometria
Demonstrac¸a˜o: Ver demonstrac¸a˜o da Proposic¸a˜o 4.2.2 em
[5].
Definic¸a˜o 5.1.7. Um operador que satisfaz umas das
condic¸o˜es, e portanto todas, da Proposic¸a˜o 5.1.6 e´ dita uma
isometria parcial.
Teorema 5.1.8. Seja T ∈ L(H,K). Enta˜o T adimite uma
u´nica decomposic¸a˜o T = U |T |, denominada decomposic¸a˜o
polar, tal que
i) U ∈ L(H,K) e´ uma isometria parcial
ii) |T | ∈ L(H) e´ um operador positivo
iii) Ker(U) = Ker(|T |) = Ker(T )
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Demonstrac¸a˜o: Ver demonstrac¸a˜o do Teorema 4.2.5 em
[5].
Teorema 5.1.9. Se A ⊆ L(H) e´ convexo enta˜o
A
TOF
= A
TOf
.
Demonstrac¸a˜o: Ver demonstrac¸a˜o do Teorema 5.1.2 em
[6].

Lema 5.1.10. Seja pi : C(X) → L(H) uma representac¸a˜o.
Enta˜o existe uma medida de probabilidade µ definida sobre
BX , e uma representac¸a˜o pi : L∞(X,BX , µ)→ L(H) tal que
i) pi e´ uma isometria
ii) pi|C(X) = pi
iii) se φ e´ o limite µ − q.s de uma sequencia (φn)n∈N ⊆
pi(L∞(X,BX , µ)) que e´ uniformemente limitada, enta˜o
a sequencia (pi(φn))n∈N converge para pi(φ) na topologia
operador forte
iv) (pi(C(X)))′′ = pi(L∞(X,BX , µ))
Demonstrac¸a˜o: Para a demonstrac¸a˜o dos itens (i),(ii) e
(iii), ver demonstrac¸a˜o do Lema 3.5.5 em [5]. Para a demon-
strac¸a˜o do item (iv), ver demonstrac¸a˜o do Lema 3.5.7 em
[5].
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Lema 5.1.11. Sejam as nets {Ti}i∈I , {Si}i∈I ⊆ L(H) tais
que T i
i∈I→ T e Si i∈I→ S na topologia operador-forte. Con-
sidere K = supi∈I ‖Ti‖ <∞. Enta˜o TiSi i∈I→ TS fortemente,
ou seja, lim
i∈I
TiSi =
(
lim
i∈I
Ti
)(
lim
i∈I
Si
)
na topologia operador-
forte.
Demonstrac¸a˜o: Temos que
‖TiSi(ξ)− TS(ξ)‖ = ‖TiSi(ξ) + TiS(ξ)− TiS(ξ)− TS(ξ)‖ ≤
≤ ‖Ti(Si(ξ)− S(ξ))‖+ ‖TiS(ξ)− TS(ξ)‖ ≤
≤ ‖Ti‖ ‖Si(ξ)− S(ξ)‖+ ‖TiS(ξ)− TS(ξ)‖ ≤
≤ K ‖Si(ξ)− S(ξ)‖+ ‖TiS(ξ)− TS(ξ)‖ i∈I→ 0 ∀ξ ∈ H.
Portanto, TiSi
i∈I→ TS fortemente.

Proposic¸a˜o 5.1.12. Suponha que {fi : X → Xi/i ∈ I} e´
uma famı´lia de func¸o˜es, onde Xi e´ um espac¸o topolo´gico para
cada i ∈ I. Uma func¸a˜o g : Y → X, onde Y e´ um espac¸o
topolo´gico, e´ cont´ınua com relac¸a˜o a` topologia inicial de X
se e so´ se fi ◦ g e´ cont´ınua para cada i ∈ I.
Demonstrac¸a˜o: (⇒) : Supondo g cont´ınua, temos que
fi ◦ g e´ cont´ınua para cada i ∈ I pois cada fi e´ cont´ınua.
(⇐) : Vamos provar que g e´ cont´ınua. Seja A ⊆ X
aberto e arbitra´rio. Sabemos que A = ∪λ∈∆Bλ, onde cada
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Bλ e´ da forma Bλ = ∩r∈Fλf−1iλr (A
λ
r ) sendo que A
λ
r e´ aberto
em Xiλr e Fλ e´ um conjunto finito. Note que
g−1(A) = g−1(∪λ∈∆Bλ) = ∪λ∈∆g−1(Bλ).
Afirmac¸a˜o: g−1(Bλ) e´ aberto
De fato, note que
g−1(Bλ) = g−1(∩r∈Fλf−1iλr (A
λ
r )) = ∩r∈Fλg−1f−1iλr (A
λ
r ) =
= ∩r∈Fλ(fiλr g)−1(Aλr )
e´ aberto, pois fiλr g e´ cont´ınua.
Pela afirmac¸a˜o acima, temos que cada g−1(Bλ) e´ aberto,
donde g−1(A) e´ aberto. Como A e´ arbitra´rio, segue que g e´
cont´ınua.
Proposic¸a˜o 5.1.13. Se X e Y sa˜o espac¸os de Haudorff com-
pactos e φ : C(X) → C(Y ) um *-homomorfismo, enta˜o ex-
iste uma func¸a˜o h : Y → X cont´ınua tal que φ(f) = f ◦ h.
Demonstrac¸a˜o: Sabemos que exite uma bijec¸a˜o entre Y
e Ĉ(Y ). Logo, cada homomorfismo complexo em Ĉ(Y ) e´ da
forma δy(f) = f(y) para y ∈ Y . Seja y ∈ Y e o homomor-
fismo complexo δy ∈ Ĉ(Y ). Defina δy ◦ φ = γ : C(X) → C.
Obviamente que γ e´ um homomorfismo complexo em Ĉ(X).
Como existe uma bijec¸a˜o entre X e Ĉ(X), enta˜o existe um
u´nico x ∈ X que corresponde a γ, de modo que γ(f) = f(x).
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Observamos que para y ∈ Y , que fixamos acima, existe um
u´nico x ∈ X. Como y foi escolhido arbitrariamente, pode-
mos definir uma func¸a˜o h : Y → X. Note que γ(f) = f(x) =
f(h(y)) = f ◦ h(y) e que γ(f) = δy(φ(f)) = φ(f)(y) ∀y ∈ Y .
Logo, φ(f) = f ◦ h.
Como φ(f) e´ cont´ınuo (ver Lema 3.4.2 em [5]) e f e´ cont´ınua,
enta˜o pela Proposic¸a˜o 5.1.12 h e´ cont´ınua.

Proposic¸a˜o 5.1.14. Se A e B sa˜o C∗-a´lgebras, ambas com
unidade, e φ : A→ B um *-homomorfismo injetor, enta˜o φ
e´ isome´trico.
Demonstrac¸a˜o: Sejam A e B C∗-a´lgebras, ambas com
unidade, e φ : A→ B um *-homomorfismo injetor.
CASO PARTICULAR: Suponha que A e B sa˜o comuta-
tivas
Pelo Teorema 3.3.6 em [5], existem *-isomorfismos
isome´tricos ΓA : A → C(Â) e ΓB : B → C(B̂) e Â, B̂
compactos. Temos que C(Â)
Γ−1A−→ A φ−→ B ΓB−→ C(B̂).
Defina ϕ : C(Â) −→ C(B̂), dado por ϕ = ΓB ◦ φ ◦ Γ−1A .
Obviamente que ϕ e´ um *-homomorfismo injetor. Pela
Proposic¸a˜o 5.1.13, existe uma func¸a˜o cont´ınua h : B̂ −→ Â
tal que ϕ(f) = f ◦ h.
Afirmac¸a˜o: Im(h) = Â
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Suponha que Im(h) ( Â. Como Im(h) e´ compacta, pois B̂
e´ compacto e h e´ cont´ınua, e Â e´ compacto, pelo lema de
Urysohn, ∃x0 ∈ (Â−Im(h)) e ∃f ∈ C(Â) tal que f|Im(h) = 0
e f(x0) = 1. Sendo ϕ injetor, enta˜o Ker(ϕ) = {0}.
Logo, ϕ(f) = 0 implica em f = 0, contrariando o fato de
f(x0) = 1. Portanto, Im(h) = Â.
Afirmac¸a˜o: ϕ e´ uma isometria
De fato, note que
‖ϕ(f)‖ = ‖f ◦ h‖ = sup
y∈B̂
|f(h(y))| Im(h)=Â= sup
x∈Â
|f(x)| = ‖f‖ .
Como ϕ = ΓB ◦ φ ◦ Γ−1A ⇒ Γ−1B ◦ ϕ ◦ ΓA = φ, conclui-se que
φ e´ isome´trico quando A e B comutam.
CASO GERAL: Seja a ∈ A. Como a∗a ∈ A e
φ(a∗a) sa˜o elementos normais enta˜o temos as C∗-a´lgebras
comutativas C∗({1A, a∗a}) e C∗({1B, φ(a∗a)}). Obvia-
mente que C∗({1A, a∗a}) ⊆ A, C∗({1B, φ(a∗a)}) ⊆ B e
φ(C∗({1A, a∗a})) ⊆ C∗({1B, φ(a∗a)}). Pelo CASO PARTIC-
ULAR, φ|C∗({1A,a∗a}) e´ um *-homomorfismo isome´trico, enta˜o
‖φ(a∗a)‖ = ‖a∗a‖ C∗= ‖a‖2
e
‖φ(a∗a)‖ = ‖φ(a∗)φ(a)‖ = ‖φ(a)∗φ(a)‖ C∗= ‖φ(a)‖2 .
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Logo, ‖a‖2 = ‖φ(a)‖2 e com isso podemos concluir que φ e´
isome´trico.

Teorema 5.1.15. A bola unita´ria
BL(H)[0, 1] = {T ∈ L(H) : ‖T‖ ≤ 1}
e´ compacta na topologia operador-fraco.
Demonstrac¸a˜o: Ver demonstrac¸a˜o do Teorema 5.1.3 em
[6].

Teorema 5.1.16. (Teorema da Densidade de Kaplansky) Se
M⊆ L(H) e´ uma sub-*-a´lgebra enta˜o
BM[0, 1]
TOF
= BMTOF [0, 1].
Demonstrac¸a˜o: Ver demonstrac¸a˜o do Teorema 5.3.5 em
[6].

Proposic¸a˜o 5.1.17. Se A,B sa˜o a´lgebras e φ : A→ B um
homomorfismo sobrejetor, enta˜o φ(Z(A)) = Z(B).
Demonstrac¸a˜o: Sejam A,B a´lgebras e considere φ :
A → B um homomorfismo sobrejetor. Vamos provar que
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φ(Z(A)) = Z(B).
” ⊆ ” : Seja a′ ∈ Z(A). Enta˜o para cada a ∈ A a′a = aa′.
Sendo φ sobrejetor, para cada b ∈ Z(B) existe a ∈ A tal que
b = φ(a). Enta˜o
φ(a′)b = φ(a′)φ(a) = φ(a′a) = φ(aa′) = φ(a)φ(a′) = bφ(a′)
para cada b ∈ B. Logo, φ(a′) ∈ Z(B). Como a′ e´ arbitra´rio,
segue que φ(Z(A)) ⊆ Z(B).
” ⊇ ” : Seja b′ ∈ Z(B). Sendo φ sobrejetor, existe
a′ ∈ A tal que φ(a′) = b′. Enta˜o para cada a ∈ Z(A) ,
b′φ(a) = φ(a′)φ(a) = φ(a′a) = φ(aa′) = φ(a)φ(a′) = φ(a)b′.
Logo, b′ ∈ φ(Z(A)). Como b′ e´ arbitra´rio, segue que Z(B) ⊆
φ(Z(A)).
Portanto, φ(Z(A)) = Z(B).
132
Refereˆncias
[1] KREYSZIG, E. Introductory functional analysis with ap-
plications. New York: J. Wiley, 1989. 688p. (Wiley clas-
sics library ) ISBN 0471504599.
[2] LIMA, E. L. Curso de Analise. 11. ed. Rio de Janeiro:
IMPA, 2006- v1. (Projeto Euclides ) ISBN: 8524401184.
[3] RUDIN, W. Functional Analysis. New Delhi: Tata
McGraw-Hill, c1973. 397p. ISBN: 0070542368.
[4] RUDIN, W. Real and Complex Analysis. New York:
McGraw-Hill, c1966. 412p. ISBN: 0070542341.
[5] SUNDER, V. S. Functional Analysis: Spectral The-
ory. Basel:Birkhauser, 1998. 241p. (Birkhauser Advanced
texts). ISBN: 3764358920.
[6] KADISON, Richard V.; RINGROSE, John R. Funda-
mentals of the theory of operator algebras: Elementary
Theory. New York: Academic Press, 1983. v.I. (Pure and
applied mathematics). ISBN: 0123933013.
[7] KADISON, Richard V.; RINGROSE, John R. Funda-
mentals of the theory of operator algebras: Advanced The-
ory. Providence: American Mathematical Society, 1997.
v.II. (Graduate studies in mathematics, v.16). ISBN:
0821808206.
[8] FELL, J. M. G.; DORAN, Robert S. Representa-
tions of *-algebras, locally compact groups, and Ba-
133
nach *-algebraic bundles: Basic Representation The-
ory of Groups and Algebras. Boston: Academic Press,
1998. v.I. (Pure and applied mathematics, v.125). ISBN:
0122527224.
[9] BARCHINSKI, SPILLERE. O teorema espectral para
operadores normais. 56 p. Dissertac¸a˜o (Mestrado em
Matema´tica e Computac¸a˜o Cient´ıfica) – Universidade
Federal de Santa Catarina, Santa Catarina, 2009.
[10] EXEL, R. von Neumann e a teoria de a´lgebras de oper-
adores. Estudos Avanc¸ados, v.26, p. 211-225, 1996.
