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Abstract
Based on a criterion due to Kneser, we present new results for the degree of field extensions
generated by finitely many radicals. We also improve an algorithm given by Zippel for computing a
basis for such an extension field. This algorithm may be effectively used by computer algebra systems
to normalize expressions involving radicals. © 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction
Let k be a field of characteristic 0, B = {β1, . . . , βs} be a set of s elements of k and
n be a positive integer. We consider a set A = {α1, . . . , αs } of elements of an algebraic
closure k¯ of k such that αni = βi . The problem that we address in this paper is the efficient
computation of a basis for K = k(A) = k(α1, . . . , αs) over k.
Computer algebra systems such as Maple or Mathematica often express solutions
to mathematical problems with algebraic numbers and functions defined by radicals.
In order to properly compute with these expressions, we believe that it is essential
to build a basis for the field generated by the radicals. For, a basis yields immediate
zero recognition—that is, normalization—and more intelligible expressions. Moreover,
classical algorithms such as the Kronecker–Trager algorithm for the factorization of
polynomials over algebraic extensions (Trager, 1976) require the knowledge of a basis
for the coefficient field.
A basis for K/k can obviously be determined provided that there is an algorithm for
factoring polynomials over finite algebraic extensions of k: factor xn1−β1 over k and choose
the minimal polynomial p1(x1) of α1 over k amongst the irreducible factors of xn1 − β1.
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Then, set k1 = k[x1]/(p1), replace k by k1, β1 by β2 and repeat the process. We eventually
obtain a field:
k[x1, x2, . . . , xs]/ (p1(x1), p2(x1, x2), . . . , ps(x1, . . . , xs))
which is isomorphic to K . In the sequel, this algorithm will be referred to as the “brute-
force algorithm”. Factorization algorithms are implemented in many computer algebra
systems when k is an algebraic number field or an algebraic function field defined over
an algebraic number field. Therefore, the brute-force method can readily be implemented.
We present a more efficient method based on extensions of a theorem by Kummer which
seem to be interesting in their own right.
Let us introduce some notations:
k∗ is the multiplicative group of non-zero elements of k,
Ak∗ is the multiplicative group generated by the elements of k∗ and A,
Bk∗n is the multiplicative group generated by the nth powers
of the elements of k∗ and the elements of B ,
ζm denotes a primitive mth root of unity. We assume that the equality
ζ dmd = ζm holds for all positive integers d and m,
Ωl is the group of nth roots of unity contained in Al∗,
φ is Euler’s function,
〈x, y, . . .〉 is the multiplicative group generated by the elements (or subsets)
x , y, . . . of k¯.
Zippel (1985) proposed an algorithm based on the following theorem of Kummer—see
Lang (2002) for an elementary proof.
Theorem 1.1 (Kummer). Assume that k contains ζn. Then the Galois group of the
extension K/k is isomorphic to the group Bk∗n/k∗n . In particular:
[K : k] = (Bk∗n : k∗n).
If k contains ζn , then Bk∗n/k∗n is isomorphic to Ak∗/k∗ and a set S of representatives
for Ak∗/k∗ forms a basis for K over k. The elements of S generate the vector space
K over k since power products of elements of A do and Kummer’s theorem yields
linear independence. Zippel gave an algorithm for constructing S. Unfortunately, Zippel’s
algorithm requires the addition of nth roots of unity to the ground field. Therefore, it
actually computes a basis of k(ζn, A)/k(ζn) instead of a basis of k(A)/k. Other related
works are quoted in Zippel’s paper and Smedley (1990).
Adding roots of unity to the ground field can dramatically increase the computation time
and Zippel’s algorithm is not optimal with this respect. We shall show how to alleviate this
problem.
There have been numerous results along the lines of Kummer’s work by Hasse, Siegel,
Mordell and others. Several of these theorems are compiled in Schinzel’s book (Schinzel,
1982)—see also Schinzel (2000). As noted by Schinzel, they are all encompassed by a
remarkable result of Kneser (1975):
Theorem 1.2 (Kneser). The equality [K : k] = (Ak∗ : k∗) holds if and only if the two
following conditions are satisfied:
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(i) for all prime p, ζp ∈ Ak∗ ζp ∈ k∗,
(ii) 1 + ζ4 ∈ Ak∗ ζ4 ∈ k∗.
Several interesting results derive from this theorem—see for instance Schinzel (1975),
Gay and Ve´lez (1981) and Albu and Nicolae (1995). In particular, if the two conditions
of the theorem are satisfied, then a set of representatives for Ak∗/k∗ gives again a basis for
the extension K/k—see Proposition 2.4 of Albu and Nicolae (1995).
In this paper we also build on Kneser’s work to relate [K : k], (Bk∗n : k∗n) and
[k(Ωk) : k] when n is a prime power. While the case of odd prime powers is readily
treated, it turns out that powers of 2 offer some resistance. The main mathematical results
of the paper—Theorems 2.3 and 2.4 and Lemma 2.9—are collected in Section 2. These
results will allow us to avoid unnecessary extensions by roots of unity.
Section 3 is devoted to the description of algorithmic methods based on Section 2. We
shall show that algorithms for prime powers combine nicely to give an algorithm for
composite n. Our method computes a basis for K/k using only factorization over fields
included in k(Ωk).
We assume that there exist algorithms for answering the following questions:
Branch choice problem: Given a radical α = n√β with β ∈ k, and a factorization
xn − β = P1(x) . . . Pm(x) (1.1)
of the polynomial xn − β, decide which of the Pi ’s is the actual minimum polynomial for
α over k. In order to make a branch choice, we need some analytical information about α.
If α is a number, then reliable numerical methods such as interval arithmetic may be used
to make a decision. Note that we do not have to prove that a number is zero but only to
show that the wrong factors evaluated at α cannot be zero. If α is an algebraic function,
an evaluation point and the value of α at this point uniquely determines the branch we are
interested in.
Perfect nth power problem: Given an element β of k, decide whether there exists γ in k
such that γ n = β and compute γ . It is clear that this problem reduces to the factorization
of xn − β and to the branch choice problem. If β is a number or an algebraic function, the
classical algorithms (Lenstra, 1982; Trager, 1976) apply. Since we are only interested in
linear factors of xn − β, several optimizations of these algorithms are possible.
We do not address these two sub-problems in a more detailed form and we do not
consider the question of denesting radicals—see Landau (1992), Borodin et al. (1985) or
Blo¨mer (2000) for recent improvements and other references.
2. Theoretical foundations
2.1. Preliminary results
For the convenience of the reader, we recall a few classical results:
Theorem 2.1. Let F be a field, F1 be a finite extension of F and F2 a finite Galois
extension of F. Then F1 F2 is Galois over F1. Moreover, the Galois group of the extension
(F1 F2)/F1 is isomorphic to the Galois group of the extension F2/(F1 ∩ F2).
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Proof. See Lang (2002). 
In the next proposition, we use the following notations:
Q is the field of rational numbers,
p is a prime number,
e,m are positive integers,
a is a primitive root mod p,
ω denotes the number a pe−1 .
Proposition 2.1.
(i) [Q(ζn) : Q] = φ(n).
(ii) Q(ζn, ζm) = Q(ζlcm(m,n)).
(iii) If p is odd, then the Galois group G of the extension Q(ζpe)/Q is isomorphic to the
direct product of a cyclic group G p of order p− 1 and of a cyclic group Hp of order
pe−1. The group G p is generated by the automorphism σ defined by σ(ζpe) = ζωpe .
The group Hp is generated by the automorphism τ defined by τ (ζpe) = ζ (1+p)pe . For
each divisor m of φ(pe), there exists a unique subgroup of G of order m.
Proof. See Hasse (1980), for instance. 
The proofs of the following lemmas are left to the reader. We shall make use of the first
one without any explicit reference.
Lemma 2.1. [k(ζn) : k] divides φ(n).
Lemma 2.2. If m = [k(ζpe) : k] divides p − 1, then the Galois group of the extension
k(ζpe)/k is generated by the automorphism σm defined by:
σm(ζpe) = ζω(p−1)/mpe .
Lemma 2.3. Let l be any finite extension of k. Elevation to the power n induces an exact
sequence:
1 Ωl l∗/ l∗ Al∗/ l∗ Bl∗n/ l∗n 1.
In particular,
(Al∗ : l∗) = (Bl∗n : l∗n)(Ωl l∗ : l∗).
Lemma 2.4. Let p be a prime number. If ζp ∈ Ak∗, then ζp ∈ k∗ p | n.
Lemma 2.5. If 1 + ζ4 ∈ Ak∗, then ζ4 ∈ k∗ 4 | n.
As an application, we close the section by pointing out an important case:
Theorem 2.2. If k is a subfield of the field of real numbers and the αi ’s are real numbers
then:
[K : k] = (Bk∗n : k∗n).
Proof. Immediate consequence of Kneser’s theorem and Lemma 2.3. 
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2.2. Power of an odd prime
In this part of the paper, p denotes an odd prime and we assume that n = p f , where f
is a positive integer. We define l = k(ζp) if ζp ∈ Ak∗ and l = k otherwise. Let β be an
element of the multiplicative group generated by the elements of B . We denote by β¯ the
class of β in Bl∗n/ l∗n and β˜ the class of β in Bk∗n/k∗n . Consider the morphism:
Ψ : Bk∗n/k∗n Bl∗n/ l∗n (2.1)
β˜ → β¯.
Proposition 2.2. Ψ is an isomorphism. In particular, (Bl∗n : l∗n) = (Bk∗n : k∗n).
Proof. Assume that l = k. The set {β¯ | β ∈ B} is a set of generators for Bl∗n/ l∗n , so Ψ
is surjective. We are left to prove that Ψ is injective. If β˜ is an element of the kernel, then
there exists an element γ in l∗ such that β = γ n . Let σ denote a generator of the Galois
group of l/k. We have σ(γ n) = γ n = σ(γ )n so that σ(γ ) = ζ inγ for some integer i . If
i ≡ 0 mod p f , then γ ∈ k, β¯ = 1 and we are done. Otherwise, there exists an integer j ,
co-prime to p and a positive integer e ≤ f such that:
ζ in = ζ jpe .
Since l/k is Galois, ζ in is in l and so is ζpe . Therefore, l = k(ζpe). The integer m = [l : k]
divides φ(p) = p − 1, so that, by Lemma 2.2, we can assume that σ = σm . If t is a
non-negative integer, then we have:
σm(ζ
t
peγ ) = ζ tω
(p−1)/m+ j
pe γ.
Now, if we choose t such that:
tω(p−1)/m + j ≡ t mod pe (2.2)
then γ1 = ζ tpeγ is an element of k which satisfies γ n1 = β. Hence, β¯ = 1 and the proof is
complete. It remains to prove that Eq. (2.2) is always solvable. By Fermat’s little theorem,
ω(p−1)/m − 1 = a pe−1(p−1)/m − 1 ≡ a(p−1)/m − 1 mod p.
Since a is a primitive root modulo p, a(p−1)/m ≡ 1 mod p. Thus, ω(p−1)/m − 1 is prime
to p and Eq. (2.2) always has a solution. 
Proposition 2.3. l(Ωl) = k(Ωk).
Proof. Assume that l = k. Then, ζp is in Ωk and l(Ωl ) = k(Ωl). Let ζ be an element of
Ωl . By definition, there exists α ∈ A and c ∈ l such that ζ = αc. Taking the nth power
in this equality yields 1 = βcn with β ∈ B . Proposition 2.2 shows that there exists an
element d ∈ k such that β = 1/cn = 1/dn . Hence, c = ζ jn d for an appropriate integer j
and it is clear that ζ jn belongs to l. Therefore, we have ζ = (αd)ζ jn . But (αd) ∈ Ωk and
ζ
j
n ∈ l = k(ζp) ⊂ k(Ωk). We conclude that ζ ∈ k(Ωk) and the proof is complete. 
Our algorithmic treatment of odd prime powers is based on the next theorem—cf.
Theorem 1.1:
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Theorem 2.3. Let p be an odd prime, f be a positive integer and suppose that n = p f .
Then,
[K : k] = (Bk∗n : k∗n)[k(Ωk) : k].
Proof. The following equalities are trivial:
[K : k] = [l(A) : k] = [l(A) : l][l : k].
By Lemmas 2.4 and 2.5, the conditions of Kneser’s theorem are satisfied for the extension
l(A)/ l and we obtain:
[K : k] = (Al∗ : l∗)[l : k].
Lemma 2.3 implies:
[K : k] = (Bl∗n : l∗n)(Ωl l∗ : l∗)[l : k].
Now, applying again Kneser’s theorem to the extension l(Ωl )/ l, one gets:
[K : k] = (Bl∗n : l∗n)[l(Ωl) : l][l : k].
The theorem follows from Propositions 2.2 and 2.3. 
2.3. Powers of 2
We now consider the case n = 2 f . It turns out that extra complications occur and we
shall need to prove a generalization of a lemma by Schinzel. For any positive integer u, we
define ξu = ζ2u + ζ−12u . Let t be the largest integer such that ξt ∈ k and t = ∞ if no such
integer exists. In this section, we denote by l the field k(ζ4). Following Schinzel (1977),
we set:
a =


−1 if t > f,
(ξt + 2)2 f−1 = ξ2 ft+1 if t < f,
−(ξt + 2)2 f −1 = −ξ2 ft+1 if t = f.
Finally, we define the surjective morphism Ψ as in Eq. (2.1). Then, Proposition 2.2 is
replaced by:
Proposition 2.4. If a ∈ Bk∗n, then Ψ is an isomorphism. Otherwise, the kernel of Ψ is
〈k∗n, ak∗n〉.
Proof. By Lemma 2 of Schinzel (1977), the kernel of Ψ is trivial or generated by a. 
The order of the element a modulo k∗n is readily determined:
Proposition 2.5. Assume that ζ4 ∈ k and n = 2 f > 2. Then:
(i) −1 has order 2 modulo k∗n,
(ii) −(ξt + 2)2 f−1 has order 2 modulo k∗n(t = ∞),
(iii) the order of (ξt + 2)2 f −1 is 1 or 2 modulo k∗n(t = ∞).
Proof. Immediate. 
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Remark. The order of (ξt + 2)2 f−1 can actually take the values 1 and 2, as shown by the
following examples: we choose k = Q(√−2) and A = { 8√−4}—we consider principal
branches in this example—so that t = 2, f = 3 and B = {−4}. It is clear that ζ4 ∈ k. We
have (ξ2 + 2)4 = 16 ∈ Ak∗ but 16 = (
√−2)8 so we also have (ξ2 + 2)4 ∈ k∗n . If we
change the ground field and take k = Q, then (ξ2 + 2)4 has order 2 modulo k∗n . 
We shall need the following technical lemmas:
Lemma 2.6. ζ2t ∈ l = k(ζ4).
Proof. We define:
α = ζ 1−2t−22t + ζ−1+2
t−2
2t .
One can easily check that the following equality holds:
2ζ2t = ξt + ζ4α. (2.3)
Since Q(ξt ) is Galois over Q and α is a conjugate of ξt over Q, α can be expressed in
terms of ξt . Therefore, ζ2t belongs to k(ζ4, ξt ) = k(ζ4). 
Lemma 2.7. Suppose that t = ∞. For any positive integer u ≥ t , ξu+1 ∈ k(ξu).
Proof. We proceed by induction on u: If u = t , then the assertion is a trivial consequence
of the definition of t . Let us assume that u > t and that ξu is not in k(ξu−1). If ξu+1 is in
k(ξu), then we have:√
2 + ξu = a + bξu,
where a, b ∈ k(ξu−1). By squaring this equation and using the induction hypothesis, we
obtain the system of equations:{
2 = a2 + b2(2 + ξu−1)
1 = 2ab.
Solving for a2, one finds that:
a2 = 1 ± 12
√
2 − ξu−1.
Hence, we must have
√
2 − ξu−1 ∈ k(ξu−1). As in the proof of (2.3), one can check that:√
2 − ξu−1 = ±(ζ 1+2n−22n + ζ−1−2
n−2
2n ).
Since the latter quantity is a conjugate of ξu over Qand Q(ξu)/Q is Galois, ξu is expressible
in terms of
√
2 − ξu−1 and we must have ξu ∈ k(ξu−1). This assertion contradicts the
induction hypothesis and we conclude that ξu+1 ∈ k(ξu). 
If u and v are positive integers (u ≥ v), we denote by Nu,v the relative norm from k(ξu)
to k(ξv). In particular, if t = ∞, then Nu,t is the norm from k(ξu) to k.
Lemma 2.8. Assume that t = ∞. Then:
(i) Nu,t (ξu) = −(2 + ξt ) if u = t + 1,
(ii) Nu,t (ξu) = 2 − ξt if u > t + 1.
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Proof. By Lemma 2.7, ξt+1 ∈ k. The conjugate of ξt+1 over k is −ξt+1 and the first
assertion follows. Let u be an integer satisfying u > t + 1. By the transitivity of the norm,
we have:
Nu,t (ξu) = Nu−1,t (Nu,u−1(ξu)).
Repeating the preceding arguments, we find:
Nu,t (ξu) = Nu−1,t (−(2 + ξu−1))
= Nu−2,t (Nu−1,u−2(−(2 + ξu−1)))
= Nu−2,t (2 − ξu−2)
= · · ·
= Nt+1,t (2 − ξt+1) = 2 − ξt . 
Finally, we obtain an extension of Schinzel (1977, Lemma 3):
Lemma 2.9. Suppose that ζ4 ∈ k and t = ∞. Let s be an integer such that s > t + 1.
Then ζ2s ∈ k(ζ2s−1).
Proof. We put k1 = k(ξs−1). By Lemma 2.7, ξs does not belong to k1. Let m be the largest
integer such that ζ2m belongs to k1(ζ4) = k(ζ2s−1). In virtue of Schinzel (1977, Lemma 3),
only two situations can occur: either m = s − 1, ζ2s ∈ k1(ζ4) and we are done, or m = s
and ζ4ξs = d ∈ k1. In the latter case, we have k(ξs) = k(ζ2s ). We now take norms and use
Lemma 2.8:
Ns,t (ζ4ξs) = Ns,t (ζ4)Ns,t (ξs) = 2 − ξt .
On the other hand, since d ∈ k1 and ξs ∈ k(ξs−1), we have:
Ns,t (d) = Ns−1,t (Ns,s−1(d)) = Ns−1,t (d2) = d21
for some d1 in k. If
√
2 − ξt = ±d1 is in k, we must have ξt+1 in k—see proof of
Lemma 2.7. The result follows from this contradiction. 
The equality of Proposition 2.3 does not always hold anymore and we must consider
several cases. Proposition 2.3 is therefore replaced by the next four propositions:
Proposition 2.6. Assume that ζ4 ∈ Ωk . If a ∈ Bk∗n then l(Ωl) = k(Ωk).
Proof. Similar to Proposition 2.3. 
Proposition 2.7. If t > f and a = −1 ∈ Bk∗n then 1 + ζ4 ∈ Ak∗, ζ2n ∈ k(Ωk) and
l(Ωl ) = k(Ωk).
Proof. If t > f , then n > 2. Since
−1 =
(
1 + ζ4
ξ3
)4
∈ Bk∗n
and ξ3 ∈ k, we also have (1 + ζ4) ∈ Ak∗ and ζ4 ∈ Ak∗. Hence, ζ4 ∈ k(Ωk) and by
Lemma 2.6, ζ2t belongs to k(Ωk). Moreover, t > f implies that ζ2n ∈ k(Ωk). Finally, the
group Ωl , which contains only nth roots of unity, must be included in k(Ωk). 
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Proposition 2.8. If f = t and a = −ξnt+1 ∈ Bk∗n, then 1 + ζ4 ∈ Ak∗, k(Ωk) = k(ζ2t )
and l(Ωl ) = k(Ωk).
Proof. First of all, we treat the case f = t = 2. Since a = −4 ∈ Bk∗n , 1 + ζ4 belongs
to Ak∗. Consequently, ζ4 ∈ Ωk and l(Ωl ) = k(Ωk) = k(ζ4). Now, consider the case
t = f > 2. We have:
a =
(
1 + ζ4
ξ3
)4
(2 + ξt )n/2.
Since f > 2, we can extract the fourth root of the right-hand side. Therefore, there exists
an integer j such that:
ζ
j
4
(
1 + ζ4
ξ3
)
(2 + ξt )n/8
is an element of Ak∗. But ξ3 and (2 + ξt ) are in k because t = f > 2: we conclude
that 1 + ζ4 ∈ Ak∗. Therefore, ζ4 ∈ Ωk and ζn = ζ2t ∈ k(Ωk). Again, we must have
l(Ωl ) = k(Ωk). 
Proposition 2.9. If t < f and a = ξnt+1 ∈ Bk∗n, then:
(i) If a has order 1 modulo k∗n and ζ4 ∈ Ωk , then l(Ωl) = k(Ωk).
(ii) If a has order 2 modulo k∗n and 1+ζ2t ∈ Ak∗, then 1+ζ4 ∈ Ak∗ and l(Ωl) = k(Ωk).
(iii) If a has order 2 modulo k∗n, ζ4 ∈ Ωk and 1 + ζ2t ∈ Ak∗, then [l(Ωl) : k(Ωk)] = 2.
Proof.
(i) If a has order 1, the argument of the proof of Proposition 2.6 applies.
(ii) If t = 2, it is clear that 1+ζ4 ∈ Ak∗. Notice that (1+ζ2t )2 = ζ2t (2+ξt ) ∈ Ak∗. Since
2+ ξt ∈ k, we have ζ2t ∈ Ak∗. Therefore, if t ≥ 3 then ζ8 = (1+ ζ4)/ξ3 ∈ Ak∗ and
1+ ζ4 is in Ak∗. Let ζ denote an nth root of unity in Ωl such that ζ = αc with α ∈ A
and c ∈ l. By Proposition 2.4, two cases may occur: either αncn = βcn ∈ k∗n
and the argument used in Propositions 2.3 and 2.6 shows that ζ ∈ k(Ωk) or
αncn = βcn ∈ ak∗n and there exists an integer j and an element d of k such that:
c = ζ
j
n d
ξt+1
= ζ
j
n ζ2t+1d
1 + ζ2t .
Since ζ2t , c and d are in l, ζ
j
n ζ2t+1 is in l and therefore in k(Ωk). On the other hand,
our hypothesis implies that the nth root of unity αd/(1+ ζ2t ) belongs to Ak∗. From:
ζ = αd
1 + ζ2t ζ
j
n ζ2t+1, (2.4)
we conclude that ζ ∈ k(Ωk) = l(Ωk), so that k(Ωk) = l(Ωl).
(iii) Proceeding as in the previous case, we also obtain a relation of the form (2.4) with
ζ
j
n ζ2t+1 in l. Squaring the latter expression proves that ζ
2 j
n ∈ l. Notice that we have:
ζ 2 = α
2d2
2 + ξt ζ
2 j
n .
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Consequently, ζ 2 ∈ k(Ωk) and [l(Ωl) : k(Ωk)] ≤ 2. Since a ∈ Bk∗n, there exists an
integer s and an odd integer i such that:
ξt+1 = ζ−12t+1(1 + ζ2t ) = ζ i2sαd (2.5)
for some α ∈ A and d ∈ k. We split the problem into three parts: firstly, we
assume that s > t + 1. Then, ζ2s cannot be in Ωk , otherwise 1 + ζ2t would be in
Ak∗. On the other hand, squaring relation (2.5) shows that ζ2s−1 is in Ωk : we must
have Ωk = 〈ζ2s−1〉. By Lemma 2.9, ζ2s cannot belong to k(Ωk). But the second
equality in (2.5) shows that ζ2s is an element of Ωl . Therefore, we must have:
[l(Ωl ) : k(Ωk)] = 2.
Secondly, consider the case s = t+1. As previously, squaring relation (2.5), one sees
that ζ2s−1 = ζ2t is inΩk . Relation (2.5) also yields 1+ζ2t = ζ i12t αd and 1+ζ2t ∈ Ak∗.
The latter inclusion contradicts the hypothesis and we exclude this case.
Then, assume that s < t + 1. This time, relation (2.5) proves that ζ2t+1 cannot
be in Ωk and we conclude that k(Ωk) = k(ζ4). However, ζ2t+1 belongs to Ωl . If
ζ2t+1 is in k(Ωk), Lemma 3 of Schinzel (1977) shows that ζ4ξt+1 belongs to k. But
then, a would have order 1 modulo k∗n . Therefore, ζ2t+1 is not in k(Ωk), and again,
[l(Ωl ) : k(Ωk)] = 2. 
The following examples show that if ζ4 ∈ k, t < f and 1 + ζ4 ∈ Ak∗, then we can
actually have [l(Ωl) : k(Ωk)] = 1 or [l(Ωl) : k(Ωk)] = 2. In these examples, we consider
the principal branch of the radicals involved. We choose n = 16, k = Q(√2) so that
t = 3 < f = 4, ξt =
√
2 and ξt+1 =
√
2 +√2. The first example is α1 = 16
√−4,
α2 = ζ16ξ4. Since ζ8 = α41/ξ3, we have k(ζ8) ⊂ k(Ωk). It turns out that ζ16 is not
in Ωl , so that Ωk = Ωl . We now replace α2 = ζ16ξ4 by α2 = ξ4. Then we have
ζ16 ∈ Al∗ since ζ16 = ξ4/(1 + ζ−18 ) and ζ8 ∈ l. Again, one can show that Ωk = 〈ζ8〉,
but ζ16 ∈ k(Ωk) = Q(
√
2, ζ4). 
The main result of this section is the next theorem—cf. Theorems 1.1 and 2.3.
Theorem 2.4. If ζ4 ∈ k, f ≥ 2 and one of the two following conditions is satisfied:
(i) t ≥ f and a ∈ Bk∗n,
(ii) t < f , a ∈ Bk∗n, a has order 2 modulo k∗n and 1 + ζ2t ∈ Ak∗,
then:
[K : k] = 1/2(Bk∗n : k∗n)[k(Ωk) : k].
In all other cases:
[K : k] = (Bk∗n : k∗n)[k(Ωk) : k].
Proof. Assume for a moment that ζ4 ∈ k or n = 2 or ζ4 ∈ Ωk—note that the latter
assumption implies 1 + ζ4 ∈ Ak∗. According to Kneser’s theorem and Lemma 2.3:
[K : k] = (Bk∗n : k∗n)(Ωkk∗ : k∗).
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If ζ4 ∈ k, then we can apply Kneser’s theorem to the extension k(Ωk)/k and obtain the
result. If n = 2, then (Ωkk∗ : k∗) = [k(Ωk) : k] = 1. Finally, if 1 + ζ4 ∈ Ak∗ then
1 + ζ4 ∈ Ωkk∗ ⊂ Ak∗ and Kneser’s theorem applies again to k(Ωk)/k.
We now assume that n > 2, ζ4 ∈ Ωk and ζ4 ∈ k. We set l = k(ζ4). Following the proof
of Theorem 2.3, we obtain:
[K : k] = (Bl∗n : l∗n)[l(Ωl) : l][l : k] = (Bl∗n : l∗n)[l(Ωl) : k(Ωk)][k(Ωk) : k].
The theorem is now an immediate consequence of Propositions 2.4–2.9. 
3. Algorithms
In this section, we present algorithmic methods for constructing a basis for K/k. We
have attempted to avoid as far as possible factorization over algebraic extensions of k
and the introduction of spurious roots of unity. Our approach is from Zippel (1985),
but includes improvements relying on results of the first section as well as a different
presentation based on Hermite and Smith normal forms that we prefer for programming
purposes.
In the first part, we consider the so-called regular case. Namely, we assume that we
know in advance that:
[K : k] = (Bk∗n : k∗n)[k(Ωk) : k].
According to the previous section, such a situation occurs when n = p f , with p odd and
prime or p = 2 and ζ4 is in k, or in the real case—see Theorem 2.2, for instance. Following
Caviness and Fateman (1976) and Smedley (1990), we have included an optimization
which allows to skip factorization steps in some cases.
The second part is devoted to powers of 2. Theorem 2.4 shows that this case is not
always regular.
In the last sub-section, we consider composite n.
For the sake of brevity, formal algorithms are not detailed since they can be readily
derived from our description.
3.1. The regular case
We assume that the degree of the extension K/k is:
[K : k] = (Bk∗n : k∗n)[k(Ωk) : k]. (3.1)
We describe two algorithms for computing (Bk∗n : k∗n) which simultaneously provide
a generator for Ωk and a basis for K/k. The second one is a more efficient method for
certain particular cases.
3.1.1. General method
We consider the group Bk∗n/k∗n as a group given by generators, namely the βi ’s, and
relations. We start with the trivial relations βni ≡ 1 and search iteratively for new relations
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of the form:
s∏
i=1
β
ei
i = γ n ≡ 1, γ ∈ k, (3.2)
where the ei ’s are integers satisfying 0 ≤ ei < n and are not all equal to zero. Each
time a relation is found, the new relation is added to the others and a minimal set of
relations is computed. The problem of determining whether an element of k is a perfect nth
power is not addressed in the paper (see the Introduction). The minimal set of relations is
represented by an exponent matrix M in Hermite normal form. More precisely, M = (mi, j )
is an (s, s) matrix of non-negative integers such that:
(i) mi, j = 0 if i > j ,
(ii) mi,i > 0,
(iii) 0 ≤ mi, j < m j, j if i < j .
Each line of the matrix represents a relation:
s∏
j=i
β
mi, j
j = γ ni ≡ 1. (3.3)
The matrix M is initialized to a diagonal matrix containing n’s on the diagonal—the initial
trivial relations. When a new relation (3.2) is found, a (s + 1, s) matrix M ′ is formed
by adding the line (e1, e2, . . . , es) at the bottom of M . A new Hermite normal form is
computed from M ′ using row reductions—see Cohen (1993) for instance—and the last
row (containing only zeros) is deleted. If T = (ti, j ){1≤i≤s+1,1≤ j≤s+1} is the (s + 1, s + 1)
left unimodular transformation matrix corresponding to the Hermite reduction, then the
new value γ ′i of γi is:
γ ′i = γ ti,s+1
s∏
j=1
γ
ti, j
j . (3.4)
The initial values are of course γi = βi . After the set of possible exponent vectors has been
exhausted, we put ri = mi,i and we define:
R =
s∏
i=1
ri .
Then, we obviously have:
Proposition 3.1.
(Bk∗n : k∗n) = R.
For each line i :
β
ri
i = γ ni
s∏
j=i+1
β
−mi, j
j . (3.5)
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Taking nth roots in (3.5) yields:
α
ri
i = ζ nin γi
s∏
j=i+1
α
−mi, j
j (3.6)
for some integer ni . Let ω be an nth root of unity such that:
〈ω〉 = 〈ζ n1n , . . . , ζ nsn 〉.
Proposition 3.2. Let ξ be a generator for the group of nth roots of unity belonging to k.
Then: Ωk = 〈ω, ξ〉.
Proof. The inclusion 〈ω, ξ〉 ⊂ Ωk is trivial. Let ζ be an nth root of unity in Ωk . Using the
relations (3.6), we can write:
ζ = γω j
s∏
i=1
α
ei
i
where γ ∈ k, j is a well chosen integer and 0 ≤ ei < ri . Raising this equality to the nth
power yields:
1 = γ n
s∏
i=1
β
ei
i .
If one of the ei ’s is different from zero, then (Bk∗n : k∗n) must be smaller than R and we
obtain a contradiction with Proposition 3.1. Therefore, the ei ’s are all equal to zero and
ζ = γω j . Since γ is an nth root of unity in k, it must be a power of ξ . 
Next, for 1 ≤ i ≤ s, we define:
Pi (x) = xri − ζ nin γi
s∏
j=i+1
α
−mi, j
j (3.7)
and
Ks+1 = k(Ωk) Ki = k(Ωk , αi , . . . , αs). (3.8)
Proposition 3.3. The polynomial Pi (x) is the minimal polynomial of αi over Ki+1.
Proof. By hypothesis (3.1), Propositions 3.1 and 3.2,
[K : k] = R[k(Ωk) : k] = R[k(ω) : k].
Therefore, none of the Pi ’s splits over Ki+1. 
It remains to compute [k(Ωk) : k]. It is clear that if:
m = n
gcd(n1, . . . , ns)
then we can choose ω = ζm . The degree v of the minimal polynomial of ζm over k can be
computed by mere factorization over k of the mth cyclotomic polynomial.
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Proposition 3.4. The set
{ζ a0m αa11 · · · αass | 0 ≤ a0 < v, 0 ≤ a1 < r1, . . . , 0 ≤ as < rs}
forms a basis for K over k.
Remarks.
(1) It is clear that we only have to search for new relations of the form (3.2) for ei smaller
than the current value of mi,i since any relation with an ei greater than or equal to an
mi,i can be reduced using relations (3.3).
(2) If it has been determined that β is not an nth power in k, then for any integer m prime
to n, βm is not an nth power. For, there exist integers a and b such that am + bn = 1
and βm = γ n βam = β1−bn = γ n β = (γβb)n .
(3) Let cn(d) denote the cost of factoring a degree n polynomial over an algebraic
extension of degree d of k. In the worst case, that is when [K : k] = ns , the cost of
the brute-force algorithm sketched in the introduction is dominated by the cost of the
last step: cn(ns−1). In the same condition, taking into account the preceding remark
and the computation of [k(Ωk) : k] the cost of our algorithm is (ns/φ(s) + 1)cn(1).
Consider the case of a finite algebraic number field k. It is reasonable to assume that
cn(d) = (nd)m for a positive integer m—(Landau, 1985; Lenstra, 1983) for plausible
values of m. Then cn(ns−1) = nms and ns/φ(s)cn(1) = ns+m/φ(s). Provided that
s and m are greater than 1, the exponent s + m is smaller than ms. The larger are m
and s, the greater is the gain that the algorithm achieves.
(4) The problem of deciding which roots of unity actually satisfy (3.6) is an instance of
the branch choice problem mentioned in the introduction and is not addressed in this
paper.
(5) Instead of Hermite normal forms, we could also use Smith normal forms. In that case,
the matrix M is reduced to a diagonal form by applying left and right unimodular
transformations. It means that the generators βi ’s are also modified so as to give
new generators β ′i such that (β ′i )mi,i ∈ k∗n . Hermite normal forms yield a basis
generated by nested radicals while Smith normal forms produce unnested radicals.
Experimentally, radical β ′i ’s obtained using Smith normal form tend to be more
complicated than the βi ’s. We leave the details to the reader.
3.1.2. Independent generators
We shall see in this section, that [K : k] can sometimes be computed without any
factorization of polynomials over k. We shall show that the techniques presented in
Caviness and Fateman (1976) and Smedley (1990) for the case k = Q nicely fit in our
framework.
Let {δi }1≤i≤r be a set of elements of k∗ and denote by mi the order of δi modulo k∗n .
Definition 3.1. The δi ’s are multiplicatively independent modulo k∗n if, for any r -uple of
integers (e1, . . . , er ), we have:
r∏
j=1
δ
e j
j ≡ 1 mod k∗n e j ≡ 0 mod m j 1 ≤ j ≤ r.
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We assume in this section that there exists a set {δi}1≤i≤r of multiplicatively
independent elements of k∗ such that there exist non-negative integers {pi, j }1≤i≤s,1≤ j≤r
satisfying:
βi =
r∏
j=1
δ
pi, j
j . (3.9)
Definition 3.2. We shall say that the δi ’s form a set of independent generators for the βi ’s.
Example. If k = Q, a set of independent generators for the βi ’s can be computed by
factorization of the βi ’s or by mere gcd computations (Caviness and Fateman, 1976). This
technique can also be applied when k is a Euclidean quadratic field with a finite group of
units. 
We now explain how to construct relations of the form (3.2) from (3.9). Let P be the (s, r)
matrix P = (pi, j ). From (3.2), we get:
r∏
j=1
δ
∑s
i=1 pi, j ei
j = γ n . (3.10)
The independence of the δ j ’s gives:
s∑
i=1
pi, j ei ≡ 0 mod m j 1 ≤ j ≤ r. (3.11)
Each of the relation set (3.11) is a vanishing linear combination of the rows of the
(r + s, r) matrix P ′ built by stacking P and the (r, r) diagonal matrix diag(m1, . . . ,mr ).
Reciprocally, a vanishing linear combination of the rows of P ′ yields a relation of type
(3.2). Let Q be the Hermite normal form of P ′ and S be the unimodular (s + r, s + r)
matrix such that
S P ′ = Q.
The matrix Q is made of an (r, r) upper triangular matrix with non-zero elements on the
diagonal and of a (s, r) zero block. The r first rows of Q are obviously independent over
Z . Hence, the s last rows of S generate all the relations of type (3.11) over Z .
More precisely, if S = (si, j )1≤i≤s+r,1≤ j≤s+r , then for r + 1 ≤ i ≤ s + r , each line of
S corresponds to the relation:
s∏
j=1
β
si, j
j =
r∏
j=1
δ
−m j si, j+s
j = γ ni ≡ 1 mod k∗n (3.12)
for some γi in k∗. Therefore, we form the square matrix M = (mi, j )1≤i≤s,1≤ j≤s defined
by mi, j = si, j such that each line of M corresponds to a relation of type (3.5) and we
triangularize the set of generating relations represented by M using a Hermite normal form
or a Smith normal form, just as in the general case. It is now clear that Propositions 3.1–3.3
hold for the resulting matrix.
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3.2. Powers of 2
We assume in this section that n > 2 and ζ4 is not in k, otherwise we are in a regular
case. According to Theorem 2.4, the degree of the extension K/k is (Bk∗n : k∗n)[k(Ωk) :
k] or 1/2(Bk∗n : k∗n)[k(Ωk) : k]. We recall that:
a =


−1 if t > f,
(ξt + 2)2 f−1 = ξ2 ft+1 if t < f,
−(ξt + 2)2 f −1 = −ξ2 ft+1 if t = f.
We assume in the following discussion that a has order 2 modulo k∗n . If a has order
one, we know from Theorem 2.4 that the situation is regular. We still have to search for
relations of the form (3.2), but we also have to look for relations of the form:
s∏
i=1
β
fi
i = aδn ≡ 1, δ ∈ k, (3.13)
where the fi ’s are integers, not all equal to zero. We call such a relation an irregular
relation. As in the regular case, the search for irregular relation reduces to determine
whether an element of k is a perfect nth power in k.
The following properties are immediate:
(1) The element a is in Bk∗n if and only if there exists an irregular relation (3.13).
(2) Once an irregular relation is found, all irregular relations can be determined by
multiplying it by regular relations of type (3.2).
(3) We cannot find a regular relation and an irregular relation for the same exponent
vector since a is supposed to have order 2.
(4) If v is an exponent vector which does not provide an irregular relation, then, for any
odd integer m, mv cannot yield an irregular relation.
Therefore, we just have to search for one irregular relation: upon discovering an irregular
relation we store it and proceed with the computation of (Bk∗n : k∗n). If no such relation
has been found, then a is not in Bk∗n and we are reduced to the regular case. If an irregular
relation (3.13) has been discovered, then we reduce it modulo the relation given by M so
that fi < ri for 1 ≤ i ≤ s. Let v denote the largest integer such that fv = 0. Such an
integer exists since a is supposed to have order 2. Moreover, we must have rv = 2 fv , so
that:
βrv/2v = aδn
s∏
j=v+1
β
− f j
j . (3.14)
We define R, ω, Pi and Ki (1 ≤ i ≤ s) as before —see (3.7) and (3.8). It is clear that:
Proposition 3.5.
(Bk∗n : 〈k∗n, ak∗n〉) = 12 R.
Moreover, since ζ4 ∈ k, a minor modification of the argument in Proposition 3.2 yields:
Proposition 3.6. Ωk = 〈ω,−1〉.
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We split the problem into three different cases:
Case 1. t > f , a = −1.
Extracting n-roots in (3.14) gives:
αrv/2v = ζ nv2n δ
s∏
j=v+1
α
− f j
j (3.15)
for a well chosen odd integer nv (if nv is even, raising (3.15) to the nth power gives a
regular relation). Therefore, we define:
Qv(x) = xrv/2 − ζ nv2n δ
s∏
j=v+1
α
− f j
j .
Proposition 3.7. For i = v, Pi (x) is the minimal polynomial of αi over Ki+1. Moreover,
Qv is the minimal polynomial of αv over Kv+1.
Proof. Proposition 2.7 says that ζ2n ∈ k(Ωk). From the relations (3.6) and (3.15) we get:
[K : k] ≤ 12 R[k(ζ2n) : k] ≤ 12 R[k(Ωk) : k].
Finally, Theorem 2.4 and Proposition 3.5 imply that the Pi ’s (i = v) and Qv are
irreducible. 
Case 2. t = f > 2, a = −ξnt+1.
Proceeding as in the previous case, we obtain this time:
αrv/2v = ζ nv2n ξt+1δ
s∏
j=v+1
α
− f j
j (3.16)
for a well chosen odd integer nv . We define:
Qv(x) = xrv/2 − ζ nv2n ξt+1δ
s∏
j=v+1
α
− f j
j .
Proposition 3.8. For i = v, Pi (x) is the minimal polynomial of αi over Ki+1. Moreover,
the polynomial Qv is the minimal polynomial of αv over Kv+1.
Proof. By Proposition 2.8, k(Ωk)= k(ζ2t ). Since nv must be odd, ζ nv2n ξt+1 = ζ (nv−1)/22t (1+
ζ2t ) is in k(Ωk). The coefficients of Qv are therefore in Kv+1. The proposition now follows
from Theorem 2.4 and the relations (3.6) and (3.16). 
Case 3. t < f , a = ξnt+1.
Taking again the nth root in (3.14), we get:
αrv/2v = ζ nvn ξt+1δ
s∏
j=v+1
α
− f j
j (3.17)
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for a well chosen integer nv . So we put:
Qv(x) = xrv/2 − ζ nvn ξt+1δ
s∏
j=v+1
α
− f j
j .
Let s be the integer such that:
ζ nvn = ζ j2s
for an odd j and set m = max{s, t + 1}.
In the following proposition, we assume that ζ4 is in Ωk , otherwise we are in a regular
case since 1 + ζ4 cannot belong to Ak∗. The condition ζ4 ∈ Ωk can be quickly checked in
virtue of Proposition 3.6.
Proposition 3.9. Assume that ζ4 ∈ Ωk . For i = v, Pi (x) is the minimal polynomial of αi
over Ki+1. If s = t + 1 or ζ2m ∈ Ωk , then the minimal polynomial of αv over Kv+1 is Qv .
Otherwise, the minimal polynomial of αv over Kv+1 is Pv .
Proof. If s = t + 1, then ζ j2s ξt+1 = ζ i2t (1 + ζ2t ) is in Ak∗. Squaring this expression,
one sees that ζ i2t−1ζ2t (2 + ξt ) is in Ak∗. Therefore, ζ2t belongs to Ωk , (1 + ζ2t ) is in
Ak∗ and Theorem 2.4 completes the proof. Suppose that s = t + 1. We can write
ζ
j
2s ξt+1 = ζ i2m (1+ζ2t ) for some odd i . Since this quantity is in Ak∗, the condition ζ2m ∈ Ωk
implies that 1+ζ2t is in Ak∗ and we conclude using Theorem 2.4. Note that the coefficients
of Qv are in Kv+1. Reciprocally, if we are in an irregular case, (1 + ζ2t ) is in Ak∗ by
Theorem 2.4 and ζ2m must be in Ωk . If s = t +1 and ζ2m is not in Ak∗, Theorem 2.4 shows
that all the Pi ’s are irreducible over their coefficient field. 
3.3. Composite exponents
We assume in this section that n is not a power of a prime and that the factorization of
n is:
n =
m∏
i=1
peii
where the ei ’s are positive integers. For 1 ≤ i ≤ m, we define:
ni = npeii
and
Ai = {αni1 , . . . , αnis }.
The proof of the following proposition is straightforward.
Proposition 3.10. k(A) = k(A1, . . . , Am).
The following notations are specific to this section:
Ωi is the group of peii th root of unity contained in Ai k∗,
k0 = k, ki = ki−1(Ai ) for 1 ≤ i ≤ m,
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l0 = k, li = li−1(Ωi ) for 1 ≤ i ≤ m,
hi = li ∩ k(Ai ) for 1 ≤ i ≤ m.
We shall build recursively the fields ki and li , and attempt to keep as low as possible the
degree of the field wherein the computations are performed. We assume in the sequel that
p1 > p2 > · · · > pm .
Proposition 3.11. Provided that p1 > p2 > · · · > pm, for 1 ≤ i ≤ m, we have:
(i) The set of prime factors of [ki−1 : li−1] is included in {p1, . . . , pi−1},
(ii) [ki−1(Ωi ) : li ] = [ki−1 : li−1],
(iii) [ki : ki−1(Ωi )] = [k(Ai) : hi ].
Proof. We begin by proving that (i) implies (ii) and (iii). Since [li , li−1] divides φ(peii )
and p1 > p2 > · · · > pi−1 > pi , no prime factor of [ki−1 : li−1] can divide [li , li−1],
so that ([ki−1 : li−1], [li , li−1]) = 1. Hence, equality (ii) holds. From Theorems 2.3 and
2.4, [k(Ai) : k(Ωi )] is a power of pi and [k(Ai) : hi ] must also be a power of pi . Since
li/k(Ωi ) is Galois, Theorem 2.1 yields [li (Ai ) : li ] = [k(Ai ) : hi ]. But then [li (Ai ) : li ]
and [ki−1(Ωi ) : li ] are relatively prime and (iii) is true. Finally, we prove (i) by induction
on i . If i = 1, ki−1 = li−1 = k and the assertion is trivial. If 2 ≤ i ≤ m, then assume that
assertion (i) is true. We have just shown that:
[ki : li ] = [ki : ki−1(Ωi )][ki−1(Ωi ) : li ] = [k(Ai ) : hi ][ki−1 : li−1].
Since [k(Ai ) : hi ] is a power of pi , the prime factors of [ki : li ] must be in
{p1, . . . , pi−1, pi }. 
We briefly describe the method that we propose. We urge the reader to refer to Fig. 1.
The letters a, b, c and d indicate extensions of the same degree. Assume that bases
for ki−1/ li−1 and li−1/k are known. Using the techniques of the previous sections,
compute bases of k(Ai )/k(Ωi ) and for k(Ωi )/k. Using factorization over li−1—or degree
consideration if it is sufficient, build a basis for li/k. One can then compute hi . Again,
techniques of the previous sections allow to construct a basis for k(Ai)/hi . Finally, a basis
for ki/k is determined by forming products.
In other words, the computation of [ki : k] requires only the computation of the degree
of the extensions represented by dashed lines in Fig. 1. It is clear that this technique is
better than the brute-force algorithm and that it totally avoids the introduction of spurious
roots of unity.
In the case k = Q, one can prove a proposition which allows to skip the construction
of hi :
Proposition 3.12. If k = Q and (p1 p2 . . . pi−1, β1 . . . βs) = 1 then hi = k(Ωi ).
Proof. A general reference for this proof is Narkiewicz (1990). We have hi = (k(Ai ) ∩
li−1) ∪ k(Ωi ). The only primes that ramify in li−1 are the p j ’s for 1 ≤ j ≤ i − 1. On
the other hand, a prime which ramifies in k(Ai ) must divide one of the β j ’s or pi since
disc(xn − a) = (−1)n−1nnan−1. Hence, if (p1 p2 . . . pi−1, β1 . . . βs) = 1, there is no
prime number which ramifies both in k(Ai) and li−1. Since the only unramified extension
of Q is Q, we conclude that (k(Ai) ∩ li−1) = Q and we are done. 
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Fig. 1. Building ki from ki−1.
Note that if ζ j is not in li−1 for some j (1 ≤ j ≤ i − 1), then we can actually skip p j
in the test.
Remarks.
(1) The following example shows that we may have hi = k(Ωi ): assume that A =
{ 6√−1, 6√−3}. Then A1 = { 3
√−1, 3√−3}, A2 = {
√−1,√−3}, l1 = Q(ζ3), l2 =
Q(ζ3, ζ4) and Q(A2) = l2 so that the intersection h2 is larger than Q(Ω2) = Q(ζ4).
A more general obstruction is the famous theorem of Kronecker–Weber: if the field
Q(Ai ) is included in a cyclotomic extension M of Q and if li is large enough to
contain M , then again, hi will be equal to k(Ai ).
(2) Although we cannot avoid adding roots of unity to the ground field, the roots that are
required are elements of K . There is no need to introduce roots of unity which do
not belong to K .
4. Conclusion
We have described a new algorithm for constructing a basis for
K = k( n√β1, . . . , n√βs)
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over k. Unlike previously published algorithms, our method avoids the introduction of
spurious roots of unity and relies on factorization over an extension of k generated by
roots of unity which belong to K . The algorithm is based on theoretical results that extend
a classical theorem of Kummer and are a consequence of Kneser’s criterion. We have
shown that factorization can be avoided to some extent, provided we can determine sets
of independent generators for the βi ’s. The efficiency and correctness of the algorithm
depends heavily on the ability to solve what we called the branch choice problem and the
nth power problem in the Introduction.
Determining a larger class of radicals for which this construction is possible
would extend the practical range of the algorithm. Finally, obtaining results similar to
Theorems 2.3 and 2.4 when n is composite would provide an alternative approach for the
composite case.
As noted by an anonymous referee, Kneser’s criterion also apply to fields of positive
characteristic provided that the extension K/k is separable. Since the extension K/k is
separable if and only if the characteristic of k is prime to the exponent of the group
Ak∗/k∗—see Lemma 4.1 of Albu and Nicolae (1995), the referee suggests that most
results of the paper should remain valid when this condition is satisfied. We have not
pursued this issue further, since most expressions involving radicals that we have met so
far in Computer Algebra Systems occurred in characteristic 0 fields.
An implementation for number fields of the algorithms derived from this work is
available in Maple 7 and subsequent releases (radnormal command, but note that this
command also uses other methods).
An extended version of the paper, including skipped proofs and formal algorithms, can
be obtained from the author.
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