In this note we shall determine the asymptotic behavior as N-»oo of the smallest eigenvalue of the Hankel matrix HN We shall see that for the smallest eigenvalue X# of Hn there is an asymptotic formula of the form where p and a are constants which will be explicitly determined. In the case of the Hilbert matrix (cOT = l/(?ra-|-l)) a partial result was obtained by Todd in [3] . (In certain exceptional cases the exponent § must be replaced by |.) It will be found that <r depends only on the interval [a, b] .
It will be assumed throughout that a+b ^0. This entails no loss of generality since the Hankel matrix corresponding to the distribution function -a( -x) on [ -b, -a] has exactly the same eigenvalues as Hn. Lemma 1. Let P"(x) (ra = 0, 1, • • • ) denote the orthogonal polynomials associated with a(x). Then HNX is similar to the matrix whose m, w entry is which proves the lemma. We shall be concerned now with the asymptotic behavior of am,n as m, w-> 00. This will turn out to be simple enough to enable us to deduce the asymptotic behavior of the largest eigenvalue of (am,n). 
We omit the details.
In view of Lemma 2 we expect that the asymptotic behavior of am,n depends on the maximum of | f (z) | as z runs over the unit circle. The next lemma will describe this maximum. It is convenient at this point to distinguish three cases: Case 1. o>-6/(1+26). Case 2. a = -6/(1+26). Case 3. a< -6/(1+26). Moreover in Case 1 we have g"0) y^O, in Case 2 we have g"iir) =0 but g"0) 5^0, and in Case 3 we have g"id0) 9^0.
The proof of the lemma is completely elementary and need not be reproduced here. Since the asymptotic formula of Lemma 2 holds uniformly for e^d^2w -e, the last integral will satisfy the estimate in the statement of the lemma. To estimate the first integral, denote by R, the rectangle with vertices e±u, l±i tan e. This rectangle contains the arc of the unit circle given by \0\ ^ e. Since the polynomial Pm(z)Pn(z) has only real zeros (Theorem 3.3.1 of [2] ) its maximum absolute value on Rt is attained on the horizontal sides of R,. On these sides we may apply the asymptotic formula of Lemma 2, and so lim sup max | Pm(z)Pn(z) | ««•+») = g'e + 0(e2)). In Cases 1 and 2 the maximum of g(0) occurs at d -rr (and nowhere else) and the result follows from Lemma 3 using standard techniques. In Case 3 the maximum occurs at ±60. Since f0"*>) = W'))*, \Aif)\ = | 4(f) | the conclusion in this case also follows easily from Lemma 3. 
