To detect churners in a vast customer base, as is the case with telephone service providers, companies heavily rely on predictive churn models to remain competitive in a saturated market. In previous work, the expected maximum profit measure for customer churn (EMPC) has been proposed in order to determine the most profitable churn model. However, profit concerns are not directly integrated into the model construction. Therefore, we present a classifier, named ProfLogit, that maximizes the EMPC in the training step using a genetic algorithm, where ProfLogit's interior model structure resembles a lasso-regularized logistic model. Additionally, we introduce threshold-independent recall and precision measures based on the expected profit maximizing fraction, which is derived from the EMPC framework.
applicable for the EMPC optimization. Additional motivation for the application of RGA in contrast to The logistic regression model, also called logit model, is a popular classification technique that models the nonlinear relationship between a binary response variable and a set of features [9] . Given a data set D, logistic regression models the likelihood of churn for instance i as a conditional probability:
where β 0 ∈ R represents the intercept, β ∈ R p is the p-dimensional vector of regression coefficients, 77 and x i , Y and D as defined in the notation section. For notational convenience, we define the churn 78 probability (or score) of instance i as s(x i ) := Pr(Y = 0 | x i ) and the set of all churn scores as s. It is 79 obvious from (1) that the churn scores lie between zero and one. Given the adapted notation, note that 80 a lower churn score indicates a higher likelihood of churning. 81 To fit the logistic model, the binomial log-likelihood function of the data, l(·), is maximized, which in turn yields the maximum likelihood estimates for the unknown parameters β 0 and β. Yet, for our purposes, we will consider an objective function, Q l λ (·), that is the lasso-regularized version of the loglikelihood function [10]:
where λ ≥ 0 is the regularization parameter and ||β|| 1 = p j=1 |β j | is the 1 -norm of β. Note that 82 the lasso regularization only penalizes the regression coefficients in β-not the intercept β 0 . Clearly, the 83 
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Confusion matrix with associated benefits (b k ) and costs (c k ), k ∈ {0, 1}, for a correct and incorrect classification, respectively [5] . For the EMPC measure, churn is encoded as zero.
larger λ, the stronger the lasso penalty. Typically, the predictors are standardized in the lasso model 84 so that they have zero mean (i.e., 1 N N i=1 x ij = 0) and unit variance (i.e., 1
problems in the data mining community are [7, 11, 12, 13, 14, 15] :
Error rate(t) = π 0 (1 − F 0 (t)) + π 1 F 1 (t), (5)
Precision(t) = π 0 F 0 (t)/(π 0 F 0 (t) + π 1 F 1 (t)),
F 1 measure(t) = 2π 0 F 0 (t)/(π 0 + π 0 F 0 (t) + π 1 F 1 (t)),
Moreover, Hand [3] showed that the AUC implicitly treats the relative severities of misclassification 
where Q(·) is the average classification loss, t opt is the optimal classification threshold that minimizes where t is the classification threshold and γ is the probability that a targeted would-be churner accepts a special offer and remains a customer. CLV represents the constant customer lifetime value per retained 123 customer (200 e). The two dimensionless parameters δ = d/CLV and φ = f /CLV are derived from d, 124 the constant cost of the retention offer (10 e), and f , the constant cost of contact (1 e). Furthermore, it 125 is assumed that these parameters are strictly positive and CLV > d. Note also that the values between 126 brackets are the recommended default values for churn management campaigns in the telecommunication 127 sector [5].
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The cost benefit framework encompasses a deterministic and a probabilistic profit-based performance measure. The former is the maximum profit measure for customer churn (MPC) [5]:
The latter assigns a beta distribution to γ, denoted as h(γ) with the restriction that its parameters are α > 1 and β > 1, which yields the expected maximum profit measure for customer churn (EMPC) [5]:
where t opt is the optimal classification threshold that maximizes the profit for given γ. As recommended for customer churn,η, which permits practitioners to estimate the optimal fraction of customers to target in the retention campaign for maximum profit. Following the deterministic approach, it becomes [5]:
with
whereas the profit maximizing fraction derived from the probabilistic approach is defined as [5]: ProfLogit's objective function is defined by substituting the binomial log-likelihood in (2) with the EMPC measure (14), ultimately yielding a profit-sensitive classification model: where θ = (β 0 , β) ∈ R p+1 is the parameter vector, consisting of the intercept β 0 and the regression 212 coefficients β as defined in (1) , and the second term is the lasso penalty identical as in (2). Note that 213 the penalty only applies to the regression coefficients in β. In the RGA, θ represents a chromosome in 214 which the regression coefficients act as the genes, and (18) is the fitness function that is maximized by 215 the RGA. θ can also be interpreted as a classification model that outputs churn scores that serve as an 216 input for the EMPC measure to compute the classification profit for the given θ. Given the underlying 217 RGA, ProfLogit thus works with a population of churn models.
218
In a previous version of ProfLogit [6] , the fitness function only contained the EMPC measure (which 219 corresponds to Q empc λ=0 (θ)), yielding in 50% of the cases a better EMPC performance than the standard, 220 unregularized logistic model. In an attempt to identify potential performance boost mechanisms, we 221 conducted an elaborated fitness landscape analysis. We found that a pure EMPC fitness function (i.e., 222 λ = 0) exhibits multiple maxima with identical fitness (Figure 1a ), and hence potentially many solutions 223 that have the same fitness value but different parameter values are returned by the RGA. That is 224 because candidate solutions that correspond to these maxima cannot be differentiated by their fitness 225 values anymore, and therefore the RGA becomes indecisive in selecting one solution. Consequently, every 226 time ProfLogit is executed it likely returns a different solution, which entirely depends on the random 227 seed used for the initialization of the population.
228
Therefore, we augment ProfLogit's fitness function with the lasso penalty to avoid the undesirable 229 behavior of returning "unstable" solutions. Generally, the lasso regularization penalizes model complexity 230 and biases the evolutionary search toward simpler models. When considering an example based on real-231 life data, the penalty helps to reduce the number of maxima from many to one ( Figure 1b ). Note that we do not claim that the inclusion of the lasso penalty generally results in a unique maximum. In this 233 example, the effect of the augmented fitness function is clearly visible, i.e., (β 1 , β 2 )-pairs far away from 234 (0, 0) have a lower fitness. The inclusion of the penalty term creates an incline on the fitness surface 235 that noticeably helps the RGA to find the maximum more efficiently. De Jong [25] refers to the build-in 236 of such an incline as making the fitness function "evolution friendly," meaning that the fitness function 237 has to be designed such that it provides clues for the evolutionary search of where to find solutions with 238 high fitness.
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Additionally, the soft-thresholding operator, S λ (·), is utilized in order to penalize individual regression coefficients in β, which in turn introduces a biasing of the coefficient values toward zero. This useful mechanism is also employed in the regular lasso-penalized logistic model [10] , and has been popularized by [29] . The soft-thresholding operator is defined as follows [10, 30]:
It sets the individual coefficient β to zero if its absolute value is smaller or equal to the regularization 240 parameter, and otherwise pulls β toward zero by the magnitude of λ. Unlike for the lasso model, ProfLogit 241 has no theoretical justification for the usage of the soft-thresholding operator. However, S λ (·)'s property 242 of zero-biasing promotes the return of less complex models, and ultimately simpler churn models are 243 preferred since they are more likely to perform better on new, unseen data. Additionally, the shrinkage 244 toward zero has also the advantage that the search space boundaries for the RGA can be set closer to 245 zero, which keeps the search space itself small. An empirically based justification for the application of 246 the soft-thresholding operator is provided in Section 3.2. To apply the RGA, a population of parameter vectors has to be first created. Let P g be the collection of parameter vectors θ, as defined above, representing the g th generation of the population for g = 0, . . . , G, where P 0 is the initial population. Note that the population size is held constant in ProfLogit throughout the entire evolutionary search (i.e., ∀g : |P g | = |P|). Similarly, the length of each parameter vector, |θ|, is fixed. To initialize a parameter vector, a random number from a uniform distribution is assigned to each β j ∈ θ, where β j corresponds to the j th predictor (except β 0 , which is the intercept):
with L j and U j being the lower and upper boundary of the search space for β j , respectively. By default,
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L j is set to −3 and U j is set to 3, ∀j. This way, candidate solutions are created that are randomly 250 scattered over the search space. The coverage density of the space can somewhat be influenced by the 251 population size. Note that the population-based approach provides a natural mechanism of a parallel 252 adaptive search [25] . That is, the larger the size of the population, the more the RGA explores the 253 search space in parallel. However, this comes with a trade-off. The larger the population is, the more 254 computationally expensive it becomes to carrying out the calculations. Depending on the optimization 255 problem, EA designers typically start with small populations, and increase the size if necessary. Even 256 with a small population size, EAs still can attain acceptable results.
257
Once P 0 is created, each θ first undergoes soft-thresholding (19), and then its fitness is evaluated 258 using (18). Soft-thresholding is only applied on the regression coefficients in the β vector-not on the 259 intercept β 0 . Note also that the soft-thresholding operator is only applied once on all β ∈ β just before 260 the fitness evaluation. When the fitness values are available, copies of the fittest θs are put into a so-called 261 elite pool, which is part of a mechanism called elitism that is explained in more detail in Section 3.1.6. A selection S g ⊆ P g (with replacement) is conducted such that θs with high fitness are more likely to be selected for reproduction than θs with low fitness. Note that the size of the selection equals the size of the population, i.e., |S g | = |P g | = |P|, and it remains constant in each processing step that follows.
Note also that, in some literature (e.g., [19] ), S g is referred to as the mating pool. Various strategies exist to carry out a selection [18, 19] . ProfLogit applies a strategy called linear scaling, which is based on the idea of roulette wheel selection (RWS)-a probabilistic approach. That is, the selection of a parameter vector is proportional to its fitness value: the higher the fitness value, the higher the chance of being selected. Unfortunately, applying RWS on the raw fitness values will bias the evolutionary search too much toward the fittest population member, which likely causes that the RGA gets trapped in a local optimum. To avoid this bias, the fitness values are scaled in a way that promotes exploration in the early stage and exploitation in the later stage of the evolutionary search. Let f (q) be the fitness value of the population member θ (q) for q = 1, . . . , |P|. The fitness values are then scaled as follows:
where f (q) s is the scaled fitness value with a and b being the scaling parameters. The way how a and b are specified has a great influence on the performance of the RGA; we follow the method described in [31] . This scaling scheme makes sure that the average fitness value does not change its value after scaling, i.e.,f s =f . Furthermore, let f min and f max be the original minimum and maximum fitness value, respectively. If f min > (Cf − f max )/(C − 1), a and b are specified such that the scaled maximum fitness value becomes C times as large asf s :
where C controls the dominance of the fittest θ. C is commonly set to two, ensuring that the fittest population member is not selected too often. In case the above condition is not true, a and b become:
Proportional selection schemes require that all fitness values are positive, and (23) makes sure that the scaled fitness values do not become negative. This, however, comes at a price that the parameter vector with the corresponding scaled minimum fitness value has no chance of being selected (i.e., its scaled fitness value is zero). After the scaling, the selection probability is computed as follows: The crossover operator manipulates the elements of the selected parameter vectors, aiming to produce new candidate solutions with higher fitness quality. There are again various strategies available to perform a crossover, which vary heavily between representation types. ProfLogit employs a local arithmetic crossover that is applicable on real-encoded chromosomes. It first randomly picks (without replacement) two parameter vectors from the selection S g (obtained from the previous step), which are referred to as parents, e.g., θ
parent and θ
(2) parent . Next, a sample of random numbers, denoted as w, is taken from the standard uniform distribution, Unif(0, 1), where the sample size equals the vector length |θ|. Parental gene material is then exchanged as follows [19]:
child are the newly created parameter vectors, 1 is the all-ones vector, and * symbolizes element-268 wise multiplication. The elements in w can also be regarded as weights, indicating how much gene 269 material is inherited from which parent. For example, if the first element is w 1 = 0.7, this means θ from Unif(0, 1). When a crossover is performed, the children take the positions of their parents in S g .
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The processed mating pool after the crossover is denoted as S g . The mutation operator aims to create candidate solutions that are unlikely to be produced by in-278 formation exchange alone, stimulating the exploration of the search space. As for most of the genetic 279 operators, there are also many strategies for mutation available. After the crossover has been performed, 280 ProfLogit applies a uniform random mutation with a fixed default probability of p m = 0.1. Typically, the 281 mutation rate is set to a low value in order to avoid too much disturbance in the late exploitation phase.
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Similar as with the crossover, a mutation is performed if u < p m , where u is drawn from Unif(0, 1). In 283 this case, a parameter vector θ is randomly picked (without replacement) from S g , and a new value is 284 assigned to a randomly selected β ∈ θ. The new value is obtained from the same uniform distribution as 285 used for the initialization (Eq. (20) ). Also here, the mutated parameter vector replaces its predecessor 286 in S g . The processed mating pool, now denoted as S g , forms, in principle, the next generation. The 287 fitness of all new parameter vectors in S g is evaluated, which have been created by either crossover, 288 mutation, or underwent both operators. Like in the initialization, first the soft-thresholding operator 289 (19) is applied on the β part of θ, then the fitness is evaluated using (18).
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After the genetic operators have been applied, the current population P g is updated through S g to 292 create the next generation of candidate solutions P g+1 . In this way, the RGA converges toward the 293 maximum from generation to generation. There are several update strategies, but they can mainly be 294 categorized into overlapping-and nonoverlapping-generation models [25]. ProfLogit utilizes a mechanism 295 called elitism, which belongs to the former category. As foreshadowed in the initialization step, in every 296 generation, a proportion of the fittest θs is put aside in an elite pool, denoted as E, that will survive 297 to the next generation. When the population is updated from P g to P g+1 , parameter vectors in S g 298 have to compete for their survival against the members in E. That is, parameter vectors in E replace 299 the θs with the lowest fitness in S g , which then finally becomes the next population P g+1 . Having 
Motivation for Subjective Choices

317
We integrate the soft-thresholding operator (19) into ProfLogit based on subjective grounds, and wish 318 to motivate our choice in this subsection. More specifically, we empirically show that soft-thresholding is 319 more efficient for finding the optimum in less generations, helps to reduce variability, and effectively sets 320 regression coefficients with no predictive power to zero. Note that the last argument ultimately implies 321 that ProfLogit performs a feature selection in a profit maximizing manner. Yet, before elaborating on 322 the soft-thresholding operator, we discuss the hyperparameter tuning of λ in (18). To infer the optimal regularization parameter value, λ opt , we generate a grid of λ values as follows: Crossover: θs ∈ S g as in (25) with probability p c ; processed S g is denoted as S g Mutate: θs ∈ S g as described in Section 3.1.5 with probability p m ; processed S g is denoted as S g Evaluate: the fitness of newly created θs ∈ S g as in the initialization, i.e., applying soft-thresholding on all β ∈ β before fitness evaluation Update: P g to P g+1 by processing S g and E as in Section 3.1.6; update the elite pool E with the fittest θs;
g ← g + 1 end while return θ, the parameter vector with the highest fitness in P g with λ max = max j 1 N x j , y and λ min = λ max , > 0. [10, 30] . Given a standardized data set D as 325 described in Section 2.2, a value for the regularization parameter can be determined (i.e., λ max ) that 326 is just large enough so that the lasso penalty sets all regression parameters to zero [10, 30] . Any value 327 below λ max relaxes the penalization and the coefficient values start to become nonzero. In other words, 328 predictors with high predictive power obtain first a nonzero value. Values above λ max do not have any 329 effect, since all coefficients are already zero. Going all the way down to λ = 0 is also illogical, because 330 then the penalization vanishes and the problem of multiple maxima as discussed in Section 3.1 reappears.
331
For this reason, λ min should also not be set too close to zero, and we therefore specify = 0.1. For the 332 experiments in Section 4, the grid consists of |Λ| = 15 equidistant values between λ min and λ max , and 333 λ opt then corresponds to the λ ∈ Λ with the highest EMPC performance (14) on the validation set. Note 334 that |Λ| = 15 is an arbitrary choice, but it should be large enough to create a dense grid.
to be repeated several times to obtain average performance estimates. Thus, we split the original data set predictors. Overall, it suggests that only two out of eight predictors have a particularly strong predictive power relevant for maximum profit. Note that the plotted coefficient values for each λ are averages from the R = 10 ProfLogit models.
Note also that λopt equals 0.086 in (a) and 0.078 in (b) as indicated by the dashed line (--).
when doing the comparison with the same λ opt , the results remain almost identical as presented here.
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To summarize, empirical evidence clearly encourages the inclusion of the soft-thresholding operator. In addition, we introduce three performance measures that are byproducts of the expected profit 378 maximizing fraction (17). These measures are based on the notion of precision, recall, and the F 1 379 measure, but, unlike the measures presented in Section 2.3, they are independent of the classification 380 threshold t.
381
Due to scarce resources, marketers can only focus on a fraction of the customer base in a churn 382 management campaign. Therefore, they often wish to receive a lead list with the top would-be churners 383 so that they know who to target in the campaign. To generate such a list, a subset of the customer base 384 is taken based on the churn scores produced by the predictive model. According to our definitions in 385 Section 2, customers with lower churn scores (i.e., higher likelihood of churning) are more likely to be This sets predictors with low predictive power effectively to zero, and implicitly performs an EMPC-based feature selection.
A '-' cell means that the corresponding β j have a zero coefficient value in all M = 30 ProfLogit models. The standard deviations (SE) are also overall smaller with soft-thresholding, indicating more precise estimates.
included in the list. However, manually setting the optimal length of the list is by no means obvious. 
Definition 2. Theη-recall for customer churn,η r , is the proportion of churners that is included in thē η empc -based lead list L:η
Frequently, precision and recall are summarized into the F 1 measure, which represents a compromise between the two performance measures. Theη-based F 1 measure for customer churn,η F1 , is defined as: Figure 7 : When averaging the ranks of the out-of-sample classification performance estimates over the data sets, ProfLogit has overall the best performance in terms of the EMPC and MPC, thus being the most profitable churn model. Additionally, it has the overall best profit-based hit rate (ηp) and recall (ηr) as well as the highestη-based F 1 measure, which indicates that it is the most effective model to correctly identify churners and detecting the largest proportion of would-be churners.
The large discrepancies between the profit-and accuracy-based measures empirically prove that model selection based on the latter category likely results in suboptimal profit.
Evidently, ProfLogit has the overall lowest AUC performance, having in eight out of nine cases a 503 rank of six or larger (average rank: 7.33). However, as pointed out by [5] , performance discrepancies 504 between the EMPC and AUC were anticipated. Because ProfLogit maximizes the EMPC, significant 505 discrepancies between these two measures were expected. With the lasso-penalty, ProfLogit performs a profit-based feature selection, and, compared to its competitors, it considers other predictors to be relevant for constructing a profitable churn model (see, e.g., shaded row). Note that ProfLogit's coefficients have been averaged over the M = 30 models, each trained with λ = λopt. Results are based on the O2 data set. A '-' cell means that the corresponding β j have a zero coefficient value.
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Finally, due to the integrated lasso-penalty and the soft-thresholding operator, ProfLogit performs a 507 profit-based feature selection in which the coefficients of predictors that are irrelevant to build a profitable 508 churn model are effectively set to zero. More specifically, it allocates a relatively high (low) regression 509 weight to predictors that are considered as irrelevant (relevant) by the other techniques, which optimize 510 for a nonprofit objective function in the model construction (see, e.g., shaded row in Table 4 ). To study the sensitivity of the parameter settings for the crossover probability (p c ) and mutation probability (p m ), we conduct a balanced two-factor experiment and analyze the data using Analysis of Variance (ANOVA). For the two factors, we hypothesize the following values: We perform the ANOVA analysis for two data sets: KDD and O2. In each configuration, we run Figure 8 : EMPC performance comparison between three nature-inspired algorithms on all data sets: real-coded genetic algorithm (RGA), particle swarm optimization (PSO), and differential evolution (DE). The average (median) performance of each optimizer is shown as a dotted blue (solid orange) line. In conclusion, RGA is the overall best optimizer: it attains the highest average and median out-of-sample EMPC performance in 9 out of 9 data sets.
