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This paper is devoted to the relationship between locally Lipschitz continuous 
viscosity solutions and solutions in the sense of Clarke of the Hamilton-Jacobi 
equation arising in optimal control. 7’ 1989 Academac Press. Inc. 
The Hamilton-Jacobi equation 
Vl, xl =d-x) (2) 
arising in optimal control plays an important role in testing for optimality 
trajectories of a control system (the so-called verification technique) and 
can be used also for construction of an optimal feedback (see, for example, 
[7, lo]). In general it does not have a C’-solution and one has to look for 
a generalized solution of one type or another. In recent years, M. G. Cran- 
da11 and P. L. Lions [S] introduced and studied “viscosity solutions” of a 
general Hamilton-Jacobi equation (see also [6, 9) and bibliographies con- 
tained therein). In their approach, the derivative is replaced by super- and 
subdifferentials (which coincide with the derivative when it exists). 
This type of solution has many important properties such as uniqueness 
and stability, and also possesses ome numerical advantages. Independ- 
ently, Clarke [2, 31 and F. Clarke and R. Vinter [4] studied properties of 
different, “generalized” solutions of ( 1 ), (2) involving generalized gradients 
rather than super- and subdifferentials. The generalized gradient coincides 
with the derivative when the function is strictly differentiable. This 
approach allows a verification technique even in the case when (l), (2) has 
no classical solution. Up to now a general viscosity solution does not enjoy 
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this advantage. On the other hand, generalized solutions in the sense of 
[24] are not unique and it is not clear how they can be numerically com- 
puted. Apparently the comparison between the two types of solutions has 
not been carried out. The main aim of this paper is to provide such a com- 
parison. We restrict ourselves to locally Lipschitz solutions because 
“generalized” solutions are delined for functions of such a class. We prove 
that a locally Lipschitz function V is a viscosity solution of (1) if and only 
if V is a generalized solution (in the sense of [24]) and for every 
(p, q) E 8 ~ V(t, x) (subdifferential of V at (I, x)) one has 
p + H(t, x, q) = 0. (3) 
This result allows one to apply the verification technique to viscosity solu- 
tions as well. 
1. GENERALIZED GRADIENTS AND SUPER/&JBDIFFERENTIALS 
Consider an open set D G R” and a function 4: D H R. 
DEFINITION 1.1. Let x0 E Q. The superdifferential of 4 at x0 is the set 
8+4(x,,)= pcR” I limsupd(x)-i(];o)~(f~x-xo)QO}. 
i 
(4) Y - ‘0 x x0 
The subdifferential of 4 at x0 is the set 
d(x)-4(x0) - (P> x-x0> > o 
/Ix--0Il ’ 
(5) .x - .X” 
The super- and subdifferentials are closed, possibly empty sets. It follows 
immediately that 
a+d(xo)= -a-~(-d)(xo). (‘5) 
The above notions were used in [6]. They are not new and already existed 
in the literature under different names. 
Recall that the contingent epiderivative of 4 at x0 in the direction u is 
defined by 
D+&x,)u= lim inf 4(x0 + Au’) - &x0) h-O+,u’+u h . (7) 
See for instance [ 11. The following result was proved in [IS]: 
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LEMMA 1.2. For all x0 E Q 
DEFINITION 1.3 [3]. Let x0 E Q and 4 be locally Lipschitz at x0. The 
generalized derivative $“(x,,): R” -+ R is defined by: for all u E R” 
fj”(xo) u = lim sup d(x + hu) - d-u) 
h (10) Y- r&h-O+ 
The generalized gradient a&x,) of 4 at x0 is given by 
&5(x,)= {~ER”‘(VUER~, (p,u)<q5°(.uo)u}. (11) 
We always have 
J&x,) = -J( -Q)(-x0) (12) 
(see [3]). Observe that d”(xo) 3 D, #(x0) and therefore a- &x0) c &#J(x,). 
Moreover, by (6) (12), 8, 4(x0) = --a-( -#)(x0) G -a(--d)(x,)=8~(x,). 
Hence we obtain 
THEOREM 1.4. If I$ is locally Lipschitz at x0 E Q then 
J + Qbo) ” J 4x0) c J&o). (13) 
We also need an alternative definition of the generalized gradient: 
PROPOSITION 1.5 [3]. Let x06 R and I$ he locally Lipschitz at x0. Then 
J(~(XO)=CO{,~~~~ Vdtx,) I xi-rxOl~ (14) 
where the limit is taken over all sequences {x,};~, converging to x0, such 
that the gradient V#(xi) does exist and {VC$(X~)}~, , is a converging sequence. 
2. VISCOSITY SOLUTIONS AND GENERALIZED SOLUTIONS OF 
THE HAMILTON-JACOBI EQUATION 
Consider the following Hamilton-Jacobi equation arising in optimal 
control: 
2 V(r,x)+H t,.,,; V(t,x) 
( > 
=o, (15) 
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where H: R x R” x R” H R is a given function. Let R c R x R” be an open 
set. 
DEFINITION 2.1 (Viscosity Solution) [S]. A function V: Q ++ R is called 
a viscosity solution of Eq. (15) if for every (t, x) E Q we have 
(a) for all (p, q)Ea+ v(t, xl 
(16) 
(viscosity subsolution), 
(b) for all (p, q)Ea - V(t, x) 
p+H(t,x,q)>O (17) 
(viscosity supersolution). 
DEFINITION 2.2 (Generalized Solution) [3]. A locally Lipschitz function 
V: Q H R is called a generalized solution of (15) if 
(p ,;;;,, -~, {P + MC x9 4)) = 0. (18) 
Theorem 1.4 implies that every generalized solution is a viscosity sub- 
solution. If we assume moreover that 
H is continuous and V(t, x), H(t, x, .) is convex (19) 
then we have 
THEOREM 2.3. Under the above assumption a locally Lipschitz function 
V: D F+ R is a viscosity solution of (15) if and only if V is a generalized solu- 
tion and 
VJ(P, 4) E 8 UC xl, p+ H(t, x, q)=O. (20) 
Remark. We observe that in the great majority of cases arising in 
optimal control H(t, x, .) is convex. 
Proof: We already observed that every generalized solution is a 
viscosity subsolution. Moreover every function V satisfying (20) is a 
viscosity supersolution. Hence every generalized solution satisfying (20) is 
also a viscosity solution. Conversely let I’ be a locally Lipschitz viscosity 
solution of (15). By the Rademacher theorem V is differentiable almost 
everywhere in Q. Fix (t, x) E .Q and let { (t,, xi)}, a, be a sequence converg- 
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ing to (t, X) such that V is differentiable at (t;, xi) and the gradients 
VV(t,, xi) converge to some (p, q). Since V is a viscosity solution, we have 
i ‘(‘i, xt) + H 
( 
Ii, x,, i qti, x,) = 0. 
> 
(21) 
From continuity of H and (21) we deduce that 
p + H( t, x, q) = 0. (22) 
Let (j?, 4) E 8 V( t, x). Then, by Proposition 1.5, for some Aj 2 0, j = 1, . . . . r, 
such that A, + ... + A, = 1 and some (p,, qj) satisfying (22) we have 
(P, 4) = 1 Jj(Pj, 4j), 
Then, by the convexity of H(t, x, .) and (22), 
< C ;*,Pj+ C l.,H(t, x, 4,) 
,=I j= 1 
= C A~(Pj+ H(t, x, 9,)) = O. 
j= I 
Hence V verities (18). From Theorem 1.4 we deduce that 
(23) 
(24) 
and from the definition of a viscosity solution that 
VP, q)Ed- vt, -\-I, p+H(t,x,q)>O. (26) 
Hence (20) follows from (25) and (26). 
Remark. The above theorem implies that the results of [2-41 on the 
Hamilton-Jacobi verification technique apply also to locally Lipschitz 
viscosity solutions. 
COROLLARY 2.4. Let V: Q H R he a locally Lipschitz viscosity solution 
of (15). Zf V is “regular” at (t, x) in the sense that V’(t, x) = D, V(t, x) then 
YP, 4) E avt, -x), p+H(t,x,q)=O. (27) 
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In particular if Q is convex and V: D I-+ R is a continuous, convex viscosity 
solution of (15) then (27) holds true for all (t, x) E 52 and hence V is a 
generalized solution. 
Remark. We observe that the notion of regularity used in Corollary 3.4 
is different from that introduced in [3, p. 391. 
Proof The first claim follows immediately from Theorem 2.3. If V is 
convex and continuous then it is also locally Lipschitz. By [3], V’(t, x) = 
D, V(t, x) on Sz. This and (20) end the proof. 
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