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Resumen 
El objetivo de esta tesis es poder encontrar una relación entre la interpolación polinomial y 
las bases espectrales de Hermite, para calcular ciertos polinomios con mayor simplicidad. A lo 
largo de este trabajo se han presentado algunos de los procesos interpolatorios más conocidos, 
y se han expuesto las técnicas de seleción que cada uno emplea para alcanzar su finalidad. Se 
probaron los teoremas de existencia y unicidad fundamentales, y se ilustraron los algorítmos 
de cada método mediante la exposición de ejemplos en cada caso. Sin embargo, al final debe 
quedar claro que todo lo anterior gira alrededor del concepto central y por tanto imprescindible 
de esta investigación que es la elección de una base adecuada. 
Primero se vio de una manera amplia el método interpolador de Hermite, del cual pudimos 
verificar que depende de ciertos métodos previos y por lo tanto no lo hace tan independiente 
como quisiéramos. Mas adelante pudimos definir los elementos de la base espectral del anillo 
modular Zh y sus propiedades. Lo cual nos dio muchas herramientas para luego generalizar 
estos conceptos y de esta manera definir estas propiedades en el ámbito de los anillos poli-
nomiales K[x]h· Se utilizó ademas el software especializado "Wolfram Mathematica lO"para 
simplificar el proceso al calcular ciertos polinomios. 
Los resultados obtenidos a través de estas interesantes relaciones fueron polinomios que tenían 
la misma peculiaridad que al aplicarlas al método clásico de hermite, ya que los nodos coin-
cidían con la derivada, sin embargo la funcionalidad de usar las bases espectrales radica en 
que todo el trabajo es en función de matrices. 
Finalmente llegando a la conclusión de que es más sencillo trabajar con las bases espectrales, 
por su fácil obtención y además que no se tiene problemas al tener una función en donde 
podríamos obtener una expresión indeterminada en el nodo deseado o que se complique al 
seguir derivando, lo que no ocurre con el método clásico de Hermite. 
I 
Abstract 
The objective of this thesis is to find a relationship between the spectral polynomial interpo-
lation and Hermite basis for calculating certain polynomials with simplicity. Throughout this 
research we have presented sorne of the best known interpolatorios processes, and have been 
exposed selection techniques each employs to achieve its purpose. The fundamental theorems 
of existence and uniqueness were tested, and algorithms of each method is illustrated by expo-
sing examples in each case. However, in the end it should be clear that all this revolves around 
the central concept and therefore essential for this research is the choice of a suitable base. 
First we had a view of the Hermite interpolator method, which could verify that depends on 
certain previous methods and hence does not as independent as we would like. Later we were 
able to define the elements of the spectral basis of modular ring Zh and their properties. Which 
gave us many tools and then generalize these concepts and thus set these properties in the 
area of the polynomial ring K h [ x] . Specialized software Wolfram M athematica 1 O is also used 
to simplify the process when calculating certain polynomials. 
The results obtained through these interesting relationships were polynomials having the same 
characteristic that when applied to the classical method of hermite, since the nades coincide 
with the derivative, but the functionality using the spectral basis is that all the work is based 
matrices. 
Finally coming to the conclusion that it is easier to work with the spectral bases its readily 
available and also not have problems play a role in where we could get an indeterminate ex-
pression in the desired or are complicated to follow drifting nade, which does not happen with 
the classical method of Hermite. 
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Introducción 
En la vida cotidiana se presentan fenómenos físicos o de otra índole de los cuales se posee un 
conjunto de datos observados a través del tiempo y se desea obtener una aproximación de lo 
que sucederá más adelante con el objeto de entender mejor el fenómeno. Para dichos fenóme-
nos, un proceso interpolatorio brindará como resultado una función polinómica que encaje 
exactamente con los datos, que es de fácil manipulación y que posee ciertas propiedades. 
En otras palabras, la interpolación es una técnica que permite ajustar un polinomio o función 
polinómica a un conjunto de datos, que significa pasar una curva por un conjunto de puntos, 
obtenidos por muestreo o a partir de un experimento. El propósito es determinar el compor-
tamiento de una función, tal como se evidencia por las muestras de los datos dados y a partir 
de estas aproximar otros valores de la función no tabulados. 
Por otra parte, los polinomios son el tipo más común de funciones básicas, dados que son fáci-
les de evaluar, localizar sus ceros, derivarlos e integrarlos. Otra razón de emplear polinomios 
está justificada por el Teorema de Weierstrass, el cual establece que, sobre un intervalo cerrado, 
una función continua dada se puede aproximar tan cerca como se desee por un polinomio, por 
lo tanto es razonable considerar una clase de polinomios a fin de aproximar una función "!", 
en especial cuando esta es continua. 
Cuando los datos dados no son equiespaciados o equidistantes se recurre a los métodos de 
interpolación de Lagrange , mediante los cuales se va a encontrar una función polinomica que 
nos va a permitir hallar otros valores de la función de datos no tabulados. Otro método de 
interpolación de gran importancia en el desarrollo de nuestra investigación, será la interpola-
ción de Hermite, ya que en los métodos mencionados anteriormente, bastaba que el polinomio 
de interpolación coincida con la función en los puntos de soporte. Sin embargo se puede exigir 
otro tipo de condiciones, como exigir que además coincidan los valores de su primera derivada, 
la interpolación de Hermite es de gran utilidad en casos como estos. 
III 
Hay que tener en cuenta que las funciones polinómicas propiamente dichas, no son las únicas 
funciones para interpolar, ya que a través del algoritmo euclidiano y el de la división podemos 
encontrar relaciones numéricas en anillos modulares que nos darán una construcción algebrai-
ca, los cuales formarán bases espectrales. Las ventajas de trabajar a nivel de estas bases, es 
porque son fáciles de calcular y además es posible aplicarles el método de hermite a sus nilpo-
tentes e idempotentes con lo cual podemos generalizar posteriormente. 
Esta idea se puede extender a una forma polinómica llamada base espectral en anillos polino-
miales modulares (esto se debe a que el algoritmo euclidiano funciona no solo para números 
enteros sino también para polinomios) y así obtener resultados interesantes, lo cual será de 
mucha utilidad en el desarrollo de esta tesis. 
En el Capítulo 1, se verán los conceptos previos referentes a la teoría de grupos, anillos e idea-
les; extendiéndonos hasta la teoría de anillos de polinomios, así como una descripción breve 
del software que se ha utilizado a lo largo de esta Tesis "Wolfram Mathemática 10". 
Posteriormente en el Capítulo 2, se verá todo lo relacionado a la interpolación y los métodos 
mas leidos por los estudiantes; nos centraremos básicamente en la interpolación de Lagrange 
y de Hermite por ser de sumo interés en el desarrollo de esta investigación. 
Finalmente en el Capítulo 3, trataremos los conceptos relacionados .a las bases espectrales 
de Hermite en la interpolación polinomial además de presentar relaciones interesantes que 
nos llevan al trabajo con matrices. Estas relaciones se vuelven cada vez mas sencillas para 
encontrar los nilpotentes e idempotentes y en consecuencia obtener la base espectral adecua-
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Definición 1.1. Sea G un conjunto no vacío y*: G x G--+ G una operación sobre G; diremos 
que el par (G, *), constituye una estructura de grupos si y solo si la operación * es una ley 
interna en G, asociativa, con neutro y tal que todo elemento de G admite inverso respecto de 
*· 
En forma simbólica, se tiene : 
(G, *) es un grupo * 
GI)'''i/ a, bE G, cumple que a* bE G 
G2)\:f a, b, e E G, cumple que (a* b) *e= a* (b *e) E G 
G3):3! e E G, tal que a* e = e* a = a, \:;1 a E G 
G4)\:/ a E G, :3! a-1 E G tal que a* a-1 = a-1 *a= e 
Definición 1.2. Un grupo (G, *)es abeliano o conmutativo si para cualquier a, bE G se tiene 
que a* b = b *a 
Ejemplo 1.1. Sea G = Zn = {a1,a2, ... ,am} el conjunto de todos números a1,a2, ... ,am 
primos con n y menores que n donde n = O, 1, 2, ... , m + 1 
SeaEJ1 : Zn X Zn--+ Zn 
(a, b) --+ ffi(a, b) =a E9 b = resto (~) 
si se tiene que n = 4, entonces Z4 = {0, 1, 2, 3}. Esta operación queda resumida en la siguiente 
tabla 
4 
E9 o 1 2 3 
o o 1 2 3 
1 1 2 3 o 
2 2 3 o 1 
3 3 o 1 2 
Con ayuda de esta tabla se observa que se cumple las propiedades de grupo. Asi por ejemplo 
Asociatividad: 
Dado O, 1, 2 E Z4, se cumple que (O ffi1) E9 2 =O E9(1 E9 2) = 3. 
Elemento Neutro: 
dado 2 E Z4, 3! e = 0 E Z4 tal que 2 E9 0 = 0 E9 2 = 2 
Elemento Inverso: 
El inverso de 2 es 2, pues 2 E9 2 = O. 
Ademas se observa que se cumple la propiedad conmutativa por ejemplo Dados 2 y 3 
V 2, 3 E z4 se tiene que 2 EB 3 = 3 EB 2 
por lo tanto (Z4, E9) es un grupo abeliano. Este grupo también se llama grupo aditivo modulo 
4. 
Teorema 1.1. 
Si (G, *)es un grupo::::;. 
1)3! elemento neutro 
2)Va E G, 
3)\/a E G, 
4)\/a, b, e E G, 
Demostración. 1) Hipótesis (G,*) es grupo 
Tesis: 3! elemento neutro 
en efecto: 




Sean e1, e2 elementos neutros en G, entonces 
e * e1 = e¡ * e = e¡ 
e * e¡ = e¡ * e = e 
luego e1 = e, Por lo tanto el elemento neutro es único 
5 
2) Hipótesis: ( G, *) es grupo 
Tesis:\ia E G, tiene un único inverso a-1 
En efecto: 
Sean a-1, a¡1 inversos de a E G entonces 
-1 -1 
a * a1 = a1 * a = e 
Luego a* a-1 =a* a¡1 =e y por tanto a}1 *(a* a-1 ) = a}1 *(a* a¡1 ) = a}1 *e, es 
decir que (a¡ 1 *a)* a-1 = (a¡ 1 *a)* a}1 = a¡1 *e= a¡1, luego a¡1 *a= e, obtenemos 
e* a-1 = a}1, osea a-1 = a}1 
3) Hipótesis: (G, *)es grupo 
tesis:\ia E G, (a-1 )-1 =a. 
En efecto: 
Como (G, *) es grupo, existe a-1 E G tal que 
Por ser el único inverso , obtenemos que ( a-1 ) -l = a 
4) Hipótesis: (G, *)un grupo 




\fa, b, e E G, por G3 existe a-1 y componiendo por izquierda 
Luego, por asociatividad 
b=c 
Análogamente se prueba la otra cancelativa 
• 
Teorema 1.2. Sea (G, *) un grupo. 
Si a, b, e, dE G ==> (a* b) *(e* d) =a* [(b *e)* d] 
Teorema 1.3. Sea (G, *) un grupo. 
Si a, bE G ==> (a* b)-1 = b-1 * a-1 
Teorema 1.4. Sea (G, *) un grupo. 
Si a, b E G ==> a * x = b 1\ y * a = b poseen soluciones únicas en G 
Definición 1.3. Sea (G, *)un grupo. 
Se llama orden del grupo y se denota con o(G), al cardinal de G. 
En forma simbólica o(G) = IGI . 
Observación 1.1. i) Si ·IGI = n, n E z+ ==> G es un grupo finito. 
ii) Si IGI = oo ==> G es un grupo infinito. 
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Definición 1.4. Sea ( G, *) un grupo y a E G las potencias enteras de a se definen inductiva-
mente si: 
1) a0 = e (e elemento neutro de G) 
2) an = ~' sin E N= {1, 2, 3, ... } 
n-veces 
3) -n ( -1)n -1 -1 -1 · N a = a = a .a ... a , s1 n E 
n-veces 
Teorema 1.5. Sea (G, *) un grupo 
si a E G y m, n E Z ==> 
1)an.am = an+m = am.an 
2)(an)m = an.m = (am)n 
3)a-n = (a-1)n = (an)-1 
4)en =e 
Definición 1.5. Sea {G,*) un grupo y He G, H =f O 
Hes subgrupo de G <::? (H, *)es grupo 
1.1.1 Subgrupos 
7 
Notación: Si H es subgrupo de G, se usará H < G 
Lema 1.1. Sea (G, *) un grupo y He G, H =!=O, Hes subgrupo de G ~Va, bE G, a* 
b-1 EH 
Teorema 1.6. Sea (Z, +) el grupo aditivo de los enteros H < Z ~ 3n E N U {O} j H = nZ = 
{nxjx E Z} 
Definición 1.6. Sea ( G, *) un grupo y H < G. Diremos que \fa, b E G, a = bmodH ~ 
a* b-1 EH 
Lema 1.2. la relación a= bmodH es una relación de equivalencia. 
Definición l. 7. Si H < G y a E G => H *a = {h * ajh E H} se llama clase lateral derecha 
de H en G. 
Definición 1.8. Si H < G y a E G =>a* H ={a* hjh EH} se llama clase lateral izquierda 
de H en G. 
Lema 1.3. Va E G => H *a= {x E Gja = xmodH} 
1.2 Algoritmo de la División 
Teorema l. 7. Sean n, d E N y d > O. Entonces existen únicos q, r E N, tales que n = qd + r 
y O~r<d 
Demostración 
Probaremos la existencia usando inducción (Principio de Inducción completa) sobren. 
Si n < d existen q = O, r = n, así podemos asumir n 2:: d > O . Entonces tenemos O ~ n- d < n 
y por la hipótesis 2 de la (proposición 1.3) se sigue que :lq1, r E N tales que n- d = q1d + r 
donde O~ r < d y de ahí se sigue que n = (q1 + l)d+r donde O~ r <d. Así existen r = q¡ + 1 
y r E N como queríamos demostrar. 
Probaremos ahora la unicidad . 
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Supongamos que existen q¡, r¡, q2, r2 E N tales que n = q¡d+rt, O :::; r¡ < d y n = q2d+r2, O:::; 
r2 <d. 
De ahí se sigue que q¡d + r¡ = q2d + r2 donde O :::; r¡ < d y O :::; r2 < d. Como d > O, es 
suficiente probar que r¡ = r2 puesto que en este caso tendríamos q¡d = q2d osea q¡ = q2. 
Supongamos por el absurdo que r¡ f= r2, por ejemplo r¡ > r2. en este caso tendríamos 
Pero también r¡ - r2 < d puesto que r¡ < d y r2 < d, de ahí se sigue que : 
lo cual es un absurdo , y esto finaliza la demostración del teorema 1.1. 
Observación 1.2. Observe que en la demostración del Teorema l.lla afirmación p(n) usada 
en la inducción fue la siguiente: 
"3 q, rE N tales que n = qd + r, donde O:::; r < d" 
1.3 Congruencia 
Definición 1.9. Sean a, bE .Z y sean a E N, decimos que a y b son congruentes módulo n y 
lo escribimos a = b( mod n) cuando n 1 b - a . 
Proposición 1.1. Sean a, b E .Z y sea n E N, entonces a = b(mod n) si y solo si a y b 
proporcionan el mismo resto cuando los dividimos por n. 
Proposición 1.2. la relación de congruencia tiene las siguientes propiedades : 
• reflexividad : a = a( mod n) 
• simétrica : si a = a( mond n), entonces b = e( mod n) 
• transitividad : si a = b( mod n), entonces a = e( mod n) 
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Lema 1.4. .-:;::.,~·. ;,~.,.. •. 
~· i)t-!Po.'. ~· .: -.. ~ •• 
,;·~ '""'·"t· •· .• \ 
l. La relación "congruencia modulo n" define una relación de equivalencia ¡/!¡ ()r:e· ·t.N.A. i~~~\ 
(~ fRC>l'F.SOr:· ~:.J) 
2. Esta relación de equivalencia tiene n distintas clases de equivalencia ~.Ú, \ECN lCmi ~.~ 
'-\' ~;,>:1V>' \.:~ ·'?· ~~ ' ·V'v ·~'/!·,· 
3. Si a= b(mod n) y e= d(mod n) entonces a+ e= b + d(mod n) y ae = bd(mod· n~:Z~:~~:.;_¿;::/ 
4. Si ab = ae(mod n) y a es primo relativo con n, entonces b = c(mod n). 
1.4 Divisibilidad 
Definición 1.10. Sean a y b dos números enteros tales que a =f O. Diremos que a divide a b 
si existe un número entero q talque b = aq 
Notación: a 1 b B 3q E Z : b = aq 
Propiedades Sean a,b y e tres números enteros, siendo a y b distintos de cero se verifica: 
l. 1 divide a "a" y "a" divide a "O" 
2. si "a" divide a "b" y "b" divide a "a" ,entonces a = ±b. 
3. "a" divide a "b" y "b" divide a "e", entonces "a" divide a "e". 
4. Si "a" divide a "b" y "a" divide a "e" , entonces "a" divide a "pb + qe" cualesquiera que 
sean p y q enteros. 
Nota 1.1. A la expresión pb + qc se le llama combinación lineal de b y e con coeficientes 
enteros. 
Ejemplo 1.2. Sean a,b,c y d números enteros con a =f O y e =f O 
Demuestre que si a 1 b y b 1 e, entonces ae 1 bd . 
En efecto 
a 1 b +-t 3p E Z : b = ap ... ( *) 
e 1 d +-t 3p E Z: d = cq ... (**) 
Multiplicando ( *) y ( **) tenemos: 
bd = (ac)(pq) con pq E Z 
Luego 
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ac 1 bd 
1.5 Máximo Común Divisor 
Definición 1.11. Dado dos números enteros a y b diremos que el entero 
d =/= O,es un divisor común de ambos, si divide a "a" y divide a "b" es decir d =/= O, es divisor 
común de a y b B d 1 a y d 1 b 
Ejemplo 1.3. 2 1 4 y 2 1 8, luego 2 es un divisor común de 4 y 8. 
Propiedades sean a y b dos números enteros distintos de cero se verifica: 
l. M.C.D(a, O) =1 a 1 
2. M.C.D(a, b) = M.C.D(I a 1, 1 b 1) 
Definición 1.12. Sean a¡, a2, ... , an números enteros llamaremos: 
Máximo Común Divisor de a¡, a2, ... ,anal divisor común d >O talque cualquier otro divisor 
común de a¡, a2, ... , an divide también a d. Se designará M.C.D(a¡, a2, ... , an)· 
Definición 1.13. Dado dos números enteros a y b distintos de cero, existe un único d, que es 
el máximo común divisor de ambos. 
Proposición 1.3. Si d es el menor entero positivo que se puede escribir como combinación 
lineal con coeficientes enteros de dos enteros dados a y b y es divisor común de ambos entonces 
des el M.C.D de a y de b. 
Corolario 1.1. Si a y b son dos enteros distintos de cero, entonces 
M.C.D(a, b) = 1 si y solo si existen dos números enteros p y q tales quepa+ qb =l. 
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l. 6 Anillo Zn 
1.6.1 Propiedades Elementales 
Definición 1.14. Un anillo es un conjunto no vacío R dotado de dos operaciones+ y* tales 
que: 
l. Si a, b E R, entonces a + b E R. 
2. Dados a, b, e E R, se cumple que a+ (b +e) = (a+ b) +c. 
3. a+ b = b + a para a, b E R. 
4. Existe e E R tal que a + e = a para todo a E R. 
5. Para todo a E R existe b E R tal que a + b = e, b se expresará como -a. 
6. Si a, b E R, entonces a * b E R. 
7. Dados a, b, e E R, se cumple que a* (b *e)= (a* b) *c. 
8. Dados a, b, e E R, se cumple que a* (b +e) = a* b +a* c. 
9. Dados a, b, e E R, se cumple (a+ b) *e= a* e+ b *c. 
Ejemplo 1.4. Sea Z = { ... -1, O, l...} el conjunto de los números Enteros, el cual 
definimos las operaciones binarias internas: 
+:ZxZf----tZ 
(x, y) ----+ x +y 
.:ZxZf----tZ 
(x, y) ----+ x.y = xy 
que verifican las siguientes propiedades Vx, y, z E Z 
l. x +(y+ z) = (x +y)+ z ... asociatividad de la suma 
2. :3! 0 E Z talque X + 0 = 0 + X = X ••. elemento neutro. 
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3. :J! -xEZtalquex+(-x)=(-x)+x=O ... inverso aditivo. 
4. x + y = y + x ... conmutatividad de la suma. 
5. x ·(y· z) = (x ·y)· z ... asociatividad del producto. 
6. :J! 1 E Z talque X • 1 = 1 · X = X .•. existencia de la unidad en Z. 
7. X· y= y· X .•• conmutatividad del producto. 
8. x · (y + z) = x · y + x · z . . . distributiva del producto con relación a la suma. 
9. X · y = 0 --+ X = 0 V y = 0 Z ... no posee divisores de cero. 
Si J = n.Z, la relación = ( mod n) también puede ser definida por a, b E Z, a = b( mod n) +-+ 
a - b E J y en este caso usaremos la notación a = a + j = {a + kn : k E Z} para la clase de 
equivalencia de a con relación a= (mod n) usaremos también Zn, Z/, o Z/n.z para simbolizar 
al conjunto cociente de Z por la relación = (mod n) 
Proposición 1.4. Sin E N- {O} entonces Zn = {0, I, ... , n- 1} es un conjunto que contiene 
exactamente n clases de equivalencias. 
Proposición 1.5. Sean E N,si a= a' e b = FJ, entonces 
1. a+b=a'+b' 
2. ab = a'b' 
Teorema 1.8. Sea n un número entero ~ 2 
1. 
(a,b)--+ a+ b (a, b) --+ ab = a.b 
2. Las operaciones anteriormente definidas gozan de las 9 propiedades definidas en la de-
finición {1.14). Por eso decimos que (Zn, +, .) es un anillo conmutativo con unidad I 
3. El anillo (Zn, +, .) es un dominio de integridad. 
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4. Sin= p es un número primo entonces Zp =={O, I, ... ,p -1} ademas de las 9 propieda-
des. Goza de la siguiente propiedad: 
1 O. Si O =/:- a E Zp talque a.b = b.a = I (esto es los elementos de O poseen inverso 
multiplicativo). 
:. (Zp, +, .) es un cuerpo 
l. 7 Anillo de Polinomios 
Definición 1.15. Sea f(x) = anxn + ... , a1x + ao un polinomio en A[x]. 
Entonces los ai se llaman los coeficientes del polinomio. 
Definición 1.16. El polinomio que tiene todos sus coeficientes iguales a O, se llama polinomio 
nulo y se denota f(x) =O 
Definición 1.17. El polinomio que tiené todos sus coeficientes ai iguales a cero, para i 2:: 1 
se llama polinomio constante. 
Definición 1.18. Dados dos polinomios f(x) = anxn + ... + a1 + ao y 
g(x) = bmxm + ... + b1 + bo, diremos que son iguales f(x) = g(x), si y solo si ai = bi Vi 2:: O 
Definición 1.19. Sea A un anillo conmutativo. El conjunto A[x] de polinomio sobre A esta 
formado por los elementos 
n 
~ aixi = anXn + ... + a1 + ao 
i=O 
Se definen dos operaciones en A[x]: 
• Suma de polinomios: Sea 
(anxn + ... + a1 + ao) + (bmxm + ... + b1 + bo) = CkXk + ... + Cl + CO 
donde Ci = ai + bi, V O::::; i::::; k. 
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• Producto de polinomios : Sea 
(anxn + ... +a¡+ ao)(bmxm + ... + b¡ + bo) = CkXk + ... + C¡ + CQ. 
Donde eo = aobo, e¡ = aob1 + a¡bo, c2 = aob2 + a¡b¡ + a2bo, ... , ck = aobk + a¡bk-1 + 
... ak-1b1 + akbo, k E N 
con estas operaciones A[x] es un anillo conmutativo. 
Ejemplo 1.5. (Anillo de polinomios). 
Sea A un cuerpo, definimos el conjunto 
A[x] = {f(x) = ao + a¡x + ... + anxn fao, ... ,anEA}. 
Definimos las operaciones binarias internas: 
+ : A[x] x A[x] t---t A[x] 
(p(x), q(x)) --+ p(x) + q(x) 
(A[x],+,.) es llamado anillo de polinomios. 
. : A[x] x A[x] t---t A[x] 
(p(x), q(x)) --+ p(x).q(x) 
Definición 1.20. Sea f(x) = anxn + ... +a¡+ ao en A[x], no nulo entonces el grado de f(x), 
denotado por gr(f), es el mayor entero no negativo n, talque an =f O. 
Observación 1.3. Si el grado de f(x) es n, entonces ak =O, para todo k> n y escribimos 
f(x) = anxn + ... +a¡+ ao 
es decir, no se colocan aquellos términos akxi con i > n, pues todos son nulos. 
Nota 1.2. El término an se llama coeficiente principal de f(x). 
Definición 1.21. Un polinomio de la forma f(x) = xn + ... + a 1 + a0 se llama mónico donde 
an =l. 
Observación 1.4. Si f(x) es un polinomio constante no nulo, entonces gr(f) =O. 
Proposición 1.6. Sea A un dominio de integridad. Sean f(x) y h(x) dos polinomios no nulos 
en A[x], de grado n y m respectivamente. Entonces: 
1. gr(f(x) + h(x))::; max(n,m) 
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2. gr(f(x)h(x)) = gr(f(n)) + gr(h(m)) 
Teorema 1.9. Si A es un anillo conmutativo con unidad, entonces A[x] es un anillo conmu-
tativo con unidad. 
Proposición 1.7. Si el anillo A es un dominio de integridad entonces el anillo A[x] es un 
dominio de integridad. 
l. 7.1 Algoritmo de la División 
Proposición 1.8. Sean f(x) y h(x) polinomios no nulos en A[x]. Entonces: 
gr(f(x)) ~ gr(f(x)h(x)). 
Teorema 1.10. Sean f(x) y h(x) dos polinomios en A[x], con h(x) =/= O. Entonces existen 
únicos q(x ), r(x) E A[x] tales que: 
f(x) = q(x)h(x) + r(x) 
donde o r(x) =O gr(r(x)) < gr(h(x)) 
Observación 1.5. Los polinomios q(x) y r(x) se llaman respectivamente 
cociente y resto de la división de f(x) entre h(x). 
Definición 1.22. Sea A un cuerpo y f(x), h(x) E A[x]. Diremos que el polinomio f(x) es 
divisible entre h(x), si existe otro polinomio c(x) E A[x], talque: 
f(x) = h(x)c(x) 
Definición 1.23. Sea f(x) un polinomio en A[x]. Diremos que f(x) es un polinomio irreducible 
en A[x] o irreducible sobre A, si cada vez que: 
f(x) = h(x)q(x) 
entonces h(x) o q(x) es una constante. 
Teorema 1.11. Sea f(x) un polinomio en A[x] entonces existen polinomios irreducibles p¡(x), ... ,pn(x), 
los cuales son únicos salvo asociados, tales que: 
f(x) = p¡(x), ... ,pn(x) 
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l. 7. 2 Factorización Única 
Definición 1.24. Sea f(x) E A[x] no constante. Se dice que f(x) es irreducible si sus únicos 
divisores son los polinomios constantes (no nulos) y los polinomios de la forma a.f(x) : a E 
A- {0}. 
Observación 1.6 . . Sea f(x) E Z[x], f(x) =f. O, 1, -l. Se dice que f(x) es irreducible si sus 
únicos divisores son ±1y ± f(x). 
Observación 1.7. Si f(x) E A[x] es reducible y gr(f(x) = n entonces f(i) tiene un divisor 
no constante de grado menor o igual que i. 
Ejemplo 1.6. Cualquier polinomio de grado 1 en A[x] es irreducible. Sin embargo, el polinomio 
f(x) = 2x + 2 es reducible en Z[x], pues 21 f(x) y x + 1 1 f(x). 
Ejemplo 1.7. Dado f(x) = ax2 + bx +e E ~[x]. Entonces f(x) es irreducible si y solo 
sí b2 - 4ac < O. 
Proposición 1.9. Sea f(x) E A[x] no constante. Entonces: 
f(x) es irreducible~ (f(x) 1 h¡(x).h2(x) entonces f(x) 1 h1 o f(x) 1 h2). 
Teorema 1.12. Sea A un cuerpo. Entonces todo polinomio f(x) E A[x] - {0}. Puede ser 
escrito en la forma, 
f(x) = a.fl(x) ... fn(x) 
donde a E A[x]- {O} y fl(x), h(x), ... , fn(x) son polinomios irreducibles sobre A {no necesa-
riamente distintos). Más Aún, esta expresión es única salvo de la constante a y del orden de 
los polinomios h(x), h(x), ... , fn(x). 
Definición 1.25. Sea f(x) E Z[x] no nulo se llama contenido de f(x) al M.C.D de sus 
coeficientes es decir, si f(x) = anxn + ... +a¡+ ao, entonces: 
C(f(x)) = M.C.D(ao, a1. ... , an) 
Nota 1.3. Un polinomio se dice primitivo si su contenido vale l. 
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Observación 1.8. Dado f(x) E .Z[x],entonces f(x) se expresa como f(x) = C(f(x)).fl(x), 
donde fi(x) es un polinomio primitivo. 
Más en general, si f(x) E Q[x], existe j; E Q y f¡(x) E .Z[x] primitivo talque: 
a 
f(x) = -¡;f¡(x) 
l. 7.3 Máximo Común Divisor 
Definición 1.26. Sean f(x), h(x) E A[x]. Se dice que f(x) divide a h(x), o que h(x) es múltiplo 
de f(x), y escribimos f(x) 1 h(x). Si existe c(x) E A[x] verificando que h(x) = f(x)c(x). 
Proposición 1.10. Sea A un cuerpo y f(x), h(x), r(x) E A[x]. Entonces: 
1. f(x) 1 f(x). 
2. Si f(x) 1 h(x) y h(x) 1 f(x) entonces existe a E A- O talque: 
h(x) = a.f(x). 
3. Si f(x) 1 h(x) y f(x) \ r(x) entonces f(x) 1 (h(x) + r(x)). 
4- Si f(x) 1 h(x) entonces f(x) 1 h(x).r(x). 
Definición 1.27. Sea A un cuerpo, y f(x), h(x) E A[x], se dice que d(x) E A[x] es un M.C.D. 
de f(x) y h(x) si: 
l. d(x) 1 f(x) y d(x) 1 h(x). 
2. Si c(x) 1 f(x) y c(x) 1 h(x) entonces c(x) 1 d(x). 
Propiedad 1.1. 
l. M.C.D(f(x), h(x)) = M.C.D.(af(x), h(x)) = M.C.D.(f(x), ah(x)), 
donde a E A - O. 
2. M.C.D(f(x), O)= f(x) y M.C.D.(f(x), 1) =l. 
3. Si f(x) 1 h(x) entonces M.C.D(f(x), h(x)) = f(x). 
4. M.C.D(f(x), M.C.D(h(x), r(x))) = M.C.D(M.C.D(f(x), h(x), r(x))) 
= M.C.D(f(x), h(x), r(x)). 
5. M.C.D(f(x).r(x), h(x).r(x)) = M.C.D(f(x), h(x)).r(x). 
6. Si d(x) 1 f(x) y d(x) 1 h(x) entonces 
M C D(f(x) h(x)) = M.C.D(f(x), h(x)) 
· · d(x)' d(x) d(x) 
Lema 1.5. Sean f(x), h(x) E A[x] se tiene que: 
M.C.D(f(x), h(x)) = M.C.D(h(x), f(x)- c(x)h(x)) 
Corolario 1.2. Sean f(x),h(x) E A[x], con h(x) i= O. Entonces 
M.C.D(f(x), h(x)) = M.C.D(h(x), f(x))mod h(x) 
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Observación 1.9. Para calcular ahora el M.C.D de dos polinomios procedemos de igual forma 
que a la hora de calcular el M.C.D. de dos números enteros. Vamos realizando divisiones hasta 
obtener un resto nulo. En resto anterior es el máximo común divisor 
f(x) = h(x)C1(x) +r1(x) 
h(x) = r1(x)C2(x) + r2(x) 
r1(x) = r2(x)C3(x) + r3(x) 
rk-2(x) = rk-l(x)Ck(x) + rk(x) 
Tk-2(x) = rk(x)Ck+l(x) +O 
Sin embargo, el polinomio rk(x) no tiene porque ser mónico, luego el resultado rk(x) , no 
sería el M.C.D de f(x) y h(x) necesitamos multiplicar por el inverso del coeficiente líder para 
obtener el M.C.D 
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1.8 Cuerpo 
Definición 1.28. Un anillo A conmutativo y unitario es un cuerpo si todo elemento distinto 
de O tiene un inverso multiplicativo. 
Observación 1.10. 
l. En un cuerpo no hay divisores de cero, es decir todo cuerpo es un dominio de integridad. 
2. Un cuerpo no tiene ideales no triviales. 
Si I fuera un ideal distinto de {O} del cuerpo A, entonces existe a -=/= O. pero entonces 
1 = a-1 ·a E J, luego I =A. 
Proposición 1.11. Un anillo conmutativo A, sin divisores de cero finito es un cuerpo. 
Corolario 1.3. Un dominio de integridad finito es un cuerpo. 
Definición 1.29. Diremos que un anillo conmutativo A es un cuerpo si para todo par de 
elementos a, b E A, a -=/= O, existe un elemento x E A, que es solución de la ecuación a · x = b. 
Proposición 1.12. En todo cuerpo A sólo existe dos ideales {O} y A. 
Teorema 1.13. Todo Dominio de Integridad finito es un cuerpo. 
1.8.1 Ideales y anillos cocientes 
Definición 1.30. dado un anillo (A,+,·) se dice que el subconjunto IdeA es un ideal de A 
cuando siendo I -=/= O se verifica: 
a) si a, bE I, a-bE J. 
b) si a E J, hE A-+ { a. hE l 
h·a E I 
Es decir, que I es un subconjunto aditivo de A tal que Va E I y Vh E A, a· hE I y h ·a E J. 
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Ejemplo 1.8. Demostrar que {[0], [4]} es un ideal del anillo Z/8. 
En efecto: 
Sabemos que H = {[O], [4]} es un subanillo de Zs; para comprobar que es un ideal basta que 
se verifique: 
[O] · x = x · [O] E H, \lx E Zs, 
[4] · x = x · [4] E H, \lx E Zs 
Z/8 = {[0], [1], [2], [3], [4], [5], [6], [7]}, es evidente que: · 
además: 
[O] · x = x · [O] = O E H 
[4]· [1] = [1]· [4] = [4. 3] = [3]· [4] = [4]· [5] = [5]· [4] 
= [4] · [7] = [7] · [4] = 4 E H 
[4] · [2] = [2] · [4] = [4] · [6] = [6] · [4] = O E H. 
Luego H es un ideal de Z/8. 
Proposición 1.13. Sea (A,+,·) un anillo, y sean 
{ 
í, un elemento determinado de A distinto de O. 
x, un elemento generico de A. 
Entonces el conjunto I, de los elementos de la forma ni + Xi, \In E Z es ideal de A. 
Definición 1.31. El ideal I se dice generado por í, y se representa por (í). Si el anillo A es 
unitario y 1 es el elemento unidad. 
Definición 1.32. Los elementos de ideal (i), cuando A es unitario, se denominan múltiplos 
de i, y son de la forma x · i, \lx E A. 
Definición 1.33. Diremos que el ideal I del anillo A es principal cuando existe un elemento 
ideA tal que \lx E J, existe un y E A que verifique x =y· í. 
El elemento í se llama base del ideal I, y se escribe I = (i). 
Definición 1.34. Sea A anillo unitario y conmutativo. Sean I y J ideales de A. Se llama suma 
de los ideales I y J y se representan por I + J, al conjunto de los elementos de la forma i + j 
siendo i E I y j E J. 
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Proposición 1.14. La suma de dos ideales es un ideal. 
Proposición 1.15. Si I y J son ideales de un anillo A, se verifica que I e I + J y que 
J e I +J. 
Proposición 1.16. Si i = (i) y J = (j) son ideales principales de un anillo A, se verifica que 
Iei+JyJel+J. 
Definición 1.35. Dados dos ideales, I y J, de un anillo A, diremos que 1 es divisor de J si 
Jei. 
Proposición 1.17. Si I, J y K son . ideales de un anillo A y es I e K y J e K entonces 
I+JeK. 
Definición 1.36. Si 1 y J son ideales de un anillo A, a la suma I + J se le llama M.C.D de 
los ideales I y J. 
Proposición 1.18. La intersección de dos ideales es otro ideal. 
Definición 1.37. Dados dos ideales 1 y J de un anillo A, a In J se le llama M.C.D de 1 y de 
J. 
Definición 1.38. Un ideal M de Z se dice que es un ideal maximal en Z si M fe: Z y si J es 
un ideal de Z tal que M e J e Z entonces J = M o J = Z. 
En otras palabras, un ideal M fe: Z de Z es llamado maximal si los únicos ideales de Z que 
contienen a M son M y Z. 
Teorema 1.14. Si p E Z y J = p · Z entonces las siguientes condiciones son las equivalentes 
1. p es un número primo. 
2. j = p · Z es un ideal maximal en z. 
Definición 1.39. Sea A un anillo. 
P e A, P fe: A es ideal primo si a, b E P --+ a E P o b E P. 
M e A, M fe: A es ideal maximal si VI e A ideal con M s; I --+ I = A. 
Teorema 1.15. Sea (A,+,·) un anillo conmutativo con unidad 1 E A, entonces las siguientes 
condiciones son equivalentes: 
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~NAI ,,~:~;.,_ .,... ... ,. ~. -~~ .... 
1. A es un cuerpo. !Jfc.Y 'f ,:~:~1 le Qp.\- 1NA ~~·~ 2. {O} es un ideal maximal en A. .-¡~ fROCESOr. ¡;J 
'\~ l.'ECNICO'" ::: 
~t -~ >~ 
3. Los únicos ideales de A son los triviales. -~~- <').~'51 
~~ 
Proposición 1.19. Sean A un anillo y J un ideal en A. Si x = x'(mod J) e y= y'(mod J) 
entonces: 
1. x +y= x' + y'(mod J) 
2. x ·y= x' · y'(mod J) 
Demostración. 
l. Observeremos que, (x +y)- (x' +y') = (x- x') +(y- y') E J, puesto que x- x' E J e 
y-y'EJ 
2. Ahora sea x = x' +a, a EJe y= y'+ b, bE J, entonces 
x ·y- x' ·y' = (x' +a). (y'+ b)- x'. y' 
= x' · y' + x' · b + a · y' + a · b - x' · y' 
= x' · b + a · y' + a · b 
y como a, b E J es un ideal de A se sigue que x · y - x' · y' E J como queríamos demostrar • 
Proposición 1.20. Sea A un anillo y J un ideal en A si x = x' e y= y' entonces 
1. x + y = x' + y' 
2. x · y = x' · y' 
Definición 1.40 (Anillo cociente). Sea A un anillo, 1 un ideal de A 
A I ={a+ 1/a E A}. 
Definamos las operaciones binarias internas: 
.A A A .A A A +.IXJ-+l '.]X]-+] 
(a+l,b+I)-+ (a+b)I (a + I, b + I) -+ a · b + I 
( 4, +, ·) es un anillo llamado cociente de A sobre l. 
• Si lA es la identidad de A, entonces lA+ I es identidad de 4· 
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• Si A es conmutativo entonces 4 es conmutativo. 
Teorema 1.16. Sea A un anillo conmutativo con unidad 1 E A y sea J un ideal de A, entonces: 
J es un ideal maximal de A f-7 4 es un cuerpo. 
Corolario 1.4. Todo ideal maximal es primo. 
l. 9 Espacio vectorial 
Los espacios vectoriales son la piedra angular del Álgebra lineal ya estudiada sobre un cuerpo 
F(C o IR). 
Definición 1.41. Sea F un cuerpo. Sea V un conjunto no vacío, se dice que V es un F-espacio 
vectorial si y sólo sí:Vv, w E V y Va., f3 E F. 
(i) (V,+) es un grupo abeliano. 
(ii) 
es una acción. 
• liF ·V= V 
• (a. + (3) · v = a.v + f3v 
• (a.· (3) · v = a.(f3v) 
• a.(u+w)=a.v+a.w 
:FxV----+V 
(a., v) t-+ a.v 
Ejemplo 1.9. (El espacio de n-tuplas wn). 
Sea lF un cuerpo y sea V= {a.= (x1, x2, ... , xn)/xi E lF} el conjunto de todas las n-tuplas 
Definamos: 
+: VxV----+V 
(a., (3) t-+ a. + f3 
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Sea a= (x¡, x2, ... , Xn) Y f3 =(y¡, Y2, ... , Yn) 
la cual (V, +) es grupo abeliano. 
!FxV-+V 
(a, f3) f--7 a· f3 = (ax¡, ax2, ... , axn) 
la cual ( ·) es una acción. 
. ·. V es lF -espacio vectorial. 
Ejemplo 1.10. Sea lF un cuerpo IF[x] es un IF-espacio vectorial. 
Definición 1.42. (Subespacio vectorial). 
Sea V un lF -espacio vectorial y sea W e V· W es IF-subespacio vectorial si y solo si W es un 
IF-espacio vectorial por si mismo. 
o equivalentemente W e V es subespacio vectorial si y solo si ea+f3 E W Va, f3 E W Ve E lF 
Ejemplo 1.11. Sea V un IF- espacio vectorial y sea {O} ~V entonces {O} es IF-espacio vectorial 
llamado sub espacio nulo de V. 
Sea también V~ V entonces V es IF-subespacio vectorial. Ademas {O} y V son denominados 
subespacios triviales de V. 
Definición 1.43. (Subespacio Generado). 
Sea S un conjunto de vectores de un espacio vectorial V. El subespacio generado por S se 
define como la intersección W de todos los sub espacios de V que contienen a S. 
Cuando S es un conjunto finito de vectores S = {a¡, ... , O!n} se dice simplemente que W es el 
subespacio generado por los vectores a¡, ... , O!n· 
Definición 1.44. Sea V un IF-espacio vectorial. Un subconjunto S de V se dice linealmente de-
pendiente (o simplemente dependiente) si existen vectores distintos a¡, ... , an E S y escalares 
e¡, e2, ... , Cn E lF no todos nulos tales que : 
Un conjunto que no es linealmente dependiente se dice linealmente independiente. 
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Definición 1.45. Sea V un JF-espacio vectorial. Una base de V es un conjunto de vectores 
linealmente independiente de V y que genera el espacio V. El espacio V es de dimensión finita 
si tiene una base finita. 
Ejemplo 1.12. Sea lF un cuerpo y S e JFn 
S= {e¡, ... , en}. 
Donde: 
e¡ = (1, O, ... , 0), e2 = (0, 1, ... , 0), ... , en = (0, O, ... , 1). 
Sea x = (x¡, ... ,xn) E JFn 
x =X¡ e¡+ x2e2 + ... + Xnen =O 
X¡ = X2 = ... = Xn = 0 
:. e¡, ... , en son L.I. 
S = {e¡, ... , en} es una base de JFn llamada base canónica de JFn. 
Definición 1.46. Combinación Lineal 
Sea V un espacio vectorial sobre el cuerpo JF. Diremos que un vector -;¡} E V es una combi-
nación lineal de los vectores -;¡} 1, -;¡} 2 ... , -;¡} n E V si y solo sí existen escalares no todos nulos 
e¡, c2, ... , Cn E lF tale que cumplen con la siguiente condición: 
Definición 1.4 7. (Transformaciones Lineales). 
Sean U, V JF-espacios vectoriales y una función T: U --7 V, Tes una transformación lineal 
si y sólo sí: 
T(u, .Av)= T(u) + .AT(v) Vu, v E U \/.A E JF. 
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1.10 Software Wolfram Mathematica 
Wolfram Mathematica es sin lugar a dudas el programa de cálculo simbólico más apreciado 
y utilizado por cuantas posibilidades ofrece y sobre todo por su potencia en la realización de 
cálculos, y está disponible para distintas plataformas. 
Fabricado por Wolfram Research lnc, dispone de un amplio conjunto de comandos y fun-
ciones con las que realizar cualquier tarea, además de las numerosas librerías accesibles en 
todo momento, con algoritmos suficientes para efectuar determinados procesos. 
La versión que se va a utilizar para realizar esta tesis es la de Wolfram Mathematica 10 la 
cual mejora las capacidades y velocidades de cálculo implementando nueva tecnología, incorpo-
ra importantes novedades en aspectos relacionados con el cálculo numérico, nuevos algoritmos 
para la resolución de ecuaciones e inecuaciones, ecuaciones algebraicas, además, dispone de un 
amplio soporte para que el usuario pueda definir sus propias funciones. 
También, ha ampliado las opciones para importar y exportar información, mejorando la cone-
xión con otras aplicaciones, a través de filtros como la integración de java, LaTeX, imágenes 




Mathematica@ 1 O 
Acontinuación se va mostrar el uso del software Wolfram Mathematica 10 en el ejemplo (3.4) 
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Ingresar la función f(x)=...{X 
ln[1]:= 
Out[1]= ....{X 







Hallar la matriz inversa de W 
1 o 1 o 1 o 
1 1 4 1 9 1 
:I:nverse[ 
1 2 16 8 81 18 ] 1 3 64 48 729 243 
1 4 256 256 6561 2916 
1 S 1024 1280 59049 32805 
3 
{ { 16, 
185 10 055 875 95 11 











, 1177, ~. 3 -1--}, 
576 192 64 576 
656 4378 364 37 4 
375 , 3"37'5, - 1125 1125 , - 3375}, 
89 652 22 
--, -


















337 123 19 1 





3 ~85 ~o o55 875 95 ~~ 
~6 96 6912 2304 2304 '6""9i2 
9 31 ~~77 89 3 ~ - - -- -4 8 576 192 64 576 
93 656 4378 364 37 4 -
~25 375 3375 1125 1~25 3375 
36 89 652 22 8 ~ - -
25 25 225 25 75 225 
~37 7~~ 504~ 1799 267 13 
2000 4000 32 000 32 000 32 000 32 000 
9 47 337 123 19 1 
100 200 1600 ~600 1600 ~600 
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Simplificando g (x) 
( 
1 (x-4) 2 (x-9) 2 (x-1)) (x-4) 2 (x-9) 2 (11x+1) 
1+ -· * -2 576 6912 
(x-1) 2 (x-9) 2 (x-4)) * (x-1) 2 (x-9) 2 (4x-31) 
225 3375 
(x-1) 2 (x-4) 2 (x-9)) * (x-1) 2 (x-4) 2 (13x-137) 
1600 32000 
Expand[%1] 
280239 1567351x 182146283x2 249792649x3 13757950789x4 523004461xs 
----- + ------ ------+------- ------+ 
200 000 600 000 43 200 000 86 400 000 12 441 600 000 2 073 600 000 
145 323113 x6 9125189 x 7 580793x8 6781 x 9 277 x 10 
------+ ------ ------ + ------
4147 200 000 3110 400 000 4147 200 000 2 073 600 000 12 441600 000 
Simplify[%2] 
1 
12 441 600 000 
(17 433107 712- 32 500 590 336 x +52 458129 504 x 2 - 35 970 141456 x 3 + 13 757 950 789 x 4 
- 3138 026 766 x 5 + 435 969 339 x 6 - 36 500 756 x 7 + 1742 379 x 8 - 40 686 x 9 + 277 x 10 ) 
1 
12 441 600 000 
(17 433107 712-32 500 590 336 x +52 458129 504 x2 - 35 970141456 x 3 + 13 757 950 789 x 4 -
3138 026 766 x 5 + 435 969 339 x 6 - 36 500 756 x 7 + 1742 379 x 8 - 40 686 x 9 + 277 x 10 ) 
1 
ln[3]:= Ox ------
12 441 600 000 
Out[3]= 
(17 433107 712-32 500 590 336 x +52 458129 504 x 2 - 35 970141456 x 3 + 13 757 950 789 x 4 -
3138 026 766 x 5 + 435 969 339 x 6 - 36 500 756 x 7 + 1742 379 x 8 - 40 686 x 9 + 277 x 10 ) 
1 
12 441 600 000 
(-32 500 590 336 + 104 916 259 008 x -107 910 424 368 x 2 +55 031803156 x 3 -15 690133 830 x 4 + 
2 615 816 034 x 5 - 255 505 292 x 6 + 13 939 032 x 7 - 366174 x 8 + 2770 x 9 ) 
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Reemplazando los nodos x = 1, x = 4, x = 9 
1 
ln(4]:= {- 32 500 590 336 + 104 916 259 008 * (1) -




107 910 424 368 (1) 2 +55 031803156 (1) 3 -15 690133 830 (1) 4 + 
2 615 816 034 (1) 5 -255 505 292 (1) 6 + 13 939 032 (1) 7 - 366174 (1) 8 + 2770 (1) 9 ) 
1 
ln[SJ= {-32500590336+104916259008 * (4)-




107 910 424 368 (4) 2 +55 031 803156 (4) 3 -15 690133 830 (4) 4 + 
2615816034 (4) 5 -255505292 (4) 6 +13939032 (4) 7 -366174 (4) 8 +2770 (4) 9 ) 
1 
ln[5]:= {- 32 500 590 336 + 104 916 259 008 * (9) -




107 910 424 368 (9) 2 +55 031 803156 (9) 3 - 15 690 133 830 (9) 4 + 
2615816034 (9) 5 -255505292 (9) 6 +13939032 (9) 7 -366174 (9) 8 +2770 (9) 9 ) 
Capítulo 2: 
Interpolación 
2.1 Interpolación Polinomial 
Existen dos teoremas que son absolutamente indispensables para el desarrollo de la teoría 
de la interpolación polinomial. El primero de ellos es, extremadamente antiguo y sobre él 
descansa gran parte del análisis numérico. Se trata del teorema de interpolación polinomial, 
el cual simplemente dice que por dos puntos se puede hacer pasar una línea recta, por tres 
puntos una parábola, por cuatro puntos una cúbica y de ahí en adelante. Por otro lado, el 
otro teorema fundamental es el clásico teorema de aproximación de Weierstrass, que afirma 
que cualquier función continua en un intervalo cerrado puede ser uniformemente aproximada 
por un polinomio de grado suficientemente alto. 
Teorema 2.1. Dados n+1 puntos distintos xo, X1, ..• , Xn y n+1 valores yo, Yl, ... , Yn, existe 
un único polinomio Pn(x) E Pn talque: 
i =O, 1, ... ,n. (2.1) 
Demostración. Seapn(x) = a0 +a1x+a2x2+ ... +anxn el polinomio de grado n con coeficientes 
indeterminados ai que satisfaga las condiciones de la ecuación (2.1). Esto induce al sistema de 
n + 1 ecuaciones lineales en ai 
(2.2) 
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cuyo determinante es el determinante de Vandermonde: 
1 xo 2 xn xo o 
1 X! 





1 Xn x2 n xn n 
Ahora basta probar que V es distinto de cero y así el sistema descrito por la ecuación (2.2) 
tendrá solución única. Para ver esto, considérese la función 
1 xo x2 o xn o 
1 X! xi xn 1 
V(x) = V(xo, X¡, ... , Xn-l, x) = (2.3) 
1 Xn-l 2 Xn-1 x~-l 
1 Xn x2 n xn n 
V ( x) es un polinomio de grado n que se anula en xo, X¡, ... , Xn-1, puesto que si evaluamos 
en cualquiera de estos puntos se obtienen dos renglones idénticos. Entonces por el teorema de 
factorización de polinomios, se obtiene que 
V(xo, x1, ... , Xn-1, x) = (3(x- xo)(x- x1) · · · (x- Xn-1). (2.4) 
Para evaluar (3, que es el coeficiente de Xn, hay que expandir el determinante de la ecuación 
(2.3) por su renglón. Esto demuestra que el coeficiente de Xn es 
1 xo x5 
n-1 
X o 
1 xi n-1 X! xl 
= V(xo, x¡, ... , Xn-1). 
1 Xn-1 2 Xn-1 
n-1 
Xn-1 
Sustituyendo en la ecuación (2.4) resulta 
V(xo, X¡, ... , Xn-b x) = V(xo, x¡, ... , Xn-I)(x- xo)(x- x¡) ... (x- Xn-1)) 
y ahora evaluando en x = Xn, 
V(xo, X!, ... , Xn-1, x) = V(xo, Xl, ... , Xn-l)(xn- xo)(xn- X¡) ... (xn- Xn-l) (2.5) 
lo cual proporciona una fórmula recursiva para calcular V. Finalmente, V(xo, x¡) = x1- xo, 
por lo que se tiene 
en virtud de la ecuación (2.5), y aplicando la fórmula repetidas veces se llega a que 
n 




Como los Xi son distintos entre sí por hipótesis, el producto en la ecuación (2.6) es distinto de 
cero, por lo tanto V i= O • 
Antes de mencionar el teorema de aproximaciones de Weierstrass, es necesario introducir la de-
finición de los polinomios de Bernstein y algunos cálculos que ayudarán a probar el mencionado 
teorema 
Definición 2.1. Dada f(x) E C[O, 1], su Polinomio de Bernstein de grado n, denotado por 
Bn (!; t), se define como 
Por su definición, es claro que Bn(f; t) E Pn; también es fácil de ver que para, f¡(x) y h(x) E 
C[0,1] 
Bn(af¡ + f3h; t) = aBn(h t) + f3Bn(h; t). (2.7) 
Además, si f¡(t)::;; h(t) para todo tE [0, 1], entonces se tiene que 
(2.8) 
para todo tE [O, 1]. Para ver este último, tómese f = h- f¡. Entonces f(t) ~O para tE [0, 1]; 
en particular, 
f (~) ~O, i = 1, 2, ... , n, 
por lo que Bn(f; t) es una suma de términos no negativos. Finalmente, por la ecuación (2.7), 
Ejemplo 2.1. Calcular Bn(a; t), Bn(t; t) y Bn(t2 ; t) donde a es constante. 
Solución. 






Bn(a;t) = ta(7)ti(1- tt-i = a(t + (1- t))n =a. (2.9) 
~=0 
pero 
i(n) i·n! (n-1)! (n-1) 
-:;;, í = n · (n- í)l · íl = (n- i)l(í- 1)1 = í- 1 · 
Entonces haciendo j = í - 1, se tiene que 
pero 
Bn(t; t) = t L n--: 1 ti (1- t)<n-1)-j = t · (t + (1 - t))(n-1) =t. n-1 ( ) 
j=O J . 
Bn(t(t-~);t) = t,~· i~ 1 (7)ti(1-t)n-i 
= ti . i - 1 (n) ti(1 - tt-i 
i=2 n n í 
(2.10) 
i i-1(n) i·(i-1)·n! ( 1) (n-2)! ( 1)(n-2) 
-:;;,.-----;:,:- i = n · n ·(n-i)!· i! = 1 --:;;, (n- i)l(i- 2)! = 1 --:;;, i- 2 
y haciendo j = i- 1, se obtiene por una parte 
y por otra parte 
Entonces 
( 1) t 1 Bn(t2 ; t) = 1 - - t 2 + - = t2 + -t(l - t) n n n (2.11) 
Teorema 2.2. (Teorema de Aproximación de Weierstrass). Sea f(x) E C[a, b]. Dado 
E > O, existe un polinomio p(x) de grado suficientemente alto tal que 
llf(x)- p(x)JJ <E, a~ x ~ b. 
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Demostración. Sea f como requiere el teorema. Sea x = (b- a)t +a, y entonces 
f(x) = f((b- a)t +a)= g(t). 
Así, cuando x =a, t =O y cuando x = b, t = 1; por lo tanto g(t) es una función continua en 
[O, 1]. Se desea probar que dado € >O y h(t) E C[O, 1], existe un entero no tal que 
llh- Bno(h)ll < €. (2.12) 
Si se logra esto, entonces se tendrá en particular que 
g(t)- Bn0 (g; t) < €, O::; t::; 1, 
y tomando 
( x-a) p( X) = Bno g; b - a 
el teorema quedará demostrado. 
Como h(t) es continua en el compacto [0,1], se sigue que h está acotada en [0, 1] y también 
que es uniformemente continua en el mismo intervalo. Supóngase que llhll =M, donde 11-11 es 
la norma uniforme sobre el intervalo [a, b], y que s, tE [0, 1]; entonces 
-2M::; h(t) - h(s) ::; 2M. (2.13) 
Además, como h(t) es uniformemente continua en [O, 1], dado €1 >O existe 8(€) >O tal que 
-€1 < h(t)- h(s) < €1 (2.14) 
cuando lt- si < 8. Se afirma que la ecuación (2.13) junto con la ecuación (2.14) implican que 
2M 2 2M 2 
-€1- -;52(t- s) ::; h(t) - h(s) S €1 + -;52(t- s) (2.15) 
paras, tE [0, 1]. Esto es cierto puesto que si lt- si < 8, la ecuación (2.14) implica la ecuación 
(2.15; por otra parte, si lt- si ~ 8, entonces 
(t-s)2>1 
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y en este caso la ecuación (2.13) es la que implica la ecuación (2.15). 
Ahora si se fija momentáneamente s, se toman los polinomios de Bernstein de grado n de las 
funciones en t de (2.15) y se evalúan en t = O, se obtiene 
2M , 2M 
-€1- 82Bn((t- s)2 ; s) S Bn(h; s)- h(s) S €1 + 82Bn((t- s?; s) (2.16) 
debido a las ecuaciones (2.12), (2.13) y (2.14) • 
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2.2 Interpolación de Lagrange 
Definición 2.2. Sean (n + 1) puntos xo, XI, x2, x3, · · · , Xn todos diferentes entre si , definimos 
inicialmente una expresión polinomial de la siguiente forma : 
n 
gi(x) = (x- xo)(x- x1)(x- x2) · · · (x- Xi-I)(x- Xi+I) · · · (x- Xn) = IT (x- Xj) i-/= j 
j=O 
podemos observar que dicha expresión es evidente diferente de cero en el punto Xi gi(xi) = 
n 




L;(x;) ~ { ~ ,sii=j 
, si i i= j 
Luego el polinomio interpolante de Lagrange queda definido por : 
n 
Pn(x) = 2: YiLi(x) 
i=O 
(2.17) 
Teorema 2.3. Dados (n + 1) puntos (xj, Yj) distintos j =O, 1, 2, · · · , n entonces existe y es 
único el polinomio de grado menor o igual a n tal que : 
P(x3) =yj , j =0,1,2,··· ,n 
Demostración. 
Procedemos a construir el polinomio P(x) y a probar su unicidad previamente determinaremos 
las funciones 
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Li(x) = c(x- xo)(x- x¡)(x- x2) · · · (x- Xi-l)(x- Xi+l) · · · (x- Xn); i = 1, 2, · · · , n (*¡) 
Li(x) es tal que: 
si definimos la constante e por : 
{ 
Li(xj) = 1 ,si i =j 
Li(xj) =O ,si i fj 
e= [(xi- xo)(xi- x1)(xi- x2) · · · (xi- Xi_¡)(xi- Xi+l) · · · (xi- Xn)t 1 (*2) 
Si reemplazamos (*1) en (*2) se tiene: 
L•(x) __ (x- xo)(x- x1)(x- x2) · · · (x- Xi-I)(x- Xi+I) · · · (x- Xn) . i = O, 1, 2, · · · , n 
(xi- xo)(xi- x1)(xi- x2) · · · (xi- Xi-I)(xi- Xi+l) · · · (xi- xn)' 
n 
IJ(x-xj) 
Li(x) = ~f~ = IJn (x- Xj) 
(x·-x·) 




DefinamosahoraP(x)=LYiLi(x) i=0,1,2, ... ,n 
o 
i=0,1,2,··· ,n 
P(xj) =yoLo(xj) + Y1L1(xj) + Y2L2(xj) + · · · + YiLj(xj) + · · · + YnLn(xj) 
P(xj) =yo(O) + Yl(O) + Y2(0) + · · · + Yi(1) + · · · + YnLn(xj) 
P(xj) =yj j =O, 1, 2, · · · , n 
(2.18) 
Unicidad : Supongamos que Q(x) es otro polinomio de grado menor o igual que n. Tal que 
Q(xi) = Yi i =O, 1, 2, · · · , n. Sea R(x) = P(x)- Q(x).Luego R(x) es un polinomio de grado 
menor o igual que n y además 
= Yi- Yi 
---+ R(xi) = O , V i = O, 1, · · · , n 
---+ P(x) = Q(x) 
-t P(x) es único 
Observación 2.2. 
• Si tenemos un determinado número de puntos y luego agregamos un punto o más las 
funciones Li ( x) deben construirse nuevamente. 
• El siguiente teorema del error del polinomio de Lagrange muestra que en el caso de la 
aproximación de la función f(x) por el polinomio de Lagrange , que x debería estar 
cercano de algún punto de interpolación es decir para x E [a, b]. 
Ejemplo 2.2. Interpolar f(x) = yx en los puntos xo = 1, XI= 4, x2 = 9 
Solución. 
Se calculan los polinomios Li(x) para i = O, 1, 2 a partir de la ecuación (2.18), lo cual 
resulta 
Lo(x) = (x- x1)(x- x2) = (x- 4)(x- 9) = (x- 4)(x- 9) = ~(x _ 4)(x _ 9) 
(xo - xi)(xo - x2) (1 - 4)(1 - 9) ( -3)(-8) 24 
LI(x) = (x- xo)(x- x2) = (x- 1)(x- 9) = (x- 1)(x- 9) = -~(x _ 1)(x _ 9) 
(x1- xo)(xl- x2) (4- 1)(4- 9) (3)( -5) 15 
L
2
(x) = (x- xo)(x- x¡) = (x- 1)(x- 4) = (x- 1)(x- 4) = ~(x _ 1)(x _ 4) 
(x2 - xo)(x2 - x¡) (9- 1)(9- 4) (8)(5) 40 
Ahora se evalúa f en los nodos y se forma el polinomio P2(x) como dice la ecuación 
(2.17), de donde: 
2 
P2(x) = LLiYi 
i=O 
1 1 1 
= -(x- 4)(x- 9)(1)- -(x- 1)(x- 9)(2) + -(x- 1)(x- 4)(3) 
24 15 40 
1 2 3 = -(x- 4)(x- 9)- -(x- 1)(x- 9) + -(x- 1)(x- 4) u 15 ~ 
5(x2 - 13x + 36) - 16(x2 - lOx + 9) + 9(x2 - 5x + 4) 
120 
5x2 - 65x + 180- 16x2 + 160x- 144 + 9x2 - 45x + 36 
120 
-2x2 + 50x + 72 
120 
= -~(x2 - 25x- 36) 
60 


















Figura 2.1: f(x) y su polinomio de Lagrange P2 (x) 
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2.3 Interpolación de Hermite 
Teorema 2.4. Dados n + 1 punto distintos xo, ... , Xn y además n + 1 enteros positivos 
mo,m1, ... ,mn existe un único polinomio p(x) de grado mo + m1 + ... + mn + n =N o 
menor que resuelve el problema de interpolación 
(2.19) 
donde f(x) es una función que tiene mi derivadas consecutivas en Xi, y con i =O, 1, ... ,n, 
j =O, 1, ... , mi. 
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Demostración. Se busca un polinomio p(x) = aNXN +aN-lXN-l + ... +ao tal que en cada Xi 
se cumpla la ecuación (2.19). Entonces se tienen N +1 incógnitas aN, aN-1, ... , ao por resolver. 
Manteniendo fija i, las condiciones p(i) = J(i)(xi), donde j =O, 1, ... , mi, dan como resultado 
mi+ 1 ecuaciones lineales en las N+ 1 incógnitas. Dado que se tienen mi+ 1 ecuaciones en 
cada nodo xi, el sistema constará de mo +m¡+ ... + mn + ( n + 1) = N+ 1 ecuaciones lineales 
en las N + 1 incógnitas; entonces basta demostrar que la matriz de coeficientes del sistema es 
no singular para probar la existencia y unicidad de la solución. 
Escríbase el sistema en forma matricial Ay = b, donde: 
Se demostrará que el sistema homogéneo relacionado Ay = O tiene solamente la solución 
trivial aN = aN-1 = · · · = ao =O. Como se tomó Ay= O, ¡0)(xi) =O para i =O, 1, ... , n y 
j =O, 1, ... , mi. Entonces dado que p(x) cumple con (2.19) y es de grado N, por el teorema 
de factorización p( x) es de la forma 
donde a(x) es un polinomio. Si a(x) no se anula idénticamente, entonces 
es un polinomio de grado mo +m¡+ ... + mn + (n + 1) = N+ 1, mientras que p(x) es 
de grado N. Por lo tanto, forzosamente a(x) = O, y esto implica que p(x) = O. Entonces 
aN = aN-1 = · · · = ao =O, y el sistema Ay= O tiene solamente la solución trivial. esto prueba 
que A es no singular y el teorema queda demostrado. • 
Ahora se derivará la fórmula que se obtiene a partir de un método clásico asociado con el 
nombre de Hermite, llamado interpolación osculatoria, que hace uso de los valores de la función 
y de su primera derivada en cierto número de nodos. este método busca la solución del caso 
particular de la ecuación (2.19) en el que j =O, l. Entonces, sean xo, x¡, ... , Xn los puntos en 
los que se conoce el valor tanto de f ( x) como de ¡' ( x). En vista del teorema anterior y de que 
mi = 1, i = O, 1, ... , n, es posible encontrar un polinomio de grado mo +m¡ + ... + mn + n = 
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2n + 1 que coincida con dichos valores conocidos. Se asumirá que tal polinomio puede ser 
expresado en la forma 
n n 
p(x) = :2.: hi(x)f(xi) + 2.:"hi(x)¡' (xi), (2.20) 
i=O i=O 
donde hi(x) y ~(x) son polinomios de grado máximo 2n + 1 que deben ser determinados de 




para O ~ i,j ~ n. Ahora recuérdese la expresión de los polinomios Li(x) en la fórmula de 
Lagrange: 
Li(x) = 7r(x) 
(x - Xi)7r' (xi) 
en la sección anterior se vio que Li(x) es un polinomio de grado n tal que Lj(xi) = Óji· Por lo 
tanto, [Lj(Xi)]2 es un polinomio de grado 2n que satisface [Lj(xi)j2 = Óji y cuya derivada se 
anula en Xi cuando i =f j. Por lo tanto, debe poder escribirse 
(2.23) 
donde 'Pi(x) y 1/Ji(x) son funciones lineales de x tales que hi(x) y hi(x) cumplan las condiciones 
establecidas anteriormente, los siguientes cálculos revelarán algunos requisitos que imponen 
las ecuaciones (2.21) y (2.22) sobre 'Pi(x) y 1/Ji(x) 
hi(Xi) = 1/Ji(xi)[Li(Xi)]2 = 1/Ji(Xi) = 0 =? 1/Ji(Xi) = 0 
h:(xi) = 1/J~(xi) + 21/Ji(xi)L~(xi) = 1/J;(xi) = 1 => 1/J;(xi) = 1 
por lo que 
(2.24) 
y entonces sustituyendo las ecuaciones (2.23) y (2.24) se convierte en 
n n 
p(x) = :2.:[1- 2L:(xi)(x- xi)][Li(x)]2 f(xi) + I:Cx- xi)[Li(x)]2 ¡' (xi) (2.25) 
i=O i=O 
La ecuación (2.25) se le conoce como Fórmula de Interpolación Osculatoria de Hermite. 
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Ejemplo 2.3. Aplicar el proceso de Interpolación osculatoria en la función f(x) = vfx en los 
nodos xo = 1, x¡ = 4, x2 = 9 
Solución. 
Sea el polinomio requerido 
2 2 
p(x) = I)1- 2L:(xi)(x- xi)][Li(x)]2 f(xi) + I)x- Xi)[Li(x)] 2 ¡' (xi), 
i=O i=O 








(x- 4)(x- 9) 
1 1 




(x- 1)(x- 9) :::;. 
1 
L2(x) = -(x- 1)(x- 4) 
40 
p(x) = [1- 2L~(xo)(x- xo)][Lo(x)]2 f(x 0 ) + [1- 2L~(x1)(x- x1)][L1 (x)]2 f(x 1)+ 
[1- 2L;(x2)(x- x2)][L2(x)]2 j(x2) + (x- xo)[Lo(x)]2 ¡' (xo) + (x- x1)[L¡(x)j2 ¡' (x1) 
(x- x2)[L2(x)] 2 ¡' (x2) 
= [1- 2(2~l )(x- 1)] 2!2 (x- 4)2(x- 9)2 + [1- 2( 125)(x- 4)] 1~2 (x- 1)2(x- 9)2(2) 
[1- 2{!~)(x- 9)] 462 (x- 1)2(x- 4)2(3) + (x- 1) 2!2 (x- 4)2(x- 9)2(!) 
(x- 4)~(x- 1)2(x- 9)2(;Í) + (x- 9)-;b(x- 1)2(x- 4) 2(-k) 
(llx + 1)(x- 4)2(x- 9)2 2(31- 4x)(x- 1)2(x- 9)2 3(137- 13x)(x- 1)2(x- 4)2 
= 12 * 242 + 15 * 152 + 20 * 402 
(x- l)(x-4)2(x -9)2 (x-4)(x- 1)2(x-9)2 (x- 9)(x- 1)2(x -4)2) 
+ 2 * 242 + 4 * 152 + 6 * 402 
Multiplicando y simplificando se tiene: 
_ ll:z:S _ 95:é + 875x3 _ 10055x2 + 185x + .l. _ 8x5 + 74x4 _ 728x3 + 8756x2 _ 1312x + 186 
- 6912 2304 2304 6912 96 16 3375 1125 1125 3375 375 125 
39x5 + 801x4 5397x3 + 15123x2 2133x + 411 x5 3x4 + 89x3 1177x2 + 31x 9 
- 32000 32000 - 32000 32000 - 4000 2000 1152 - 128 384 - 1152 16 - 8 
x 5 2x4 llx3 163x2 89x 9 x5 19x4 41x3 337x2 47x 3 
900 - 75 + "'""55 - 225 + 100 - 25 9600 - 9600 + 3200 - 9600 + 1200 - 200 
entonces se obtiene el polinomio 
p(x) = 
1 
(37x5 - 1083x4 + 1235x3 - 73009x2 + 329112x + 164592) 
432000 
y derivando p(x) 




(185x4 - 4332x3 + 37053x2 - 146018x + 329112). 
Ahora al sustituir los nodos en las ecuaciones anteriores, se puede ver que p(x) cumple con 
/(1) = p(1) = 1, 
!(4) = p(4) = 2, 
/(9) = p(9) = 3, 
{(1) = p'(1) = ~ 
¡' ( 4) = p1 ( 4) = :! 
¡' (9) = p' (9) = ! 






Figura 2.2: f(x) y su polinomio de Hermite P(x) 
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Capítulo 3: 
Bases Espectrales de Hermite en la 
Interpolación Polinomial 
3.1 Preliminares 
Teorema 3.1. Dados r enteros positivo h1, h2, ... , hr E N cuyo máximo común divisor sea 
1 E N, existen enteros b1, b2, ... , br E Z tales que: 
(3.1) 
Lema 3.1. Si a1, a2, ... , ar son enteros positivos y d = a1s1 +a2s2+ ... +arsr es su combinación 
lineal positiva mínima, entonces d divide a cada ai para i = 1, 2, ... r. 
Demostración. Se sabe del algoritmo de la división que: 
Luego: 
ai = (a1s1 + a2s2 + ... + arsr)qi +ti 
ai = a1s1qi + a2s2qi + ... + arsrqi +ti 
ai - a1s1qi- a2s2qi- ... - aisiqi- ... - arsrqi =ti 
ai(1- Siqi)- a1(s1qi)- ... - ar(srqi) =ti 
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Podemos ver que ti se puede expresar como combinación lineal de ai, i = 1, ... , r. Por el 
algoritmo de la división O :::; ti :::; d y por hipótesis d es combinación lineal positiva mínima de 
ai, i = 1, ... , r entonces ti= O y ai = diqi; lo que quiere decir que d 1 ai. Este procedimiento se 
repite para cada i = 1, ... , r; lo que demuestra el lema. • 
Lema 3.2. El máximo común divisor de a¡, a2, ... , ar E Z+ es la combinación lineal positiva 
r 
Demostración. Sea D = m.c.d(a¡, a2, ... , ar) = m.c.d.(ai), i = 1, ... , r y d = L aiSi la combi-
nación lineal positiva de ai, i = 1, ... , r. 
Por el teorema (3.1) Dla¡, Dla2, ... , Dlan entonces: 
De donde obtenemos 
r 
.!!J.. Qa. • Qi 
D' D, ... , D 
a1s1 + a2s2 + + QiJ!i_ 
D D ... D 





Ahora como d = L aisi, por el lema (3.1) se tiene que di a¡, dia2, ... , diai, i = 1, ... , r. Ya que 
i=l 
d es la combinación lineal positiva mínima de ai, i = 1, ... , r y ademas como D es el máximo 
común divisor de ai, entonces diD; de donde: 
(3.3) 
de la ecuación (3.2) y (3.3) finalmente: 
Regresando a la demostración del teorema (3.1), como m.c.d.(h¡, h2, ... , hr) = 1, por el lema 
(3.2); 3 b¡, b2, ... , br, tales que: 
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Lo que demuestra el teorema. 
• 
Definición 3.1. El máximo común divisor de fl(x), h(x), ... , fn(x) E K[x] se define como el 
polinomio mónico d(x) E K[x] tal que: 
l. d(x)\fi(x) para cada i = 1, 2, ... , n. 
2. Si h(x)\fi(x) para cada i = 1, 2, ... , n, entonces h(x)\d(x). 
Teorema 3.2. Dados fl(x), h(x), ... , fn(x) E K[x] no todos ceros, su máximo común divisor 
d(x) E K[X] existe y además d(x) = a1(x)JI(x) + a2(x)h(x) + ... + an(x)fn(x) para ai(x) E 
K[x], i = 1, ... , n adecuados. 
Demostración. Sea I el conjunto de todos los rl(x)fl(x) + r2(x)h(x) + ... + rn(x)fn(x), con 
ri(x), i = 1, ... , n, variando K[x], puesto que 
(rl(x)fl(x) + ... +rn(x)fn(x)) + (sl(x)fl(x) + ... + sn(x)fn(x) = 
(r1(x) + sl(x))fl(x) + ... + (rn(x) + sn(x))fn(x) 
y evidentemente existe el inverso de cada elemento de I en el mismo conjunto, por lo que I es 
un subgrupo aditivo de K[x]. Ahora se toma t(x) E K[x], entonces: 
t(x)(rl(x)fl(x) + ... + rn(x)fn(x)) = (t(x)rl(x))fl(x) + ... + (t(x)rn(x))fn(x) 
el cuál sigue en I, lo que nos dice que I es un ideal de K[x]. Además I =f O ya que al menos uno 
de los fi(x) es distinto de cero. Entonces I consiste de los múltiplos de un polinomio mónico 
d(x) por los elementos de K[x]; esto gracias a una consecuencia del algoritmo euclidiano para 
polinomios. Dado que fi(x), i = 1, ... , n, están en I, deben ser múltiplos de d(x) por elementos 
de K[x], por lo que d(x)\fi(x) para cada i = 1, ... ,n. 
Finalmente, como d(x) E J, debe expresarse como 
d(x) = a1(x)JI(x) + a2(x)h(x) + ... + an(x)fn(x) 
Para ai(x) E K[x], i = 1, ... , n adecuados. Entonces si h(x)\fi(x) para i = 1, ... , n, se tiene que 
h(x)\al(x)fl (x) +a2(x)h(x) + ... +an(x)fn(x) = dn(x). Esto demuestra que d(x) es el máximo 
común divisor de los polinomios dados. • 
Corolario 3.1. Si el máximo común divisor de fl(x), h(x), ... , fn(x) E K[x] {no todos ceros) 
es 1E K[x], entonces existen b1(x), b2(x), ... , bn(x) E K[x] tales que 
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1 = b¡(x)f¡(x) + lñ(x)h(x) + ... + bn(x)fn(x). 
Demostración. Basta con ponerd(x) = 1 en el teorema (3.2) para obtener el resultado. • 
3.2 Base Espectral para el Anillo Modular Zh 
Después de demostrar el corolario (3.1), ahora definiremos el concepto de base espectral, y 
esto se hará en el contexto de los anillos modulares Zh, para luego ampliar esta idea al caso 
de los anillos de polinomios modulares. 
Sea hE N y fórmese el anillo Z módulo h: Zh =O, 1, ... , h- 1 con la adición y multiplicación 
definidas módulo h. Así en adelante escribiremos, a+b = cmod(h) y ab = cmod(h) se escribirán 
como a + b = e y ab = e en Zh respectivamente. Es evidente que Zh representa una clase de 
equivalencia módulo h. En otras palabras: 
hE N, h: Zh = {0, 1, ... , h ~ 1}; 
a+ b = cmod(h) ---1 a+ b =e E Zh; 
a.b = cmod(h) -t ab =e E Zh 
Por otra parte, el teorema de factorización única en números primos garantiza que h puede 
escribirse en la forma h = pf"1 p~2 ••• pr;r, donde Pl, ... , Pr son números primos. 
Ahora se definen hi := hfp";i para i = 1, 2, ... , r. Por su definición, es claro que el máximo 
común divisor de los hi es 1, por lo que es posible aplicar el teorema (3.1) y obtener de tal 
manera: 
en Zh para b1 , b2, ... , br enteros. Lo siguiente es definir los números 
todos en Zh, y entonces se dice que la Base Espectral Completa de Zh, denotada por ebs(Zh), 
es 
En el siguiente teorema, enunciaremos algunas de las propiedades de cbs(Zh) 
Teorema 3.3. Se cumplen las siguientes relaciones en Zh 
J. S¡ + 82 + ... + Sr = 1 
2. Si.Sj = O para i =f j 
3. sf = Si para i = 1, 2, ... , r 
4 m; O m;-1 _¡_ O · 1 2 · qi = , qi r para~= , , ... , r. 
5. qisi = qi, para i = 1, 2, ... , r 
Demostración. 1) De la ecuación (3.1) y de la definición de si, se tiene que: 
S¡ + S2 + ... + Sr = 1 
Para probar la propiedad (2), basta calcular directamente el producto: 
SiSj = (bihi)(bjhj) = bibj(hihj) 
=bibj( !:. •. !:.j) 
P; Pj 
= bibj( m;h mj ).h =O 
P; ·Pj 
Por otro lado, si se multiplica a la expresión 1) por si, se obtendrá: 
S¡.Si + ... + Sf + ... + Sr .Si = Si 
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y por (2), finalmente se obtendía st =Si· Por la propiedad (2). La primera parte de la propiedad 
( 4) es directa: 
m· m· m· m· m·b h b h O qi • =Pi • .si • =Pi • Si =Pi ' i i = i· = 
Por otro lado, para la segunda parte el procedimiento es similar al que se usó en la propiedad 
(2), es decir: 
q~;-l(s¡ + s2 + ... + sr) 
pf';-ls~-1 (s¡ + s2 + ... +Sr) 
P
m;-1sm;-1s + Pm;-lsm;-ls + + Pm;-1 sm;-1 sm;-1 + + Pm;-1 sm;-1 s 
i i 1 i i 2··· i i i ··· i ir 
m;-1 m;-1 m;-1 





m·-1 = qi' 
Finalmente, para la propiedad 5) se tiene que: 
Y con esto quedó demostrado. 
qi (S¡ + S2 + · · · + Sr) = qi 
PiSi(S¡ + S2 + ... +Sr) = qi 
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Las propiedades {1), {2) y {3) dicen que los Si son los idempotentes que se anulan dos a dos 
y que conforman una partición de la unidad, mientras que {4) y {5) indican que los qi son los 
nilpotentes con índice de nilpotencia mi. 
Ahora supóngase que x E Zh, multiplicando ambos lados de la igualdad 1) del teorema (3.3) 
por x, resulta que: 
(3.4) 
donde Xi = xmod(p":;). 
Por último, empleando las propiedades del teorema (3.3) es posible encontrar fácilmente los 
valores de los idempotentes Si. Tan sólo hay que multiplicar por hi en ambos lados de la 
expresión ( 1) para obtener así: 
de donde Si= (hj1modp":i)hi, para i = 1, 2, ... , r. Resulta claro que conociendo los valores de 
los Si no existe mayor problema en calcular los nilpotentes qi y sus potencias. • 
Ejemplo 3.1. Sea h = 450. Calcular la base espectral del anillo modular Z450· 
Solución. 
Sea h = 450 = 2 · 32 ·52, de donde obtenemos P¡ = 2,P2 = 3,P3 = 5 y h¡ = 32 ·52 = 225, 
h2 = 2. 52 = 50 y h3 = 2. 32 = 18 
Hallamos s¡ : 
(S¡ + S2 + S3 = 1) X h¡ 
s¡h¡ + s2h1 + s3h1 = h¡ 
s1h1 +~+~ =225 
s1h1 = 225 
S¡ · 32 · 52 = 225 
Hallamos s2 : 
S¡· (2 + 1)2 • (2 + 3? = 225 
s1 (22 + 2(2) + 12)(22 + 2(2)(3) + 32) = 225 
s¡(ff + ff + 1)(ff +~+ 32) = 225 
S¡· 32 = 225 
s¡(2 + 1)2 = 225 
s¡(ff + ~+ 1) = 225 
S¡ = 225 
(S¡ + S2 + Sg = 1) X h2 
~+s2h2+~ =h2 
S2. 2. 52 =50 
s2(3- 1)(#" + 2(3)(2) + 22) = 50 
s2(3 -1)(3(4) + (3 -1)2) =50 
s2(3- 1)(3(3 + 1) + #"- 2(3) + 1) = 50 
s2(3- 1)(#" + 3- 2(3) + 1) = 50 
S2(3- 1)(-2) =50 
s2(3- 1)(1- 3) =50 
-s2(3 -1)2 =50 
-s2(#"- 2(3) + 1) =50 
s2(6- 1) =50 
5s2 =50 
(22 +1)s2 =50 
[(3- 1)2 + 1]s2 =50 
[.#"- 2(3) + 1 + 1]s2 =50 
[-2(3) + 2]s2 =50 
( -2(3)- 2)[-2(3) + 2]s2 = ( -2(3) - 2)50 
~-22]s2 = 50(-8) 
-4s2 = 50(-8) 
S2 = 100 
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Análogamente hacemos un análisis similar para poder encontrar sg, empezamos multiplicando 
s¡ + s2 + sg = 1 por hg, de donde finalmente se obtiene que sg = 126. 
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Justificamos el hecho de eliminar 22 y 32 en el primer y segundo caso respectivamente; en el 
primer caso hemos colocado las bases 3 y 5 en función de una suma en el cuál uno de los 
dígitos es 2. Ya que Pl = 2 y como ql = Pl·St. tendríamos s~ · 22 = s~.p~ = (sl·Pl? = q~ y del 
teorema 3.3 ( 4) se eliminaría, lo mismo ocurre en los otros casos. 
La suma s1 + s2 + sg = 451, pero como se· está trabajando módulo 450, el resultado es l. 
Debido a las potencias de los Pi en la factorización de los hi, sólo hay q2 y qg, que se calculan 
por medio de su definición: 
s2P2 = q2 = 300mod 450=300; sgpg = qg = 630mod 450=180 
Es decir la base espectral de Z45o viene dada de la siguiente manera: 
s1 = 225 --t q1 = p1s1 = 225 x 2 = 450mod(450) 
82 = 100 --t q2 = P2S2 = 100 X 3 = 300mod(450) = 300 
sg = 126 --t qg = pgsg = 126 x 5 = 630mod(450) = 180 
Se obvia el primer qt, ya que m1 = 1, y en la base solo admite hasta q;n1 -l, en los demás casos 
solo se tomará un qi debido a que mi = 2. 
Finalmente, en consecuencia a lo anterior, la Base Espectral completa de Z45o es: 
cbs(Z45o) := { St, s2, q2, sg, qg} = {225, 100, 300, 126, 180} 
3.3 Base Espectral para el Anillo Polinomial K[x]h 
En el caso de los anillos de polinomios modulares es análogo al de los enteros módulo h. Ahora 
se toma un polinomio h = h(x) de grado m sobre un campo arbitrario K y se forma el anillo 
polinomial modular K[x]h := K[x]j < h(x) >.Entonces las operaciones de adición y producto 
de polinomios se hacen módulo h(x) mediante el algoritmo de la división de polinomios, el cuál 
dice que para f(x),g(x) E K[x]h se tiene que: 
f(x)g(x) = q(x)h(x) + r(x), 
donde r(x) es idénticamente cero o de grado menos que h(x). Así, el producto de dos polinomios 
módulo h(x) es simplemente r(x). 
51 
Bajo la adición, K[x]h posee la estructura de un espacio vectorial de dimensión m, y una 
base para K[x]h es {1, x, x 2 , ... , xm-l }, conocida como base estándar. Así, todo polinomio 
f(x) E K[x]h puede expresarse mediante una combinación lineal de los elementos de la base 
estándar. La base expectral que se está buscando pretende servir el mismo propósito cambiando 
la sencillez de los miembros de la base estándar por otras propiedades que serán de utilidad 
para simplificar diferentes aspectos. 
Por el teorema de factorización de polinomios, h(x) puede escribirse en la forma: 
y haciendo pr¡:i = (x - Xi)mi, la expresión resultante es: 
Está claro que, dado Xi =/:- Xj para i =/:- j, cada pr¡:; es un factor primo de h(x). Así, se definen 
los polinomios hi := hjpr¡:i, lo cuales tienen como máximo común divisor all E K[x]; de esta 
manera, se puede emplear el corolalio (3.1) para afirmar que existen polinomios bi(x) E K[x], 
i = 1, 2, ... , r, tales que se cumple: 
(3.5) 
en K[x]h· Ahora definimos los polinomios si(x) := bi(x)hi(x) E K[x]h y qi(x) := (x-xi)si(x) = 
PiSi(x) E k[X]h para i = 1, 2, ... , r. La Base Espectral Completa de K[x]h, denotada por 
csb(K[x]h)· 
(3.6) 
Los polinomios Si(x) y qi(x) en K[x]h mantienen las mismas propiedades enunciadas en el 
teorema (3.3) que los nÚmeros Si y qi en Zh respectivamente, por lo que los Si(X) son idempo-
tentes que se anulan dos a dos y que conforman una partición de la unidad , mientras que los 
Pi(x) son nilpotentes con índice de nilpotencia mi. 
Hay dos expresiones importantes que se obtienen mediante el uso de la base espectral en 
K[x]h.En primer lugar, se multiplica la ecuación (3.5) de ambos lados por f(x) E K[x]h, 
resultado: 
r 
f(x) = fi(x)si(x) + h(x)s2(x) + ... + fr(x)sr(x) = L fi(x)si(x), (3.7) 
i=l 
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donde Xi = f(x)mod(x- xi)m;. Estos fi(x) son los primeros mi términos de la expansión de 
Taylor de f(x) alrededor de x = Xi, puesto que a partir de término mi+l todos serán cero 
módulo (x- Xi)mi, entonces lo que se está haciendo mediante esta representación de f(x) 
empleando la base espectral del anillo es simplemente expandir la función en su serie de Taylor 
alrededor de las distintas raíces de h(x). 
La otra expresión relevante es la llamada Descomposición Espectral Generalizada, la cuál se 
obtiene empleando la ecuación (3.7) y la definición de los nilpotentes qi(x). Así, basta con 
tomar f(x) = x E K[x]h y luego usar la ecuación (3.7), con lo que: 
r r 
x = L)(x- xi) + xi)si(x) = ~)xi + qi(x))si(x) (3.8) 
i=l i=l 
donde Xi = xmod(x - Xi)m;. 
Finalmente se añade que, igual que en el caso de Zh, los idempotentes si(x) se encuentran 
multiplicando la ecuación (3.5) de ambos lados por hi y empleando las propiedades de si(x) : 
de donde si(x) = [hi1(x)mod(x- xi)mi]hi(x), para i = 1, 2, ... , r. 
Ejemplo 3.2. Encontrar la base espectral para el anillo polinomial modular K[x]h, con K = ~ 
y h(x) = (x -1)2(x- 4)2(x- 9)2 . 
Entonces se tiene que: 
Por otra parte: 
p1(x) = (x -1), 
P2(x) = (x- 4), 
P3(x) = (x- 9) 
h1(x) = (x- 4)2(x- 9? 
h2(x) = (x- l?(x- 9? 
h3(x) = (x- 1)2(x- 4) 2 
Luego por el teorema (3.3)(1), se tiene que: 
(sl + 82 + ... +Sr= 1) X h1 
s1h1 +~+ ... +_wc( = h1 
s1h1(x) = h1(x) 
s1(x)(x- 4?(x- 9)2 = (x- 4)2(x- 9)2 
s1(x)[(x -1)- 3j2[(x -1)- 8]2 = (x- 4)2(x- 9) 2 
s1(x)[(x -1)2- 6(x -1) + 9][(x -1)2 -16(x -1) + 64] = (x- 4) 2 (x- 9)2 
s1(x)( -6(x -1) + 9)( -16(x -1) + 64) = (x- 4)2(x- 9)2 
s1(x)~- 384(x -1) -144(x -1) + 576) = (x- 4)2(x- 9)2 
s1(x)[-528(x -1) + 576] = (x- 4)2(x- 9)2 
sl(x)[-528(x -1) + 576][-528(x -1)- 576] = (x- 4)2(x- 9)2[-528(x -1)- 576] 
s1(x)~- 5762] = (x- 4)2(x- 9)2[-528(x -1)- 576] 
-331776s1(x) = (x- 4) 2(x- 9) 2[-528(x -1)- 576] 
81
(x) _ (x- 4)2 (x- 9)2[-528(x -1)- 576] 
- -331776 
Hallamos s2 : 
(x- 4)2(x- 9)2[528x + 48] 
331776 
(x- 4)2(x- 9?[11x + 1] 
6912 
( Sl + 82 + ... + Sr = 1) X h2 
~+s2h2+ ... +~ = h2 
s2(x)h2(x) = h2(x) 
s2(x)(x- 1)2(x- 9? = (x -1)2(x- 9)2 
s2(x)[(x- 4) + 3]2[(x- 4)- 5]2 = (x -1)2(x- 9)2 
s2(x)((x- 4)2 + 6(x- 4) + 9)((x- 4)2 - 10(x- 4) + 25) = (x -1)2(x- 9)2 
s2(x)(6(x- 4) + 9)( -lO(x- 4) + 25) = (x -1)2(x- 9)2 
s2(x)~+ 150(x -4)- 90(x- 4) + 225) = (x -1)2(x- 9)2 
s2(x)[60(x- 4) + 225] = (x- 1)2(x- 9)2 
s2(x)[60(x- 4) + 225][60(x- 4)- 225] = (x -1?(x- 9)2[60(x- 4)- 225] 
s2(x)~- 2252] = (x- 1)2(x- 9)2[60(x- 4)- 225] 
Finalmente encontramos s3(x) : 
(x-1)2 (x-9)2 [60(x-4)-225] 
50625 
(x-1)2 (x#-.465J 
(x-1)2 (x-9)2 (4x-31) 
3375 
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(s¡ + s2 + ... +Sr= 1) x ha(x) 
~+~+saha(x)+ ... +~ =ha(x) 
sa(x- 1?(x- 4? = (x- 1)2(x- 4)2 
s3 [(x- 9) + 8j2[(x- 9) + 5] 2 = (x- 1?(x- 4)2 
sa(x)~+ 16(x- 9) + 64]~-lO(x- 9) + 25] = (x- 1)2(x- 4)2 
s3 (x)[160(x- 9)2 + 400(x- 9) + 640(x- 9) + 1600] = (x- 1)2 (x- 4)2 
sa(x)[1040(x- 9) + 1600] = (x- 1?(x- 4)2 
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sa(x)[1040(x- 9) + 1600][1040(x- 9)- 1600] = (x- 1?(x- 4)2(1040(x- 9) -1600) 
s3(x)~- 16002] = (x- 1?(x- 4)2[1040x- 9360- 1600] 
83
(x) _ (x- 1)2(x- 4)2[1040x- 10960] 
- -16002 
~ (x -1?(x- 4?[13x -137] 
32000 
Calcular los nilpotentes qi(x) es fácil después de haber obtenido los si(x). Tan sólo basta 
multiplicar si(x) por Pi(x) módulo h(x); así: 
q1(x) = P1(x).s1(x) 
_ (x-l)(x-4)2 (x-9)2 (1lx+l) 
- 6912 





_ (x-1)(x-4)2 (x-9j2 
- 576 
Análogamente: 
q2(x) = P2(x).s2(x) 
_ (x-4)(x-lj2(x-9)2 (4x-31) 
- 3375 




_ (x-1)2 (x-9j2(:z:-4) 
- 225 
Y finalmente: 
qa(x) = Pa(x).s3(x) 
_ (x-9)(x-1) 2 (x-4)2 (3x-7) 
- 32000 
_ (x-9)(x-1)2 (x-4)2(3(x-9)+20) 
- 32000 
_ (x-1)2 (x-4j2~20(x-9)] 
- 32000 
= (x-1)2 (~.2fl'fx-9) 
_ (x-1)2 (x-4)2 (x-9) 
- 1600 
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3.4 Interpolación con Bases Espectrales. 
3.4.1 Relación entre base estándar y espectral de K[x]h 
Dadas dos bases ordenadas B y e de un mismo espacio vectorial V de dimensión finita, es 
posible relacionarlas mediante una matriz de cambio de base M, que actúa de manera tal que 
e = M B. Dicha matriz es no singular y por lo tanto tiene inversa, lo cual permite obtener que 
M- 1e =By de esa manera.saltar de una base a otra sin esfuerzo. Esto puede también hacerse 
en el caso del anillo polinomial modular K[x]h, ya que este posee la estructura de un campo 
vectorial. En este caso, se tiene tanto la base estándar como la base espectral y Bhora se busca 
la matriz de cambio de base entre ellas, la cual resultará ser una conocida y cómoda matriz. 
Sin embargo,antes de comenzar los cálculos para encontrarla, se dan alguna definiciones útiles. 
Definición 3.2. El vector función X(x) formado por los elementos de la base estándar de 
K[x]h, {1, x, x2, ... , xm-l }, se denotará por: 
X(x) = (l,x,x2, ... ,xm-lf. 
El vector función S(x) compuesto por los elementos de la base espectral completa csb(K[x]h) 
de K[x]h, definida en el capítulo anterior, se denotará por: 
Los signos de punto y coma en la definición de S(x) dividen dicho vector en r bloques de mi 
elementos i = 1, 2, ... , r 
Definición 3.3. La derivada normalizada X[kl(x) del vector función X(x) se define con la 
fórmula: 
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Se usará la notación abreviada xJkl := xfkl(xj) para denotar el vector función xfkl(x) eva-
luando en el punto x = Xj, así como Xj := X(xj) para el vector función X(x) evaluado en 
x = Xj· Ahora se prueba un resultado que dá una forma explícita para Xfkl(x). 
Teorema 3.4. La k-ésima derivada normalizada Xfkl(x) viene dada por: 
[k] _ (k+ 1) (k+ 2) 2 (m- 1) m-1-k X (x)-~· 1, k x, k x , ... , k x ) 
k veces 
(3.9) 
Demostración. Se procede por inducción sobre k. Claramente, el enunciado se cumple para 
k= 1, ya que de la definición (3.3) se tiene que: 
_ 1 1 ( ) _ a ( 2 m-l)T - 1 axx x -l.-a 1,x,x , ... ,x l. X 
= (0, 1, 2x, ... , (m - 1)xm-2 ) 
= (O 1 (1 + 1) (1 + 2) 2 (1 +m- 2) m-1_1) ' ' 1 X, 1 X ' ... , , 1 X 
(2) (3) 2 (m -1) m-2 = (0, 1, 1 X, 1 X , ... , 1 X ) 
Ahora supóngase que la ecuación se cumple para k = n, es decir: 
xfnl(x) = ~· 1, (n: 1)x, (n: 2)x2, ... , (m: 1)xm-1-n) 
n veces 
Y se probará que: 
[n+l)( ) _ ( (n + 2) (n + 3) 2 (m- 1) m-2-n) X x - ~,1, n+1 x, n+1 x , ... , n+1 x 
n+1 veces 
Ahora por definición, 
xfn+ll(x) = (nll)!a~+1 X(x) = (nl1),a;;_a~X(x) 
= (nl1) 1 a~[n!Xfnl(x)] = (nl 1) 1 a~¡xfnl(x)] 
1 1[( (n + 1) (n + 2) 2 (m- 1) m-1-n)] = (n+1)!ax ~,1, n x, n x , ... , n x 
1 n veces (n + 1) (n + 2) ( ) (m- 1) m-2-n)] = (n+1) 1 [(~,0, n ,2 n x, ... , m -1- n n x 
n vece(s n + 2) (n + 3) 2 (m- 1) m-2-n) 




- -1 1 (n + 1) (n + 1)! 
(n+l) n - n!l!(n + 1) - ' 
y en general: 
(
n+p) (n+p)!p (n+p)! (n+p) 
(sl) n = n!p!(n + 1) = (n + 1)!(p- 1)! = n + 1 
Lo cuál termina la demostración. 
Definición 3.4. La matriz generalizada de Vandermonde W de mxm se define como 
(3.10) 
donde m= m1 + m2 + ... + mr. De igual manera que para S(x) los signos de punto y coma en 
la definición de W la dividen en r bloques de mi columnas, i = 1, 2, ... , r. 
La relación importante que se buscaba en esta sección la dá el siguiente teorema. 
Teorema 3.5. W es la matriz de cambio de base entre S(x) y X(x); en otras palabras, 
S(x) = w-1 X(x) (3.11) 
Demostración. Retomando la relación s1 + s2 + ... sr = 1, al multiplicar de ambos lados por 
x se obtiene: 
X = XS! + XS2 + ... + X Sr 
= (x- Xl + XI)SI + (x- X2 + X2)s2 + ... + (x- Xr + Xr)Sr 
= (xl + q1)s1 + (x2 + q2)s2 + ... + (xr + qr)sr 
(3.12) 
donde Xi = xmod(x - xi)mi. Elevando al cuadrado esta última expresión, haciendo uso de las 
propiedades de los elementos de la base espectral y luego desarrollando los binomios, 
x2 = (x1 + q1)2s1 + (x2 + q2)2s2 + ... + (xr + qr)2sr 
= (xisl + G)xlql + qD + ... + (x;sr + G)xrqr + q;). (3.13) 
En general, si se eleva la expresión para x en la ecuación (3.12), a la k-ésima potencia, se tiene 
que: 
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+(x~sr + (~)x~-1 qr + ... + (k~ 1)xrq~-l + q~) (3.14) 
Por otra parte, se está buscando una matriz A de m x m tal que: 
AS(x) = X(x). (3.15) 
Así como se hizo con W, se divide la matriz A en r bloques de mi columnas, donde mi es el 
grado de nilpotencia de qi, i = 1, 2, ... , r. Usando la ecuación (3.15) y la relación s1 + ... +sr = 1, 
se tiene que el primer renglón de A es 
(~~~) 
m¡ col m2 col ·mr col 
En seguida se repite el mismo procedimiento para el segundo renglón de A, empleando las 
ecuaciones (3.15) y (3.12). El resultado es: 
(x1l0"' ... ~x210 ... O~rlO ...... O) 
mr col 
Se calcula el tercer renglón mediante las ecuaciones (3.15) y (3.13) 
(x~ G) X¡10 ... O X~ G) x210 ... O X~ G) Xr10 ... 0). 
mr col 
El renglón k+ 1 resulta ser, a partir de las ecuaciones (3.15) y (3.14), 
( k (k) k-1 ( k ) k (k) k 1 ( k ) x1 1 x1 ... k- 1 X¡10 ... 0 ... xr 1 xr- ... k- 1 Xr10 ... 0). 
A partir de estos cálculos y recordando la expresión (3.10), se tiene que la matriz A es: 
A = {X xliJ xlm¡-lJx xllJ xlm2-1] X xliJ xlm¡-lJ} _ W 1¡···1 22···2 ···rr···r -' 
de donde se sigue que WS(x) = X(x) y por ende, S(x) = w-1 X(x), lo que concluye la 
demostración. 
3.5 Interpolación de hermite enfocado a las Bases 
Espectrales 
La base espectral de K[x]h tiene varios usos y aplicaciones posibles, dadas las ventajas que 
ofrecen sus peculiares propiedades. Una de sus aplicaciones importantes reside en su vínculo 
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con los procesos interpolatorios visto anteriormente. 
3.5.1 Un resultado sobre la Base Espectral 
El siguiente teorema establece una igualdad fundamental para el desarrollo de este tema. 
Teorema 3.6. Se dá la siguiente igualdad: 
(3.16) 
Donde I es la matriz identidad m x n 
Demostración. El resultado se obtendrá a partir de la relación dada por la ecuación (3.11). 
Así, se tiene que X(x) = WS(x), y al evaluar en x = Xj, j = 1,2, ... ,r, resulta la ecuación 
Xj = W S(xj) para j = 1, 2, ... , r,. Sin embargo, de la igualdad (3.10) se sabe que X k es la 
primera columna del K -ésimo bloque de W, por lo que S(xk) debe tener ceros en todas las 
posiciones excepto un 1 en la primera de su K -ésimo bloque. 
El siguiente paso es calcular la primera derivada normalizada de la expresión (3.11), que resul-
ta en la ecuación X[1l (x) = W S[l] (xj ). De nueva cuenta se evalúa en s = Xj para j = 1, 2, ... , r. 
En vista de que Xk1l es la segunda columna del K-ésimo bloque de W, S[1l(xk) debe tener 
ceros en todas las posiciones excepto un 1 en la segunda de su K -ésimo bloque. 
El proceso de calcular derivadas normalizadas y evaluarlas en cada Xj continúa de la misma 
manera; para la i-ésima derivada normalizada se llega a xjil = WS[il(xj) para j = 1, 2, ... , r, 
lo cual obliga por la ecuación (3.10) a que S[il(xk) tenga un 1 en la (i + 1)-ésima posición de 
su k-ésimo bloque y ceros en todo lo demás. Reuniendo todo esta información se prueba la 
ecuación (3.16) y se demuestra el resultado. 
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3.5.2 Interpolación de Hermite Completa 
Para el caso de la interpolación osculatoria, se empleaban los valores de la función a interpolar 
f y su derivada en los nodos conocidos como coeficientes de una combinación lineal de ciertas 
funciones hi(x) y hí(x). Dichas funciones estaban obligadas a cumplir ciertos requisitos para 
ser solución del problema, las cuales eran: 
hi(Xj) = Dij, hi(Xj) =o 
h~(xj) =O, h~(xj) = Dij· 
Las funciones hí(x) y hi(x) representan una base de polinomios de Hermite para este problema 
particular. 
Para el problema en general: 
(3.17) 
donde j =O, 1, ... ,mi-l, también es posible construir una solución de la misma manera, aunque 
la dificultad sea mucho mayor. Esto es, el polinomio de interpolación p(x) puede ser expresado 
como una combinación lineal de ciertas funciones hij(x), i = 1, 2, ... , n y j = O, 1, ... ,mi-l 
así como se hizo con el problema anterior: 
n n n 
p(x) = LhiO(x)f(xi)+ Lhil(x)f'(xi)+ ... + Lhi(m;-l)(x)¡m;-l(xi) 
i=l i=l i=l 
y para que sea solución de (3.17), se debe cumplir el conjunto de condiciones: 
hiO(xk) = 8ik hi¡(xk) =O 
h~0 (xk) =O hil(xk) = Óik 
hi(m;-l)(xk) =O 
hi(m;-1) (xk) = O 




3.6 Aplicación de las bases espectrales de Hermite 
en la interpolación 
La importancia de la expresión (3.11) radica en la información que dá sobre los elementos 
de la base espectral S(x) al momento de ser evaluados en los puntos Xi, i = 1, 2 ... , r; a par-
tir de dicha ecuación, se observa que Si(xj) = dij y que s~k](xj) =O para i,j = 1,2, ... ,r y 
k= 1, 2, .. , mi -l. De igual manera (3.11) indica que qi(xj) =O, qpl(xj) = 8ij y qJkl(xj) =O 
para i,j = 1, 2, ... , r y k = 2, 3, ... ,mi - l. En general, para qUx), se tiene que q!{xj) = O, 
(q!)[ll(xj) = 8ij y (qf)[kl(xj) =O, para i,j = 1, 2, ... , r y k= 1, 2, ... ,mi- 1, k# l. 
Como puede verse, los elementos de la base espectral S(x) cumplen con el conjunto de con-
diciones (3.19) tomando Si = hiO, qi = hil, qf = hi2 y siguiendo de la misma forma hasta 
qf'i-1 = hi(mi-l)· Por lo tanto es posible sustituir los ~j por los elementos de S(x) en la 
ecuación (3.18) y dada la unicidad de la solución del problema de interpolación (3.17) se pue-
de afirmar que S(x) es una base de polinomios de Hermite para dicho problema. Si todos 
los nilpotentes q1, q2, ... , qr fueran idénticamente nulos, se estaría en presencia de una base de 
polinomios de Lagrange. 
Para encontrar el polinomio de interpolación g(x) de f(x), se emplean las propiedades de los 
elementos de S(x) y la descomposición espectral de x de la ecuación (3.8), y luego se hace la 
expansión en serie de Taylor de f(x) alrededor de los puntos Xi, i = 1, 2, ... , r. Así, se tiene: 
r r 
g(x) = f(~)x; + qj)sj) = L f(xj + q;)s; 
j=l j=l 
~[ ( ) f'(xj) ¡m;-1(xj) m;-1] 
= ~ f Xj + -1-! -qj + ... + (m;- 1)! qj Sj 
J=l 
r f'(x;) ¡m;-1(xj) m·-1 
= ¡=[t(x;) + - 11-(x- Xj) + ... + (mi_ 1)! (x- Xj) J ]sj 
J=l 
(3.20) 
Los siguientes términos de la Serie de Taylor se anularán idénticamente, por el índice de 
nilpotencia de los qí. La ecuación (3.20) proporciona el polinomio de interpolación de Hermite 
para f(x) en el anillo modular polinomial K[x]h· Como puede observarse, lo que en realidad 
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se obtiene con g(x) es una especie de expansión de Taylor de f(x) alrededor de cada uno de 
los puntos espectrales del anillo. 
Para ilustrar la forma de cómo se consigue un polinomio de interpolación de Hermite a partir 
de las bases espectrales, veamos el siguiente ejemplo aplicativo: 
Ejemplo 3.3. A partir de la función f(x) = y'x y los puntos XI = 1, x2 = 4, X3 = 9. Encontrar 
un polinomio de Interpolación de Hermite, haciendo uso de sus bases espectrales. 
De resultados anteriores tenemos h(x) = (x- 1)2(x- 4)2(x- 9)2, además tenemos la base 
espectral cbs(K[x]h), formada por la colección de puntos Siqi, i = 1, 2, ... , r. 
Ahora calculemos la descomposición espectral de x, de la ecuación (3.8): 
3 
x = L:)xi + qi(x))si(x) 
i=I 
x = (xi + qi(x))si(x) + (x2 + q2(x))s2(x) + (x3 + q3(x))s3(x) 
x = (1 + qi(x))si(x) + (4 + q2(x))s2(x) + (9 + q3(x))s3(x). (3.21) 
Usando el resultado (3.20) para obtener el polinomio de interpolación de Hermite g(x) E K[x]h 
en (3.21), se obtiene: 
3 
g(x) = L f(xi + qi)si 
i=I 
g(x) = f(xi + qi)si + (x2 + q2)s2 + (x3 + q3)s3 
g(x) = !(1 + qi)sl + (4 + q2)s2 + (9 + q3)s3 
Haciendo uso de la expansión de Serie de Taylor: 
Ahora reemplazando f(x) = y'x en XI= 1, x2 = 4, X3 = 9; se obtiene: 
!(1) = 1, !(4) = 2, !(9) = 3 
Por otro lado f'(x) = 2~, obteniendo: 
!'(1) = ~' f'(4) = ~' !'(9) = ~ 







(x- 1)2(x- 9)2(x-4) 
225 
qg(x) = 




= (x- 4)2(x- 9)2[11x + 1] 
6912 
s2(x) 
(x- 1)2(x- 9)2(4x- 31) 
3375 
sg(x) 
(x- 1)2(x- 4)2[13x- 137] 
32000 
reemplazando los nilpotentes e idempotentes en la ecuación (3.23) se tiene 
g(x) = ( 1 ~ (x- 4)2(x- 9)2(x- 1)) (x-4)2(x-9)2(nx+1) + 2 576 6912 
( 2 
~ (x- 1)2(x- 9)2(x- 4)) (x-1)2(x-9)2(4x-31) 
+ 4 225 6912 
( 23 
~ (x- 1)2(x- 4)2(x- 9)) (x-1)2(x-4)2(13x-137) 
+ 6 1600 32000 





(277x10 - 40686x9 + 1742379x8 - 36500756x7 + 435969339x6 
-3138026766x5 + 13757950789x4 - 35970141456x3 + 52458129504x2-
32500590336x +17433107712) 
Ahora al sustituir los nodos en las ecuaciones anteriores, se puede ver que g(x) cumple con 
/(1) = g(1) = 1, 
!(4) = g(4) = 2, 
/(9) = g(9) = 3, 
1 1 1 f (1) = g (1) = 2 
¡' (4) = 91 (4) = i 
¡' (9) = 91 (9) = ~ 
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Se puede observar que al sustituir los valores de la función, de su derivada y de los elementos 
de la base espectral hace coincidir exactan1ente g(x) con la función p(x) obtenida en el ejemplo 
(2.3). 
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Ahora analicemos la misma función del ejemplo 3.3, donde haremos uso de los resultados que 
se obtuvieron a partir de la sección 3.4; de donde se puede apreciar una forma mas sencilla de 
encontrar los nilpotentes e idempotentes; y sin embargo el polinomio interpolador resultante 
es el mismo. 
Ejemplo 3.4. Encontrar el polinomio interpolador de Hermite, usando las bases espectrales 
de la función f(x) = ,jX en los puntos X¡= 1, x2 = 4, y X3 = 9. 
Se sabe que h(x) = (x- 1)2(x- 4)2 (x- 9)2. Se tiene además que X(x) = (1, x, x 2 , x3, x\ x5f 
y W = (X(x1 ) X(1l(x¡) X(x2) XC1l(x2) X(x3) XC1l(x3)) 
Reemplazando los valores de X(xi) en W se obtiene: 
1 o 1 o 1 o 
X¡ 1 X2 1 X3 1 
x2 2x1 x2 2X2 x2 2x3 
W= 1 2 3 
x3 



















Reemplazando los valores en donde se quiere interpolar, es decir x¡ = 1, x2 = 4 y X3 = 9, 
tenemos: 
1 o 1 o 1 o 
1 1 4 1 9 1 
1 2 16 8 81 18 
W= 
1 3 64 48 729 243 
1 4 256 256 6561 2916 
1 5 1024 1280 59049 32805 
de donde queremos encontrar S(x) = w-1 X(x): 
3 185 10055 875 95 11 1 
16 96 - 6912 2304 -2304 6912 
9 31 1177 89 3 1 X -;¡; 8 - 576 192 -64 576 
93 656 4378 364 37 4 x2 
S(x) = 125 -375 3375 -1125 1125 
-3375 
36 89 652 22 8 1 x3 
-25 25 -225 25 -75 225 
137 711 5041 1799 267 13 x4 
2000 -4000 32000 -32000 32000 -32000 
9 47 337 123 19 1 x5 
-100 200 -1600 1600 -1600 1600 
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3 + 185 10055 2 875 3 95 4 11 5 
16 g¡rx- 6912 x + 2304x - 2304x + 6912x P1 
_Q + 31x _ 1177 x2 + -ªllx3 _ -ª-x4 + _1_x5 
4 8 576 192 64 576 q¡ 
S(x) = 
93 656 + 4378 2 364 3 37 4 4 5 
125 - 375 X 3375 X - 1125 X + 1125 X - 3375 X 
_36 + 89x _ 652x2 + 22x3 _ -ª-x4 + ....Lx5 
25 25 225 25 75 225 
P2 
137 711 + 5041 2 1799 3 267 4 13 5 
2000 - 4000 X 32000 X - 32000 X + 32000 X - 32000 X P3 
9 + 47 337 2 123 3 19 4 1 5 
-lOO 200x- 16ooX + 16ooX - 16ooX + 16ooX Q3 
También se tiene que 
X(x) = WS(x) 
1 1 o 1 o 1 o P1 
X 1 1 4 1 9 1 q¡ 
x2 1 2 16 8 81 18 P2 
X(x) = 
x3 1 3 64 48 729 243 Q2 
x4 1 4 256 256 6561 2916 P3 
x5 1 5 1024 1280 59049 32805 qg 
1 P1+P2+P3 
X P1 + Q1 + 4p2 + q2 + 9p3 + Q3 
X(x) = = 
PI + 2q¡ + 16p2 + 8q2 + 81p3 + 18q3 
PI + 3q1 + 64p2 + 48q2 + 729pg + 243qg 
x4 p¡ + 4q1 + 256p2 + 256q2 + 6561p3 + 2916qg 
x5 P1 + 5q¡ + 1024p2 + 280q2 + 59049p3 + 32805q3 
La relación 
X = P1 + q¡ + 4p2 + Q2 + 9p3 + qg (3.24) 
Esta última igualdad se cumple debido a que qi = QiSi, i = 1, ... , r, de acuerdo al teorema 
(3.3) (5). La ecuación (3.24) es llamada la descomposición espectral de x en IR(x]h(x)· Tomando 
en cuenta que Si = Pi, puesto que ambos son los idempotentes, tenemos 
x = p¡(1 + q¡) + P2(4 + Q2) + P3(9 + q3) 
Aplicamos g(x): 
g(x) = f(p¡(1 + q¡)) + f(P2(4 + q2)) + f(P3(9 + q3)) 
= f(1 + q¡)p¡ + f(4 + q2)P2 + /(9 + q3)p3 
= [/(1) + ¡' (1)q¡]p¡ + [/(4) + ¡' (4)q2]P2 + [/(9) + ¡' (9)q3]P3 




reemplazando los nodos se obtiene 
!(1) = 1 
/(4) = 2 
!(9) = 3 
¡'(1) =! 
¡'(4)=-i 
¡'(9) = i 
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Simplificando los términos con el Software Mathematica 10 se obtiene el mismo resultado del 
ejemplo (3.3) 
g(x) = 12441~00000 (277x10 - 40686x9 + 1742379x8 - 36500756x7 + 435969339x6 
-3138026766x5 + 13757950789x4 - 35970141456x3 + 52458129504x2 -
32500590336x + 17 433107712) 
Ahora al sustituir los nodos en g(x), se puede ver que g(x) cumple con: 
/(1) = g(1) = 1, 
!(4) = g(4) = 2, 
f(9) = g(9) = 3, 
¡'(1) = g'(1) = ~ 
¡'(4) = g'(4) = i 
¡' (9) = g' (9) = i 
Conclusiones 
l. El método interpolador de Hermite usando las bases espectrales es de gran utilidad por 
su fácil manera de encontrar los nilpotentes e idempotentes, la razón de este hecho se 
encuentra en lo simple que resulta calcular una base espectral, ya que en escencia lo 
único que se necesita hacer es invertir una matriz numérica. 
2. La disfuncionalidad de simplemente usar el método de Hermite, es decir sin tomar en 
cuenta las bases espectrales radica en que este método depende además del polinomio 
interpolador de Lagrange, esto se puede omitir al hacer uso de las bases espectrales. 
3. Para poder encontrar los nilpotentes e idempotentes en la primera forma que se pre-
sentó en el ejemplo 3.3, el método deriva de una generálización para encontrar los nilpo-
tentes e idempotentes de un anillo. Esta forma puede convertirse en un trabajo un poco 
complicado cuando el exponente que tenga h(x) aumente. 
4. En ambas formas presentadas en los ejemplos 3.3 y 3.4 usando las bases espectrales, la 
derivada del polinomio interpolador obtenido coincide en los nodos a interpolar dados 
originalmente. Esto ocurre también en el método interpolador de Hermite, sin embargo 
en cuanto se empiezan a tomar derivadas de mas alto orden, el método clásico de Hermite 
se complica. Esto no sucede al calcular los nilpotentes e idempotentes, puesto que todo 
se sigue reduciendo al trabajo con matrices. 
5. El software "Wolfram Mathematica 10", es de mucha eficiencia, ya que auxilia en el 
engorroso trabajo de calcular polinomios de gran tamaño y en consecuencia evita cometer 
errores. 
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