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a b s t r a c t
In this paper, we determine explicitly the zeta polynomials of near-MDS codes and obtain
necessary and sufficient conditions for near-MDS codes to satisfy the Riemann hypothesis
analogue.
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1. Introduction
Duursma [3,4] introduced the zeta function of a linear code that has analogies with the zeta function of an algebraic
curve and defined a Riemann hypothesis analogue for linear codes. Although the Riemann hypothesis for algebraic curves
is always true as proved by Weil, the Riemann hypothesis analogue for linear codes often does not hold. It is thus natural
to find a class of linear codes satisfying the Riemann hypothesis analogue. In [3], Duursma proved that all extremal Type IV
self-dual codes satisfy the Riemann hypothesis analogue. In [5], Nishimura provided a necessary and sufficient condition for
self-dual weight enumerators of genus less than three to satisfy the Riemann hypothesis analogue. The aim of this paper is
to present the Nishimura-type theorem for near-MDS codes.
For the rest of this section, we provide basic definitions and notations which are necessary for this paper. Let C be an
[n, k, d] linear code over a finite field Fq, and let C⊥ be the dual code of C with a parameter [n, n− k, d⊥]. The genera g and
g⊥ of C and C⊥ are respectively defined by
g = (n− k+ 1)− d, g⊥ = (k+ 1)− d⊥.
We say that C is anMDS code if g = g⊥ = 0, and a near-MDS if g = g⊥ = 1. Note that the dual of a near-MDS code is also a
near-MDS. For more details about near-MDS codes, see [2].
We define the MDS weight polynomialMn,d(x, y) over Fq as follows:
Mn,d(x, y) = xn +
n
i=d
A
[n]
i,d x
n−iyi, (1 ≤ d ≤ n+ 1),
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where
A
[n]
i,d =
n
i
 i
l=d
(−1)i−l

i
l

(ql−d+1 − 1).
In fact,Mn,d(x, y) is theHammingweight enumerator of anMDS codewith parameter [n, k, d = n−k+1]. Since {Mn,1(x, y),
. . . ,Mn,n+1(x, y) = xn} is linearly independent, we can write the Hamming weight enumeratorWC(x, y) of a code C as
WC(x, y) =
n+1
i=d
ri−d Mn,i(x, y), (ri ∈ R)
with
r0 ≠ 0,
n+1
i=d
ri−d = 1.
Let p, s be the puncturing and shortening operators of weight enumerator W(x, y) with degree n respectively, defined
by [3]
p = 1
n

∂
∂x
+ ∂
∂y

, s = 1
n

∂
∂x

.
These operators have the following properties:
pMn,d(x, y) =Mn−1,d−1(x, y),
sMn,d(x, y) =Mn−1,d(x, y). (1)
LetWC(x, y) be the weight enumerator of an [n, k, d] linear code C over Fq. The zeta polynomial PC(T ) of C is defined
by the unique polynomial of degree at most n− d+ 1 such that
PC(T )
(1− T )(1− qT ) (xT + y(1− T ))
n = · · · + WC(x, y)− x
n
q− 1 T
n−d + · · · .
We call ZC(T ) = PC (T )(1−T )(1−qT ) the zeta function of C, and say that the zeta polynomial PC(T ) of a linear code C satisfies the
Riemann hypothesis analogue (RHA) if all the zeros of PC(T ) have the same absolute value 1√q .
2. Main results
In this section, we obtain the explicit expression for the zeta polynomial of a near-MDS code and its dual code. By using
this, a necessary and sufficient condition for a near-MDS code to satisfy RHA is given.
From now on, we simply denoteMn,d(x, y) byMn,d.
Lemma 1. Under the notation above, we have
(a) A[n]i,j −A[n]i,j+1 =
 n
i

(q− 1)il=j(−1)i−l  il ql−j.
(b) A[n]i,j − (q+ 1)A[n]i,j+1 + qA[n]i,j+2 =
 n
i
  i
j

(−1)i−j(q− 1).
(c)
 n
k

(q− 1) yn−k(x− y)k =Mn,n−k − (q+ 1)Mn,n−k+1 + qMn,n−k+2.
Proof. Since (a) and (b) are obvious, we only prove (c). We see
Mn,n−k − (q+ 1)Mn,n−k+1 + qMn,n−k+2 =
n
i=n−k

A
[n]
i,n−k − (q+ 1)A[n]i,n−k+1 + qA[n]i,n−k+2

xn−iyi
=
n
i=n−k
n
i
 i
n− k

(−1)i−n+k(q− 1) xn−iyi
=
n
i=n−k

n
n− k

k
n− i

(−1)i−n+k(q− 1)xn−iyi
=
n
k

(q− 1) yn−k(x− y)k. 
Lemma 2. Let C be an [n, k, d] linear code over Fq. If the Hammingweight enumeratorWC(x, y) of C is equal ton+1i=d ri−dMn,i,
then the zeta polynomial PC(T ) of C is equal to
n+1
i=d ri−dT i−d.
Proof. See [3]. 
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By Lemma 2 and (1), we have following proposition:
Proposition 3 ([3]). The zeta polynomial of a linear code is invariant under the operations p and s.
The following lemma plays an important role for our main results.
Lemma 4. Let C be an [n, k, n−k] near-MDS code over Fq. Then theHammingweight enumeratorsWC(x, y) of C andWC⊥(x, y)
of C⊥ are
WC(x, y) = η−1

Mn,n−k + (η − q− 1)Mn,n−k+1 + qMn,n−k+2

, (2)
WC⊥(x, y) = η−1

Mn,k + (η − q− 1)Mn,k+1 + qMn,k+2

, (3)
where η =  nk  (q− 1)/An−k(C) andAn−k(C) is the number of codewords of C with Hamming weight n− k.
Proof. It is known [2] that the Hamming weight distributionAi(C) is
Ai(C) = A[n]i,n−k+1 + (−1)k−n+i

k
n− i

An−k(C). (4)
From (4), we have
WC(x, y) = xn +
n
i=n−k

A
[n]
i,n−k+1 + (−1)k−n+i

k
n− i

An−k(C)

xn−iyi
= Mn,n−k+1 +An−k(C)
n
i=n−k
(−1)k−n+i

k
n− i

xn−iyi
= Mn,n−k+1 +An−k(C) yn−k(x− y)k.
Thus by Lemma 1(c), the equality (2) is obtained. We recall the following version of the MacWilliams identity [1]:
n−i
j=0

n− j
i

Aj(C) = qk−i
i
j=0

n− j
n− i

Aj(C
⊥). (5)
By taking i = k in (5), we have thatAn−k(C) = Ak(C⊥). Thus the equality (3) follows from the fact thatC⊥ is an [n, n−k, k]
near-MDS. 
In Lemma 4, if n = 2k, then we obtain
WC(x, y) = WC⊥(x, y) = η−1

M2k,k + (η − q− 1)M2k,k+1 + qM2k,k+2

,
called a self-dual weight enumerator of genus 1 [5].
Proposition 5. Let C be an [n, k, n− k] near-MDS code over Fq, and let WC(x, y) be the Hamming weight enumerator of C. If
m = 2k− n ≥ 0 (resp. m = n− 2k ≥ 0), then smWC(x, y) (resp. pmWC(x, y)) is a self-dual weight enumerator of genus 1.
Proof. It is proved by (1) and (2). 
Assume n > 2k and let a self-dual weight enumeratorW(x, y) define as follows:
W(x, y) = η−1 M2n−2k,n−k + (η − q− 1)M2n−2k,n−k+1 + qM2n−2k,n−k+2 .
Then one can easily verify that sn−2kW(x, y) = WC(x, y) and pn−2kW(x, y) = WC⊥(x, y) for an [n, k, n− k] near-MDS code
C.
Now, we determine explicitly the zeta polynomial of a near-MDS code and its dual code.
Proposition 6. Let C be an [n, k, n − k] near-MDS code over Fq. Then the zeta polynomials PC(T ) of C and PC⊥(T ) of C⊥
coincide. More precisely,
PC(T ) = PC⊥(T ) = η−1

1+ (η − q− 1) T + qT 2 ,
where η =  nk  (q− 1)/An−k(C).
Proof. It follows from Lemmas 2 and 4. 
We are ready to state a necessary and sufficient condition for a near-MDS code to satisfy RHA.
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Theorem 7. Let C be an [n, k, n − k] near-MDS code over Fq. Then the zeta polynomial PC(T ) of C satisfies the Riemann
hypothesis analogue if and only if
|η − (q+ 1)| ≤ 2√q,
where η =  nk  (q− 1)/An−k(C).
Proof. The discriminant D of ηPC(T ) is (η − q− 1)2−

2
√
q
2. The result follows from the fact that if D ≤ 0, then all zeros
of PC(T ) have the same absolute value 1√q . 
In [5, Theorem 1], Nishimura provided a necessary and sufficient condition for self-dual weight enumerators of genus 1
to satisfy the Riemann hypothesis analogue. We may check whether the zeta polynomial of a near-MDS code satisfies the
RHA or not by using Porpositions 3, 5, and Nishimura’s condition. However, Theorem 7 is another way to check the RHA for
a near-MDS code without Nishimura’s condition.
Open problem 1. In Theorem 7, the inequality looks like the Hasse bound for elliptic curves [6].We are therefore interested
in finding near-MDS algebraic geometric codes generated by elliptic curves having η as the number of rational points on the
curves. Example 5 below shows that such an algebraic geometric code exists. However, it is not true that every algebraic
geometric code generated by an elliptic curve satisfies that η is equal to the number of rational points on a curve. Thus we
propose the following question: What does a near-MDS algebraic geometric code generated by an elliptic curve have η as
the number of rational points on a curve? Can we classify such codes?
3. Examples
Example 1. LetC be the [7, 4, 3] near-MDS code (Hamming code) over F2. Then the Hammingweight enumeratorWC(x, y)
of C is x7 + 7x4y3 + 7x3y4 + y7. Here we have η =

7
4

/7 = 5 and |η − (2 + 1)| = 2 ≤ 2√2. Therefore, by Theorem 7,
PC(T ) and PC⊥(T ) satisfy the RHA. Indeed, the zeta polynomial is PC(T ) = 15

1+ 2T + 2T 2.
To use Nishimura’s condition, we need a self-dual weight enumerator of genus 1, i.e., sWC(x, y) = x6 + 4x3y3 + 3x2y4.
Here we have η =

6
3

/4 = 5 and |η − (2+ 1)| = 2 ≤ 2√2. Therefore, by Theorem 1 in [5], PC(T ) satisfies the RHA.
Example 2 ([3]). Let G12 be the [12, 6, 6] near-MDS code (extended ternary Golay code) over F3. Then the Hamming
weight enumerator WG12(x, y) of G12 is x
12 + 264x6y6 + 440x3y9 + 24y12. Here we have η =

12
6

(3 − 1)/264 = 7
and |η − (3 + 1)| = 3 ≤ 2√3. Therefore, by Theorem 7, PG12(T ) satisfies the RHA. Indeed, the zeta polynomial is
PG12(T ) = 17

1+ 3T + 3T 2. Since WG12(x, y) is a self-dual weight enumerator of genus 1, we can also get the result by
Nishimura’s condition.
Example 3. Let C be the [7, 3, 4] near-MDS code over F3 with a generator matrix G:
G =
1 0 0 1 0 1 2
0 1 0 1 1 2 1
0 0 1 1 2 1 1

.
By (1) and Lemma 4, we see that WC(x, y) = s3p2WG12(x, y), where G12 is the extended ternary Golay code. Therefore
by Proposition 3 and Example 2, PC(T ) satisfies the RHA. Indeed, the Hamming weight enumerator WC(x, y) of C is
x7 + 10x3y4 + 12x2y5 + 2xy6 + 2y7. Here we have η =

7
3

(3− 1)/10 = 7 and |η − (3+ 1)| = 3 ≤ 2√3.
Example 4. Let C be the [6, 4, 2] near-MDS code over F3 with a generator matrix G:
G =
1 0 0 0 1 10 1 0 0 1 00 0 1 0 2 2
0 0 0 1 1 2
 .
Then the Hamming weight enumerator WC(x, y) of C is x6 + 4x4y2 + 24x3y3 + 24x2y4 + 20xy5 + 8y6. Here we have
η =

6
4

(3 − 1)/4 = 15/2 and |η − (3 + 1)| = 7/2 > 2√3. Therefore, by Theorem 7, PC(T ) does not satisfy the RHA.
Indeed, the zeta polynomial is PC(T ) = 115

2+ 7T + 6T 2 = 115 (2+ 3T )(1+ 2T ).
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Example 5. Let C be the [25, 4, 21] near-MDS code over F24 with a generator matrix G:
G =

1 0 0 0 w2 w7 w w7 w13 w5 w9 0 w6 w8 w12 w6 w11 w5 w5 1 w13 w3 w5 w13 w10
0 1 0 0 0 w7 w w3 w8 w6 w4 w5 w10 w11 w3 w12 w12 w10 w8 w5 w5 w7 w4 w5 w3
0 0 1 0 w10 w4 w12 w6 w12 w5 0 w11 w9 w5 w13 w2 w14 w13 w3 w9 w2 w8 w5 w14 w8
0 0 0 1 w w w11 w11 w5 w13 w3 w14 0 w6 w7 w5 w14 w13 w9 w6 w11 w10 w w4 w7
 ,
wherew is a primitive element ofF24 . Then theHammingweight enumeratorWC(x, y) ofC is x25+7590x4y21+4140x3y22+
18,540x2y23 + 22,515xy24 + 12,750y25. Here we have η =

25
4

(16 − 1)/7590 = 25 and |η − (16 + 1)| = 8 = 2√24.
Therefore, by Theorem 7,PC(T ) satisfies the RHA. Indeed, this is the algebraic geometric code generated by the elliptic curve
E : x3 + x2z + y3 + y2z + z3 = 0. We also find that the number of rational points on E is 25 which is equal to η.
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