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This is a Reply to the Comment from F. Cinti and M. Boninsegni on our recent work on the
Berezinskii-Kosterlitz-Thouless (BKT) phase transition in a two-dimensional dipolar system [R.
Bomb´ın, F. Mazzanti and J. Boronat, Physical Review A 100, 063614 (2019)]. The main criticism
about our work, expressed in that Comment, is that we did not explicitly report the two spatial
contributions to the total superfluid fraction. Here, we analyze our results for a point of the phase
diagram corresponding to the stripe phase, close to the gas to stripe transition line, and for a tem-
perature below the BKT critical temperature. The scaling with the system size of the contribution
to the superfluid fraction, coming from the direction in which spatial order appears, shows that it
remains finite in the thermodynamic limit, as we already stated in our original work. This allow us
to state that the stripe phase is superfluid at low temperatures. Furthermore, we offer some com-
ments that help to understand where the differences between the results of Cinti and Boninsegni
and ours comes from.
In the Comment by Cinti and Boninsegni [1] (in the
following refereed as “the Comment” for the sake of sim-
plicity), their authors criticize our recent work [2] on the
analysis of a BKT transition in a two-dimensional (2D)
dipolar system. The arguments provided there consti-
tute an extension of those described in Ref [3], where
one of our previous works [4], regarding the study of the
same system but at zero temperature, was also criticized.
Indeed, no new results are presented in the recent Com-
ment.
We find it important to remark the history of this dis-
cussion, since the authors of the Comment believe that
current state-of-the-art zero-temperature Monte Carlo
methods are always biased and thus provide the wrong
answer. As an alternative, they presented their finite-
temperature calculations [3] and confronted them with
our zero-temperature ones [4]. More recently, we have
extended our research on this system to finite tempera-
tures [2], finding very good agreement with similar works
[5] and with our previous study in the zero-temperature
limit. It must be pointed out, though, that their pre-
sumptions about the zero-temperature techniques to be
always biassed are not shared by a majority of the many-
body quantum Monte Carlo community, a statement that
is backed up by the fact that hundreds of works using
them have been published along the years in most (if
not all) relevant journals regarding many-body physics.
In any case, both references [2] and [3] use the Path In-
tegral Monte Carlo (PIMC) technique to obtain finite-
temperature predictions, while some remarkable techni-
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cal and methodological differences can explain the differ-
ent conclusions reached in each case. We start comment-
ing three of them.
First, from the technical point of view, the authors of
Ref. [3] explicitly state that they use the simplest action
in their calculation, that is the Primitive one. This action
is only accurate up to order (dt)2, with dt the (imaginary)
time-step of the simulation. On the other hand, and as
stated in our work, we use one of the (dt)4 actions of
Ref.[6–10]. In fact, we have tried several of them to fi-
nally adopt the one that shows the smallest variance in
the results. This is an important issue because a bet-
ter action allows using a considerable reduced number of
beads (intermediate integration coordinates) in the simu-
lation,thus allowing to obtain reliable results at the very
low temperatures that are of interest. Even worse, the
Primitive action is known to suffer from critical slowing
down, which can lead to biased results and make the sim-
ulation impractical, or totally unfeasible, in some cases.
Such a simple action implies that the number of required
beads (intermediate coordinates in the simulation chain)
raises significantly, and moving them ergodically along
a finite-time simulation becomes a formidable challenge.
On the contrary, a fourth-order action requires much less
beads and the error in the estimation converges much
more rapidly. All in all, at least in the case of quantum
Monte Carlo simulations, the Primitive action has been
largely superseded by other, more accurate actions like
the ones we currently use.
Second, it is remarkable that in Ref [3], the authors
performed “a few targeted” simulations at some points
and temperatures across the phase diagram, while in
our work we have systematically studied the system at
different temperatures and system sizes. By employing
the scaling laws of the Berenzinkii-Kosterlitz-Thouless
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2(BKT) phase transition, we determine the critical tem-
perature at which the transition from normal fluid to
superfluid occurs in the stripe phase. In this sense, our
exploration is much more exhaustive and we systemat-
ically recover consistent results along the whole phase
diagram. Moreover, the method is the same as the one
employed for the study of the isotropic gas phase of the
same system in Ref. [5], whose results we are able to re-
cover (See Ref. [2]).
And third, some of the temperatures used in Ref [3] are
as low as T/nr20 ∼0.08ε0 with n the density of the system,
T the temperature and with r0 and ε0 the dipolar units
of length and energy (see, for example, Ref. [2] for their
definition). In our work, we find that the critical temper-
ature TBKT for the stripe phase is around T/nr
2
0 = 0.6
ε0, and we had to use more than 150 short-time interme-
diate propagators (accounting for more than 450 beads)
in order to properly converge with the improved fourth
order action that we use. Taking into account that the
number of required short-time propagators scales with
the inverse of the temperature, achieving reliable results
for temperatures as low as the one quoted above would
require in our case the use of no less than 1000 propaga-
tors. And the situation would be dramatically worse if
one employs the Primitive action, as is done by the au-
thors of Ref [3]. In our work, calculations are restricted
to temperatures T/nr20 >0.35 ε0.
In the following, we reply to the specific comments
raised about our work.
1. We state that for points in the phase diagram close
to the gas-stripe transition line, the superfluid sig-
nal ρsρ is large , the major contribution being the
one coming from the stripe direction
ρXs
ρ but with
finite values also in the transverse one
ρYs
ρ . We de-
fined these two contributions as follows
ρs
ρ
=
1
2
[(
ρXs
ρ
)
+
(
ρYs
ρ
)]
. (1)
following Ref. [4], where the two contributions to
the superfluid fraction where already reported in
the limit of zero temperature. The authors of
the Comment state that our results of Fig. 4 of
Ref [2] contradict the statement of having a fi-
nite
ρYs
ρ contribution to the total superfluid frac-
tion, as the largest values of ρsρ are close to 0.5.
However, our figure exhibits a clear increasing ten-
dency as the temperature is decreased, and clearly
the only meaningful extrapolation would yield val-
ues larger than 0.5. Moreover, having
ρXs
ρ = 1 for
temperatures close to the BKT transition tempera-
ture TBKT as the authors of the Comment suggest,
would be quite unrealistic. To discard further con-
cerns regarding this point, in Fig. 1 we show the
scaling with the system size of the superfluid den-
sity, measured across the transverse direction
ρYs
ρ ,
0.00 0.01 0.02 0.03
1/N
0.0
0.1
0.2
0.3
Y s
/
nr20 = 128 , = 0.6 , T/TBKT = 0.67
FIG. 1. Finite-size scaling of the superfluid density
ρYs
ρ
, for a
point of the phase diagram in which the stripe phase is present
and close to the gas-stripe transition line (nr20 = 128 and
α = 0.6). An estimation of the extrapolated value, obtained
with a linear fit to the data (dashed line) is shown on the
vertical axis.
and evaluated with different number of particles N ,
keeping the density nr20 = 128 and polarization an-
gle α = 0.6 fixed.
Moreover, for the density nr20 =256 and polar-
ization angle α = 0.6 (a point in the phase dia-
gram that is far away from the gas-stripe transi-
tion line, lying in the deep stripe regime), we have
checked that almost perfect agreement exists be-
tween the finite temperature PIMC results and the
zero temperature ones of Ref [4]. Quite remark-
ably, our calculations in Ref. [4] predict a zero-
temperature superfluid fraction of 0.54(5), which is
in perfect agreement with the low temperature pre-
diction shown in Fig. 3 of Ref. [2]. This is a strong
benchmarking test for both the methods and for
our codes, as different techniques and formalisms
are used in each case. We do not find any reason to
believe that this agreement could not be extended
to the rest of points of the phase diagram.
2. In the Comment, it is argued that it is not pos-
sible ”to provide reliable numerical predictions for
systems comprising just a few particles”. This as-
sertion is surprisingly wrong, as finite-size scaling
relations have been widely employed in all fields of
physics to describe (quite successfully) the proper-
ties of physical systems. Moreover, the results that
the authors of the Comment presented in Ref. [3],
are done with a number of particles that is similar
to ours. In any case, there are precise scaling laws
that allow performing extrapolations to the ther-
modynamic limit, previously reported and success-
fully employed, for instance in Ref. [5]. Remark-
ably, our results are in agreement the ones in this
3same reference, in the zero polarization angle limit
(isotropic case).
3. In the Comment, it is also stated that the one-
body density matrix (OBDM) can be very differ-
ent along the two perpendicular directions of the
plane, and thus biased by its larger value if one
evaluates a circularly averaged estimation. In our
previous work, we showed that when the OBDM
is expanded into partial waves only the zero mode
(corresponding to the circularly averaged one-body
density matrix) contributes at long distances, and
that for (N >100) the values of the X and Y com-
ponent are compatible at r = L/2, with L the
length of the simulation box. In much the same
way, we can not understand that the OBDM’s re-
ported by the authors of the Comment in Ref. [3]
do not show any noticeable dependence on the tem-
perature, even when they vary its magnitude by
a factor of four. Related to this, another differ-
ence between the two works is appreciated when
one looks at the snapshots from the simulations.
In our case, these images of the system show inter-
changes between the different stripe lines, at odds
to what one can appreciate having a look at the
ones reported in Ref. [3].
4. In Fig. 4. of Ref. [2], we compare our PIMC results
for the two-dimensional stripe phase with the pre-
diction that the Luttinger liquid theory offers for
a collection of isolated one-dimensional (1D) sys-
tems. Our results clearly exclude the possibility of
describing the stripe phase as a collection of iso-
lated 1D subsystems. This result is in agreement
with both the above discussion and the other re-
sults presented in Ref. [2], where we neatly show
that the BKT scaling laws can be suscesfuly ap-
plied to our finite-size calculations, both in the gas
and in the stripe phase. In order to contradict our
results, the authors of the Comment have evalu-
ated the superfluid density of a 1D system to show
that the superfluid signal that they obtain is also
high for a small system. Regarding this point, we
would like to remark that their results, which they
simply report in the middle of a paragraph (with
no figure or table to backup them), give large su-
perfluid fraction estimations, with values ρsρ ∼0.9
that are not compatible with our results. It is worth
noticing that finite-size calculations with the PIMC
method have been used previously to study the su-
perfluid properties of 1D systems, (see Ref. [11]).
We do not understand how the fact the PIMC re-
sults for the stripe phase are inconsistent with the
1D Luttinger scaling can be taken as a proof of the
one-dimensional character of this phase (see Fig. 4
in Ref. [2]).
5. Finally, the Comment is closed with a strong asser-
tion, for which no arguments are provided: “More
generally, we reiterate here our contention that no
supersolid phase of dipolar bosons exists in 2D, the
third dimension being required for the stabilization
of such a phase”. We would like just to point out
that supersolid phases have been reported in other
two-dimensional systems, for example for the 2D
dipolar system on the lattice on Ref. [12] and for a
system with finite-range interactions also in a 2D
lattice in Ref. [13]. In the later case, calculations
where performed employing the PIMC method, as
in our work. On a final note, it is noticeable that all
the references that the authors provide to backup
this and other statements in the Comment, apart
from the ones corresponding to our works, point to
works that are signed by, at least, one of them. A
similar behavior is observed when one checks the
references included in Ref. [3].
In summary, we have shown that for temperatures
T < TBKT the contribution to the superfluid fraction
coming from the transverse direction is finite, even in
the thermodynamic limit. Therefore, the conclusions
that we reported in Ref [2], in particular the ones re-
garding the supersolid character of the stripe phase, are
fully valid. Furthermore, our results regarding the su-
perfluid fraction, the one-body density matrix and the
interchanges between different stripes are in severe dis-
agreement with those presented by the authors of the
Comment in Ref. [3]. We strongly believe that the re-
sults presented there are biased by the low-order action
that they use.
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