In this paper, wireless feedback control of multiple machines over a beacon-enabled IEEE 802.15.4 network is considered. In the beacon-enabled IEEE 802.15.4 network, beacons periodically structure superframes on the time axis, and each superframe consists of a contention access period (CAP) and a contention free period (CFP). In the CAP, a carrier sense multiple access/collision avoidance (CSMA/CA) is used; in the CFP, a guaranteed time slot (GTS)-based time division multiple access is used. Because of collision and backoff periods of packet transmission, the probability of communication failure in the CAP is greater than that in the CFP; however, the number of available GTSs is limited to seven by the standard. In order to improve the control performance of wireless feedback control, the controller must effectively allocate GTSs to transmit control input and state feedback of controlled machines. We provide a simple but efficient idea that takes both the feedback control mechanism and packet transmission mechanism of the CAP and CFP into consideration to better allocate GTSs. We propose a superior GTS allocation method that fully conforms to the IEEE 802.15.4 standard and show that the proposed method can further improve control performance.
I. INTRODUCTION
Wireless feedback control systems are a type of feedback control system whose control loop between the controller and controlled machines is connected via wireless communication. Compared to wired feedback control systems, wireless feedback control systems have several advantages, such reconfigurability and mobility. In addition, there is no cost, installation, or maintenance associated with cables, as required in wired systems. Therefore, wireless feedback control systems have a wide variety of applications, including factory automation, intelligent transportation, smart energy, disaster protection and recovery, building management, healthcare, and humanoid robotics. However, because of limitations in the availability of wireless bandwidth, several network-induced imperfections-including time delay, packet loss, and competition in multiple-access The associate editor coordinating the review of this manuscript and approving it for publication was Zonghua Gu . networks-deteriorates the control performance in these systems. To cope with such imperfections, several control and wireless network designs have been studied [1] - [4] .
Medium access control is one of the most important issues especially in wireless feedback control of multiple machines. As surveyed in [4] , the most frequently adopted communication standards for wireless feedback control systems are IEEE 802.11 and IEEE 802.15.4 with some enhancements. The basic IEEE 802.11 network uses the distributed coordination function with an exponential backoff-based carrier sense multiple access/collision avoidance (CSMA/CA) for medium access control. Because periodic real-time control packets may miss their deadlines due to a random and unpredictable long backoff delay, the IEEE 802.11 network may not be suitable for synchronized periodic control systems. In addition, because of large overhead of the packet header, the IEEE 802.11 network is not suitable for small-size data, such as sensor measurements and control commands. The IEEE 802.15.4 standard is designed to work in industrial VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ environments and to have small packet header suitable for collecting and transmitting small-size data [5] . There are several communication protocols based on the IEEE 802.15.4 standard, including ZigBee [6] , WirelessHART [7] , and ISA-100.11a [8] ; these protocols define their own protocol stacks. 6LowPAN [9] provides IPv6 compatibility and another protocols like Glossy provide efficient flooding protocols [10] . [21] .
In the non-beacon IEEE 802.15.4 network, the controller and controlled machines transmit control input and state feedback using the unslotted CSMA/CA. Because of collisions and backoff periods of packet transmission, packet loss and delay of control data are major concerns for control process. In [11] , an optimal control technique was proposed as a co-design approach to meet the desired control cost while minimizing the energy consumption of the network. Another study proposed an adaptive back-off interval based on the difference between successive control data to improve the control performance [12] . An energy-efficient mixed event-triggered and self-triggered sampling scheme was also proposed in [13] , and a precise stability analysis using a probabilistic modeling tool was provided in [14] for a periodic state feedback with the unslotted CSMA/CA.
In the beacon-enabled IEEE 802.15.4 network, beacons periodically structure superframes on the time axis and each superframe consists of a contention access period (CAP) and contention free period (CFP). In the CAP, the slotted CSMA/CA is used for multiple access; in the CFP, the GTS-based time division multiple access is used. Because of collisions and backoff periods of packet transmission, the probability of communication failure in the CAP is greater than that in the CFP; however, the number of available GTSs is limited to seven by the standard. Therefore, in order to improve the control performance of wireless feedback control over the beacon-enabled IEEE 802.15.4 network, the controller must effectively allocate GTSs to transmit control input and state feedback of controlled machines. In [15] , [16] , [18] , [19] , combinations of event-triggered/self-triggered control and GTS allocation are proposed with the goal of minimizing energy consumption and bandwidth; only a network for state feedback was considered in [15] , [19] and modified IEEE 802.15.4 schemes were considered in [16] , [19] . For periodic consensus control, another study proposed a GTS allocation method based on a deadline time of communication and control tasks [17] ; however, packet collision and packet loss in the network were not taken into account. A GTS allocation method using model predictive control was also proposed in [20] for a network where different superframes are managed for control input and state feedback.
We previously proposed a GTS allocation method based on communication quality and control quality, which allocates GTSs to transmit control input and state feedback of controlled machines in a shared superframe [21] . By allocating GTSs in order starting from the controlled machines with the lowest communication or control quality, we improved the overall control performance compared to an uniform allocation.
Particularly, the beacon-enabled mode is suitable for synchronized periodic control systems because the beacons periodically structure superframes on the time axis and allow the synchronization of controlled machines. From this view point, in this paper, wireless feedback control of multiple machines over the beacon-enabled IEEE 802.15.4 network is focused. We focuses on feedback control and media access control between the controller and controlled machines in a star topology network; the above mentioned IPv6 compatibility, flooding mechanism, and specific protocols of layers above the medium access control layer are not discussed here. We propose a superior GTS allocation method based on the characteristic of packet transmission of feedback control within a shared superframe as an extension of [21] and show that the proposed method can further improve control performance. The contributions of this paper are as follows:
• The proposed method fully conforms to the IEEE 802.15.4 standard and does not require any modification as in [16] , [19] . In addition, the proposed method does not require multiple superframe structure as in [20] and can be applied to the standard superframe structure.
• In the conventional methods of [16] , [17] , and [21] , the GTS allocation is performed so that transmission and reception in each controlled machine are performed in pairs in either the CAP or CFP. The proposed method presents a more effective GTS allocation, where the transmission and reception in each controlled machine are configured separately in the CAP and CFP.
• The conventional studies have not fully considered the transmission mechanism in the CAP, especially, the data request from the controlled machines to the controller for the reception of control input. The proposed method takes this data request into consideration to better allocate GTSs.
The remainder of this paper is organized as follows: The control and communication models of the considered system are described in Section II. The proposed GTS allocation method is explained in detail in Section III. A performance evaluation of the method is provided in Section IV, and the conclusion of the study is presented in Section VI.
II. SYSTEM MODEL
The proposed wireless feedback control system is shown in Fig. 1 . One controller controls multiple machines (here called ''plants'') via a shared communication channel using the beacon-enabled IEEE 802.15.4. As shown in Fig. 2 , beacons periodically structure superframes on the time axis, and the control in each plant is performed in synchronization with the superframes. Namely, the control interval is the same as the beacon interval, and delays within each superframe do not affect the control. In the superframe duration from discrete-time index k to k + 1 (k = 0, 1, 2, . . .), the plants feedback state information observed at the time index k to the controller, and then the controller transmits control information to be input at the next time index k + 1 to the plants. The detail of the system is defined in the following subsections: II-A describes the detail of feedback control between the controller and plants according to the discrete-time statespace model, and II-B describes the detail of communication between the controller and plants according to the superframe structure on the time axis.
A. CONTROL MODEL
At each plant, a control input vector received in the previous superframe is input at time index k, and a state vector at the time index k is observed. Each plant is assumed to have the same structure and to be linear time-invariant. The discrete-time state-space model of each plant is expressed as
where the state vector and received control input vector are denoted as x n [k] ∈ R N x andû n [k] ∈ R N u , respectively; the subscript n (= 1, 2, . . . , N ) represents the index of each plant, with N representing the total number of plants; and R represents the real number field and its superscript represents the dimension of a vector or matrix. A ∈ R N x ×N x and B ∈ R N x ×N u are coefficient matrices that represent dynamics of the plant. w n [k] ∈ R N x is a system disturbance vector and assumed to be a white Gaussian random vector whose mean vector and covariance matrix are 0 and W , respectively. The observed state vector is denoted as
is a coefficient matrix that represents observation of the state vector. v n [k] ∈ R N y is assumed to be a quantization noise vector that is modeled as a uniform random vector whose mean vector and covariance matrix are 0 and V , respectively. The pairs (A, B) and (A, C) are assumed to be controllable and observable, respectively. If the reception of a control input vector fails in the previous superframe, zero input is applied to the plant, i.e.,
where u n [k] ∈ R N u is the control input vector that is transmitted from the controller in the previous superframe. Note that the zero-order-hold input strategy, in which the previous control input is used if the reception fails, and the zero input strategy are the simplest and most commonly adopted strategies. None of the zero input and zero-order-hold input can be claimed superior to the other, but in larger packet loss probability the zero input performs better than the zero-orderhold strategy [22] . To apply a wellknown controller and state estimator of [23] , the zero input is treated here. At the controller, a control input vector, u n [k + 1], to be input at the next time index k + 1 is calculated according to the observed state vector if y n [k] is successfully received; otherwise, it is calculated according to an estimated state vector. According to [23] , a Kalman filter-based state estimator and a linear quadratic controller are employed.
First, the controller estimates a state vector of each plant at the next time index k + 1. In every estimation round, an openloop state prediction is computed to compensate delay in each control interval. The estimation steps are expressed as follows:
Otherwise,
Prediction step
If ACK of u n [k] was successfully received,
where the estimated state vector corresponding to 
where K ∈ R N u ×N x is the optimal gain that minimizes the following quadratic cost J for zero reference, and
where Q and R are positive definite matrices for weighting state and control input vectors. Figure 3 shows the flowchart of control process between the controller and the plant n. To clarify the timing of control process, communication process is simplified in this figure From the view point of the end-to-end control between the controller and each plant, the proposed system is a discrete-time feedback control system in which packet loss of control input and state feedback stochastically occurs and the zero input strategy is applied. The controller and state estimator are based on [23] designed for such a control system; therefore, the stability of the system is also guaranteed by [23] and the upperbound of stability region (packet loss probability) is given as 1/ i |λ i (A)| 2 , where λ i (A) are the unstable eigenvalues of A. However, as discussed in [23] and [24] , the controller and state estimator is not optimal for partial-state feedback and ACK failure, and the stability region becomes smaller.
B. COMMUNICATION MODEL
The controller plays the role of the personal area network coordinator, and a star topology network is established. In the beacon-enabled IEEE 802.15.4 network, the transmission of observed state vectors from the plants to the controller and the transmission of control input vectors from the controller to the plants are performed according to the superframe on the time axis. As shown in Fig. 2 , the superframe consists of a beacon, a CAP, and a CFP. A beacon packet is periodically transmitted to all plants and the plants operates in synchronization with the beacon. As specified in the IEEE 802.15.4 standard, the beacon interval is defined as BI = aBaseSuperframeDuration × 2 BO , where the beacon order BO is an arbitrary number from 0 to 15. In the considered system, the superframe duration is set to the same as that of the beacon interval because there is no use of a sleep interval. The beacon also includes GTS allocation information. Plants that failed to receive the beacon cannot communicate with the controller in this interval. Plants to which GTSs are allocated communicate with the controller in the CFP, and the other plants communicate with the controller in the CAP. Collision of packet transmission may occurs due to contention access in the CAP, but does not occur in the CFP due to GTS allocation. The proposed GTS allocation method is described later in Section III. Because the control interval is the same as the beacon interval, each plant only has to transmit y n [k] and receive u n [k + 1] at least once within BI from the time index k to k + 1. The transmission mechanism in the CAP and CFP fully conforms to the IEEE 802.15.4 standard and is briefly explained here.
In the CAP, according to the slotted CSMA/CA, each plant attempts to transmit y n [k] and request the controller to transmit u n [k + 1] after the transmission of y n [k] has been completed. The plant that attempts to transmit y n [k] to the controller performs a clear channel assessment (CCA), which checks the channel status, twice after waiting for a random number of backoff periods in the range of 0 to 2 BE n −1, where a unit backoff period is defined as aUnitBackoffPeriod and the initial value of the backoff exponent BE n is macMinBE. If the channel state is idle, the plant transmits a data packet of y n [k] to the controller, and then the controller transmits an ACK packet to the plant. If the channel state is busy, BE n is incremented but is not more than macMaxBE; if the number of times of backoff waiting does not exceed macMaxCSMABackoffs, the plant waits for another random number of backoff periods in the range of 0 to 2 BE n − 1 and returns to the CCA operation; otherwise, the transmission is terminated, i.e., failed. When two or more plants perform CCA at the same time, a collision of packet transmission occurs and the transmission fails.
The plant that attempts to receive u n [k + 1] from the controller transmits a data request packet to the controller by the same mechanism as described above. The controller transmits a data packet of u n [k + 1] as soon as transmitting an ACK packet for the data request packet, and then the plant transmits an ACK packet to the controller.
In the CFP, without the slotted CSMA/CA, the plant m to which a transmit-only GTS is allocated transmits a data packet of y m [k] immediately to the controller at the start of the GTS; the plant to which a receive-only GTS is allocated receives a data packet of u m [k + 1] immediately from the controller at the start of the GTS. When the plant or the controller successfully receives the data packet, it transmits an ACK packet.
Note that the controller and plants may fail to receive packets due to not only collision but also channel noise in lower signal-to-noise ratio. In the transmission of y n [k] and the request of u n [k + 1] in the CAP, if the reception of the ACK packet or the data packet fails, the plant attempts to retransmit the data packet or the data request packet up to macMaxFrameRetries times. In the CFP, regardless of the failure of the data packet or the ACK packet, the controller and plants do not perform the retransmission of the data packet. The failure of packet transmission may cause communication congestion in the CAP due to retransmission, i.e., higher unreachability of control input and state feedback in the the control process, and cause larger control error at the plants and larger state estimation error at the controller.
III. GTS ALLOCATION METHOD
As specified in the IEEE 802.15.4 standard, the number of available GTSs is limited to seven. In our previous proposal [21] (here called the ''conventional method''), as shown in Fig. 4 , the controller allocates a transmit-only GTS and a receive-only GTS in pairs up to three plants in order starting from the plant with the lowest communication or control quality. In other words, at most three plants communicate with the controller using six GTSs in the CFP, and the other plants communicate with the controller in the CAP.
In this paper, we propose a superior GTS allocation method in which the controller allocates receive-only GTSs up to seven plants in order starting from the plant with the lowest communication and control quality, as shown in Fig. 5 . This method is based on the following characteristics of packet transmission of the feedback control within each superframe:
• Because the control interval is the same as the beacon interval, the transmission of y n [k] and the reception of u n [k + 1] in each plant does not necessarily have to be performed in pairs in either the CAP or CFP, but only within the beacon interval.
• Because the reception of u n [k + 1] in the CAP requires the transmission of the data request packet and its ACK packet, the channel occupancy for the reception of u n [k + 1] is higher than that for the transmission of y n [k]. Before the transmission of the beacon, the controller calculates a priority of which plants should use GTSs. The priority determination proceeds according to the following conditions: plants that failed to receive the control input vector have the highest priority, plants that failed to transmit the state vector have the second-highest priority, and plants with the same condition are prioritized based on the control quality. By summarizing the above approach into a formula, we calculates the priority value for each plant at time index k as (14) where U n [k] = 1 or 0 represents the failure or success of the reception of ACK for u n [k] in the previous superframe, respectively; Y n [k − 1] = 1 or 0 represents the failure or success of the reception of y n [k − 1] in the previous superframe, respectively; Π n [k] is the covariance matrix of the state estimation error at the controller in the previous superframe as given in (9) ; and trace{} represents the trace value of the matrix but is normalized so that the maximum value becomes less than 1. This means that the priority value takes into account packet loss and the estimation error of the current state. The loss of control performance mainly results from packet loss and the estimation error of the current state because the controller cannot always observe full state because of the number of sensors and cannot always observe the current state because of packet loss, and thus requires to estimate the current state; therefore, the variance of the state estimation error is one of the measure of control performance available at the controller. The priority value of (14) is a modified version of [21] for evaluating both communication quality and control quality to improve performance and can be also applied to the conventional method.
Then, the controller allocates receive-only GTSs up to seven plants in order from the highest-priority value. The allocation information is stored in the beacon and delivered to all plants by the beacon. The plant m to which the GTS is allocated performs the transmission of y m [k] to the controller in the CAP and the reception of u m [k + 1] from the controller in the GTS, i.e., in the CFP. The other plants communicate with the controller in the CAP.
IV. PERFORMANCE EVALUATION A. SIMULATION SETUP
Computer simulations were performed to evaluate the performance of the proposed method. A rotary inverted pendulum (Furuta pendulum), a typical underactuated object and widely used as a control performance measure, was employed as an example of the plant. Figure 6 shows the basic structure of the rotary inverted pendulum. It is composed of an arm rotating in the horizontal plane where one of its ends is mounted on a center shaft rotated by gears and a direct current (DC) motor and where a pendulum rod is mounted on its other end. The rotation of the arm and the maintenance of the pendulum's inverted state are controlled by applying a voltage to the DC motor (see Appendix VI for the state-space model.) Table 1 summarizes the parameters based on RealTEC RTC05 [25] . In this plant, u n [k] is the one-dimensional vector u n [k] = [u n [k]] (N u = 1), where u n [k] denotes the input voltage to the motor of the arm. x n [k] is the four-dimensional vector 
For simplicity, W is set to a diagonal matrix whose diagonal elements are all equal to σ 2 w , where several values of σ w are used in the following evaluation. V is a diagonal matrix whose element is ∆ 2 /12, where ∆ is the resolution value of the quantization for the angles and is set to ∆ = 2π/2 16 rad The simulation time is 100 s, and the number of simulation runs is 10 6 ; here, once |φ n [k]| > π/2, it is assumed that the pendulum has fallen. Once any one of the pendulums has fallen, the simulation run is terminated. The control performance is evaluated by the pendulum fall rate.
V. NUMERICAL RESULTS
We compare the control performance of the proposed method, the conventional method (with the same priority calculation as (14) ), and the CAP-only case without CFP. The performance evaluations are performed for several values of BO to see the effect of the length of the beacon interval, for several values of σ w to see the effect of the control quality, and for several values of E b /N 0 to see the effect of the communication quality.
First, the performance is evaluated for several beacon intervals, BO = 1, 2, and 3. Figures 7, 8, and 9 show the control performance versus the number of the plants; here, σ w = 10 −4 rad and E b /N 0 = 10 dB. In all cases, the CAPonly case marks the worst performance, and the GTS allocation can improve the control performance. Compared to the conventional method, the proposed method provides better performance, especially for a larger N . Generally, the longer the beacon interval, the longer the length of the CAP and the fewer failures in packet transmission in the CAP. On the other hand, the longer the beacon interval, the longer the control interval, and the lower the control quality. Therefore, there is a tradeoff in the length of the beacon interval for overall performance. We can see that in the conventional and proposed methods, the case with BO = 1 marks the best performance for a smaller N ; BO = 2 marks the best performance for a larger N , but the performance for a smaller N is worse than that with BO = 1; and the beacon interval with BO = 3 is too long to stably control the control objects.
Next, the performance is compared to the case with a larger system disturbance, σ w = 10 −2 . Figure 10 shows the control performance versus the number of the plants; here, BO = 2 and E b /N 0 = 10 dB. Generally, the larger the system disturbance, the more unstable the control when failures of packet transmission occur. We can see that the overall performance with σ w = 10 −2 is simply worse than that with σ w = 10 −4 . However, even if with a larger system disturbance, the proposed method shows better performance than the conventional method.
Finally, the performance is compared to the case with a lower and higher communication quality, E b /N 0 = 9 dB and 11 dB, respectively. Figure 11 shows the control performance versus the number of the plants; here, BO = 2 and σ w = 10 −4 dB. Generally, the lower the communication quality, the more failures in packet transmission and the more unstable the control. We can see that the overall performance with a smaller E b /N 0 simply becomes worse. However, even if with a smaller and larger E b /N 0 , the proposed method marks better performance than the conventional method.
VI. CONCLUSION
We have considered a superior GTS allocation method for the wireless feedback control of multiple machines over a beacon-enabled IEEE 802.15.4 network. The proposed method allocates GTSs to the controlled machines on the basis of communication and control quality. A better GTS allocation takes packet transmission of feedback control within a shared superframe into consideration. Through computer simulations, we have shown that the proposed method can effectively improve the control performance compared to the conventional method and without GTSs, especially for a larger number of controlled machines.
The proposed method conforms to the IEEE 802.15.4 standard and does not require any modification of the standard; however, an extension of the number of GTS slots as in [16] can be applied to the proposed method. In addition, the proposed method can also be used with a modified CSMA/CA method in the CAP such as proposed in [12] . In this paper, we have presented a simple priority in the GTS allocation and what priority measure gives better control performance is not discussed. A further performance improvement can be obtained through better prioritization schemes. The usage of model predictive control, as discussed in [20] , for the optimization of both control and GTS allocation will be the subject of future work. In this paper, single-hop communication in star topology networks is considered. The IEEE 802.15.4 standard supports multi-hop communication as cluster-tree topology networks. From the viewpoint of the end-to-end control between the controller and plants, the proposed idea of effective GTS allocation will be applicable even if for cluster-tree topology networks; however, the efficient operation requires further consideration of several design issues, such as network formation, scheduling of beacons and superframes, and so on (e.g., [26] ).
