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SPECIAL L-VALUES AND SELMER GROUPS OF SIEGEL MODULAR FORMS
OF GENUS 2
XIAOYU ZHANG
Abstract. Let p be an odd prime, N a square-free odd positive integer prime to p, pi a p-ordinary
cohomological irreducible cuspidal automorphic representation of GSp
4
(AQ) of principal level N and
Iwahori level at p. Using a p-integral version of Rallis inner product formula and modularity theorems
for GSp
4/Q and U4/Q, we establish an identity between the p-part of the critical value at 1 of the degree
5 L-function of pi twisted by the non-trivial quadratic Dirichlet character ξ associated to the extension
Q(
√−N)/Q and the p-part of the Selmer group of the degree 5 Galois representation associated to pi
twisted by ξ, under certain conditions on the residual Galois representation.
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1. Introduction
Let p be an odd prime number. In this article we establish an identity between the p-part of
the special value at 1 of the twist by an odd quadratic character ξ of the standard L-function of a
p-ordinary cuspidal automorphic forms ϕ over GSp4(AQ) and the p-part of the Selmer group of the
twist by ξ of the p-adic standard Galois representation associated to ϕ, under certain conditions on the
residual Galois representation. The main tool is a p-integral Rallis inner product formula, as developed
in this article. Denote by Mϕ the rank 4 symplectic motive associated to ϕ and ρst : GSp4 → SO5
the standard representation. Then our identity can be seen as supportive evidence for Bloch-Kato
Tamagawa Number Conjecture for the motive ρst(Mϕ) ⊗ ξ (cf. [BK90]), except that we consider
automorphic periods instead of motivic periods.
To state our result, we first prepare some notations. We fix an odd square-free integer N >
2 prime to p. Let ξ be the quadratic character associated to the quadratic imaginary extension
E = Q(
√−N)/Q. Fix an embedding ιp : Q →֒ Qp. Let π = ⊗′v≤∞πv be an irreducible cuspidal
automorphic representation of GSp4(AQ) and π
∨ its contragredient. We assume that π is ordinary for
ιp and unramified outside Np∞, that π∞ is in (anti)holomorphic discrete series, that π is of principal
level N and it has Iwahori level at p. For a finite place ℓ of Q such that πℓ is unramified, πℓ has Satake
parameter Sℓ = diag(α1, α2, α0/α1, α0/α2) ∈ GSp4(C). Then the conjugacy class of ρst(Sℓ) is the
same as that of the diagonal matrix diag(1, α1/α2, α2/α1, α1α2/α
2
0, α
2
0/α1α2). The twisted standard
L-factor of πℓ by the character ξ is then (for s ∈ C)
Lℓ(s, St(π)⊗ξ) = (1−ξ(ℓ)ℓ−s)−1(1−ξ(ℓ)ℓ−sα1
α2
)−1(1−ξ(ℓ)ℓ−sα2
α1
)−1(1−ξ(ℓ)ℓ−sα1α2
α20
)−1(1−ξ(ℓ)ℓ−s α
2
0
α1α2
)−1.
For any finite set S of places of Q containing the place∞ and all finite places ℓ where πℓ is ramified, we
define the partial L-function LS(s, St(π)⊗ ξ) as the product ∏v/∈S Lv(s, St(π)⊗ ξ). Then it is known
that LS(s, St(π) ⊗ ξ) converges absolutely for Re(s) sufficiently large and admits a meromorphic
continuation to the whole plane C with possibly simple poles ([KR90]).
Let O a sufficiently large extension of Zp containing all the eigenvalues of π for the Hecke op-
erators. Let ̟ be a uniformizer of O. Fix then p-integral ordinary primitive (in terms of Fourier
coefficients) factorizable automorphic forms ϕ ∈ π and ϕ∨ ∈ π∨ such that their pairing 〈ϕ, ϕ∨〉 6= 0
(cf. Definitions 2.1 and 2.2). Let GSO6/Q be the similitude orthogonal group over Q determined by
the symmetric matrix diag(2, 2, 2, 2N, 2N, 2N) and U4/Q be the unitary group over E/Q determined
by the Hermitian matrix diag(1, 1, 1, 1). We then construct an algebraic p-integral theta section φ in
the space of Schwartz-Bruhat functions S(M4×6(AQ)) (cf. Section 4). The theta series Θφ associated
to φ sends the modular form ϕ⊗ ϕ∨ by theta correspondence to a p-integral Θφ(ϕ⊗ ϕ∨) on U4(AQ)
(via certain exceptional isogeny between GSO6 and U4, see Section 5.1). Now we denote by c(π) ∈ O
the congruence number/ideal between Θφ(ϕ) and other cuspidal automorphic forms on U4(AQ) which
are not theta lifts from GSp4(AQ) (cf. (2.4)). To the automorphic representation π, one can asso-
ciate the symplectic Galois representation ρπ : ΓQ → GSp4(O) ([Tay93, Lau05, Wei05]) and we write
ρstπ = ρst ◦ ρπ. Then we can relate the congruence number c(π) to the Selmer group Sel(Q, ρstπ ⊗ ξ) of
the Galois representation ρstπ ⊗ ξ (in a way similar to [HT16]). Write χ(ρstπ ⊗ ξ) for a generator of the
Fitting ideal of the Selmer group Sel(Q, ρstπ ⊗ ξ) viewed as an O-module. Then our main result is (see
Theorem 6.11 for more details):
Theorem. Assume the hypotheses as in [HT16, Theorem 7.3], i.e., (N-Min), (RFR(2)) and (BIG(2)),
then we have the following identities, up to units in O:
LNp∞(1, St(π)⊗ ξ)L˜Np∞(1, St(π)⊗ ξ)
Pπ∨
= c(π) = χ(ρstπ ⊗ ξ).
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where L˜Np∞(1, St(π)⊗ ξ) is the product of modified local L-factors at places dividing Np∞ which de-
pends on the local components at places Np∞ of ϕ, ϕ∨ and φ, and Pπ∨ ∈ R>0 is a certain automorphic
period of π.
Remark. Some remarks concerning the theorem are in order:
(1) The hypotheses in the above theorem, (N-Min), (RFR(2)) and (BIG(2)) are of Taylor-Wiles
type. See Hypothesis 6.1 for details;
(2) We have explicit formulas for the L-factors L˜ℓ(1, St(π)⊗ ξ) for ℓ|Np. See Section 4.6. For the
automorphic period Pπ∨, see Lemma 2.14;
(3) The identity in the above theorem is reminiscent of a conjectural Bloch-Kato formula we recall
in the below;
Write Tam(ρstπ ⊗ ξ) ∈ ̟Z for the Tamagawa number of ρstπ ⊗ ξ (cf. [FP94, II.5.3.3]) and Pmotϕ for
the Deligne period of the motive ρst(Mϕ) ⊗ ξ. We write H1f (Q, ρstπ ⊗ ξ) for the Bloch-Kato Selmer
group of the motive ρst(Mϕ)⊗ξ using its p-adic realization ρstπ ⊗ξ. Then the p-part of the Bloch-Kato
Tamagawa Number Conjecture states as follows
Conjecture. We have the following identity, up to units in O:
LNp∞(1, St(π)⊗ ξ)L˜Np∞(1, St(π)⊗ ξ)
Pmotϕ
= χ(H1f (Q, ρst ◦ ρπ ⊗ ξ)) Tam(ρstπ ⊗ ξ).
Here we identify the L-function of π with that of the associated motive ρst(Mϕ)⊗ξ. The Bloch-Kato
Selmer group H1f (Q, ρ
st
π ⊗ ξ) is a subgroup of the Greenberg Selmer group Sel(Q, ρstπ ⊗ ξ)∗ of finite
index (cf. [Fl90, Theorem 3]). The relation between the automorphic period Pπ∨ and the motivic
period Pmotϕ is quite mysterious and we will not touch this topic in this article. There have been many
works on the Bloch-Kato conjectures for various motives (cf. [Bro07, BC09, Klo09, Ber15, CGH16]).
When one wants to show the non-triviality of the Selmer group, the strategy in common used in these
works is that of Ribet in [Rib76]: suppose that Nπ is a certain motive associated to an automorphic
representation π of G(A) for some algebraic group G/Q. Suppose that the associated L-function
L(1, Nπ) 6= 0 is critical in the sense of Deligne. To construct a non-trivial element in the Selmer
group H1f (Nπ) of Nπ, one can try to find some larger algebraic group G
′
/Q such that the L-group
LG
of G maps to LG′ (as certain Levi subgroup of a parabolic subgroup of LG′, for example) such that π
lifts to an automorphic representation π′ on G′(A). Suppose that we have an irreducible p-adic Galois
representation associated to π′. If p divides the normalized L-value L(1, Nπ), then one can, in favorable
situations, construct another automorphic representation π˜′ of G′(A) whose Hecke eigenvalues are
congruent to those of π′ modulo p. Now the modulo p Galois representation associated to π˜′ is
reducible and non-semisimple, which gives rise to a non-trivial element in the Selmer group H1f (Nπ)
(cf. Introduction of [Klo09]). Previously studied cases include (G,G′) = (GL1 × GL1,GL2) (Ribet),
(GL2,GSp4) (Urban), (GL2,U2,2) (Skinner-Urban) and (ResE/F (GL1), U(3)) (Bella¨ıche-Chenevier).
Along this strategy, this work can be seen as the case (G,G′) = (GSp4,U4). There are two main parts
in this article. One part is to construct π′ in a p-integral way: we construct a p-integral theta series
Θφ. Then given a p-integral cuspidal Siegel modular form ϕ ∈ π, the pairing between ϕ and Θφ gives
a p-integral modular form on U4(A). Another part is to relate congruence ideals to Selmer groups.
Once we can interpret the theta lift from π to π′ in terms of Galois representations, we can use the
results similar to those in [HT16] to finish the proof.
As indicated at the end of the last paragraph, we need a p-integral version of the theta lift from
GSp4 to GSO6 (and then transferred to U4). This is the so-called arithmetic Rallis inner product
formula. There are already many works on this topic (cf. [BDS12, HK92, Pra06]). The p-integrality
of the theta lift of a single automorphic form is also very useful and there are the works of Kudla
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and Millson (cf. [KM90] and the works cited therein) from an orthogonal group to a symplectic
group (see also [Ber14]). We work in the other direction, from a (similitude) symplectic group to a
(similitude) orthogonal group. Unlike Kudla and Millson who work with cycles on the symmetric space
associated to the orthogonal group and construct theta series using cohomology classes, we construct
explicitly local Schwartz-Bruhat functions and show that the associated theta series has p-integral
Fourier coefficients. Then the pairing between a theta series and a p-integral Siegel modular form can
be seen as a Serre duality pairing between the coherent cohomology groups H0 and H3 of the Siegel
moduli scheme. This strategy is inspired from [HLS05] in which the authors sketched a program to
construct p-adic Rallis inner product formulas. The construction of such a p-adic family of theta
series will be very interesting and is a future project of the author. The constructions used in this
article can be easily generalized to other reductive dual pairs (GSp2n/F ,GSOm/F ) over a totally real
number field F at least when SOm is compact at ∞. Yet relating the congruence ideal to the Selmer
group of certain Galois representation in this article uses some particular plethysm of representations
of GSp4 (purely group-theoretic). To generalize this part to other reductive dual pairs one needs some
case-by-case study.
As the reader can see, throughout the article we use heavily the results and ideas on the doubling
method developed explicitly and arithmetically in [Liu15b] for the symplectic groups (and [EHLS16]
for the unitary groups).
Let us give a brief description of the article. Section 2 gives some preliminary notions on Siegel
modular forms and congruence ideals that will be used throughout this article. In Section 3 we
formulate the theta correspondence for the reductive dual pair (GSp4,GSO6). Section 4 is the principal
part of the paper. In this section, we give explicit choice of local Schwartz-Bruhat functions in the theta
correspondence and the associated Siegel section for the doubling method, and calculate explicitly
the non-archimedean local zeta doubling integrals and also show the non-vanishing of local Fourier
coefficients. In Section 5, we use known results to write the transfer from automorphic representations
of GSp4(A) to those of U4(A) in terms of Langlands parameters. This allows us to relate the Galois
representations associated to π and π′. In Section 6, we construct an explicit morphism between these
two Galois representations and at the end we give the main result of the article.
Notations.
(1) We fix an odd rational prime p. We fix the following isomorphisms and inclusions of fields
that are compatible with each other:
ι∞p : C ≃ Qp, ι∞ : Q →֒ C, ιp = ι∞p ◦ ι∞ : Q →֒ Qp.
(2) We denote by A = R× Af the ring of ade`les of Q. For any place v of Q, we write | · |v for the
v-adic valuation on Qv such that |ℓ|ℓ = ℓ−1 and | · |∞ is the absolute value.
(3) We fix a square-free positive integer N prime to p. We then write E = Q(
√−N). We define
a Hecke character ξ : Q×\A× → {±1}, x 7→ (x,−N). Here (x,−N) = ∏v(xv,−N)v is the
product of local Hilbert symbols for all places v of Q.
(4) For each place v of Q, we fix an additive character ev : Qv → C× as follows: if v = ∞, then
e∞(x) = exp(2iπx); if v ∤∞, then ev(x) = e(−2iπ{x}v) where {x}v is the fractional part of x
in Qv. We then define a character of A, trivial on Q, as the tensor product of all these ev:
e := ⊗vev : A→ C×.
(5) For any algebraic group G defined over Q, we write [G] for the quotient G(Q)\G(A).
(6) Let R be any commutative ring. We write Mn×m(R) to be the set of R-valued n×m-matrices.
We denote by 1n the identity matrix of size n × n. The Borel subgroup of GLn consisting of
upper triangular matrices is denoted by Bn, its maximal torus by Tn and unipotent radical by
Nn. The transpose of Bn is denoted by B
−
n , consisting of lower triangular matrices. For any
g ∈ Mn×m, we write gt for its transpose. If g ∈ GLn, we write g−t for (gt)−1.
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(7) We write J2n =
(
0 1n
−1n 0
)
. The similitude symplectic group G = GSp2n over Z is identi-
fied with the subgroup of GL2n consisting of matrices g such that g
tJ2ng = ν(g)J2n. Write
g =
(
A B
C D
)
∈ GSp2n in n × n-blocks. We write PG to be the subgroup of G consisting of
g such that C = 0, LG the Levi subgroup of PG consisting of those g such that B = 0, BG
the subgroup of PG consisting of g such that A ∈ Bn, similarly, NG consisting of g such that
A ∈ Nn, TG consisting of g such that A ∈ Tn and B = 0. Let ZG be the center of G. We write
the Lie algebras of G and TG as gG and tG respectively. We fix a C-basis for the Lie algebra
gG(C) = gsp2n(C) as follows
η0 = 12n, ηi,j = Ei,j −Ej+n,i+n, (1 ≤ i, j ≤ n),
µ+i,j = Ei,j+n + Ej,i+n, µ
−
i,j = Ei+n,j + Ej+n,i, (1 ≤ i < j ≤ n),
µ+i,i = Ei,i+n, µ
−
i,i = Ei+n,i (1 ≤ i ≤ n).
We fix a maximal compact subgroup KG,∞ of G(R) consisting of matrices
(
A B
−νB νA
)
such
that A + iB ∈ Un(R) and ν = ±1. We write Γ(N) for the subgroup of GSp2n(Z) consisting
of matrices g such that g ≡ 1(modN) and Γ = Γ(N, pm) the subgroup of Γ(N) consisting
of matrices g such that g (mod pm) ∈ NSp2n(Z/pm) (m > 0). Denote by Γ̂(N), resp., Γ̂ the
completion of Γ(N), resp., Γ in GSp2n(Af).
(8) We write ρG for the half sum of the positive roots of gsp2n(C) with respect to TG, ρLG for the
half sum of the positive roots of the Levi subgroup LG with respect to TG.
(9) We write G1 := Sp2n for the subgroup of GSp2n consisting of g such that ν(g) = 1. We write
BG1 , NG1, TG1 and KG1,∞ for the respective intersection of the groups BG, NG, TG, KG,∞ with
G1.
(10) For a symmetric matrix x ∈ Symn×n, we write u(x) =
(
1n x
0 1n
)
∈ GSp2n. Similarly, for an
invertible matrix y ∈ GLn, we write m(y) =
(
y 0
0 y−t
)
∈ GSp2n. For a finite dimensional
F -vector space V and any y ∈ GLF (V ), we also write m(y) =
(
y 0
0 y∨
)
where y∨ ∈ GLF (V ∨)
is the dual of y. For any g ∈ GSp2n(Qv), the Iwasawa decomposition of GSp2n(Qv) gives
a decomposition g = diag(1, ν(g))m(y)u(x)k for some y, x and k in the standard maximal
compact subgroup GSp2n(Zv) of GSp2n(Qv). Then we set m(g) = det(a)
n−1ν(g)−n(n−1)/2.
(11) Let Hn denote the Siegel upper half plane, consisting of z ∈ Mn×n(C) such that zt = z and
Im(z) is positive definite. Let GSp+2n(R) be the subgroup of GSp2n(R) consisting of g with
ν(g) > 0. The group GSp+2n(R) acts on Hn by g · z = (Az +B)(Cz +D)−1. For each z ∈ Hn,
we define a 1-cocycle on GSp+2n(R) as µ(g, z) := Cz +D.
(12) We fix some sufficiently large extension of Qp containing
√
2 and roots of unity µN2C(π) where
C(ξ) is certain positive number depending on the p-ordinary automorphic representation (see
the beginning of Section 4.5 for its definition). Its ring of integers is denoted by O with a fixed
uniformizer ̟.
2. Modular forms on GSp4
In this section we review the notions of Siegel modular variety associated to the symplectic groups
GSp4 and GSp8. Many of the materials in this section are simply bookkeeping from the references
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given in each subsection and we claim no originality, yet any errors in this section should be the
author’s of this article.
2.1. Siegel modular forms. In this subsection we review nearly holomorphic modular forms on
G = GSp2n. We follow closely the treatment in [Liu15a, Liu15b].
2.1.1. Arithmetic modular forms and Hecke operators. A PEL datum is a tuple P = (L, 〈·, ·〉, h) where
([Lan12, 1A]):
(1) L is a free Z-module of finite rank, and 〈·, ·〉 : L × L → Z(1) := Ker(exp : C → C×) is a non-
degenerate symplectic pairing such that for any b ∈ Z and x, y ∈ L, we have 〈bx, y〉 = 〈x, by〉;
(2) h : C→ EndR(L⊗Z R) is a homomorphism such that for any z ∈ C and x, y ∈ L⊗R, we have
〈h(z)x, y〉 = 〈x, h(z)y〉. Moreover, we require that the new bilinear form −〈·, h(i)·〉 on L is
symmetric and positive definite.
Given such a datum P, suppose that L ≃ Zn, one can then define the similitude symplectic group
G = GP over Z associated to the pairing 〈·, ·〉 on L as follows: for any Z-algebra R, the R-points of
G is given by
G(R) = {(g, ν) ∈ GLR(L⊗ R)× (L⊗ R)×|〈gx, gy〉 = ν〈x, y〉, ∀x, y ∈ L⊗ R}
Sometimes we also write an element in G(R) as simply g′ = (g, ν) and refer to ν(g′) as the similitude
factor of g′. Fixing a Z-basis of L under which 〈·, ·〉 is of the form J2n, one can identify G with
GSp(2n).
We have an algebraic stack AG,Γ̂ over Spec(Z[1/Np]) parameterizing the principally polarized
abelian schemes over Q of dimension n, level structure Γ̂ ([FC90, Chapter I.4.11]). On the other hand,
the complexification AG,Γ̂(C) is isomorphic to the Shimura variety G
1(Z)\Hn×G(Ẑ)/Γ̂ which param-
eterizes the principally polarized abelian varieties over C of dimension n, level structure Γ̂ ([FC90,
Chapter I.6]). We write A˜G,Γ̂ for the toroidal compactification of AG,Γ̂ with boundary C = CΓ̂. Let
A˜ be the universal semi-abelian scheme over A˜G,Γ̂ with the morphism p : A˜G,Γ̂ → A˜G,Γ̂. Then A˜G,Γ̂
restricts to the universal abelian scheme AG,Γ̂ on AG,Γ̂ and we still write p : AG,Γ̂ → AG,Γ̂.
We write ω(A˜G,Γ̂/A˜G,Γ̂) = p∗(Ω1A˜
G,Γ̂
/A˜
G,Γ̂
) for the sheaf of invariant differentials, locally free of rank
n. The sheaf H1dR(AG,Γ̂/AG,Γ̂) = R1p∗(Ω1A
G,Γ̂
/A
G,Γ̂
) has a canonical extension H1dR(AG,Γ̂/AG,Γ̂)can to
A˜G,Γ̂. One can show that H1(AG,Γ̂/AG,Γ̂)can is locally free of rank 2n with the following Hodge
filtration
0→ ω(A˜G,Γ̂/A˜G,Γ̂)→H1dR(AG,Γ̂/AG,Γ̂)can → Lie(A˜tG,Γ̂/A˜G,Γ̂)→ 0.
Moreover, H1dR(AG,Γ̂/AG,Γ̂) has a symplectic pairing such that ω(A˜G,Γ̂/A˜G,Γ̂) is maximally isotropic.
One can also show that the Gauss-Manin connection on H1dR(AG,Γ̂/AG,Γ̂) extends to an integrable
connection on H1dR(AG,Γ̂/AG,Γ̂)can with log poles along the boundary CΓ̂ denoted as follows
∇ : H1dR(AG,Γ̂/AG,Γ̂)can → H1dR(AG,Γ̂/AG,Γ̂)can ⊗OA˜
G,Γ̂
Ω1
A˜
G,Γ̂
(logCΓ̂).
We have the following right PG-torsor over A˜G,Γ̂
π : TH = IsomA˜
G,Γ̂
(L⊗Z OA˜
G,Γ̂
,H1dR(AG,Γ̂/AG,Γ̂)can)→ A˜G,Γ̂
For any Z-algebra R, a global section f of π∗(OTH) over A˜G,Γ̂/R can be viewed as a functor assigning to
each pair (A, ǫ) over an R-algebra S an element f(A, ǫ) ∈ S, where A is an element in AG,Γ̂(S) and ǫ
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is a corresponding element in TH(S). We write RepQ(PG) for the category of algebraic representations
of PG over Q-vector spaces. With this torsor one can define the functor
E : RepQ(PG)→ QCoh(A˜G,Γ̂), V 7→ TH ×PG V.
The image E(V ) is a locally free sheaf over A˜G,Γ̂. In particular, the similitude factor ν in G defines
an element (again denoted by) ν in RepQ(PG) and thus an invertible sheaf E(ν) over A˜G,Γ̂. We will
write E(V )(k) for E(V )⊗ E(ν)⊗k.
Let gG be the Lie algebra of G. Then we write RepQ(gG, PG) for the category of (gG, PG)-modules.
More precisely, an object in RepQ(gG, PG) is an object W in RepQ(PG) with an extra action of gG
on W such that the restriction of this action to the Lie algebra pG of PG agrees with the action of
pG induced from PG. Moreover, we require that for any g ∈ G, X ∈ gG and w ∈ W , there is the
compatibility (gXg−1)w = (Ad(g)X)w. For any (gG, PG)-module V , the Gauss-Manin connection ∇
on H1dR(AG,Γ̂/AG,Γ̂)can induces the Gauss-Manin connection on the sheaf ([Liu15a, Proposition 2.2.3])
∇ : E(V )→ E(V )⊗O
A˜
G,Γ̂
Ω
A˜
G,Γ̂
(logC).
One can show that this connection induces Hecke-equivariant maps on global sections. We next use
∇ to construct a differential operator. Let (ρ,Wρ) be a finite dimension algebraic representation of
GLn. We can associate to it a (gG, PG)-module Vρ as follows ([Liu15a, Section 2.3]): write Z for the
n× n-matrix which is symmetric with entries Zi,j = Zj,i (1 ≤ i, j ≤ n). As a Q-vector space, we set
Vρ = Wρ[Z] to be the space of polynomials in Zi,j with coefficients in Wρ. We define an action of PG
on Vρ as follows: for any
(
a b
0 d
)
∈ PG and f(Z), we set
(
a b
0 d
)
f(Z) := af(a−1b+ a−1Zd). One can
also define an action of gG on Vρ as in [Liu15b, Section 2.2] and verify that Vρ becomes a (gG, PG)-
module. There is a natural filtration on Vρ respecting the action of PG given by the total degree of the
polynomials in Vρ: Vρ =
⋃
r∈N V
r
ρ where V
r
ρ = Wρ[Z]deg≤r. One can show that gGV
r
ρ ⊂ V r+1ρ and the
connection ∇ restricts to∇ : E(V rρ )→ E(V r+1ρ )⊗OA˜
G,Γ̂
Ω
A˜
G,Γ̂
(logC). Let τn : GLn → GL(n(n+1)/2) be
the symmetric square representation of GLn. Then we get the following differential operator ([Liu15b,
Section 2.2]):
∇ρ : E(V rρ ) ∇−→ E(V r+1ρ )⊗OA˜
G,Γ̂
Ω
A˜
G,Γ̂
(logC)
K−S−−→ E(Vρ⊗τn)r+1(−1)→ E(Vρ⊗τn)r+1.
Here the map K− S is the Kodaira-Spencer isomorphism ([Lan12, Propositin 6.9(5)]). Moreover, the
composition of the first two maps is Hecke-equivariant.
We next define the q-expansion of nearly holomorphic forms on the geometric side. This will give
the integral structure on the space of automorphic forms. Let Sn = (L
+⊗ZL+)/(v⊗v′ = v′⊗v) be the
symmetric quotient of L+ ⊗Z L+. Write Sn,≥0 for the subset of Sn consisting of elements (v, v′) such
that f(v, v′) ≥ 0 for any symmetric semi-positive definite bilinear form f on (L+ × L+)⊗Z R. Write
{s1, s2, · · · , sn(n+1)/2} for a Z-basis of Sn lying inside Sn,≥0. We then set the Laurent power series
Z((Sn,≥0)) = Z[[Sn,≥0]][1/s1 · · · sn(n+1)/2]. There is a natural embedding Sn,≥0 →֒ Z[[Sn,≥0]] and we
denote the image of β ∈ Sn,≥0 by qβ. Now we have a natural map Z(e+1 , · · · , e+n )→ Z(e−1 , · · · , e−n )⊗Sn
which gives a period group Z(e+1 , · · · , e+n ) ⊂ Z(e−1 , · · · , e−n ) ⊗ Gm/Z((Sn,≥0)), principally polarized by
the duality between Z(e+1 , · · · , e+n ) and Z(e−1 , · · · , e−n ) given by the symplectic form on L. Mumford’s
construction [FC90] gives an abelian variety A/Z((Sn,≥0)) with a canonical polarization λcan and a
canonical basis ωcan = (ω1,can, · · · , ωn,can) of ω(A/Z((Sn,≥0))). We can then define the level structure
ψN,can and filtration fil
+
pm,can of this abelian variety A×Z((Sn,≥0))Z(( 1NSn,≥0))[ζN , 1Np ] from the following
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exact sequence
0→ Z(e−1 , · · · , e−n )⊗
∏
l
lim←−n
µln →
∏
l
Tl(A)→ Ẑ(e+1 , · · · , e+n )→ 0.
Denote by Di,j ∈ Der(Z((Sn,≥0)),Z((Sn,≥0))) the element dual to ωi,canωj,can for all 1 ≤ i, j ≤ n
and by δi,can = ∇(Di,i)ωi,can. For any β ∈ Sn,≥0, one can show that Di,j(qβ) = (2 − δi,j)βi,jqβ. From
this one sees that δcan = (δ1,can, · · · , δn,can) and ωcan forms a basis of H1dR(A/Z((Sn,≥0))) compatible
with the Hodge filtration and the symplectic form. For any f ∈ H0(A˜G,Γ̂, E(V rρ )) = Mρ(Γ̂,Z, r), its
evaluation at the Mumford test object
(A/Z(( 1
N
Sn,≥0))[ζN ,
1
Np
], λcan, ψN,can, fil
+
pm,can, ωcan, δcan)
gives the polynomial q-expansion f(q, Z) of f , which by definition is an element in the power series
ring Z(( 1
N
Sn,≥0))[ζN , 1Np ]⊗Z Wρ(Z)deg≤r. For the case ρ = ρk, apply the element e to f(q, Z) and we
get an element in Z[[ 1
N
Sn,≥0]][ζN , 1Np ]. In summary, combining the above two successive operations on
f , we get the following q-expansion map (F is a Q(ζN)-algebra)
(2.1) εq : H
0(A˜G,Γ̂, E(V rρ ))⊗Q(ζN ) F → Z[[
1
N
Sn,≥0]]⊗Z F.
The map εq depends on the representation sheaf E(V rρ ) yet we omit from the notation. By [FC90,
Lemma V.1.4], we know that this map is injective. For any subring R of F , we write
H0(A˜G,Γ̂,R, E(V rρ )) := ε−1q (Z[[
1
N
Sn,≥0]]⊗Z R).
This gives an integral structure of H0(A˜G,Γ̂, E(V rρ ))⊗Q(ζN ) F .
Let k = (k1, · · · , kn) ∈ Zn be a dominant character of the torus Tn of GLn with respect to B−n (i.e.,
k1 ≥ k2 ≥ · · · ≥ kn). We write (ρk,Wk) for the irreducible algebraic representation of GLn associated
to the character k (of highest weight k), which is defined as follows: for any Z-algebra R,
Wk(R) = {f ∈ H0(GLn/R,OGLn)|f(bh) = k(b)f(h), ∀b ∈ Bn(R)}
An element g ∈ GLn(R) acts on f ∈ Wk(R) by (gf)(h) = f(hg).
Definition 2.1. We fix a dominant character k of Tn, an integer r ≥ 0, a nearly holomorphic
automorphic form of weight k, degree r, level Γ̂ on A˜G,Γ̂ is a global section of the sheaf E(Vk)r := E(V rk ).
The holomorphic automorphic form of weight k, level Γ̂ on A˜G,Γ̂ is a global section of the sheaf E(V 0k ).
More generally, for any Z-algebra R, we write the space of R-valued, weight k, degree r and level Γ̂
nearly holomorphic automorphic forms on A˜G,Γ̂ as Mk(Γ̂, R, r) = H
0(A˜G,Γ̂/R, E(V rk )).. The subspace
of cuspidal forms is Sk(Γ̂, R, r) = H
0(A˜G,Γ̂/R, E(V rk )(−CΓ̂)).
Similarly we set Mk(Γ̂, R) = H
0(A˜G,Γ̂/R, E(Vk)) and Sk(Γ̂, R) = H0(A˜G,Γ̂/R, E(Vk)(−CΓ̂)).
The moduli interpretation (a` la Katz) of an element f ∈ Mk(Γ̂, R, r) is as follows: f assigns in a
functorial way to each tuple (A/S, λ, ψ, α) an element f(A/S, λ, ψ, α) ∈ V rk (S). Here S is an R-algebra
and A/S is an abelian scheme over S, λ : A→ A∨ is a principal polarization, ψ is a principal level N
structure and α is a basis of H1dR(A/S) respecting the Hodge filtration.
For any algebraic representation (ρ,Wρ) of GLn, one can also consider the top degree coherent
cohomology Hd(A˜G,Γ̂, E(V rρ )) where d = n(n + 1)/2. Let ρ∨ denote the dual representation of ρ. We
have Serre duality
〈·, ·〉Ser : H0(A˜G,Γ̂(C), E(V 0ρ ))×Hd(A˜G,Γ̂(C), E(V 0ρ∨)⊗ ∧dΩA˜
G,Γ̂
)→ C.
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For any dominant weight k of Tn, we write k
D := (−kn,−kn−1, · · · ,−k1)+2(ρG−ρLG) where recall that
ρG, resp., ρLG denotes the half sum of positive roots of G, resp., the Levi subgroup LG with respect to
TG. Then we have an isomorphism E(V 0k∨)⊗ ∧dΩA˜
G,Γ̂
≃ E(V 0
kD
) ([FC90, p.256]). Note thatW2(ρG−ρLG )
is the 1-dimensional representation of G sending g to ν(g)d. The Serre duality can be concretely
expressed as follows: for any φ ∈ H0(A˜G,Γ̂(C), E(Wρ)) and ρ′ ∈ Hd(A˜G,Γ̂(C), E(Wρ∨) ⊗ ∧dΩA˜
G,Γ̂
),
then one has
(2.2) 〈φ, φ′〉Ser =
∫
[G]
φ(g)φ′(g)|ν(g)|−ddg.
Using the Serre duality, we define
Definition 2.2. For any Z-algebra R and any dominant weight k of Tn, we write
M̂k(Γ̂, R) := H
d(AG,Γ̂,R, E(V 0kD)) := HomR(H0(AG,Γ̂,R, E(V 0k )), R).
Ŝk(Γ̂, R) := H
d
! (AG,Γ̂,R, E(V 0kD)) := HomR(H0(AG,Γ̂,R, E(V 0k )), R).
These R-modules give the integral structures of the top degree (cuspidal) cohomologies ([EHLS16,
Section 6.3]).
2.1.2. Automorphic forms. In this subsection, we associate automorphic forms to modular forms de-
fined above. Fix an algebraic representation (ρ,Wρ) of GLn. Recall thatAG,Γ̂(C) = G
1(Z)\Hn ×G(Ẑ)/Γ̂.
By the moduli interpretation mentioned above, to each (z, k) ∈ Hn×G(Ẑ), we can associate an abelian
variety Az,k := C
n/(Zn ⊕ zZn), with a polarization λz given by the Hermitian matrix Im(z)−1 for its
Riemann form Ez : C
n×Cn → R, (w1, w2) 7→ −iIm(wt1Im(z)−1w2) and a level structure ψz,k : (Z/N)n ≃
Az,k[N ] = ((
1
N
Z)n ⊕ z( 1
N
Z)n)/(Zn ⊕ zZn) where k acts via its projection to G(Z/N) ([Pil12, Section
2.1]). For any γ =
(
A B
C D
)
∈ G1(Z), note that
(
A B
C D
)(
z
1
)
(Cz+D)−1 =
(
γz
1
)
, thus the isomor-
phism (Cz +D) : Cn → Cn sending z′ to z′(Cz +D)−1 induces an isomorphism φγ : Az,k → Aγz,γk re-
specting the polarization. Let w1, w2, · · · , wn be the coordinates of Cn and then dw := {dw1, · · · , dwn}
form a trivialization of H1(Az,k/C). For any modular form f ∈ H0(A˜G,Γ̂, E(V rρ )), we can define a
function Ff : Hn × G(Ẑ) → V rρ (C) by Ff(z, k) := f(Az,k, λz, ψz,k, dw). Then one verifies that for any
γ ∈ G1(Z), Ff (γz, γk) = ρ(µ(γ, z))Ff (z, k) and for any k′ ∈ Γ̂, Ff(z, k) = Ff(z, kk′) ([Pil12, Section
2.4] and [Liu15a, Section 2.5]).
By strong approximation for Sp(2n), we have G(A) = G(Q)G+(R)G(Ẑ), so we write each element
in G(A) as g = g0g∞gf . Now suppose that there is a real number m(ρ) ∈ R such that ρC(λ · 1n) =
λ2m(ρ)IdWρ(C) for any λ ∈ C×. Then to each f ∈ H0(A˜G,Γ̂, E(V rρ )), one can associate a function
Φ˜(f) : G(A)→ V rρ (C), g 7→ ν(g∞)m(ρ)ρ(µ(g∞, i1n))−1Ff (g∞ · i1n, gf).
One can then verify that for each g0 ∈ G(Q), a ∈ ZG(A), k∞ ∈ K1G,∞ and k ∈ Γ̂, we have
Φ˜(f)(g0ag(k∞, k)) = ρ(µ(k∞, i1n))−1Φ˜(f)(g). Now for any linear form w∨ ∈ W∨ρ , we define a new
function Φ(f, w∨) by Φ(f, w∨)(g) := w∨(Φ˜(f)(g)|Z=0) ∈ C (recall that V rρ = Wρ[Z]deg≤r). So we
see that Φ(f, w∨) ∈ A(ZG(A)G(Q)\G(A)/Γ̂) is an automorphic form of trivial center character
and level Γ̂. Moreover we fix a Hermitian form 〈·, ·〉rρ on V rρ invariant under the action of K1G,∞
(unique up to a scalar), then we define a Petersson product on H0(A˜G,Γ̂, E(V rρ )) as follows: for any
two cuspidal modular forms f, f ′, 〈f, f ′〉 := ∫
A˜
G,Γ̂
(C)
〈ρ(Im(z)1/2)Ff(z, k), ρ(Im(z)1/2)Ff ′(z, k)dzdk.
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Then one verifies that ([AS, p.195]) for any w∨ 6= 0, there is a constant c > 0 such that 〈f, f〉 =
c
∫
ZG(A)G(Q)\G(A) |Φ(f, w∨)(g)|dg (we will take c = 1 in the below).
We next define some differential operators on A(ZG(A)G(Q)\G(A)/Γ̂). Recall that h : C →
EndR(L ⊗ R) sends x + iy to
(
x1n y1n
−y1n x1n
)
. We then let C× act on G(R) by conjugation com-
posed with h, i.e., (x + iy) · g = h(x + iy)gh(x + iy)−1. This action induces an action of C× on the
complexification gG,C of the Lie algebra gG of G(R). We then write g
a,b
G,C for the subspace of gG,C on
which z ∈ C× acts by the multiplication by the scalar z−az−b. It is easy to verify that we have the
following decomposition of eigenspaces gG,C = g
−1,1
G,C ⊕g0,0G,C⊕g1,−1G,C =: g+G,C⊕ tG,C⊕g−G,C. We define the
Cayley element cn =
1√
2
(
1n i1n
i1n 1n
)
. Then one verifies that g+G,C, resp., g
−
G,C, resp., tG,C, is generated
by µ̂+i,j := cnµ
+
i,jc
−1
n , resp., µ̂
−
i,j := cnµ
−
i,jc
−1
n , resp., η̂i,j := cnηi,jc
−1
n and η̂
0 := η0. Suppose that the
symmetric square representation (τn,Wτn) has a basis {Xi,j}1≤i,j≤n such that Xi,j = Xj,i and Xi,j
corresponds to dwidwj = 2iπdzi,j. Write {X∨i,j}1≤i,j≤n the basis of W∨τn dual to {Xi,j}1≤i,j≤n. Then we
have ([Liu15b, Proposition 2.5] and [AS, Lemma 5]):
Proposition 2.3. The map Φ(·, w∨) : H0(A˜G,Γ̂, E(V rρ )) → A(ZG(A)G(Q)\G(A)/Γ̂) sending f to
Φ(f, w∨) preserves the norms of both sides and satisfies the following commutative diagram:
H0(A˜G,Γ̂(C), E(V rρ )) A(ZG(A)G(Q)\G(A)/Γ̂)
H0(A˜G,Γ̂(C), E(V r+1ρ⊗τn)) A(ZG(A)G(Q)\G(A)/Γ̂)
Φ(·,w∨)
4iπ∇ρ µ̂+i,j
Φ(·,w∨⊗X∨i,j)
Moreover, if f is cuspidal, then so is Φ(f, w∨); f is holomorphic, resp., anti-holomorphic, if and only
if g−G,CΦ(f, w
∨) = 0 resp., g+G,CΦ(f, w
∨) = 0, for all w∨ ∈ W∨ρ .
This shows that the map Φ(·, w∨) is a norm-preserving map from H0(A˜G,Γ̂, E(V rρ )) to the space
L2(ZG(A)G(Q)\G(A)). In particular, let (ρk,Wk) be the irreducible representation of GLn of dominant
weight k, then we define the element e ∈ W∨k to be e(f) := f(1n) for any f ∈ Wk(R) and any Z-
algebra R. We write A(ZG(A)G(Q)\G(A)/Γ̂)k as the ρk-isotypic part of A(ZG(A)G(Q)\G(A)/Γ̂) as
KG,∞-representations. Then we have a norm-preserving injective map:
(2.3) Φ(·, e) : H0(A˜G,Γ̂(C), E(V rk ))→ A(ZG(A)G(Q)\G(A)/Γ̂)k.
This map gives us the correspondence between the automorphic forms of geometric nature and
those of adelic nature which is compatible with the differential operators on both sides.
2.1.3. Hecke operators. We define adelic Hecke operators. We fix a prime ℓ of Q. Then for any smooth
functions T : G(Qℓ)→ C and f : G(A)→ C, we set
(Tf)(g) :=
∫
G(Qℓ)
T (g′)f(gg′)dg′, ∀g ∈ G(A).
(here we view g′ ∈ G(Qℓ) also as an element in G(A)). Now let T be the characteristic function of the
double coset G(Zℓ)MG(Zℓ) withM ∈ G(Qℓ) and consider two functions f1, f2 ∈ L2(ZG(A)G(Q)\G(A)),
then it is easy to see
Lemma 2.4. We have the following identity:
〈Tf1, f2〉 = 〈f1, T f2〉.
In other words, the operator T is self-adjoint with respect to the Petersson product on L2(ZG(A)G(Q)\G(A)).
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For any Z-algebra A and any compact open subgroup K ⊂ G(Qℓ), we write H(G(Qℓ), K;A) for the
associative algebra generated over A by characteristic functions 1(KMK) of KMK with M ∈ G(Qℓ),
where the multiplication is given by convolution (T1T2)(g) :=
∫
G(Qℓ)
T1(gx)T2(x
−1)dx. Here the Haar
measure on G(Qℓ) is the one where K has volume 1. By the Cartan decomposition for G(Qℓ),
the algebra H(G(Qℓ), G(Zℓ), A) is generated by the elements T (n)ℓ,i = 1(G(Zℓ)diag(ℓ · 1n−i, ℓ · 1i, ℓ2 ·
1n−i, ℓ · 1i)G(Zℓ)) for i = 1, · · · , n, T (n)ℓ,0 = 1(G(Zℓ)diag(1n, ℓ · 1n)G(Zℓ)) and (T (n)ℓ,n )−1. Let TG be the
standard torus of G consisting of diagonal elements in G. Then we can similarly define an algebra
H(TG(Qℓ), TG(Zℓ), A). WritingX0 := 1(TG(Zℓ)diag(1n, ℓ·1n)),Xi := 1(TG(Zℓ)diag(1i−1, ℓ, 1n−1, ℓ−1, 1n−i))
for i = 1, · · · , n, then as C-algebras, H(TG(Qℓ), TG(Zℓ),C) is isomorphic to C[X±0 , · · · , X±n ]. For
any element T ∈ H(G(Qℓ), G(Zℓ),C), we define its Satake transform S(T ) to be an element in
H(TG(Qℓ), TG(Zℓ),C) as follows: S(T )(g) := |δBG(g)|1/2
∫
NG
T (gn)dn. Here δBG(·) is the modular
character of G with respect to the Borel subgroup BG of G, on the diagonal matrices, it is given by:
δBG(diag(t1, · · · , tn, t0/t1, · · · , t0/tn)) = t−n(n+1)/20 t21t42 · · · t2nn . Write WG for the Weyl subgroup of G
with respect to the pair (BG, TG). Then we have an isomorphism of algebras S : H(G(Qℓ), G(Zℓ),C) ≃
H(TG(Qℓ), TG(Zℓ),C)WG ([AS, Section 3]).
We then define some Iwahori Hecke operators. We write IG,ℓ for the Iwahori subgroup of G(Zℓ)
consisting of matrices g which is in BG(Zℓ/ℓ) modulo ℓ. Then the dilating Iwahori Hecke algebra
H−(G(Qℓ), IG,ℓ, A) is the subalgebra of H(G(Qℓ), IG,ℓ, A) (which is no longer commutative) that is
generated over A by the elements U
(n)
ℓ,i = 1(IG,ℓdiag(ℓ · 1i, 1n−i, ℓ · 1i, ℓ2 · 1n−i)IG,ℓ) for i = 1, · · · , n,
Uℓ,0(n) = 1(IG,ℓdiag(1n, ℓ · 1n)IG,ℓ) and (U (n)ℓ,n )−1. Similarly, we define H−(TG(Q), TG(Zℓ), A) to be the
subalgebra of H(TG(Qℓ), TG(Zℓ), A) generated by the elements TG(Zℓ)diag(ℓ · 1i, 1n−i, ℓ · 1i, ℓ2 · 1n−i)
for i = 1, · · · , n, TG(Zℓ)diag(1n, ℓ · 1n) and (TG(Zℓ)diag(ℓ · 12n))−1. Then one verifies that the map
S− : H−(G(Qℓ), IG,ℓ, A)→ H−(TG(Qℓ), TG(Zℓ), A) sending generators to the corresponding generators
is an isomorphism of algebras ([Cas95, Lemma 4.1.5], [BC09, Proposition 6.4.1]). When ℓ = p and we
let U
(n)
p,i act on the automorphic forms, we need to be careful about normalization of these operators.
More precisely, for any dominant weight k ∈ Zn of Tn and f ∈ A(ZG(A)G(Q)\G(A))k, we define the
action as([Liu15b, (2.5.2)]):
(U
(n)
p,i f)(g) := p
〈k−2ρG,nc,i〉
∫
G(Qp)
U
(n)
p,i (h)f(gh)dh
Here i = (i0, i1, · · · , in) is an element in Zn+1 such that i1 = i2 = · · · = ii = 1, ii+1 = · · · = in = 0,
i0 = 2 for i = 1, · · · , n and 01 = · · · = 0n = 0, 00 = 1. Moreover 2ρG,nc is the sum of non-compact
positive roots of G with respect to BG. More generally we write C
+
n for the subset of Z
n+1 consisting
of elements a = (a0, a1, · · · , an) such that a1 ≥ a2 ≥ · · · ≥ an ≥ 0. Then for any a ∈ C+n , we
write pa = diag(pa1 , · · · , pan, pa0−a1 , · · · , pa0−an). We define U (n)p,a to be the characteristic function
1(IG,pp
aIG,p) and let it act on A(ZG(A)G(Q)\G(A))k by the same formula as above. We write Up(f)
for the subspace of A(ZG(A)G(Q)\G(A)) generated by U (n)p,a (f) for all a ∈ C+n . Then by [Liu15b,
Proposition 2.5.2], the eigenvalues of these operators U
(n)
p,a acting on Up(f) are all p-adic integers
under the fixed isomorphism ι∞p : C ≃ Qp. We define U (n)p :=
∏n
i=0 U
(n)
p,j . For each nearly-holomorphic
modular form f ∈ A(ZG(A)G(Q)\G(A))k, we define an operator e acting on Up(f) as the limit
e := lim
r→+∞
U r!p (the limit is taken with respect to the p-adic topology on Up(f) via C ≃ Qp). Then we
call e(f) the ordinary projection of f . It follows from the definition that each U
(n)
p,a acts on e(f) by
p-adic units. Moreover, by [Liu15b, Proposition 2.5.3], e(f) is in fact a holomorphic modular form.
Definition 2.5. Let R be a Z-algebra contained in C. For a prime ℓ of Q such that Kℓ = G(Zℓ),
we write Tk,ℓ(Kℓ, R) for the R-subalgebra generated by the image of the spherical Hecke algebras
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H(G(Qℓ), G(Zℓ), R) in EndC(H0(A˜G,K , E(Vk))). Similarly, we write TIwk,p(IG,p, R) for the R-subalgebra
generated by the image of the Up-operators U
(n)
p,a in the above endomorphism algebra. Finally we write
Tk(Γ̂, R) = (
⊗
ℓ∤Np
′Tk,ℓ(Kℓ, R))
⊗
R
TIwk (IG,p, R).
2.2. Periods and congruence ideals. In this subsection we define congruence ideals and some
periods of automorphic forms on [G]. We follow closely the ideas of [EHLS16, Section 6].
Definition 2.6. Let π be an irreducible cuspidal automorphic representation of [G] with factorization
π = π∞ ⊗ πf . We say that π is holomorphic of type (k, Γ̂) if
H0(g1,−1G ⊕ tG, KG,∞; π∞ ⊗Wk) 6= 0 and πΓ̂f 6= 0.
Similarly, we say that π is antiholomorphic of type (k, Γ̂) if
Hd(g1,−1G ⊕ tG, KG,∞; π∞ ⊗WkD) 6= 0 and πΓ̂f 6= 0.
Let π be a holomorphic automorphic representation of G(A) of type (κ, Γ̂). Then the action of
Tk(Γ̂,C) on π
Γ̂ is given by a morphism, denoted by λπ : Tk(Γ̂,C) → C. For any subalgebra R ⊂ C
containing all the values of λπ in C, we write
Sk(Γ̂, R)[λπ]
for the λπ-isotypic component of Sk(Γ̂, R). This is equivalent to saying that it is the localization of
Sk(Γ̂, R) at the prime ideal of Tk(Γ̂, R) given by the kernel of λπ. Then one has an embedding of the
1-dimensional vector space as Tk(Γ̂, R)(C)-modules
ιπ : H
0(g1,−1G ⊕ tG, KG,∞, πΓ̂ ⊗C Wκ) ≃ πΓ̂f →֒ Sk(Γ̂,C)(π).
We write mπ for the maximal ideal of Tk(Γ̂, R) given by the kernel of the composition Tk(Γ̂, R)
λπ−→
R→ R/mR where mR is the maximal ideal of R. We set
Sordk (Γ̂, R)[π] := S
ord
k (Γ̂, R)mπ
⋂
Sordk (Γ̂, R[1/p])[λπ].
Lemma 2.7. Suppose as above R ⊂ C ≃ Qp is p-adically complete. We have
Sordk (Γ̂, R[1/p])[λπ] = eSk(Γ̂, R[1/p])[λπ].
Moreover, ιπ induces an isomorphism
ιπ : π
ord
p ⊗ πΓ̂S ≃ πΓ̂S ∼−→ Sordk (Γ̂,C).
There is also an integral version: ιπ identifies S
ord
k (Γ̂, R)[π] with an R-lattice in π
ord
p ⊗ πΓ̂S . It also
identifies Sordk (Γ̂, R)mπ with an R-lattice in ⊕π′
(
(π′)ordp ⊗ (π′)Γ̂S
)
where π′ runs through all ordinary
holomorphic automorphic representations of [G] of type (k, Γ̂) such that λπ′ ≡ λπ(modmR).
Similarly, we can define the following TΓ̂,k,R-modules
Ŝk(Γ̂, R) := HomR(Sk(Γ̂, R), R), Ŝ
ord
k (Γ̂, R) := HomR(S
ord
k (Γ̂, R), R).
We use Serre duality to identify Ŝk(Γ̂, R) with
Hd
kD
(Γ̂, R) :=
{
ϕ ∈ Hd(AG,Γ̂(C), E(WkD))|〈Sk(Γ̂, R), ϕ〉Serk ⊂ R
}
.
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Using the Serre duality, we define Sord,⊥k (Γ̂, R) to be the subspace ofH
d
kD
(Γ̂, R) annihilating Sordk (Γ̂, R).
Similarly, one can identify Ŝordk (Γ̂, R) with
Hd,ord
kD
(Γ̂, R) =
{
ϕ ∈ Hd(AG,Γ̂, E(WkD))/Sord,⊥k (Γ̂, R)|〈Sordk (Γ̂, R), ϕ〉Serk ⊂ R
}
.
Since π is holomorphic of type (k, Γ̂), its contragredient π∨ is anti-holomorphic of type (k, Γ̂). We
have the following injection
ι̂π∨ : H
d(g1,−1G ⊕ tG, KG,∞, π∨,Γ̂ ⊗WkD) →֒ (π∨)Γ̂ ∼−→ HdkD(Γ̂,C) ≃ Hd(AG,Γ̂(C), E(WkD)).
Similarly, we set
Hd,ord
kD
(Γ̂, R)[π∨] := Hd,ord
kD
(Γ̂, R)mπ∨
⋂
Hd,ord
kD
(Γ̂, R[1/p])[λπ∨ ].
The dual version of the above lemma is
Lemma 2.8. Let R,E,mR be as above. The map ι̂π∨ induces an isomorphism
ι̂π∨ : π
Γ̂
S
∼−→ Hd,ord
kD
(Γ̂,C)[π∨].
Moreover, ι̂π∨ identifies H
d,ord
kD
(Γ̂, R)[π] with an R-lattice in πΓ̂S . It also identifies H
d,ord(Γ̂, R)mπ∨ with
an R-lattice in ⊗π′(π′)Γ̂S where π′ runs through all ordinary holomorphic automorphic representations
of [G] of type (k, Γ̂) such that λπ′ ≡ λπ(modmR).
One can also show that the Serre duality induces perfect Tord
Γ̂,k,R
-equivariant pairings
Sordk (Γ̂, R)[π]
⊗
R
Hd,ord
kD
(Γ̂, R)[π∨]→ R, Sordk (Γ̂, R)mπ
⊗
R
Hd,ord
kD
(Γ̂, R)mπ∨ → R.
2.2.1. Congruence ideals. In this subsection we write Tord, resp., Tordmπ for eTk(Γ̂, R), resp., eTk(Γ̂, R)mπ .
We make the following Gorenstein hypothesis
Hypothesis 2.9. The R-algebra Tordmπ is Gorenstein and the T
ord
mπ
-module Sordk (Γ̂, R)mπ is a free module.
Note that Tordmπ is a reduced R-algebra, we have a decomposition of R-algebras
Tordmπ [1/p] := T
ord
mπ
⊗R R[1/p] = R[1/p]⊕X
where the projection to R[1/p] is induced by the character λπ : T
ord
mπ
→ R. We write 1π for the
idempotent element in Tmπ [1/p] corresponding to the projection T
ord
mπ
[1/p] → R[1/p]. Let M be a
finite Tord-module flat over R and put M [1/p] := M ⊗R R[1/p]. Define the following Tord-modules:
Mπ := 1πMmπ , Mπ := M
⋂
1πM [1/p], M
X := (1− 1π)Mmπ , MX := M
⋂
MX .
One can show that there are isomorphisms of R-modules
Mmπ
Mπ +MX
≃ M
π
Mπ
≃ M
X
MX
≃ M
π +MX
Mmπ
.
Definition 2.10. The cohomological congruence ideal ccoh(M,π) of M is the annihilator in R of the
R-module Mπ/Mπ.
Lemma 2.11. Assuming Hypothesis 2.9, one has
ccoh(Tord, π) = ccoh(Sordk (Γ̂, R), π) = c
coh(Hd,ord
kD
(Γ̂, R), π).
Proof. cf. [TU18, Section 2]. 
Definition 2.12. We write ccoh(π) for the ideals in the above lemma.
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Remark 2.13. The cohomological congruence ideal defined here is the same as the one given in
[EHLS16, after Lemma 6.6.3] for the case of GSp2n. More precisely, write S
ord
k (Γ̂, R)[π]
⊥ ⊂ Sordk (Γ̂, R)mπ
for the orthogonal complement of the subspace Sordk (Γ̂, R)[π] ⊂ Sordk (Γ̂, R)mπ under the pairing of
Petersson product. Then the ideal ccoh(π) is equal to the ideal of R annihilating the R-module
Sordk (Γ̂, R)mπ/(S
ord
k (Γ̂, R)[π] + S
ord
k (Γ̂, R)[π]
⊥)
The cohomological congruence ideals can be generalized in the following way (cf. [HT16, Section
8.2]). Let S, S ′ be non-zero reduced algebra over a normal noetherian domain R which are flat of
finite type as R-modules. Let f : S → S ′ be a surjective homomorphism of R-algebras. Then we can
decompose the total quotient ring Q(S) into a direct product of R-algebras Q(S) = Q(S ′)⊕X . Then
the congruence module of the morphism f is defined as C0(f) := S/Ker(S → X) ⊗S,f S ′ and the
congruence ideal in S ′ of f is defined as
(2.4) c(f) = AnnS′(C0(f)).
The meaning and transfer property of the congruence ideal c(f) are given in [HT16, Proposition 8.3,
Lemma 8.5]. Then for the case λπ : Tmπ → R, under Hypothesis 2.9, we have (cf. [TU18, Section
2.1]):
ccoh(π) = c(λπ).
2.2.2. Periods of automorphic representations.
Lemma 2.14. Let π be an irreducible holomorphic automorphic representation of [G] of type (k, Γ̂).
The following R-modules contained inside C given by the values of the Petersson products
L[π] = 〈Sordk (Γ̂, R)[π], Sordk (Γ̂, R)[π]〉, Lπ = 〈Sordk (Γ̂, R)[π], Sordk (Γ̂, R)mπ〉
are both of rank 1 over R.
Proof. The proof is the same as [Har13, Proposition 2.4.9] which is a simple application of Schur’s
lemma. 
We fix two positive real numbers as generators of these two R-modules L[π] and Lπ:
P [π] = PG[π], Pπ = PG,π.
We have a dual version of Lemma 2.14:
Lemma 2.15. Assume Hypothesis 2.9, then the following R-modules
L̂[π∨] = 〈Hd,ord
kD
(Γ̂, R)[π∨], Hd,ord
kD
(Γ̂, R)[π∨]〉, L̂π∨ = 〈Hd,ordkD (Γ̂, R)[π∨], H
d,ord
kD
(Γ̂, R)mπ∨〉
are both of rank 1 over R.
We fix the following positive real numbers as generators of the R-module L̂[π∨], resp., L̂π∨ .
P̂ [π∨] = P̂G[π∨], P̂π∨ = P̂G,π∨.
These numbers P [π], Pπ, P̂ [π
∨], P̂π∨ are called the periods of π and π∨. Then we have the following
relation of congruence numbers and periods:
Lemma 2.16. we have the following identities, up to units in R:
(2.5) ccoh(π)Pπ = P [π], c
coh(π)P̂π∨ = P̂ [π
∨], P̂π∨Pπ = 1.
Proof. The first identity follows the definitions (cf. [EHLS16, Lemma 6.6.3]) The second one comes
from Serre duality. The last one comes from the isomorphism cG as well as the relation between Serre
duality and Petersson products as given by (2.2). 
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Remark 2.17. In applications to Rallis inner product formula, we will consider antiholomorphic
automorphic representations of [G] instead of holomorphic ones. The above results on congruence
ideals and periods are still valid in this case up to the exchange of roles of π and its contragredient π∨.
2.2.3. Congruence ideals and Petersson products on compact groups. In this subsection we digress to
review the relation between congruence ideals and Petersson products. Let G be an algebraic group
over Q compact at∞. Then there is an equivalence between the theory of algebraic modular forms on
G and the theory of classical modular forms on G. We will use the former theory in this subsection.
Fix a compact open subgroup U of G(Af), then G(Q)\G(Af)/U is a finite set, which we denote by⋃
i∈I G(Q)tiU . For any ring R, Let S(U,R) be the set of R-valued modular forms on G(Af) of level
U , which can be identified with the set of functions {f : I → R}. Suppose R is a subring of C, we
define the Petersson inner product on S(U,R) as
〈·, ·〉 : S(U,R)× S(U,R)→ R, (f, g) 7→ 〈f, g〉 =
∑
i
f(ti)g(t
−1
i ).
This is a perfect pairing, invariant under the action of G(Af).
Suppose now that R is a finite extension of Zp with uniformizer ̟ (still viewed as a subring of
C). For any automorphic representation π of G(A), let f, f ′ be two R-valued modular eigenforms on
G(Af) in the representation π such that c(f) = f and c(f
′) = −f ′. Assume that both f and f ′ are
primitive. Let C be an irreducible component of the ordinary Hida-Hecke algebra T passing through
π, λπ : T→ C sπ−→ R. Then as in [Hi16, Sections 5.2 and 5.3], we can show that
Lemma 2.18. The Petersson product 〈f, f ′〉 generates the cohomological congruence ideal c(λπ) ⊂ R.
3. Siegel Eisenstein series and theta correspondence
3.1. Vector spaces and groups.
3.1.1. Symplectic groups. Let V = Q4 be a Q-vector space of dimension 4, equipped with a non-
degenerate symplectic form 〈·, ·〉. Let L ⊂ V be a lattice of V . Fix a Z-basis of L as follows:
B = BL = BV = {e+1 , e+2 , e−1 , e−2 }
such that 〈e+i , e−j 〉 = δi,j for i, j = 1, 2. We define some submodules, resp., subspaces of L, resp., V as
follows:
L+ = Ze+1 + Ze
+
2 , L
− = Ze−1 + Ze
−
2 , V
± = L± ⊗Q.
We then define L1 = L2 = L, resp., L3 = L4 = L1 ⊕ L2 with symplectic form 〈·, ·〉L1 = 〈·, ·〉, resp.,
〈·, ·〉L2 = −〈·, ·〉, 〈·, ·〉L3 = 〈·, ·〉L4 = 〈·, ·〉L1 + 〈·, ·〉L2. Then we set Vi = Li ⊗Q for i = 1, · · · , 4. We fix
the following basis for V4:
BV4 =
{
(e+1 , 0), (e
+
2 , 0), (0, e
+
1 ), (0, e
+
2 ), (e
−
1 , 0), (e
−
2 , 0),−(0, e−1 ),−(0, e−2 )
}
The isometry groups G1, G2, G4 for the symplectic spaces V1, V2, V4 can be identified under the given
basis with the following groups:
G1 = G2 = G =
{
g ∈ GL4|gtJ4g = ν(g)J4
}
G4 =
{
g ∈ GL8|gtJ8g = ν(g)J8
}
Finally we put G3 = {diag(g1, g2) ∈ diag(G1, G2) ⊂ GL8|ν(g1) = ν(g2)}. For each Gi (1 ≤ i ≤ 4), we
define the subgroup
G1i = {g ∈ Gi|ν(g) = 1}.
15
We define an injective morphism G11 ×G12 →֒ G14 as follows:
(
(
a1 b1
c1 d1
)
,
(
a2 b2
c2 d2
)
) 7→

a1 0 b1 0
0 a2 0 −b2
c1 0 d1 0
0 −c2 0 d2
 .
We will also use another maximal polarization of V4 later on which is given as follows:
V d4 =
{
(v, v) ∈ V4|v ∈ V1
}
, V4,d =
{
(v,−v) ∈ V4|v ∈ V1
}
.
Write PV ′ ⊂ G4 for the parabolic subgroup stabilizing a subspace V ′ of V4. Then using the relation
between PV d4 and PV +4 , one verifies easily that the action of G
1
1×G12 on the flag variety (PV d4 ∩G14)\G14
satisfies the conditions in [GPSR87, p.2]. This will be used in the doubling method in the following.
3.1.2. Orthogonal groups. Let N ∈ N be a positive integer prime to p. Let N1 ∈ N be a positive integer
prime to Np such that the diagonal matrices ηU = diag(N
2/2, N2/2, N2/2, N2/2, N/N1, N1) and η
′
U =
diag(2N, 2N, 2N, 2, 2, 2) are Q-equivalent. Let U = Q6 be a Q-vector space of dimension 6 equipped
with a non-degenerate symmetric bilinear form 〈·, ·〉U such that under a basis BU = (u1, · · · , u6) of
U the symmetric form is the matrix ηU . We then write O(U), resp. GSO(U), for the (resp. special
similitude) orthogonal group over Q defined by 〈·, ·〉U . Under this basis BU , then can by identified
with
O(U) =
{
h ∈ GL6|htηUh = ηU
}
,
GSO(U) =
{
h ∈ GL6|htηUh = ν(h)ηU , det(h) = ν(h)3
}
.
3.1.3. Tensor products. We then define the tensor products W = V ⊗Q U and Wi = Vi ⊗Q U for
1 ≤ i ≤ 4. We give these vector spaces symplectic structures as follows: take W as an example, for
elements v ⊗ u, v′ ⊗ u′ ∈ W , we define a symplectic form 〈·, ·〉W on W by
〈v ⊗ u, v′ ⊗ u′〉W = 〈v, v′〉V × 〈u, u′〉U .
The maximal polarizations on Vi induce maximal polarizations on Wi in the obvious way:
Wi = (V
+
i ⊗ U)⊕ (V −i ⊗ U), ∀1 ≤ i ≤ 4,
W4 = (V
d
4 ⊗ U)⊕ (V4,d ⊗ U).
Similarly, we write Sp(Wi), resp. GSp(Wi) for the (resp. similitude) algebraic symplectic groups
over Q defined by the symplectic forms onWi. Note that Sp(V4) and O(U) act onW4 by the embedding
Sp(V4)×O(U) →֒ Sp(W4). Similarly we have a natural map GSp(V4)×GSO(U)→ GSp(W4).
Remark 3.1. For the purpose of computations, we will use the following obvious matrix identifications
of the above defined various vector spaces:
(1) we identify V4 with M8×1(Q): the k-th basis element ek ∈ BV4 corresponding to the column
matrix with 1 at the k-th coordinate and 0 elsewhere and extend the map to the whole V4 by
Q-linearity. Suppose that v, v′ ∈ V4 correspond to X,X ′ ∈ M8×1(Q), then the symplectic form
becomes 〈v, v′〉V4 = X tJ8X ′. We identify V1, V2, V ±4 with M4×1(Q) in the same way;
(2) we identify U with M1×6(Q): the j-th basis element uj ∈ BU corresponding to the row matrix
with 1 at the j-th coordinate and 0 elsewhere. Suppose that u, u′ ∈ U correspond to Y, Y ′ ∈
M1×6(Q), then the symmetric form becomes 〈u, u′〉U = Y ηU(Y ′)t = tr(Y tηUY ′);
(3) we then identify W4 = V4 ⊗ U with M8×6(Q): the (k, j)-th basis element ek ⊗ uj in the basis
BW4 = BV4×BU corresponding to the matrix with 1 at the (k, j)-th coordinate and 0 elsewhere.
Suppose that w,w′ ∈ W4 correspond to Z,Z ′ ∈ M8×6(Q), then the symplectic form on W4
becomes 〈w,w′〉W4 = tr(ZtJ8Z ′ηU).
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Remark 3.2. We make the following convention on the Haar measures on the groups G(Qv) and
the vector spaces V (Qv) and the like as follows: (1) the measure on V4(Qℓ) is the usual measure
µ with µ(V4(Zℓ)) = 1, i.e., the product measure of standard measures on Qp with volume of Zℓ
being 1. Same choices for V1(Qℓ), V2(Qℓ); (2) the measure on V4(R) is the measure induced from
the standard Lebesgue measure on M8×1(R); (3) the measure µU on U(Qℓ) is the measure µ such
that µ(U(Zℓ)) = |2−4N9|ℓ; (4) the measure µU on U(R) is the measure 2−4N9µLeb where µLeb is the
standard Lebesgue measure on U(R) (or equivalently the measure induced from the Lebesgue measure
on M1×6(R)); (5) the measure µW4(Qv) is the product measure of measures on V4(Qv) and U(Qv);
(6) the measure on Sp(Vi)(Qℓ) (i = 1, 2, 4) is the one with volume of Sp(Vi)(Zℓ) being 1. Similar
choice for O(U)(Qℓ); (7) the measure on Sp(Vi)(R) is taken as follows: Sp(Vi)(R) acts on the Siegel
upper half plane Hd(i) with d(i) = (dimVi)/2 by linear transformation and the subgroup fixing the point√−1 ∈ Hd(i) is a maximal compact subgroup KSp(Vi)(R) of Sp(Vi)(R). We take the (unique) Haar
measure on KSp(Vi)(R) to be the one with total volume being 1. We take the Haar measure on Hd(i)
to be det(y)−d(i)−1
∏
1≤i≤j≤d(i) dxi,jdyi,j. Then the Haar measure on Sp(Vi)(R) is the product of these
two measures; (8) the measures on the adelic points of the above mentioned objects are the product
measures of the local ones.
3.2. Weil representations. For any maximal polarization V4 = V
′ ⊕ V ′′, which gives rise to a
polarization ofW4 asW4 = (V
′⊗U)⊕(V ′′⊗U), we will define the local and global Weil representations
in this subsection ([Kud96, MVW87]). The materials in this subsection are already well-known facts
and we will therefore be very brief.
3.2.1. Local Weil representations. We fix a place v of Q and write F = Qv for the local field at the
place v. Let V be a symplectic vector space over F with the symplectic form 〈·, ·〉 = 〈·, ·〉V . Then the
Heisenberg group H(V ) associated to V is the set V × F with the group law
(v, t) · (v′, t′) = (v + v′, t+ t′ + 〈v, v′〉/2).
The symplectic group Sp(V ) defined by the symplectic form 〈·, ·〉 acts on the Heisenberg group by
g(v, t) := (gv, t), ∀g ∈ Sp(V ), (v, t) ∈ H(V ).
Let eF = ev : F → C× be the exponential character. We can then define a pairing on W by
[·, ·] : W ×W → C×, (v, v′) 7→ [v, v′] := eF (〈v, v′〉).
For any subspace V ′ of V , we write (V ′)⊥ for the subspace of V consisting of vectors v such that
[v, V ′] = 1.
Let X ⊂ V be a maximal isotropic subspace of V (thus X⊥ = X) and we define H(X) to be the
Heisenberg group associated to X (with the symplectic form induced from V , i.e. the trivial symplectic
form). We write SX to be the set of C-valued functions f : H(V )→ C such that f(hXh) = eX(hX)f(h)
for any hX ∈ H(X) and h ∈ H(V ) and moreover there exists some open subgroup X ′ of X such that
f(h(x′, 0)) = f(h) for any x′ ∈ X ′. Here eX((x, t)) := eF (t). For any subspace V ′ of V , we write
S(V ′) for the space of C-valued Schwartz-Bruhat functions on V ′. There is an action of H(V ) on SX
given by
ρ(h)f(h′) = (ρ(h)f)(h′) := f(h−1h′), ∀h ∈ H(V ), f(·) ∈ SX .
For any maximal isotropic subspace Y of V such that V = X + Y = X ⊕ Y , we have an isomorphism
of vector spaces
(3.1) SX ∼−→ S(Y ), f 7→
(
y 7→ f((y, 0))
)
,
whose inverse is given by
(3.2) S(Y ) ∼−→ SX , f ′ 7→
(
(x+ y, t) 7→ eF (t− 〈x, y〉/2)f ′(y)
)
.
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These isomorphisms induce an action of H(V ) on S(Y ) from that on SX . Explicitly, it is given by
ρ((x+ y, t))f ′(y′) := eF (t− 〈x, y′ + y〉/2)f ′(y + y′).
Note that this action depends on the decomposition V = X + Y .
Now for any element g ∈ Sp(V ), there is an obvious isomorphism of vector spaces
A(g) : SX → SgX , f 7→ (h 7→ f(g−1h))
One verifies easily that
ρ(h)A(g)f(h′) = A(g)ρ(g−1h)f(h′), ∀g ∈ Sp(V ), f ∈ SX .
For any two maximal isotropic subspaces X1, X2 of V , one can define an intertwining operator
(3.3) IX1,X2 : SX1 ∼−→ SX2 , f 7→
(
h 7→
∫
X2/X12
f((x2, 0)h)dx2
)
,
where X12 = X1
⋂
X2. One verifies that IX1,X2(ρ(h)f) = ρ(h)(IX1,X2f) for h ∈ H(W ). Similarly, for
maximal isotropic decompositions V = X1+Y1 = X2+Y2, one can use the isomorphisms SXi ≃ S(Yi)
for i = 1, 2 to define intertwining operators
I(Y1, Y2) : S(Y1) ∼−→ S(Y2).
From this one gets the following commutative diagram
SX SgX
Sg−1X SX
A(g)
I
X,g−1X IgX,X
A(g)
and we denote their composition by
ΩX(g) : SX ∼−→ SX .
Using the theorem of Stone and von Neumann ([Kud96, Theorem 1.1]), one verifies that this is
a projective representation of Sp(V ) on SX , i.e. the map ΩX : Sp(V ) → PGLC(SX) is a group
homomorphism. Using the isomorphism between SX and S(Y ), one gets a projective representation
of ωY of Sp(V ) on S(Y ). The projective representation ωY induces a genuine representation ω˜Y of the
metaplectic group S˜p(V ) on S(Y ). This irreducible smooth representation is the Schro¨dinger model
of the Weil representation of S˜p(V ) ([MVW87, p.29]). Here the metaplectic group can be defined as
S˜p(V ) = {(g, Ag) ∈ Sp(V )×GLC(S(Y ))|Agρ(h)A−1g = ρ(gh), ∀h ∈ H(V )}
Note that this representation depends on the maximal polarization of V = X + Y . Moreover, the
metaplectic group S˜p(V ) can also be viewed as the central extension of Sp(V ) by C×. The map
Sp(V ) → S˜p(V ), g 7→ (g, ωY (g)) is a section of the natural projection pr : S˜p(V ) → Sp(V ). One can
then define a 2-cocycle on Sp(V ) valued in C× by
(3.4) cY (g
′, g) := ωY (g′)ωY (g)ωY (g′g−1).
One can use this cocycle to define a group Sp(V )×cY C× by setting (g, z) · (g′, z′) := (gg′, zz′cY (g, g′)).
There is a close relation between the metaplectic group S˜p(V ) and the twofold cover Mp(V ) :=
Sp(V )×rY µ2 of Sp(V ). Here rY is Rao’s 2-cocycle on Sp(V ) valued in µ2 ⊂ C× ([Kud96, Chapter I,
Theorem 4.5]). To relate these two cocycles, we define a map β : Sp(V )→ C× as in [Kud96, Chapter
I, Theorem 4.5], then one can show cY (g, g
′) = β(gg′)β(g)−1β(g′)−1rY (g, g′). Using this identity, one
can define a map
Sp(V )×rY C× → S˜p(V ), (g, z) 7→ (g, zβ(g)ωY (g)),
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which is an isomorphism. Moreover, it is easy to see Sp(V )×rY C× = Mp(V )×µ2 C× where the RHS
is the contracted product. Thus S˜p(V ) is isomorphic to Mp(V )×µ2 C× via the above isomorphism.
Now we restrict ourselves to the special case V =W4 = V4⊗U with the polarizationW4 = W+4 +W−4 .
Recall that we have a homomorphism ι : Sp(V4) × O(U) →֒ Sp(W4) with restrictions ιV4 := ι|Sp(V4)×1
and ιU := ι|1×O(U). By [Kud96, Chapter II, Corollary 3.3], the morphism ιV4 lifts uniquely to a
morphism of metaplectic groups ι˜V4 : S˜p(V4)→ S˜p(W4) whose restriction to the center C× sends z to
zdim(U) = z6. More precisely, the map is given by
Sp(V4)×r
V
−
4
C× → Sp(W4)×r
W
−
4
C×, (g, z) 7→ (ιV4(g), z6µU(g)).
Here µU(g) is defined as in [Kud96, Chapter II, Proposition 3.2] such that rW−4 (ιV4(g), ιV4(g
′)) =
rV −4 (g, g
′)µU(gg′)µU(g)−1µU(g′)−1. One can show that this map is a homomorphism and thus gives
the homomorphism ι˜V4 . Moreover, since dim(U) = 6 is even, the restriction of ι˜V4 to Mp(V4) =
Sp(V4) ×r
V
−
4
µ2 factors through its quotient Sp(V4). Combining these maps, we get the following
homomorphism
Sp(V4)→ S˜p(W4), g 7→
(
ιV4(g), β(ιV4(g))µU(g)ωW−4 (ιV4(g))
)
On the other hand, one can show ([Kud96, p.39]) that rW−4 is trivial when restricted to O(U), thus
the morphism ιU lifts to a morphism
O(U)→ S˜p(W4), h 7→
(
ιU (h), ωW−4 (ιU(h))
)
.
The lift is not unique yet we fix this one in this article. In summary, we get a representation ωW−4 of
the reductive dual pair Sp(V4) ×O(U) on S(W−4 ) through the morphism Sp(V4)× O(U) → S˜p(W4).
We next make explicit this representation for future computations. From now on we will only consider
the representation ωW−4 |Sp(V4)×O(U) and for any g ∈ Sp(V4), resp. h ∈ Sp(U), we write ωW−4 (g), resp.
ωW−4 (h) instead of ωW
−
4
(ιV4(g)), resp. ωW−4 (ιU (h)) in the following.
Write elements in V4 in the form (x, y) ∈ V +4 + V −4 . We view g ∈ Sp(V4) as a matrix of morphisms
g =
(
a b
c d
)
, g · (x, y) = (ax+ by, cx+ dy);
where a ∈ Hom(V +4 , V +4 ), b ∈ Hom(V −4 , V +4 ), c ∈ Hom(V +4 , V −4 ), d ∈ Hom(V −4 , V −4 ).
It is easy to see that the stabilizer in Sp(V4) of the decomposition V
+
4 + V
−
4 is the set of matrices
m(a) with a ∈ Aut(V +4 ) and a∨ ∈ Aut(V −4 ) determined by 〈ax, a∨y〉 = 〈x, y〉 for any x ∈ V +4 , y ∈ V −4 .
Any g ∈ Sp(V4) such that g|V +4 = IdV +4 is of the form u(b) with 〈bx, x′〉 = 〈bx′, x〉 for any x, x′ ∈ V
−
4 .
Note that Sp(V4) is generated by elements of the form m(a), u(b) and J8 the longest Weyl element of
Sp(V4) exchanging the fixed basis of V
+
4 and V
−
4 . Under the basis BV4 , one can show that a∨ = a−t, b
is a symmetric matrix in and the longest Weyl element is J8. For any element w = (w1, w2, · · · , w8) ∈
W4 ≃ U8, we define the Gram matrix as
(w,w) := (〈wi, wj〉U).
For any f ∈ S(W−4 ) and y ∈ W−4 ([Kud96, Chapter II, Proposition 4.3]) one has
(3.5) ωW−4 (
(
a b
c d
)
)f(y) = γWeil
∫
Ker(c)\W+4
e(
1
2
tr(ay, by)− tr(by, cx) + 1
2
tr(cx, dx))f(ay + cx)dx.
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HereγWeil is the Weil index, which is a complex number of absolute value 1. We will discuss Weil
index in more detail in Lemma 3.5. In particular, we have
ωW−4 (m(a))f(y) = ξ(det a)|det a|
3
vf((a
ty),(3.6)
ωW−4 (u(b))f(y) = e(tr((by, y))/2)f(y),(3.7)
ωW−4 (J8)f(y) = γ
Weil
∫
W−4
f(x)eF (〈J8x, y〉)dx,(3.8)
ωW−4 (h)f(y) = f(h
−1y), ∀h ∈ O(U),(3.9)
Remark 3.3. For v =∞, since ξ is an odd character, we have ξ(det a)|det a|3∞ = det a3.
The intertwining map IW−4 ,W4,d between SW−4 and SW4,d induces an intertwining map between S(W
−
4 )
and S(W4,d) for the Weil representations of S˜p(W4). More explicitly ([Li92, p.182]),
δ : S(W−4 )→ S(W4,d)
φ 7→
(
((x, y),−(x, y)) 7→
∫
W−1
φ(u+ y, u− y)e(2〈u, x〉W4)du
)
.
Here in the integral we identify W d4 with W1 by sending ((x
′, y′), (x′, y′)) to (x′, y′). For any function
f ∈ S(W−1 ), the Fourier inversion theorem gives∫
W+1
e(〈y, x′〉)dy
∫
W−1
f(x)e(〈x, y〉)dx = f(x′).
From this we have the inverse of δ as follows
δ−1 : S(W4,d)→ S(W−4 )
φ′ 7→
(
((y, y′) 7→
∫
W+1
φ′(x/2, (y − y′)/2)e(〈x, (y + y′)/2〉)dx
)
.
3.2.2. Weil representations for similitude groups. We recall briefly how to extend the Weil represen-
tation ωW−4 of Sp(V4) × O(U) to the similitude group GSp
+(V4) × GSO(U). Here GSp+(V4) is the
subgroup of GSp(V4) given by
GSp+(V4) = {g ∈ GSp(V4)|ν(g) ∈ ν(GSO(U))}.
The canonical reference is [Rob96]. See also [GT11, Section 2, Similitude theta correspondences].
Suppose F = Qv non-archimedean. We consider the subgroup R0 = {(g, h) ∈ R|ν(g)ν(h) = 1} of
the group R = GSp+(V4)×GSO(U). We define
ωW−4 (g, h)f(y) = |ν(h)|
−6ωW−4 (g1, h)f(y)
where g1 = gdiag(ν(g)
−1, 1) ∈ Sp(V4). It is easy to see that the scalar element (λ, λ−1) ∈ R0 acts as
ωW−4 (λ, λ
−1)f = ξ(λ)−4f . Now we consider the compactly induced representation of R, IndRR0(ωW−4 ).
We will still denote this representation by ωW−4 ([Rob96, Sections 2,3]).
3.2.3. Global Weil representations. Let W4 be as above, a vector space over Q. We define the global
Weil representation ωW−4 of GSp
+(V4,A)×GSO(U,A) on S(W−4 (A)) as the restricted tensor product
ωW−4 :=
⊗
v
′ωW−4 ⊗Qv .
3.3. Theta lift.
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3.3.1. Local theta lift. Recall F = Qv. The local theta lift is usually defined on the level of automorphic
representations. Let π+ be an irreducible admissible representation of GSp+(V4). We define N(π
+) :=⋂
λKer(λ), where λ runs through the space HomGSp(V4)(ωW−4 , π
+). Then we set S(π+) := ωW−4 /N(π
+).
The space S(π+) is a representation of GSp+(V4) × GSO(U). By [MVW87, Chapitre 2, Lemme
III.4], there is a smooth representation Θ˜(π+) of GSO(U) unique up to isomorphisms such that
S(π+) ≃ π+ ⊗ Θ˜(π+).
Then the Howe duality conjecture says
Conjecture 3.4. For any irreducible admissible representation π+of GSp+(V4), either Θ˜(π
+) vanishes
or it is an admissible representation of GSO(U) of finite length. In the latter case, there exists a unique
GSO(U)-invariant submodule Θ˜′(π+) of Θ˜(π+) such that
Θ(π+) := Θ˜(π+)/Θ˜′(π+)
is an irreducible representation of GSO(U). If Θ˜(π+) = 0, we put Θ(π+) = 0. Moreover, for two
irreducible admissible representations π+1 and π
+
2 of GSO(U), if Θ(π
+
1 ) and Θ(π
+
2 ) are both non-zero
and isomorphic, then π+1 is isomorphic to π
+
2 ( i.e. the map Θ: π
+ 7→ Θ(π+) is injective on the
isomorphic classes of irreducible admissible representations of GSp+(V4) with non-zero images by Θ˜).
In our situation, this conjecture can be proved using the results of [Mor14, GT11b]. We will discuss
this in more detail in Section 5.
3.3.2. Global theta lift. To shorten notations, we shall write (V +4 )U = V
+
4 ⊗ U and the like. For any
φ ∈ S(W−4 (A)), we can define the associated theta series:
Θφ(g, h) =
∑
w∈W−4 (Q)
(
ωv(g, h)φ
)
(w), ∀(g, h) ∈ GSp+(V4,A)×GSO(U,A)
For any cuspidal automorphic form f ∈ Acusp(GSp+(V4,A)), the theta lift Θφ(f) of f to GO(U,A)
is defined as
Θφ(f)(h) =
∫
[GSp+(V4)]h
f(g)Θφ(g, h)dg
where [GSp+(V4)]h is the subset of [GSp(V4)] consisting of elements g such that ν(g) = ν(h).
Similarly, for any automorphic form f ′ ∈ Acusp(GSO(U)(A)), its theta lift Θφ(f ′) to GSp+(V4,A)
is defined as
Θφ(f
′)(g) =
∫
[GO(U)]g
f ′(h)Θφ(g, h)dh,
where [GO(U)]g is the subset of [GO(U)] consisting of elements h such that ν(h) = ν(g).
We can extend Θφ(f
′) to the whole GSp(V4,A) as follows
Θφ(f
′)(g) =
{
Θφ(f
′)(g) g ∈ GSp(V4,Q)GSp+(V4,A);
0 otherwise.
The maps (Θφ,Θφ) are the theta correspondence between GSp
+(V4) and GSO(U).
Similarly, one can define theta correspondences between GSp+(Vi) and GSO(U) for i = 1, 2.
On the level of automorphic representations, the theta lift is defined as follows: let π+ be an
irreducible admissible automorphic representation of [GSp+(V4)]. Then the theta lift Θ(π
+) of π to
[GSO(U)] is the automorphic representation of [GSO(U)] on the space
Θ(π+) := {Θφ(f)|∀φ ∈ S(W−4 (A)), f ∈ π}
Similarly one can define the theta lift of automorphic representations in the other direction.
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3.4. Siegel-Eisenstein series. We study Siegel-Eisenstein series and define local zeta integrals and
Fourier coefficients.
3.4.1. Siegel-Eisenstein series. In this subsection, we will work with the group G = G4 = GSp(V4)
and its parabolic subgroup P d = PV d4 stabilizing the subspace V
d
4 of V4, M
d = MP d the Levi subgroup
of P d preserving the polarization V d4 ⊕ V4,d, Nd = NP d the unipotent radical of PV d4 and the maximal
torus T d = TP d. The modulus character of P
d is defined as
δP d : P
d(A)→ C×, diag(1, ν)m(A)u(B) 7→ |detA|5|ν|−10.
For any complex number s ∈ C, we define a character ξs of P d(A) as follows
ξs : P
d(A)→ C×, p = diag(1, ν)m(A)u(B) 7→ ξ(detA)δP d(p)s/5 = ξ(detA)|detA|s|ν|−2s.
We then define the normalized induction as follows
Ind
G(A)
P d(A)
(ξs) =
{
f : G(A)→ C, smooth|f(pg) = δP d(p)1/2ξs(p)f(g), ∀p ∈ P d(A), g ∈ G(A)
}
.
We also have the corresponding local version of inductions for each place v of Q, denoted by
Ind
G(Qv)
P d(Qv)
(ξs,v). Then one has the restricted tensor product
Ind
G(A)
P d(A)
(ξs) =
⊗
v
′IndG(Qv)
P d(Qv)
(ξs,v)
For any section f(s) ∈ IndG(A)
P d(A)
(ξs), we define the Siegel Eisenstein series associated to f(s) as
E(g, f(s)) =
∑
γ∈P d(Q)\G(Q)
f(s)(γg).
We can do the same thing for another parabolic subgroup P+ = PV +4 of G which stabilizes the
subspace V +4 of V4, the Levi subgroup M
+ of P+ preserving the polarization V +4 ⊕ V −4 of V4 and the
unipotent radical N+ = NP+ of P
+ and the maximal torus T+ = TP+ of P
+. We can thus define
the normalized induction Ind
G(A)
P+(A)(ξs) and Siegel Eisenstein series E(g, fP+(s)) associated to a section
fP+(s) ∈ IndG(A)P+(A)(ξs).
Under the basis BV4 , we define S ∈ G4(Q) and its inverse as follows
S =

12 0 0 12/2
−12 0 0 12/2
0 12 12/2 0
0 12 −12/2 0
 ,S−1 =

12/2 −12/2 0 0
0 0 12/2 12/2
0 0 12 −12
12 12 0 0
 .
Then S sends V +4 to V d4 (so that S−1P dS = P+, SW+4 =W d4 and SW−4 =W4,d). Thus we see that
for any section fP+(s) in Ind
G(A)
P+(A)(ξs), the function
f dP+(s) : G(A)→ C, g 7→ fP+(s)(S−1g)
is a section in Ind
G(A)
P d(A)
(ξs). Moreover, it is easy to see that E(g, f
d
P+(s)) = E(g, fP+(s)) for any
g ∈ G(A).
Now fix φi ∈ S(W−i (A)) for i = 1, 2. Write φ+ = φ1⊗φ2 for the tensor product which is an element
in S(W−4 (A)). Recall that G+ = {g ∈ G|ν(g) ∈ ν(O(U))} and we put P++ := P+
⋂
G+. We then
define a map
fφ+ : G
+(A)→ C, g 7→ (ωW−4 (g)φ+)(0).
One can verify that fφ+ ∈ IndG
+(A)
P++(A)(ξ1/2). We can extend fφ+ to a section fφ+ in Ind
G(A)
P+(A)(ξ1/2)
in a unique way as follows: note that G = P+G+, for any g = pg+ ∈ P+G+, we define fφ+(g) :=
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ξ1/2(p)fφ+(g
+). One can verify that this is well-defined and thus we get a section fφ+ ∈ IndG(A)P+(A)(ξ1/2)
from φ+. This procedure applies to any other maximal parabolic subgroup other than P+ and we will
extend the sections from G+ to G always in this way without further comment.
We define φd = δ(φ+) ∈ S(W4,d(A)). Then the function
fφd : G
+(A)→ C, g 7→ ωW4,d(g)φd(0)
is in Ind
G(A)
P d(A)
(ξ1/2).
One has the following:
Lemma 3.5. The two sections fφd and fφ+ are related by
fφd(g) = fφ+(S−1g), ∀g ∈ G(A).
Proof. This follows easily from the definition of the Weil representation ωW−4 of Sp(V4)×O(U).
Indeed, recall that in the morphism Sp(V4) → S˜p(W4), an element g is sent to the element(
ιV4(g), βW−4 (ιV4(g))µU,W
−
4
(g)ωW−4 (ιV4(g))
)
and by definition the Weil representation of Sp(V4) on
the space S(W−4 ) is ωW−4 (g) = βW−4 (ιV4(g))µU,W−4 (g)ωW−4 (ιV4(g)). Here we add the subscript W−4
to indicate the dependence of the functions β and µ on the isotropic subspace W−4 . Similarly,
we can define the Weil representation ωW4,d of Sp(V4) on the space S(W4,d), which is given by
ωW4,d(g) = βW4,d(ιV4(g))µU,W4,d(g)ωW4,d(ιV4(g)).
Now by definition,
fφd(g) = ωW4,d(g)φ
d(0)
= βW4,d(ιV4(g))µU,W4,d(g)ωW4,d(ιV4(g))φ
d(0)
= βW4,d(ιV4(g))µU,W4,d(g)A(g) ◦ I(W4,d, g−1W4,d) ◦ I(W−4 ,W4,d)φ+(0)
= βW−4 (ιV4(S
−1g))µU,W−4 (S
−1g)A(S) ◦ A(S−1g) ◦ I(W−4 , (S−1g)−1W−4 )φ+(0)
= βW−4 (ιV4(S
−1g))µU,W−4 (S
−1g)A(S)ωW−4 (S
−1g)φ+(0)
= βW−4 (ιV4(S
−1g))µU,W−4 (S
−1g)ωW−4 (S
−1g)φ+(0)
= fφ+(S−1g).
From the third line to the fourth line we used the fact that
(3.10) βW−4 (ιV4(S
−1g))µU,W−4 (S
−1g)IdS(W−4 )
= βW4,d(ιV4(g))µU,W4,d(g)I(g
−1SW−4 ,W−4 ) ◦ I(SW−4 , g−1SW−4 ) ◦ I(W−4 ,SW−4 )
To show this last identity, we need some preliminary results on the composition of intertwining
operators defined in 3.3. Use again the notations in Section.3.2, putting V =W4 over a local field F =
Qv and Xi maximal isotropic subspaces of V . The composition of intertwining operators IX2,X3◦IX1,X2
is not exactly IX1,3, but differs from the latter by a scalar in C
×. This scalar is given by the Maslov
index and Weil character defined below. We write Ŵ (F ) to be the Grothendieck group of isometry
classes of quadratic forms over F and define the Witt group W (F ) as W (F ) = Ŵ (F )/ZH where H
is the standard split hyperbolic plane (of dimension 2). Let (Q, q) be a quadratic space over F with
quadratic form q. Consider the pairing eF ◦ q : Q × Q → C×. Let dµq be a measure on V self-dual
with respect to the pairing eF ◦ q. Choose any Schwartz-Bruhat function h ∈ S(Q) such that its
Fourier transform is a positive measure and h(0) = 1. Then the Weil character γWeil(q) is defined to
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be ([Wei64, §14, The´ore`me 2], [Li08, Proposition 1.2.13])
γWeil(q) = lim
s→0
∫
Q
h(sx)eF (q(x, x)/2)dµq(x).
This gives the Weil character of the Witt group
γWeil : W (F )→ C×, (Q, q) 7→ γWeil(q).
For any maximal isotropic subspaces X1, X2, X3 of V , we define K := X1 ⊕X2 ⊕X3 and give it the
following quadratic form qK : for any v, w ∈ K,
qK(v, w) = qK((v1, v2, v3), (w1, w2, w3)) :=
1
2
(〈v1, w2 − w3〉+ 〈v2, w3 − w1〉+ 〈v3, w1 − w2〉).
Then the Maslov index τ(X1, X2, X3) of X1, X2, X3 is the equivalence class of the quadratic space
(K, qK) in W (F ) ([Li08, Proposition 2.3.3]). Now one can show that ([Li08, Theorem 3.5.1])
IX3,X1 ◦ IX2,X3 ◦ IX1,X2 = γWeil(−τ(X1, X2, X3)) · IdSX1 : SX1 → SX1 .
Using the fact that IX1,X2 ◦ IX2,X1 = Id ([Li08, Corollary 3.4.3]), one sees that
IX2,X3 ◦ IX1,X2 = γWeil(−τ(X1, X2, X3)) · IX1,X3 : SX1 → SX3 .
Fix a maximal isotropic subspace Y of V . One can show that for any g1, g2 ∈ Sp(V ), cY (g1, g2) =
γWeil(−τ(Y, g1Y, g1g2Y )) (cf. (3.4) and [Kud96, Chapter I, Theorem 3.1]).
Now let’s return to our problem and set X1 = W
+
4 , X2 =W
d
4 and X3 = g
−1W d4 . One gets
IW d4 ,g−1W d4 ◦ IW+4 ,W d4 = γ
Weil(−τ(W+4 ,W d4 , g−1W d4 )) · IW+4 ,g−1W d4 .
Let’s write γ(g) = γWeil(−τ(W+4 ,W d4 , g−1W d4 )).
By the basic properties of the Maslov index τ ([Li08, §§2.1 and 4.3.1]), one has
γWeil(−τ(W4,d,S−1W4,d, g−1W4,d)) = γWeil(τ(g−1W4,d,S−1W4,d,W4,d))
= γWeil(τ(W4,d, gS−1W4,d, gW4,d))
= cW4,d(gS−1,S).
On the other hand, cW4,d is a 2-cocycle, therefore
cW4,d(gS−1,S)cW4,d(g,S−1) = cW4,d(g, 1)cW4,d(S−1,S).
By definition and [Li08, Corollary 3.4.3], one has cW4,d(g, 1) = 1 = cW4,d(S−1,S).
Moreover, by definition one sees that
βW−4 (ιV4(S
−1g)) = βW4,d(ιV4(gS−1)), µU,W−4 (S
−1g) = µU,W4,d(gS−1).
Therefore (3.10) is equivalent to
βW4,d(ιV4(gS−1))µU,W4,d(gS−1) = βW4,d(ιV4(g))µU,W4,d(g)cW4,d(g,S−1).
By the morphism Sp(V4)→ S˜p(W4), this is equivalent to
βW4,d(ιV4(S−1))µU,W4,d(ιV4(S−1)) = 1.
We can show this in the following way. First we compute the LHS of the above formula for each
local case F = Qv. Using the Bruhat decomposition for parabolic subgroup PV4,d of Sp(V4), we see
that (using the notation as in [Kud96, p.19]) j(S−1) = 2 and j(ιV4(S−1)) = 2 × 6 = 12. In the same
way, x(ιV4(S−1)) = x(S−1)6 = 1mod(F×)2. Thus we see
βW4,d(ιV4(S−1)) = γ(η)−12 = γ(−1, η)2 = (−1,−1)v
where (·, ·)v is the Hilbert symbol in F = Qv.
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On the other hand, by [Kud96, p.35],
µU,W4,d(S−1) = (det(U), x(ιV4(S−1)))vγ(det(U), η)−2 = (det(U),−1)v.
Taking the product of the above two expressions and using the product formula for Hilbert symbols,
one gets the desired identity for g ∈ Sp(V4)(A). For g ∈ GSp(V4)(A)\Sp(V4)(A), one can use the
definition of the extension of fφ? from Sp(V4)(A) to GSp(V4)(A) to finish the proof.

For each place v of Q, we define local sections f˜φd,v ∈ IndG(Qv)P d(Qv)(ξ1/2) as f˜φd,v(g) := fφ+,v(S−1gS).
Then we put f˜φd := ⊗′v f˜φd,v ∈ IndG(A)P d(A)(ξ1/2). From the above lemma, we get
Corollary 3.6. Let fφ? ∈ IndG(A)P ?(A)(ξ1/2) be the section defined by φ? as above for ? = d,+, then we
have the following identity
E(g, fφd) = E(g, f˜φd) = E(g, fφ+)
Remark 3.7. In the following we will use fφ+ to compute the Fourier coefficients of the Eisenstein
series E(·, fφ+) while we will use f˜φd to compute the local zeta integrals given in the next subsection.
3.4.2. Zeta integrals. Let π = ⊗′vπv be an irreducible automorphic representation on G1(A), π∨ its
contragredient, which is isomorphic to the complex conjugate π. We choose an irreducible G11(A)-
constituent π1 of π that occurs in the space of automorphic forms onG11(A). Similarly for π
∨,1 := (π∨)1.
We assume that π1 contains the spherical vectors for Γ̂. We will see that the standard L-function
does not depend on the choice π1 in the decomposition of π|G11(A). Let Sπ be the places of Q dividing
N . We fix non-zero unramified vectors ϕv,0 ∈ πv and ϕ∨v,0 ∈ π∨v for each v /∈ Sπ. Assume moreover
that there is factorization
π1 ≃ π1∞ ⊗ π1f ≃ π1∞ ⊗ (π1)Sπ,pf ⊗ π1p ⊗ π1Sπ .
Similarly for π∨,1:
π∨,1 ≃ π∨,1∞ ⊗ π∨,1f ≃ π∨,1∞ ⊗ (π∨,1)Sπ,pf ⊗ π∨,1p ⊗ π∨,1Sπ .
Fix factorizable vectors ϕ = ⊗vϕv ∈ (π1)Γ̂ and ϕ∨ = ⊗vϕ∨v ∈ (π∨,1)Γ̂. We think of ϕ, resp. ϕ∨,
as an automorphic form on G1(A), resp. G2(A) as follows: for any g = g1g2 ∈ G1(Q)G11(A), we set
ϕ(g) to be ϕ(g2), while for g ∈ G1(A)\G1(Q)G11(A), we set ϕ(g) = 0. Similarly for ϕ∨. Moreover, we
assume that ϕv = ϕv,0 and ϕ
∨
v = ϕ
∨
v,0 for any v /∈ Sπ.
As for the places v|p∞, we will specify ϕv and ϕ∨v later on.
Let Z1 be the center ofG1. We fix a global Haar measure dg onG1(A) invariant under left translation
of G1(Q). Then we define
〈ϕ, ϕ∨〉 :=
∫
Z1(A)G1(Q)\G1(A)
ϕ(g)ϕ∨(g)dg.
This pairing between π and π∨ decomposes into a product of local pairings 〈·, ·, 〉v : πv ⊗ π∨v → C that
are G1(Qv)-invariant and 〈ϕv, ϕ∨v 〉v = 1.
Now for any section f(s) ∈ IndG(A)
P d(A)
(ξs), we define the global zeta integral for f(s), ϕ and ϕ
∨ as
follows
Z(ϕ, ϕ∨, f(s)) :=
∫
Z3(A)G3(Q)\G3(A)
E((g1, g2), f(s))ξ
−1
s (det g2)ϕ(g1)ϕ
∨(g2)dg1dg2.
One can show
Lemma 3.8. We have
(3.11) Z(ϕ, ϕ∨, f(s)) =
∫
G11(A)
f(s)((g, 1))〈π(g)ϕ, ϕ∨〉dg.
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Proof. The proof is almost the same as [Har93, pp.702-703]. Recall P d4 is the stabilizer in G4 of V
d
4 .
We put P d,14 = P
d
4 ∩G14. Then P d,14 \G14 ≃ P d4 \G4. As in [GPSR87], G3 acts by translation on the right
on the flag variety P d4 \G4. The orbits of this action are the same as the orbits of the action G11 ×G12
on the flag variety P d,14 \G14. So we see that the orbit P d,1 · 1 · G3 is the main orbit, as defined in
[GPSR87, p.2] and the other orbits are all negligible. We put also G3,γ(Q) := G3(Q)
⋂
γ−1P d,14 (Q)γ,
in particular one has G3,1(Q) = G
1
3(Q). Therefore we can unfold the global zeta integral in the lemma
as follows
Z(ϕ, ϕ∨, f(s)) =
∫
Z3(A)G3(Q)\G3(A)
∑
γ∈P d4 (Q)\G4(Q)
f(s)(γ(g1, g2))ξ
−1
s (det g2)ϕ(g1)ϕ
∨(g2)dg1dg2
=
∑
γ∈P d4 (Q)\G4(Q)/G3(Q)
∫
Z3(A)G3,γ (Q)\G3(A)
f(s)(γ(g1, g2))ξ
−1
s (det g2)ϕ(g1)ϕ
∨(g2)dg1dg2.
=
∫
Z3(A)G13(Q)\G3(A)
f(s)((g2, g2)(g
−1
2 g1, 1))ξ
−1
s (det g2)ϕ(g2g
−2
2 g1)ϕ
∨(g2)dg1dg2.
In the last identity we used the fact that only the main orbit P d,14 (Q) · 1 · G3(Q) contributes to
the integral. Write Gd1 for the image of the map G1 → G3 sending g to (g, g). Then we have an
isomorphism
G3 =
{
(g2, g2)(g
−1
2 g1, 1)|ν(g1) = ν(g2)
}
= Gd1G
1
1 ≃ G1 ×G11.
Note that under the above isomorphism, the subgroup G13, resp., Z3 of G3 is sent to the subgroup
1×G11, resp., 1× Z1 of G1 ×G11. Since Gd1 ⊂ P d4 , we get
f(s)((g2, g2)(g, 1))ξ
−1
s (det g2) = f(s)((g, 1))ξs(det g2)ξ
−1
s (det g2) = f(s)((g, 1)).
The above zeta integral becomes
Z(ϕ, ϕ∨, f(s)) =
∫
Z3(A)Gd3(Q)\Gd1(A)G11(A)
f(s)((g, 1))ϕ(g2g)ϕ
∨(g2)dg2dg
=
∫
G11(A)
f(s)((g, 1))dg
∫
Z1(A)G1(Q)\G1(A)
ϕ(g2g)ϕ
∨(g2)dg2
=
∫
G11(A)
f(s)((g, 1))〈π(g)ϕ, ϕ∨〉dg,
which is the desired integral.

For each place v of Q, fix a section fv(s) ∈ IndG4(Qv)P d4 (Qv)(ξs,v), we then define the local zeta integral of
fv(s), ϕv and ϕ
∨
v as follows:
(3.12) Zv(ϕv, ϕ
∨
v , fv(s)) :=
∫
G11(Qv)
fv(s)((gv, 1))〈πv(gv)ϕv, ϕ∨v 〉vdgv.
Then it is clear that
Lemma 3.9. For factorizable vectors f(s) =
⊗
v
′fv(s) ∈
⊗
v
′IndG4(Qv)
P d4 (Qv)
(ξs,v), ϕ ∈ π and ϕ∨ ∈ π∨, we
have
Z(ϕ, ϕ∨, f(s)) =
∏
v
Zv(ϕv, ϕ
∨
v , fv(s)).
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3.4.3. Fourier coefficients. Next we define the Fourier coefficients of the Eisenstein series: as above
we fix a section f(s) ∈ IndG4(A)
P+4 (A)
(ξs).
Definition 3.10. For each symmetric matrix β ∈ Sym4×4(Q), the β-th Fourier coefficient of the
Eisenstein series E(·, f d(s)) = E(·, f(s)) is defined as
Eβ(g, f(s)) :=
∫
[Sym4×4]
E(u(x)g, f(s))e(−trβx)dx
=
∫
[Sym4×4]
E(u(x)g, f(s))e(−tru(β)tu(x))dx.
If f(s) = ⊗′vfv(s) is factorizable, then the β-th local Fourier coefficient of E(g, f(s)) at v is
(3.13) Eβ,v(g, f(s)) = Eβ,v(gv, fv(s)) :=
∫
Sym4×4(Qv)
fv(s)(J8u(x)gv)ev(−tr betaxv)dvxv.
We call the coset P+4 J8P
+
4 = P
+
4 J8N
+
4 the big cell of G4. Here N
+
4 is the unipotent radical of P
+
4 .
One can show
Lemma 3.11. Fix a section f(s) ∈ IndG4(A)
P+4 (A)
such that there is a finite place v0 of Q at which in the
natural projection G4(A) ։ G4(Qv0), the image of the support of f(s) in G4(A) is contained in the
big cell P+4 (Qv0)J8P
+
4 (Qv0). Then for any g ∈ P+4 (A), one has
Eβ(g, f(s)) =
∫
Sym4×4(A)
f(s)(J8u(x)g)e(−trβx)dx.
If moreover f(s) = ⊗vfv(s) is factorizable, then
(3.14) Eβ(g, f(s)) =
∏
v
Eβ,v(gv, fv(s)).
Proof. The proof is essentially contained in [Shi97, Section 18.9]. For any g = (gv)v ∈ P+4 (A),
f(s)(γg) 6= 0 implies that γgv0 ∈ P4(Qv0)J8P4(Qv0), thus γ ∈ P+4 (Q)J8N+4 (Q). Therefore we have
E(g, f(s)) =
∑
γ∈J8N+4 (Q)
f(s)(γg) =
∑
n∈N+4 (Q)
f(s)(J8ng).
From this, we get the β-th Fourier coefficient of E(g, f(s)) as
Eβ(g, f(s)) =
∫
[N+4 ]
∑
n∈N4(Q)
f(s)(J8nn
′g)e(−tr u(β)tn′)dn′
=
∫
N+4 (A)
f(s)(J8n
′g)e(−tru(β)tn′)dn′,
which finishes the proof of the first part. The second part follows easily from the first part. 
3.5. Rallis inner product formula.
3.5.1. Siegel-Weil formula. Now we can state one of the main ingredients of this article: the Siegel-
Weil formula. We fix a section φ+ ∈ S(W−4 (A)), Θφ+(g, h) the theta series associated to φ+, fφ+ ∈
Ind
G4(A)
P+4 (A)
(ξ1/2) the Siegel-Weil section associated to φ
+, E(g, fφ+) the Eisenstein series defined by fφ+ .
One can add a complex variable to fφ+ as follows:
(3.15) fφ+(s)(g) = ωW−4 (g)φ
+(0)|m(g)|s−1/2
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Then fφ+ = fφ+(1/2). Moreover one can verify that fφ+(s) ∈ IndG4(A)P+4 (A)(ξs). In the same manner
one can define the Eisenstein series E(g, fφ+(s)) associated to fφ+(s). We denote by [GSO(U)]g the
subset of [GSO(U)] consisting of elements h such that ν(h) = ν(g). One has ([KR88, Main Theorem])
Theorem 3.12. Suppose that φ+ is K-finite where K is a maximal compact subgroup of G4(A). The
Eisenstein series E(g, fφ+(s)) is holomorphic at s = 1/2. Moreover for any g ∈ G+4 (A),∫
[GSO(U)]g
Θφ+(g, h)dh = E(g, fφ+).
Proof. In [KR88], only the case of isometry groups (i.e., g ∈ G14(A)) is treated. The holomorphicity of
the Eisenstein series at s = 1/2 follows from the isometry group case. The second part of the theorem
also follows from this special case, as follows. For any g ∈ G+4 (A), choose any hg ∈ GSO(U,A) such that
ν(hg) = ν(g). We then define a new section φ
+
g ∈ S(W−4 (A)) by φ+g (x) := ωW−4 (hg)φ+(x) = φ+(h−1g x)
for x ∈ W−4 (A). Recall that we write g1 := g diag(ν(g)−1, 1). Then we see that∫
[SO(U)]
Θφ+(g, hhg)dh =
∫
[SO(U)]
dh
∑
x∈W−4 (Q)
ωW−4 (g, hhg)φ
+(x)
= |ν(g)|−6
∫
[SO(U)]
dh
∑
x∈W−4 (Q)
ωW−4 (g1, h)φ
+
g (x)
= |ν(g)|−6
∫
[SO(U)]
Θφ+g (g1, h)dh.
This last integral is, by Siegel-Weil formula for isometry groups, equal to E(g1, fφ+g ) since g1 ∈
G14(A). Moreover, it is easy to see that E(g1, fφ+g ) = E(g1, fφ+). Combining with the factor |ν(g)|−6,
we see that the Siegel-Weil formula holds for g ∈ G+4 (A). 
3.5.2. Doubling method. The definite reference for the doubling method is [GPSR87]. For the case of
similitude groups, one can consult [Li90, Har93].
Let f(s) = ⊗vf(s)v ∈ IndG(A)P d(A)(s) be a factorizable section and E(g, f(s)) be the Eisenstein series
associated to f(s). Let π be a cuspidal automorphic representation of G(A) and ϕ = ⊗vϕv a factor-
izable element in π. Let π∨ be the contragredient of π and ϕ∨ = ⊗vϕ∨v a factorizable element in π∨.
Recall that Sπ is a finite set of places of Q containing ∞ and the places where π is ramified, or f(s)v
is not a spherical section, or ϕv or ϕ
∨
v is a not spherical vector.
The doubling method says ([Li90, Section 3],[Har93, Section 6.3])
Theorem 3.13. We have the following decomposition
Z(ϕ, ϕ∨, f(s)) =
∏
v∈Sπ
Zv(ϕv, ϕ
∨
v , fv(s))× LSπ(s+ 1/2, St(π)⊗ ξ)× 〈ϕ, ϕ∨〉.
Here LSπ(s, St(π)⊗ ξ) is the partial standard L-function of π twisted by the character ξ.
3.5.3. Rallis inner product formula. The combination of the Siegel-Weil formula and the doubling
method gives the Rallis inner product formula, which relates Petersson inner product of an automor-
phic form to special L-value of the automorphic form.
Let φ1 = ⊗vφ1,v ∈ S(W−1 (A)) and φ2 = ⊗vφ2,v ∈ S(W−2 (A)) be two factorizable sections. As above,
we write φ+ = φ1 ⊗ φ2 ∈ S(W−4 (A)) for their tensor product, fφ+ ∈ IndG4(A)P+(A)(ξ1/2), φd ∈ S(W4,d(A)),
fφd ∈ IndG4(A)P d(A)(ξ1/2) as above. Let π be an anti-holomorphic cuspidal automorphic representation of
G4(A) and ϕ = ⊗vϕv ∈ π a factorizable element. Similarly, ϕ∨ = ⊗vϕ∨v ∈ π∨. Then the Rallis inner
product formula states
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Theorem 3.14. Define the C-bilinear inner product
〈Θφ1(ϕ),Θφ2(ϕ∨)〉 =
∫
[O(U)]
Θφ1(ϕ)(h)Θφ2(ϕ
∨)(h)dh,
then one has
〈Θφ1(ϕ),Θφ2(ϕ∨)〉 =
∏
v∈Sπ
Zv(ϕv, ϕ
∨
v , fv(s))× LSπ(s+ 1/2, St(π)⊗ ξ)× 〈ϕ, ϕ∨〉.
4. Choice of local sections
In this section, we will choose the local sections in the factorizations φi = ⊗′vφi,v ∈ S(W−i (A)) for
i = 1, 2. Let κ ∈ Homcont(T 12 (Zp),Q
×
p ) be an arithmetic point, i.e., κ is a product of an algebraic
character κalg = k ∈ Z2 and a finite order character κf = (κ1, κ2). We say that κ is admissible if
k1 ≥ k2 ≥ 3. Recall that we have four PEL moduli problems Pi (i = 1, · · · , 4) and to each problem
we have defined similitude symplectic groups G = G1, G2, G3 and G4 and their isometry subgroups
G1i (i = 1, · · · , 4).
4.1. Archimedean place. First consider the archimedean place v =∞.
4.1.1. Choice of sections. We write KGi,∞ the maximal compact subgroup of Gi(R). Note that for
an irreducible cuspidal automorphic representation π of G(A) whose archimedean component π∞
is a holomorphic discrete series of lowest KG,∞-type of highest admissible weight k, the standard
L-function L(s, St(π)⊗ ξ) is critical at s = 1 since ξ(−1) = −1 ([BS00, Appendix]).
We define an automorphy factor for any g =
(
A B
C D
)
∈ G4(R) as follows: recall that µ(g, i) =
Ci+D. We set j(g, i) = det(µ(g, i)), and ĵ(g, i) = j(g, i)ν(g)−2. Using this, we then define a function
on G4(R) as follows:
f+∞(ξ1/2)(g) := ĵ(g, i)
−3.
It is easy to show that f+∞(ξ1/2) ∈ IndG4(R)P+(R)(ξ1/2) and moreover f+∞(ξ1/2)(λ ·18) = 1 for any λ ∈ R×. We
consider a section φ+∞ ∈ S(W−4 (R)) defined as follows: for any (w−1 , w−2 ) ∈ W−1 (R)×W−2 (R) = W−4 (R),
φ+∞((w
−
1 , w
−
2 )) = det(ηU)
dimV −4 e∞
(
i〈(w−1 , w−2 ), J˜8((w−1 , w−2 ))〉W4/2
)
where J˜8((e
±
i , 0)) = ∓(e∓i , 0) and J˜8((0, e±i )) = ∓(0, e∓i ) for i = 1, 2. Under the basis BW4 = BV4 ×BU
of W4, J˜8 is of the form J8 ⊗ 16. Let fφ+∞ ∈ Ind
G14(R)
P+(R)(ξ1/2) be the Siegel section associate to φ
+
∞ via
Weil representation. We have the following formula
Lemma 4.1. For any g =
(
A B
C D
)
∈ G14(R), the section fφ+∞ satisfies fφ+∞(g) = det(Ci+D)−3.
Proof. It suffices to prove the lemma for the open dense subset of G14(R) consisting of matrices g with
det(C) 6= 0 (using the Bruhat decomposition for G14(R)). Moreover, each such matrix g is of the form
m(A′)u(B′)J8u(′D). First, for any p = m(A
′)u(B′) ∈ P+(R), g ∈ G14(R), by Remark 3.3, one has the
following fφ+∞(pg) = ωW+4 (p)ωW
+
4
(g)φ+∞(0) = det(A
′)3fφ+∞(g). Thus it suffices to deal with matrices of
the form g = g0g2 where g2 = u(−D′). Note that ωW+4 (g2)φ+∞(w) = e∞(〈w, g
−1
2 w〉W/2)φ+∞(w) for any
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w ∈ W−4 (R). Thus we get (note Remark 3.2)
ωW+4 (g)φ
+
∞(0) =
∫
W−4 (R)
e∞(〈w, g−12 w〉W/2)φ+∞(w)dµW4
= det(ηU)
dimV −4
∫
exp(2iπ(〈w, g−12 w〉/2 + i〈w, g0w〉/2))dw.
Now view elements w as matrices in M4×6(R), then 〈w, g−12 w〉 + i〈w, g0w〉 = tr(wt(D′ + i)wηU).
Write w in column vectors w =
(
w1 w2 w3 w4 w5 w6
)
, then we have tr(wt(i + D′)wηU) =∑6
j=1(ηU)j,jw
t
j(i+D
′)wj. Now a simple calculation of Gaussian type integrals gives
ωW+4 (g)φ
d
∞(0) = det(ηU)
dimV −4 · det(ηU)−dimV
−
4 det(i+D′)−3 = det(i+D′)−3
which concludes the proof. 
Corollary 4.2. We have the identity
fφ+∞ = f
+
∞.
We write Dk for the holomorphic discrete series (gG1 , KG,∞)-module whose lowest KG,∞-type is of
highest weight k. We then write Dk(k) to be the lowest KG,∞-type in Dk. We denote by D∨k the
contragredient of Dk and D∨k (−k) its highest KG,∞-type. Recall in Notation1(6), we fix a basis µ̂+i,j
(1 ≤ i ≤ j ≤ 4) of g+
G14
. We set µ̂+i,j := µ̂
+
i,j for i > j and denote by (µ̂
+
i,j)i,j the 4 × 4-matrix and in
the form of 2× 2-blocks by
(
µ̂+1 µ̂
+
0
(µ̂+0 )
t µ̂+2
)
. Write then p+,1i for the subalgebra of g
+
G14
generated by the
elements in µ̂+i for i = 0, 1, 2. Denote by U(gG14) · fφ+∞ the sub-(gG14 , KG14,∞)-module of the principle
discrete series I
G14(R)
P
V d
(R)(1/2, 1) generated by fφ+∞ . For an n × n-matrix M , we write detl(M) for the
determinant of the l × l-minor of M (upper-left l × l-block). Given a dominant weight k ∈ Z3, we
define the following differential operator
Dk := det1(
1
4iπ
µ̂+0 )
k1−k2det2(
1
4iπ
µ̂+0 )
k2−3
and then we put
f+k,∞ := D
kf+∞.
We then define sections in S(W−i (R)) as follows:
(4.1) φ1,∞(w−1 ) = e∞(i〈w−1 , g0w−1 〉), φ2,∞(w−2 ) = e∞(i〈w−2 , g0w−2 〉)
(4.2) φ+k,∞(w
−
4 ) := D
kφ+∞(w
−
4 ).
Here the action of the Lie algebra gG14 on S(W−4 (R)) is induced from the Weil representation of G14(R)
on S(W−4 (R)). We deduce from Corollary4.2 that the section φ+k,∞ = S(W−4 (R)) gives rise to f+k,∞.
We next make explicit the action of the differential operator Dk on the space S(W−4 (R)). Let
µ̂+i,j+6 be an entry in µ̂
+
0 (i, j = 1, 2). Recall that µi,j = Ei,j+6 + Ej+2,i+4 and µ̂
+
i,j+6 = cµ
+
i,j+6c
−1. We
write µi,j+6 in 4× 4-blocks as
(
0 Bi,j
0 0
)
. For the variable w−4 = (wi,j) ∈ W−4 (R) (viewed as a 4 × 6-
matrix), for each f ∈ S(W−4 (R)), we define ∂f∂w−4 to be the 4× 6-matrix (
∂f
∂wi,j
). We define a map from
S(W−4 (R)) to M4×6(S(W−4 (R))) as Df(w−4 ) = (
√
2πw−4
√
η − ∂√
2π∂w−4
√
η−1)f(w−4 ) where recall that
η = diag(N2/2, N2/2, N2/2, N2/2, N/N1, N1). We define D
t to be the transpose of D: Dtf = (Df)t.
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Lemma 4.3. For any f ∈ S(W−4 (R)) and i, j = 1, 2, we have
µ̂+i,j+6f(w
−
4 ) =
√−1
4
tr(DtBi,jD)f(w
−
4 ).
Proof. By definition, we have
µ̂+i,j+6 =
√−1
2
(−Bi,j 0
0 Bi,j
)
+
1
2
(
0 Bi,j
0 0
)
+
1
2
(
0 0
Bi,j 0
)
.
Then it suffices to treat each term in the sum using the expressions of Weil representation given in
(3.5). 
Write w−4 =
(
w−1
w−2
)
with w−1 =
(
w−1;1
w−1;2
)
= (w−1;k,l) ∈ W−1 (R) and w−2 =
(
w−2;1
w−2;2
)
= (w−2;k,l) ∈ W−2 (R)
for k = 1, 2 and l = 1, · · · , 6. From the above lemma, we get the following
Corollary 4.4. For i, j = 1, 2, we have
µ̂+i,j+6φ
+
∞(w
−
4 ) = 2iπ tr((w
−
4 )
tBi,jw
−
4 η)φ
+
∞(w
−
4 ) = 4iπ
6∑
l=1
(
w1;i,l
√
ηl,lφ
+
1,∞(w
−
1 )
)(
w2;j,l
√
ηl,lφ
+
2,∞(w
−
2 )
)
.
Define variables Xk;i,l for k, i = 1, 2 and l = 1, · · · , 6, Yi,j =
∑6
l=1X1;i,lX2;j,l, Y = (Yi,j)i,j=1,2,
and D
k
Y = det1(Y )
k1−k2det2(Y )k2−3. If we set Xk;i,l = wk;i,l
√
ηl,l, then we have D
kφ+∞(w
−
4 ) =
DkY φ
+
∞(w
−
4 ). Develop D
k
Y as a sum of monomials on Xk;i,l’s: D
k
Y =
∑
I aIX
I where I = (Ii,j)i,j=1,2
with Ii,j = (Ii,j;1, · · · , Ii,j;6) ∈ (Z≥0)6, XI =
∏6
l=1
∏2
i,j=1(X1;i,lX2;j,l)
Ii,j;l and aI ∈ Z. We define
XIt :=
∏6
l=1
∏2
i,j=1X
Ii,j;l
t;i,l for t = 1, 2 (thus X
I = XI1X
I
2 ). Write Ik for the finite set of I such that
aI 6= 0. For each I ∈ Ik, we define
φt,∞;I(w−t ) =
√
aIX
I
t φt,∞(w
−
t ) ∈ S(W−t (R)), where t = 1, 2, Xk;i,l = wk;i,l
√
ηl,l;(4.3)
φ+∞;I(w
−
1 , w
−
2 ) = φ1,∞;I(w
−
1 )φ2,∞;I(w
−
2 ) ∈ S(W−4 (R)).(4.4)
By definition, we have
∑
I∈Ik φ
+
∞;I(w
−
4 ) = φ
+
k,∞(w
−
4 ). Now for each I ∈ Ik, we let
fφ+
∞;I
∈ IndG4(R)P+(R)(ξ1/2)
be the section associated to the section φ+∞,I . Thus
∑
I∈Ik fφ+∞,I = fk,∞.
4.1.2. Fourier coefficients. We next compute the local Fourier coefficients Eβ,∞(g∞, fφ+
∞;I
) for each
I ∈ Ik. For any z = x + iy ∈ H4, we write gz = u(x)m(√y) · 1f ∈ G(A). Recall we write
β =
(
β1 β0
βt0 β2
)
∈ Sym4×4(Q). Then we have ([Shi82] or [Liu15b, Section 3.4]):
Eβ,∞(gz, f+∞) =
16
Γ4(3)
π12(det β)1/2det(y)3/2e∞(tr βz)
where Γm(s) = π
m(m−1)/4∏m−1
j=0 Γ(s − j/2). Note that if β is not positive definite, then the local
Fourier coefficient Eβ,∞(gz, f+∞) vanishes.
As for f+k,∞, we have ([Liu15b, Proposition 4.4.1])
Eβ,∞(gz, f+k,∞) = D
k(2β0)Eβ,∞(gz, f+∞).
where Dk(2β0) = det1(2β0)
k1−k2det2(2β0)k2−3.
We need the following lemma concerning the existence of certain symmetric matrix associated to β
equivalent to η:
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Lemma 4.5. Assume that β ∈ M4×4(Q) is non-singular, then there exist a, b ∈ Q× such that the
matrix β ′ := diag(2 · β, a, b) ∈ M6×6(Q) is equivalent to η (i.e., there exists a matrix X ∈ GL6(Q)
such that X tη′X = β ′)
Proof. This follows easily from standard results on the theory of quadratic forms over Q and Qv.
Note that β ′ is equivalent to η over Q if and only if they are equivalent over each Qv, if and only if
for each place v of Q, their discriminants are equal det(β ′) = det(η) ∈ Q×v /(Q×v )2 and their Hasse
invariants are equal Hv(β ′) = Hv(η) ([Ser73, Chapter IV,Theorems 7 and 9]). The first condition
gives ab = det(η)det(2β) ∈ Q×v /(Q×v )2, thus Hv(β ′) = Hv(2β)(det(2β),−det(η))v(a,−det(η)det(2β))v
(here (·, ·)v is the Hilbert symbol over Q×v ). So it suffices to find an element a ∈ Q× such that this
last identity holds for all v. This follows from [Ser73, Chapter III, Theorem 4] and thus we conclude
the proof. 
In the following, when β is non-singular, we fix one such choice of a, b ∈ Q× and X ∈ GL6(Q) as in
the lemma such that det(X) = 1 and denote them by aβ, bβ and Xβ.
Now we turn to f+∞;I . For each β ∈ Sym4×4(R) definite positive, we write dµβ for the induced
measure on the compact closed subset Bβ of W
−
4 (R) consisting of elements w
−
4 such that w
−
4 η(w
−
4 )
t =
β. We then denote by vol(Bβ) the volume of Bβ under dµβ. Note that vol(Bβ) = (det β)
1/2vol(B14).
For z = x + iy ∈ H4, we write βy = √yβ√y. We introduce some notations for the next lemma. To
a partition ν = (ν1, ν2, · · · , νl) of a positive integer n (ν1 ≥ ν2 ≥ · · · ≥ νl ≥ 1) of length l(ν) := l,
we associate an integer zν :=
∏l
i=1
∏νi
j=1(5 + 2j − i). Moreover we write h(ν) for the dimension of
the irreducible representation over C of the permutation group S2n of 2n elements associated to the
partition ν. Then we set d(n) = gcdν(
(2n)!
h(ν)
zν) where ν runs through all the partitions of n.
Then we have
Lemma 4.6. For any I ∈ Ik, the local Fourier coefficient
Eβ,∞(gz, fφ+
∞,I
) ∈ d(k1 + k2 − 6)−1aIe∞(tr βz)(dety)3/2(det2β detη−1)1/2Z[
√
βy,
√
η−1].
Here Z[
√
βy] is the polynomial ring Z[Z] on the matrix Z = (Zi,j)i,j=1,··· ,4 by identifying Z with
√
βy.
Similarly Z[
√
η−1] is the polynomial ring Z[Z ′] on the matrix Z ′ = (Z ′i,j)i,j=1,··· ,6 by identifying Z
′ with√
η−1.
Proof. By definition, we have
Eβ,∞(gz, fφ+
∞;I
) = e∞(trβx)(dety)3/2
∫
W−4 (R)
φ+∞;I(
√
y
tw−4 )dw
−
4
∫
Sym4×4(R)
e(tr(w−4 η(w
−
4 )
tx/2− βx))dx
= e∞(trβx)(dety)3/2
∫
w−4 η(w
−
4 )
t=2β
φ+∞;I(
√
yw−4 )dµβ(w
−
4 )
= aIe∞(tr βx)(dety)3/2
∫
w−4 η(w
−
4 )
t=2β
XI(
√
yw−4 )φ
+
∞(
√
yw−4 )dµβ(w
−
4 )
= aIe∞(tr βz) det(y)3/2(det(2β)det(η)−1)1/2
∫
w−4 (w
−
4 )
t=1
XI(
√
βyw
−
4
√
η−1)dµ1(w−4 )
Now consider the integral: volI(Z) =
∫
B1
XI(Zw−4 )dµ1(w
−
4 ). We set N = k1 + k2 − 6. It suffices
to show that d(N)volI(Z) ∈ Z[Z,Z ′]. We define a map ψ : O6(R) → B1 by writing M =
(
M ′
M ′′
)
∈
O6(R) with M
′ ∈ M4×6(R) and setting ψ(M) = M ′. By the QR decomposition for rectangular
matrices, we see that ψ is surjective. Consider the measure µO6, resp. µB1 , on O6(R), resp., B1,
induced from the Euclidean space M6×6(R), resp., M4×6(R) (inner products both given by 〈S1, S2〉 :=
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tr(S1S
t
2)). We define the same map ψ : M6×6(R) → M4×6(R), w 7→ w−4 . Then we see that µB1 is the
induced measure from µO6 by ψ. Thus we can write vol
I(Z) =
∫
O6(R)
XI(Z ψ(wZ ′))dµO6(w). Develop
XI(Zψ(wZ ′)) as polynomials on Z,Z ′: XI(Zψ(wZ ′)) =
∑
S,T Z
S(Z ′)T bIS,T (w) where S ∈ M4×4(Z≥0)
and T ∈ M6×6(Z≥0). We next show that vol(bIS,T ) =
∫
O6(R)
bIS,T (w)dµO6(w) is an integer multiple of
1
d(N)
∫
O6(R)
dµO6(w) for all (S, T ). Note that each b
I
S,T (w) lies in Z[w] of total degree N . So it suffices to
show that for each monomial f(w) ∈ Z[w] of total degree N the integral vol(f) = ∫
O6(R)
f(w)dO6(w)
is a certain integer multiple of d(N)−1vol(1). For this we may apply Weingarten formula given in
[CM09]. We write M(2N) for the set of pair partitions of the set {1, 2, · · · , 2N}. For a partition
ν = (ν1, · · · , νl) of N , let 2ν = (2ν1, · · · , 2νl) be the partition of 2N . The Weingarten function
WgO6(m, n) on M(2N) ×M(2N) is given by 2NN !
(2N)!
∑
ν h(2ν)
ων(m−1n)
zν
where ν runs through all the
partitions ofN such that zν 6= 0 ([CM09, (3.7)]) and ων(m−1n) is a certain integer multiple of (2NN !)−1
([CM09, (3.4)]) since the irreducible characters of the permutation groups always take integer values
by the Frobenius formula. By [CM09, Theorem 2.1], vol(f) = vol(1)
∑
m,n∈M(2N)Wg
O6(m, n)δ(m, n, f)
where δ(m, n, f) is certain function which is equal to 0 or 1 (note that our measure dµO6 is a Haar
measure, not necessarily normalized). Thus we conclude that vol(f) is a certain integer multiple of
d(N)−1vol(1). 
Corollary 4.7. Supposing β non-singular, then we have
Eβ,∞(1, fφ+
∞,I
) ∈ d(k1 + k2 − 6)−1aIe∞(tr iβ)detη−1)1/2Z[ 1√
N
][Xβ].
4.1.3. Local zeta integrals. We show in this subsection the non-vanishing of certain local zeta integrals.
We know by [Liu15b, Proposition 4.3.1]:
Proposition 4.8. The local zeta integral
Z∞(·, ·, f+k,∞) : Dk(k)×D∨k (−k)→ C
is a non-zero pairing. More precisely, let ϕk,∞ be a non-zero vector of highest weight in Dk(k) and
ϕ∨k,∞ its dual vector in D∨k (−k), then
Z∞(ϕk,∞, ϕ
∨
k,∞, f
+
k,∞) 6= 0.
The strategy of the proof is to show that (1) f+k,∞|UG1,∞×UG2,∞ has a non-zero projection to the space
σk = Dk(k)× Dk(k); (2) the pairing Z∞ of Dk(k)×D∨k (−k) and σk is non-zero. In fact, in [Liu15b],
the combination of Theorem 4.3.2 and Lemma 4.3.4 shows that σk is in fact a direct summand of
R0,6|gG1×gG2 and f+k,∞ actually lies in σk. Here R0,2k is as in [Liu15b, p.25], which is the sub-G14(R)-
representation of the degenerate principal series Ind
G14(R)
(P+)1(R)(ξ1/2) whose gG14,C-finite part is irreducible
and contains the KG4,∞-type of scalar weight k (here we use the case k = 3).
Corollary 4.9. For each I ∈ Ik, the local zeta integral
Z∞(·, ·, fφ+
∞,I
) : Dk(k)×D∨k (−k)→ C
is a non-zero pairing.
Proof. It suffices to show that, according to the decomposition R0,6|g
G11
×g
G12
≃ ⊕a1≥a2≥3Da ⊠ Da
([Liu15b, (4.3.3)]), the vector fφ+
∞;I
has non-zero component inside Dk(k) ⊠ Dk(k). We identify
the universal holomorphic discrete series M3 := U(gG14,C) ⊗U(tG1
4
,C
⊕g−
G1
4
,C
) det
3 with R0,6. On the
other hand, M3 ≃ U(g+G14,C) ⊗C det
3 and when restricted to gG11,C × gG12,C, U(g+G14,C) is isomorphic
to U(gG11,C × gG12,C) ⊗C U(p+0 ). We then identify U(p
+,1
0 ) with the polynomial ring C[Y ] with Y =
33
(Yi,j)i,j=1,2 defined as above. Write C[Y ]r for the subspace of C[Y ] consisting of polynomials of total
degree less than or equal to r. Then the action of G11(R)×G12(R) (as well as its Lie algebra) on U(p+,10 )
translates to an action on C[Y ]r and C[Y ] as ((g1, g2)f)(Y ) := f(g
t
1Y g2). We can define a Hermitian
product 〈·, ·〉r on C[Y ]r as follows: for any monomials f(Y ) =
∏
i,j Y
Fi,j
i,j and g(Y ) =
∏
k,l Y
Gk,l
k,l in
C[Y ]r, we define
〈f, g〉r = 1
r!
∏
i,j
δFi,j ,G3−i,3−j · Fi,j!.
Then one extends 〈·, ·〉r to the whole C[Y ]r by sesquilinearity. One can verify that for any g1 ∈
G11(R), g2 ∈ G12(R), we have 〈(g1, g2)f, (g1, g2)g〉r = det(g1)det(g2)〈f, g〉r. We then extend these
products 〈·, ·〉r to the whole C[Y ] (denoted by 〈·, ·〉) by orthogonality and sesquilinearity. Therefore,
the decomposition of R0,6|g
G11
×g
G12
is an orthogonal decomposition with respect to this Hermitian
product. To show the non-vanishing of the zeta integral, it suffices to show that 〈fφ+
∞;I
, f+k,∞〉 6= 0.
For this we need a refined version of the inner product defined above. Recall that Yi,j =
∑6
l=1X1;i,lX2;j,l.
We then write C[{Xt;i,l}] for the polynomial ring on the variables Xt;i,l. We define an action of
the group G11(R) × G12(R) on this polynomial ring as in the above case: write the matrix of vari-
ables X(l) =
(
X1;1,lX2;1,l X1;1,lX2;2,l
X1;2,lX2;1,l X1;2,lX2;2,l
)
and we define the action as ((g1, g2)f)(X
(1), · · · , X(6)) =
f(gt1X
(1)g2, · · · , gt1X(6)g2). Similarly, one defines an inner product on each C[X(l)] exactly as in the case
of C[Y ]. Then we extend these inner products on each C[X(l)] to their tensor product C[{Xt;i,l}] in the
obvious way. Now the natural embedding of inner product spaces C[Y ] → C[{Xt;i,l}] ≃ ⊗6l=1C[X(l)]
sending Yi,j to
∑6
l=1X1;i,lX2;j,l is equivariant for the actions of G
1
1(R)×G12(R). We then identify fφ+
∞;I
with the polynomial XI =
∏6
l=1
∏2
i,j=1(X1;i,lX2;j,l)
Ii,j;l in C[{Xt;i,l}] (and identifying f+k,∞ with the
sum of all the above polynomials with scalar coefficient aI for I running through Ik), thus a simple
calculation shows that 〈fφ+
∞;I
, f+k,∞〉 6= 0. 
From the proof of the above corollary, we see that for each I ∈ Ik, fφ+
∞;I
lies in some discrete series
⊕k′∈wtIDk′ where wtI is a finite subset of dominant weights of T2 depending on I.
4.2. Unramified places. Now we consider a finite place ℓ ∤ pN .
We define the following sections
(4.5)
φi,ℓ(y
−
i ) = 1W−1 (Zℓ)(y
−
i )
φ+ℓ = φ1,ℓ ⊗ φ2,ℓ = 1W−4 (Zℓ) ∈ S(W
−
4 (Qℓ)).
This gives rise to a Siegel section fφ+
ℓ
∈ IndG14(Qℓ)P+,1(Qℓ)(ξ1/2) (note that the ℓ-th component of the Hecke
character ξ is in fact trivial). It is easy to see that fφ+
ℓ
(G14(Zℓ)) = {1}. We can extend fφ+
ℓ
to a section
(still denoted by) fφ+
ℓ
in Ind
G4(Qℓ)
P+(Qℓ)
(ξ1/2) by setting fφ+
ℓ
(diag(14, ν14)) = ξ(ν)|ν|−1/2.
Now the local zeta integral
Theorem 4.10. We have
(4.6) Zℓ(ϕ
ur
ℓ , (ϕ
ur
ℓ )
∨, fφ+
ℓ
) = 〈ϕurℓ , (ϕurℓ )∨〉ℓLℓ(1, St(π)⊗ ξ).
The local Fourier coefficient is given as ([Shi97, Theorem 13.6, Proposition 14.9])
Theorem 4.11. We have
(4.7) Eβ,ℓ(18, fφ+
ℓ
) = dℓ(s, ξ)Lℓ(1, ξλβ)gβ,ℓ(ξ(ℓ)ℓ
−3)
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where λβ(ℓ) = (
det(2β)
ℓ
) is the quadratic symbol and gβ,ℓ(t) is element in Z[t] whose constant term is 1
and is of degree ≤ 8valℓ(det(2β)).
4.3. Generalized Gauss sums. We will need some results on Gauss sums for the following subsec-
tion on the choice of Schwartz-Bruhat functions over places dividing Np. For any integers a, b, c ∈ Z
with c > 0, we define the generalized Gauss sum G(a, b, c) as
G(a, b, c) =
c−1∑
j=0
exp(−2iπaj
2 + bj
c
).
The generalized Gauss sum has the following properties
(1) if (a, c)|b, then
G(a, b, c) = (a, c)G(
a
(a, c)
,
b
(a, c)
,
c
(a, c)
);
otherwise, G(a, b, c) = 0;
(2) We define a function ε : 1+2Z→ {1, i} with ε(m) = 1 ifm ≡ 1(mod 4) and = i ifm ≡ 3(mod 4).
Then assuming (a, c) = 1 and 2 ∤ ac, we have
G(a, b, c) = ε(c)
√
c(
−a
c
)exp(2iπ
a−1c b
2
c
) 6= 0
where (a
c
) is the Jacobi symbol and a−1c ∈ Z is any integer such that 4a−1c a ≡ 1(mod c). In
particular, if c = 1, G(a, b, c) = 1.
Using the generalized Gauss sums, we can evaluate some integrals. Let v = vℓ be the ℓ-adic
valuation. For any S ⊂ Qℓ open compact subgroup, we write v(S) to be the integer such that
ℓv(S)Zℓ = S. For any a, b, r ∈ Qℓ, we set a = a′ℓv(a), b = b′ℓv(b) and r = r′ℓv(r). Then we consider the
following integral ∫
r+S
eℓ(ax
2 + bx)dx =
∫
r′ℓv(r)+ℓv(S)Zℓ
eℓ(a
′ℓv(a)x2 + b′ℓv(b)x)dx
To relate the above integral to the generalized Gauss sum, we choose an integer M ≫ 0 such that
M − v(S) > 0. Then the above integral becomes∫
r+S
eℓ(ax
2 + bx)dx = ℓ−M
ℓM−v(S)−1∑
j=0
eℓ(a(r + ℓ
v(S)j)2 + b(r + ℓv(S)j))
= ℓ−M
ℓM−v(S)−1∑
j=0
exp(−2iπ(aℓ2v(S)j2 + (2arℓv(S) + bℓv(S))j + ar2 + br))
= ℓ−M exp(−2iπ(ar2 + br))
ℓM−v(S)−1∑
j=0
exp(−2iπ ℓ
M−v(S)(aℓ2v(S)j2 + (2arℓv(S) + bℓv(S))j)
ℓM−v(S)
)
= ℓ−Meℓ(ar2 + br)G(aℓM+v(S), (2ar + b)ℓM , ℓM−v(S)).
So we see that
Lemma 4.12. With the above notations, one has
(4.8) min(v(aS2), 0) > v((2ar + b)S)⇔
∫
r+S
eℓ(ax
2 + bx)dx = 0.
Here we understand v(aS2) as v(a) + 2v(S). In particular, if r = 0 and v(aS2) ≤ 0, v(bS), then∫
S
eℓ(ax
2 + bx)dx = ℓv(a)/2ǫ(ℓ−v(a))(−aℓ
−v(a)
ℓ
)−v(a)eℓ(− b24a).
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We can generalize the above result to higher dimensions. Let a ∈ Symn×n(Qℓ) be a symmetric
matrix (not necessarily non-singular), b ∈ Mn×1(Qℓ) a column matrix. For any element r ∈ Mn×1(Qℓ)
and any open compact subgroup S ⊂ Mn×1(Qℓ) of the form ℓv(S)Mn×1(Zℓ) for some integer v(S) ∈ Z
(the standard open compact subgroups of Mn×1(Qℓ)), we want to evaluate the following integral,
which is analogous to the above one ∫
r+S
eℓ(x
tax+ btx)dx.
First note that a is Zℓ-equivalent to some diagonal matrix, i.e., there exists some invertible matrix
D ∈ GLn(Zℓ) and a diagonal matrix Λ = diag(λ1, · · · , λn) ∈ Symn×n(Qℓ) such that a = DtΛD
([Cas82, Chapter 8]). So if we write
r′ = Dr =

r′1
r′2
...
r′n
 , S ′ = DS =

S ′1
S ′2
...
S ′n
 , b′ = Db =

b′1
b′2
...
b′n
 ,
then the integral becomes∫
r+S
eℓ(x
tax+ btx)dx = |detD|ℓ
∫
r′+S′
eℓ(x
′tΛx′ + b′tx′)dx′ = |detD|ℓ
n∏
k=1
∫
r′
k
+S′
k
eℓ(λkx
2 + b′kx)dx.
From the above discussion, we see that if there exists some k = 1, · · · , n such that min(v(λkS ′2k ), 0) >
v((2λkr
′
k + b
′
k)S
′
k), then
∫
r+S
eℓ(x
tax + btx) = 0. We define v(r′) = minnk=1(v(r
′
k)), then v(r) = v(r
′)
and similarly v(S) = v(S ′), v(b) = v(b′). Then we have the following lemma
Lemma 4.13. Notations as above, one has
min(v(λkS
′2
k ), 0) > v((2λkr
′
k + b
′
k)S
′
k) for some k ⇒
∫
r+S
eℓ(x
tax+ btx)dx = 0.
We can again generalize the above results as follows. Let a ∈ Symn×n(Qℓ) be as above Zℓ-equivalent
to Λ = diag(λ1, · · · , λn) while b ∈ Mn×m(Qℓ) be an n × m-matrix. Let η′ = diag(η′1, · · · , η′m) be a
diagonal matrix with entries in Q×ℓ . Let r ∈ Mn×m(Qℓ) and S ∈ Mn×m(Qℓ) be an open compact open
subgroup. Then we consider the following integral:∫
r+S
eℓ(tr(x
taxη′ + btx))dx.
We write r = (r(1), · · · , r(m)), b = (b(1), · · · , b(m)) and x = (x(1), · · · , x(m)) in column matrices. If
we assume S is of the form S = (S(1), · · · , S(m)), then we can write the above integral as a product∏m
j=1
∫
r(j)+S(j)
eℓ((x
(j))tax(j)η′j + (b
(j))tx(j))dx(j). As in the above lemma, we can easily give a non-
vanishing criterion for this integral: if min(v(λk(S
(j)
k )
2), 0) > v((2η′jλkr
(j)
k + b
(j)
k )S
(j)
k ) for some j and
k, then the integral vanishes.
4.4. Ramified places dividing N . Now let’s consider a finite place ℓ|N . We write Nℓ for ℓvalℓ(N).
Recall that we have in fact Nℓ = ℓ since N is square-free. Moreover our symmetric form is ηU =
diag(N2/2, N2/2, N2/2, N2/2, N/N1, N1) with N1 ∈ Z>0 prime to Np.
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4.4.1. Choice of sections. Recall that we identify W−1 (Qℓ),W
−
2 (Qℓ) with the set of matrices M2×6(Qℓ)
under the correspondence e−k ⊗ ur ↔ Ek,r for k = 1, 2 and r = 1, · · · , 6. We fix the following matrix b
and compact open subgroup S of M4×6(Qℓ):
b =
1
Nℓ

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
 , S = 1Nℓ (Z4ℓ ,Z4ℓ ,Z4ℓ ,Z4ℓ ,Z4ℓ ,Z4ℓ).
Moreover, we write b =
(
b[1]
b[2]
)
and S =
(
S[1]
S[2]
)
in 2 × 6-blocks. We define elements in the following
sections:
(4.9) φi,ℓ(w
−
i ) = 1S[i](w
−
i )eℓ(tr(b
t
[i]w
−
i )) ∈ S(W−i (Qℓ)) where i = 1, 2.
As above, we set φ+ℓ = φ1,ℓ ⊗ φ2,ℓ, φdℓ = δ(φ+ℓ ), which give rise to fφ+
ℓ
∈ IndG4(Qℓ)P+(Qℓ)(ξ1/2) and
fφd
ℓ
, f˜φd
ℓ
∈ IndG4(Qℓ)
P d(Qℓ)
(ξ1/2) (as in the case of unramified places, we first define sections in Ind
G14(Qℓ)
P ∗(Qℓ)
(ξ1/2),
and then extend them to G4(Qℓ) for ∗ = +, d). Then it is easy to see
Lemma 4.14. For any a ∈ Sym4×4(Qℓ) which is Zℓ-equivalent to the diagonal matrix Λ = diag(λ1, · · · , λ4),
the generalized Gauss sum I =
∫
S
eℓ(tr(x
taxη + btx))dx 6= 0 implies v(λi) ≤ −v(N2) for all i =
1, · · · , 4. In particular, I 6= 0 implies that det(a) 6= 0.
Proof. Indeed, suppose that there is a matrix D ∈ GL4(Zℓ) such that a = DtΛD. We then write
as above b′ = Db = (b
′(1), · · · , b′(6)), S = DS = (S(1), · · · , S(6)) and x = (x(1), · · · , x(6)). We define
Ij =
∫
S(j)
eℓ(ηj(x
(j))tΛx(j)+(b
′(j))tx(j))dx(j) for j = 1, · · · , 6. Then I =∏6j=1 Ij . Suppose that v(λk) >
−v(N2) for some k. Since D ∈ GL4(Zℓ), by the definition of b, we see that for the k above, there
exists some j = 1, 2, 3, 4 such that b
(j)
k ∈ 1NℓZ
×
ℓ . Then v(b
(j)
k S
(j)
k ) = −v(N2) < min(v(ηjλk(S(j)k )2), 0) =
min(v(λk), 0) thus by Lemma 4.13, we see that Ij = 0 and therefore I = 0. 
We write ∆ =
(
0 12
12 0
)
∈ G1(Q). Then it is easy to see that
S−1(g1, 1)S =
(
1
2
(g1 + 1)
1
4
(g1 − 1)∆
∆(g1 − 1) 12∆(g1 + 1)∆
)
.
Then we have
Corollary 4.15. For an element g =
(
A B
C D
)
∈ G4(Qℓ), fφ+
ℓ
(g) 6= 0 implies that det(CtD) 6= 0. For
g1 ∈ G11(Qℓ), f˜φdℓ ((g1, 1)) 6= 0 implies that g1 ∈ G11(Zℓ), g1 ≡ 14(modN2) and det(g1 − 1) 6= 0.
Proof. By (3.5), we have that
fφ+
ℓ
(g) = γWeil
∫
Ker(C)\W+4 (Qℓ)
eℓ(tr(
1
2
xtCtDxη + btx))1S(Cx)dx
= γWeil
∫
S
eℓ(tr(
1
2
xtCtDxη + btx))dx.
By the above lemma, from fφ+
ℓ
(g) 6= 0 we have det(CtD) 6= 0.
We write g1 =
(
A1 B1
C1 D1
)
in 2 × 2-blocks. Then by definition, f˜φd
ℓ
((g1, 1)) = fφ+
ℓ
(S−1(g1, 1)S). So
by the first part of the corollary, if f˜φd
ℓ
((g1, 1)) 6= 0, then det((g1−1)(g1+1)) 6= 0. Set g = S−1(g1, 1)S,
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since det(C) 6= 0, we can write g as a product
g = u(B′)m(A′)J4u(B′) =
( −B′A′ A′ −B′A′B′′
−(A′)−t −(A′)−tB′′
)
.
Note that B′′ = 1
2
(g1 − 1)−1(g1 + 1)∆. Therefore fφ+
ℓ
(g) 6= 0 if and only if the integral∫
S
eℓ(tr(
1
2
xtB′′xη + btx))dx 6= 0.
By the above lemma, this implies that (B′′)−1 ∈ N2ℓ Sym4×4(Zℓ). Since
g1 = (1 + (2B
′′∆)−1)(1− (2B′′∆)−1)−1.
We deduce that g1 ∈ G1(Zℓ), g1 ≡ 14(modN2ℓ ) and det(g1 − 1) 6= 0. 
4.4.2. Local zeta integral. We next calculate the local zeta integral Zℓ(ϕℓ, ϕ
∨
ℓ , f˜φdℓ ). Recall that Γ(N)ℓ
is the subgroup of G1(Zℓ) consisting of matrices g such that g ≡ 14(modNℓ).
Proposition 4.16. Assume that ϕ is invariant under right translation of Γ(N)ℓ. Then the local zeta
integral at ℓ is a non-zero rational multiple of 〈ϕℓ, ϕ∨ℓ 〉 (explicitly given in Lemma 4.19):
Zℓ(ϕℓ, ϕ
∨
ℓ , f˜φdℓ )
〈ϕℓ, ϕ∨ℓ 〉
∈ Q×.
Proof. By the assumption we have
Zℓ(ϕℓ, ϕ
∨
ℓ , f˜φdℓ ) =
∫
G11(Qℓ)
f˜φd
ℓ
((g, 1))〈π(g)ϕℓ, ϕ∨ℓ 〉dg = 〈ϕℓ, ϕ∨ℓ 〉
∫
Γ(N)ℓ
f˜φd
ℓ
((g1, 1))dg1.
So it suffices to treat the integral on the RHS. As in the preceding corollary, we write A′ = −∆(g1−1)−t
and B = (B′′)−1 = 2((g1 − 1)−1(g1 + 1)∆)−1 ∈ Sym4×4(NℓZℓ) for g1 ∈ Γ(N)ℓ, i.e. g1 = 2(1 −
(2B−1∆)−1)−1− 1. Then by change of variables from g1 to B and taking into account of the Jacobian
|det(∂g1/∂B)| = 1, we see that
f˜φd
ℓ
((g1, 1)) = |det(A′)|3ξ(det(A′))
∫
S
eℓ(tr(
1
2
xtB−1xη + btx))dx
= |det(B)|−3ξ(det(B))
∫
S
eℓ(tr(
1
2
xtB−1xη + btx))dx.
Therefore the integral becomes∫
Γ(N)ℓ
f˜φd
ℓ
((g1, 1))dg1 =
∫
Sym4×4(ℓZℓ)
|det(B)|−3ξ(det(B))dB
∫
S
eℓ(tr(
1
2
xtB−1xη + btx))dx.
We first treat the inner integral in the above. Without loss of generality we can assume that B−1 =
diag(B−11 , · · · , B−14 ). Using the calculation preceding Lemma 4.12, we see that for any i = 1, · · · , 4
and j = 1, · · · , 6, ∫
S
(j)
i
eℓ(tr(
1
2
(x
(j)
i )
tB−1i x
(j)
i ηj + (b
(j)
i )
tx
(j)
i ))dx
(j)
i
= ℓ−
1
2
vℓ(Bi)+
1
2
vℓ(ηj)ε(ℓvℓ(Biηj))
(−2Biηjℓ−vℓ(Biηj)
ℓ
)vℓ(Biηj)
eℓ(−(b
(j)
i )
2Bi
4
)
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Note that ∏
i,j
ε(ℓvℓ(Biηj)) =
∏
i,j
ε(ℓvℓ(Bi)) =
∏
i
ε(ℓvℓ(Bi))2
=
∏
i
(
−1
ℓ
)vℓ(Bi) = (−1)vℓ(det(B)) ℓ−12 ,
∏
i,j
(
(
B◦i
ℓ
)(
η◦j
ℓ
)
)vℓ(Biηj)
=
∏
i,j
(
B◦i
ℓ
)vℓ(ηj )(
η◦j
ℓ
)vℓ(Bi) =
∏
i,j
(Bi, ηj)ℓ(−1)vℓ(Bi)vℓ(ηj) ℓ−12
= (det(B), det(η))ℓ(−1)vℓ(det(B))vℓ(det(η)) ℓ−12 .
So their product gives (for any x ∈ Q×ℓ we write x◦ ∈ Z×ℓ for xℓ−vℓ(x))∫
S
eℓ(tr(
1
2
xtB−1xηU + b
tx))dx = (
∏
i
ℓ−3vℓ(Bi))(
∏
j
ℓ2vℓ(ηj ))(
∏
i
eℓ(−Bi
ℓ2
))
× (−2
ℓ
)6
∑
i vℓ(Bi)+4
∑
j vℓ(ηj)
∏
i,j
(
(
B◦i
ℓ
)(
η◦j
ℓ
)
)vℓ(Biηj)
= |det(B)|3|det(η)|−2eℓ(−tr B
ℓ2
)(det(B), det(η))ℓ
× (−1)vℓ(det(B))vℓ(det(η)) ℓ−12 (−1)vℓ(det(B)) ℓ−12
On the other hand, note that by [Kud96, Chapter II, Proposition 4.3],
ξ(det(B)) = (det(B), (−1)6×5/2det(η))ℓ
= (det(B), det(η))ℓ(det(B),−1)ℓ
= (det(B), det(η))ℓ(−1)vℓ(det(B)) ℓ−12 .
Taking into account of the fact vℓ(det(η)) ≡ 1(mod 2), we get∫
Γ(N)ℓ
f˜φd
ℓ
((g1, 1))dg1 = |det(η)|−2ℓ
∫
Sym4×4(N
2
ℓ
Zℓ)∩GL4(Qℓ)
eℓ(−tr B
ℓ2
)(−1)vℓ(det(B)) ℓ−12 dB
= ℓ−20|det(η)|−2ℓ
∫
Sym4×4(Zℓ)
(−1)vℓ(det(B)) ℓ−12 dB
((−1)vℓ(det(B)) ℓ−12 is understood to be 0 if det(B) = 0). We treat this last integral in the following
series of lemmas. The result is given in Lemma 4.19. 
Recall that we say two matrices A,B ∈ Symn×n(Qℓ) are Zℓ-equivalent (written as A ∼ B)
if there is an invertible matrix D ∈ GL(n,Zℓ) such that A = DBDt. Similarly, we say that
A,B ∈ Symn×n(Z/ℓN) are Z/ℓN -equivalent (written as A ∼N B) if there is an invertible matrix
D ∈ GL(n,Z/ℓN) such that A = DBDt. We fix a non-square z = zℓ ∈ Z×ℓ . Moreover, by
[Cas82, Chapter 8, Theorem 3.1], any matrix A ∈ Symn×n(Qℓ) is Zℓ-equivalent to a diagonal ma-
trix Λ of the form Λ = diag(ℓk1Λ1, ℓ
k2Λ2, · · · , ℓkrΛr, 0) with k1 < k2 < · · · < kr and Λi = 1ni or
Λi = diag(1ni−1, z). For any A ∈ Symn×n(Zℓ), we also write A for its image in by the canonical
projection Symn×n(Zℓ)→ Symn×n(Z/ℓN ).
Lemma 4.17. Suppose as above Λ = diag(ℓk1Λ1, · · · , ℓkrΛr) an invertible matrix with k1 ≥ 0. Then
a matrix A ∈ Symn×n(Zℓ) is Zℓ-equivalent to Λ if and only if A is Z/ℓkr+1-equivalent to Λ.
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Proof. It suffices to show that if A ∼ Λ, then for any A′ ∈ Symn×n(Zℓ), A + ℓkr+1A′ ∼ Λ. Then it
suffices to treat the case A = Λ. We prove this case by induction on r.
For the case r = 1, we first assume that Λ = 1n. Then for any A
′ ∈ Symn×n(Zℓ), we define
D(ℓkr+1A) =
√
1n + ℓkr+1A =
∑∞
i=0
(
1/2
i
)
(ℓkr+1A)i which is a matrix in GL(n,Zℓ). Then it is clear that
Λ + ℓkr+1A′ = D(ℓkr+1A)ΛD(ℓkr+1A)t thus Λ + ℓkr+1A′ ∼ Λ. Next we assume that Λ = diag(1n−1, z).
Then for any A′ =
(
A′1 A
′
2
(A′2)
t A′3
)
∈ Symn×n(Zℓ) with A′1 of size (n− 1)× (n− 1), we define a matrix
D(ℓkr+1A) =
(
D(ℓkr+1A′)1 D(ℓkr+1A′)2
D(ℓkr+1A′)3 D(ℓkr+1A′)4
)
∈ Mn×n(Qℓ) with D(ℓkr+1A)1 of size (n − 1) × (n − 1) as
follows:
D(ℓkr+1A′)4 := D(z−1ℓkr+1A′3),
D(ℓkr+1A′)3 := 0,
D(ℓkr+1A′)2 := z−1D(ℓkr+1A′)−14 ℓ
kr+1A′2,
D(ℓkr+1A′)1 := D(ℓ
kr+1A′1 − (z + ℓA′3)−1ℓkr+1A′2(ℓkr+1A′2)t).
Then one verifies that D(ℓkr+1A′) is a matrix in GL(n,Zℓ) and Λ+ℓkr+1A′ = D(ℓkr+1A′)ΛD(ℓkr+1A′)t,
therefore Λ + ℓkr+1A′ ∼ Λ (note that the argument is independent of the size n× n of Λ).
Suppose that we have proved the statement in the beginning for r − 1 > 0, i.e., for Λ′′ =
diag(ℓk2Λ2, · · · , ℓkrΛr) and any A˜ ∈ Symn˜×n˜(Zℓ), there is a matrix DΛ′′(ℓkr+1A˜) ∈ GL(n,Zℓ) such
that Λ′′ + ℓkr+1A˜ = DΛ′′(ℓkr+1A˜)Λ′′DΛ′′(ℓkr+1A˜)t. We write Λ = diag(Λ′,Λ′′) with Λ′ of size n1 × n1.
For any A′ =
(
A′1 A
′
2
(A′2)
t A′3
)
∈ Symn×n(Zℓ) with A′1 of size n1 × n1. Then we define a matrix
D(ℓkr+1A′) =
(
D(ℓkr+1A′)1 D(ℓkr+1A′)2
D(ℓkr+1A′)3 D(ℓkr+1A′)4
)
∈ Mn×n(Qℓ) with D(ℓkr+1A′)1 of size n1 × n1 as follows:
D(ℓkr+1A′)4 := DΛ′′(ℓkr+1A′3),
D(ℓkr+1A′)3 := 0,
D(ℓkr+1A′)2 := A′2D(ℓ
kr+1A′)−t4 ℓ
kr+1(Λ′′)−1,
D(ℓkr+1A′)1 := DΛ′(ℓkr+1A′1 −D(ℓkr+1A′)2Λ′′D(ℓkr+1A′)t2).
Then one verifies that D(ℓkr+1A′) ∈ GL(n,Zℓ) and Λ + ℓkr+1A′ = D(ℓkr+1A′)ΛD(ℓkr+1A′)t and there-
fore Λ + ℓkr+1A′ ∼ Λ, which concludes the induction step. 
Now for any invertible Λ ∈ Sym4×4(Zℓ) as above, we write E(Λ) for the subset of Sym4×4(Zℓ)
consisting of matrices Zℓ-equivalent to Λ. By the above lemma, we see that each E(Λ) is an open
compact subset of Sym4×4(Zℓ). We also write Q for the set of all such Λ ∈ Sym4×4(Zℓ). We define
I(Λ) =
∫
B∈E(Λ)
(
−1
ℓ
)vℓ(det(B)) = (
−1
ℓ
)vℓ(det(Λ))
∫
B∈E(Λ)
dB.
Then we have ∫
Sym4×4(Zℓ)
(
−1
ℓ
)vℓ(det(B))dB =
∑
Λ∈Q
I(Λ).
Before going on, we need some results on the order of orthogonal groups over certain finite rings.
Let Λ1 ∈ GL(n1,Z/ℓ) be a symmetric matrix. The orthogonal group we consider is O(Λ1,Z/ℓs+1) for
any integer s ≥ 0. We have a canonical projection
prs : O(Λ1,Z/ℓ
s+1)→ O(Λ1,Z/ℓs),
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whose kernel prs can be identified with the subset of Mn1×n1(Z/ℓ) consisting of matrices D such that
DΛ1 + Λ1D
t = 0. So we see that #(prs) = ℓ
n1(n1−1)/2. Therefore by induction on s,
#O(Λ1,Z/ℓ
s+1) = ℓsn1(n1−1)/2#O(Λ1,Z/ℓ).
As for the order of the orthogonal group O(Λ1,Z/ℓ), we record results from [Wil09, Section 3.7].
(1) assume Λ1 is of odd dimension n1 = 2m+ 1. Then we know that
#O(Λ1,Z/ℓ) = 2ℓ
m2(ℓ2 − 1)(ℓ4 − 1) · · · (ℓ2m − 1).
(2) assume that n1 = 2m is even and ℓ ≡ 1(mod 4) or n1 = 2m with m ≡ 0(mod 2) and ℓ ≡
3(mod 4), then
#O(12m,Z/ℓ) = 2ℓ
m(m−1)(ℓ2 − 1)(ℓ4 − 1) · · · (ℓ2m−2 − 1)(ℓm − 1),
#O(diag(12m−1, z),Z/ℓ) = 2ℓm(m−1)(ℓ2 − 1) · · · (ℓ2m−2 − 1)(ℓm + 1).
(3) assume that n1 = 2m is even with m ≡ 1(mod 2) and ℓ ≡ 3(mod 4), then
#O(12m,Z/ℓ) = 2ℓ
m(m−1)(ℓ2 − 1) · · · (ℓ2m−2 − 1)(ℓm + 1),
#O(diag(12m−1, z),Z/ℓ) = 2ℓm(m−1)(ℓ2 − 1)(ℓ4 − 1) · · · (ℓ2m−2)(ℓm − 1).
Now we can evaluate each I(Λ). We have
Lemma 4.18. Assume k1 ≥ 0 in Λ = (ℓk1Λ1, · · · , ℓkrΛr), then the integral is
I(Λ) = (
−1
ℓ
)
∑
i kini
ℓ6kr−4(ℓ− 1) · · · (ℓ4 − 1)
ℓ
∑
j<i ninj(kr+1+kj)+
∑
i kini(ni+1)/2+krni(ni−1)/2∏
i#O(Λi,Z/ℓ)
.
Proof. Note that by the above lemma,
vol(E(Λ)) = ℓ−10(kr+1)#{B ∈ Sym4×4(Z/ℓkr+1)|B ∼kr+1 Λ}
= ℓ−10(kr+1)
#GL4(Z/ℓ
kr+1)
#{D ∈ GL4(Z/ℓkr+1)|Λ = DΛDt}
= ℓ−10(kr+1)
#GL4(Z/ℓ
kr+1)
#O(Λ,Z/ℓkr+1)
.
The order of GL4(Z/ℓ
kr+1) is given by ℓ16kr(ℓ4 − ℓ3) · · · (ℓ4 − 1) (see for example [Han06, Corollary
2.8]).
Next we calculate the order of O(Λ,Z/ℓkr+1). For any element D = (Di,j) ∈ GL4(Z/ℓkr+1) with
Di,j ∈ Mni×nj(Z/ℓkr+1), we see that Λ˜ = DΛDt = (Λi,j) with Λi,j = ℓk1Di,1Λ1Dtj,1+ · · ·+ℓkrDi,rΛrDtj,r.
If we equate Λ˜ with Λ, then Λ˜1,1 = Λ1,1 implies that ℓ
k1(D1,1Λ1D
t
1,1 + ℓ(∗) − Λ1) = 0(mod ℓkr+1)
with (∗) ∈ Mn1×n1(Z/ℓkr+1). For any fixed (∗), the number of D1,1 satisfying the above equa-
tion is the same as ℓk1n1(n1+1)/2 times the number of D1,1 such that D1,1Λ1D
t
1,1 = Λ1 by the above
lemma, which is #O(Λ1,Z/ℓ
kr+1), as given preceding the lemma. Next Λ˜2,1 = Λ2,1 = 0 implies that
ℓk1D2,1Λ1D
t
1,1 + ℓ
k2(∗) = 0(mod ℓkr+1) with (∗) ∈ Mn2×n1(Z/ℓkr+1). Therefore, ℓk1D2,1 = 0(mod ℓk2)
and D2,1 = −ℓk2−k1(∗)D−t1,1Λ−11 (mod ℓkr−k1). Therefore the number of D2,1 satisfying the above equa-
tion is ℓk1n2n1. Similarly, for i = 2, · · · , r, one shows that Λ˜i,1 = Λi,1 = 0 implies that ℓk1Di,1 =
0(mod ℓk2) and therefore the number of Di,1 satisfying the above equation is ℓ
k1nin1 . We can con-
tinue the above argument for any Di,j and Dj,i with i > j, and the number of such Di,j satis-
fying the corresponding equation is ℓkjninj while the number of such Dj,i is ℓ
(kr+1)njni . For any
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i, the number of such Di,i satisfying the corresponding equation is ℓ
kini(ni+1)/2#O(Λi,Z/ℓ
kr+1) =
ℓkini(ni+1)/2+krni(ni−1)/2#O(Λi,Z/ℓ). So finally we get that
#O(Λ,Z/ℓkr+1) =
∏
i>j
ℓ(kr+1+kj)njni ×
∏
i
ℓkini(ni+1)/2+krni(ni−1)/2#O(Λi,Z/ℓ).
Combining the above results, we get the formula in the lemma.

Combining the results in Lemmas 4.18 we get the following:
Lemma 4.19. ∫
Sym4×4(Zℓ)
(
−1
ℓ
)vℓ(det(B))dB =
((−1
ℓ
)ℓ5 − 1)(ℓ− 1)
(ℓ5 − 1)((−1
ℓ
)ℓ− 1) .
Proof. For any Λ = diag(ℓk1Λ1, · · · , ℓkrΛr) ∈ Q, we have seen that
I(Λ) = (
−1
ℓ
)
∑
i kiniΠ(Λ)
ℓ6kr−4−16k1
#O(Λ,Z/ℓkr+1)
(ℓ− 1) · · · (ℓ4 − 1)
We rewrite k1, · · · , kr as k1 = α1, k2 = α1 + α2, ...,kr = α1 + · · · + αr with α1 ≥ 0, αi > 0 for
i > 1. Now it suffices to take the sum of I(Λ) over all possible r = 1, · · · , 4, α1 ≥ 0, · · · , αr > 0 and
Λ1, · · · ,Λr. We write α = (ℓ− 1) · · · (ℓ4 − 1). The results are as follows:
(1) r = 1, one has ∑
r=1
I(Λ) =
ℓ6α
(ℓ10 − 1)(ℓ2 − 1)(ℓ4 − 1);
(2) r = 2 and (n1, n2) = (1, 3), one has∑
(r,n1,n2)=(2,1,3)
I(Λ) =
ℓ2α
(ℓ10 − 1)((−1
ℓ
)ℓ6 − 1)(ℓ2 − 1);
(3) r = 2 and (n1, n2) = (2, 2), one has∑
(r,n1,n2)=(2,2,2)
I(Λ) =
ℓ4α
(ℓ10 − 1)(ℓ3 − 1)(ℓ2 − 1)2 ;
(4) r = 2 and (n1, n2) = (3, 1), one has∑
(r,n1,n2)=(2,3,1)
I(Λ) =
ℓ2α
(ℓ10 − 1)((−1
ℓ
)ℓ− 1)(ℓ2 − 1);
(5) r = 3 and (n1, n2, n3) = (1, 1, 2), one has∑
(r,n1,n2,n3)=(3,1,1,2)
I(Λ) =
ℓ2α
(ℓ10 − 1)((−1
ℓ
)ℓ6 − 1)(ℓ3 − 1)(ℓ2 − 1);
(6) r = 3 and (n1, n2, n3) = (1, 2, 1), one has∑
(r,n1,n2,n3)=(3,1,2,1)
I(Λ) =
ℓ2α
(ℓ10 − 1)((−1
ℓ
)ℓ6 − 1)((−1
ℓ
)ℓ− 1)(ℓ2 − 1);
(7) r = 3 and (n1, n2, n3) = (2, 1, 1), one has∑
(r,n1,n2,n3)=(3,2,1,1)
I(Λ) =
ℓ2α
(ℓ10 − 1)(ℓ3 − 1)((−1
ℓ
)ℓ− 1)(ℓ2 − 1);
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(8) r = 4, one has ∑
r=4
I(Λ) =
α
(ℓ10 − 1)((−1
ℓ
)ℓ6 − 1)(ℓ3 − 1)((−1
ℓ
)ℓ− 1) .
Taking the sum of all these numbers, one gets that if (−1
ℓ
) = 1, then
∑
Λ∈Q I(Λ) = 1, and if (
−1
ℓ
) = −1,
then
∑
Λ∈Q I(Λ) = (ℓ
5 + 1)(ℓ− 1)(ℓ5 − 1)−1(ℓ+ 1)−1, which is the desired formula in the lemma. 
4.4.3. Local Fourier coefficient. We now turn to the Fourier coefficients
Eβ,ℓ(18, fφ+
ℓ
) =
∫
Sym4×4(Qℓ)
fφ+
ℓ
(J8u(b))eℓ(−tr βb)db.
We need to show that Eβ,ℓ(18, fφ+
ℓ
), as a function on β, is not identically zero and takes values in
Q(ζℓ). We write
f(b) := fφ+
ℓ
(J8u(b)) =
∫
W−4 (Qℓ)
eℓ(tr(
1
2
wbwtηU))φ
+
ℓ (w)dw.
Note that by Lemma 4.14, the support of f(b) is contained in the subset of b such that b−1 ∈
N2ℓ Sym4×4(Zℓ) and by the proof of Proposition 4.16,
f(b) = |det(b)|−3|det(ηU)|2(−1
ℓ
)vℓ(det(b)).
We first show that
Lemma 4.20. Eβ,ℓ(18, fφ+
ℓ
) is continuous on β ∈ Sym4×4(Qℓ) (Sym4×4(Qℓ) is given the l-adic topology
and C the Euclidean topology).
Proof. We write Eβ for Eβ,ℓ(18, fφ+
ℓ
) and S0 = Sym4×4(Zℓ) in this proof. For any β, β + β0 ∈ S0,
|Eβ −Eβ+β0 |∞ ≤
∫
b−1∈N2
ℓ
S0
|det(b)|−3ℓ |1− eℓ(−tr(β0b))|∞db.
Here |·|∞ is the usual absolute value in C. Suppose that β0 ∈ ℓmS0 form≫ 0, then 1−eℓ(−tr(β0b)) = 0
for any b ∈ ℓ−mS0. Thus the RHS of the above inequality is equal to∫
b−1∈NℓS0,b/∈ℓ−mS0
|det(b)|−3ℓ db.
It is easy to see this last integral has a limit 0 when m → +∞, which gives the continuity of Eβ on
β. 
Corollary 4.21. The Fourier coefficient Eβ,ℓ(18, fφ+
ℓ
) is not identically zero.
Proof. It suffices to show that Eβ,ℓ(18, fφ+
ℓ
) 6= 0 for β = 0 by the above lemma. By change of variables
from b to b′ = b−1 in f(b), we see that
E0,ℓ(18, fφ+
ℓ
) = |det(ηU)|2
∫
N2
ℓ
Sym4×4(Zℓ)
eℓ(−tr(β(b′)−1))|det(b′)|(−1
ℓ
)vℓ(det(b
′))db′
∣∣∣∣∣
β=0
= |det(ηU)|2|Nℓ|20
∫
Sym4×4(Zℓ)
|det(b′)|(−1
ℓ
)vℓ(det(b
′))db′.
So it suffices to show that the above integral does not vanish. The calculation of this integral is the
same as the one in Lemma 4.19. For any Λ = diag(ℓk1Λ1, · · · , ℓkrΛr) ∈ Q, we write
I0(Λ) =
∫
B∼Λ
(
−1
ℓ
)vℓ(det(B))|det(B)|dB = (−1
ℓ
)vℓ(det(B))|det(B)|I(Λ).
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Then E0,ℓ(18, fφ+
ℓ
) = |det(ηU)|2|Nℓ|20
∑
Λ I0(Λ). Moreover we have (using the same notation as Lemma
4.19): ∑
r=1
I(Λ) =
ℓ6α
(ℓ14 − 1)(ℓ2 − 1)(ℓ4 − 1);∑
(r,n1,n2)=(2,1,3)
I(Λ) =
ℓ2α
(ℓ14 − 1)((−1
ℓ
)ℓ9 − 1)(ℓ2 − 1);∑
(r,n1,n2)=(2,2,2)
I(Λ) =
ℓ4α
(ℓ14 − 1)(ℓ5 − 1)(ℓ2 − 1)2 ;∑
(r,n1,n2)=(2,3,1)
I(Λ) =
ℓ2α
(ℓ14 − 1)((−1
ℓ
)ℓ2 − 1)(ℓ2 − 1);∑
(r,n1,n2,n3)=(3,1,1,2)
I(Λ) =
ℓ2α
(ℓ14 − 1)((−1
ℓ
)ℓ9 − 1)(ℓ5 − 1)(ℓ2 − 1);∑
(r,n1,n2,n3)=(3,1,2,1)
I(Λ) =
ℓ2α
(ℓ14 − 1)((−1
ℓ
)ℓ9 − 1)((−1
ℓ
)ℓ2 − 1)(ℓ2 − 1);∑
(r,n1,n2,n3)=(3,2,1,1)
I(Λ) =
ℓ2α
(ℓ14 − 1)(ℓ5 − 1)((−1
ℓ
)ℓ2 − 1)(ℓ2 − 1);∑
r=4
I(Λ) =
α
(ℓ14 − 1)((−1
ℓ
)ℓ9 − 1)(ℓ5 − 1)((−1
ℓ
)ℓ2 − 1) .
Taking the sum of all these numbers, one gets∑
Λ∈Q
I0(Λ) =
((−1
ℓ
ℓ6 − 1))(ℓ3 − 1)(ℓ− 1)
(ℓ7 − 1)(ℓ5 − 1)((−1
ℓ
ℓ2 − 1)) 6= 0,
which concludes the proof of the lemma. 
By definition, we have
Eβ,ℓ(18, fφ+
ℓ
) = lim
n→+∞
∫
ℓ−nSym4×4(Zℓ)
eℓ(tr(
1
2
wtηUw − β)b)db
∫
W−4 (Qℓ)
φ+ℓ (w)dw
= lim
n→+∞
ℓ10n
∫
W−4 (Qℓ)
φ+ℓ (w)1ℓnSym4×4(Zℓ)(
1
2
wtηUw − β)dw
= lim
n→+∞
ℓ10n
∫
S
eℓ(b
tw)1ℓnSym4×4(Zℓ)(
1
2
wtηUw − β)dw.
It is easy to see that
Lemma 4.22. For any positive integer n > 0, one has∫
S
eℓ(b
tw)1ℓnSym4×4(Zℓ)(
1
2
wtηUw − β)dw = ℓ−24n
∑
w∈S/ℓnS
eℓ(b
tw)1ℓnSym4×4(Zℓ)(
1
2
wtηUw − β)
We define the local density Dβ(n) =
∑
w∈S/ℓnS eℓ(b
tw)1ℓnSym4×4(Zℓ)(
1
2
wtηUw − β). Then one has
Lemma 4.23. Suppose det(β) 6= 0 and ℓhβ−1 ∈ Sym4×4(Zℓ). Then for any n > h,
ℓ−14nDβ(n) = ℓ−14(n+1)Dβ(n+ 1).
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Proof. The proof is the same as [Kit83, Lemma 5.6.1]. 
Corollary 4.24. Suppose det(β) 6= 0, then
Eβ,ℓ(18, fφ+
ℓ
) ∈ Zp[ζℓ]
Proof. Indeed, the above lemmas show that Eβ,ℓ(18, fφ+
ℓ
) is equal to ℓ−14nDβ(n) for n≫ 0 (depending
on β though). It follows from definition that Dβ(n) ∈ Z[ζℓ]. Since ℓ is different from p, we see that
Eβ,ℓ(18, fφ+
ℓ
) lies in Zp[ζℓ]. 
Remark 4.25. By Lemma 4.6, we see that the local Fourier coefficient at∞ vanishes Eβ,∞(gz, fφ+
∞,I
) = 0
for any I ∈ Iκ when β is singular, thus so does the global Fourier coefficient. So there is no need to
consider the range of values of Eβ,ℓ(18, fφ+
ℓ
) for singular β for ℓ|N .
4.5. Ramified place p. Now consider the case ℓ = p.
Recall that we have fixed an admissible character
κ = κalg × κf = (k0, k1, k2)× (κ0, κ1, κ2) : TG1(Zp)→ Q
×
p .
For any finite order character χ of Z×p , we write p
c′(χ) for its conductor and C(χ) = pc(χ) =
pmax(1,c
′(χ)). We also write c(κ) = max(c(κ1), c(κ2)). In the following we also write c for c(κ) when no
confusion is possible.
4.5.1. Choice of local sections. We first choose sections in S(W−i (Qp)) for i = 1, 2.
We write κ˜2 = κ2(
·
p
)c
′(κ2). We define a Schwartz-Bruhat function α2,κ,p on Sym2×2(Qp) whose
Fourier transform is given by
α̂2,κ,p(β2) = 1GL2(Z)(β2)× (κ1κ−12 )(det1(β2))× (κ˜2)(det2(β2)).
Similarly, we define also a Schwartz-Bruhat function ακ,p on Sym4×4(Qp) whose Fourier transform is
given by
α̂κ,p(
(
β1 β0
βt0 β2
)
) = α̂2,κ,p(β2)1pcSym2×2(Zp)(β1)1pcM2×2(Zp)(β0).
Moreover, we fix w0 ∈ W−1 (Zp) such that its image in W−1 (Z/p) is a matrix of full rank (= 2) and
w0ηUw
t
0 = 0 (it is easy to see that such w0 exists). We fix also some integer s ∈ Z such that s+c(κ) ≤ 0
(this gives the freedom in choosing the support of the sections defined below. For application we can
take s = −c(κ)). We define φi,κ,p ∈ S(W−i (Qp)) for i = 1, 2 as follows:
φ1,κ,p(y1) = 1w0+C(χ)W−1 (Zp)(y1/p
s),
φ2,κ,p(y2) = 1W−2 (Zp)(y2/p
s)α̂2,κ,p(
1
2
y2ηUy
t
2/2p
2s)1pcM2×2(Zp)(y2ηUw
t
0/p
2s),(4.10)
φ+κ,p(y) = φ1,κ,p(y1)φ2,κ,p(y2).
To determine the Siegel section fφκ,p associated to φκ,p, we need some results on local densities. For
any β2 ∈ Sym2×2(Zp) ∩GL(2,Zp), we define the following integral (c = c(κ)):
α′2,κ,p(β2) =
∫
W−1 (Qp)
∫
W−2 (Qp)
1W−2 (Zp)(y2)1p
c(
1
2
y2ηUy
t
2 − β2)1pc(y2ηUwt0)1w0+pcW−1 (Zp)(y1)dy2dy1.
Then one can show that
Lemma 4.26. The integral α′2,κ,p(β2) 6= 0 if and only if det(β2)det(ηU) is a square in Z×p (i.e.,
(det(β2)
p
) = (det(ηU )
p
)). Moreover, if (det(β2)
p
) = (det(ηU )
p
), we have α′2,κ,p(β2) = p
−23c(1− (−1
p
)1
p
).
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Proof. We define a function 10(y) on W
−
2 (Z/p
c) such that 10(y) = 1 if y ≡ 0(mod pc) and = 0
otherwise. Clearly, we have
α′2,κ,p(β2) = p
−24c ∑
y2∈W−2 (Z/pc)
10(y2ηUy
t
2 − β2)10(y2ηUwt0).
One can show that there exists an element w˜0 ∈ W−1 (Zp) such that w˜0ηUwt0 has its image in
GL(2,Z/p) in the projection M2×2(Zp) → M2×2(Z/p). Then the row vectors of w0 and w˜0 form
a Zp-submodule U1(Zp) of U(Zp) on which the symmetric bilinear form ηU is of the form ηU1 =(∗ ∗
∗ 0
)
∈ GL4(Zp) (in 2 × 2-blocks) under certain basis. One can then show that this form ηU1 is
Zp-equivalent to the identity matrix 14. Now consider any rank 2-subspace U2(Zp) of U(Zp) whose
vectors are orthogonal to the row vectors of w0. Then the symmetric bilinear form ηU on U2 becomes
ηU2 ∈ GL(2,Zp) with det(ηU2) = det(ηU)(mod (Z×p )2) since det(ηU1) = 1(mod (Z×p )2). Now the above
sum is equal to
α′2,κ,p(β2) = p
−24c ∑
y1∈(U2⊗V −1 )(Z/pc)
10(
1
2
y2ηU2y
t
2 − β2) = p−24c
∑
y1∈GL(2,Z/pc)
10(
1
2
y2ηU2y
t
2 − β2).
We define local density for any t ∈ Z>0 as At(β2) = #{y2 ∈ GL(2,Z/pt)|y2ηU2yt2 = 2β2(mod pt)}.
So α′2,κ,p(β2) = p
−24cAc(β2). It is clear that if det(β2) 6= det(ηU2)(mod (Z×p )2), then At(β2) = 0.
Otherwise, At(β2) = #O(ηU2 ,Z/p
t) = pt−1#O(ηU2 ,Z/p). Note thatN is a square in Zp by assumption,
thus det(ηU) = 1(mod (Z
×
p )
2), and therefore we have #O(12,Z/p) which is equal to p − (−1p ) by the
formulas given preceding Lemma 4.18. This gives the desired formula in the lemma. 
As a result, we have
α′2,κ,p(β2) =
p−23c
2
(1− (−1
p
)
1
p
)(1 + (
det(β2)
p
)).
We define auxiliary characters κ′i = κi(
·
p
): for i = 1, 2 and put κ′ = (κ′1, κ
′
2).
Proposition 4.27. Write g =
(
A B
C D
)
∈ G4(Qp). Then fφ+κ,p(g) satisfies: if det(C) 6= 0,
fφ+κ,p(g) = ξ(det(C))|det(C)|−3p
p−24s−13c
2
(1− (−1
p
)
1
p
)(ακ,p(p
2sC−1D) + ακ′,p(p2sC−1D));
otherwise, it is zero.
Proof. We can write φ+κ,p(y) as a finite linear combination of characteristic functions
∑
i ai1psri+ps+cW−4 (Zp)(y)
with ai 6= 0 and ri 6= rj for i 6= j. Moreover, the image of each ri in W−4 (Z/p) is of rank 4. Then
by the same reasoning as in Corollary 4.15, we see that the function ωW−4 (g)φ
+
κ,p(0) vanishes unless
det(CtD) 6= 0 and ωW−4 (J8u(D))φ+κ,p(0) vanishes unless D ∈ p−(2s+c)Sym4×4(Zp). By definition of
fφ+κ,p, if det(C) 6= 0, we have
fφ+κ,p(g) = ξ(det(C))|det(C)|−3p ωW−4 (u(C
−1D))φ+κ,p(0).
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We write f(D) = ωW−4 (J8u(D))φ
+
κ,p(0). To evaluate f(D), we first look at its Fourier transform
f̂(β). We have
f̂(β) =
∫
W−4 (Qp)
φ+κ,p(y)ep(
1
2
tr ytDyηU)dy
∫
p−(2s+c)Sym4×4(Zp)
ep(−tr(βD))dD
= p10(2s+c)
∫
W−4 (Qp)
φ+κ,p(y)1p2s+cSym4×4(Zp)(
1
2
yηUy
t − β)dy
= p10(2s+c)−24sα̂2,κ,p(p−2sβ2)1pcM2×2(Zp)(p
−2sβ0)1pcSym2×2(Zp)(p
−2sβ1)
×
∫
W−2 (Zp)
∫
w0+pcW
−
1 (Zp)
1pcSym2×2(Zp)(
1
2
y2ηUy
t
2 − p−2sβ2)1pcM2×2(Zp)(y2ηUwt0)dy1dy2
= p10(2s+c)−24sα̂2,κ,p(p−2sβ2)1pcM2×2(Zp)(p
−2sβ0)1pcSym2×2(Zp)(p
−2sβ1)α′2,κ,p(p
−2sβ2)
=
p10(2s+c)−24s−23c
2
(1− (−1
p
)
1
p
)(α̂κ,p(p
−2sβ) + α̂κ′,p(p
−2sβ)).
Therefore, taking the inverse Fourier transform, we get
f(D) =
p−24s−13c
2
(1− (−1
p
)
1
p
)(ακ,p(p
2sD) + ακ′,p(p
2sD)).
This finishes the proof of the lemma. 
As for fφdκ,p ∈ Ind
G4(Qp)
P d(Qp)
(ξ), we have
Corollary 4.28. For any g1 ∈ G11(Qp), if g1 + 14 /∈ p−(2s+c)M4×4(Zp), fφdκ,p(ι(g1, 1)) = 0. Otherwise,
fφdκ,p(ι(g1, 1)) =
p−24s−13c
2
(1− (−1
p
)
1
p
)(ακ,p(−p2s g1 + 1
2
∆) + ακ′,p(−p2s g1 + 1
2
∆)).
Recall that ∆ =
(
0 12
12 0
)
.
Proof. By definition of fφdκ,p, if det(∆(g1 − 1)) = 0, then fφdκ,p(ι(g1, 1)) = 0. Otherwise,
fφdκ,p(ι(g1, 1)) = fφκ,p(
( ∗ ∗
∆(g1 − 1) 12∆(g1 + 1)∆
)
).
By the proof of the above lemma, the non-vanishing of fφdκ,p(ι(g1, 1)) implies that
1
2
(g1−1)−1(g1+1)∆ ∈
p−(2s+c)M4×4(Zp). This give the first part of the corollary. Now assume that g1+1 ∈ p−(2s+c)M4×4(Zp),
recall also that −2s− c > 0,−2s− 2c ≥ 0,
1
2
(g1 − 1)−1(g1 + 1)∆ = 1
2
∆− 1
2
(1− g1 + 1
2
)−1∆ = −(g1 + 1
2
+ (
g1 + 1
2
)2 + · · · )∆.
It is easy to see that ακ,p(D) = ακ,p(D +D
′), ακ′,p(D) = ακ′,p(D +D′) for any D′ ∈ Sym4×4(Zp).
Now that p2s(g1 + 1)
n ∈ p2s−n(2s+c)M4×4(Zp) and 2s− n(2s+ c) ≥ 0 for n ≥ 2. This show that
ακ,p(p
2s1
2
(g1 − 1)−1(g1 + 1)∆) = ακ,p(−p2s g1 + 1
2
∆)
and similarly for ακ′,p, which proves the lemma. 
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4.5.2. Local zeta integral. Next we compute the local zeta integral Zp(ϕp, ϕ
∨
p , fφdκ,p). The computation
follows closely that of [Liu15b, Section 5]. Let’s first recall the notions of Up operators and Jacquet
modules. For any t = (t1, t2) ∈ Z2, we set pt = diag(pt1 , pt2 , p−t1 , p−t2) ∈ G1(Q). Let C+ be the set
of t ∈ Z2 such that t1 ≥ t2 ≥ 0. Then for any t ∈ C+, we can define the Up-operator Up,t acting on
f ∈ A(G1(Q)\G1(A)/Γ̂)t as follows:
Up,tf(g) = p
〈t′+2ρSp(V ),c,t〉
∫
NG1 (Zp)
f(gupt)du
where ρSp(V ),c is half the sum of the positive compact roots of g1. We then define Up,1 = Up,(1,0),
Up,2 = Up,(1,1), Up = Up,1Up,2. Now for any nearly holomorphic form φ, the limit lim
n→+∞
Un!p φ exists and
is denoted by eφ. This operator e is in fact a polynomial in Up.
Let π ≃ ⊗vπv be an antiholomorphic irreducible cuspidal automorphic representation of [G1].
Suppose that π∞ ≃ Dk is a holomorphic discrete series. We write eφ for the ordinary projection
of any φ in π or π. It can be shown [Liu15a, Corollary 3.10.3] that eπ is inside the subspace of
antiholomorphic forms in π. Moreover, if eπ is non-zero, πp is isomorphic to a composition factor of
certain principal series, the projection of eπ to πp is of dimension 1, the action of the Up operators on⋂
c∈C+ Up,c(πp) is semi-simple (cf. [Liu15b, Section 5.5]). When eπ is non-zero, there exist a1, a2 ∈ O×Qp
such that Up,t acts on eπ by the scalar a
t1
1 a
t2
2 for all t = (t1, t2) ∈ C+. Now we set α1 = p−(k1−1)a1,
α2 = p
−(k2−2)a2 and define characters θ1 and θ2 of Q×p characterized by
θi(x) =
{
κi(x) if x ∈ Z×p
αi if x = p.
Then by [Liu15b, Section 5.5], πp embeds in the normalized induction Ind
G1(Qp)
BG1 (Qp)
(θ) where θ =
(θ0, θ1, θ2) is a character of TG1(Qp) (we do not precise θ0). Moreover their ordinary subspaces coin-
cide, both being of dimension 1. Moreover, (π)p = (π
∨)p embeds in Ind
G1(Qp)
BG1 (Qp)
(θ−1). We now take a
vector ϕ ∈ π such that its ordinary projection eϕ = Up,cϕ 6= 0 for c≫ 0. Then it is easy to verify that
the vector ϕ˜c(g) = 〈ϕSp(V )×Sp(V ′)(Eκ,c, ecan)(·, g), eϕ〉 is also ordinary, therefore is a multiple of eϕ:
ϕ˜c = Cκ,πeϕ.
We next evaluate this constant Cκ,π ∈ C. The strategy is to pair the above two automorphic forms ϕ˜c
and ϕ against some other form ϕ′ ∈ π and then use some local models to choose some special vectors
ϕ and ϕ′ to get the value of Cκ,π. By definition, we have
〈ϕ˜c, ϕ′〉 =
∫
NG1 (Zp)
∫
G1(A)
∫
[G1]
fφdκ(ι(g
′, 1))ϕ(gg′upc)ϕ′(g)dgdg′du.
We write the local zeta integrals of the above global integral for places v ∤ p as L˜v(1, St(π)⊗ξ)〈ϕv, ϕ′v〉
and the product of the local L-factors is denoted by L˜p(1, St(π) ⊗ ξ) = ∏v∤p L˜v(1, St(π) ⊗ ξ). Then
we have
〈ϕ˜c, ϕ′〉 = L˜p(1, St(π)⊗ ξ)
∫
NG1 (Zp)
∫
G1(Qp)
∫
[G1]
fφdκ,p(ι(g
′, 1))ϕ(gg′upc)ϕ′(g)dgdg′du.
From this we see that to evaluate Cκ,π, it suffices to evaluate the quotient
Cκ,π =
∫
NG1 (Zp)
∫
G11(Qp)
∫
[G1]
fφdκ,p(ι(g
′, 1))ϕ(gg′upc)ϕ′(g)dgdg′du∫
NG1 (Zp)
∫
[G1]
ϕ(gupc)ϕ′(g)dgdu
.
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Now we reduce the above integrals to local situations and use certain local model of πp to do the
computation. We take ϕ′p ∈ IndG1(Qp)BG1 (Qp)(θ
−1) supported on BG1(Qp)J4NG1(Qp). We then choose some
sufficiently small open compact subgroup K of G1(Qp) such that the vectors
∫
NG1 (Zp)
ϕ′(gp−cu−1)du
and
∫
G1(Qp)
∫
NG1 (Zp)
fφκ,p(ι(g
′, 1))ϕ′(gp−cu−1(g′)−1)dudg′ for all c≫ 0 are all fixed by translation of K.
Then we take ϕ ∈ IndG1(Qp)BG1 (Qp)(θ) supported on BG1(Qp)K and taking value 1 on K. The local pairing
between ϕ and ϕ′ is given by 〈ϕ, ϕ′〉 = ∫
G1(Zp)
ϕ(g)ϕ′(g)dg. So we see that
Cκ,π =
∫
NG1 (Zp)
∫
G11(Qp)
∫
G1(Zp)
fφdκ,p(ι(g
′, 1))ϕ(gg′upc)ϕ′(g)dgdg′du∫
NG1 (Zp)
∫
G1(Zp)
ϕ(gupc)ϕ′(g)dgdu
=
∫
NG1 (Zp)
∫
G11(Qp)
∫
K
fφdκ,p(ι(g
′, 1))ϕ(g)ϕ′(gp−cu−1(g′)−1)dgdg′du∫
NG1 (Zp)
∫
K
ϕ(g)ϕ′(gp−cu−1)dgdu
=
∫
NG1 (Zp)
∫
G11(Qp)
∫
K
fφdκ,p(ι(g
′, 1))ϕ′(p−cu−1(g′)−1)dg′du∫
NG1 (Zp)
ϕ′(p−cu−1)du
=
∫
G11(Qp)
fφdκ,p(ι(g
′, 1))ϕ′((g′)−1)dg′.
By Corollary 4.28, we can evaluate the last integral as follows. We denote
I(κ) =
∫
G11(Qp)
ακ,p(−p−2s g + 1
2
∆)ϕ′(g−1)dg, I(κ′) =
∫
G11(Qp)
ακ′,p(−p−2s g + 1
2
∆)ϕ′(g−1)dg
Note that the support of ϕ′ is BG1(Qp)w4NG1(Qp), we can write an element g ∈ G11(Qp) in this set as
g =
(
a b
c d
)
= m(A)u(B)J4u(B
′).
As such, ϕ′(g−1) = θ−1(−A−t) = θ(c). Therefore, we have
I(κ) =
∫
g+1∈p−2sM4×4(Zp)
ακ,p(−p
2s
2
(
b a+ 1
d+ 1 c
)
)θ(c)dg
= p−6c
∫
g+1∈p−2sM4×4(Zp)
1p−cM2×2(Zp)(−p2sb)1p−cM2×2(Zp)(−p2s(a + 1))α1,κ,p(−
p2s
2
c)θ(c)dg
= p16sθ−1(−2p−2s)
∫
M2×2(Qp)
α2,κ,p(c)θ(c)dc.
(similar formula for I(κ′)) The evaluation of this last integral is given in the next lemma, whose proof
follows quite closely [Liu15b, Section 5.7]. For any finite order character χ of Z×p , we define χ
◦ = 1 if
χ is the trivial character and χ◦ = 0 otherwise. G(χ) is the Gauss sum of χ. Recall that θi(p) = αi,
θi|Z×p = κi and κ˜2 = κ2( ·p)c
′(κ2).
Lemma 4.29. We have
(1) ∫
M2×2(Qp)
α2,κ,p(c)θ(c)dc =
(
(1− 1
p
)(−1)κ◦1 1− κ
◦
1α
−1
1
1− κ◦1α1p−1
G(κ1)α
−c′(κ1)
1
)
×
(
(1− 1
p
)(−1)κ◦2 1− κ
◦
2p
−1
1− κ◦2α2p−1
G(κ˜2)α
−c′(κ2)
2 ε(p
c′(κ2))p−c
′(κ˜2)
)
;
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(2) ∫
M2×2(Qp)
α2,κ′,p(c)θ(c)dc = 0.
Proof. By the support of ϕ′, only those upper triangular matrices c contribute to the integral in the
lemma. Moreover, α2,κ,p(c) = α2,κ,p(c
′) where c− c′ ∈ Sym2×2(Zp). Thus we can evaluate the integral
by considering only those diagonal matrices c = diag(c1, c2). First we compute α2,κ,p(c). Write a
matrix
(
x y
y z
)
∈ Sym2×2(Zp):
α2,κ,p(c) =
∫
Sym2×2(Zp)
(κ1κ
−1
2 )(x)κ˜2(xz − y2)ep(−(c1x+ c2z))dxdydz
=
∫
Zp
∫
Zp
κ1(x)ep(−c1x− c2y2x−1)dxdy
∫
Zp
κ˜2(z)ep(−c2z)dz.
First assume that κ˜2 is a non-trivial character, then
∫
Zp
κ˜2(z)ep(−c2z)dz = p−c′(κ˜2)G(κ˜2)κ˜−12 (pc′(κ˜2)c2).
Now we have
α2,κ,p(c) = p
−c′(κ˜2)G(κ˜2)κ˜−12 (p
c′(κ˜2)c2)p
−c′(κ˜2/2)ε(pc
′(κ˜2))(
pc
′(κ˜2)c2
p
)c
′(κ˜2)
∫
Zp
κ1(x)(
x
p
)c
′(κ˜2)ep(−c1x)dx.
We then integrate on the variable c2:∫
Qp
α2,κ,p(diag(c1, c2))θ2(c2)dc2 = p
−c′(κ˜2)/2G(κ˜2)ε(pc
′(κ2))α
−c′(κ2)
2 (1−
1
p
)
∫
Zp
κ1(x)(
x
p
)c
′(κ˜2)ep(−c1x)dx.
Note that the product before the above integral is exactly the product in the second big bracket in
the lemma for the case κ˜2 non-trivial.
Next we assume κ˜2 = 1, then
∫
Zp
κ˜2(z)ep(−c2z)dz = −p−11p−1Zp(c2) + (1 − p−1)1Zp(c2). Then the
integration on c2 gives∫
Qp
α2,κ,p(diag(c1, c2))θ2(c2)dc2 =
(
(−p−1/2)ε(p)θ−12 (p)(1−
1
p
)1c′(κ2( ·p ))=0
∫
Zp
θ1(x)ep(−c1x)dx
)
+
(
(1− 1
p
)2
1
1− α2p−11c
′(κ2)=0
∫
Zp
θ1(x)ep(−c1x)dx
)
.
The term in the first big bracket corresponds to the case κ2 = (
·
p
) whiles the term in the second
bracket corresponds to the case κ2 = 1. Moreover, the product before each integral in each bracket is
exactly the formula given in the lemma.
The integration on the variable c1 is exactly the same as in the case of c2 (in fact simpler than c2).
The case of κ′ is similar to κ. We thus omit the calculation. 
In summary we get the following
Corollary 4.30. We set s = −c = −c(κ), then for any ϕ ∈ π and ϕ′ ∈ π such that 〈eϕ, ϕ′〉 6= 0, we
have
Zp((eϕ)p, ϕ
′
p, fφdκ,p)
〈(eϕ)p, ϕ′p〉
= (1− (−1
p
)
1
p
)p−5cα−2c1 α
−2c
2 κ1(
1
2
)κ2(
1
2
)
×
(
(1− 1
p
)(−1)κ◦1 1− κ
◦
1α
−1
1
1− κ◦1α1p−1
G(κ1)α
−c′(κ1)
1
)
×
(
(1− 1
p
)(−1)κ◦2 1− κ
◦
2p
−1
1− κ◦2α2p−1
G(κ˜2)α
−c′(κ2)
2 ε(p
c′(κ2))p−c
′(κ˜2)
)
.
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4.5.3. Local Fourier coefficients. Next we compute the Fourier coefficients Eβ,p(1, fφ+κ,p). It is easy to
see that by Proposition 4.27:
Lemma 4.31. The local Fourier coefficient is
Eβ,p(1, fφ+κ,p) =
p−4s−13c
2
(1− (−1
p
)
1
p
)(α̂κ,p(p
−2sβ) + α̂κ′,p(p−2sβ)), ∀β ∈ Sym4×4(Q).
4.6. Summary. Recall that we fix an arithmetic point κ = (κf , k) ∈ Homcont(TG11(Zp),Q
×
p ) (k1 ≥
k2 ≥ 3). Let π be an anti-holomorphic cuspidal automorphic representation of G1(A) of type (k, Γ̂).
Moreover, we fix ϕ = ⊗vϕv ∈ π to be a factorisable automorphic form such that ϕ∞ lies in the highest
KG11,∞-type of π∞. We fix also a vector ϕ
∨ ∈ π∨ = π such that 〈ϕ, ϕ∨〉 6= 0. For each place v of Q,
we have chosen theta sections φi,κ,v ∈ S(W−i (Qv)) (i = 1, 2) as in the following
(1) if v =∞, we fix one I ∈ Iκ, then for Xk;j,l = wk;j,l√ηl,l (cf. (4.3)),
φi,∞;I(w−i ) =
√
aIX
I
i φi,∞(w
−
i );
(2) if ℓ ∤ Np, then (cf. (4.5)):
φi,κ,ℓ(w
−
i ) = 1W−i (Zℓ)(w
−
i );
(3) if ℓ|N , then (cf. (4.9)):
φi,κ,ℓ(w
−
i ) = 1S[i](w
−
i )eℓ(tr(b
t
[i]w
−
i ));
(4) if ℓ = p, then (cf. (4.5.1)):
φ1,κ,p(y1) = 1w0+C(χ)W−1 (Zp)(y1/p
s),
φ2,κ,p(y2) = 1W−2 (Zp)(y2/p
s)α̂2,κ,p(
1
2
y2ηUy
t
2/2p
2s)1pcM2×2(Zp)(y2ηUw
t
0/p
2s).
For each place v, we form the tensor product φ+κ,v = φ1,κ,v ⊗ φ2,κ,v ∈ S(W−4 (Qv)) and its image
under the intertwining operator δ is denoted by φdκ,v ∈ S(W d4 (Qv)). These sections give rise to Siegel
sections fφ?κ,v ∈ Ind
G4(Qv)
P ?(Qv)
(ξ1/2) (? = +, d). Their restricted tensor products over all v are denoted
by φ?κ, fφ?κ. The latter then define Siegel Eisenstein series E(·, fφ?κ). We have also studied their local
zeta integrals and local Fourier coefficients and showed that they are not identically zero and gave
explicit expressions for Fourier coefficient at∞, zeta integral and Fourier coefficient at ℓ ∤ Np and zeta
integral and Fourier coefficient at p. We put the modified local Euler factors as follows (cf. Corollary
4.9, Proposition 4.16, Lemma 4.19 and Corollary 4.30):
L∗∞(1, St(π)⊗ ξ) = L∗∞,I(1, St(π)⊗ ξ) =
Z∞(ϕk,∞, ϕ∨k,∞, fφd∞,I )
〈ϕk,∞, ϕ∨k,∞〉
;
L∗ℓ(1, St(π)⊗ ξ) = ℓ−20|det(ηU)|−2ℓ
((−1
ℓ
)ℓ5 − 1)(ℓ− 1)
(ℓ5 − 1)((−1
ℓ
)ℓ− 1) , for ℓ|N ;
L∗p(1, St(π)⊗ ξ) = (1− (
−1
p
)
1
p
)p−5cα−2c1 α
−2c
2 κ1(−1)κ2(−1)×
(
(1− 1
p
)(−1)κ◦1 1− κ
◦
1α
−1
1
1− κ◦1α1p−1
G(κ1)α
−c′(κ1)
1
)
×
(
(1− 1
p
)(−1)κ◦2 1− κ
◦
2p
−1
1− κ◦2α2p−1
G(κ˜2)α
−c′(κ2)
2 ε(p
c′(κ2))p−c
′(κ˜2)
)
.
Then we write their product as L∗Np∞(1, St(π) ⊗ ξ) =
∏
v|Np∞ L
∗
v(1, St(π) ⊗ ξ). Recall that we
have defined periods P̂ [π] and Pπ for π in Section 2.2.2. We take p-integral modular forms ϕ, ϕ∨ ∈
H3,ord
κD
(Γ̂,Oπ)[π] (cf. Section 2.2.2). Then by definition 〈ϕ, ϕ∨〉/P̂ [π] ∈ Oπ. We put these results into
the following theorem
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Theorem 4.32. Let the notations be as above. Assume Hypothesis 2.9, then we have the Rallis inner
product formula
〈Θφ1,κ(ϕ),Θφ2,κ(ϕ∨)〉O(U) = ccoh(π)
〈ϕ, ϕ∨〉
P̂ [π]
LNp∞(1, St(π)⊗ ξ)L∗Np∞(1, St(π)⊗ ξ)
Pπ
.
4.7. Theta series. We have defined sections φi,κ ∈ S(W−i (A)) as the restricted tensor product φi,κ =
⊗vφi,κ,v. In this subsection we study the algebraicity of the Fourier coefficients of the theta series
Θφi,κ for i = 1, 2 and Θφ+κ :
Θφi,κ(gi, h) =
∑
w−i ∈W−i (Q)
(
ω(gi, h)φi,κ
)
(w−i ), (gi, h) ∈ Gi(A)×O(U)(A),
Θφ+κ (g, h) =
∑
w−4 ∈W−4 (Q)
(
ω(g, h)φ+κ
)
(w−4 ), (g, h) ∈ G4(A)×O(U)(A).
We fix h ∈ O(U)(A). Recall that the Fourier coefficients Θφ+κ ,β(g, h) of the theta series Θφ+κ is
defined as
Θφ+κ ,β(g, h) =
∫
[Sym4×4]
Θφ+κ (u(x)g, h)e(−trβx)dx
=
∑
w−∈W−(Q)
∫
[Sym4×4]
ω(u(x)g, h)φ+κ (w
−)e(−tr βx)dx.
The second equality comes from the fact that ω(·, h)φ+κ (w−) for w− ∈ W−(Q) is invariant under the
action of the rational unipotent matrices u(x).
Recall that for any element in the Siegel upper half plane z = x + iy ∈ H4, we have an adelic
element gz = u(x)m(
√
y) × 1f ∈ G4(A). We then compute Θφ+κ ,β(gz, h). We have (viewing
√
y,x as
adelic elements)
ω(u(x)gz, h)φ
+
κ (w
−) = e(tr
(
(
√
y
−1w−)t(x+ x)
√
y
−1w−ηU
)
)ω(1, h)φ+κ (
√
y
−1w−)
= e(tr
(
(
√
y
−1w−)tx
√
y
−1w−ηU
)
)e(tr
(
(
√
y
−1w−)tx
√
y
−1w−
)
)ω(1, h)φ+κ (
√
y
−1w−).
Therefore we get (we put 1β(x) = 1 if x = β and = 0 otherwise.)∫
[Sym4×4]
ω(u(x)gz, h)φ
+
κ (w
−)e(−tr βx)dx = e(tr
(
(
√
y
−1w−)tx
√
y
−1w−ηU
)
)ω(1, h)φ+κ (
√
y
−1w−)
×
∫
[Sym4×4]
e(tr
(
(
√
y
−1w−)tx
√
y
−1w−ηU − βx
)
)dx
= e(tr(βx))ω(1, h)φ+κ (
√
y
−1w−)1β(
√
y
−1w−ηU(
√
y
−1w−)t).
From this, we have
Θφ+κ ,β(gz, h) = e(tr(βx))
∑
w−∈W−4 (Q)
ω(1, h)φ+κ (
√
y
−1w−)1β(
√
y
−1w−ηU (
√
y
−1w−)t).
The condition
√
y−1w−ηU(
√
y−1w−)t =
(
(
√
y−1×1f)w−
)
ηU
(
(
√
y−1×1f)w−
)t
= β means that (at the
archimedean place)
√
y
−1w−ηU(
√
y
−1w−)t = β and (at the non-archimedean place) w−ηU(w−)t = β.
This shows that
√
yβ
√
yt = β and thus tr(yβ) = tr(β). We then compute each factor ωv(1, h)φ
+
κ,v(
√
y−1w−)
of ω(1, h)φ+κ (
√
y−1w−) for all places v of Q.
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(1) For v =∞ (cf. 4.3),
ω∞(1, h∞)φ+κ,∞(
√
y
−1w−) = aI(X1h∞)I(X2h∞)Ie∞(i〈√y−1w−, J4√y−1w−〉)
= aI(X1h∞)I(X2h∞)Ie∞(i tr(βy));
(2) For ℓ ∤ Np∞,
ωℓ(1, hℓ)φ
+
κ,ℓ(w
−) = 1W−4 (Zℓ)(w
−hℓ).
(3) For ℓ|N (cf. (4.9)),
ωℓ(1, hℓ)φ
+
κ,ℓ(w
−) = φ+1,κ,ℓ(w
−
1 hℓ)φ
+
2,κ,ℓ(w
−
2 hℓ)
= 1S[1](w
−
1 hℓ)eℓ(tr(b
t
[1]w
−
1 hℓ))× 1S[2](w−2 hℓ)eℓ(tr(bt[2]w−2 hℓ)) ∈ Z[µN2ℓ ].
(4) For ℓ = p (cf. 4.5.1),
ωp(1, hp)φ
+
κ,p(w
−) = φ+κ,p(w
−hp) ∈ Z[µC(κ)].
Note that for each fixed h, the summation in Θφ+κ ,β(gz, h) is always a finite sum. Thus
Proposition 4.33. The Fourier coefficients Θφ+κ ,β(gz, h)e(−tr βz) and Θφ+i,κ,βi(gzi, h)e(−tr βizi) (i =
1, 2) are in the cyclotomic ring Zp[µN2C(κ)].
Definition 4.34. For i = 1, 2, we write Θalg
φ+
i,k
,βi
(h) for the preimage of Θφ+i,κ,βi(gzi , h) in H
0(A˜Gi,Γ̂, E(Wi))
for some algebraic representation Wi of GL2 by the map Φ(·, e) (cf. (2.3)).
Remark 4.35. Though we do not explicate the representation Wi, we know at least that it contains
a copy of Wk by the non-vanishing of the archimedean local zeta integral (cf. Corollary 4.9).
5. Transfer from GSp4 to U4
In this section, we use results of Atobe and Gan [AG16] to deduce the functoriality from the
symplectic group GSp4 to the unitary group U4.
5.1. Isogeny from GSO6 to U4. Suppose that E/Q is a quadratic imaginary extension with E =
Q(η) where η2 = −N , H : E4 × E4 → E is a Hermitian form, positive definite at ∞. Suppose also
that H is E-linear on the first variable and E-semilinear on th second variable. Suppose an E-basis of
E4 is e1, e2, e3, e4. We write GSU4, SU4,U4 for the (similitude special) unitary algebraic group defined
over Q by the Hermitian form H .
5.1.1. Exceptional morphism. Here we establish an exceptional isogeny from a similitude special uni-
tary groups GSU4 to a similitude special orthogonal group GSO6. The construction is taken from
[Gar15]. We will define the similitude special orthogonal group GSO6 later on, which depends on the
Hermitian form H .
We define a SL4(E)-invariant E-valued symmetric form 〈·, ·〉 on ∧2E4 as follows
〈x ∧ y, z ∧ w〉e1 ∧ e2 ∧ e3 ∧ e4 = x ∧ y ∧ z ∧ w, (∀x, y, z, w ∈ E4)
We define a E-semilinear isomorphism
E4 → (E4)∗ = HomE(E4, E), x 7→ (y 7→ H(y, x)).
This induces a map ∧2E4 → ∧2(E4)∗ ≃ (∧2E4)∗. We also have an E-linear isomorphism
∧2E4 → (∧2E4)∗, u 7→ (v 7→ 〈v, u〉).
Combining these, we get the following E-semilinear isomorphism
J : ∧2 E4 〈·,·〉−−→ (∧2E4)∗ → ∧2(E4)∗ ∧2H←−− ∧2E4.
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Note that GSU4(Q), as a subgroup of SL4(E), respects 〈·, ·〉. By definition, it respects also ∧2H . Thus
J commutes with GSU4(Q).
Suppose that under the basis e1, e2, e3, e4 of E
4, H is of the form H(ei, ej) = a
−1
i δi,j with 0 < ai ∈ Q
such that a1a2a3a4 = 1. By examining J(ei ∧ ej) (evaluating at ek ∧ el), we see that J2 = 1. We then
pick out the eigenspace UJ of J of eigenvalue +1. One can take the following Q-basis of UJ :
e1 ∧ e2 + a3a4e3 ∧ e4, ηe1 ∧ e2 − ηa3a4e3 ∧ e4, e1 ∧ e3 − a2a4e2 ∧ e4,
ηe1 ∧ e3 + ηa2a4e2 ∧ e4, e1 ∧ e4 + a2a3e2 ∧ e3, ηe1 ∧ e4 − ηa2a3e2 ∧ e3.
Then the symmetric form 〈·, ·〉|UJ is of the form diag(2a3a4,−2η2a3a4, 2a2a4,−2η2a2a4, 2a2a3,−2η2a2a3).
For application in this article, we can take a1 = a2 = a3 = a4 = 1. Moreover, it is easy to see
that 〈·, ·〉|UJ is Q-equivalent to the quadratic form ηU = diag(N2/2, N2/2, N2/2, N2/2, N/N1, N1) with
0 6= N1 ∤ Np (using simple properties of Hilbert symbols and density of Q in A). Therefore, the or-
thogonal groups O(〈·, ·〉) and O(ηU) defined by these quadratic forms are isomorphic over Q. We will
thus identify these two groups and also their automorphic forms and Hecke algebras without further
comment.
5.2. L-groups and L-parameters. In this subsection we review some facts on the L-groups and
L-parameters of groups that will be used in the sequel.
We define the orthogonal group Ok(C) to be {g ∈ GLk(C)|gtwkg = wk} where wk is the anti-
diagonal matrix with 1 on the anti-diagonal. One defines also the special orthogonal group SOk(C),
the similitude group GOk(C) = {g ∈ GLk(C)|gtwkg = ν(g)wk} and the similitude special group
GSOk(C) = {g ∈ GOk(C)|det(g) = ν(g)k/2} if k is even and = GOk(C) if k is odd.
The L-group of the similitude symplectic group GSp4(F ) is GSp4(C). Recall that the standard
representation of GSp4(C) is given as follows ([RS07, Appendix 7, pp.286-287]): write V = (C
4, 〈·, ·〉)
for the symplectic vector space such that under the standard basis {e1, e2, e3, e4} the symplectic form
is J4. This gives rise to the similitude isometry group GSp4(C). Consider the exterior square ∧2V of
V on which GSp4(C) by
ρ(g)(v ∧ u) := ν(g)−1(gv) ∧ (gu)
for g ∈ GSp4(C) and v∧u ∈ ∧2V. We define a bilinear form on ∧2V as follows: for any v∧u, v′∧u′ ∈
∧2V, we set (v ∧ u, v′ ∧ u′) := 〈v, v′〉〈u, u′〉 − 〈v, u′〉〈v′, u〉 and then extend to the whole ∧2V by
bilinearity. It is clear that this is a symmetric form and
(v ∧ u) ∧ (v′ ∧ u′) = (v ∧ u, v′ ∧ u′) · e1 ∧ e2 ∧ e3 ∧ e4 ∈ ∧4V.
Therefore an element g ∈ GSp4(C) is sent to an element in SO6(C), the isometry group of (∧2V, (·, ·)).
Consider the basis of ∧2V:
{E1 = e1 ∧ e2, E2 = e1 ∧ e4, E3 = e1 ∧ e3, E4 = −e2 ∧ e4, E5 = e2 ∧ e3, E6 = e3 ∧ e4}.
It is easy to verify that the symmetric bilinear form of ∧2V under this basis is the anti-diagonal matrix
w6. Note that GSp4(C) is generated by J4, m(a)diag(12, ν · 12) for a ∈ GL2(C) and ν ∈ C×, and u(b)
for b a symmetric matrix. Then one can verify case by case that the subspace of ∧2V generated by
the vector E3−E4 = e1∧e3+e2∧e4 is invariant under the action of these elements, thus this subspace
is invariant under the action of GSp4(C). Now consider its orthogonal complementary subspace X of
∧2V generated by the basis
{E ′1 = E1, E ′2 = E2, E ′3 = (E3 + E4)/
√
2, E ′4 = E5, E
′
5 = E6}.
Then the symmetric bilinear form (·, ·)|X is w5 under this basis. Therefore, one obtains the standard
representation of GSp4(C):
ρst : GSp4(C)→ SO5(C).
By the definition of the action ρ, ρst factors through PGSp4(C) = PSp4(C). As in [RS07, p.287], one
verifies that ρst is surjective. This representation is used in the definition of the standard L-functions
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of Siegel modular forms of genus 2. Note that the similitude factor does not play a role in the standard
representation of GSp4(C).
We can modify the action ρ of GSp4(C) on ∧2V without dividing out the similitude factor:
ρ′(g)(v ∧ u) := gv ∧ gu.
In the same manner GSp4(C) acts on X via ρ
′. Thus we get a surjective morphism
ρ′st : GSp4(C)→ GSO5(C)
whose kernel is {±14}. Therefore one identifies GSp4(C) with the similitude spin group GSpin5(C).
Moreover the images of elements in the standard torus of GSp4(C):
ρ′st(diag(t1, t2, t/t1, t/t2)) = diag(t1t2, tt1/t2, t, tt2/t1, t
2/(t1t2)).
This representation will be used in expressing theta lift of unramified representations in terms of
Langlands parameters.
The dual group of the similitude special orthogonal group GSO6(F ) is the similitude spin group
GSpin6(C) ([Xu18, p.81]). One can use the above construction to show that GL4(C) is isomorphic to
GSpin6(C). Indeed, the representation ρ
′ of GSp4(C) on ∧2V extends to GL4(C). This time we get
a surjective morphism ρ′st : GL4(C)→ GSO6(C), whose kernel is {±14} and ρ′st(g) = det(g).
Similarly, under the basis {E1, · · · , E6} of ∧2V, we have:
ρ′st(diag(λ1, λ2, λ3, λ4)) = diag(λ1λ2, λ1λ4, λ1λ3, λ2λ4, λ2λ3, λ3λ4)
and under the basis {E ′1, · · · , E ′5, i(E3 − E4)/
√
2} of ∧2V (note that under this basis, the symmetric
bilinear form (·, ·) becomes diag(J5, 1)):
ρ′st(diag(t1, t2, t/t1, t/t2)) = diag(t1t2, tt1/t2, t, tt2/t1, t
2/(t1t2), t).
The L-group of GSO6(F ) = GSO(U) depends on whether V is split over F or not. If U is split over
F , i.e., GSO(U) ≃ GSO3,3(F ), then LGSO(U) = GSpin6(C) × ΓE/F . If U is not split over F , i.e.,
GSO(U) ≃ GSO4,2(F ), then LGSO6(F ) = GSO6(C) ⋊ ΓE/F where the Galois group ΓE/F = {1, c}
acts on GSO6(C) by c(g)c := J4g
−tJ−14 . Note that c fixes each element of GSp4(C) up to a scalar (the
similitude factor). The action of ΓE/F on GSpin6(C) ≃ GL4(C) descends to GSO6(C) as follows. We
write
ǫ = −diag(12,m2, 12) ∈ O6(C)\SO6(C).
Then we have ρ′st(J4) = −ǫw6 = −w6ǫ. Moreover, for any g ∈ GL4(C), ρ′st(g−t) = ρ′st(g)−t. Thus
ρ′st(c(g)) = (ǫw6)ρ
′
st(g)
−t(ǫw6)−1 = ν(ρ′st(g))ǫρ
′
st(g)ǫ
−1 = det(g)ǫρ′st(g)ǫ.
In other words,
Lemma 5.1. The element c ∈ ΓE/F acts on GSO6(C) by conjugation by ǫ up to the similitude factor.
The conjugate action of ǫ on GSO6(C) lifts to the action c on GL4(C) up to the determinant factor.
To have a uniform expression for the cases split and non-split, we write in both cases the L-group
of GSO6(F ) as
LGSO6(F ) = GSpin6(C)⋊ ΓE/F .
It should be kept in mind that when U is split over F , this is a direct product.
Remark 5.2. (1) We discuss the relation between O6(C) and SO6(C) and the related similitude
groups as well as (similitude) spin/pin groups, which will be useful later on when we express
the theta lift of unramified representations in terms of Langlands parameters. We define a
morphism µ : O6(C)→ {0, 1} where µ(g) = 0 if det(g) = 1 and µ(g) = 1 otherwise. Then we
can define an isomorphism
O6(C)
∼−→ SO6(C)⋊ {1, ǫ}, g 7→ (gǫµ(g), ǫµ(g)).
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Here ǫ acts on SO6(C) by conjugation. One can extend µ to GO6(C), the Pin group Pin
+
6 (C)
and the similitude Pin group GPin+6 (C) as follows: if det(g) = ν(g)
3, then µ(g) = 0, otherwise
µ(g) = 1. Using this µ, one obtains similar isomorphisms
GO6(C) ≃ GSO6(C)⋊ {1, ǫ}, Pin+6 (C) ≃ Spin6(C)⋊ {1, ǫ˜},
GPin+6 (C) ≃ GSpin6(C)⋊ {1, ǫ˜} ≃ GL4(C)⋊ ΓE/F
Here ǫ˜ ∈ Pin+6 (C) is any element that is mapped to ǫ under the natural projection.
(2) We define the adjoint representations ρad of GSp4(C)×ΓE/F and GL4(C)⋊ΓE/F as follows. We
define a symmetric bilinear form on M4×4(C) by (X, Y ) := tr(XY ). The action of GL4(C) on
M4×4(C) is defined to be ρad(g)(X) = g ·X := gXg−1. The action of c ∈ ΓE/F is ρad(c)(X) =
−J4X tJ−14 . It is clear that the action of GL4(C)⋊ΓE/F preserves the bilinear form. There is a
subspace of M4×4(C) of dimension 5 defined to be V˜ = {X ∈ M4×4(C)|J4X tJ−14 = X, tr(X) =
0}. It is easy to verify that V˜ is invariant under GSp4(C)×ΓE/F . Moreover, this representation
ρad of GSp4(C) is isomorphic to the standard representation ρst : GSp4(C) → SO5(C). One
sees by definition that ρad(c)(X) = −X for X ∈ V˜. This is compatible with the conjugate
action of ǫ on the subspace V˜′ of the Lie algebra so6(C) = {X ∈ M6×6(C)|X tw6 = −w6X}
defined by V˜′ = {X|ρ′st(J4)X tρ′st(J4)−1 = X}. Indeed, let’s write w = ρ′st(J4) = wt. Then for
any X ∈ V˜′, ǫX = w6wX = w6(wX)t = w6X tw = −Xw6w = −Xǫ. Note that c, resp., ǫ acts
on the 1-dimensional subspace C · 14 ⊂ M4×4(C), resp., C · 16 ⊂ gso6(C) as ρad(c)(14) = −14,
ρst(ǫ)(16) = 16.
The dual group of U4(F ) is GL4(C) ≃ GSpin6(C). The L-group of U4(F ) depends also on whether
V is split over F or not. If U is split over F ,then E ≃ F ⊕ F . In this case, U4(F ) ≃ GL4(F ) (also
an isomorphism for both groups as algebraic groups), thus the L-group of U4(F ) is just
LU4(F ) =
GL4(C) × ΓE/F . If U is not split over F , then E/F is a quadratic field extension. In this case,
LU(F ) = GL4(C) ⋊ ΓE/F where c acts on GL4(C) by c(g)c := J4g
−tJ−14 (the same as in the case of
GSO6(F )). As in the case of GSO6(F ), we write the L-group of U4(F ) as GL4(C) ⋊ ΓE/F for both
cases where the semi-direct product is understood to be direct product when U is split over F .
From the above discussion, we have the following identification of L-groups:
LU4(F ) ≃ LGSO6(F ) ≃ GSpin6(C)⋊ ΓE/F ≃ GL4(C)⋊ ΓE/F .
5.3. Local theta lift from GSp+(V ) to GSO(U). Let F be the local field Qv. Now we consider the
subgroup GSp+(V ) of GSp(V ) over F consisting of elements g such that ν(g) ∈ ν(GSO(U)).
One has the following ([GT11, Proposition 2.3])
Proposition 5.3. Suppose that π is a supercuspidal representation of GSp+(V ), then Θ(π) is ei-
ther zero or is an irreducible representation of GSO(U). Moreover, if π′ is another supercuspidal
representation of GSp+(V ) such that Θ(π) = Θ(π′) 6= 0, then π = π′.
5.3.1. Unramified local theta lift from GSp+4 to GSO4,2, non-archimedean case. Suppose F is non-
archimedean and that −N is a non-square in F , then U is F -equivalent to the quadratic space
F (
√−N)⊕H2 where H is the split hyperbolic plane. Thus GSO(U) ≃ GSO4,2.
The results for the theta lift can be found in [Mor14, Theorem 6.21]. Concerning the theta lift of
unramified representations, we can proceed as follows. We define a map µ˜ : WF → {0, 1} by µ˜(g) = 0
if ξ(g) = 1 and µ˜(g) = 1 otherwise. We then define a morphism of L-groups
ι : LGSp4(F ) = GSpin5(C)× ΓE/F → LGSO6(F ) = GSpin6(C)⋊ ΓE/F ,
(g, σ) 7→ (diag(g, ν(g))B′, σ)
56
where the subscript B′ means that we consider the element diag(gξ(σ), 1) under the basis B′ =
{E ′1, · · · , E ′5, (E3 − E4)/
√
2} of ∧2V. For ξ(σ) = −1, it is easy to see that under the basis B =
{E1, · · · , E6} of ∧2V, the element diag(ξ(σ)15, 1)B′ becomes diag(−12,−J2,−12)B = ǫ.
One verifies that:
Lemma 5.4. The map ι is a morphism of groups.
Proof. It suffices to show that ǫ˜ commutes with each element in the image of GSpin5(C) in GPin
+
6 (C).
By Lemma 5.1, ǫ˜ acts by conjugation on GSpin6(C) = GL4(C) via the action of c. Now for any
g ∈ GSp4(C), we have c(g) = J4g−tJ4 = g. We conclude that ǫ˜ commutes with each element of
GSpin5(C) viewed as subgroup of GPin
+
6 (C). 
We can interpret the above morphism in terms of classical groups: for µ˜(σ) = 1, i.e., ξ(σ) = −1,
we have (be careful about the definition of the Ei’s):
(ρ′st)
−1(diag(−12,−J2,−12)Bǫ˜µ˜(σ)) = (ρ′st)−1(−16) = i · 14 ∈ GL4(C).
We write A for this element. Then the above morphism becomes
ι : LGSp4(F ) = GSp4(C)× ΓE/F → LGSO6(F ) = GL4(C)⋊ ΓE/F , (h, σ) 7→ (hAµ˜(σ), σ).
Note that the morphism ι is independent of whether U is split over F or not.
Now we have ([Mor14, Corollary 6.23]):
Theorem 5.5. Let π = π(s) be an unramified, resp., twisted Steinberg representation of GSp4(F )
corresponding to the semi-simple class s ∈ GSp4(C) × ΓE/F and π+(s) an irreducible constituent of
π|G. Then Θ∗(π(s)) := Θ(π+(s)) is the unramified, resp., twisted Steinberg representation GSO6(F )
corresponding to the semi-simple class ι(s) ∈ GL4(C) ⋊ ΓE/F . More precisely, suppose that π(s) is
the unique irreducible unramified submodule of IndB(χ1, χ2, χ) and set t1 = χ1(ωF ), t2 = χ2(ωF ),
t = χ(ωF ), the Satake parameter of π is
s = (diag(t, t1t, t1t2t, t2t), σ) ∈ GSp4(C)× ΓE/F ,
then the Satake parameter of Θ∗(π(s)) is
ι(s) = s · (Aµ˜(σ), 1) =
{
(i · diag(t, t1t, t1t2t, t2t), σ) if ξ(σ) = −1,
(diag(t, t1t, t1t2t, t2t), σ) otherwise.
In terms of L-factors, if π is unramified, we have
L(s,Θ∗(π), st) = L(s, St(π)⊗ ξ)(1− ℓ−s)−1.
5.3.2. Local theta lift from GSp+4 to GO3,3, non-archimedean case. Suppose that F is non-archimedean
and −N is a square in F , then U is F -equivalent to the quadratic space H3 and thus GO(U) ≃ GO3,3.
The results for the theta lift can be found in [GT11, Theorem 8.3]. Concerning the theta lifts of
unramified representations, we have ([GT11b, Corollary 12.3]):
Theorem 5.6. Let π = π(s) be an unramified representation of GSp4 corresponding to the semi-simple
class s ∈ GSp4(C) = LGSp4, then Θ(π(s)) is the unramified representation of GSO3,3 corresponding
to the semi-simple class ι(s) ∈ GL4(C)×GL1(C) = LGSO3,3. In terms of L-factors, we have
L(s,Θ(π), st) = L(s, St(π)⊗ ξ)ζF (s)
where we note that the character ξ is in fact a trivial character and ζF (s) = (1 − ℓ−s)−1 is the usual
Euler factor.
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5.3.3. Archimedean theta lift from GSp+4 to GO6. For the case F = R, the group GO(U) is just
GO6 = GO6(R). Moreover, it is easy to see ν(GO6(R)) = R
× and thus GSp+4 = GSp4(R). The results
for this theta lift can bu found in [Pau05]. For the completeness of the article and the convenience of
the reader, we reproduce the relevant results of [Pau05]. See also [Mor14, Section 7].
We first recall the classification of discrete series representations of Sp4(R). We have the characters
e1, e2 of TSp4. Then the set of roots of Sp4 is Σ = {±e1 ± e2,±2e1,±2e2}. A set of positive compact
roots is Σ+c = {e1 − e2}. Then positive root systems containing Σ+c are the following ones
Σ+1 = {e1 − e2, 2e1, e1 + e2, 2e2}, Σ+2 = {e1 − e2,−2e1,−e1 − e2,−2e2},
Σ+3 = {e1 − e2, 2e1, e1 + e2,−2e2}, Σ+4 = {e1 − e2, 2e1,−e1 − e2,−2e2}.
The corresponding sets of dominant weights are (i = 1, 2, 3, 4) (recall that 〈ej , ek〉 = 2δj,k)
Xi = {(λ1, λ2) ∈ Z2|〈λ1e1 + λ2e2, α〉 > 0, ∀α ∈ Σ+i }.
The Harish-Chandra parameter of the discrete series representations of Sp4(R) is then the union⋃
iXi. Moreover, X1 parameterizes holomorphic discrete series representations, X2 parameterizes
anti-holomorphic discrete series representations while X3
⋃
X4 parameterizes generic discrete series
representations.
We then recall the classification of discrete series representations of SO6(R). We have the characters
e′1, e
′
2, e
′
3 of TSO6 . The set of roots of SO6 is Σ
′ = {±ei ± ej|1 ≤ i < j ≤ 3}. A set of positive compact
roots is Σ′+c = {e′i ± e′j |1 ≤ i < j ≤ 3}. Then the positive root system compatible containing Σ′+c is
Σ′+ = Σ′+c . The corresponding set of dominant weights are
X ′ =
{
(λ1, λ2, λ3) ∈ Z3|〈λ1e′1 + λ2e′2 + λ3e′3, α〉 > 0, ∀α ∈ Σ′+
}
=
{
(λ1, λ2, λ3) ∈ Z3|λ1 > λ2 > |λ3|
}
.
If π is a discrete series of Sp4(R) in Σ
+
1 , resp. Σ
+
2 of weight (λ1, λ2) (such that λ1 > λ2 > 0, resp.
0 > λ1 > λ2), then by [Pau05, Theorem 15], the theta lift Θ(π) to SO6(R) is non-zero of weight
(λ1, λ2, 0). If π is in Σ
+
3 of weight (λ1, λ2) (such that λ1 > |λ2| and λ2 < 0), then again by [Pau05,
Theorem 15], the theta lift Θ(π) to SO6(R) vanishes. Similarly, if π is in Σ
+
4 , the theta lift Θ(π)
vanishes too. From this we conclude that the theta lift of a (anti-)holomorphic discrete series of
Sp4(R) to SO6(R) is non-zero while the theta lift of generic discrete series vanishes. The theta lift for
the corresponding similitude groups can be similarly discussed and the result is the same: the theta
lift of (anti-)holomorphic discrete series of GSp4(R) to GSO6(R) is non-zero while theta lift of generic
discrete series vanishes.
5.4. Transfer between GSp4(F ) and Sp4(F ), U4(F ) and SU4(F ). In this subsection, we review
some results on the transfer of representations between GSp4(F ) and Sp4(F ), U4(F ) and SU4(F ),
globally and locally ([LS86, Section 3]). In order to have a uniform treatment, we write G to be
Sp4(F ) (for F local field), Sp4(AF ) (for F global field), SU4(F ) or SU4(AF ), resp., G˜ to be GSp4(F ),
GSp4(AF ), U4(F ) or U4(AF ).
5.4.1. L-packets. Note that in any case, G is a normal subgroup of G˜. For any irreducible admissible
representation π of G and any element g ∈ G˜, we define a new representation πg of G as follows:
πg(h) := π(ghg−1) for any h ∈ G. We say that two irreducible admissible representations π and π′
of G are equivalent if π′ ≃ πg for some g ∈ G˜. We denote by L (G) the quotient set of the set of
irreducible admissible representation of G by this equivalence relation and each element in L (G) is
an L-packet of G. The usual equivalence relation on representations of G˜ defines the L-packets of G˜.
We write the set of L-packets of G˜ as L (G˜). We also write E = (G˜/G)∨ for the set of characters
of the quotient G˜/G. Moreover, we say two irreducible admissible representations π and π′ of G˜
E -equivalent if π′ ≃ π ⊗ χ for some χ ∈ E . We then write E (G˜) the set of E -equivalent classes of
irreducible admissible representations of G˜. Thus there is a canonical projection L(G˜)։ E (G˜).
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One can show the following
Lemma 5.7. For an irreducible admissible representation π˜ of G˜, its restriction to G depends only
on its class in E (G˜). Moreover, π˜|G is a direct sum of irreducible admissible representations of G.
The proof is the same as for [LS86, Lemma 3.2].
Proof. The first point follows from the definition of E (G˜).
For the second point, first assume that F is local. Let Z˜ be the center of G˜. Note that Z˜G\G˜ is
compact and abelian (as connected reductive algebraic groups, we have an F -isogeny ZG→ G˜→ 1).
By [Sil79, Theorem], one knows that π˜|Z˜G is a direct sum of irreducible admissible representations of
Z˜G. Since Z˜ acts on each irreducible factor in π˜|Z˜G by scalars, we see that π˜|G is also a direct sum of
irreducible admissible representations of G. For F global, we can decompose π˜ into local components
and apply the above result. 
Remark 5.8. For F local, if π˜ is an unramified representation of G˜, then its restriction π˜|G has only
one irreducible admissible submodule which is unramified.
5.4.2. The transfer. First we assume F local. For an irreducible admissible representation π˜ of G˜, fix
π an irreducible submodule of the restriction π˜|G. Then π˜|G is a direct sum of representations of the
form πg for some g ∈ G˜. Now we can define the following map
R : E (G˜)→ L (G), π˜ 7→ π.
By the above discussion, R is well-defined and one can show by Frobenius reciprocity that R is
bijective.
Now assume F global. We say an L-packet of G is cuspidal if some element in this L-packet is a
cuspidal representation. We write L0(G) for the subset of L (G) consisting of cuspidal L-packets.
Similarly we define cuspidal equivalence classes of in E (G˜) and denote by E0(G˜) the subset of E (G˜)
consisting of cuspidal classes. Then one can show that the restriction of R to E0(G˜) is again bijective
([Sil79, Lemma 1]):
R : E0(G˜)→ L0(G).
As above, we write Z˜ for the center of G˜ and Z = G ∩ Z˜. Fix a unitary Hecke character χ˜ of Z˜ and
χ = χ˜|Z . We write ρχ for the representation of G by right translation on the space of C-valued cuspidal
square-integrable functions L20([G], χ) on which Z acts by the character χ. One can extend ρχ to a
representation ρ′χ on the same space of the group G
′ := ZG˜(F )G as follows: for any zγg ∈ ZG˜(F )G
and f ∈ L20([G], χ), we set ρ′χ(zγg)f(x) := χ˜(z)f(γ−1xγg). In the same manner as ρχ, one can define
the representation ρχ˜ of G˜ on the space L
2
0([G˜], χ˜) of square-integrable functions by right translation
such that Z˜ acts on by the character χ˜. Then one has
ρχ˜ = Ind
G˜
G′(ρ
′
χ).
Moreover, ρ′χ is a direct sum of irreducible admissible representations of G
′ (with multiplicity one)
and each irreducible cuspidal representation π˜ of G˜ of central character χ˜ occurs (with multiplicity
one) in IndG˜G′(π
′) for some submodule π′ of ρ′χ. As above, for any such representation π
′ of G′, let π
be an irreducible submodule of π′|G. Then π′|G is a direct sum of πg for some g ∈ G˜. Then we see
that π and R(π˜) are in the same L-packet of G.
Now we restrict ourselves to automorphic representations. Denote by E A (G˜), resp., E A 0(G˜),
the subset of E (G˜), resp., E0(G˜), consisting of irreducible, resp., irreducible cuspidal, automorphic
representations of G˜. We denote also by L A (G), resp., L A 0(G), the subset of L (G) consisting of
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irreducible, resp., irreducible cuspidal automorphic representations of G. Using [Lang79, Propisition
2], one has
Lemma 5.9. The map R defined above induces bijections
R : E A (G˜)→ L A (G), E A 0(G˜)→ L A 0(G).
In summary, let χ˜ be a Hecke character of Z˜ and χ = χ˜|Z , then one has
Corollary 5.10. Any irreducible admissible (resp., cuspidal) automorphic representation π of G of
central character χ can be extended to an irreducible admissible (resp., cuspidal) automorphic repre-
sentation π˜ of G˜ of central character χ˜.
Remark 5.11. Since one can always extend a Hecke character χ of Z to a character χ˜ of Z˜, the
above corollary shows that we can always extend an irreducible admissible (resp., cuspidal) automorphic
representation of G of central character χ to an irreducible admissible (resp., cuspidal) automorphic
representation π˜ of G˜. Moreover, for any irreducible cuspidal automorphic representation π˜ of G˜, all
the irreducible submodules of π˜|G have the same unramified local components and thus the same partial
L-function.
For an automorphic form f on G(AF ), we can extend it to an automorphic form f˜ on G˜(AF ) as
follows: for g = g1g2 with g1 ∈ G˜(F ) and g2 ∈ G(AF ), we set f˜(g) = f(g2), otherwise, f˜(g) = 0.
5.5. Theta lift from GSp4 to U4. In this subsection, we use the previous results on the theta lift of
the reductive dual pair (GSp+(V ),GSO(U)) to deduce the transfer/theta lift from GSp4 to U4.
Let π = ⊗′vπv be a cohomological cuspidal irreducible automorphic representation of GSp4(A) of
Iwahori level Npm and of trivial central character. Let f ∈ π be an automorphic form which is
p-integral. Write f+ its restriction to Sp4(A). The theta lift Θφ(f+) to SO6(A) can be viewed as an
automorphic form on SU4(A) and then extended by zero to an automorphic form on U4(A) (see below
Remark 5.11), which we denote by Θ∗φ(f). Then write Θ
∗(π) = {Θ∗φ(f)|f ∈ π, φ ∈ S(W−4 (A))} for
the transfer of the representation π on GSp4(A) to U4(A). In terms of automorphic representations,
write π+ for an irreducible submodule of π+. Then π+ = ⊕i∈I(π+)gi and all these (π+)gi are in the
same L-packet of Sp4(A). Then Θ
∗(π) =
∑
iΘ((π
+)gi) with gi ∈ GSp4(A) as representations of U4(A)
(Lemma 5.9 and Corollary 5.10).
To see the relation of the Langlands parameters of unramified components of π and Θ∗(π), we
proceed as follows: for any unramified local component πv on GSp4(Qv) of π, let π
+
v be the unique
irreducible admissible unramified submodule of (πv)+, the restriction of πv to GSp
+
4 (Qv). Suppose
that π+v corresponds to the semi-simple class s(πv) ∈ GSp4(C) ⋊ ΓEv/Qv , then for any irreducible
submodule Θ∗(π)+ of Θ∗(π), its unramified local component (Θ∗(π)+)v corresponds to the semi-simple
class ι(s(πv)) ∈ GL4(C) ⋊ ΓEv/Qv (Theorems 5.5 and 5.6). The same result holds for the Steinberg
components of π and Θ(π) by the same theorems.
We summarize the discussion into the following:
Theorem 5.12. Let π be a cohomological cuspidal irreducible automorphic representation of GSp4(A)
of Iwahori level Npm. If the automorphic representation Θ∗(π) of U4(A) is not zero, let the repre-
sentations ρπ : ΓQ → GSp4(C), resp., ρΘ∗(π) : ΓQ → GL4(C) ⋊ ΓE/Q, be the Galois representations
associated to π, resp., Θ∗(π). Then ρΘ∗(π)(σ) = (ρπ(σ), σ), where σ is the image of σ under the
projection ΓQ → ΓE/Q. The adjoint representations of ρπ and ρΘ∗(π) are related by
ad(ρΘ∗(π))|V˜ = ad(ρπ)|V˜ × ξ.
Here V˜ is the subspace of M4×4(C) defined in Remark 5.2.
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6. Selmer groups, congruence ideals and L-values
In this section, we first establish morphisms between the Hecke algebras and universal deformation
rings on GSp4 and U4. This permits us to relate Selmer groups to congruence ideals and finally using
theta correspondence we get an identity of the characteristic element of the Selmer group and the
special L-value.
6.1. Hecke algebras and Galois representations. In this subsection we will establish homomor-
phisms of Hecke algebras and Galois representations on the groups GSp4 and U4 using the theta lift
in the preceding section.
6.1.1. Case: GSp4. Recall that we have defined Hecke operators on G = GSp4: for any Z-algebra R,
the spherical Hecke operator H(G(Qℓ), G(Zℓ), R), the dilating Iwahori operator H−(G(Qℓ), IG,p, R).
Then the abstract global Hecke algebra of G(Q) is the restricted tensor product:
Hs(R) = (
⊗
ℓ∤Np
′H(G(Qℓ), G(Zℓ), R)
⊗
H−(G(Qℓ), IG,p, R).
Moreover, we define the Hecke polynomial as
Pℓ(X) = X
4 − T (2)ℓ,0 (ℓ)X3 + (T (2)ℓ,0 (ℓ)− T (2)ℓ,1 (ℓ2)− ℓ2T (2)ℓ,2 (ℓ2))X2 − ℓ3T (2)ℓ,0 (ℓ)T (2)ℓ,1 (ℓ2)X + ℓ6T (2)ℓ,2 (ℓ2)2.
We have also defined the space of cuspidal automorphic forms Sk(Γ̂, R) on GSp4(A) of weight k,
with coefficients in R and invariant under Γ̂. To avoid possible confusion of notations with the case
of U4, we add a superscript ‘s’ to this space: S
s
k(Γ̂, R). Then H
s(R) acts on the space Ssk(Γ̂, R) and
the image of Hs(R) in EndR(S
s
k(Γ̂, R)) is denoted by T
s
k(Γ̂, R). Suppose moreover that R is p-adically
complete, then as in Section 2, we have the idempotent element e ∈ Tsk(Γ̂, R) and also the ordinary
parts Ts,ordk (Γ̂, R) := eT
s
k(Γ̂, R) and S
s,ord
k (Γ̂, R) := eS
s
k(Γ̂, R). Finally we write S
s,ord(Γ̂∞, R) for the
space of ordinary p-adic modular forms on GSp4(Q), which is the projective limit of S
s,ord(Γ̂(N, pm), R)
for m ∈ Z>0 (in [Pil12, The´ore`me 2.1(2)], it is denoted by Vord,∗cusp ). This is a finite free module over Λs
where Λs is the Iwasawa weight algebra given by
Λs := O[[T (1 + pZp)]] ≃ O[[X1, X2, X3]],
diag(12−i, (1 + p) · 1i, (1 + p)2 · 12−i, (1 + p) · 1i) 7→ 1 +Xi+1 (i = 0, 1, 2)
We then define the big ordinary Hecke algebra Ts,ord(Γ̂∞,O) as the image of Hs ⊗Z Λs in the endo-
morphism algebra EndO(Ss,ord(Γ̂∞,O)) (in [Pil12] below The´ore`me 6.1, it is denoted by T˜).
Next we recall several properties of the Galois representation associated to an automorphic represen-
tation of GSp4(A). Let π = ⊗vπv be a cohomological cuspidal irreducible automorphic representation
of GSp4(A) of weight k = (k0, k1, k2) with k1 ≥ k2. Moreover, assume that π is not CAP, π∞ is a
discrete series holomorphic representations of GSp4(R) and πℓ is unramified outside Np and Steinberg
representation at p (by [RS07, Tables 1 and 15], πp has a unique vector fixed by the Iwahori sub-
group Iw0,1p of GSp4(Zp)). Then there is a p-adic Galois representation ρπ : ΓQ → GSp4(O) associated
to π ([Tay93, GT05, Jor12, Wei05]). Then for any local component πℓ, we have an isomorphism of
semi-simplified Weil-Deligne representations
(6.1) WD(ρπ|Dℓ)ss ≃ ι(rec(πℓ ⊗ | · |−3/2)ss).
Here rec is the local Langlands correspondence for GSp4, Dℓ is the decomposition group at ℓ, and
ι : C ≃ Qp is the isomorphism fixed since the beginning ([Jor12, Theorem A]). On the other hand, we
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can relate the Frobenius to the Hecke polynomial as follows ([Wei05, Theorem I]): let X be a variable
and Frℓ the Frobenius element at ℓ, if ℓ ∤ Np, then
det(X − Frℓ, ρπ|Dℓ) = Pℓ(X).
Moreover, ρπ,p := ρπ|Dp is crystalline ([Fal89]). We write ρcrysπ,p = (ρπ,p ⊗ Bcrys)Dp where Bcrys is
Fontaine’s p-adic period ring and the absolute Frobenius element Fr′p acts on ρ
crys
π,p . Then we have
([Urb05, The´ore`me 1])
det(X − Fr′p, ρcrysπ,p ) = Pp(X).
Suppose that π is ordinary at p (cf. [Pil12] below The´ore`me 3.3, i.e., πp is spherical and the entries
in λπ(diag(v1u1, v2u1, u1u1, v1u2)) ∈ (Q×)4/WG have p-adic valuations {0, k2+ 1, k1+ 2, k1+ k2+ 3}).
We write these numbers as αi (i = 1, · · · , 4) with p-adic valuations 0, k2+1, k1+2, k1+ k2+3. Write
χp : Dp → Z×p for the p-adic cyclotomic character and for any a ∈ Z
×
p , ur(a) denotes the unramified
character of Dp such that ur(a)(Frp) = a. If we assume that ρπ is irreducible, then ρπ,p is conjugate
to an upper triangular representation
(6.2) ρπ,p ≃

χ1 ∗ ∗ ∗
0 χ2 ∗ ∗
0 0 χ3 ∗
0 0 0 χ4

whose diagonal entries are characters defined as χ1 := ur(α1), χ2 := ur(α2p
−k2−1)χ−k2−1p , χ3 :=
ur(α3p
−k1−2)χ−k1−2p and χ4 := ur(α4p
−k1−k2−3)χ−k1−k2−3p ([Urb05, Corollaire 1]). We write ρπ : ΓQ →
GSp4(F) to be the residual Galois representation of ρπ. Then there is a filtration (Fili)
4
i=0 on ρπ,p such
that Fili/Fili−1 = χi. We define a unipotent matrix (corresponding to the matrix ǫ in [Pil12, Section
3.4.1])
ε =

0 1 0 0
0 0 0 1
0 0 0 0
0 0 −1 0
 .
Then for ℓ|N , the restriction ρπ|Iℓ to the inertia subgroup Iℓ of ρπ has image in the unipotent subgroup
exp(Fε) ⊂ GSp4(F) by the local-global compatibility of Galois representations associated to Siegel
automorphic forms ([Sor10, Theorems A and B], [Jor12, Theorem A]) and the classification of Iwahori-
spherical representations ([RS07, Table 15]).
We define deformation functors and their universal deformation rings for ρπ,p. We write CNLO for
the category of complete noetherian local O-algebras A with maximal ideal mA such that A/mA = F.
Similarly we write ALO for the subcategory of CNLO of (complete) artinian local O-algebras. We
define deformation functors as follows
Dπ,Dk′′ : ALO → Sets
where Dπ(A) is the set of equivalence classes of liftings ρA : ΓQ → GSp4(A) of ρπ,p such that
(1) ρA is unramified outside Np;
(2) for each ℓ|N , up to a conjugation, the image ρA(Iℓ) of the inertia subgroup is contained in the
unipotent subgroup exp(Aε);
(3) there is a filtration (FilA)i on ρA lifting (Fil)i and stable under Dp;
(4) the character of Dp on Fil
A
0 /Fil
A
−1 is unramified.
For Dk′′(A), we require moreover as in [Pil12, Section 5.6] that in (3) above the character χ′i of Dp via
ρA on Fil
A
i /Fil
A
i−1 is of the form χ
′
i(σ) = Art(σ)
k′′i lifting χi for σ ∈ Ip and Art(σ) ∈ Z×p by the local
Artin map (clearly Dk′′(A) is nonempty only if k′′ ≡ (0,−k2 − 1, k1 − 2,−k1 − k2 − 3)(mod p − 1),
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which we will assume in the following). Two liftings ρA and ρ
′
A are equivalent if there is a matrix
g ∈ 14 +mA · gsp4(A) such that ρA = gρ′Ag−1. We have the following hypotheses
Hypothesis 6.1. (1) (N-Min) For each ℓ|N , the restriction to inertia group ρπ|Iℓ contains a
regular unipotent element;
(2) (RFR(2)) The images of α1, α2p
−k2−1, α3p−k1−2 and α4p−k1−k2−3 in O/̟ are mutually distinct;
(3) (BIG(2)) The image of the residual Galois representation ρπ(ΓQ) contains Sym
3(SL2(Fp)).
Then by [Til06, Proposition 2.1], The functors Dπ, resp., Dk′′ is pro-representable, say by the couple
(ρsπ, R
s
π), resp., (ρ
s
k′′ , R
s
k′′), where R
s
π, resp., R
s
k′′ , is an object in CNLO and ρ
s, resp., ρsk′′, is a Galois
representation ΓQ → GSp4(Rsπ), resp., ΓQ → GSp4(Rsk′′). We write mπ for the maximal ideal of
Ts,ord(Γ̂∞,O) associated to the residual representation ρπ and set
Tsπ := T
s,ord(Γ̂∞,O)mπ , Ssπ := Ss,ord(Γ̂∞,Qp/Zp)mπ ,
Tsk′′ := T
s,ord
k′′
(Γ̂,O), Ssk′′ := Ss,ordk′′ (Γ̂,Qp/Zp).
Using pseudo-representations, one can construct a Galois representation ρTsπ : ΓQ → GSp(Tsπ) such
that it is a lift of ρπ ([Pil12, Section 6.6]). Thus by the definition of R
s
π, we have a morphism R
s → Tsπ
of Λs-algebras (the Λs-algebra structure on Rs is given as in [Pil12, Section 5.5]). The method of
Taylor-Wiles gives ([Pil12, The´ore`me 7.1]):
Theorem 6.2. Assume Hypothesis 6.1, then the morphism Rsπ → Tsπ is an isomorphism and Tsπ is
finite flat complete intersection over Λs. The Hecke module Ssπ is a finite free T
s
π-module. Moreover,
the specialization map Tsπ ⊗Λs,k′′ O → Tsk′′ is an isomorphism. In particular, we have an isomorphism
Rsk′′ ≃ Tsk′′.
Proof. All the parts in the theorem are proved except the part that Ssπ is finite free over T
s
π. In [Pil12,
The´ore`me 7.1], it is shown that the linear dual HomO(Ssπ,O) is finite free over Tsπ. Now that Tsπ is
complete intersection, thus is Gorenstein, which implies that Ssπ is finite free over T
s
π. 
Remark 6.3. From this theorem, we see that Hypothesis 2.9 is satisfied.
6.1.2. Case U4. In the case of unitary groups, we follow closely [Ge10, Section 2]. As in [Ge10], we
are only interested in defining Hecke operators at finite places ℓ of Q that split in E/Q. Since in this
case U4(Qℓ) is isomorphic to GL4(Qℓ), thus we are essentially defining Hecke operators of GL4(Qℓ),
as we will do in the following. Suppose that ℓ splits as llc in E. Then we fix an isomorphism
ιl : U4(Zℓ)
∼−→ GL4(OE,l) ≃ GL4(Zℓ).
We can use this isomorphism ιl to carry over the Hecke theory of GL4 to U4. we write G
′ = GL4(Qℓ)
and the maximal compact open subgroup K ′ = GL4(Zℓ). We define the spherical Hecke algebra Huℓ
of G′ as the Q-algebra of finite Q-linear combinations of double cosets K ′γK ′ for γ ∈ G′. We have
several distinguished Hecke operator in Huℓ as follows ([Ge10, p.10])
T ui (ℓ) = K
′diag(ℓ · 1i, 14−i)K ′ (i = 1, 2, 3, 4).
As Q-algebras, Huℓ ≃ Q[T u1 (ℓ), · · · , T u4 (ℓ), T u4 (ℓ)−1]. Let TG′ be the standard torus of G′ and define
Huℓ (TG′) to be the Q-algebra of finite Q-linear combinations of (double) cosets of TG′(Zℓ)γ for γ ∈ TG′.
Then the Satake isomorphism identifies Huℓ with the subalgebra of H
u
ℓ (TG′) consisting of elements
invariant under the Weyl group WG′ of TG′ in G
′. We have an isomorphism of Huℓ (TG′) with the
polynomial algebra Q[w±11 , · · · , w±14 ] by sending TG′(Zℓ)diag(ℓa1 , · · · , ℓa4) to wa11 · · ·wa44 . One can
identify each morphism of C-algebras λ′ : Huℓ ⊗Q C → C to the element λ′(w1 · · ·w4) in (C×)4/WG′.
This is the Satake parameter of λ′. Since each unramified representation π′ of G′ corresponds to a λ′,
such a representation π′ has its Satake parameter λ′(w1 · · ·w4). Moreover, π′ can be embedded into
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a principal series representation IndG
′
BG′
(ξ′1, · · · , ξ′4) where ξ′1, · · · , ξ′4 are unramified characters of Q×ℓ .
Then we have λ′(w1 · · ·w4) = (ξ′1, · · · , ξ′4)(ℓ · 14) ∈ (C×)4/WG′ . The Hecke polynomial P uℓ (X) at ℓ is
defined to be
P uℓ (X) := X
4 − T u1 (ℓ)X3 + ℓT u2 (ℓ)X2 − ℓ3T u3 (ℓ)X + ℓ6T u4 (ℓ).
We define the Iwahori Hecke algebra Hu,Iwp of G
′ = GL4(Qp) for ℓ = p as follows. For any integers
c ≥ b ≥ 0, we write Iwb,cp to be the subgroup of K ′ such that
Iwb,cp ≡

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
 (mod pb), Iwb,cp ≡

1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 1 ∗
0 0 0 1
 (mod pc).
We fix a dominant algebraic character k = (k1, · · · , k4) of TG′ such that k1 ≥ k2 ≥ k3 ≥ k4. Let wG′
be the longest element in WG′. Then we define the following Hecke operators ([Ge10, p.10])
U b,ck,i = (wG′k)(diag(p · 1i, 14−i))−1Iwb,cp diag(p · 1i, 14−i)Iwb,cp , (i = 1, 2, 3, 4).
We define also the diamond operators: for each u ∈ T ′(Zp), we write 〈u〉 = Iwb,cp uIwb,cp . Then Hu,b,cp,k is
the Z-algebra generated by these U b,ck,i and 〈u〉.
We then define the global Hecke algebra Hu,p of U4(Q) Iwahori at p of character k to be the
restricted tensor product
Hu,b,ck = (
⊗
ℓ 6=p, split in E
′Huℓ )
⊗
Hu,b,cp,k .
We briefly recall the notion of automorphic forms on U4(A) as in [Ge10, Section 2.2]. As above, let
k be a dominant character of TG′ and we write M˜k for the algebraic representation Ind
G′
BG′
(wG′k)/Zp
and Mk := M˜k(Zp). For any Zp-module R, we then write S
u
k (R) for the space of functions ([Ge10,
Definition 2.2.4])
f : U4(Q)\U4(A∞)→ Mk ⊗Zp R
such that there is a compact open subgroup K˜ of U4(A
∞,p) × U4(Zp) and for any u ∈ K˜ and g ∈
U4(A
∞), we have up(f(gu)) = f(g). The group U4(A∞,p) × U4(Zp) acts on Suk (R) by (g · f)(g′) :=
gp(f(g
′g)). For any subgroup K˜ of U4(A∞,p) × U4(Zp), we then write Suk (U,R) for the K˜-invariant
submodule of Suk (R). For any compact open subgroup K˜ of U4(A
∞) such that Uℓ = U4(Zℓ) for
any ℓ split in E (including the the case p), we set K˜b,c = K˜p × Iwb,cp . If R is a Zp-algebra, we
let the above defined global Hecke algebra Hu,b,ck act on S
u
k (K˜
b,c, R) and write the R-subalgebra of
EndR(S
u
k (K˜
b,c, R)) generated by the image of Hu,b,ck as T
u
k(K˜
b,c, R). If R is only a Zp-module, we
replace R-subalgebra by Zp-subalgebra. In the Hecke algebra T
u
k(K˜
b,c, R), we consider the idempotent
element e := lim
n→∞
(
∏4
i=1 U
b,c
k,i )
n! and we define the ordinary Hecke algebra and ordinary automorphic
forms as ([Ge10, Definition 2.4.1]):
Tu,ordk (K˜
b,c, R) = eTuk(K˜
b,c, R), Su,ordk (K˜
b,c, R) = eSuk (K˜
b,c, R).
Finally we define the big ordinary Hecke algebra ([Ge10, Definition 2.4.5]):
Tu,ordk (K˜
∞,O) = lim←−−
c>0
Tu,ordk (K˜
c,c,O), Su,ordk (K˜∞,Qp/Zp) = lim−−→
c>0
Su,ordk (K˜
c,c,Qp/Zp)
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Note that Tu,ordk (K˜
∞,O) is a finite faithful algebra over Λu where
Λu = O[[T ′(1 + pZp)]] ≃ O[[Y1, Y2, Y3, Y4]],
diag(1i−1, 1 + p, 14−i) 7→ 1 + Yi, (i = 1, 2, 3, 4).
is the Iwasawa weight algebra ([Ge10, Corollary 2.5.4]).
We next recall some results on the p-adic Galois representations associated to automorphic repre-
sentations of U4(A). Let π
′ = ⊗′vπ′v be a (cuspidal) irreducible automorphic representation of U4(A)
of dominant weight k′ = (k′1, k
′
2, k
′
3, k
′
4), unramified outside Np, ordinary at p (i.e., π
′
p is Iw
0,1-spherical
and π′ ⊂ Su,ord
k′
(K˜0,1,O)). We define a group scheme over Z:
G4 = (GL4 ×GL1)⋊ {1, j}
where j(g, µ)j−1 := (µg−t, µ) for (g, µ) ∈ GL4 × GL1. Then there exists a Galois representation
ρπ′ : ΓQ → G4(O) associate to π′ ([Ge10, Section 2.7]) with certain properties introduced below. For
any finite place ℓ ∤ Np of Q split as llc in E, we have an isomorphism of semi-simplified Weil-Deligne
representations ([Ge10, Proposition 2.7.2(1)])
(6.3) WD(ρπ′ |Dl)ss ≃ ι(rec(π′ℓ ⊗ | · |−3/2)ss).
Here rec is the local Langlands correspondence for GL4 and ι : C ≃ Qp. Moreover, suppose p splits as
ppc in E and the Hecke operators U0,1
k′,i
acts on the space π′ by scalars uk′,i ∈ O× (i = 1, 2, 3, 4), then
by [Ge10, Corollary 2.7.8], if k′ is regular (i.e., k1 > k4), we have that ρπ′,p := ρπ|Dp is crystalline and
is conjugate to an upper triangular representation
(6.4) ρπ′,p ≃

χ′1 ∗ ∗ ∗
0 χ′2 ∗ ∗
0 0 χ′3 ∗
0 0 0 χ′4

whose diagonal entries are characters defined as χ′i = ur(uk′,i/uk′,i−1)χ
−k′5−i−i
p (we set uk′,0 = 1). On
the side of automorphic representations, πp is unramified and therefore ([Ge10, Lemma 2.7.5]):
det(X − Fr′p, ρcrysπ′,p) =
4∏
i=1
(X − pi−1+k′5−i uk′,i
uk′,i−1
).
Here Fr′p and ρ
cryst
π′,p are defined as in the case of GSp4.
Next we define deformation functors and universal deformation rings of the residual representation
ρπ′ as follows ([HT16, Section 2.3]):
Dπ′ ,Dπ′,k′′ : ALO → Sets
where Dπ′(A) is the set of equivalence classes of liftings ρA : ΓQ → G4(A) such that
(1) ρA is unramified outside Np;
(2) the projection of ρA|Dp to the factor GL4(A) is conjugate by an element g ∈ 1 + mAM4×4(A)
to an upper triangular representation whose diagonal entries are characters χ˜iχ
−i
p such that χ˜i
lifts the character ur(uk′,i/uk′,i−1)χ
k′5−i
p .
For Dπ′,k′′(A), we require moreover that in (2) above χ˜i is of the form χ˜i(σ) = Art(σ)k′′5−i for σ ∈ Ip
and Art(σ) ∈ Z×p by the local Artin map (of course Dπ′,k′′(A) is non-empty only if k′′ ≡ k′(mod p−1)).
Two liftings ρA and ρ
′
A are equivalent if there is an element g ∈ Ker(GL4(A) → GL4(F)) such that
ρ′A ≃ gρAg−1. If we assume that the diagonal entries χ′i in ρπ′,p are mutually distinct either on the
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Frobenius element Frp or the inertia subgroup Ip of Dp, then by [HT16, Lemma 2.6], Dπ′ is pro-
representable by (ρuπ′ , R
u
π′) where R
u
π′ is in CNLO and ρ
u
π′ : ΓQ → G4(Ruπ′). We then write mπ′ for the
maximal ideal of Tu,ord
k′
(K˜∞,O) associated to the residual representation ρπ′ and then set
Tuπ′ := T
u,ord
k′
(K˜∞,O)mπ′ , Suπ′ := Su,ordk′ (K˜∞,Qp/Zp)mπ′ .
Tuk′′ := T
u,ord
k′′
(K˜0,1,O), Suk′′ := Su,ordk′′ (K˜0,1,Qp/Zp).
Then there is a Galois representation ρTu
π′
: ΓQ → G4(Tuπ′) lifting ρπ′ and thus we have a morphism
Ruπ′ → Tuπ′ of Λu-algebras. The method of Taylor-Wiles gives ([HT16, Section 2.7]):
Theorem 6.4. Assume Hypothesis 6.1, then the morphism Ruπ′ → Tuπ′ is an isomorphism and Tuπ′
is a finite flat complete intersection over Λu. The Pontryagin dual (Suπ′)
∨ is a finite free Tuπ′-module.
Moreover, the specialization map Tuπ′ ⊗Λu,k′′ O → Tuk′′ is an isomorphism for any dominant weight
k′′ ≡ k′(mod p− 1). In particular, we have an isomorphism Ruk′′ ≃ Tuk′′.
6.2. Morphism of the transfer. Let π be an irreducible automorphic representation of GSp4(A) of
type (k, Γ̂) (holomorphic or antiholomorphic). We write π′ = Θ(π) for the theta lift of π to U4(A).
Suppose that Θ(π) 6= 0. In this subsection we define morphisms Λu → Λs, Tuπ′ → Tsπ and Ruπ′ → Rsπ.
6.2.1. Morphism of Iwasawa weight algebras. We define a map of tori T s of GSp4(Qp) and T
u of
GL4(Qp) as follows (natural inclusion):
T s → T u, diag(t0, t0t1, t0t2, t0t1t2) 7→ diag(t0, t0t1, t0t2, t0t1t2).
This induces a morphism of Iwasawa algebras
(6.5) Λu = O[[T u(1 + pZp)]]→ Λs = O[[T s(1 + pZp)]].
6.2.2. Morphism of Hecke algebras. We define a map of Hecke algebras Tuπ′ → Tsπ as follows: for any
prime ℓ ∤ N split as llc in E, the morphism of local Hecke algebras (Tuπ′)l → (Tsπ)l is given by [Ral82,
Remark 4.4(A)] (in the notation of loc.cit., for the case i = 3, n = 2). Note that in [Ral82], only the
case πℓ unramified is treated. For the case of πp Steinberg, the same result follows using Theorem
5.5 and the Satake isomorphism of Iwahori Hecke algebras. Moreover, for the diamond operators 〈u〉,
we send the image Im(O[[T u(Zp)]] 〈·〉−→ Tuπ′) to the image Im(O[[T s(Zp)]]
〈·〉−→ Tsπ) as induced by the
map T s(Zp)→ T u(Zp) defined above. This finishes the definition of the map Tuπ′ → Tsπ. Similarly we
define Tuk′′ → Tsk′′ .
6.2.3. Morphism of Galois representations. Write ΓE/Q = {1, c}. Define a group scheme G ′4 over Z by
(GL4 × GL1) ⋊ {1, c} where c(g, µ)c−1 := (µJ4g−tJ−14 , µ). It is easy to verify that the following map
is an isomorphism
G ′4 → G4, (g, µ, 1) 7→ (g, µ, 1), (g, µ, c) 7→ (gJ4,−µ, j).
Moreover, the following map is a morphism of groups:
GSp4 × ΓE/Q → G ′4, (g, x) 7→ (g, ν(g), x).
Let R be a topological ring. Then for any continuous Galois representation ρ : ΓQ → GSp4(R), we
define
Θ′(ρ) : ΓQ → G ′4(R), σ 7→ (ρ(σ), ν(ρ(σ)), σ)
where σ is the projection image of σ in ΓE/Q. Composing with the isomorphism G ′4 ≃ G4, we define
the following (cf. [CHT08, Lemma 2.1.2])
Θ(ρ) : ΓQ
Θ′(ρ)−−−→ G ′4(R) ∼−→ G4(R).
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Thus Θ(ρ) and Θ′(ρ) are isomorphic as representations of ΓE/Q.
We can relate the adjoint representations of ρ and Θ(ρ) as follows
Lemma 6.5. Suppose that
√
2 ∈ R×. We have the following isomorphisms of representations of ΓQ:
ad(Θ(ρ)) ≃ ad(Θ′(ρ)) ≃ ad(ρ)⊕ (ρst ◦ ρ⊗ ξ)
Proof. The first isomorphism is clear. For the second, let G4(R) act by adjoint action on sl4(R). Note
that c acts on sl4(R) by c(X) := −J4X tJ−14 while GL1(R) acts trivially on sl4(R). As in Remark
5.2(2), we have the following decomposition sl4(R) = V1 ⊕V2 as representations of ΓQ, where
V1 = {X ∈ sl4(R)|J4XJ−14 = −X}, V2 = {X ∈ sl4(R)|J4XJ−14 = X}.
Note that V1 = sp4(R), thus V1 is isomorphic to ad(ρ) as representations of ΓQ. On the other hand,
by definition, c acts on V2 by −1, so we see that the action of ΓQ on V2 via the adjoint action of
Θ′(ρ) is isomorphic to the action via ρst ◦ ρ⊗ ξ (in the definition of ρst, the element
√
2 is used, that
is why we suppose
√
2 ∈ R×). 
Remark 6.6. Note the difference of our decomposition given in the lemma and the one given in
[HT16, Before Theorem 7.3]. This difference comes from the fact that we use the theta correspondence
between GSp4 and GSO6 while [HT16] uses the theta correspondence between GSp4 and GSO3,3. More
explicitly, in [HT16], a Galois representation ρ : ΓQ → GSp4(R) is taken to a Galois representation
ΓQ → G ′4(R) by sending g ∈ GSp4(R) to (g, ν(g), 1) ∈ G ′4(R).
6.2.4. Morphism of universal deformation rings. We apply the map Θ to the continuous p-adic Galois
representation ρπ : ΓQ → GSp4(O).
Lemma 6.7. The representation Θ(ρπ) is a lift of ρπ′.
Proof. For any finite place ℓ ∤ N , πℓ is unramified or Steinberg. By the correspondence of Satake
parameters of local theta correspondence (Theorem 5.12), the relations of Weil-Deligne representations
and Galois representations (6.1) and (6.3), we see that Θ(ρπ)|Dl is equal to ρπ′ |Dl and thus lifts ρπ′|Dl.
Moreover, it is clear that Θ(ρπ) is unramified outside Np. 
The same argument shows that Θ(ρsπ) lifts ρπ′ , thus by the universal property of R
u
π′, there is a
natural map of O-algebras:
(6.6) Ruπ′ → Rsπ, similarly, Ruk′′ → Rsk′′.
We have the following
Lemma 6.8. The morphisms defined above are all surjective and compatible with each other:
Λu Tuπ′ R
u
π′ R
u
k′′
Λs Tsπ R
s
π R
s
k′′
∼
∼
Proof. The commutativity of the left square follows from the definition of the map Tuπ′ → Tsπ. The
commutativity of the right square is clear. For the middle square, it suffices to look at their respective
Galois representations: for each ℓ ∤ Np split in E, under the morphism Tuπ′ → Tsπ, the unramified
Galois representation ρTu
π′
|Dℓ is mapped to Θ(ρTsπ)|Dℓ by [Ral82, Section 7 ]. Similarly, by the definition
of diamond operators 〈u〉, the ordinary Galois representation ρTu
π′
|Dp is mapped to Θ(ρTsπ)|Dp. This
shows the compatibility of Tuπ′ → Tsπ with Ruπ′ → Rsπ.
We next show that Λu → Λs is surjective. Since O[[1 + pZp]] is the projective limit of the group
rings {O[(1 + pZp)/(1 + pn+1Zp)] ≃ O[Z/pnZ]}n, it suffices to show that the inclusion of the finite
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group T sn := T
s(1 + pZp)/T
s(1 + pn+1Zp) in T
u
n := T
u(1 + pZp)/T
u(1 + pn+1Zp) induces a surjective
morphism of group rings O[T un ]→ O[T sn]. This is clear since T sn is a direct summand of T un .
Finally we show that Ruπ′ → Rsπ is surjective, which also gives the surjectivity of the other two
vertical arrows. The argument is similar to [Zha18, Lemma 4.10]. For this it suffices to show that for
any object A in ALO, for any two lifts ρA and ρ′A of ρπ, if Θ(ρA) and Θ(ρ
′
A) are equivalent (conjugate
by an element in GL14(A) := Ker(GL4(A) → GL4(F))), then ρA and ρ′A are equivalent (conjugate by
an element in GSp14(A) := Ker(GSp4(A) → GSp4(F))). Suppose that there is some g ∈ GL14(A) such
that Θ′(ρ′A) = gΘ
′(ρA)g−1. We write ρA,p = ρA|Dp and ρ′A,p = ρ′A|Dp. By definition there are elements
h, h′ ∈ GSp4(A) such that the representations of Dp, ρ˜ := h−1ρA,ph and ρ˜′ := (h′)−1ρ′A,ph′ are upper
triangular. Recall that the diagonal entries of ρ˜, resp., ρ˜′, are mutually distinct characters, so there is
some element σ0 ∈ Dp such that the diagonal elements of ρ˜(σ0), resp., ρ˜′(σ0), are mutually distinct.
We can choose h, resp., h′ such that ρ˜(σ0), resp., ρ˜′(σ0), are diagonal matrices with mutually distinct
diagonal entries and are equal to each other. Since ρA,p = g
−1ρ′A,pg (note that p splits in E/Q), we
conclude that h′ = gh. This gives g = h′h−1 ∈ GSp4(A) ∩GL14(A) = GSp14(A). 
6.3. Selmer groups and congruence ideals. In this subsection we define Selmer groups for the
Galois representations ρ?k′′ with ? = s, u following the treatment in [HT16, Section 1].
Let R be an object in CNLO and ρ : ΓQ → G(R) a continuous Galois representation, unramified
outside Np, ordinary at p. Here G = GSp4,G4 or a classical subgroup of GLn. We say that ΓQ
acts on the free R-module M with M = R4, Rn according to G = GSp4,G4 or a subgroup of GLn.
By the ordinariness assumption, there is a filtration (Fili(M))i on M stable under ρDp (or ρDp if
G = G4). Assume moreover that ρDp acts by ur(ai)χ−ip on Fili(M)/Fili−1(M). We write M∨ =
HomO(M,O[1/p]/O) for the Pontryagin dual of M . We define a subspace Lp of H1(Dp,M ⊗R R∨) as
the image of
Ker(H1(Dp,Fil0(M)⊗R R∨)→ H1(Ip,Fil0(M)/Fil−1 ⊗R R∨)).
Then we define the discrete Selmer group of ρ as
Sel(ρ) = Ker
(
H1(Q,M ⊗R R∨)→
∏
ℓ 6=p
H1(Iℓ,M ⊗R R∨)×H1(Dp,M/Fil0(M)⊗R R∨)/Lp
)
.
Now let ρ : ΓQ → GSp4(R) be a continuous Galois representation as above. Then the following Ga-
lois representations also satisfies the above assumptions, ad ρ : ΓQ → GLR(sp4(R)), Θ(ρ) : ΓQ → G4(R),
adΘ(ρ) : ΓQ → GLR(sl4(R)), ρst ◦ ρ : ΓQ → SO5(R). Moreover, since adΘ(ρ) ≃ ad ρ⊕ (ρst ◦ ρ⊗ ξ), we
have the following decomposition:
Sel(adΘ(ρ)) ≃ Sel(ad ρ)
⊕
Sel(ρst ◦ ρ⊗ ξ).
Now we consider the morphism defined above ϑ : Tuk ։ T
s
k where k is the weight of π. The Hida
family of π in Tsk also gives a surjective map of O-algebras ϑπ : Tsk ։ O. Note that both Tsk and Tuk
are complete intersections over O by the R = T theorems, so we can apply [HT16, Corollary 8.6] to
conclude that
c(ϑπ ◦ ϑ) = c(ϑπ)ϑπ(c(ϑ)).
Recall that for any O-module of finite type M , M is isomorphic to a unique O-module of the form
Or×∏ji=1O/̟ri for some r, j, ri ≥ 0. Then the Fitting ideal Fit(M) ofM is 0 if r > 0 and∏ji=1̟riO
otherwise. By [HT16, Proposition 3.4], the Fitting ideal Fit
(
Sel(adΘ′(ρπ)
)
, resp., Fit(Sel(ad ρπ)) is
equal to the congruence ideal c(ϑπ ◦ ϑ), resp., c(ϑπ). Therefore we conclude
Proposition 6.9. Assume Hypothesis 6.1, then the Fitting ideal Fit(Sel(ξ ⊗ ρst ◦ ρπ)) is equal to the
congruence ideal ϑπ(c(ϑ)).
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6.4. Conclusion. Recall that we fix a p-ordinary antiholomorphic cohomological cuspidal irreducible
automorphic representation π of [G1], of trivial central character, of type (k, Γ̂) with k1 ≥ k2 ≥ 3 (π
is anti-holomorphic on G1 while it is holomorphic on G2). We assume that the Hida family T
s
π in T
s
passing through π is of weight κ = (κf , k) ∈ Hom(TG11(Zp),Q
×
p ). The Up-operators Up,c act on the
ordinary subspace eπ by the scalar ac11 a
c2
2 for all c ∈ C+. Moreover, in Section 4, we have constructed
sections φi,k ∈ S(Wi(A)) for i = 1, 2.
We show the theta lift Θφ1,κ(ϕ) is a p-integral primitive modular form on U4(A) up to a certain
power of p if ϕ ∈ π is a p-integral primitive form. In Proposition 4.33, we have shown that the Fourier
coefficients of the theta series Θφ+i,κ
are all in O, thus for each h ∈ U4(A), Θφ+i,κ(·, h)|ν(·)|
3 corresponds
to Θalg
φ+i,κ
(·, h)|ν(·)|3 ∈ H0(A˜Gi,Γ̂/O, E(V )) for some algebraic representation Wi of GL2/Q by the map
Φ(·, e) (cf. Definition 4.34, the similitude factor does not affect the p-integrality of the theta series).
Thus for any anti-holomorphic p-integral cuspidal Siegel modular form fi ∈ H3(Gi, Γ̂,O), the Serre
duality shows that for each fixed h ∈ U4(A), we have
Θ∗φi,κ(fi)(h) = 〈Θφi,k(·, h)|ν(·)|3, fi(·)〉Ser =
∫
[Gi]
fi(gi)Θφi,κ(gi, h)dgi ∈ O
(we extend Θφi,k(fi) by zero from SU4(A) to U4(A), cf. Section 5.5). Therefore, we can choose some
ν(fi) ∈ Z≥0 (which is clearly unique) such that p−ν(fi)Θ∗φi,k(fi) is primitive. We define new Schwartz
functions φ˜i,k = ⊗′vφ˜i,k,v whose local components are given by
φ˜i,k,∞ = p−ν(fi)φi,k,∞, φ˜i,k,ℓ = φi,k,ℓ, ∀ℓ.
Thus Θ∗
φ˜i,κ
(fi) = p
−ν(fi)Θ∗φi,k(fi) is a p-integral primitive modular form on U4(A). Now we take f1
and f2 to be cuspidal ordinary p-integral Siegel modular forms ϕ1 ∈ H3,ordkD (G1, Γ̂,O)[π] and ϕ2 ∈
H3,ord
kD
(G2, Γ̂,O)[π] such that 〈ϕ1, ϕ2〉 is equal to the period P̂ [π] (cf. Lemma 2.15). We have integers
ν(ϕ1) and ν(ϕ2) as above and also φ˜i,κ = p
−ν(ϕi)φi,κ whose local components are given as above. As
such we have two p-integral primitive modular forms Θ∗
φ˜i,κ
(ϕi) on U4(A). Recall from Theorem 4.32,
we have defined the modified local Euler factor L∗v(1, St(π) ⊗ ξ) for v|Np∞ which depends on φi,k,v.
Now we put
L˜∞(1, St(π)⊗ ξ) = p−ν(ϕ1)−ν(ϕ2)L∗(1, St(π)⊗ ξ), L˜ℓ(1, St(π)⊗ ξ) = L∗(1, St(π)⊗ ξ), ∀ℓ|Np.
These are the local Euler factors given by the new Schwartz functions φ˜i,k,v for v|Np∞. Taking into
account Remark 6.3 (which implies c(ϑπ) = c
coh(π)), the Rallis inner product formula now reads
Theorem 6.10. Let the notations be as above, then we have the following identity up to a unit in O:
〈Θ∗
φ˜1,κ
(ϕ1),Θ
∗
φ˜2,κ
(ϕ2)〉U4 = c(ϑπ)
LNp∞(1, St(π)⊗ ξ)L˜Np∞(1, St(π)⊗ ξ)
Pπ∨
.
By the same argument as in [Ber14, Lemma 23], one can show that the theta series Θ∗
φ˜i,κ
are both
eigenforms for the Hecke algebra Tuκ (we first show that they are eigenforms for the Hecke algebra of the
orthogonal group O(U) and then use the exceptional isogeny between the orthogonal group and unitary
group to identify their respective Hecke algebras). Therefore we see that the Siegel modular forms ϕi
give rise to Tuκ-eigenforms Θ
∗
φ˜i,κ
(ϕi). By Lemma 2.18, the Petersson product 〈Θ∗φ˜1,κ(ϕ1),Θ
∗
φ˜2,κ
(ϕ2)〉U4
generates the congruence ideal c(ϑπ ◦ϑ). Write χ(Sel(ξ⊗ ρst ◦ ρπ)) for a generator of the Fitting ideal
Fit(Sel(ξ ⊗ ρst ◦ ρπ)). Combining the above theorem with Proposition 6.9, we get the following (for
the local factors L∗Np∞(1, St(π)⊗ ξ), see Theorem 4.32):
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Theorem 6.11. Let the notations be as in the last theorem. We make the assumptions (1) Hypothesis
6.1; (2) the pairing 〈ϕ1, ϕ2〉 = P̂ [π] 6= 0 and ϕ1, ϕ2 are p-ordinary. Then we have the following identity
up to units in O:
LNp∞(1, St(π)⊗ ξ)L˜Np∞(1, St(π)⊗ ξ)
Pπ∨
= χ(Sel(ξ ⊗ ρst ◦ ρπ)).
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