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Abstract
The data collected by the L3 experiment at LEP at a centre-of-mass energy of 188.6 GeV are used to measure the W-pair
production cross section and the W-boson decay branching fractions. These data correspond to an integrated luminosity of
176.8 pb−1. The total cross section for W-pair production, combining all final states, is measured to be σWW = 16.24 ±
0.37 (stat.) ± 0.22 (syst.) pb. Including our data collected at lower centre-of-mass energies, the hadronic branching fraction
of the W-boson is determined to be B(W→ qq)= [68.20± 0.68 (stat.)± 0.33 (syst.)]%. The results agree with the Standard
Model predictions.  2000 Published by Elsevier Science B.V.
1. Introduction
Since 1996 the electron–positron collider LEP at
CERN has exceeded the centre-of-mass energy re-
quired to produce W bosons in pairs, e+e− →W+W−.
To lowest order within the Standard Model [1,2]
(SM), three Feynman diagrams contribute to W-pair
production: s-channel γ and Z-boson exchange and
t-channel νe exchange, referred to as CC03 [3–5]. The
W boson decays into a quark–antiquark pair, for ex-
ample W− → u¯d or c¯s, or a lepton–antilepton pair,
W− → ‘−ν¯‘ (‘ = e,µ, τ ), in the following denoted
as qq, ‘ν or ff in general for both W+ and W− decays.
In 1998 the L3 detector [6] collected an integrated
luminosity of 176.8 pb−1 [7,8] at a centre-of-mass
energy,
√
s , of 188.6 GeV, increasing our total W-pair
statistics by a factor of four. Cross sections are
measured for all four-fermion final states arising in
W-pair production. The total W-pair production cross
section is determined in a combined analysis. For the
1 Supported by the German Bundesministerium für Bildung,
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W-decay branching fractions, the results are combined
with our previous measurements [9].
2. Analysis of W-pair production
The selections of W-pair events are based on the
four-fermion final states from W-pair decays: ‘ν‘ν(γ ),
qqeν(γ ), qqµν(γ ), qqτν(γ ) and qqqq(γ ). Additional
contributions to the production of these final states
from other neutral-current (NC) or charged-current
(CC) Feynman diagrams are small. At the current level
of statistical accuracy the interference effects need
to be taken into account only for e+e− → ‘ν‘ν(γ )
(CC56+NC56) and e+e− → qqeν(γ ) (CC20) [3–5].
The selection criteria are similar to those used for
the data collected at
√
s = 183 GeV in 1997 [9] but
are adapted to the higher centre-of-mass energy. In the
following, only the main ideas and important changes
are described. Particular emphasis is placed on the
evaluation of systematic uncertainties.
For the identification of electrons, an energy depo-
sition in the electromagnetic calorimeter is required,
matched in azimuth with a track reconstructed in the
central tracking system. Muons are identified either as
a track reconstructed in the muon chambers pointing
back to the interaction vertex or by their minimum-
ionising-particle (MIP) signature in the central track-
ing system and calorimeters. Hadronic jets arising
from τ decays are identified using a neural network
based on topological variables: the number of tracks
and calorimetric clusters associated to the jet, the half-
opening angle of the jet, its electromagnetic energy
and its mass. The jet clustering algorithm for a hadron-
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ically decaying τ is based on geometrical clustering
inside a cone of 15◦ half-opening angle [10]. For all
other jets the Durham algorithm [11] is used. The sum
of the four-momenta of the neutrinos in semileptonic,
e+e− → qq‘ν(γ ), and leptonic, e+e− → ‘ν‘ν(γ ),
events is identified with the missing four-momentum
of the event.
The following event generators are used to simulate
the signal and background processes: KORALW [12],
HERWIG [13] and ARIADNE [14] (e+e−→WW→
ffff(γ )); EXCALIBUR [15] (e+e− → ffff(γ ));
PYTHIA [16] (e+e− → qq¯(γ ),ZZ(γ ),WW(γ ));
KK2F [17] (e+e− → qq¯(γ )); KORALZ [18] (e+e− →
µ+µ−(γ ), τ+τ−(γ )); BHAGENE3 [19] and BH-
WIDE [20] (e+e− → e+e−(γ )); TEEGG [21]
(e+e− → e+e−γ (γ )); DIAG36 [22] (leptonic two-
photon collisions) and PHOJET [23] (hadronic two-
photon collisions). The response of the L3 detector
is modelled with the GEANT [24] detector simula-
tion program which includes the effects of energy loss,
multiple scattering and showering in the detector ma-
terials and in the beam pipe. Time dependent detec-
tor inefficiencies are taken into account in the simula-
tion. The selection efficiencies are derived from Monte
Carlo simulations fixing the mass and the width of the
W boson to mW = 80.50 GeV and ΓW = 2.11 GeV,
respectively.
2.1. e+e− → ‘ν‘ν(γ )
The event selection for the process e+e− →
‘ν‘ν(γ ) requires two high energy acoplanar leptons
with large missing energy due to the neutrinos. The
selection depends on whether the event contains zero,
one or two identified electrons or muons, referred to as
jet–jet, lepton–jet and lepton–lepton classes, where jet
denotes a hadronic τ -jet. The electron identification is
improved by including also the SPACAL calorimeter
that covers the polar angular region between the barrel
and the end-cap BGO calorimeters.
A total of 190 events is selected: 116 lepton–lepton
events, 64 lepton–jet events and 10 jet–jet events. The
distribution of the energy of the highest-energy lepton
in the lepton–lepton class and the distribution of the
selected events in the different reconstructed final-
state topologies are shown in Fig. 1.
The signal efficiencies are determined with four-
fermion (CC56+NC56) Monte Carlo samples and are
quoted for the following phase-space cuts: |cosθ | <
0.96 for both charged leptons, where θ is the polar
angle with respect to the beam axis, and energies
greater than 15 GeV and 5 GeV for the higher and the
lower energy lepton, respectively. Table 1 lists these
efficiencies in the form of a 6-by-6 matrix, relating
‘ν‘ν events at generated four-fermion level to ‘ν‘ν
events identified at reconstruction level. The overall
selection efficiency in the full phase-space, based on a
W-pair (CC03) Monte Carlo and under the assumption
of charged-current lepton universality in W decays, is
52.3%. The background contributions, dominated by
leptonic two-photon collisions and e+e− → ‘+‘−(γ )
events, are listed in Table 2.
2.2. e+e−→ qq‘ν(γ )
The selection of e+e− → qq‘ν(γ ) events requires
an identified high energy lepton, two hadronic jets
with high particle multiplicity and missing momentum
due to one or more neutrinos. The neutrino four-
momentum vector is constructed by using the missing
three-momentum vector, taken to be massless. In
order to separate qqeν(γ ) and qqµν(γ ) events from
qqτν(γ ) events for the case of a leptonic τ decay, the
effective mass of the lepton–neutrino system is used.
In the case of the W→ eν and W→µν decay modes,
the effective mass is peaked around the W mass,
whereas for W → τν decays its value is typically
much lower. The cut position is chosen such that
the correlation among the cross sections of the three
final states is minimised. The selection efficiencies and
the background contaminations, dominated by qq¯(γ )
events, are presented in Tables 1 and 2.
The qqeν(γ ) selection accepts 363 events. The dis-
tributions of the energy of the electron and of the
electron–neutrino invariant mass are shown in Fig. 1.
The signal efficiency for qqeν(γ ) events is deter-
mined from a four-fermion (CC20) Monte Carlo sam-
ple within the following phase-space cuts: Ee,Eν >
15 GeV, where Ee and Eν are the electron and
neutrino energies; |cosθe|, |cosθν | < 0.98, where θe
and θν are the electron and neutrino polar angles;
Meν,Mqq > 45 GeV, where Meν and Mqq are the
electron–neutrino and quark–quark invariant masses.
These values are changed with respect to our previ-
ous analysis due to the increased centre-of-mass en-
ergy.
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Fig. 1. Comparison of data and Monte Carlo distributions of variables used in the e+e− → ‘ν‘ν(γ ) and e+e− → qqeν(γ ) selections. The
background consists of non-‘ν‘ν/qqeν processes. (a) The energy of the most energetic electron or muon in the lepton–lepton class. The
vertical arrow indicates the cut position. The events in the plots have passed all other cuts. (b) The number of events in each final state topology
(e = electron, µ = muon, j = hadronic τ -jet) after all cuts. (c) The energy, Ee, of the electrons identified in the BGO calorimeter. (d) The
invariant mass, Meν , of the electron–neutrino system.
A total of 340 events are accepted by the qqµν(γ )
selection: 299 candidates with a muon reconstructed
in the muon spectrometer and 41 with a muon iden-
tified by its MIP signature. The distributions of the
momentum of the muon and of the variable α sin θν ,
which discriminates against the qq¯(γ ) background
events, are presented in Fig. 2. The angle α is that
between the direction of the muon and the nearest
hadronic jet and θν is the polar angle of the neu-
trino.
A total of 329 qqτν(γ ) events are selected: 53 τ →
νeν¯, 50 τ → νµν¯ and 226 τ → ν + hadrons candi-
dates. The distributions of the jet–jet invariant mass
and of the visible τ energy are shown in Fig. 2.
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Table 1
Selection efficiencies for signal processes e+e− → ‘ν‘ν(γ ), e+e− → qq‘ν(γ ), and e+e− → qqqq(γ ). For the ‘ν‘ν and qqeν selections, the
signal efficiencies are derived from a CC56 + NC56 and a CC20 Monte Carlo sample, respectively, and given within phase-space cuts. The
total efficiencies at CC03 level for the ‘ν‘ν and qqeν selections are 52.3% and 78.1%, respectively. For the qqqq selection, the numbers are
quoted for a neural-network output larger than 0.6
Selection Efficiencies (%)
eνeν eνµν eντν µνµν µντν τντν qqeν qqµν qqτν qqqq
e+e− → eνeν(γ ) 64.2 0.3 12.6 – – 1.1
e+e− → eνµν(γ ) – 60.6 10.0 0.5 10.8 1.7
e+e− → eντν(γ ) 5.3 1.1 36.8 – 0.1 7.1
e+e− → µνµν(γ ) – – – 50.6 8.7 0.8
e+e− → µντν(γ ) – 2.9 0.2 2.2 31.6 4.7
e+e− → τντν(γ ) 0.1 0.1 1.3 – 0.8 19.8
e+e− → qqeν(γ ) 81.5 0.3 1.7 –
e+e− → qqµν(γ ) 0.2 76.7 3.6 –
e+e− → qqτν(γ ) 5.3 6.5 50.6 0.3
e+e− → qqqq(γ ) 0.2 – 0.8 87.2
Table 2
Number of selected data events, Ndata, and number of expected
non-WW background events, Nbg, for the different selections. The
uncertainties include only the Monte Carlo statistics. For the qqqq
selection, the numbers are quoted for a neural-network output larger
than 0.6
Selection Ndata Nbg
e+e− → eνeν(γ ) 49 9.4± 3.0
e+e− → eνµν(γ ) 43 4.2± 0.7
e+e− → eντν(γ ) 38 2.3± 0.7
e+e− → µνµν(γ ) 24 8.3± 0.9
e+e− → µντν(γ ) 26 0.9± 0.2
e+e− → τντν(γ ) 10 1.1± 0.4
e+e− → qqeν(γ ) 363 14.8± 0.9
e+e− → qqµν(γ ) 340 13.8± 0.7
e+e− → qqτν(γ ) 329 41.7± 0.7
e+e− → qqqq(γ ) 1431 266.6± 1.2
2.3. e+e−→ qqqq(γ )
The e+e− → qqqq(γ ) selection requires high mul-
tiplicity four-jet events with low missing energy. It
accepts 94.8% of the WW → qqqq(γ ) signal with
a purity of 48.4%, corresponding to 2674 selected
events. The measurement of jet energies and angles
is improved by a kinematic fit that imposes four-
momentum conservation.
A neural network is trained to further separate the
signal from the main e+e− → qq¯(γ ) background,
which is actually dominated by events with multi-
gluon radiation. The input to the network consists
of ten event variables: minimal and maximal jet en-
ergy, the energy difference between the two remain-
ing jets, the minimal jet cluster multiplicity, the loga-
rithm of the Durham jet-resolution parameter y34 at
which the event changes from a four-jet to a three-
jet topology, the spherocity [25], the sum of the
cosines of the jet–jet angles, the probability of the
kinematic fit and the jet broadening of the most and
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Fig. 2. Comparison of data and Monte Carlo distributions of variables used in the e+e− → qqµν(γ ) and e+e− → qqτν(γ ) selections. (a) The
momentum, Pµ, of the muons reconstructed in the muon chambers. (b) The variable α sin θν described in the text. (c) The invariant mass, Mjj,
of the jet–jet system. (d) The energy, Eτ , of the visible decay products of the τ .
least energetic jets. The jet broadening is defined as∑√
pt/
∑√
p, where the sum is over the particles
belonging to the jet, pt is the transverse momentum
relative to the reconstructed jet axis and p is the
momentum of the particle. The distributions of four
of these variables are shown in Fig. 3. The network
is trained such that its output peaks at one for the
signal and at zero for the background, as shown in
Fig. 4.
The neural network output distribution for data
events is fitted by a linear combination of outputs de-
rived from Monte Carlo simulations for signal and
background. A binned maximum likelihood fit is per-
formed leaving both the signal and the most significant
background (e+e− → qq¯(γ )) cross sections as free pa-
rameters. The latter is measured as 104.9± 3.4 pb, in
agreement with both our measurement [8] and the SM
value of 96.9 pb.
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Fig. 3. Distributions of input variables for the neural network used in the analysis of the e+e− → qqqq(γ ) process. All selection cuts are
applied. (a) The spherocity. (b) The sum of cosines of the jet–jet angles. (c) The maximal jet energy, Emaxj , normalised to the total visible
energy. (d) The quantity ln(y34).
3. Systematic uncertainties
The systematic uncertainties taken into account in
the determination of the results are summarised in
Table 3. Common to all final states is the uncer-
tainty on the integrated luminosity of 0.2% [8]. The
Monte Carlo statistics for both signal and background
processes affects mainly the ‘ν‘ν(γ ) final states.
The uncertainty due to the selection procedure is
evaluated by varying the positions of the selection
cuts and interpreting the corresponding changes in the
measured cross sections as systematic uncertainties.
The systematic uncertainty on the neural network out-
put in the qqqq(γ ) selection is estimated by recalcu-
lating the input variables of the neural network after
smearing and scaling the measurements of energy de-
positions and tracks in the simulation according to the
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Fig. 4. Comparison of data and Monte Carlo distributions of the
neural network output for selected e+e− → qqqq(γ ) events.
uncertainty on their resolutions. In all selections, con-
sistent results are found by studying the change in ef-
ficiency due to variations of the detector calibration
within its uncertainty. The calibration is studied us-
ing samples of di-lepton and di-jet events, collected
during the calibration runs at
√
s = 91 GeV and at
higher energies. The trigger inefficiency as well as
its uncertainty is found to be negligible. The system-
atic uncertainty assigned to the selection procedure
is in the range 1.1% to 2.5% depending on the final
state.
The theoretical uncertainties on the background
cross sections, mainly on hadronic two-photon colli-
sions (50%) and neutral-current four-fermion process-
es (5%), are propagated to the W-pair cross sections.
The observed change of 0.1% to 0.3% is assigned as a
systematic uncertainty. The KK2F Monte Carlo gener-
ator, instead of PYTHIA, is also used to simulate the
qq¯(γ ) background revealing no significant deviation
on the measured cross section.
Table 3
Contributions to the systematic uncertainty on the cross section measurements (%). The systematic uncertainties are relative to the cross sections
listed in Table 4
Source Final state
‘ν‘ν qqeν qqµν qqτν qqqq
Luminosity 0.2 0.2 0.2 0.2 0.2
MC statistics (signal) 0.6 0.2 0.3 0.5 0.5
MC statistics (background) 2.0 0.1 0.2 0.4 0.1
Selection procedure 1.4 1.2 1.3 2.5 1.1
Background cross sections < 0.1 0.1 0.3 0.3 0.2
W mass (±0.10 GeV) 0.3 0.1 0.1 0.2 0.1
W width (±0.06 GeV) 0.2 0.1 < 0.1 0.1 < 0.1
ISR simulation 0.2 < 0.1 < 0.1 < 0.1 < 0.1
FSR simulation 0.4 0.9 0.7 0.3 0.2
CC03 versus 4F – – 0.1 0.1 0.4
Hadronisation (signal) – 0.3 0.3 1.1 1.8
Hadronisation (background) – – – – 0.6
Bose–Einstein effects – < 0.1 < 0.1 < 0.1 0.3
Colour reconnection – – – – 0.3
Total 2.6 1.5 1.6 2.9 2.3
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The dependence of the selection efficiencies on the
mass and width of the W boson is studied using
Monte Carlo samples simulated with different mW
and ΓW values. The propagation of the world average
uncertainties on these two parameters [26], 100 MeV
on mW and 60 MeV on ΓW, is taken as a systematic
uncertainty and ranges from 0.1% to 0.3%.
The systematic uncertainty on initial-state radiation
(ISR) due to its approximate (leading-log) treatment in
KORALW is investigated by reweighting the energy
and transverse momentum spectra of the ISR photons.
This is done according to an exact O(α) matrix ele-
ment calculation [27] that also includes leadingO(α2)
contributions at small angles. This study shows that
the associated systematic uncertainty on the cross sec-
tion determination is negligible. For the ‘ν‘ν(γ ) and
qqeν(γ ) selections, the efficiencies are determined by
using EXCALIBUR Monte Carlo events. To estimate
the systematic uncertainty due to the restriction in the
EXCALIBUR program to strictly collinear ISR pho-
tons, the KORALW generator, which includes both
collinear and non-collinear ISR photons, is used. The
change in the selection efficiency of KORALW events
given by including or removing the non-collinear con-
tribution is used as an estimate of the similar ef-
fect of neglecting such photons in EXCALIBUR. The
‘ν‘ν(γ ) selection, requiring low activity in the re-
gions of the detector away from the leptons, is sen-
sitive to the transverse momentum of radiated pho-
tons. The resulting reduction of 0.5% absolute is ap-
plied as a correction to the EXCALIBUR efficiency
and it is included in the results reported in Table 1.
For the qqeν(γ ) final state, the correction turns out to
be negligible. The total uncertainty on the correction
in the ‘ν‘ν(γ ) case, propagated to the cross section,
amounts to 0.2% and is assigned as the systematic un-
certainty due to ISR.
Final-state radiation (FSR) is absent in EXCAL-
IBUR while it is implemented in KORALW by using
the PHOTOS package [28] based on the leading-log
approximation. A similar procedure as for ISR is then
applied using the KORALW program to correct the
efficiencies for the complete absence of FSR in EX-
CALIBUR in the case of the ‘ν‘ν(γ ) and qqeν(γ )
selections. The correction amounts to a reduction in
efficiency of 0.4% absolute for the ‘ν‘ν(γ ) and 1.3%
absolute for the qqeν(γ ) final states and is included
in the results listed in Table 1. The effect on the
qqeν(γ ) selection comes from its sensitivity to the
electron isolation requirements affected by FSR pho-
tons. The PHOTOS package is inaccurate in the hard
non-collinear region [28]. The related systematic un-
certainty is estimated by determining the selection ef-
ficiencies using Monte Carlo signal events containing
soft radiative photons only. Half of the difference with
respect to the full radiation simulation, ranging from
0.2% to 0.9%, is taken as a systematic uncertainty.
The determination of the efficiency for the qqµν(γ )
and qqτν(γ ) selections, as well as the neural network
output shape for the qqqq(γ ) channel, is based on
a W-pair (CC03) Monte Carlo sample. This Monte
Carlo neglects non-WW contributions interfering with
the CC03 diagrams. In order to study the effect on
the cross section, the CC03 Monte Carlo events are
reweighted by the squared matrix element ratio of the
full four-fermion calculation to the CC03 one. In the
case of qqqq(γ ) selection, this reweighting procedure
takes into account that the ZZ(γ ) final states are
treated in the background subtraction. The difference
in accepted cross section, in the range 0.1% to 0.4%,
is taken as a systematic uncertainty.
The effect of modelling of the signal hadronisa-
tion is studied comparing the selection efficiencies
based on simulated samples with different hadronisa-
tion schemes, JETSET [16], HERWIG [13] and ARI-
ADNE [14]. The hadronisation parameters in these
models were tuned to describe inclusive hadronic Z
decays at
√
s = 91 GeV. No difference is observed for
the qqeν(γ ) and qqµν(γ ) cross sections and the statis-
tical accuracy of the test, 0.3%, is taken as a systematic
uncertainty. In the case of the qqτν(γ ) selection, the
treatment of hadronic jets and the tight requirements
needed in order to identify the τ jet, lead to an uncer-
tainty of 1.1%. In the qqqq(γ ) case a larger difference
of 1.8%, dominated by the HERWIG comparison, is
observed and assigned as the signal hadronisation un-
certainty.
The hadronisation systematics due to the e+e− →
qq¯(γ ) background is negligible for qq‘ν final states.
For the qqqq(γ ) selection it is estimated by two meth-
ods. In the first, a sample of HERWIG qq¯(γ ) events is
used instead of JETSET events. In the second, data and
Monte Carlo distributions of hadronic Z decays col-
lected at
√
s = 91 GeV are compared for the y34 vari-
able. The discrepancy is treated by reweighting Monte
Carlo events to match the data as a function of y34. The
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resulting accepted qq¯(γ ) cross section for a neural net-
work output greater than 0.6 is increased by 4.8% rel-
ative to the JETSET prediction, while the signal cross
section is decreased by 0.6%. These corrections are
applied to the quoted results. From the uncertainty on
the reweighting procedure and from the HERWIG–
JETSET comparison, a 0.6% systematic uncertainty is
assigned.
The modelling of Bose–Einstein correlations be-
tween hadrons from W decays may affect the selection
efficiencies. In our recent study [29] we have measured
the strength of intra-W Bose–Einstein correlations in
semileptonic W decays. Its value is significantly dif-
ferent from zero and in good agreement with that for
light-quark Z decays and with the LUBOEI [30] BE32
and BE0 predictions. The resulting systematic uncer-
tainty is found to be negligible.
The same study shows that Bose–Einstein cor-
relations between particles originating from differ-
ent W bosons are strongly disfavoured in qqqq(γ )
events. Their strength is restricted to at most 1/4 of
the strength as simulated in the BE0/BE32 models
with full correlations. The difference in the measured
qqqq(γ ) cross section obtained by using Monte Carlo
samples with intra-W only and with full inter-W cor-
relations is rescaled by 1/4 according to the allowed
strength of inter-W correlations. The resulting differ-
ence of 0.3% is assigned as a systematic uncertainty.
The uncertainty coming from the modelling of intra-W
correlations is negligible as for the qq‘ν(γ ) case.
The influence of colour reconnection effects be-
tween the two hadronic systems arising in WW →
qqqq(γ ) decays are estimated using models imple-
mented in ARIADNE (model 2) and PYTHIA 6.1
(models [31] SK I with reconnection parameter
k = 0.6, SK II and SK II′). In all cases, the effect on
the cross section is at the level of the statistical ac-
curacy of 0.3%, which is then taken as the associated
systematic uncertainty.
The total systematic uncertainty on the cross sec-
tions is estimated to be in the range 1.5%–2.9%, de-
pending on the final state, from the combination of the
above considered sources.
4. Results
The CC03 cross sections σi of the ten signal
processes i , or equivalently the W-decay branching
fractions together with the total W-pair cross sec-
tion, are determined simultaneously in maximum-
likelihood fits [9]. For the qqeν(γ ) and the six ‘ν‘ν(γ )
final states, where the non-W-pair processes have
a significant contribution, the efficiencies are deter-
mined within the phase-space cuts described in Sec-
tions 2.1 and 2.2. The measured four-fermion cross
sections are scaled by the conversion factors fi , listed
in Table 4, to obtain the CC03 cross sections. These
factors are given by the ratio of the total CC03
cross section and the four-fermion cross section within
phase-space cuts and are calculated with the EXCAL-
IBUR Monte Carlo program.
The SM CC03 predictions are obtained using the
GENTLE [32] program and also the new calcula-
tions implemented in the RacoonWW [33] and YF-
SWW3 [34] programs that include full O(α) elec-
troweak corrections, calculated in the double pole
approximation [35]. The new predictions are about
2.5% lower than the GENTLE calculations, and have
Table 4
Conversion factors and cross sections of four-fermion final states.
The ratio f of the CC03 cross section without cuts and the four-
fermion cross section within phase-space cuts is calculated with
EXCALIBUR and listed in the second column. The third column
shows the measured CC03 cross sections, σ(CC03). The qqqq
cross section is obtained from a fit to the neural-network output
distribution as described in Section 2.3. The first uncertainty is
statistical and the second systematic. Also shown are the SM
predictions for the cross sections σSM
Process Conversion σ(CC03) σSM
factor f (pb) (pb)
e+e− → eνeν(γ ) 0.88 0.22± 0.06± 0.01 0.19
e+e− → eνµν(γ ) 1.07 0.22± 0.07± 0.01 0.37
e+e− → eντν(γ ) 1.07 0.50± 0.11± 0.01 0.37
e+e− → µνµν(γ ) 0.96 0.10± 0.06± 0.01 0.19
e+e− → µντν(γ ) 1.10 0.43± 0.11± 0.01 0.37
e+e− → τντν(γ ) 0.96 0.20± 0.09± 0.01 0.19
e+e− → qqeν(γ ) 1.01 2.39± 0.13± 0.04 2.37
e+e− → qqµν(γ ) – 2.27± 0.14± 0.04 2.37
e+e− → qqτν(γ ) – 2.64± 0.21± 0.08 2.37
e+e− → qqqq(γ ) – 7.36± 0.24± 0.18 7.41
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a reduced theoretical uncertainty of about 0.5% in-
stead of 2% [36]. For numerical comparisons,
RacoonWW predictions are used.
4.1. Signal cross sections
The ten measured CC03 signal cross sections σi
are listed in Table 4. They agree well with the SM
expectations. The correlations between the measured
cross sections, reported in Table 5, arise from non-
vanishing off-diagonal terms in the efficiency matrix
of Table 1. The systematic uncertainties shown in
Table 3 and their correlations are taken into account
in the determination of the results.
With the assumption of charged current lepton uni-
versality in W decays, the number of free parame-
ters in the fit is reduced to three CC03 cross sec-
tions: σ‘ν‘ν , σqq‘ν , summed over all lepton species,
and σqqqq. Their values at
√
s = 188.6 GeV are de-
termined to be:
σ‘ν‘ν = 1.67± 0.14± 0.04 pb,
σqq‘ν = 7.20± 0.24± 0.08 pb,
(1)σqqqq = 7.36± 0.24± 0.18 pb,
where the first uncertainty is statistical and the sec-
ond systematic. The correlations between these three
results are negligible.
4.2. W-decay branching fractions and W-pair cross
section
The W decay branching fractions B(W → ff) are
derived in a combined fit with the total CC03 W-pair
cross section. The sum of the branching fractions is
fixed to be unity and their values are combined with
our measurements at lower centre-of-mass energies [9]
including correlations due to systematic uncertainties.
The results are presented in Table 6, both without
and with the assumption of charged current lepton
universality in W decays. This hypothesis is supported
by our results. The values for the assumption of lepton
universality are:
B(W→ qq)= (68.20± 0.68± 0.33)%,
(2)B(W→ ‘ν)= (10.60± 0.23± 0.11)%.
The relation between the W-decay branching fractions
and the six elements Vij of the Cabibbo–Kobayashi–
Maskawa quark mixing matrix VCKM [37] not involv-
ing the top quark is [4]: 1/B(W → ‘ν) = 3 + 3(1 +
αs(mW)/pi)V
2. Using αs(mW)= 0.121±0.002 as the





(3)= 2.065± 0.064± 0.032.
Table 5
Correlation coefficients between the cross section measurements of single channels
eνeν eνµν eντν µνµν µντν τντν qqeν qqµν qqτν qqqq
eνeν +1.00 +0.09 −0.37 0.00 −0.01 +0.05
eνµν +1.00 −0.27 +0.09 −0.31 +0.07
eντν +1.00 −0.01 +0.05 −0.25
µνµν +1.00 −0.32 +0.03
µντν +1.00 −0.18
τντν +1.00
qqeν +1.00 0.00 −0.10 0.00
qqµν +1.00 −0.15 0.00
qqτν +1.00 −0.01
qqqq +1.00
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Table 6
W-decay branching fractions, B, and total W-pair cross section, σWW, derived without and with the assumption of charged-current lepton
universality. The correlations between the leptonic branching fractions are −0.03, −0.28 and −0.29 for eµ, eτ and µτ , respectively. Also
shown are the W-decay branching fractions [4] and the total W-pair cross section as expected in the SM
Parameter Lepton Lepton Standard
non-universality universality Model
B(W→ eν) (%) 10.77± 0.45± 0.16 – –
B(W→ µν) (%) 9.90± 0.46± 0.15 – –
B(W→ τν) (%) 11.24± 0.62± 0.22 – –
B(W→ ‘ν) (%) – 10.60± 0.23± 0.11 10.83
B(W→ qq) (%) 68.09± 0.69± 0.33 68.20± 0.68± 0.33 67.51
σWW (pb) 16.29± 0.37± 0.22 16.22± 0.37± 0.21 16.24
Using the current world-average values and uncertain-
ties of the other matrix elements [26], the value of Vcs
is derived as:
(4)|Vcs| = 1.008± 0.032± 0.016.
This element is the least known of the two dominant
diagonal elements appearing in V 2. The statistical un-
certainty includes the uncertainties on αs and the other
Vij elements but is dominated by the statistical uncer-
tainty on our measured W-decay branching fractions.
Assuming SM W-decay branching fractions [4],
the total W-pair cross section at
√
s = 188.6 GeV is
measured to be:
(5)σWW = 16.24± 0.37± 0.22 pb.
The measurements reported here are in agreement
with recent measurements by other LEP experiments
at the same centre-of-mass energy [38]. All our mea-
surements of σWW are compared with the SM expec-
tation in Fig. 5. Good agreement is observed.
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Fig. 5. The CC03 cross section of the process e+e− →W+W−(γ )
as a function of the centre-of-mass energy. The published measure-
ments at
√
s = 161, 172 and 183 GeV, and the new measurement
at
√
s = 189 GeV are shown combining statistical and systematic
uncertainties in quadrature. The curves show the SM expectation
according to different calculations.
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