ADAPTIVE SPLINE ESTIMATES FOR
where the are independent standart Gaussian random variables, while the regressors x are deterministic and equally spaced, i.e., x (2i-1)/(2n). We suppose that the unknown function f(.) is sufficiently smooth; more precisely, it belongs to some Sobolev space W {f L2(0, 1): Dqf L2(0, 1)}. Here and henceforth Dqf stands for the qth derivative of the function f.
One question arises immediately. Namely, which estimate of the regression is the best one? We should note that the question we deal with is completely different from finitedimensional parametric estimation problems. For these problems the maximal likelihood estimate or the Bayes estimates are plausible candidates for the role of good ones. Usually these estimates are simultaneously asymptotically minimax for a sufficiently wide class of loss functions (see, e.g., [1] [3] .
At first sight the linear a.m. estimates seem to be good candidates for nonparametric estimates corresponding to quadratic loss functions. However, it is not entirely true since these estimates depend explicitly on P and q [3] . Unfortunately, this pair is almost never known and it cannot be estimated via observations. Thus, the linear estimates prove to be not too attractive in practice. It should be said that an important step toward constructing good a.m. estimates was taken in [4] . That paper constructed an a.m. P-independent estimate for known q. More precisely it was shown that the estimate is an a.m. one provided a range of values of P/a 2 is a priori known. The estimate is obtained on the basis of the GCV-criterion [5] and naturally it is nonlinear.
The dependence of the estimate on q, although not as critical as that on P, is nevertheless undesirable since q determines the order of the asymptotically minimax risk (n-2q/(2q+l)). iii) D2q-2s is continuous in [0, 1] .
It is convenient to introduce the Demmler-Reinsch basis {(x)}, which is defined uniquely by the relations [6] 
< C log (n) log log (n).
Here and henceforth C stands for a constant whose value is inessential. Then, by using summation by parts and the monotonicity of F1 (t), we obtain 
where is a root of the equation
Introduce an integer N(u) as follows:
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