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Abstrakt: Cílem práce je prozkoumat možnosti použití n-gramových jazykových modelů pro 
kontrolu českého spellingu a napsat rozšíření pro spellchecker, které dokáže najít překlepy, jež jsou 
zároveň platnými českými slovy. Dále také napsat jednoduchou webovou aplikaci, která bude  
rozšířený spellchecker prezentovat. V této práci byl také prozkoumán vliv využití lemmatizace a 
morfologické analýzy slov na úspěšnost hledání překlepů.  
 
V práci jsou popsány použité metody jazykového modelování. Dále také postup práce programu, 
který provádí kontrolu spellingu s využitím jazykových modelů. Potom následuje popis způsobu 
získání dat pro trénování jazykových modelů, zhodnocení vytvořených jazykových modelů. 
Nakonec jsou uvedeny dosažené výsledky pro jednotlivé varianty kontroly.  
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Abstract: The aim of this thesis is to explore the possibilities of using n-gram language models for 
spellchecking Czech texts and to implement an extension to the spellchecker which would be able 
to find such misspelled words that are true Czech words. Furthermore, the aim was to implement a 
simple web application which would present the extended spellchecker. The influence of using 
lemmatization and morphology analysis of words regarding the hit rate of finding misspelled words 
was also looked into. 
 
The methods of language modelling used in the thesis are described first. What follow, then, is the 
description of the procedure of the spellchecking program using language models. The next part 
shows the way of getting the data for language model training. In the following part, the  evaluation 
of the language models created is presented. The final part shows the results achieved for each 
option of spellchecking. 
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1 Zadání bakalářské práce 
Student má za úkol napsat rozšíření ke spellcheckeru, které dokáže najít překlepy, jež jsou zároveň 
platnými českými slovy. K tomuto úkolu bude použito n-gramového jazykového modelu češtiny, 
který student sám sestaví. Součástí práce bude i jednoduchá webová aplikace, která zkontroluje 
uživatelem vložený text pomocí spellcheckeru s naprogramovaným rozšířením. 
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2 Úvod - Použití n-gramového jazykového modelu pro kontrolu spellingu 
 
Klasický spellchecker kontroluje text tím způsobem, že ty slovní tvary uvedené v textu, které 
nenajde ve svém slovníku, označí za chybu. Ostatní slova považuje za správná bez ohledu na to, 
jestli dávají smysl v daném kontextu. Jestliže se tedy uživatel dopustí takového překlepu, který vede 
k jinému platnému slovu, spellchecker chybu nezpozoruje. Takovéto chyby jsou nepříjemné a často 
mohou vést k nevhodné záměně smyslu. Tento nedostatek je možné odstranit tím, že do 
spellcheckeru začleníme jazykový model. Takový spellchecker ještě navíc kontroluje to, jestli    
slovo zapadá do kontextu sousedních slov. Pokud uzná slovo za málo pravděpodobné, nahlásí 
chybu. Háček je v tom, že jazykové modely poskytující relevantní popis určitého přirozeného jazyka 
bývají hodně veliké. Zejména to platí pro flektivní jazyky jako je čeština, kde situaci komplikuje 
velké množství slovních forem. Nicméně na dnešních počítačích můžeme jazykové modely 
využívat – ovšem za předpokladu, že je budeme sestavovat racionálně. Jazykové modely byly s 
úspěchem použity například pro automatické doplňování diakritiky v česky psaném textu[2]. Firma 
Microsoft vyvinula kontextový spellchecker pro anglický jazyk[3].   
 
Cílem této práce je prozkoumat možnosti použití jazykových modelů pro kontrolu spellingu 
českého jazyka a vyzkoušet, jestli s pomocí morfologické analýzy českého jazyka lze dosáhnout 
lepších výsledků. Náplní práce je implementace programu, který by kontextovou kontrolu spellingu 
českého jazyka prováděl, dále pak sestavení jazykových modelů, které se budou při kontrole 
používat, a experimentální testování implementovaných metod za účelem jejich vzájemného 
srovnání. Dále pak vytvoření webové aplikace, která by demonstrovala funkčnost vytvořeného 
programu pro kontrolu spellingu. Webová aplikace je popsána v uživatelské dokumentaci - viz 
kapitola 10 – Průvodce přiloženými médii. 
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3 Zavedení pojmů 
V této kapitole jsou vysvětleny použité lingvistické pojmy, dále jsou zde definovány pojmy 
zavedené pro účely této práce a pojmy, které jsou použité v jiném než obvyklém významu. 
 
Lemma - základní tvar slova (u sloves je to infinitiv, u podstatných jmen 1.pád jednotného čísla) 
 
Morfologická značka - popisuje morfologické vlastnosti slovního tvaru (pro podstatná jména 
popisuje například pád, číslo, rod..., pro slovesa osobu, číslo, čas, rod, způsob...).  
 
Všechny slovní tvary mají své lemma a morfologickou značku: 
 
Vzhledem k vysoké homonymii češtiny lze většině slovních tvarů přiřadit více morfologických 
značek, občas i více lemmat. Např. slovní tvar pekla má dvě různá lemmata – podstatné jméno peklo 
a sloveso péci. Obě lemmata dále mohou pro uvedený slovní tvar mít několik různých 
morfologických značek. [5] 
Výsledkem morfologické analýzy pro konkrétní slovo je tedy množina dvojic lemma–morfologická 
značka. [5] 
 
LM - Zkratka pro jazykový model (z anglického Language Model) 
 
LM na slovních formách - LM sloužící k odhadnutí pravděpodobnosti n-gramů složených ze 
slovních forem 
 
LM na lemmatech - LM sloužící k odhadnutí pravděpodobnosti n-gramů složených z lemmat. Je 
natrénován na korpusu, ve kterém jsou slovní formy nahrazeny odpovídajícími lemmaty. 
 
LM na morfologických značkách - LM sloužící k odhadnutí pravděpodobnosti n-gramů složených z 
morfologických značek. Je natrénován na korpusu, ve kterém jsou slovní formy nahrazeny 
odpovídajícími morfologickými značkami. 
 
Kontrola na slovních formách (lemmatech, morfologických značkách) - kontrola využívající 
jazykový model na slovních formách(lemmatech, morfologických značkách). 
 
Kombinovaná kontrola - využívá LM na lemmatech a LM na morfologických značkách 
 
Odhad pravděpodobnosti slova - v dalším textu budu běžně pojem odhad pravděpodobnost slova 
používat pro maximum z odhadů pravděpodobností n-gramů, v nichž se slovo nachází. Odpovídá to 
způsobu, který byl použit pro nalezení chybných slov. Bylo zkoumáno zda maximální hodnota 
odhadu pravděpodobnosti pro n-gramy, v nichž se slovo vyskytuje je větší než prahová hodnota. 
 
Pozn.: Tento pojem je obvykle definován jiným způsobem - jako podmíněná pravděpodobnost slova 
v kontextu předchozích slov. 
 
Kontext - označuje takové okolí slova, které je složeno z takového počtu slov, jako je řád 
jazykového modelu použitého pro kontrolu spellingu. Kontextem ovšem je pouze takové okolí 
slova, které neobsahuje slovo, které není obsaženo ve slovníku jazykového modelu. 
 
Příklad: V botanické zahradě jsme obdivovali zejména rhododendrony. 
 
Při použití tri-gramového LM: 
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Slovo rhododendrony je obsaženo v jednom kontextu: obdivovali zejména rhododendrony. 
Slovo zahradě je obsaženo ve třech kontextech: v botanické zahradě, botanické zahradě jsme, 
zahradě jsme obdivovali. 
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4 Teoretická východiska 
Jako podklad pro vypracování kapitoly posloužila zejména kniha Foundation of statistical natural 
language processing[1]. 
 
4.1 Jazykové modelování 
Úkolem jazykového modelování je předpovědět na základě předchozích slov textu (historie) slovo 
následující. Na tento problém lze nahlížet jako na pokus o stanovení pravděpodobnostní funkce  
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jež by co nejlépe odpovídala danému jazyku. 
 
4.2 N-gramový jazykový model 
N-gramové jazykové modely(LM) využívají pro odhad pravděpodobnosti následujícího slova pouze 
lokální kontext předchozích n-1 slov. Tyto modely vychází z předpokladu, že tuto pravděpodobnost 
ovlivňují především slova bezprostředně předcházející. Základem pro určení pravděpodobnostní 
funkce jsou relativní četnosti n-gramů získané z testovacích dat. 
 
Ukázka: 
Nebyl blázen a nebyl vítr, neměl svůj den, neměl skoro nic. 
Nebyl blázen, nebyl vítr, neměl svůj den a byl jsem to já. 
 
Četnosti n-gramů v uvedených větách: 
 
uni-gramy: <s> 2x, </s> 2x, nebyl 4x, neměl 3x, vítr 2x, a 2x, blázen 2x, svůj 2x, den 2x, skoro 1x, 
nic 1x, svůj 1x, den 1x, byl 1x, jsem 1x, to 1x, já 1x 
bi-gramy: <s> nebyl 2x, nic </s> 1x, já </s> 1x, nebyl blázen 2x,  blázen a 2x, a  nebyl 1x, nebyl 
vítr 2x, vítr neměl 2x, neměl svůj 2x, svůj den 2x, den neměl 1x, neměl skoro 1x, skoro nic 1x, 
blázen nebyl 1x, den a 1x, a byl 1x, byl jsem 1x, jsem to 1x, to já 1x 
tri-gramy: <s> nebyl blázen 2x, skoro nic </s> 1x, to já </s> 1x, nebyl blázen a 1x, blázen a nebyl 
1x, a nebyl vítr 1x, nebyl vítr neměl 2x, vítr neměl svůj 2x, neměl svůj den 2x, svůj den neměl 1x, 
den neměl skoro 1x, neměl skoro nic 1x, nebyl blázen nebyl 1x, blázen nebyl vítr 1x, svůj den a 1x, 
den a byl 1x, a byl jsem 1x, byl jsem to 1x, jsem to já 1x. 
 
Interpunkční znaménka můžeme buď vypustit (jako v uvedeném případě), nebo je můžeme chápat 
jako slova. Potom by  (  ,  )  byla unigramem s relativní četností 4, atd. Začátky a konce vět se 
většinou označují speciálními slovy <s> a </s>. 
 
4.3 Způsoby určení pravděpodobnostní funkce 
Nejjednodušším způsobem pro stanovení pravděpodobnostní funkce na základě relativních četností 
je Maximum Likelihood Estimation (MLE). Tato metoda definuje pravděpodobnostní funkci 
následujícím způsobem:  
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Tato metoda pak rozdělí veškerou pravděpodobnost mezi n-gramy, jež byly spatřeny v korpusu. 
Tento přístup je ovšem prakticky nepoužitelný, problémem je řídkost testovacích dat (a to i v 
případě, že použijeme hodně velký korpus). Tento problém se přitom nedá jednoduše vyřešit 
zvyšováním množství trénovacích dat. Zatímco častých jevů je v jazyce omezené množství, 
pravděpodobnostní distribuce stále řidších a řidších jevů zdánlivě nemá konce a nikdy nebudeme 
mít dostatečný soubor dat, abychom dosáhli konce této řady jevů[1]. Proto je potřeba použít jinou 
techniku stanovení pravděpodobnostní funkce, která by nespatřeným událostem přiřadila nenulovou 
pravděpodobnost. 
 
4.4 Good-Turing Estimation pro vyhlazení jazykového modelu 
Tato metoda přerozdělí určitý objem pravděpodobnosti směrem od frekventovaných n-gramů k  
n-gramům méně frekventovaným.  
V nejjednodušší formě Good-Turing Estimation se pravděpodobnost n-gramu s frekvencí výskytu 
 r < k(k je vhodně  zvolená konstanta) pomocí Good-Turing Estimation spočítá jako: 
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Kde Nr  udává počet n-gramů, jež se vyskytly v trénovacích datech r-krát. 
 
Pro n-gram s relativní četností r >= k se odhad pravděpodobnosti spočítá stejně jako při MLE.  
 
Kdyby se pro všechny n-gramy počítal odhad pravděpodobnosti dle vzorce(1), potom by měly 
nejčastěji spatřené n-gramy nulovou pravděpodobnost, protože Nr+1 je pro ně 0. Nejvíce n-gramů je 
ovšem málo frekventovaných, takže se dostatečně velké množství pravděpodobnosti rezervuje pro 
nespatřené n-gramy. Pro n-gramy s velkou relativní četností zase MLE dává kvalitní odhad 
pravděpodobnosti. 
 
Ve složitější variantě Good-Turing Estimation je potřeba zvolit vhodnou funkci S(r) v závislosti na 
zjištěných hodnotách (r, Nr), odhad pravděpodobnost n-gramů potom určují vztahy: 
 
Je-li C(w1…..wn) = r > 0, potom      
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Je-li C(w1…..wn) = r = 0, potom      
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4.5 Katz back-off n-gramové jazykové modely 
 
Back-off modely fungují na základě kombinace n-gramových modelů s různou délkou historie. 
Používá se model s nejdelší historií, který zároveň dodává dostatečně spolehlivé informace o daném 
kontextu. 
 
Jestliže C(wi-n+1…wi-1) > k, potom 
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v opačném případě 
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Pokud byl n-gram spatřen více než k-krát, použije se odhad pravděpodobnosti na základě n-
gramového modelu. MLE odhad je ovšem snížen o určitou hodnotu představovanou funkcí d, takže 
určitá pravděpodobnost zůstává v záloze pro n-gramy, jejichž pravděpodobnost je odhadnuta 
pomocí operace backing-off. Jednou z možností pro výpočet tohoto snížení je použití Good-Turing 
discounting metody popsané výše, nebo modernější Kneser-Ney discounting metody. Operace 
backing-off spočívá v přechodu od n-gramu k (n-1)-gramu umazáním posledního slova z historie a 
určením jeho pravděpodobnosti na základě (n-1) gramového backing-off jazykového modelu. Takto 
získaná pravděpodobnost se přenásobí normalizačním faktorem α. Výsledek je pak odhadem 
pravděpodobnosti n-gramu. (Přenásobení normalizačním faktorem α zajistí to, že mezi n-gramy 
odhadnuté pomocí operace backing-off bude rozdělena pouze ta pravděpodobnost, kterou si mezi 
sebe nerozdělily n-gramy spatřené více než k-krát). Operace backing-off může být použita 
rekurzivně několikrát po sobě (v případě, že ani (n-1)-gram, (n-2) gram … nebyly spatřeny alespoň 
k-krát). 
 
Backing-off n-gramové LM v praxi dobře fungují. Všechny jazykové modely, které byly v práci 
použity využívají techniku backing-off. 
 
4.6 Perplexita 
Měřítkem pro kvalitu jazykového modelu je perplexita. Vyjadřuje schopnost jazykového modelu 
předpovědět následující slovo. Je dána vztahem 
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      [4] 
 
Počítá se na testovacích datech. Testovací data se obvykle získávají oddělením od dat trénovacích. 
Takto oddělená data by měla být dostatečně objemná na to, aby byl výpočet perplexity co nejméně 
zatížen chybou, zároveň by jich ani nemělo být příliš velké množství, aby jejich absence v 
trénovacích datech příliš nesnižovala kvalitu trénovacích dat. Čím větší je hodnota perplexity, tím 
horší je schopnost jazykového modelu předpovědět následující slovo. 
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4.7 F-measure[6] 
Program pro kontrolu chyb se snaží z textu - množiny slov, vybrat chybná slova - podmnožinu ze 
všech slov. Předpokládejme, že program vybral podmnožinu B. Skutečnou podmnožinu všech 
chybných slov označíme C, množinu všech slov A. Pro hodnocení úspěšnosti kontroly můžeme 
použít F-measure.  
 
F-measure se počítá na základě následujících koeficientů: 
 
Precission - Je definován jako poměr počtu správě vybraných prvků k počtu všech vybraných 
prvků. 
 | |
| |B
CB
=P ∩  
 
Recall - Je definován jako poměr počtu správně vybraných prvků k celkovému počtu prvků, které 
měly být vybrány. 
 | |
| |C
CB
=R ∩  
  
F-measure se pomocí těchto koeficientů vyjádří jako: 
 ( )
R+Pβ
RPβ+
=F
2
⋅
⋅⋅
2
1
 
 
kde ß ∊ <0; nekonečno>, pro  ß = 0 je F - metrika rovna koeficientu P, pro  ß = nekonečno je rovna 
koeficientu R. 
4.8 Redukce velikosti jazykového modelu 
Jazykové modely zabírají mnoho paměti. Pro efektivní využití je nutné snížit jejich velikost tím, že 
některé n-gramy odstraníme. To lze provádět různými způsoby. 
 
4.8.1 Odstranění n-gramů s malou relativní frekvencí výskytu 
Z LM odstraníme n-gramy, které se v trénovacích datech vyskytly méně než k-krát pro vhodně 
zvolené k. 
 
4.8.2 Pruning - prořezávání 
Při prořezávání jsou z LM odstraněny n-gramy, jejichž odhad pravděpodobnosti se příliš neliší od 
backing-off odhadu v případě, že by byly z LM odstraněny.  
 
Nastaví se prahová hodnota p a všechny n-gramy, jejichž odstranění způsobí takový nárůst 
perplexity LM , který je menší než p, budou z LM odstraněny.  
 
4.8.3 Redukce slovníku 
Vybereme N-tisíc nejčastěji se vyskytujících slov v daném jazyce. Do jazykového modelu zahrneme 
jenom ty n-gramy, které se skládají ze slov ve slovníku. 
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4.8.4 Použité metody redukce velikosti 
K redukci velikosti jazykových modelů byly použity metody odstranění n-gramů s malou relativní 
frekvencí a prořezávání. Výsledky dosažené pomocí těchto metod jsou popsány v sekci 6.4. 
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5 Použité nástroje: 
 
5.1 SRILM – toolkit pro jazykové modelování 
 
Hlavním záměrem SRILMu je podpora sestavování LM na základě trénovacích dat a testování 
kvality vytvořených LM – za měřítko kvality slouží perplexita na testovacích datech. SRILM 
poskytuje C++ knihovny, spustitelné programy a pomocné skripty pro vytváření a používání 
různých druhů LM. 
 
K vytváření LM slouží program ngram-count. Tri-gramový Katz backing-off jazykový model 
používající Good-Turing discounting se vytvoří příkazem 
 
ngram-count -text DATA -lm LM -order 3 
 
Vytváření jazykového modelu lze ovlivnit celou řadou parametrů, například: 
• -gtNmin c Do LM budou zahrnuty N-gramy s relativní četností >= c 
• -prune k Z LM budou vypuštěny N-gramy, jejichž vynechání nepovede k nárůstu 
 perplexity o více než o k(vhodné hodnoty pro konstantu k jsou zpravidla v 
 rozmezí 10-9 až 10-7). Perplexita se počítá na testovacích datech, ovšem  
 SRILM při prořezávání testovací data nepoužívá. Nabízí se proto otázka, jak 
 vlastně prořezávání pomocí SRILMu probíhá. Možná jsou jako testovací
 použity všechny n-gramy nejvyššího řádu před prořezáním. Větám by 
 potom odpovídali jednotlivé n-gramy. 
• -kndiscount Kneser-Ney discounting(jako default je nastaveno Good-Turing) 
• -vocab načte slovník ze souboru. Slova, která nejsou ve slovníku, jsou v  
 trénovacích datech nahrazena speciálním symbolem. 
• -limit-vocab spolu s uvedením předchozí volby zajistí, že ve výsledném jazykovém  
 modelu budou obsaženy pouze n-gramy skládající se ze slov uvedených ve 
 slovníku. 
 
Kompletní seznam všech parametrů lze nalézt na manuálové stránce programu ngram-count. 
 
 
Pro testování LM a zjištění odhadu pravděpodobnosti na základě LM lze použít program ngram. 
 
ngram -lm LM -ppl TESTDATA -debug 2 
 
Vypíše podmíněné pravděpodobnosti jednotlivých n-gramů, dále pravděpodobnosti celých vět, 
pravděpodobnost celého testovacího korpusu a perplexitu jazykového modelu na testovacím 
korpusu. 
 
ngram -lm LM -start-server čísloPortu 
 
Spustí pravděpodobnostní server, to umožní provádět opakované dotazy bez toho, aniž by se LM 
pokaždé znovu zaváděl do paměti. 
 
Pro použití pravděpodobnostního serveru stačí spustit program ngram s volbou -use-server 
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5.2 Hajičova morfologie českého jazyka 
 
Provádí morfologickou analýzu slov. V této práci byla použita pro lemmatizaci slovních forem i pro 
jejich úplnou analýzu. Hajičova morfologie umí též automaticky otagovat celé věty, na základě 
statistiky určí nejpravděpodobnější lemma a tag pro danou slovní formu.   
 
16 
 
6 Vlastní řešení 
 
6.1 Vývoj řešení problému 
6.1.1 Implementované metody 
 
Jednoduchá kontrola 
Nejprve program testoval spelling pomocí jazykového modelu na slovních formách takovým 
způsobem, že slova, pro která byl odhad pravděpodobnosti menší než prahová hodnota, označil jako 
chybná. Při tomto způsobu kontroly program sice dosahoval poměrně velké úspěšnosti odhalování 
chyb, jenomže označoval za chyby i velké množství slov, která byla správně (tomuto jevu se říká 
false positives). 
 
Pro praktické použití je důležité, aby přínos programu pro uživatele v podobě správně opravených 
chyb převážil nad rušivým efektem false positives. Program pro kontrolu spellingu, který v jedné 
větě označí průměrně dvě správná slova jako chyby, nikdo používat nebude. 
 
Dvoufázová kontrola 
Tento problém se zredukovala nová implementace programu. Slovo, které dřívější verze programu 
považovala za chybu, se v novější verzi stává pouze kandidátem na chybu. Ke kandidátu na chybu 
program hledá kandidáty na náhradu. To jsou slova, jež jsou podobná kandidátu na chybu (vzniknou 
třeba změnou jednoho písmena) a zároveň je jejich odhad pravděpodobnosti větší než prahová 
hodnota(odhad pravděpodobnosti po nahrazení kandidáta na chybu kandidátem na náhradu v 
původní větě). Tento způsob sice o trochu snížil počet objevených chyb, zároveň však dramaticky 
snížil počet false positives. Data dokládající úspěšnost kontroly spellingu pomocí této implementace 
jsou uvedena v kapitole 7.  
 
Využití morfologické analýzy 
Čeština je flektivní jazyk a od většiny slov lze vytvořit mnoho slovních tvarů. Tato skutečnost 
komplikuje vytváření jazykových modelů. Velký počet slovních tvarů potom vede i k velkému 
počtu bi-gramů, tri-gramů atd. Nahrazení slovních forem odpovídajícími lemmaty výrazně 
zredukuje slovník, konstrukce jazykových modelů se zjednoduší, zmenší se problém řídkosti 
trénovacích dat (v trénovacích datech totiž nikdy nejsou všechny jevy, které se v jazyce mohou 
vyskytnout). 
 
Jaký je rozdíl ve způsobu odhadu pravděpodobnosti při použití LM na slovních formách a na 
lemmatech lze jednoduše ukázat na následujícím příkladu: Například na těchto dvou slovních 
spojeních: statnému buvolovi a statného buvola. Jedno spojení se vyskytlo v korpusu mnohokrát, 
druhé se nevyskytlo vůbec. Jestliže odhadujeme pravděpodobnost na základě LM na lemmatech, 
převedeme nejdřív slovní spojení do základního tvaru a potom určíme odhad pravděpodobnosti. V 
obou případech převedeme slovní spojení na statný buvol, jazykový model na lemmatech potom pro 
obě slovní spojení dá stejný odhad pravděpodobnosti (dosti vysoký, jelikož se spojení těchto dvou 
lemmat vyskytlo v korpusu mnohokrát). Při použití LM na slovních formách se převod do 
základního tvaru neprovádí a odhad pravděpodobnosti se bude v tomto případě výrazně lišit. 
Kontrola využívající LM na slovních formách v tomto případě označí druhé slovní spojení jako 
chybné bez ohledu na podobnost obou slovních spojení. 
 
Naproti tomu použití LM na lemmatech povede k přiřazení vysoké pravděpodobnosti i pro chybné 
slovní spojení statnému buvola. Tomu bychom mohli předejít současným využitím LM na 
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morfologických značkách. Proč se snažit kontrolovat zároveň lemmata a morfologii, když dvojice 
lemma-morfologická značka jednoznačně identifikuje slovní formu? Neprovádí se tímto způsobem 
v podstatě kontrolu na formách, akorát složitějším způsobem? Jde o to, že trénink obou LM probíhá 
odděleně. Množství dat, která stačí k vytvoření kvalitního LM na morfologických značkách či k 
vytvoření kvalitního LM na lemmatech, nemusí stačit k vytvoření kvalitního LM na slovních 
formách. 
 
To lze ukázat na příkladu slovního spojení statnému buvolu. To se sice v korpusu nenachází,  
vyskytuje se tam ovšem slovní spojení zuřivému býku a mnoho dalších spojení přídavného jména ve 
3. pádě s podstatným jménem ve 3. pádě. Takže LM na morfologických značkách určí vysoký 
odhad pravděpodobnosti pro slovní spojení statnému buvolu, avšak nízký odhad pravděpodobnosti 
pro slovní spojení statnému buvola. Na základě kombinace výsledků odhadů pravděpodobností LM 
na morfologických značkách a na lemmatech je potom možné odhadnout vysokou míru 
pravděpodobnosti pro slovní spojení statnému buvolu a malou míru pravděpodobnosti pro spojení 
statnému buvola. Informace o tom, jaké slovní tvary a jaká konkrétní lemmata za sebou běžně 
následují jsou na sobě totiž do jisté míry nezávislé, takže má smysl získávat a používat tyto 
informace v různých jazykových modelech nezávisle. 
 
Po implementování kombinované kontroly byla též implementována samostatná kontrola na 
morfologických značkách. 
 
Výsledky, kterých bylo dosaženo při kontrole na lemmatech, morfologických značkách a při 
kombinované kontrole jsou popsány v podkapitolách 7.2 – 7.4. 
 
6.1.2 Další možnosti nastavení ovlivňující kvalitu kontroly 
 
Šedá zóna  
Parametr určuje velikost intervalu šedá zóna, což je označení intervalu na stupnici 
pravděpodobnosti ležícího těsně za hranicí určenou prahem přijetí. Slova, jejichž odhad 
pravděpodobnosti spadá do šedé zóny, jsou sice označena za kandidáty na chybu, avšak kdyby jejich 
odhad pravděpodobnosti byl jen o málo vyšší, byla by označena za správná slova. U těchto slov 
potom bude program přísnější při posuzování kandidátů na náhradu. Prahová hodnota pro přijetí 
kandidáta na náhradu bude zvýšena. Tím se zajistí to, že pro všechna slova budou přijati jen takoví 
kandidáti na náhradu, jejichž odhad pravděpodobnosti je v daném kontextu podstatně vyšší než 
odhad pravděpodobnosti kandidáta na chybu. 
Jestliže:   prahová hodnota pro slovo - ŠZ < pravděpodobnost slova <  prahová hodnota pro slovo 
Potom:    prahová hodnota pro kandidáta na náhradu = pravděpodobnost slova + ŠZ 
 
Příklad: Parametr šedá zóna má hodnotu 2. Pravděpodobnost slova je odhadnuta na -12.01, práh 
přijetí je stanoven na -12. Slovo se tedy stává kandidátem na chybu. Jsou k němu nalezeni kandidáti 
na náhradu. Nejvyšší dosažený odhad pravděpodobnosti slova pro kandidáta na náhradu je -11.99. 
To je méně než –12,01 + 2 = -10,01, takže kandidát na náhradu je zamítnut a původní slovo je 
označeno jako správné. Bez použití šedé zóny by byl kandidát na náhradu přijat, původní slovo by 
bylo vyhodnoceno jako chybné. Program pro kontrolu by za něj nabídl jako náhradu slovo s 
odhadem pravděpodobnosti –11,99. Tím by se ovšem program s velkou pravděpodobností dopustil 
chyby, protože zvýšení pravděpodobnosti u kandidáta na náhradu není příliš přesvědčivé - obě slova 
mají odhad pravděpodobnosti téměř stejný. Když přihlédneme ke skutečnosti, že první slovo bylo 
napsáno uživatelem, kdežto druhé je jenom hypotetickou možností opravy překlepu, je určitě 
rozumnější nabízenou variantu náhrady zamítnout. 
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Různé prahové hodnoty v závislosti na počtu kontextů 
Každému kontextu odpovídají při kontrole nějaké n-gramy (při kontrole na formách každému 
kontextu odpovídá jeden n-gram, při jiných druzích kontroly může kontextu odpovídat více n-
gramů - v případě, že morfologická analýza nějakého slova daného kontextu vrátí množinu, která 
čítá více dvojic lemma-morfologická značka). Takže lze  předpokládat, že slovům obsaženým ve 
více kontextech bude  v průměru odhadnuta vyšší pravděpodobnost. Jenomže pravděpodobnost, že 
v těchto slovech bude chyba, je stejná, jako u slov v menším počtu kontextů. Proto byla do 
programu přidána možnost nastavit různou prahovou hodnotu pro přijetí slov v závislosti na tom, v 
kolika kontextech se slovo nachází. Způsob, kterým byla úprava prahových hodnot prováděna při 
testování, je popsán na začátku 7. kapitoly. 
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6.2 Princip fungování programu 
 
Jakým způsobem kontrola spellingu probíhá lze ukázat na příkladové větě: 
 
Příklad: Kardinál a arcibiskup praýský Miloslav Vlk zvažuje odchov na odpočinek. 
 
Program nejprve odstraní z textu interpunkci a rozdělí text na jednotlivá slova, na začátek každé 
věty vloží speciální slovo <s>, na konec věty zase speciální slovo </s>. U slova, které je na začátku 
věty zkontroluje, zda se jedná o jméno. Pokud ne tak změní velké počáteční písmeno na malé. Dále 
program u všech slov zkontroluje, zda jsou obsažena ve slovníku. Všechna slova, která nejsou 
jména a která nenajde ve slovníku, nahradí značkou <unk>. Jména, která nejsou nalezena ve 
slovníku, budou při sestavování n-gramů nahrazena speciálním znakem <jmeno>, pro ostatní jména 
budou vygenerovány dvě varianty n-gramu: jedna varianta se speciálním slovem <jmeno>, druhá s 
uvedeným tvarem jména. 
 
<s> kardinál a arcibiskup <unk> Miloslav Vlk zvažuje odchov na odpočinek </s> 
 
Dále program získá z textu všechny n-gramy. 
 
0  <s> kardinál a 
1  kardinál a arcibiskup 
2  a arcibiskup <unk> 
3  arcibiskup <unk> Miloslav 
4  arcibiskup <unk> <jmeno> 
5  <unk> Miloslav Vlk 
6  <unk> Miloslav <jmeno> 
7  <unk> <jmeno> Vlk 
8  <unk> <jmeno> <jmeno> 
9  Miloslav Vlk zvažuje 
10 Miloslav <jmeno> zvažuje 
11 <jmeno> Vlk zvažuje 
12 <jmeno> <jmeno> zvažuje 
13 Vlk zvažuje odchov 
14 <jmeno> zvažuje odchov 
15 zvažuje odchov na 
16 odchov na odpočinek 
17 na odpočinek </s> 
 
Jazykový model odhadne pravděpodobnosti jednotlivých n-gramů. Jestliže n-gram obsahuje 
speciální slovo <unk> nebo slovo neznámé pro jazykový model, tak je odhad pravděpodobnosti 
považován za nedefinovaný.  
 
0 -7.23818 
1 -13.0035 
2  <unk> 
3  <unk> 
4  <unk> 
5  <unk> 
6  <unk> 
7  <unk> 
8  <unk> 
9  -11.9483 
10 -11.5452 
11 -13.2248 
12 -8.97341 
13 -17.896 
14 -15.1187 
15 -14.3558 
16 -12.7826 
17 -6.25126 
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Pro každé slovo program vypíše jeho odhad pravděpodobnosti a počet kontextů. 
Jestliže je nejvyšší dosažená pravděpodobnost slova menší než prahová hodnota, pak se slovo stává 
kandidátem na chybu. Prahová hodnota pro slovo závisí na počtu kontextů, v nichž se slovo 
vyskytuje. V uvedeném případě používám prahové hodnoty: -12,0 pro jeden kontext, -11,6 pro dva 
kontexty a -11,2 pro tři kontexty. 
 
V tomto kroku výpočtu se rovněž určí prahová hodnota pravděpodobnosti pro přijetí kandidátů na 
náhradu. 
 
Nechť: 
s = odhad pravděpodobnosti pro slovo 
p = prahová hodnota pro přijetí slova 
z = šířka šedé zóny 
 
Jestliže p - z < s < p, potom práh přijetí pro kandidáty na náhradu pro dané slovo bude mít hodnotu  
s + z.  
 
 
Situaci, ve které se program nachází, si přiblížíme na této ukázce pomocného výstupu. 
 
Tvar řádku: (číslo slova)-(číslo varianty) (pravděpodobnost) (počet kontextů) (výsledek testu) 
0-0 -7.23818 1 spravne    <s> 
1-0 -7.23818 2 spravne    kardinál 
2-0 -7.23818 2 spravne    a 
3-0 -13.0035 1 chyba      arcibiskup 
4-0 <unk>  chyba          praýský 
5-0 -11.5452 1 spravne    Miloslav 
5-1 -8.97341 1 spravne    <jmeno> 
6-0 -11.9483 2 chyba      Vlk 
6-1 -8.97341 2 spravne    <jmeno> 
7-0 -8.97341 3 spravne    zvažuje 
8-0 -12.7826 3 chyba      odchov 
9-0 -6.25126 3 spravne    na 
10-0 -6.25126 2 spravne   odpočinek 
11-0 -6.25126 1 spravne   </s> 
 
Kandidáty na chybu se stala slova odchov, Vlk a arcibiskup. Slovo Vlk sice bylo přijato ve variantě, 
kdy je nahrazeno slovem <jmeno>, je-li ale slovo přijato za správné pouze jako speciální slovo 
<jmeno>, také se stává kandidátem na chybu. N-gramy obsahující speciální slovo <jmeno> tedy 
slouží pouze k tomu, aby pomohly odhadnout pravděpodobnost sousedů jména. 
 
Při testu na formách mají všechna slova kromě jmen jen jednu variantu. Při testu na lemmatech či 
morfologických značkách mohou mít i jiná slova více variant: Jestliže výstupem morfologické 
analýzy slova je víc než jedna dvojice lemma-morfologická značka. 
Tak je tomu například u slova je, toto slovo může být utvořeno z lemmatu být nebo z lemmatu on. 
 
Varianty odpovídají různým homonymním tvarům. Při testu na morfologických značkách 
odpovídají dokonce morfologickým homonymům. Číselné označení jednotlivých variant je potom 
složené ze tří číslic: 
 
(číslo slova)-(číslo lemmatu)-(číslo morfologické značky) 
 
Lemmata a morfologické značky čísluji od nuly, číslování je pevně určeno pořadím, v jakém se 
lemmata a morfologické značky objevují na výstupu Hajičovy české morfologie. 
 
Jestliže alespoň jedna z variant testem projde, nestává se slovo kandidátem na chybu.  
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V dalším kroku program vygeneruje podobná slova ke kandidátům na chybu a k chybám(pro 
jednoduchost budu obě skupiny dále označovat jako kandidáty na chybu): 
 
arcibiskup - žádná možnost náhrady 
praýský - pražský 
Vlk - Vik, Vlf, Vok, Vuk, Věk   (pozn: slovo Vln není jméno, takže v náhradách není) 
odchov ? dochov, odchod, odchoď 
 
Teď program provede substituci v n-gramech, kde se vyskytují kandidáti na chybu. Nahradí 
kandidáty na chybu slovy k nim podobnými – kandidáty na náhradu. 
 
1  a arcibiskup pražský 
2  arcibiskup pražský Miloslav 
3  arcibiskup pražský <jmeno> 
4  pražský Miloslav Vlk 
5  <unk> Miloslav Vik 
6  <unk> Miloslav Vlf 
7  <unk> Miloslav Vok 
8  <unk> Miloslav Vuk 
9  <unk> Miloslav Věk 
10 pražský Miloslav <jmeno> 
11 pražský <jmeno> Vlk 
12 <unk> <jmeno> Vik 
13 <unk> <jmeno> Vlf 
14 <unk> <jmeno> Vok 
15 <unk> <jmeno> Vuk 
16 <unk> <jmeno> Věk 
17 pražský <jmeno> <jmeno> 
18 Miloslav Vik zvažuje 
19 Miloslav Vlf zvažuje 
20 Miloslav Vok zvažuje 
21 Miloslav Vuk zvažuje 
22 Miloslav Věk zvažuje 
23 <jmeno> Vik zvažuje 
24 <jmeno> Vlf zvažuje 
25 <jmeno> Vok zvažuje 
26 <jmeno> Vuk zvažuje 
27 <jmeno> Věk zvažuje 
28 Vik zvažuje odchov 
29 Vlf zvažuje odchov 
30 Vok zvažuje odchov 
31 Vuk zvažuje odchov 
32 Věk zvažuje odchov 
33 Vlk zvažuje dochov 
34 Vlk zvažuje odchod 
35 Vlk zvažuje odchoď 
36 <jmeno> zvažuje dochov 
37 <jmeno> zvažuje odchod 
38 <jmeno> zvažuje odchoď 
39 zvažuje dochov na 
40 zvažuje odchod na 
41 zvažuje odchoď na 
42 dochov na odpočinek 
43 odchod na odpočinek 
44 odchoď na odpočinek 
 
Program opět odhadne pravděpodobnost uvedených tri-gramů podle LM, znovu vypíše výsledky pro 
jednotlivá slova – tentokrát však pouze pro kandidáty na náhradu. 
 
Varianty tentokrát odpovídají různým kandidátům na náhradu. Slova Vlf a odchoď nejsou součástí 
jazykového modelu, proto pro ně nebyl proveden odhad pravděpodobnosti. 
 
4-0 -8.26834 3 spravne pražský 
6-0 -12.36 2 chyba Vik 
6-1 <unk>  chyba Vlf 
6-2 -14.5407 2 chyba Vok 
6-3 -15.2439 2 chyba Vuk 
6-4 -14.2345 2 chyba Věk 
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8-0 -13.7418 3 chyba dochov 
8-1 -8.92603 3 spravne odchod 
8-2 <unk>  chyba odchoď 
 
Ke kandidátu na chybu odchov byla nalezena náhrada s dostatečně velkým odhadem 
pravděpodobnosti: slovo odchod. Takže slovo odchov bude vyhodnoceno jako chybné. Program 
nabídne náhradu odchod. Program také nabídne náhradu pražský za slovo praýský. Ovšem slovo 
praýský by bylo označeno za chybu i tehdy, kdyby náhrada nalezena nebyla. Toto slovo totiž nebylo 
nalezeno ve slovníku. Ostatní kandidáty na chybu program označí jako správná slova, nebyla k nim 
totiž nalezena vhodnější alternativa.  
 
Podobným způsobem probíhá také kontrola s použitím jazykového modelu na lemmatech či s 
použitím jazykového modelu na morfologických značkách. 
 
Výstupem morfologické analýzy většiny slov je více než jedna dvojice lemma-morfologická značka.  
Při kontrole s použitím LM na morfologických značkám program odhaduje pravděpodobnost pro 
všechny varianty označkování n-gramu. 
 
Příklad: tri-gram k ohodnocení: odchov na odpočinek 
 
možnosti označkování slov z 3-gramu: 
odchov => NNIS1; NNIS4 
na => RR4; RR6 
odpočinek => NNISI; NNIS4 
 
Jako odhad pravděpodobnosti pro daný tri-gram bude použito maximum z odhadů pro následující 
tri-gramy složené z upravených morfologických značek. 
 
NNIS1 RR4 NNIS1 
NNIS1 RR4 NNIS4 
NNIS1 RR6 NNIS1 
NNIS1 RR6 NNIS4 
NNIS4 RR4 NNIS1 
NNIS4 RR4 NNIS4 
NNIS4 RR6 NNIS1 
NNIS4 RR6 NNIS4 
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6.3 Korpus a trénovací data 
V práci byl použit korpus Czech Web Document Collection vytvořený Mgr. Pavlem Pecinou. Jedná 
se o kolekci českých dokumentů stažených z různých serverů v doméně cz. V korpusu je asi 111 
miliónů slov ve 223 000 dokumentech. Dokumenty byly získávány především ze zpravodajských 
serverů a on-line archivů novin a časopisů. Pro vytvoření trénovacích dat byla použita data ve formě 
morfologicky otagovaného textu ve formátu SGML. 
 
6.3.1 Příklad reprezentace textu ve formátu SGML 
 
Příkladová věta: 
 
Poněvadž snídáš na římse, bojím se namazat ti někdy tlustší krajíc. 
Co když se potom římsa utrhne? 
 
Ten samý text v SGML formátu: 
 
<s id="1"> 
<f>Poněvadž<P>poněvadž<l>poněvadž<t>J,------------- 
<f>snídáš<P>snídáš<l>snídat_:T<t>VB-S---2P-AA--- 
<f>na<P>na<l>na-1<t>RR--6---------- 
<f>římse<P>římse<l>římsa<t>NNFS6-----A---- 
<f>bojím<P>bojím<l>bát<t>VB-S---1P-AA--- 
<f>se<P>se<l>se_^(zvr._zájmeno/částice)<t>P7-X4---------- 
<f>namazat<P>namazat<l>namazat_:W<t>Vf--------A---- 
<f>ti<P>ti<l>ten<t>PDMP1---------- 
<f>někdy<P>někdy<l>někdy<t>Db------------- 
<f>tlustší<P>tlustší<l>tlustý<t>AAIS1----2A---- 
<f>krajíc<P>krajíc<l>krajíc<t>NNIS1-----A---- 
<D> 
<d>.<l>.<t>Z:------------ 
</s> 
<s id="2"> 
<f>Co<P>co<l>co<t>PQ--4---------- 
<f>když<P>když<l>když<t>J,------------- 
<f>se<P>se<l>se_^(zvr._zájmeno/částice)<t>P7-X4---------- 
<f>potom<P>potom<l>potom<t>Db------------- 
<f>římsa<P>římsa<l>římsa<t>NNFS1-----A---- 
<f>utrhne<P>utrhne<l>utrhnout_:W<t>VB-S---3P-AA--- 
<D> 
<d>?<l>?<t>Z:------------ 
</s> 
 
Z korpusu ve formátu SGML byly sestaveny tři sady trénovacích dat. Ve všech sadách jsou od sebe 
věty odděleny znakem konce řádku, interpunkční znaménka jsou v textu úplně vynechána. Velká 
písmena na začátku vět byla převedl na malá (pokud slovo na začátku věty není jméno). Všechna 
jména vyskytující se v korpusu méně než 4krát byla nahrazena speciálním slovem <jmeno>.  
Všechny číslovky psané numericky byly nahrazeny speciálním slovem <cislo>...  
 
Byly sestaveny tři sady trénovacích dat. 
 
1. Data pro trénink jazykového modelu na formách byla vytvořena extrakcí forem ze SGML 
formátu.  
Příklad vět pro trénink LM na formách: 
 
poněvadž snídáš na římse bojím se namazat ti někdy tlustší krajíc 
co když se potom římsa utrhne  
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2. Data pro trénink LM na lemmatech byla vytvořena extrakcí lemmat – při extrakci je smazána ta 
část lemmatu, která není součástí základního slovního tvaru. Např: utrhnout_:W->utrhnout 
Příklad vět pro trénink LM na lemmatech: 
 
poněvadž snídat na římsa, bát se namazat ten někdy tlustý krajíc 
co když se potom římsa utrhnout 
 
3. Data pro trénink LM na morfologických značkách byla vytvořena extrakcí morfologických 
značek. Pro každý slovní druh byly použity pouze ty části morfologických značek, které dávají 
zajímavou informaci pro kontrolu spellingu: 
 
podstatná jména, přídavná jména, zájmena, číslovky: 1-5 pozice 
slovesa: 1-4, 8-9, 12 pozice 
spojky, částice, citoslovce, příslovce: 1-2 pozice 
předložky: 1-2, 5 pozice 
Dále byl nahrazen znak X(neurčitá, nerozhodnutelná kategorie) symbolem -. 
Příklad vět pro trénink LM na morfologických značkách: 
 
J, VB-S2PA RR6 NNFS6 VB-S1PA P7—4 Vf----A PDMP1 Db AAIS1 NNIS1 
PQ---4 J, P7-X4 Db NNFS1 VB-S3PA 
 
Při sestavování jazykových modelů bylo dáno deset procent dat stranou jako testovací data. Na nich 
byla testována perplexita vytvořených LM.  
Experimentoval jsem s různými hodnotami konstanty pro prožezávání a také s ořezáváním méně 
četných n-gramů: 
 
6.4 Přehled sestavených jazykových modelů 
V tabulce je přehled sestavených jazykových modelů:  
Ve sloupci nadepsaného, jako prune, jsou použité hodnoty konstanty pro prořezávání, hodnota 
gt3min určuje to, kolikrát se musí tri-gram v korpusu vyskytnout, aby byl zahrnut v jazykovém 
modelu - konstanta gt3min tedy ovlivňuje ořezávání méně četných tri-gramů. 
 
Ze zvědavosti jsem zkusil sestavit i modely využívající modernější metodu Kneser-Ney estimation, 
bez toho, abych se zabýval tím, jak tato metoda funguje. 
 
 
 
 
 
6.4.1 Trigramové jazykové modely na slovních formách
Good-Turing Kneser-Ney
gt3min 1 2 3 1 2 3
prune MB PPL MB PPL MB PPL MB PPL MB PPL MB PPL
0,00E+000 1552,3 208,2 879,9 319,2 606,6 384,0 1543,8 180,8 879,5 279,5 605,9 335,7
8,00E-009 1349,3 214,1 756,7 325,7 555,6 387,4 934,5 236,0 561,6 324,6 446,8 364,2
1,70E-008 1148,2 230,9 658,0 341,9 511,9 395,6 624,0 303,4 411,2 377,0 354,7 403,8
3,00E-008 841,3 277,1 518,4 379,3 443,6 416,0 393,3 396,2 294,5 447,0 268,8 463,7
4,00E-008 636,0 328,6 430,3 414,2 390,0 438,8 297,9 461,1 240,0 498,0 224,2 510,4
7,00E-008 288,0 501,0 258,7 521,5 252,2 527,6 168,3 606,5 152,5 621,8 147,6 627,3
1,20E-007 145,1 637,9 140,7 641,5 139,3 643,1 98,0 753,2 94,9 758,2 93,8 760,2
2,10E-007 89,1 727,5 86,9 731,3 86,3 732,9 61,2 914,5 60,6 917,0 60,4 918,1
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Pro porovnání různých jazykových modelů lze použít dvojici parametrů: Velikost v MB a 
perplexitu. Mají-li dva modely stejnou velikost, tak mohu označit za kvalitnější ten model, který má 
větší perplexitu. Naopak mají-li dva modely stejnou perplexitu, potom je lepší ten, který je menší. 
 
Použití Kneser-Ney estimation vedlo k lepším výsledkům než použití Good-Turing estimation. 
Použití ořezávání méně četných n-gramů vedlo k horším jazykovým modelům, než když bylo 
zmenšování velikosti jazykových modelů dosahované pouze pomocí prořezávání.  
 
 
6.4.2 Tri-gramové jazykové modely na lemmatech
Good-Turing Kneser-Ney
gt3min 1 2 3 1 2 3
prune MB PPL MB PPL MB PPL MB PPL MB PPL MB PPL
0,00E+000 1169,9 157,3 655,3 215,3 437,1 248,4 1163,4 142,9 655,3 194,9 436,7 222,9
8,00E-009 1022,9 160,7 556,5 218,9 390,1 250,3 735,4 166,5 427,5 210,8 318,6 231,8
1,70E-008 869,3 169,4 477,6 226,6 351,0 254,7 530,1 191,0 323,8 228,2 260,3 243,4
3,00E-008 632,3 192,0 367,4 243,2 296,0 263,7 356,3 222,7 238,1 250,4 205,5 260,0
5,30E-008 317,8 250,7 231,4 276,9 214,7 284,0 208,6 268,3 161,2 283,6 148,6 288,4
9,00E-008 146,1 309,0 137,0 311,9 134,4 313,1 119,6 316,2 106,0 322,1 102,0 324,2
1,20E-007 107,4 326,5 102,1 328,5 100,5 329,5 89,3 343,1 83,3 346,4 81,4 347,6
2,10E-007 66,3 355,0 63,7 357,1 63,0 358,0 52,8 398,6 51,8 399,9 51,4 400,5
3,50E-007 46,6 385,2 45,2 387,7 44,7 388,7 34,3 458,2 33,9 459,0 33,8 459,6
6.4.3 Tri-gramové jazykové modely na morfologických značkách
Good-Turing Kneser-Ney
gt3min 1 2 3 1 2 3
prune MB PPL MB PPL MB PPL MB PPL MB PPL MB PPL
0,00E+000 59,0 28,1 41,9 28,2 32,5 28,3 59,1 28,4 41,9 28,4 32,5 28,4
8,00E-009 41,0 28,2 30,0 28,3 25,1 28,3 35,0 28,4 27,6 28,4 23,9 28,5
1,70E-008 31,9 28,2 24,7 28,3 21,7 28,4 30,2 28,5 24,7 28,5 21,8 28,5
3,00E-008 23,7 28,3 19,9 28,4 18,4 28,4 26,9 28,6 22,5 28,6 20,1 28,6
5,30E-008 16,6 28,5 15,1 28,5 14,6 28,5 23,7 28,8 20,1 28,8 18,2 28,8
9,00E-008 11,9 28,6 11,3 28,6 11,2 28,6 20,8 29,0 17,8 29,0 16,3 29,0
1,20E-007 10,0 28,7 9,6 28,7 9,6 28,7 19,1 29,2 16,6 29,1 15,3 29,1
2,10E-007 7,1 29,0 6,9 28,9 7,0 28,9 15,9 29,5 14,0 29,5 13,1 29,4
3,50E-007 5,1 29,3 5,1 29,2 5,2 29,2 13,0 30,1 11,7 30,0 11,1 29,9
6.4.4 Bi-gramové jazykové modely využívající Good - Turing Estimation
Morfologické značky Lemmata Formy
gt2min 1 2 1 2 1 2
prune MB PPL MB PPL MB PPL MB PPL MB PPL MB PPL
0,00E+00 2,9 34,5 2,4 34,5 237,8 419,9 133,3 463,4 387,7 627,4 204,8 795,6
8,00E-09 2,3 34,5 2,0 34,5 216,6 422,1 118,9 465,1 367,1 631,3 191,0 798,8
1,70E-08 2,0 34,5 1,8 34,5 193,4 427,3 107,9 468,5 341,3 641,4 179,2 805,9
3,00E-08 1,8 34,5 1,7 34,5 157,8 438,6 93,2 475,1 295,2 667,9 161,6 822,2
5,30E-08 1,6 34,5 1,6 34,5 106,1 463,9 72,5 488,6 210,0 747,1 131,0 863,5
9,00E-08 1,4 34,6 1,4 34,6 63,3 496,7 52,3 507,2 118,3 886,9 94,2 934,6
1,20E-07 1,4 34,6 1,3 34,6 49,0 512,0 43,2 518,4 86,1 956,5 76,7 978,9
2,10E-07 1,2 34,6 1,2 34,6 33,0 536,2 30,2 541,9 56,2 1048,5 52,4 1064,9
3,50E-07 1,0 34,6 1,0 34,7 24,5 561,0 22,7 568,1 41,5 1133,0 39,3 1151,3
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Prediktivní schopnost vytvořených bi-gramových jazykových modelů vyjádřená perplexitou, je 
výrazně horší než u trigramových jazykových modelů. 
 
Pro kontrolu spellingu byly použity trigramové modely využívající Good-Turing estimation bez 
ořezávání méně četných n-gramů. Tyto modely byly sestaveny ze všech dat - data, která byla použita 
jako testovací při sestavování modelů uvedených v tabulce, byla zařazena zpátky do trénovacích dat. 
 
6.5 Testování úspěšnosti kontroly 
Testování bylo provedeno na souboru 31 článků stažených ze zpravodajských serverů - Lidové 
noviny, Aktuálně.cz, Idnes, Respekt. Jedná se o data ze stejné domény, jako použitý korpus. 
Celkový počet slov ve článcích je 14 500. V textech byly chyby automaticky vygenerovány pomocí 
skriptu, který v průměru v každém sedmém slově textu vytvoří překlep - takový, že výsledné slovo 
je obsaženo ve slovníku. Do zvláštního souboru skript uloží informace o tom, ve kterých slovech 
vytvořil chybu. Takhle byly uměle vytvořeny překlepy ve všech 31 článcích. 
 
 
Úspěšnost kontroly spellingu byla měřena tak, že byly zkontrolovány všechny články při stejném 
nastavení parametrů kontroly. Jestliže kontrola označila za chybu slovo, které nebylo pozměněné při 
procesu vytváření chyb, bylo to posouzeno jako false positive. Jestliže kontrola označila za chybu 
slovo, které bylo pozměněné při procesu vytváření chyb, pak to bylo posouzeno jako true positive - 
odhalená chyba. Z celkových počtů slov, chyb, true positives a false positives byly určeny 
koeficienty precission a recall. Pomocí těchto koeficientů byly spočítány hodnoty funkce F-measure 
pro různé hodnoty parametru ß. Koeficienty precission, recall a funkce F-measure jsou popsány v 
kapitole 4.7.  
 
Jazykové modely stejného typu a stejného řádu provádějí pravděpodobnostní distribuci přes stejné 
množiny, takže optimální nastavení prahové hodnoty by mělo být u všech takových modelů stejné. 
Optimální hodnoty parametrů byly hledány pro největší jazykový model daného typu. Pro tyto 
nalezené optimální hodnoty bylo zjišťováno, o kolik se zhorší výsledky při použití více ořezaného 
modelu. 
 
F-measure byla nejprve počítána pro hodnotu parametru ß = 0,2. Při tomto nastavení má na 
hodnotu F-measure především vliv koeficient precission, jehož hodnota úzce souvisí s množstvím 
false positives. Vzhledem k tomu, že ve většině případů bylo méně než 2 procenta správných slov 
označeno jako false positives, což je uspokojivý výsledek, byla F-measure počítána také pro 
hodnotu parametru ß = 0,7. Při tomto nastavení je kladen větší důraz na množství správně 
nalezených chyb.  
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7 Zpracování výsledků testování úspěšnosti kontroly 
Popis sloupců v tabulkách: 
• práh základní prahová hodnota odhadu pravděpodobnosti 
• pp tato proměnná slouží k určení různých prahových hodnot pro různá slova na 
 základě počtu kontextů, v nichž se slovo nachází. Skutečná prahová hodnota je dána    
               vztahem: 
                        prahová hodnota pro slovo = práh - (3 - počet kontextů) ‧ pp 
• ŠZ šířka šedé zóny. Je-li:   
           prahová hodnota pro slovo - ŠZ < pravděpodobnost slova <  prahová hodnota pro slovo, 
           potom prahová hodnota pro kandidáta na náhradu = pravděpodobnost slova + ŠZ 
• prec. hodnota parametru precission 
• recall hodnota parametru recall 
• ß = x hodnota funkce F-measure pro hodnotu parametru ß = x 
 
V tabulkách nejsou zaznamenána všechna provedená měření. Pro každý druh kontroly je uvedena 
tabulka s nejlepšími dosaženými výsledky. Tabulky s výsledky všech provedených měření jsou 
ovšem součástí přílohy viz. kapitola 10 - průvodce přiloženými médii. 
 
Další tabulky slouží ke znázornění toho, jak se mění hodnoty koeficientů precission, recall a 
F  measure v závislosti na hodnotách parametrů práh a ŠZ. 
 
7.1 Kontrola na slovních formách 
 7.1.1 Nejlepší výsledky dosažené při kontrole na formách
parametry Koeficienty F measure
práh pp ŠZ FP% Prec. Recall ß=0,2 ß=0,7
-10,6 0,4 4,2 0,15 0,977 0,392 0,924 0,656
-10,9 0,4 4,2 0,15 0,977 0,391 0,924 0,655
-11,2 0,4 4,2 0,15 0,977 0,390 0,924 0,653
-11,5 0,4 4,2 0,14 0,978 0,386 0,924 0,651
-10,6 0,8 4,2 0,16 0,977 0,406 0,927 0,668
-10,9 0,8 4,2 0,16 0,977 0,406 0,927 0,668
-11,2 0,8 4,2 0,18 0,974 0,406 0,924 0,667
-9,7 1,2 4,2 0,18 0,974 0,404 0,924 0,665
-10,0 1,2 4,2 0,18 0,974 0,410 0,925 0,671
-10,3 1,2 4,2 0,18 0,974 0,415 0,926 0,675
-10,6 1,2 4,2 0,19 0,973 0,419 0,926 0,678
-10,6 0,8 2,4 0,67 0,921 0,477 0,889 0,705
-10,3 1,2 1,8 0,97 0,895 0,500 0,868 0,710
-10,6 1,2 1,8 1,03 0,889 0,502 0,864 0,710
-9,7 1,2 2,4 0,67 0,922 0,479 0,890 0,707
-10,0 1,2 2,4 0,68 0,922 0,486 0,891 0,712
-10,3 1,2 2,4 0,65 0,925 0,487 0,894 0,714
-10,6 1,2 2,4 0,69 0,921 0,490 0,891 0,714
-10,9 1,2 2,4 0,66 0,923 0,484 0,892 0,711
-10,3 1,2 3,0 0,42 0,948 0,469 0,912 0,710
-10,6 1,2 3,0 0,46 0,944 0,471 0,909 0,710
-10,0 1,2 0,0 2,29 0,790 0,525 0,775 0,678
-10,3 1,2 0,0 2,18 0,799 0,526 0,783 0,682
-10,3 1,2 0,9 1,66 0,838 0,523 0,819 0,699
-10,6 1,2 0,9 1,85 0,823 0,522 0,805 0,692
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Z tabulky závislosti koeficientu recall na parametrech práh a šedá zóna je patrné, že množství 
odhalených chyb klesá s rostoucí hodnotou parametru šedá zóna. To je celkem logické, protože při 
větší hodnotě parametru šedá zóna je těžší najít kandidáta na náhradu. Koeficient recall dosahuje 
nejvyšších hodnot při hodnotách parametru práh v rozmezí -11,2 až -10,6. Čím větší je hodnota 
parametru práh, tím více slov je označeno za kandidáty na chybu, zároveň je však těžší najít 
kandidáty na náhradu. To vysvětluje, proč nebylo dosaženo nejvyšších hodnot koeficientu recall pro 
krajní hodnoty parametru práh. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Z tabulky závislosti koeficientu precission na parametrech práh a šedá zóna lze vyčíst, že počet 
false positives klesá s rostoucí hodnotou parametru šedá zóna a že pro zkoumané rozmezí hodnot 
parametru práh klesá s rostoucí hodnotou parametru práh. 
 
práh
-9,7 0,455 0,451 0,432 0,418 0,400 0,372 0,343
-10,0 0,470 0,466 0,445 0,431 0,411 0,384 0,355
-10,3 0,473 0,470 0,448 0,435 0,416 0,391 0,362
-10,6 0,478 0,475 0,456 0,443 0,424 0,399 0,371
-10,9 0,468 0,465 0,454 0,442 0,424 0,401 0,376
-11,2 0,466 0,463 0,452 0,438 0,421 0,401 0,377
-11,5 0,458 0,453 0,442 0,428 0,411 0,395 0,373
-11,8 0,446 0,442 0,429 0,417 0,404 0,392 0,370
-12,1 0,433 0,430 0,417 0,407 0,395 0,383 0,362
-12,4 0,424 0,422 0,410 0,399 0,389 0,377 0,360
-12,7 0,416 0,415 0,405 0,394 0,387 0,377 0,360
-13,0 0,399 0,395 0,388 0,379 0,374 0,364 0,349
-13,3 0,375 0,371 0,365 0,358 0,354 0,345 0,332
-13,6 0,357 0,355 0,350 0,346 0,343 0,336 0,326
-13,9 0,348 0,347 0,342 0,338 0,336 0,330 0,321
0,0 0,9 1,8 2,4 3,0 3,6 4,2 ŠZ
7.1.2 Závislost koeficientu recall na parametrch práh a ŠZ pro pp = 0
práh
-9,7 0,753 0,813 0,875 0,913 0,943 0,962 0,974
-10,0 0,760 0,808 0,872 0,913 0,943 0,963 0,975
-10,3 0,780 0,817 0,881 0,914 0,941 0,961 0,975
-10,6 0,754 0,805 0,880 0,913 0,941 0,962 0,978
-10,9 0,769 0,817 0,886 0,917 0,941 0,964 0,978
-11,2 0,771 0,816 0,888 0,917 0,940 0,964 0,978
-11,5 0,786 0,834 0,896 0,925 0,946 0,963 0,978
-11,8 0,793 0,844 0,902 0,930 0,947 0,964 0,978
-12,1 0,805 0,855 0,909 0,934 0,950 0,968 0,977
-12,4 0,818 0,870 0,920 0,937 0,950 0,967 0,977
-12,7 0,824 0,869 0,925 0,942 0,955 0,970 0,979
-13,0 0,832 0,874 0,929 0,944 0,958 0,971 0,978
-13,3 0,839 0,878 0,929 0,945 0,956 0,969 0,973
-13,6 0,850 0,886 0,931 0,942 0,953 0,963 0,968
-13,9 0,860 0,891 0,934 0,942 0,952 0,959 0,965
0,0 0,9 1,8 2,4 3,0 3,6 4,2 ŠZ
 7.1.3 Závislost koeficientu precission na parametrch práh a ŠZ pro pp = 0
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Pro obě použité metriky bylo dosaženo nejlepších výsledků při vysokých hodnotách parametru šedá 
zóna. Zisk z výrazného snížení počtu false positives totiž převážil nad ztrátou způsobenou 
zanedbatelným snížením počtu objevených chyb. Při hodnotě parametru β = 0,7 se projeví zvýšený 
důraz na množství nalezených chyb. 
práh
-9,7 0,734 0,788 0,841 0,873 0,896 0,907 0,910
-10,0 0,743 0,786 0,841 0,875 0,898 0,911 0,914
-10,3 0,761 0,795 0,849 0,877 0,897 0,910 0,916
-10,6 0,737 0,784 0,850 0,878 0,899 0,912 0,920
-10,9 0,750 0,794 0,855 0,881 0,899 0,914 0,921
-11,2 0,752 0,793 0,856 0,880 0,898 0,914 0,921
-11,5 0,765 0,808 0,862 0,886 0,900 0,913 0,920
-11,8 0,770 0,816 0,865 0,888 0,901 0,913 0,920
-12,1 0,779 0,824 0,869 0,890 0,901 0,914 0,917
-12,4 0,790 0,836 0,878 0,891 0,900 0,912 0,917
-12,7 0,794 0,834 0,881 0,894 0,904 0,915 0,918
-13,0 0,798 0,835 0,881 0,893 0,904 0,912 0,914
-13,3 0,801 0,834 0,877 0,889 0,897 0,906 0,906
-13,6 0,807 0,838 0,875 0,884 0,892 0,899 0,899
-13,9 0,814 0,840 0,875 0,882 0,889 0,894 0,896
0,0 0,9 1,8 2,4 3,0 3,6 4,2 ŠZ
7.1.4 Závislost hodnoty F-measure na parametrch práh a ŠZ pro pp = 0, ß = 0,2
práh
-9,7 0,619 0,643 0,654 0,657 0,652 0,632 0,607
-10,0 0,632 0,651 0,663 0,668 0,661 0,644 0,620
-10,3 0,643 0,657 0,668 0,671 0,665 0,649 0,626
-10,6 0,634 0,655 0,674 0,677 0,671 0,657 0,635
-10,9 0,635 0,654 0,675 0,678 0,671 0,659 0,640
-11,2 0,634 0,652 0,674 0,675 0,669 0,659 0,641
-11,5 0,636 0,654 0,670 0,669 0,662 0,654 0,637
-11,8 0,631 0,649 0,662 0,662 0,657 0,651 0,635
-12,1 0,627 0,645 0,655 0,655 0,649 0,644 0,626
-12,4 0,626 0,645 0,653 0,649 0,644 0,639 0,625
-12,7 0,623 0,639 0,650 0,646 0,644 0,639 0,625
-13,0 0,613 0,625 0,637 0,633 0,633 0,627 0,614
-13,3 0,596 0,606 0,615 0,614 0,613 0,608 0,595
-13,6 0,585 0,594 0,602 0,601 0,601 0,597 0,587
-13,9 0,579 0,588 0,595 0,594 0,594 0,589 0,582
0,0 0,9 1,8 2,4 3,0 3,6 4,2 ŠZ
7.1.5 Závislost hodnoty F-measure na parametrch práh a ŠZ pro pp = 0, ß = 0,7
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7.2 Kontrola na lemmatech 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Kontrola na lemmatech dopadla o něco hůře než kontrola na slovních formách. Její nevýhodou je, 
že nedokáže najít překlepy, kdy je slovo zaměněno s jiným tvarem téhož slova. Naproti tomu 
jazykový model na lemmatech trpí méně problémem řídkosti testovacích dat. Z horšího výsledku 
vyplývá, že ztráta způsobená neschopností opravit překlepy, ve kterých jsou zaměněny tvary téhož 
slova, převyšuje nad ziskem z toho, že používáme méně řídký jazykový model. 
 
7.2.1 Nejlepší výsledky dosažené při kontrole na lemmatech
parametry koeficienty F measure
práh pp ŠZ FP% Prec. Recall ß=0,2 ß=0,7
-9,5 0,0 3,0 0,35 0,913 0,224 0,816 0,454
-10,1 0,0 3,0 0,33 0,916 0,220 0,817 0,448
-9,5 0,4 3,0 0,37 0,910 0,229 0,817 0,459
-9,8 0,4 3,0 0,38 0,907 0,225 0,813 0,455
-10,1 0,4 3,0 0,36 0,910 0,222 0,813 0,450
-9,5 0,8 3,0 0,4 0,905 0,231 0,814 0,462
-10,1 0,8 3,0 0,35 0,914 0,226 0,818 0,456
-10,1 1,2 3,0 0,37 0,910 0,228 0,816 0,458
-9,5 1,2 3,0 0,38 0,910 0,234 0,819 0,467
-9,2 0,4 1,8 0,92 0,821 0,257 0,758 0,477
-9,5 0,4 1,8 0,85 0,832 0,255 0,765 0,477
-9,5 0,8 1,8 0,87 0,830 0,258 0,764 0,480
-9,2 0,8 2,4 0,61 0,871 0,250 0,795 0,479
-9,5 0,8 2,4 0,61 0,870 0,248 0,794 0,477
-9,5 1,2 0,9 1,39 0,763 0,272 0,713 0,478
-9,5 1,2 1,8 0,87 0,832 0,262 0,768 0,485
-9,8 1,2 1,8 0,83 0,835 0,256 0,768 0,478
-8,9 1,2 2,4 0,63 0,867 0,249 0,792 0,478
-9,2 1,2 2,4 0,61 0,873 0,254 0,798 0,485
-9,5 1,2 2,4 0,6 0,874 0,252 0,798 0,482
-8,9 1,2 0,0 2,14 0,679 0,275 0,643 0,458
-9,2 1,2 0,0 1,99 0,696 0,277 0,658 0,465
-9,5 1,2 0,0 1,74 0,722 0,274 0,679 0,470
-9,2 1,2 0,9 1,59 0,740 0,275 0,695 0,476
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Koeficienty precission a recall sledují stejné trendy jako v případě kontroly na morfologických 
značkách. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
práh
-8,3 0,251 0,246 0,231 0,221 0,205 0,183
-8,6 0,257 0,254 0,240 0,231 0,213 0,191
-8,9 0,259 0,256 0,244 0,235 0,218 0,193
-9,2 0,263 0,261 0,251 0,241 0,224 0,196
-9,5 0,262 0,260 0,250 0,241 0,224 0,197
-9,8 0,258 0,255 0,245 0,237 0,222 0,196
-10,1 0,250 0,248 0,238 0,232 0,220 0,193
-10,4 0,240 0,238 0,228 0,224 0,211 0,188
-10,7 0,229 0,228 0,219 0,215 0,204 0,181
0,0 0,9 1,8 2,4 3,0 3,6 ŠZ
7.2.2 Závislost koeficientu recall na parametrch práh a ŠZ pro pp = 0
práh
-8,3 0,615 0,674 0,783 0,837 0,864 0,885
-8,6 0,637 0,691 0,798 0,852 0,875 0,890
-8,9 0,670 0,722 0,822 0,875 0,897 0,914
-9,2 0,684 0,731 0,821 0,873 0,902 0,907
-9,5 0,713 0,756 0,832 0,876 0,913 0,918
-9,8 0,716 0,754 0,834 0,873 0,904 0,912
-10,1 0,723 0,763 0,845 0,882 0,916 0,919
-10,4 0,729 0,775 0,839 0,878 0,913 0,920
-10,7 0,738 0,778 0,849 0,887 0,916 0,925
0,0 0,9 1,8 2,4 3,0 3,6 ŠZ
7.2.3 Závislost koeficientu precission na parametrch práh a ŠZ pro pp = 0
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Vysoké hodnoty parametru šedá zóna opět výrazně zlepšují dosažené výsledky.  
práh
-8,3 0,582 0,632 0,717 0,756 0,769 0,771
-8,6 0,603 0,648 0,733 0,772 0,782 0,780
-8,9 0,632 0,675 0,754 0,792 0,801 0,799
-9,2 0,645 0,684 0,755 0,793 0,808 0,796
-9,5 0,669 0,704 0,764 0,796 0,816 0,804
-9,8 0,670 0,701 0,763 0,791 0,808 0,800
-10,1 0,674 0,706 0,769 0,796 0,817 0,803
-10,4 0,676 0,713 0,761 0,790 0,810 0,800
-10,7 0,680 0,712 0,764 0,792 0,807 0,799
0,0 0,9 1,8 2,4 3,0 3,6 ŠZ
7.2.4 Závislost hodnoty F-measure na parametrch práh a ŠZ pro pp = 0, ß = 0,2
práh
-8,3 0,416 0,429 0,438 0,437 0,420 0,391
-8,6 0,429 0,441 0,453 0,452 0,433 0,403
-8,9 0,441 0,452 0,462 0,461 0,443 0,410
-9,2 0,448 0,460 0,470 0,469 0,452 0,414
-9,5 0,455 0,464 0,471 0,469 0,454 0,416
-9,8 0,452 0,459 0,465 0,464 0,450 0,414
-10,1 0,446 0,453 0,459 0,459 0,448 0,411
-10,4 0,437 0,445 0,446 0,448 0,436 0,403
-10,7 0,427 0,433 0,436 0,438 0,426 0,393
0,0 0,9 1,8 2,4 3,0 3,6 ŠZ
7.2.5 Závislost hodnoty F-measure na parametrch práh a ŠZ pro pp = 0, ß = 0,7
33 
 
7.3 Kontrola na morfologických značkách 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Kontrola na morfologických značkách dopadla hůře nežli kontrola na formách a na lemmatech. Při 
slibných hodnotách koeficientu recall je hodnota koeficientu precission neúnosně nízká, naopak při 
vyšších hodnotách koeficientu precission jsou hodnoty koeficientu recall velmi nízké.  
 
Nekvalitních výsledků bylo dosaženo pravděpodobně z toho důvodu, že ve velkém množství 
případů tvoří překlep spolu se sousedními slovy gramaticky smysluplnou skupinu slov. Tento 
problém by se dal výrazně zredukovat použitím n-gramového modelu vyššího řádu. To ovšem při 
současné implementaci, kdy program zkoumá všechny možnosti morfologického otagování n-tic 
slov není možné. Program provádějící kontrolu by potom běžel příliš pomalu. 
  
7.3.1 Nejlepší výsledky dosažené při kontrole na morfologických značkách
parametry koeficienty F measure
práh pp ŠZ FP% Prec. Recall ß=0,2 ß=0,7
-6,0 0,0 2,4 0,43 0,835 0,132 0,693 0,303
-6,0 0,5 2,4 0,43 0,833 0,130 0,689 0,300
-6,0 1,0 2,4 0,42 0,834 0,128 0,687 0,296
-5,5 0,0 2,4 0,54 0,807 0,137 0,680 0,310
-5,5 0,5 2,4 0,53 0,810 0,137 0,681 0,309
-5,5 0,0 0,9 2,91 0,565 0,229 0,535 0,381
-5,5 0,5 0,9 2,92 0,563 0,229 0,533 0,380
-5,0 0,0 0,9 4,87 0,483 0,277 0,470 0,388
-5,0 0,5 0,9 4,83 0,485 0,276 0,471 0,388
-5,0 1,0 0,9 4,80 0,484 0,274 0,470 0,387
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7.4 Kombinovaná kontrola 
Pro kombinovanou kontrolu byla použita optimální nastavení parametrů zjištěná při kontrole na 
lemmatech a při kontrole na morfologických značkách. V tabulce 7.4.1 jsou výsledky získané při 
kombinování nastavení optimalizujících F – measure pro ß = 0,2. V tabulce 7.4.1 jsou výsledky 
získané při kombinování nastavení optimalizujících F – measure pro ß = 0,7. 
 
 
 
Při kombinované kontrole bylo dosaženo lepších výsledků než při kontrole na lemmatech a kontrole 
na morfologických značkách, ovšem horších výsledků než při kontrole na formách. To je 
pravděpodobně způsobeno tím, že ta část kombinované kontroly, která kontroluje morfologické 
7.4.1 Výsledky dosažené při kombinované kontrole - 1. část
nastavení pro lemmata nastavení pro morfologické značky Koeficienty F - measure
práh pp ŠZ práh pp ŠZ FP% Prec. Recall ß=0,2 ß=0,7
-9,5 0,0 3,0 -6,0 0,0 2,4 0,44 0,909 0,268 0,833 0,509
-9,5 0,0 3,0 -6,0 0,5 2,4 0,45 0,907 0,268 0,831 0,508
-9,5 0,0 3,0 -5,5 0,5 2,4 0,41 0,909 0,248 0,824 0,484
-10,1 0,0 3,0 -6,0 0,0 2,4 0,47 0,907 0,277 0,834 0,519
-10,1 0,0 3,0 -6,0 0,5 2,4 0,47 0,906 0,277 0,833 0,518
-10,1 0,0 3,0 -5,5 0,5 2,4 0,44 0,906 0,259 0,827 0,497
-9,5 0,4 3,0 -6,0 0,0 2,4 0,46 0,907 0,273 0,833 0,515
-9,5 0,4 3,0 -6,0 0,5 2,4 0,46 0,907 0,272 0,832 0,514
-9,5 0,4 3,0 -5,5 0,5 2,4 0,41 0,910 0,253 0,828 0,491
-10,1 0,8 3,0 -6,0 0,0 2,4 0,50 0,903 0,283 0,833 0,525
-10,1 0,8 3,0 -6,0 0,5 2,4 0,51 0,901 0,282 0,831 0,524
-10,1 0,8 3,0 -5,5 0,5 2,4 0,46 0,904 0,265 0,827 0,504
-10,1 1,2 3,0 -6,0 0,0 2,4 0,52 0,900 0,285 0,831 0,527
-10,1 1,2 3,0 -6,0 0,5 2,4 0,53 0,898 0,284 0,829 0,525
-10,1 1,2 3,0 -5,5 0,5 2,4 0,48 0,901 0,267 0,826 0,505
7.4.2 Výsledky dosažené při kombinované kontrole - 2. část
nastavení pro lemmata nastavení pro morfologické značky Koeficienty F - measure
práh pp ŠZ práh pp ŠZ FP% Prec. Recall ß=0,2 ß=0,7
-9,5 0,8 1,8 -5,0 0,0 0,9 2,99 0,657 0,348 0,635 0,508
-9,5 0,8 1,8 -5,0 0,5 0,9 2,99 0,659 0,351 0,637 0,511
-9,5 0,8 1,8 -5,0 1,0 0,9 2,97 0,660 0,350 0,638 0,511
-9,2 0,8 2,4 -5,0 0,0 0,9 2,72 0,665 0,328 0,640 0,497
-9,2 0,8 2,4 -5,0 0,5 0,9 2,71 0,668 0,331 0,643 0,500
-9,2 0,8 2,4 -5,0 1,0 0,9 2,70 0,667 0,329 0,642 0,498
-9,5 1,2 1,8 -5,0 0,0 0,9 3,02 0,657 0,351 0,635 0,510
-9,5 1,2 1,8 -5,0 0,5 0,9 2,02 0,743 0,355 0,713 0,546
-9,5 1,2 1,8 -5,0 1,0 0,9 2,99 0,660 0,353 0,639 0,513
-9,2 1,2 2,4 -5,0 0,0 0,9 2,74 0,666 0,332 0,641 0,500
-9,2 1,2 2,4 -5,0 0,5 0,9 2,75 0,667 0,335 0,643 0,503
-9,2 1,2 2,4 -5,0 1,0 0,9 2,71 0,669 0,333 0,644 0,503
-9,5 1,2 2,4 -5,0 0,0 0,9 2,85 0,665 0,343 0,641 0,508
-9,5 1,2 2,4 -5,0 0,5 0,9 2,85 0,667 0,346 0,644 0,511
-9,5 1,2 2,4 -5,0 1,0 0,9 2,81 0,669 0,344 0,645 0,510
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značky nefunguje dostatečně kvalitně, aby odhalila dostatečné množství překlepů, které vedou 
k jinému tvaru téhož slova. 
 
Kvalitu kombinovaného testu by bylo možné zlepšit změnou metody použité pro kombinaci 
výsledků testů na lemmatech a morfologických značkách. Současná implementace při kombinaci 
výsledků nepřihlíží k tomu, jak moc byl jednotlivý test úspěšný či neúspěšný. Jestliže slovo uspěje 
při obou testech, je přijato, v opačném případě je zamítnuto. Mohou se však vyskytovat situace, kdy 
jeden test hlásí vysokou pravděpodobnost, druhý hlásí jen těsné zamítnutí. V takovém případě by 
mělo větší smysl obě hodnoty pravděpodobnosti interpolovat a rozhodovat se podle toho, jestli 
výsledná hodnota překročí nějakou prahovou hodnotu.  
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7.5 Dopad prořezávání na kvalitu kontroly 
Pro kontrolu na slovních formách, na lemmatech a na morfologických značkách byl zjišťován dopad 
prořezávání na kvalitu výsledků kontroly. Pro každý typ kontroly byla použita 2 nejlepší  nastavení 
parametrů - jedno maximalizující F - measure pro β = 0,2, druhé maximalizující F - measure pro   
β = 0,7. 
 
 
 
 
 
 
Pro kontrolu na slovních formách a pro kontrolu na lemmatech došlo při použití více prořezaných 
jazykových modelů jen k mírnému zhoršení dosažených výsledků.  Snížení paměťových nároků při 
použití více prořezaných jazykových modelů je ovšem velmi výrazné. Pro praktické účely je tedy 
výhodnější použití více prořezaných modelů. U kontroly na morfologických značkách nedošlo při 
použití více prořezaných modelů ke zhoršení výsledků. 
 
7.5.1 Dopad prunningu na kvalitu kontroly na slovních formách
prune MB práh = -10,9; pp = 0,8; ŠZ = 4,2 práh = -10,3; pp= 1,2; ŠZ = 2,4Prec. Recall F-m. ß=0,2 F-m. ß=0,7 Prec. Recall F-m. ß=0,2 F-m. ß=0,7
866,8 0,977 0,406 0,927 0,668 0,925 0,487 0,894 0,714
365,0 0,980 0,395 0,927 0,659 0,928 0,476 0,895 0,707
138,6 0,974 0,381 0,919 0,644 0,939 0,460 0,903 0,699
86,1 0,971 0,371 0,914 0,634 0,936 0,452 0,899 0,692
67,7 0,969 0,366 0,912 0,629 0,939 0,446 0,900 0,689
50,1 0,972 0,356 0,911 0,620 0,947 0,438 0,907 0,685
3,0 · 10-8
6,0 · 10-8
1,2 · 10-7
2,1 · 10-7
3,0 · 10-7
5,0 · 10-7
7.5.2 Dopad prunningu na kvalitu kontroly na lemmatech
prune MB práh = -9,5; pp = 1,2; ŠZ = 3,0 práh = -9,2; pp= 1,2; ŠZ = 2,4Prec. Recall F-m. ß=0,2 F-m. ß=0,7 Prec. Recall F-m. ß=0,2 F-m. ß=0,7
640,3 0,910 0,234 0,819 0,467 0,873 0,254 0,798 0,485
255,3 0,916 0,218 0,816 0,447 0,893 0,244 0,810 0,477
101,4 0,912 0,209 0,808 0,433 0,896 0,236 0,809 0,466
64,3 0,904 0,207 0,801 0,429 0,892 0,232 0,804 0,461
50,2 0,904 0,205 0,799 0,426 0,888 0,230 0,800 0,458
35,9 0,907 0,203 0,800 0,423 0,891 0,229 0,802 0,457
3,0 · 10-8
6,0 · 10-8
1,2 · 10-7
2,1 · 10-7
3,0 · 10-7
5,0 · 10-7
7.5.3 Dopad prunningu na kvalitu kontroly na morfologických značkách
prune MB práh = -6,0; pp = 0,0; ŠZ = 2,4 práh = -5,0; pp= 0,5; ŠZ = 0,9Prec. Recall F-m. ß=0,2 F-m. ß=0,7 Prec. Recall F-m. ß=0,2 F-m. ß=0,7
30,5 0,835 0,132 0,693 0,303 0,485 0,276 0,471 0,388
23,4 0,827 0,131 0,686 0,300 0,486 0,276 0,472 0,388
15,5 0,830 0,131 0,688 0,301 0,487 0,277 0,473 0,390
10,5 0,833 0,134 0,694 0,306 0,485 0,277 0,471 0,389
7,5 0,832 0,136 0,695 0,309 0,489 0,277 0,475 0,391
5,9 0,826 0,139 0,694 0,314 0,485 0,277 0,472 0,389
0,0 · 10-8
3,0 · 10-8
0,6 · 10-7
1,2 · 10-7
2,1 · 10-7
3,0 · 10-7
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7.6 Zhodnocení přínosu použití parametru pp 
Parametr pp upravuje prahové hodnoty přijetí pro slova v závislosti na počtu kontextů, ve kterých se 
slovo nachází, způsobem, který je popsán na začátku 7. kapitoly.   
 
V následujících tabulkách jsou zaznamenány nejlepší dosažené hodnoty funkce F-measure při 
různých hodnotách parametru pp. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Při kontrole na slovních formách a na lemmatech bylo dosaženo pro vyšší hodnoty parametru pp o 
něco lepších výsledků. Jde však o velmi nevýrazné zlepšení, parametr pp není pro kvalitu výsledků 
podstatný. To je nejspíš způsobeno tím, že kvalita výsledků kontroly se mění pouze pozvolna se 
změnami parametru práh - to lze vyčíst z tabulek 7.1.4, 7.1.5, 7.2.4, 7.2.5. 
 
Vliv použití parametru pp na kontrolu na morfologických značkách je taktéž zanedbatelný. 
pp
0,0 0,921 0,678
0,4 0,924 0,694
0,8 0,927 0,705
1,2 0,926 0,714
7.6.1 Nejlepší dosažené výsledky pro různé hodnoty pp při kontrole na slovních formách
F-measure, β=0,2 F-measure, β=0,7
pp
0,0 0,817 0,471
0,4 0,817 0,477
0,8 0,818 0,480
1,2 0,819 0,485
7.6.2 Nejlepší dosažené výsledky pro různé hodnoty pp při kontrole na lemmatech
F-measure, β=0,2 F-measure, β=0,7
pp
0,0 0,693 0,388
0,5 0,689 0,388
1,0 0,687 0,387
7.6.3 Nejlepší dosažené výsledky pro různé hodnoty pp při kontrole na morf. značkách
F-measure, β=0,2 F-measure, β=0,7
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8 Závěr 
8.1 Přínos práce 
Hlavním přínosem práce je implementace programu na kontextovou kontrolu spellingu a vytvoření 
webové aplikace, která demonstruje jeho fungování. Vytvořený program může dobře posloužit pro 
experimentální účely, pro praktické účely se příliš nehodí, protože neumí spolupracovat s žádným 
textovým editorem.  
 
Další přínos práce je v provedených experimentech, jejichž výsledky vypovídají o tom, že lze ke 
kontrole spellingu českého jazyka s úspěchem  použít n-gramový jazykový model. Experimenty 
byly ovšem provedeny pro texty ze stejné domény jako byla trénovací data. Při experimentech s daty 
z jiné domény by pravděpodobně bylo dosaženo výrazně horších výsledků. Ukázalo se, že použití 
pouhé lemmatizace slov k zlepšení výsledků kontroly nevede, takže je potřeba použít také kontrolu 
morfologie. Kontrola morfologie využívající tri-gramový jazykový model nefunguje dostatečně 
dobře. Využití n-gramů vyšších řádu ovšem není při současné implementaci možné, vedlo by to k 
příliš velkému zpomalení chodu programu. Otázka, zda použití morfologie může vést k lepším 
výsledkům, zůstává otevřená.   
 
8.2 Možná zlepšení a budoucí vývoj 
Programy pro kontextovou kontrolu nacházejí uplatnění zejména na malých přenosných zařízeních, 
na kterých se nepohodlně píše. Proto by mělo smysl program implementovat pro takové zařízení. 
Taková implementace by ovšem musela pracovat nanejvýš efektivně, zejména se to týká spotřeby 
paměti, protože malá přenosná zařízení mají málo operační paměti. Za použití metod pro efektivní 
reprezentaci velkých množin[3] by bylo možné dosáhnout výrazných paměťových úspor. 
 
Lepších výsledků bude vždy možné dosáhnout použitím kvalitnějších jazykových modelů. Kvalita 
jazykového modelu se dá zvyšovat zvětšením množství a rozmanitosti textů, ze kterých je vytvořen, 
nebo použitím lepších vyhlazovacích metod. V této práci byly použity jazykové modely používající 
jednoduchou metodu vyhlazování Good-Turing discounting. V současné době jsou známé další 
metody vyhlazování, jejichž použití vede ke kvalitnějším jazykovým modelům. 
 
Kontrolu na morfologických značkách je potřeba implementovat efektivněji, aby bylo možné použít 
n-gramové modely vyšších řádů. Potom se možná ukáže, zda použití morfologie vede ke 
kvalitnějším výsledkům.
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10 Průvodce přiloženými médii 
10.1 DVD 
LM  
V tomto adresáři jsou vytvořené jazykové modely, které byly použity pro kontrolu spellingu.  
Nejsou tam ovšem modely, které byly použity pro porovnání různých způsobů redukce velikosti.  
 
Korpus 
V adresáři jsou obsaženy dokumenty z korpusu Czech Web Document Collection vytvořeného mgr. 
Pavlem Pecinou. Jde o morfologicky otagované dokumenty ve formátu sgml. 
 
Tools 
Obsahuje použité nástroje: Hajičova česká morfologie, SRILM, Enca 
 
10.2 CD 
Dokumentace  
Obsahuje uživatelskou, programátorskou a instalační dokumentaci softwarového díla. 
 
Tabulky 
Obsahuje tabulky, ve kterých jsou zaznamenány výsledky všech testů úspěšnosti kontroly, ze 
kterých bylo vycházeno v kapitole 7. 
main 
V adresáři jsou PERL skripty a binární soubory potřebné pro běh programů kontrolaTextu a 
udelejChybovyText. Je tam také adresář se slovníkem (slovnik), Hajičovou českou morfologií (cz) a 
adresář pro dočasné uložení pomocných souborů (pom). 
 
others 
V tomto adresáři jsou uložené skripty, jejichž činnost přímo nesouvisí s kontrolou spellingu. Skripty 
obodujSlova, obodujSlova1.pl, obodujSlova2.pl a zjisteniCetnosti.pl slouží k vytvoření jazykového 
modelu s redukovaným slovníkem metodou popsanou v práci. Skript modelTester byl použit pro 
testování jazykových modelů. Skripty zpracovaniKorpusu.pl a vyberCastaJmena.pl byly použity pro 
zpracování korpusu ve formátu SGML.  
 
out 
Adresář obsahuje ukázky výsledků kontroly textu programem kontrolaTextu. 
 
source 
Adresář obsahuje zdrojové kódy součástí programu, které byly napsány v C/C++. 
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testy 
Adresář obsahuje skripty, jež byly použity pro testování úspěšnosti různých variant kontroly. V 
podadresáři out jsou uloženy výstupy těchto testovacích skriptů, dále také výsledky některých testů 
přetransformované do formátu csv a xls. 
 
texty 
Adresář obsahuje novinové články, které byly použity pro testování úspěšnosti kontroly.  
 
textySChybami 
To samé jako texty s tím rozdílem, že v tomto adresáři jsou novinové články upraveny programem 
udelejChybovyText - jsou do nich přidány překlepy. 
 
www 
V tomto adresáři je soubor index.php - jednoduchá webová aplikace sloužící k názorné prezentaci 
práce. 
