Abstract: A mobile WSN is considered as a collection of wireless mobile nodes and a base station forming an ad-hoc network. This type of network is used in various areas; such as underwater and underground. Each node has a limited energy and a random mobilization. Since the energy consumption is a very important factor, the
of neighbors to reorganize node density after that it selects active nodes and those which remain asleep in a decentralized manner.
Our work is organised in the following way: section 1 introduces the WSNs. Section 2 presents related works on the hierarchical routing protocol and the existing LEACH descendent. Section 3 includes the presentation of our contribution. Section 4 shows the simulation steps and demonstrates the simulation results. The last section concludes our work.
II. LEACH ALGORITHM
A LEACH protocol is discovered by Heinzelman, to extend the network life time of WSN and to decrease the consumed energy, [1] [2] . LEACH (Low Energy Adaptive Clustering Hierarchy Aggregation) algorithm is a data aggregation algorithm that balances the energy among nodes. LEACH is made up of node clusters; each cluster has a particular node as cluster head. The Cluster head collects data from nodes that belong to the respective cluster and sends it to the base station. The CH role changes periodically. The communication time is divided to rounds. Each round time contains two phases namely, a setup phase and a steady state phase.
In the setup phase, the cluster heads are chosen and clusters are formed. Each sensor is elected to be a cluster head with a probability and only one CH is elected in one cluster based on a threshold:
Where p is the desired number of CHs, r is the current round, and G is the set of nodes that have not been CHs in the last 1/P rounds. That can extend the network life time because the current CH is not chosen in the next round until all the other sensors in the network become CHs.
In the steady state phase, in cluster LEACH is based on Time Division Multiple Accesses (TDMA) to communicate and transmit data [1] . The same is presented in figure 1 , where the round is divided to frame times. Every frame is subdivided to Time Slot which corresponds to one node member to send its data to CH.
LEACH-C is a modified version of LEACH [2] . The difference between them is at the selection of CHs. LEACH-C is centralized but LEACH is decentralized. In every round, the base station determines the nodes which are CHs. It focuses on node locations.
The Figure 2 presented LEACH and LEACH-C aggregation algorithms. A lot of studies are published to improve LEACH protocol and LEACH-C in term of energy dissipation and CHs dies as in [3] [4] .
A. LEACH mobile and CBR-LEACH algorithms
Other protocols have improved LEACH in terms of mobility and packets loss. These protocols types are similar to LEACH-Mobile and CBR-LEACH which has adapted TDMA to support mobile sensor in WSN [5] [6] . The WSN doesn't assure the data reception to CH due to the mobility frequency of sensor node. In LEACH-Mobile, at the end of the frame the CH confirms to its member nodes that it received all data corresponding to its member nodes. All nodes must wake up before the beginning of each frame. A member node begins to transmit data in allotted time slot, if this node receives a packet delivered by CH. If there is no reception of the packet it turns to the sleep mode until the next time slot. If there is no reception of the packet in the next time slot, it transmits a demand to join cluster because its CH thinks that this member node is out of the cluster. In case it doesn't acquire the transmitted data, it marks this node in the confirmation list. In the next frame, if it doesn't receive the data again from the same member node, the CH removes this node and it may also assign this time slot to the newly joined node in TDMA schedule.
CBR-LEACH is an advanced version of LEACH-Mobile. In CBR-LEACH the CH allocate the same time slots for the newly node which will join cluster.
In these protocols, the management of packet loss demanding a lot of additional traffic, so they consume a lot of energy compared to LEACH.
B. W-LEACH
Weighted LEACH: it's an extended LEACH [7] to challenge uniform and non-uniform network. In set up phase, the base station based on density of nodes to divide member nodes in two groups. One group member nodes transmit their data while the member nodes in the other group remain asleep. The selection of nodes which remain asleep is centralized.
III. W-LEACH DECENTRALIZED
Weighted Low Energy Adaptive Hierarchy (W-LEACH) is an extension of LEACH to efficiently handle non-uniform sensor distribution in WSNs. It increases the lifetime of the network. But this protocol is centralized because the base station is the only responsible for selecting sleeping nodes and active nodes. In addition, the base station needs the location node to manage the density of nodes after it informs each node with an additional traffic. In this paper, we propose later a decentralized algorithm which weighs LEACH without nodes' maps.
A. W-LEACH decentralized details
W-LEACH Decentralized is a decentralized algorithm. As in LEACH, W-LEACH Decentralized algorithm is divided into rounds, where each round begins with a set-up phase in which Cluster Heads (CH) are selected and clusters are formed. Then comes the steady-state phase in which the data transmitted to the base station. Just before the beginning of data transmission, each node determines its neighbours according to a welldetermined distance which organizes the density of nodes so the neighbouring nodes do not transmit the same data. According to the number of neighbours, the node members decide their status as being in an active state or they remain in a sleep state during this round, so a sensor with low densities (has a lot of neighbours) stays alive as long as possible. In this way, the allocations of sensors densely send data to their CHs have probably leaded to minimize redundant data CHs and they always share in sending data with their CHs. Thereafter the total energy consumption of the network is minimized, so we increase lifetime of network. During each round in the network, there are member nodes which are selected into two groups: Sleeping nodes and active nodes as is presented in Figure 3 :
B. W-LEACH Decentralized Algorithm
In W-LEACH Decentralized, The selection of CHs and form clusters are as in LEACH. Each sensor node N(i) elects itself to be cluster head with a probability as presented in equation (1) . In the following chart, we assume that node N2 is elected CH and N1, N2 are not cluster head. So N2 spreading ADV CH to inform its neighbours that it becomes a CH. Then N1, N3 aggregates the ADV CH messages from CHs and choose its nearest CH. Then it transmits a JOIN REQ message to its CH and received JOIN REQ message from other member nodes to determine their neighbours' nodes and the distance corresponding to every neighbour. The CH ,in its turn, receives the JOIN REQ message to form its cluster and create TADM Schedule. Then it spreads ADVSCH message to inform there member nodes when can transmits there data. Member nodes after receiving ADVSCH, they calculate the number of nearest neighbours to a lower maximum distance determined. If this number is less than a limited number the node goes to sleep during this round as N3. Else the nodes calculate their Time Slot to transmit their data as N1.
IV. SIMULATION AND EXPERIMENTAL SETTING
To evaluate the performance of W-LEACH Decentralized, we simulated W-LEACH Decentralized and LEACH using a network size 100*100 m. A base station located at point (70,200). The initial energy of each sensor is set to 2J. We set data size to 500 bytes. We test the algorithm with various number alive nodes: n=50, n=100, n=150, n=200. Comparative results were the average of 10 runs matching each test. We set distance_limit=5m and Number_neighbour_limit=12nodes. Simulation is carried out in NS2.34 [8] simulator with integration of LEACH protocol [9] 
A. Results and discussions
We chose to track the number of nodes alive over time. In fact, it gives us an insight into the frequency of death nodes. It can be used to determine the lifetime of the network according to the above definitions: Time to death of the first node Network, Time to death of the last node Network, Time to death of a percentage of nodes in the network.
1) First node dies, Last node dies and average sensor lifetime.
The following table lists the simulation results obtained using W-LEACH Decentralized with LEACH for different total number nodes. As it's shown from the figure 5, W-LEACH Decentralized retards the times of the first, last node and average total number nodes dies, and increases the lifetime of the network when compared to LEACH.
2)
Number of alive sensors The following figures: figure 6(a, b, c, d ) illustrate the number of nodes alive over time respectively to 50, 100, 150, 200 nodes. W-LEACH Decentralized performs better than LEACH by saving the lives of more sensors through times. So we extend the lifetime of the network. 
3) Remaining Energy
Figures: figure 7(a, b, c, d ) shows the total remaining energy of network versus times for W-LEACH Decentralized and LEACH respectively. It's presented clearly that the energy is saved as much as possible when W-LEACH Decentralized; therefore it operates with higher remaining energy than LEACH.
According to the preceding figures the performance of our protocol with LEACH protocol per various numbers of nodes distributed use the same area of 100 × 100 m as 50, 100, 150 and 200. Our protocol clearly has excellent performance as compared with LEACH. When the number of nodes is equal to 50 nodes, the performance is minimal. But when the number of nodes increases, the performance is increased till it becomes maximal as presented clearly equal to 200 nodes. 
V. CONCLUSION AND PERSPECTIVE
In this paper, we have described W-LEACH Decentralized; a decentralized technique to increase network lifetime of the sensor nodes in wireless sensor networks installed in the areas of large cavities abandoned mines or mapping caving. This algorithm is based on the sensor density (how many sensors are close) to put some nodes to sleep if they find a large number of neighbours. The strong point of our proposal is that it can be used in an environment where we can not determine the location of nodes. In addition, each node is able to take decision to be active or dormant autonomously. In this way, the network lifetime will be much extended. In our future work, we will test W-LEACH Decentralized with a mobile environment to consider mines or grottos environment parameters and the influences of mobility in order to control packets loss. 
