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Abstract
We develop a new master equation as a unified description of the ef-
fects of both quantum noise (system-bath interaction) and classical noise
on a system’s dynamics, using a two-dimensional series expansion method.
When quantum and classical noises are both present, their combined ef-
fect on a system’s dynamics is not necessarily a simple sum of the two
individual effects. Thus previous master equations for open systems and
those for classical noise, even when jointly used, may not capture the
full physics. Our formalism can determine whether there is interference
between quantum and classical noises and will be able to capture and
describe such interference if there is any (in a perturbative manner). We
find that, interestingly, second-order interference between quantum and
classical noises vanishes identically. This work thus also serves to justify
simple additive treatments of quantum and classical noises, especially in
the weak coupling regime. For a Zeeman-splitted atom in a stochastic
magnetic field interacting with an optical cavity, we use the formalism
developed herein to find the overall decoherence rate between the atom’s
energy levels.
1 Introduction
Ideally, for a closed quantum system under a deterministic Hamiltonian, its
density matrix evolves unitarily according to the von Newmann equation, [4]
d
dt
ρ(t) = −i [Hdeterministic(t), ρ(t)] . (1)
∗This is a first draft of the manuscript.
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In reality, many quantum systems interact with external quantum degrees of
freedom (the “environment”), and such system-environment interactions gen-
erally result in non-unitary dynamics at the system’s level. [6, 7] This is the
scenario of open quantum systems. On the other hand, there are scenarios where
no external quantum degree of freedom is formally present, but a (closed) quan-
tum system is subject to a Hamiltonian that is non-deterministic/stochastic
across different realizations of the system’s evolution (e.g. across different runs
of repeated experiment). This stochasticity is called classical noise. [7, 5] For a
closed quantum system under a stochastic Hamiltonian, its dynamics is unitary
in one particular realization of the system’s evolution (e.g. in a single run of
the experiment). However, when we repeat the experiment for multiple times,
and if we consinder the ensemble average of the system’s statistics over multiple
realizations, the system’s average density matrix generally evolves non-unitarily.
[7, 5] 1
The study of how system-environment interaction and classical noise affect a
system’s dynamics is important. Put most simplistically, quantum coherence is
essential to the broad field of quantum information [1] and quantum control [2].
Two conceptually different sources for the loss of quantum coherence are: (a)
decoherence, which generally arises in open quantum systems, resulting from
system-environment interaction; [6, 7] (b) dephasing, which generally arises un-
der stochastic Hamiltonians, resulting from classical noise. [5, 7] Observation-
ally, both may be similarly represented by the decay of some off-diagonal density
matrix element(s) in some bases. [7, 5, 6] However, the two kinds of “noises”
are of different natures - a system can get entangled with the environment in
the case of open quantum systems, whereas there is no system-environment
entanglement in the case of classical noise. [7]
Open quantum systems are extensively studied in the literature. [6, 3, 4,
14, 15, 16, 17] There are also studies on quantum systems under classical noise.
[5, 11] However, there are few studies that consider the effects of both system-
environment interaction and classical noise on the system’s dynamics in a unified
and systematic way. (See [13, 12] for previous works on classical and quantum
noises, through “Environment Algebra” and quantum Langevin equations rather
than master equations.) In our work, with a two-dimensional series expansion
approach, we develop a master equation formalism that takes into account both
system-environment interaction (“quantum noise”) and stochastic Hamiltonian
(classical noise) and treats their joint effects on a system’s dynamics in a unified
and consistent manner.
When both quantum noise and classical noise are present, there may be
interference between the two kinds of noises on a system’s dynamics. Most
cautiously put, we have no a priori reason to think that their joint effect is
merely a simple sum of the two individual effects. If interference exists, then
1
It may be added that system-environment interaction is sometimes loosely referred to as
“quantum noise” in the open quantum system scenario, because observationally it can have
similar effects on the system’s statistics like classical noise does. [10]
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the master equations for open quantum systems and those for classical noise,
even when both are used together, do not describe the full physics. The master
equation formalism developed herein will be able to determine whether there is
interference between quantum and classical noises on a system’s dynamics (in a
perturbative manner). If there is interference (in some perturbative order), our
formalism can capture and quantify such interference; if there is no interference
(in some perturbative order), our formalism can rule it out. This is a motivation
behind this work.
2 Theory
2.1 Derivations 2
Total unitary dynamics
The total interaction Hamiltonian consists of two terms
H
(j)
int(t) = λHSE(t) + δH
(j)
S (t)⊗ IE , (2)
where HSE(t) is the system-bath interaction Hamiltonian, H
(j)
S (t) ⊗ IE is the
stochastic Hamiltonian acting on the system, λ and δ parametrize the strength
of the system-bath interaction and that of the stochastic Hamiltonian respec-
tively, and the index j denotes the j-th realization of the stochastic process /
experimental run. The first term alone can be lead to system-bath entangle-
ment, which in turn can lead to decoherence in the system’s reduced density
matrix. This often goes by the name of “quantum noise” and is the subject of
open quantum systems. The second term alone, upon averaging, can lead to
dephasing of the system’s density matrix, which is an effect of “classical noise”.
The system-bath total density matrix in the j-th run of the experiment thus
obeys the equation of motion
i
d
dt
ρ
(j)
total(t) =
[
H
(j)
int(t), ρ
(j)
total(t)
]
=
[
λHSE(t) + δH
(j)
S (t)⊗ IE , ρ
(j)
total(t)
]
. (3)
Let U (j)(t, 0) be the unitary evolution operator for the system-bath total
density matrix in the in the j-th run of the experiment such that ρ
(j)
total(t) =
U (j)(t, 0)ρtotal(0)U
(j)†(t, 0), then
i
d
dt
U (j)(t, 0) =
(
λHSE(t) + δH
(j)
S (t)⊗ IE
)
U (j)(t, 0). (4)
Two-dimensional series expansion
The first key step in our contruction is to suppose that the total unitary operator
U (j)(t, 0) can be expanded in a 2-dimensional power series of λ and δ:
U (j)(t, 0) =
∞∑
m=0
∞∑
n=0
λmδnU (j)m,n(t, 0). (5)
2All works herein are within the interaction picture unless otherwise noted.
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Plugging Eq.(5) into Eq.(4), we have
i
∞∑
m=0
∞∑
n=0
λmδn
d
dt
U (j)m,n(t, 0)
=
∞∑
m=0
∞∑
n=0
(
λm+1δnHSE(t)U
(j)
m,n(t, 0) + λ
mδn+1H
(j)
S (t)⊗ IEU
(j)
m,n(t, 0)
)
.(6)
Comparing like-order terms from the left-hand side and right-hand side of
Eq.(6), we have iterative equations for U
(j)
M,N(t, 0):
i
d
dt
U
(j)
0,0 (t, 0) = 0, (M = 0, N = 0) (7)
i
d
dt
U
(j)
M,0(t, 0) = HSE(t)U
(j)
M−1,0(t, 0), (M > 1, N = 0) (8)
i
d
dt
U
(j)
0,N (t, 0) = H
(j)
S (t)⊗ IEU
(j)
0,N−1(t, 0), (M = 0, N > 1) (9)
i
d
dt
U
(j)
M,N (t, 0) = HSE(t)U
(j)
M−1,N (t, 0) +
(
H
(j)
S (t)⊗ IE
)
U
(j)
M,N−1(t, 0). (M, N > 1)
(10)
Solving the above iterative equations, we have, for example,
U
(j)
0,0(t, 0) = I, (11)
U
(j)
1,0(t, 0) = (−i)
ˆ t
0
dt′HSE(t
′), (12)
U
(j)
2,0(t, 0) = −
ˆ t
0
dt′
ˆ t′
0
dt”HSE(t
′)HSE(t”), (13)
U
(j)
0,1(t, 0) = (−i)
ˆ t
0
dt′H
(j)
S (t
′)⊗ IE , (14)
U
(j)
0,2(t, 0) = −
ˆ t
0
dt′
ˆ t′
0
dt”
(
H
(j)
S (t
′)H
(j)
S (t”)
)
⊗ IE , (15)
U
(j)
1,1(t, 0) = −
ˆ t
0
dt′
ˆ t′
0
dt”
[
HSE(t
′)
(
H
(j)
S (t”)⊗ IE
)
+
(
H
(j)
S (t
′)⊗ IE
)
HSE(t”)
]
,
.... (16)
Averaged reduced density matrix
Tracing out the environmental degrees of freedom and averaging over the stochas-
tic process, we have the averaged reduced density matrix that describes the
measurement statistics
ρ¯S(t) ≡ lim
R→∞
1
R
R∑
j=1
TrE
(
ρ
(j)
total(t)
)
. (17)
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Thus for initial seperability ρtotal(0) = ρS(0)⊗ ρE0, we have
ρ¯S(t) = lim
R→∞
1
R
R∑
j=1
TrE
(
U (j)(t, 0)ρS(0)⊗ ρE0U
(j)†(t, 0)
)
= lim
R→∞
1
R
R∑
j=1
TrE
(
∞∑
m=0
∞∑
n=0
λmδnU (j)m,n(t, 0)ρS(0)⊗ ρE0
∞∑
m′=0
∞∑
n′=0
λm
′
δn
′
U
(j)†
m′,n′(t, 0)
)
=
∞∑
m=0
∞∑
n=0
∞∑
m′=0
∞∑
n′=0
λm+m
′
δn+n
′
lim
R→∞
1
R
R∑
j=1
TrE
(
U (j)m,n(t, 0)ρS(0)⊗ ρE0U
(j)†
m′,n′(t, 0)
)
=
∞∑
M=0
∞∑
N=0
λMδN
M∑
m=0
N∑
n=0
lim
R→∞
1
R
R∑
j=1
TrE
(
U
(j)
M−m,N−n(t, 0)ρS(0)⊗ ρE0U
(j)†
m,n(t, 0)
)
.
(18)
With ρt ≡ ρ¯S(t) and ρ0 ≡ ρS(0), the linear mapping from ρ0 to ρt can be
re-written as
ρt = (I+ Et) (ρ0)
= I(ρ0) +
∑
(M,N) 6=(0,0)
λMδNEt (M,N)(ρ0), (19)
where the (M,N)-th order linear map for an arbitrary system density matrix ρ
is
Et (M,N)(ρ) ≡
M∑
m=0
N∑
n=0
lim
R→∞
1
R
R∑
j=1
TrE
(
U
(j)
M−m,N−n(t, 0)ρ⊗ ρE0U
(j)†
m,n(t, 0)
)
,
(20)
and
Et(ρ) ≡
∑
(M,N) 6=(0,0)
λMδNEt (M,N)(ρ). (21)
The YQ,t map
The second key step is to introduce a linear map that will be central to our
construction
YQ,t(ρ) ≡
Q∑
q=0
(−1)qE
(q)
t (ρ), (22)
where E
(q)
t (ρ) ≡ Et (Et (...Et (ρ))) is a composition of q Et maps.
Applying this linear map to the averaged reduced density matrix at time t
yields
YQ,t (ρt) =
Q∑
q=0
(−1)qE
(q)
t ((I+ Et) (ρ0))
5
= I ((I+ Et) (ρ0))− Et ((I+ Et) (ρ0)) + Et (Et ((I+ Et) (ρ0)))− ....
= I (ρ0) + Et (ρ0)− Et (ρ0)− Et (Et (ρ0)) + Et (Et (ρ0)) + Et (Et (Et (ρ0)))− ....
=
(
I+ (−1)QE
(Q+1)
t
)
(ρ0) . (23)
Rearranging the terms, we now have the crucial equality in our work:
ρ0 = YQ,t (ρt) + (−1)
Q+1E
(Q+1)
t (ρ0)
=
Q∑
q=0
(−1)qE
(q)
t (ρt) + (−1)
Q+1E
(Q+1)
t (ρ0) . (24)
What it does is to express the initial state ρ0 in terms of the state at time t ρt
(with residual term on ρ0 that can be negleted to certain perturbative order).
Before proceeding further, let’s examine the order of magnitudes of relevant
terms. For the 1st-order term:
Et(ρ) = λEt (1,0)(ρ) + δEt (0,1)(ρ) + λδEt (1,1)(ρ) + ....
= O(λ) +O(δ); (25)
For the 2nd-order term:
E
(2)
t (ρ) = Et (Et(ρ)) = Et
(
λEt (1,0)(ρ) + δEt (0,1)(ρ) + ....
)
= λEt (1,0)
(
λEt (1,0)(ρ) + δEt (0,1)(ρ) + ....
)
+δEt (0,1)
(
λEt (1,0)(ρ) + δEt (0,1)(ρ) + ....
)
+ ....
= λ2Et (1,0)
(
Et (1,0)(ρ)
)
+ λδEt (1,0)
(
Et (0,1)(ρ)
)
+λδEt (0,1)
(
Et (1,0)(ρ)
)
+ δ2Et (0,1)
(
δEt (0,1)(ρ)
)
+ ....
= O(λ2) +O(λδ) +O(δ2); (26)
In general, for the Qth-order term:
E
(Q)
t (ρ) =
Q∑
q=0
O
(
λqδQ−q
)
. (27)
Equation of motion
Differentiating the averaged reduced density matrix with respect to time, we
have
d
dt
ρt =
d
dt
(I+ Et) (ρ0)
= E˙t (ρ0)
= E˙t
(
Q∑
q=0
(−1)qE
(q)
t (ρt) + (−1)
Q+1E
(Q+1)
t (ρ0)
)
, (28)
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where in the last equality we have made use of Eq.(24). Thus we now have
d
dt
ρt =
Q∑
q=0
(−1)qE˙t
(
E
(q)
t (ρt)
)
+ (−1)Q+1E˙t
(
E
(Q+1)
t (ρ0)
)
. (29)
Note that no approximation has been made so far and that Eq.(29) is formally
exact.
With Eq.(29), we can systematically make approximations, that is, collect-
ing like-order terms in λ and δ and truncate the series as needed. For exam-
ple, suppose we want to consider P th-order approximation (i.e. approxima-
tions up to
∑P
q=0O
(
λqδP−q
)
terms). Because as we have shown in Eq.(27)
E˙t
(
E
(Q+1)
t (ρ0)
)
∼
∑Q+2
q=0 O
(
λqδQ+2−q
)
, we can always choose Q > P − 1, so
that the residual term (−1)Q+1E˙t
(
E
(Q+1)
t (ρ0)
)
is negligible to our intended
approximation. 3 4
A formally exact, time-local equation of motion can be formally achieved by
taking the Q → ∞ limit on the right-hand side of Eq.(29). Loosely speaking,
as limQ→∞(−1)
Q+1E˙t
(
E
(Q+1)
t (ρ0)
)
∼ limQ→∞
∑Q+2
q=0 O
(
λqδQ+2−q
)
→ 0, the
residual term can be neglected, and we obtain
d
dt
ρt =
∞∑
q=0
(−1)qE˙t
(
E
(q)
t (ρt)
)
. (30)
This Q → ∞ formal treatment and the resulting equation of motion are not
necessary in practice, however. See [6] for discussions on this issue.
2.2 Equation of motion
2.2.1 Second-order equation of motion
To work out the second-order equation of motion for the average reduced density
matrix, we first set Q = 1 in Eq.(29):
d
dt
ρt = E˙t (ρt)− E˙t (Et (ρt)) + E˙t
(
E
(2)
t (ρ0)
)
, (31)
3Note that “P th-order approximation” in this context has a slightly different meaning than
“P th-order approximation” in the case of a 1-dimensional series expansion (e.g. in [6]). In the
case of a 2-dimensional series expansion, a “P th-order approximation” includes all terms with
total power of P , namely λP , λP−1δ, λP−2δ2, and so on.
4As a side note, our formalism would also allow for truncation of the 2-dimensional series to,
sayO
(
λMδN
)
, for arbitrary (M, N) of our choice. For example, if the system-bath interaction
effect is more significant and the classical noise effect is comparatively less important, we may
truncate to the 2-dimensional series to a higher order in λM and lower order in δN , that is,
for M > N .
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so that the residual term E˙t
(
E
(2)
t (ρ0)
)
∼
∑3
q=0O
(
λqδ3−q
)
is of third order
significance and thus negligible in second-order approximation. Thus up to
second order we have
d
dt
ρt = E˙t (ρt)− E˙t (Et (ρt))
= λE˙t (1,0)(ρt) + δE˙t (0,1)(ρt) + λ
2E˙t (2,0)(ρt) + λδE˙t (1,1)(ρt) + δ
2E˙t (0,2)(ρt) + ....
−λE˙t (1,0)
(
λEt (1,0)(ρt) + δEt (0,1)(ρt) + ....
)
−δE˙t (0,1)
(
λEt (1,0)(ρt) + δEt (0,1)(ρt) + ....
)
+ .... (32)
where we have neglected all terms of third or higher orders.
Collecting like-order terms, we obtain the equation of motion for the “average
reduced density matrix” ρt of the system (up to second order)
d
dt
ρt = λLt (1,0)(ρt)+ δLt (0,1)(ρt)+λ
2Lt (2,0)(ρt)+ δ
2Lt (0,2)(ρt)+λδLt (1,1)(ρt),
(33)
where
Lt (1,0)(ρt) = E˙t (1,0)(ρt), (34)
Lt (0,1)(ρt) = E˙t (0,1)(ρt), (35)
Lt (2,0)(ρt) = E˙t (2,0)(ρt)− E˙t (1,0)
(
Et (1,0)(ρt)
)
, (36)
Lt (0,2)(ρt) = E˙t (0,2)(ρt)− E˙t (0,1)
(
Et (0,1)(ρt)
)
, (37)
Lt (1,1)(ρt) = E˙t (1,1)(ρt)− E˙t (1,0)
(
Et (0,1)(ρt)
)
− E˙t (0,1)
(
Et (1,0)(ρt)
)
, (38)
with Et (M,N)(ρt) defined in Eq.(20).
Even with this abstract form of the second-order equation of motion, we can
already see that Lt (2,0)(ρt) is the familiar decoherence term due to system-bath
interaction (i.e. “quantum noise”), Lt (0,2)(ρt) is the familiar dephasing term due
to classical noise, and Lt (1,1)(ρt) supposedly represents the interference between
quantum noise and classical noise on the system’s dynamics, if it does not vanish.
2.2.2 Second-order cross term
The lowest-order contribution of quantum noise to decoherence is Lt (2,0)(ρt),
and the lowest-order contribution of classical noise to dephasing is Lt (0,2)(ρt),
both of which are of second order in nature. To this same order, a cross-term
Lt (1,1)(ρt) as defined by Eq.(38) originates neither from quantum noise alone
nor from classical noise alone, but supposedly from both.
To work out the details of Lt (1,1)(ρt) as in Eq.(38), we first make use of
Eq.(20) for relevant values of (m,n) to work out various individual terms:
Et (1,0)(ρ) = lim
R→∞
1
R
R∑
j=1
TrE
(
U
(j)
1,0 (t, 0)ρ⊗ ρE0 + ρ⊗ ρE0U
(j)†
1,0 (t, 0)
)
8
= (−i)
ˆ t
0
dt′TrE (HSE(t
′)ρ⊗ ρE0 − ρ⊗ ρE0HSE(t
′))
= (−i)
ˆ t
0
dt′TrE ([HSE(t
′), ρ⊗ ρE0]) , (39)
⇒ E˙t (1,0)(ρ) = (−i)TrE ([HSE(t), ρ⊗ ρE0]) ; (40)
Et (0,1)(ρ) = lim
R→∞
1
R
R∑
j=1
TrE
(
U
(j)
0,1 (t, 0)ρ⊗ ρE0 + ρ⊗ ρE0U
(j)†
0,1 (t, 0)
)
= (−i)
ˆ t
0
dt′ lim
R→∞
1
R
R∑
j=1
TrE
((
H
(j)
S (t
′)ρ
)
⊗ ρE0 −
(
ρH
(j)
S (t
′)
)
⊗ ρE0
)
= (−i)
ˆ t
0
dt′ lim
R→∞
1
R
R∑
j=1
[
H
(j)
S (t
′), ρ
]
= (−i)
ˆ t
0
dt′
[
HS(t′), ρ
]
, (41)
⇒ E˙t (0,1)(ρ) = (−i)
[
HS(t), ρ
]
, (42)
where the statistical average is defined as HS(t) ≡ limR→∞
1
R
∑R
j=1H
(j)
S (t);
Et (1,1)(ρ) = lim
R→∞
1
R
R∑
j=1
TrE{U
(j)
1,1(t, 0)ρ⊗ ρE0 + ρ⊗ ρE0U
(j)†
1,1 (t, 0)
+U
(j)
1,0(t, 0)ρ⊗ ρE0U
(j)†
0,1 (t, 0) + U
(j)
0,1(t, 0)ρ⊗ ρE0U
(j)†
1,0 (t, 0) }, (43)
⇒ E˙t (1,1)(ρ) = lim
R→∞
1
R
R∑
j=1
TrE{ U˙
(j)
1,1(t, 0)ρ⊗ ρE0 + ρ⊗ ρE0U˙
(j)†
1,1 (t, 0)
+U˙
(j)
1,0(t, 0)ρ⊗ ρE0U
(j)†
0,1 (t, 0) + U
(j)
1,0(t, 0)ρ⊗ ρE0U˙
(j)†
0,1 (t, 0)
+U˙
(j)
0,1(t, 0)ρ⊗ ρE0U
(j)†
1,0 (t, 0) + U
(j)
0,1(t, 0)ρ⊗ ρE0U˙
(j)†
1,0 (t, 0) }
=
ˆ t
0
dt′ TrE{−HSE(t)
(
HS(t′)⊗ IE
)
(ρ⊗ ρE0)−
(
HS(t)⊗ IE
)
HSE(t
′) (ρ⊗ ρE0)
− (ρ⊗ ρE0)
(
HS(t′)⊗ IE
)
HSE(t)− (ρ⊗ ρE0)HSE(t
′)
(
HS(t)⊗ IE
)
+HSE(t) (ρ⊗ ρE0)
(
HS(t′)⊗ IE
)
+HSE(t
′) (ρ⊗ ρE0)
(
HS(t)⊗ IE
)
+
(
HS(t)⊗ IE
)
(ρ⊗ ρE0)HSE(t
′) +
(
HS(t′)⊗ IE
)
(ρ⊗ ρE0)HSE(t) }. (44)
With these results, one will be able to evaluate the second-order cross term
Lt (1,1)(ρt) = E˙t (1,1)(ρt)− E˙t (1,0)
(
Et (0,1)(ρt)
)
− E˙t (0,1)
(
Et (1,0)(ρt)
)
, (45)
which will show if and how quantum and classical noises interfere on the system’s
dynamics up to second order.
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2.2.3 Second-order non-interference
Plugging Eqs.(39-44) into Eq.(38), we can now calculate the cross term Lt (1,1)(ρt).
We will work out the details term by term. The first term E˙t (1,1)(ρ) is readily
worked out in Eq.(44); the second term is
−E˙t (1,0)
(
Et (0,1)(ρ)
)
= −(−i)TrE
([
HSE(t), Et (0,1)(ρ)⊗ ρE0
])
= i T rE
([
HSE(t),
(
(−i)
ˆ t
0
dt′
[
HS(t′), ρ
])
⊗ ρE0
])
=
ˆ t
0
dt′TrE
([
HSE(t),
(
HS(t′)ρ⊗ ρE0 − ρHS(t′)⊗ ρE0
)])
=
ˆ t
0
dt′TrE{HSE(t)
(
HS(t′)⊗ IE
)
(ρ⊗ ρE0)−HSE(t) (ρ⊗ ρE0)
(
HS(t′)⊗ IE
)
−
(
HS(t′)⊗ IE
)
(ρ⊗ ρE0)HSE(t) + (ρ⊗ ρE0)
(
HS(t′)⊗ IE
)
HSE(t) }; (46)
and the third term is
−E˙t (0,1)
(
Et (1,0)(ρ)
)
= −(−i)
[
HS(t), Et (1,0)(ρ)
]
= i
[
HS(t),
(
(−i)
ˆ t
0
dt′TrE ([HSE(t
′), ρ⊗ ρE0])
)]
=
ˆ t
0
dt′
[
HS(t), (TrE (HSE(t
′) (ρ⊗ ρE0)− (ρ⊗ ρE0)HSE(t
′)))
]
=
ˆ t
0
dt′{HS(t)TrE (HSE(t
′) (ρ⊗ ρE0))−HS(t)TrE ((ρ⊗ ρE0)HSE(t
′))
−TrE (HSE(t
′) (ρ⊗ ρE0))HS(t) + TrE ((ρ⊗ ρE0)HSE(t
′))HS(t) }
=
ˆ t
0
dt′TrE{
(
HS(t)⊗ IE
)
HSE(t
′) (ρ⊗ ρE0)−
(
HS(t)⊗ IE
)
(ρ⊗ ρE0)HSE(t
′)
−HSE(t
′) (ρ⊗ ρE0)
(
HS(t)⊗ IE
)
+ (ρ⊗ ρE0)HSE(t
′)
(
HS(t)⊗ IE
)
}. (47)
Comparing the three terms Eqs.(44, 46, 47) of Lt (1,1)(ρt), we can see that they
cancel out, that is,
Lt (1,1)(ρt) = E˙t (1,1)(ρt)− E˙t (1,0)
(
Et (0,1)(ρt)
)
− E˙t (0,1)
(
Et (1,0)(ρt)
)
= 0. (48)
The second-order cross term is thus shown to vanish identically, that is, free
of conditions/assumptions. Physically, this means the effects of quantum noise
and classical noise on the system’s average reduced dynamics do not interfere
with each other up to second order.
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Because both decoherence due to quantum noise and dephasing due to clas-
sical noise are primarily second-order effects, we may now say that quantum
and classical noises do not interfere at their dominant order. This also implies
that interference between quantum and classical noises, if there is any, should be
perturbatively less significant than pure decoherence and pure dephasing effects.
Thus this result may also be viewed as providing justification for the practice
of treating the effects of quantum noise and classical noise in a simple additive
manner (in the weak coupling limit where second-order effects dominate).
On the other hand, we don’t have a priori reasons to think that interference
between quantum and classical noises must vanish in second order. At least
it is not obvious from the definition of the second-order cross term Lt (1,1)(ρt)
Eq.(38) that it should vanish identically. This second-order non-interference is
an interesting finding, the reason of which may be worth further investigation.
2.2.4 Higher-order dynamics
Besides second-order results, the master equation formalism can be used to
systematically study a general system’s average reduced dynamics in higher
orders. One can use Eqs.(29, 21, 20) to work out higher-order equations of
motion mechanically.
In particular, our formalism can be used to work out the details of higher-
order cross terms and determine if and how quantum and classical noises inter-
fere in higher orders. For example, it can be shown that an interference term
in third order Lt (2,1)(ρt) is not identically vanishing, the calculation details of
which can be found in Appendix A. This also provides evidence for interference
between quantum and classical noises on a system’s dynamics.
3 Example: a Zeeman-splitted atom in stochastic
B-field interacting with optical cavity
In the presence of an external magnetic field, an atom can experience the Zeeman
effect, where the spacings between the splitted energy levels are linear on the
B-field strength. [8] Suppose only two energy levels of the atom are relevant for
the purpose of our discussion. Now if the external B-field is stochastic instead of
deterministic, then mathematically the two-level atom is subject to a stochastic
Hamiltonian (i.e. with classical noise). [5] This noise/stochasticity can result
from the fact that experimentalists do not have perfect control over the external
B-field. Suppose further that the aforementioned atom is also interacting with
an optical cavity. [9] In this case the atom is subject to both classical and
quantum noises at the same time, thus the formalism developed herein can be
used.
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3.1 Problem description
Hamiltonian
The total Hamiltonian in Schrodinger picture is
Htotal =
ω0
2
σz +
a(t)
2
σz +
∑
k
ωkb
†
kbk +
∑
k
gk
(
σ+bk + σ−b
†
k
)
, (49)
where the first term is the deterministic and time-independent part of the two-
level atom’s self-Hamiltonian, ω0 being the energy spacing between the two
levels, the second term is the stochastic part of the atom’s self-Hamiltonian, a(t)
being a stochastic process describing the fluctuating energy spacing between the
two levels, [5] the third term is the self-Hamiltonian of the optical cavity, ωk
being the frequency of each cavity mode, and the last term is the interaction
between the atom and the optical cavity, gk being the interaction strength. [9]
Switching to the rotating frame generated by the deterministic self-Hamiltonian
H0 =
ω0
2 σz +
∑
k ωkb
†
kbk, and treating the stochastic self-Hamiltonian and
the atom-cavity interaction as a perturbing Hamiltonian Hperturb =
a(t)
2 σz +∑
k gk
(
σ+bk + σ−b
†
k
)
, we may obtain the interaction picture Hamiltonian [8]
Hint = e
itH0Hperturbe
−itH0
=
a(t)
2
σz +
∑
k
(
gke
−i(ωk−ω0)tσ+bk + gke
i(ωk−ω0)tσ−b
†
k
)
. (50)
Alternatively, to put it into a language conforming to our formalism as in Eq.(2),
H
(j)
int = λ
∑
k
(
gke
−i(ωk−ω0)tσ+bk + gke
i(ωk−ω0)tσ−b
†
k
)
+ δ
a(j)(t)
2
σz ⊗ IE , (51)
where λ parametrizes the strength of the system-bath interaction and δ parametrizes
the strength of the stochastic self-Hamiltonian, two parameters around which
the two-dimensional series can be expanded, and the index j refers to the j-th
realization of the stochastic process. That is, we make the following identifica-
tion:
HSE(t) =
∑
k
(
gke
−i(ωk−ω0)tσ+bk + gke
i(ωk−ω0)tσ−b
†
k
)
, (52)
H
(j)
S (t) =
a(j)(t)
2
σz . (53)
Initial state of cavity
Suppose the optical cavity is initially in the thermal state, that is, ρE0 =
1
Z
exp (−βHcavity), where Z = TrE (exp (−βHcavity)) is the partition function
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and β = 1/kBT is the inverse temperature. [7] In this example, we have
ρE0 =
∏
k
(
1
Zk
∞∑
mk=0
e−mkβωk |mk〉〈mk|
)
=
1
Z
∏
k
(
∞∑
mk=0
e−mkβωk |mk〉〈mk|
)
, (54)
where Zk =
∑∞
mk=0
e−mkβωk and Z =
∏
k Zk, ωk is the frequency of the k-th
cavity mode, and mk is the number of photons in this cavity mode.
Stochastic property of atomic energy spacing
Suppose the stochastic energy spacing between the two atomic levels a(t) is a
real-valued Gaussian random process [5] with a constant zero mean, 5
a(t) = 0. (55)
3.2 Equation of motion
It can be shown that the equation of motion for this physical example up to
second order is
d
dt
ρt = −i [Heff (t), ρt]−DR(t) (σ−σ+ρt + ρtσ−σ+ − 2σ+ρtσ−)
−D′R(t) (σ+σ−ρt + ρtσ+σ− − 2σ−ρtσ+)− 2DC(t) (ρt − σzρtσz) ,
(56)
where the effective Hamiltonian is Heff (t) ≡ DI(t)σ−σ+ −D
′
I(t)σ+σ− and the
prefactors DR(t), DI(t), D
′
R(t), D
′
I(t), and DC(t) are defined as
DR(t) ≡
ˆ t
0
dt′
∑
k
|gk|
2N¯k cos (ωk0(t− t
′)) , (57)
DI(t) ≡
ˆ t
0
dt′
∑
k
|gk|
2N¯k sin (ωk0(t− t
′)) , (58)
D′R(t) ≡
ˆ t
0
dt′
∑
k
|gk|
2
(
N¯k + 1
)
cos (ωk0(t− t
′)) , (59)
D′I(t) ≡
ˆ t
0
dt′
∑
k
|gk|
2
(
N¯k + 1
)
sin (ωk0(t− t
′)) , (60)
DC(t) ≡
1
4
ˆ t
0
dt′a(t)a(t′). (61)
The details of the calculation leading to Eq.(56) can be found in Appendix B.
5Note that any non-zero mean can be incorporated into the deterministic part of the self-
Hamiltonian and thus into H0.
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3.3 Decay of coherence
With the equation of motion Eq.(56), one can then study various aspects of
the dynamics of a Zeeman splitted atom in the a stochastic B-field interacting
with optical cavity. One aspect of particular interest to AMO and quantum
information physics is how fast the coherence between atomic energy eigenlevels
decays over time [7], that is, the decay rate of off-diagonal element(s) of the
atomic density matrix in energy eigenbasis (e.g. ρ01(t)).
Total decay rate
To find the decay rate of the off-diagonal element ρ01(t), we sandwich both
sides of Eq.(56) with 〈0| . . . |1〉, with the convention that |0〉 is spin-up and |1〉
is spin-down. With σ+|0〉 = 0, σ+|1〉 = 2|0〉, σ−|0〉 = 2|1〉, and σ−|1〉 = 0, it
can be shown from Eqs.(127, 133) that
〈0|Lt (2,0)(ρ)|1〉 = 4i (DI(t) +D
′
I(t)) ρ01 − 4 (DR(t) +D
′
R(t)) ρ01, (62)
〈0|Lt (0,2)(ρ)|1〉 = −4DC(t)ρ01, (63)
with which we can proceed to have
d
dt
ρ01(t) = 〈0|
d
dt
ρt|1〉 = 〈0|Lt (2,0)(ρt)|1〉+ 〈0|Lt (0,2)(ρt)|1〉, (64)
=⇒
d
dt
ρ01(t) = i (4 (DI(t) +D
′
I(t))) ρ01(t)− 4 (DR(t) +D
′
R(t) +DC(t)) ρ01(t).
(65)
We see that the evolution of ρ01(t) is governed by a simple linear ordinary
differential equation Eq.(65), that is, the evolution of ρ01(t) is decoupled from
the other density matrix elements. The linear ordinary differential equation
Eq.(65) is first order in time, which means the rate of change in ρ01(t) is simply
given by the right-hand side of the equation. The first term with a pure imag-
inary prefactor results in a phase shift of ρ01(t), while the second term with
a real prefactor results in a decay in the amplitude of ρ01(t). The total decay
rate of the coherence ρ01(t) in the presence of both the optical cavity and the
stochastic B-field is thus
Dtotal(t) = 4 (DR(t) +D
′
R(t) +DC(t)) . (66)
Decay rate in stochastic B-field alone
Suppose the two-level atom is subject to an external stochastic B-field only, that
is, in the absence of the optical cavity. This case of a classical noise scenario is
treated systematically in [5]. To find the decay rate of ρ01(t) in this case, we
follow the treatment of a single real Gaussian random process in [5]. Quoting
the results therein, for a stochastic Hamiltonian of the form
HS(t) = a(t)
σz
2
, (67)
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where a(t) is a real Gaussian random process, the equation of motion is (up to
second order)
d
dt
ρt = −ia(t)
[σz
2
, ρt
]
+
(
a(t)
ˆ t
0
dt′a(t′)−
ˆ t
0
dt′a(t)a(t′)
)[σz
2
,
[σz
2
, ρt
]]
.
(68)
Now that we assume a zero mean for the Gaussian random process in our ex-
ample, that is, a(t) = 0, we are left with a simplified equation of motion
d
dt
ρt = −
ˆ t
0
dt′a(t)a(t′)
[σz
2
,
[σz
2
, ρt
]]
= −2DC(t) (ρt − σzρtσz) , (69)
where we have used the same definition Eq.(61) for DC(t) ≡
1
4
´ t
0
dt′a(t)a(t′) as
in previous parts of this paper.
Sandwiching both sides of Eq.(69) with 〈0| . . . |1〉, we obtain an ordinary
differential equation
d
dt
ρ01(t) = −4DC(t)ρ01(t), (70)
which shows the decay rate of the coherence ρ01(t) in the stochastic B-field alone
is
DB−field(t) = 4DC(t). (71)
Decay rate in optical cavity alone
Suppose the two-level atom is interacting with an optical cavity only, that is,
in the absence of the stochastic B-field. This case of a system-bath interaction
scenario is treated systematically in [6]. The Hamiltonian for this case is
HSE(t) = σ+ ⊗
(∑
k
gke
−iωk0tbk
)
+ σ− ⊗
(∑
k
gke
iωk0tb†k
)
, (72)
and the optical cavity is assumed to be initially thermal,
ρE0 =
∏
k
(
1
Zk
∞∑
mk=0
e−mkβωk |mk〉〈mk|
)
. (73)
Using the results in [6] towards Eqs.(72, 73), we can show that the second-order
equation of motion for an atom interacting with an optical cavity is 6
d
dt
ρt = −i [Heff (t), ρt]−DR(t) (σ−σ+ρt + ρtσ−σ+ − 2σ+ρtσ−)
−D′R(t) (σ+σ−ρt + ρtσ+σ− − 2σ−ρtσ+) , (74)
6This derivation is similar to one in Appendix B, namely Eqs.(102-128).
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whereHeff (t) ≡ DI(t)σ−σ+−D
′
I(t)σ+σ− and we have used the same definitions
Eqs.(57, 58, 59, 60) for DR(t), DI(t), D
′
R(t), and D
′
I(t) as in previous parts of
this paper.
Sandwiching both sides of Eq.(74) with 〈0| . . . |1〉, we obtain an ordinary
differential equation for ρ01(t):
d
dt
ρ01(t) = i (4 (DI(t) +D
′
I(t))) ρ01(t)− 4 (DR(t) +D
′
R(t)) ρ01(t), (75)
which shows the decay rate of the coherence ρ01(t) due to atom-cavity interac-
tion alone is
Dcavity(t) = 4 (DR(t) +D
′
R(t)) . (76)
Note that the first term of Eq.(75) with a pure imaginary prefactor only results
in a phase shift of ρ01(t) but has no effect on its amplitude.
Summary
Comparing Eq.(66) with Eq.(71) and Eq.(76), we see that
Dtotal(t) = Dcavity(t) +DB−field(t), (77)
that is, the total decay rate of the coherence between atomic energy eigenlevels
ρ01(t) in the presence of both an optical cavity and a stochastic B-field is a
simple sum of the decay rate due to the optical cavity alone and that due to
the stochastic B-field alone. In other words, up to second order (i.e. the lead-
ing order of decoherence), the optical cavity and the stochastic B-field neither
enhance nor undermine each other in terms of decoherence effect. In terms of
physical parameters, the total decay rate is
Dtotal(t) = 4
ˆ t
0
dt′
∑
k
|gk|
2N¯k cos (ωk0(t− t
′))
+4
ˆ t
0
dt′
∑
k
|gk|
2
(
N¯k + 1
)
cos (ωk0(t− t
′)) +
ˆ t
0
dt′a(t)a(t′).
(78)
One may further ask if and how the optical cavity and the stochastic B-field
would interfere at higher order(s) in terms of the effects on the system’s dynam-
ics. Higher-order equation(s) of motion would be needed for such investigation,
an example of which can be found in Appendix A.
4 Conclusion
We use a two-dimensional series expansion method to construct a new master
equation formalism, which can properly describe the effects of both quantum
noise and classical noise on a system’s ensemble-averaged reduced dynamics in
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a unified and consistent way. Such a unified treatment is of theoretical impor-
tance, because conceptually speaking quantum noise and classical noise are of
different natures. Regardless of empirical implications, it is important to have
a theory framework that can properly deal with the dynamical effects of both.
In particular, this formalism can be used to determine if there is interference
between quantum and classical noises on the system’s dynamics and will be
able to capture and describe such interference if there is any (in a perturbative
manner). Interestingly, we find that second-order interference between quan-
tum and classical noises vanishes identically. This finding may justify simple
additive treatments of quantum and classical noises, especially in weak coupling
and/or short time regimes where second-order effects dominate. We study the
dynamics of a Zeeman-splitted atom in a stochastic B-field interacting with an
optical cavity and calculate the decay rate of coherence between the atom’s en-
ergy levels, which is (up to second order) a simple sum of the decay rate due to
the stochastic B-field alone and that due to the atom-cavity interaction alone.
Further details of higher-order dynamics under quantum and classical noises
can be worked out systematically using Eqs.(29, 21, 20), and the question of
higher-order interference can be further investigated within our formalism. In
the future, we can apply this formalism to more realistic experimental setups
where the effect of quantum noise and that of classical noise are of comparable
(similar) significance and where higher-order contributions matter.
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Appendix A: Higher-order dynamics
A.1 Third-order equation of motion
We will examine higher-order terms in the general master equation to find out
about interference. To work out the third-order terms, we first set Q = 2 in
Eq.(29) so that we have
d
dt
ρt = E˙t (ρt)− E˙t (Et (ρt)) + E˙t
(
E
(2)
t (ρt)
)
− E˙t
(
E
(3)
t (ρ0)
)
. (79)
Because the last term is of fourth order, that is, −E˙t
(
E
(3)
t (ρ0)
)
∼
∑4
q=0O
(
λqδ4−q
)
,
it can be neglected for our study of third order effects, and thus we are left with
d
dt
ρt = E˙t (ρt)− E˙t (Et (ρt)) + E˙t (Et (Et (ρt))) . (80)
Let’s examine the right-hand side of Eq.(80) term by term to work out third-
order contributions. For the first term of Eq.(80), it can be shown that the third
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order contributions are
E˙t (ρt) = 1st order term+ 2nd order term
+λ3E˙t (3,0)(ρt) + λ
2δE˙t (2,1)(ρt) + λδ
2E˙t (1,2)(ρt) + δ
3E˙t (0,3)(ρt)
+higher order terms. (81)
For the second term of Eq.(80), it can be shown that the third order contribu-
tions are
−E˙t (Et (ρt)) = 2nd order term
+λ3
(
−E˙t (1,0)(Et (2,0)(ρt))− E˙t (2,0)(Et (1,0)(ρt))
)
+λ2δ{−E˙t (1,0)(Et (1,1)(ρt))− E˙t (0,1)(Et (2,0)(ρt))
−E˙t (2,0)(Et (0,1)(ρt))− E˙t (1,1)(Et (1,0)(ρt))}
+λδ2{−E˙t (0,1)(Et (1,1)(ρt))− E˙t (1,0)(Et (0,2)(ρt))
−E˙t (0,2)(Et (1,0)(ρt))− E˙t (1,1)(Et (0,1)(ρt))}
+δ3
(
−E˙t (0,1)(Et (0,2)(ρt))− E˙t (0,1)(Et (0,2)(ρt))
)
+higher order terms. (82)
For the third term of Eq.(80), it can be shown that the third order contributions
are
E˙t (Et (Et (ρt))) = λ
3E˙t (1,0)(Et (1,0)(Et (1,0)(ρt)))
+λ2δ{E˙t (1,0)(Et (1,0)(Et (0,1)(ρt)))
+E˙t (1,0)(Et (0,1)(Et (1,0)(ρt))) + E˙t (0,1)(Et (1,0)(Et (1,0)(ρt)))}
+λδ2{E˙t (0,1)(Et (0,1)(Et (1,0)(ρt)))
+E˙t (0,1)(Et (1,0)(Et (0,1)(ρt))) + E˙t (1,0)(Et (0,1)(Et (0,1)(ρt)))}
+δ3E˙t (0,1)(Et (0,1)(Et (0,1)(ρt)))
+higher order terms. (83)
A.2 Third-order interference Lt (2,1)(ρt)
Collecting all terms with prefactor λ2δ in Eqs.(81, 82, 83), we have the expres-
sion for Lt (2,1)(ρt) in the Master equation:
Lt (2,1)(ρt) = E˙t (2,1)(ρt)− E˙t (1,0)(Et (1,1)(ρt))− E˙t (0,1)(Et (2,0)(ρt))
−E˙t (2,0)(Et (0,1)(ρt))− E˙t (1,1)(Et (1,0)(ρt)) + E˙t (1,0)(Et (1,0)(Et (0,1)(ρt)))
+E˙t (1,0)(Et (0,1)(Et (1,0)(ρt))) + E˙t (0,1)(Et (1,0)(Et (1,0)(ρt))). (84)
Recall that in Eq.(48) we have shown that for an arbitrary operator ρ
E˙t (1,1)(ρ)− E˙t (1,0)
(
Et (0,1)(ρ)
)
− E˙t (0,1)
(
Et (1,0)(ρ)
)
= 0. (85)
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Let this arbitrary operator be Et (1,0)(ρt), in which case we have three terms in
Eq.(100) cancelling out:
−E˙t (1,1)(Et (1,0)(ρt))+E˙t (1,0)(Et (0,1)(Et (1,0)(ρt)))+E˙t (0,1)(Et (1,0)(Et (1,0)(ρt))) = 0.
(86)
We are thus left with
Lt (2,1)(ρt) = E˙t (2,1)(ρt)− E˙t (2,0)(Et (0,1)(ρt))− E˙t (1,0)(Et (1,1)(ρt))
−E˙t (0,1)(Et (2,0)(ρt)) + E˙t (1,0)(Et (1,0)(Et (0,1)(ρt))). (87)
Now we can use definition of Et (M,N)(ρt) in Eq.(20) to evaluate Lt (2,1)(ρt).
To facilitate further calculations, let’s introduce
△(j)(t) ≡ U
(j)
1,1 (t, 0)− U1,0(t, 0)U
(j)
0,1(t, 0), (88)
noting that we have dropped the superscript j for U
(j)
1,0 (t, 0) because it does not
depend on the stochastic process. It can be shown that
△(j)(t) = (−i)
ˆ t
0
dt′
[
H
(j)
S (t
′)⊗ IE , U1,0(t
′, 0)
]
= −
ˆ t
0
dt′
ˆ t′
0
dt”
[
H
(j)
S (t
′)⊗ IE , HSE(t”)
]
,(89)
=⇒ lim
R→∞
1
R
R∑
j=1
△(j)(t) = −
ˆ t
0
dt′
ˆ t′
0
dt”
[
HS(t′)⊗ IE , HSE(t”)
]
≡ △(t). (90)
With this short-hand notation, it can be shown that the Lt (2,1)(ρ) interference
term is 7
Lt (2,1)(ρ)
= (−i) TrE
([
HSE(t),
([
△(t), ρ⊗ ρE0
]
− TrE
([
△(t), ρ⊗ ρE0
])
⊗ ρE0
)])
= i
ˆ t
0
dt′
ˆ t′
0
dt” TrE{ [HSE(t),([[
HS(t′)⊗ IE , HSE(t”)
]
, ρ⊗ ρE0
]
− TrE
([[
HS(t′)⊗ IE , HSE(t”)
]
, ρ⊗ ρE0
])
⊗ ρE0
)
] }.
(91)
In general, the system-bath interaction can be written asHSE(t) =
∑
n Sn(t)⊗
En(t), which can be plugged into Eq.(91) to obtain
Lt (2,1)(ρ) = i
ˆ t
0
dt′
ˆ t′
0
dt”
∑
m
∑
n
{Cmn(t, t”)
[
Sm(t),
[
HS(t′), Sn(t”)
]
ρ
]
−Cnm(t”, t)
[
Sm(t), ρ
[
HS(t′), Sn(t”)
]]
}, (92)
7The details of the calculation are mechanical and lengthy, which we will not show here.
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where
Cjk(t, t”) ≡ TrE (Ej(t)Ek(t”)ρE0)− TrE (Ej(t)ρE0)TrE (Ek(t”)ρE0) . (93)
With Eq.(91) or Eq.(92), we see that Lt (2,1)(ρ) is not identically vanishing.
Thus interference between quantum and classical noises exists in third order.
Appendix B: Equation of motion for a Zeeman-splitted
atom subject to stochastic B-field and optical cavity
To work out the equation of motion for the physical example up to second order,
we make use of Eqs.(34-38) to work out each term in Eq.(33).
B.1 Lt (1,0)(ρ)
The first-order term due to atom-cavity interaction alone is
Lt (1,0)(ρ) = E˙t (1,0)(ρ)
= (−i)TrE ([HSE(t), ρ⊗ ρE0])
= (−i)
∑
k
{gke
−i(ωk−ω0)tTrE ([σ+bk, ρ⊗ ρE0])
+gke
i(ωk−ω0)tTrE
([
σ−b
†
k, ρ⊗ ρE0
])
}, (94)
where in the second equality we have used Eq.(40). Now we have
TrE ([σ+bk, ρ⊗ ρE0]) = TrE (σ+ρ⊗ bkρE0 − ρσ+ ⊗ ρE0bk)
= σ+ρT rE (bkρE0)− ρσ+TrE (ρE0bk)
= 0, (95)
where the last equality results from the cavity being in the thermal state,
TrE (bkρE0) = TrE (ρE0bk) = TrEk
(
1
Zk
∞∑
mk=0
e−mkβωk |mk〉〈mk|bk
)
=
1
Zk
∞∑
mk=0
e−mkβωk〈mk|bk|mk〉
= 0. (96)
Therefore the atom-cavity interaction does not affect the system’s dynamics in
first order,
Lt (1,0)(ρ) = E˙t (1,0)(ρ) = 0. (97)
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B.2 Lt (0,1)(ρ)
The first-order term due to stochasticity of the external B-field alone is
Lt (0,1)(ρ) = E˙t (0,1)(ρ)
= (−i)
[
HS(t), ρ
]
= (−i)
a(t)
2
[σz , ρ] , (98)
where a(t) = 0 for all time. Therefore, the stochastic part of the external B-field
does not affect the system’s dynamics in first order,
Lt (0,1)(ρ) = E˙t (0,1)(ρ) = 0. (99)
B.3 Lt (2,0)(ρ)
The second-order term due to atom-cavity interaction alone is
Lt (2,0)(ρ) = E˙t (2,0)(ρ)− E˙t (1,0)
(
Et (1,0)(ρ)
)
= E˙t (2,0)(ρ)
=
∂
∂t
2∑
m=0
lim
R→∞
1
R
R∑
j=1
TrE
(
U
(j)
2−m,0(t, 0)ρ⊗ ρE0U
(j)†
m,0 (t, 0)
)
=
∂
∂t
T rE
(
U2,0(t, 0)ρ⊗ ρE0 + U1,0(t, 0)ρ⊗ ρE0U
†
1,0(t, 0) + ρ⊗ ρE0U
†
2,0(t, 0)
)
= TrE{U˙2,0(t, 0)ρ⊗ ρE0 + U˙1,0(t, 0)ρ⊗ ρE0U
†
1,0(t, 0)
+U1,0(t, 0)ρ⊗ ρE0U˙
†
1,0(t, 0) + ρ⊗ ρE0U˙
†
2,0(t, 0)}, (100)
where in the second equality we have made use of the vanishing of E˙t (1,0) (· · ·),
as is already shown in Eq.(97), and in the fourth equalilty we drop the stochastic
averaging because we are dealing with a deterministic evolution in this case, as
is obvious from Eqs.(12,13). Plugging Eqs.(12,13) into Eq.(100), we can carry
out further calculation
Lt (2,0)(ρ) = E˙t (2,0)(ρ)
= TrE{−
ˆ t
0
dt′HSE(t)HSE(t
′)ρ⊗ ρE0 −
ˆ t
0
dt′ρ⊗ ρE0HSE(t
′)HSE(t)
+(−i)HSE(t)ρ⊗ ρE0(i)
ˆ t
0
dt′HSE(t
′) + (−i)
ˆ t
0
dt′HSE(t
′)ρ⊗ ρE0(i)HSE(t) }
= −
ˆ t
0
dt T rE{HSE(t)HSE(t
′)ρ⊗ ρE0 + ρ⊗ ρE0HSE(t
′)HSE(t)
−HSE(t)ρ⊗ ρE0HSE(t
′)−HSE(t
′)ρ⊗ ρE0HSE(t) }. (101)
We see that Lt (2,0)(ρ) agrees with the second-order term in the case of mere
quantum noise (i.e. without classical noise) as in [6], as it should.
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Following the treatment of [6], we use the following notation to facilitate
further derivation
HSE(t) = S1 ⊗ E1(t) + S2 ⊗ E2(t), (102)
S1 ≡ σ+, (103)
S2 ≡ σ−, (104)
E1(t) ≡
∑
k
gke
−iωk0tbk, (105)
E2(t) ≡
∑
k
gke
iωk0tb†k, (106)
ωk0 ≡ ωk − ω0, (107)
in which case the second-order term can be re-written as
Lt (2,0)(ρ) = −
∑
m=1,2
∑
n=1,2
ˆ t
0
dt′ (Cmn(t, t
′) [Sm, Snρ]− Cnm(t
′, t) [Sm, ρSn]) ,
(108)
Cmn(t, t
′) ≡ TrE (Em(t)En(t
′)ρE0) . (109)
We will evaluate the four terms for m,n = 1, 2 respectively in the following.
For the term m = n = 1, the first prefactor in Eq.(108) is
C11(t, t
′) = TrE (E1(t)E1(t
′)ρE0)
=
∑
k
∑
k′
gkgk′e
−iωk0te−iωk′0t
′
TrE (bkbk′ρE0) . (110)
It is easy to see that the factors TrE (bkbk′ρE0) vanish for the thermal state
ρE0. To work it out in detail, for k 6= k
′:
TrE (bkbk′ρE0) = TrE
(
bkbk′
∏
K
(
1
ZK
∞∑
mK=0
e−mKβωK |mK〉〈mK |
))
=
1
ZkZk′
TrEk
(
bk
∞∑
mk=0
e−mkβωk |mk〉〈mk|
)
TrEk′

bk′ ∞∑
mk′=0
e−mk′βωk′ |mk′ 〉〈mk′ |


=
1
ZkZk′
(
∞∑
mk=0
e−mkβωk〈mk|bk|mk〉
)

 ∞∑
mk′=0
e−mk′βωk′ 〈mk′ |bk′ |mk′〉


= 0, (111)
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because all the factors 〈mk|bk|mk〉 ∝ 〈mk + 1|mk〉 = 0 vanish; for k = k
′:
TrE (bkbkρE0) =
1
Zk
TrEk
(
bkbk
∞∑
mk=0
e−mkβωk |mk〉〈mk|
)
=
1
Zk
(
∞∑
mk=0
e−mkβωk〈mk|bkbk|mk〉
)
= 0, (112)
because all the factors 〈mk|bkbk|mk〉 ∝ 〈mk + 2|mk〉 = 0 vanish. Plugging
Eqs.(111,112) back into Eq.(110), we find that the first prefactor in Eq.(108)
vanishes, C11(t, t
′) = 0. By the same token, we can show that the second prefac-
tor in Eq.(108) also vanishes, C11(t
′, t) = 0. Therefore, the term for m = n = 1
vanishes.
Similarly, it can be shown that the term for m = n = 2 vanishes as well,
essentially because the prefactors C22(t, t
′) = C22(t
′, t) = 0 vanish, which in turn
is due to the vanishing of the factor TrE
(
b†kb
†
k′ρE0
)
= 0.
Thus we only have to consider the cross terms for (m = 1, n = 2) and (m = 2, n = 1)
in Eq.(108), which now reads
Lt (2,0)(ρ) = −
ˆ t
0
dt′{C12(t, t
′) [S1, S2ρ]− C21(t
′, t) [S1, ρS2]
+C21(t, t
′) [S2, S1ρ]− C12(t
′, t) [S2, ρS1]}
= −
ˆ t
0
dt′{ C12(t, t
′) (σ+σ−ρ− σ−ρσ+) + C12(t
′, t) (ρσ+σ− − σ−ρσ+)
+C21(t, t
′) (σ−σ+ρ− σ+ρσ−) + C21(t
′, t) (ρσ−σ+ − σ+ρσ−) }. (113)
where in the second equality we have rearrange the order of the terms. The
prefactors are to be evaluated as follows. The first prefactor is
C12(t, t
′) = TrE (E1(t)E2(t
′)ρE0)
=
∑
k
∑
k′
gkgk′e
−iωk0teiωk′0t
′
TrE
(
bkb
†
k′ρE0
)
, (114)
where for k 6= k′:
TrE
(
bkb
†
k′ρE0
)
=
1
ZkZk′
TrEk
(
bk
∞∑
mk=0
e−mkβωk |mk〉〈mk|
)
TrEk′

b†k′
∞∑
mk′=0
e−mk′βωk′ |mk′〉〈mk′ |


=
1
ZkZk′
(
∞∑
mk=0
e−mkβωk〈mk|bk|mk〉
)
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
 ∞∑
mk′=0
e−mk′βωk′ 〈mk′ |b
†
k′ |mk′〉


= 0, (115)
and for k = k′:
TrE
(
bkb
†
kρE0
)
=
1
Zk
TrEk
(
bkb
†
k
∞∑
mk=0
e−mkβωk |mk〉〈mk|
)
=
1
Zk
(
∞∑
mk=0
e−mkβωk〈mk|bkb
†
k|mk〉
)
=
1
Zk
(
∞∑
mk=0
e−mkβωk〈mk|
(
b†kbk + I
)
|mk〉
)
=
1
Zk
(
∞∑
mk=0
e−mkβωk〈mk|b
†
kbk|mk〉+
∞∑
mk=0
e−mkβωk
)
= N¯k + 1, (116)
with the average/expected occupation number in the k-th mode of the bath
being
N¯k ≡ TrE
(
b†kbkρE0
)
=
1
Zk
∞∑
mk=0
e−mkβωk〈mk|b
†
kbk|mk〉; (117)
therefore we have
C12(t, t
′) =
∑
k
∑
k′
gkgk′e
−iωk0teiωk′0t
′
TrE
(
bkb
†
k′ρE0
)
=
∑
k
|gk|
2e−iωk0(t−t
′)TrE
(
bkb
†
kρE0
)
=
∑
k
|gk|
2
(
N¯k + 1
)
e−iωk0(t−t
′)
=
∑
k
|gk|
2
(
N¯k + 1
)
(cos (ωk0(t− t
′))− i sin (ωk0(t− t
′))) .(118)
Similarly, the second prefactor is
C12(t
′, t) = TrE (E1(t
′)E2(t)ρE0)
=
∑
k
∑
k′
gkgk′e
−iωk0t
′
eiωk′0tTrE
(
bkb
†
k′ρE0
)
=
∑
k
|gk|
2eiωk0(t−t
′)TrE
(
bkb
†
kρE0
)
=
∑
k
|gk|
2
(
N¯k + 1
)
eiωk0(t−t
′)
=
∑
k
|gk|
2
(
N¯k + 1
)
(cos (ωk0(t− t
′)) + i sin (ωk0(t− t
′))) ;(119)
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the third prefactor is
C21(t, t
′) = TrE (E2(t)E1(t
′)ρE0)
=
∑
k
∑
k′
gkgk′e
iωk0te−iωk′0t
′
TrE
(
b†kbk′ρE0
)
=
∑
k
|gk|
2eiωk0(t−t
′)TrE
(
b†kbkρE0
)
=
∑
k
|gk|
2N¯k (cos (ωk0(t− t
′)) + i sin (ωk0(t− t
′))) ; (120)
and the fourth prefactor is
C21(t
′, t) = TrE (E2(t
′)E1(t)ρE0)
=
∑
k
∑
k′
gkgk′e
iωk0t
′
e−iωk′0tTrE
(
b†kbk′ρE0
)
=
∑
k
|gk|
2e−iωk0(t−t
′)TrE
(
b†kbkρE0
)
=
∑
k
|gk|
2N¯k (cos (ωk0(t− t
′))− i sin (ωk0(t− t
′))) . (121)
For convenience, let’s introduce the following definitions:
DR(t) ≡
ˆ t
0
dt′
∑
k
|gk|
2N¯k cos (ωk0(t− t
′)) , (122)
DI(t) ≡
ˆ t
0
dt′
∑
k
|gk|
2N¯k sin (ωk0(t− t
′)) , (123)
D′R(t) ≡
ˆ t
0
dt′
∑
k
|gk|
2
(
N¯k + 1
)
cos (ωk0(t− t
′)) , (124)
D′I(t) ≡
ˆ t
0
dt′
∑
k
|gk|
2
(
N¯k + 1
)
sin (ωk0(t− t
′)) , (125)
as a result of which Eq.(113) can be re-expressed as
Lt (2,0)(ρ) = −{ (D
′
R(t)− iD
′
I(t)) (σ+σ−ρ− σ−ρσ+)
+ (D′R(t) + iD
′
I(t)) (ρσ+σ− − σ−ρσ+)
+ (DR(t) + iDI(t)) (σ−σ+ρ− σ+ρσ−)
+ (DR(t)− iDI(t)) (ρσ−σ+ − σ+ρσ−)
= −DR(t) (σ−σ+ρ+ ρσ−σ+ − 2σ+ρσ−)
−D′R(t) (σ+σ−ρ+ ρσ+σ− − 2σ−ρσ+)
−i (DI(t) [σ−σ+, ρ]−D
′
I(t) [σ+σ−, ρ]) . (126)
Alternatively, put in a compact form, we have
Lt (2,0)(ρ) = −i [Heff (t), ρ]−DR(t) (σ−σ+ρ+ ρσ−σ+ − 2σ+ρσ−)
−D′R(t) (σ+σ−ρ+ ρσ+σ− − 2σ−ρσ+) , (127)
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where the effective Hamiltonian is defined as
Heff (t) ≡ DI(t)σ−σ+ −D
′
I(t)σ+σ−. (128)
B.4 Lt (0,2)(ρ)
The second-order term due to stochasticity of the external B-field alone is
Lt (0,2)(ρ) = E˙t (0,2)(ρ)− E˙t (0,1)
(
Et (0,1)(ρ)
)
= E˙t (0,2)(ρ)
=
∂
∂t
2∑
n=0
lim
R→∞
1
R
R∑
j=1
TrE
(
U
(j)
0,2−n(t, 0)ρ⊗ ρE0U
(j)†
0,n (t, 0)
)
=
∂
∂t
lim
R→∞
1
R
R∑
j=1
TrE{U
(j)
0,2(t, 0)ρ⊗ ρE0
+U
(j)
0,1 (t, 0)ρ⊗ ρE0U
(j)†
0,1 (t, 0) + ρ⊗ ρE0U
(j)†
0,2 (t, 0)}
= lim
R→∞
1
R
R∑
j=1
TrE{ U˙
(j)
0,2(t, 0)ρ⊗ ρE0 + ρ⊗ ρE0U˙
(j)†
0,2 (t, 0)
+U˙
(j)
0,1 (t, 0)ρ⊗ ρE0U
(j)†
0,1 (t, 0) + U
(j)
0,1(t, 0)ρ⊗ ρE0U˙
(j)†
0,1 (t, 0) }.
(129)
where in the second equality we have made use of the vanishing of E˙t (0,1) (· · ·),
as is already shown in Eq.(99).
To facilitate further calculation, let’s first evaluate U
(j)
0,1 (t, 0) and U
(j)
0,2 (t, 0)
in Eqs.(14, 15) with the stochastic part of the Hamiltonian H
(j)
S (t) =
a(j)(t)
2 σz
given in Eq.(53):
U
(j)
0,1(t, 0) = (−i)
ˆ t
0
dt′H
(j)
S (t
′)⊗ IE
= (−i)
ˆ t
0
dt′
a(j)(t′)
2
σz ⊗ IE
= (−
i
2
)
(ˆ t
0
dt′a(j)(t′)
)
σz ⊗ IE , (130)
U
(j)
0,2 (t, 0) = −
ˆ t
0
dt′
ˆ t′
0
dt”
(
H
(j)
S (t
′)H
(j)
S (t”)
)
⊗ IE
= −
ˆ t
0
dt′
ˆ t′
0
dt”
(
a(j)(t′)
2
σz
a(j)(t”)
2
σz
)
⊗ IE
= −
1
4
(ˆ t
0
dt′
ˆ t′
0
dt”a(j)(t′)a(j)(t”)
)
σ2z ⊗ IE
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= −
1
4
(ˆ t
0
dt′
ˆ t′
0
dt”a(j)(t′)a(j)(t”)
)
IS ⊗ IE , (131)
where in the last equality we have made use of the property of the Pauli operators
σ2z = IS for two-level systems. Plugging Eqs.(130, 131) into Eq.(129), we have
Lt (0,2)(ρ) = E˙t (0,2)(ρ)
= lim
R→∞
1
R
R∑
j=1
TrE{−
1
4
(ˆ t
0
dt′a(j)(t)a(j)(t′)
)
IS ⊗ IE (ρ⊗ ρE0)
−
1
4
(ˆ t
0
dt′a(j)(t)a(j)(t′)
)
(ρ⊗ ρE0) IS ⊗ IE
+(−
i
2
)
(
a(j)(t)
)
σz ⊗ IE (ρ⊗ ρE0) (
i
2
)
(ˆ t
0
dt′a(j)(t′)
)
σz ⊗ IE
+(−
i
2
)
(ˆ t
0
dt′a(j)(t′)
)
σz ⊗ IE (ρ⊗ ρE0) (
i
2
)
(
a(j)(t)
)
σz ⊗ IE }
=
ˆ t
0
dt′ lim
R→∞
1
R
R∑
j=1
TrE{−
1
2
(
a(j)(t)a(j)(t′)
)
(ρ⊗ ρE0)
+
1
2
(
a(j)(t)a(j)(t′)
)
(σzρσz ⊗ ρE0) }
= −
1
2
ˆ t
0
dt′ lim
R→∞
1
R
R∑
j=1
(
a(j)(t)a(j)(t′)
)
(ρ− σzρσz)TrE (ρE0)
= −
1
2
ˆ t
0
dt′a(t)a(t′) (ρ− σzρσz) , (132)
where a(t)a(t′) = limR→∞
1
R
∑R
j=1
(
a(j)(t)a(j)(t′)
)
.
Put in a more compact form, we have
Lt (0,2)(ρ) = −2DC(t) (ρ− σzρσz) , (133)
where the dephasing rate (due to classical noise) is defined as
DC(t) ≡
1
4
ˆ t
0
dt′a(t)a(t′). (134)
B.5 Second-order equation of motion
As has been shown in Eq.(48), the second-order cross term vanishes, that is,
Lt (1,1)(ρ) = 0.
Therefore, with the three terms Lt (1,0)(ρt), Lt (0,1)(ρt) and Lt (1,1)(ρt) van-
ishing in Eq.(33), and the remaining two terms Lt (2,0)(ρt) and Lt (0,2)(ρt) given
by Eqs.(127, 133), the equation of motion for this physical example up to second
27
order is
d
dt
ρt = −i [Heff (t), ρt]−DR(t) (σ−σ+ρt + ρtσ−σ+ − 2σ+ρtσ−)
−D′R(t) (σ+σ−ρt + ρtσ+σ− − 2σ−ρtσ+)− 2DC(t) (ρt − σzρtσz) ,
(135)
where the effective Hamiltonian is Heff (t) ≡ DI(t)σ−σ+ −D
′
I(t)σ+σ− and the
prefactors DR(t), DI(t), D
′
R(t), D
′
I(t), and DC(t) are as defined in Eqs.(122,
123, 124, 125, 134) respectively.
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