Abstract. The clausal resolution method for propositional linear-time temporal logics is well known and provides the basis for a number of temporal provers. The method is based on an intuitive clausal form, called SNF, comprising three main clause types and a small number of resolution rules. In this paper, we show how the normal form can be radically simplified and, consequently, how a simplified clausal resolution method can be defined for this important variety of logic.
Introduction
As computational systems become more complex, it is increasingly important to be able to verify that the system behaves as required. While a computational system can be tested in many ways, it is only through formal verification that we have the possibility of establishing the correctness of the system in all possible situations. However, complex systems in turn require powerful formal notations, in particular logics such as temporal logic. Temporal logics are extensions of classical logic, with operators that deal with time. They have been used in a wide variety of areas within Computer Science and Artificial Intelligence, for example robotics [17] , databases [18] , hardware verification [10] and agent based systems [16] . In particular, propositional temporal logics have already made significant impact within Computer Science, having been applied to:
-the specification and verification of distributed or concurrent systems [14] ; -the synthesis of programs from temporal specifications [15, 13] ; -the semantics of executable temporal logic [9] ; -algorithmic verification via model-checking [10, 2] ; and -knowledge representation and reasoning [6, 1, 20] .
In developing such techniques, temporal proof is often required, and we base our work on practical proof techniques on the clausal resolution approach to temporal logic.
The clausal resolution method for propositional linear-time temporal logics provides the basis for a number of temporal provers. The method is based on an intuitive clausal form, called SNF, comprising three main clause types and a small number of resolution rules [7] . While the approach has been shown to be competitive [11, 12] , we here re-address the basic form of the resolution method. In particular, we here show that the normal form can be radically simplified and, following on from this, a simplified resolution method can be defined for this important variety of temporal logic. Thus, the main benefits of the reductions described in this paper are that they produce a temporal normal form that -provides a cleaner separation between classical and temporal reasoning, -ensures more streamlined use of simplified temporal resolvents (without the need for further transformation), -is simpler, involving only one (unconditional) eventuality formula, and -since there is only one eventuality, then no heuristics/strategy is needed for choosing which temporal formula to apply temporal resolution to.
It turns out that if a given problem contains only one conditional eventuality clause, then the simplified resolution can be applied immediately without any reductions. At the same time we show the necessity to reduce conditional eventuality clauses to unconditional ones if a problem contains more than one eventuality. We believe that all of these factors, as well as simplifying the method itself, will have significant impact upon practical temporal resolution tools.
The structure of the paper is as follows. In Ü2, we provide an overview of the propositional temporal logic considered and the normal form used (see [7] for further details). We then proceed to describe and analyse two key reductions:
1. from conditional eventuality clauses to unconditional eventuality clauses (Ü4); 2. from multiple unconditional eventuality clauses to a single unconditional eventuality clause (Ü7).
These reductions not only radically simplify the normal form and the resolution calculus, but initial results indicate that they can improve the speed of practical resolution systems in certain cases. The simplified clausal resolution procedure is given in Ü3 and Ü5. The case of one eventuality is considered in Ü6. The results of these sections refine those given in [3] ; an extension of the simplified resolution calculus to fragments of first-order temporal logic has been considered in [4, 5] .
Preliminaries
We define the temporal logic we use based on the following symbols:
-Boolean operators µ , true ('true'), false ('false'); -temporal operators start ('at the initial moment of time'), ('always in the future'), ¦ ('at sometime in the future'), ('at the next moment'), Ë ('since', a past-time operator). It is known [7] that a PLTL-formula is satisfiable if, and only if, a set of temporal clauses is satisfiable. When a temporal formula is translated into the SNF form (see [7] for full details), we essentially apply a set of the transformation rules based upon the renaming of complex expressions by new propositions and upon the substitution of temporal operators by their fixpoint definitions.
Temporal Resolution for the unconditional eventuality case
We extend the notion of a PLTL-clause by allowing arbitrary Boolean combinations of propositions and giving a simplified normal form called Divided Separated Normal Form (DSNF). Further, we consider unconditional eventuality PLTL-clauses only (and give a reduction to this case). We (ambiguously) refer to these new entities as clauses.
1. an universal part, Í, given by a set of propositional formulas (clauses); 2. an initial part, Á, with the same form as the universal part; and 3. a step part, Ë, given by a set of propositional step temporal clauses of the form: (To relate these new clauses with the old ones, we note that the initial part corresponds to initial PLTL-clauses, step part corresponds to step clauses, and any clause from the universal part can be represented by the pair: start µ , true µ .) An unconditional eventuality temporal problem, P, whose satisfiability we are interested in, consists of a temporal specification SP with 4. an eventuality part, , given by a set of unconditional eventuality clauses of the form ¦Ð, where Ð is a literal.
This combination is denoted P SP .
A literal Ð from an eventuality clause is called an eventuality literal.
Step clauses will also be referred to as step rules. Without loss of generality, we can assume that there are no two different temporal step clauses with the same left-hand sides.
In what follows we will not distinguish between a finite set of formulas and the conjunction Î of formulas in it. To each unconditional eventuality temporal problem, we associate the formula Á Í Ë
When we talk about particular properties of temporal problems (e.g., satisfiability, validity, logical consequences etc) we mean properties of the associated formula. The similar agreement takes place for specifications.
The inference system we use consists of an (implicit) merging operation
(whose result is a logical consequence of its premises) and the following inference rules 2 . Due to our understanding of the temporal problem, the premises and conclusion of the rules are (implicitly) closed under operator.
Let µ , µ be merged step rules, Í be the (current) universal part of the problem. Successful termination means that a given problem is unsatisfiable.
Note 1.
All clauses generated by our inference rules are universal. Hence, the proof procedure does not change the Initial,
Step and Eventuality parts of the temporal problem. As to the Universal part, it is extended step by step until one of termination rules is applied. 
where Û Ø ÓÖÉ is a new propositional symbol. The first clause is universal, the second is translated into a step clause Û Ø ÓÖÉ µ ´Õ Û Ø ÓÖÉµ. Let us note that clauses (1) and (2) (1) and (2) we conclude that for all Ò Ñ´Å ¼ Òµ Û Ø ÓÖÉµ holds. However, this conclusion contradicts the formula ¦ Û Ø ÓÖÉ which is true in Å ¼ .
Lemma 1. The growth in size of the problem following the reduction from a conditional to an unconditional eventuality temporal problem is linear in the number of conditional eventualities occurring in the given problem.
Proof. Follows from the proof of Theorem 1.
Example 1.
Consider the following set of formulas containing two eventuality literals:
We reduce it to an unconditional eventuality problem as given by Theorem 1.
The derivation given below involves the following merged step clauses: Let Í ¾ be Í ½ ½ . Because Í ¾ Á , the initial termination rule can be applied and the derivation is terminated. It follows that the given set of formulas is unsatisfiable.
Completeness of simplified resolution
From consideration of the models, it straightforwardly follows that:
Theorem 2 (soundness). Temporal resolution rules preserve satisfiability.
To show completeness of the simplified system we adapt the completeness proof of the original system [7] as follows. It is easy to see the following relation between behavior graphs of two temporal problems when one of them is obtained by extending the universal part of the other. 
where Á,Á ¼ are nodes of À and ¦Ð ¾ . Then P has a model. Proof. It follows from the conditions of the lemma that all paths through À are infinite. We can construct a model for P as follows. Let Á ¼ be an initial node of À and Ð ½ Ð Ñ be all eventuality literals of . Let be the infinite path
follows by the construction of the behavior graph that the sequence of interpretations given by is a model for P. Indeed, all nontemporal clauses and all step clauses of P are satisfied on this sequence immediately by the definition of the behavior graph of SP. Now, let us take an eventuality clause ¦Ð and a node Á on . By construction of , there is a node Á Ñ · such Á · Á Ñ · and Á Ñ · Ð . It implies that ¦Ð is satisfied at the moment .
Ù Ø
Note This lemma remains valid in the case when a temporal problem does not contain eventualities. In this case the (sufficient) condition assumes the form
which simply says that P has a model if all paths through À are infinite.
Theorem 3 (completeness).
If an unconditional eventuality problem P SP is unsatisfiable then the temporal resolution procedure will derive a contradiction when applied to it.
Proof. The proof proceeds by induction on the number of nodes in the behavior graph (3) concerning the existence of a model given in lemma 3) holds: Consider the following two cases depending on the emptiness of either Ê ¼ or any Ê Ò Ò ¾ Á. Á´Á È Á ¼´Á · Á ¼ µ Á ¼ Ðµµ
Let Á ¼ be a node of À determined by the first quantifier of (7).
If case (1) of the previous proof holds (i.e. Í Ð), node Á ¼ will be deleted from the graph because of the sometime negation rule (recall that Á ¼ È ). If case (2) holds, node Á ¼ will be deleted because of the conclusion of the sometime 
