ABSTRACT This paper investigates the forecasting performance of the Garch (1, 1) model when estimated with NINE different error distributions on Standard and Poor's 500 Index Future returns. By utilizing the theory of realized variance to construct an appropriate ex post measure of volatility from intra-day data it is shown that allowing for a leptokurtic error distribution leads to significant improvements in variance forecasts compared to using the normal distribution. This result holds for daily, weekly as well as monthly forecast horizons. It is also found that allowing for skewness and time variation in the higher moments of the distribution does not further improve forecasts.
INTRODUCTION
During the last few decades we have seen a multitude of different suggestions for how to model the second moment, often referred to as volatility, of financial returns. Among the models that have proven the most successful are the auto-regressive conditional heteroscedasticity (Arch) family of models introduced by Engle (1982) and the models of stochastic variance (SV) pioneered by Taylor (1986) . During the last couple of years ARFIMA type modeling of high-frequency squared returns has proved very fruitful.
One of the main purposes of modeling variance is forecasting, which is crucial in many areas of finance such as option pricing, value at risk applications and portfolio selection. Therefore, the outof-sample forecasting ability should be a natural model selection criterion for volatility models. At least 93 different articles, reviewed by Poon and Granger (2003) , have addressed this question. The results are inconclusive. There are several reason for this; the ranking of models is dependent on, at least, the choice of sample period, sample frequency, forecast horizon, loss functions used and, importantly, the proxy used for the ex post variance. The vast majority of variance forecasting articles has used squared daily returns as the proxy for ex post variance. This is, as shown by Andersen and Bollerslev (1998) , an unbiased but exceedingly noisy estimator.
out-of-sample are different. This highlights the importance of out-of-sample results as a model selection criterion. The forecasting results are mixed; model rankings change depending on data series and loss function. Ex post variance is not computed from high-frequency returns. Franses and Ghijsels (1999) estimate three Garch models using weekly European stock market data. The first model has the effect of additive outliers removed, the second model has t-distributed errors and the third is a regular Garch model. Interestingly, the performance of the Garch model with t-distributed errors is worst out-of-sample. Ex post variance is computed from a weekly return frequency.
DISCUSSION ON FORECAST EVALUATION
Let r (m),t ≡ p t − p t−1/m , where p is the natural logarithm of the assets' price, denote the continuously compounded 1/m period return and let the unit time period equal 1 day. Consider the (demeaned) return generating process r (m),t = s (m),t z (m),t where s (m),t is the latent standard deviation and z (m),t is distributed i.i.d. (0, 1). Ideally, forecast variance, denoted by t,,t+q , should be compared to the latent variance s 2 (m),t,t+q . Since this is not possible r 2 (m),t is often used to proxy for s 2 (m),t with the justification of being an unbiased estimator, since . While unbiased, Andersen and Bollerslev (1998) show the variance in z (m),t to be several orders of magnitude larger than the variance in s (m),t making daily squared returns a noisy estimate of the latent variance. A central result in Andersen and Bollerslev (1998) is that the latent variance can be closely approximated by summing up squared returns of a higher frequency than the forecast horizon.
2 The results also show that measurements of the true degree of predictability are crucially dependent on the proxy for ex post variance. However, not only is it important to use a proxy with low noise to measure the absolute degree of predictability but also the relative forecasting performance between models can be affected by the noise in the proxy, as shown in . It is therefore strongly suggested to construct an ex post variance that is as noise free as possible also in comparative studies.
Loss functions
Ideally, a loss function should be tailored to the individual person and problem at hand, but to get results that are more general standard statistical loss functions have to be used. There have been a large number of loss functions used previously in the literature and, since the relative forecasting performance is not invariant with respect to the used loss function, this unavoidably introduces a degree of arbitrariness into the results.
Since the variance is being forecast, traditional loss functions such as mean square forecast error will raise the return innovation to the fourth power and hence make the loss function very sensitive to outliers. For this reason the more robust mean absolute error is used.
(1) 1 To account for the heteroscedasticity also a heteroscedasticity-adjusted mean-absolute error loss function is used following Andersen et al. (1999) :
The inability of the Garch model estimated with a normal error distribution to account for all the excess kurtosis in financial returns is well known. Bollerslev (1987) had already addressed the problem by using a t-distribution and Nelson (1991) by using a generalized error distribution. Recently the problem has been highlighted by Malmsten and Teräsvirta (2004) , who use moment results to show that the rather low but slowly decaying autocorrelation function of squared (or absolute) returns together with the high excess kurtosis typically found in financial data are not attainable using standard Garch models in conjunction with the normal distribution. It is also a wellknown fact (documented by Glosten et al., 1993 , among others) that daily stock index returns exhibit negative skewness.
A probability density function that can account for both time-varying excess kurtosis and skewness is proposed in Hansen (1994) . This density function has the additional benefit of having a parsimonious parameterization of its third and fourth moments. Therefore, this density function, presented in equation (3), will be the preferred choice in this paper:
where a, b, c and z are defined as below: The parameters h and l are called the shape parameters of the distribution, l controls the asymmetry of the distribution and h the tail fatness. More specifically the distribution has a single mode at −l.
The shape parameters need to be restricted with 2 < h < ∞ and −1 < l < 1. Figure 1 shows the distribution for a few different values on the shape parameters.
The presented density function is very flexible since it allows the shape parameters to vary over time; actually, every observation is allowed to have its own values on the shape parameters. To isolate the effects of allowing for excess kurtosis, non-centrality and time variation in the shape parameters, restrictions are imposed on the specification in equation (3).
The restrictions decide if the shape parameters are to be given a value or if they are to be estimated and, in case they are estimated, whether they are allowed to be time varying or not. These restrictions result in the nine different specifications (including the unrestricted model) presented in Table I .
DATA AND ESTIMATION
The data used are intra-daily logarithmic returns from Standard and Poor's 500 index future from 2 January 1996 to 30 December 2002 obtained from Tickdata. The reason why the index future is preferred over the cash index is that the constituents of the SP500 index are not all traded at the same time and some are traded rather infrequently. This induces spurious autocorrelation into the cash index return, especially at higher frequencies.
The data are divided into a 5-year in-sample period (1996) (1997) (1998) (1999) (2000) and a 2-year period (2001) (2002) ) is reserved for out-of-sample forecasting evaluation. All in-sample estimations are conducted on a (3) with degrees of freedom parameter h t equal to 7 and the skewness parameter l t equal to −0.4, 0 and 0.3 respectively Theoretically, the realized variance should be constructed from the highest possible return frequency since this gives the least noisy estimate of the true variance. However, market microstructure noise will distort this theoretical result.
In the absence of market microstructure effects the realized variance computed at any frequency will give an unbiased estimate of the variance; this fact can be used to select an appropriate return frequency to construct the realized variance series. In previous studies, 5-minute returns have often been used, for example, by Andersen and Bollerslev (1997) for the foreign exchange market and by Andersen et al. (2001) with stock market returns. Typically for ultra-high-frequency returns, the realized variance measure becomes severely biased. From the variance signature plot in Figure 2 it can be seen that the realized variance constructed from 1-minute returns is still unbiased. 4 The daily realized variance in this study is thus constructed from 405 daily 1-minute returns. The 1-minute returns are constructed by using the tick price occurring closest after each 1-minute interval. The 500 trading days during [2001] [2002] The solid line in the middle is the average yearly percentage standard deviation computed from 30-minute returns. The dashed lines are 95% confidence intervals computed according to Appendix A in Hansen and Lunde (2004) will be downward biased. The reason is that the measure completely ignores the variance in the overnight return. One way to remedy this is to simply add the variance of the overnight return to the variance of the daily return.
This would, however, introduce a lot of noise in the measure and hence eliminate much of the gains from using intra-day data. Instead the scaling estimator presented in Hansen and Lunde (2005b) will be used. This method assumes the variance of the overnight return to be a constant fraction of the daily variance and each daily realized variance is simply scaled appropriately to eliminate the bias.
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The model estimated is the Garch (1, 1) model of Bollerslev (1986) given by the mean equation: (8) and the conditional variance equation: (9) with b 0 , b 1 and b 2 > 0 and b 1 + b 2 < 1. The mean equation could alternatively be specified as a function of the conditional variance giving the Garch-M model of Engle et al. (1987) or restricted to have zero mean as suggested by Figlewski (1997) . However, Hansen and Lunde (2005a) show that these different specifications have virtually no impact on the out-of-sample variance forecasts of the model.
The restrictions on the density function in Table I are imposed to give nine different distributions for e t . When time varying, the shape parameters h and l are made dependent on lagged residuals from the mean equation, according to (10) and (11) Here a to f are parameters to be estimated and a, b and c are not to be confused with the a, b and c defined in equations (4)-(6). To restrict the shape parameters the logistic transformation (12) is used. U and L are the upper and lower bounds for the restricted parameters. In the estimation the skewness parameter is restricted to ]−0.9, 0.9[/0. By excluding zero the models are formally nonnested, which makes the asymptotic theory of the Diebold and Mariano (1995) The mean, variance and shape parameter equations are estimated jointly by numerical maximization of the log-likelihood function with the BFGS algorithm. Model convergence is not sensitive to the selection of starting values for the parameters. Forecasts are computed for all nine models; also, a naïve benchmark is introduced that simply uses average variance calculated as squared daily returns over the last 30 days.
Daily returns are used to facilitate a fair comparison with the Garch models that do not utilize intra-day returns. The forecast horizons are q = 1, 5 and 20 days. The first forecasts are made on t = 31 December 2000 and then additional forecast are made on each consecutive day for the whole out-of-sample period, resulting in 500 daily forecasts, 496 5-day forecasts and 481 20-day forecasts. The Garch parameter estimates are held constant during the entire forecasting period in accordance with Andersen et al. (1999) . The q-day-ahead variance forecasts are given by , which is the unconditional variance. For the first forecast e 2 t and h t are given by the estimated model and for the consecutive forecasts the prior periods forecast t replaces h t . The forecasting performance for each model is examined by the loss functions in equations (1) and (2).
As mentioned in Poon and Granger (2003) it is important to assess whether the forecasting performance of competing models is statistically different. This poses some econometric problems since the forecast errors from two competing models are likely to be both contemporaneously and serially correlated, making standard tests invalid. Diebold and Mariano (1995) propose a test for equal predictive ability that allows for serial and contemporaneous correlation, arbitrary loss functions and non-Gaussian forecast errors. Limitations of the test are that the asymptotic distribution results derived are not valid when comparing nested models. A further limitation is that models can be compared only pairwise.
Following the recommendations in Diebold and Mariano (1995) a Dirichlet spectral window is used with a truncation lag equal to one minus the forecast horizon when the test is implemented.
RESULTS

In-sample results
The level of volatility persistence in the models as measured by the sum of 1 and 2 (Table III) is well below one for all models with model nine, giving the highest persistence of 0.9675. The unconditional standard deviation given by varies from 19.75% for model seven to 24.92% given by model nine. The lambda parameter that models the skewness of the distribution is highly significant in all the specifications and the skewness found in the standardized residuals is around −0.65 for all the models that do not allow for skewness in the distribution. This is in agreement with previous studies. For example, Glosten et al. (1993) find a skewness value of −0.78 in their standard Garch specification and −0.70 when they allow for asymmetric responses to variance shocks. It is important to notice that modeling asymmetric responses in variance to return shocks does not by far account for the skewness in the return distribution. When model one is estimated with a GJR-Garch specification (estimation results not reported) the skewness in the residuals changes only marginally to −0.59. In addition, the lambda parameter in model two, which models the skewness of the distribution, has a value of −0.224, which is highly significant. To show that the lambda parameter does not simply compensate for possible This results in the lambda parameter changing only slightly, to −0.236, and remaining highly significant. This clearly shows that the asymmetry in the return distribution and the asymmetric response of variance to return innovations need to be modeled separately. This points to the need for an asymmetric error distribution, which is an issue that has previously received only minor attention in the Garch forecasting literature. However, it has been used for in-sample Garch estimation by, for example, Hansen (1994) , Brännäs and Nordman (2003) and Harvey and Siddique (1999) . Furthermore it can be seen from the e and f parameters in models five, seven and nine that the skewness in one period is positively related to the return and squared return innovation in the previous period, whereas the relationship is negative for the degrees of freedom parameters, b and c in models six, eight and nine (with the exception of the c parameter in model nine). Previously Hansen (1994) found both the degrees of freedom and skewness parameters to be negatively dependent on lagged return innovations for the weekly dollar/Swiss franc exchange rate.
The model diagnostics in Table IV show that only the full specification of model nine can account for both the skewness and leptokurtosis in the residuals. 6 As usual, the Garch model does a good job at accounting for the dependence in squared returns, and the Q10 statistic shows no significant autocorrelation in squared residuals for any of the models.
As can be seen in Table IV , the two most drastic improvements in log-likelihood by adding a single parameter are to allow for skewness and leptokurtosis, respectively. By replacing the normal distribution with a t-distribution the log-likelihood increases from −1982.62 to −1950.25, which is significant according to a standard likelihood ratio test with a p-value of less than 0.001.
Allowing for skewness in the distribution, as is done in model two, increases the log likelihood compared to the normal from −1982.62 to −1957.79, which is a significant increase with a p-value of less than 0.001. By jointly allowing for both skewness and leptokurtosis the log-likelihood is further improved to −1940.35. It is also interesting to notice that the skewness parameter, lambda, increases from −0.224 to −0.178 and that the degrees of freedom parameter increases from 6.93 to 7.91. This shows the apparent importance of allowing for both skewness and leptokurtosis. This can also be seen from the negative excess kurtosis of the residuals produced by the models that allow for leptokurtosis but not skewness. The lambda parameter will partly model the empirical excess kurtosis as skewness, and the degrees of freedom parameter will partly model the empirical skewness as kurtosis, leading to a bias from under-specification.
Model six shows the effect of further allowing the degrees of freedom parameter to be time varying while the lambda parameter is restricted to zero; the improvement appears to be quite small, with an increase in likelihood from −1950.25 to −1946.40. This increase is not significant, with a p-value of 0.146.
The gain by allowing the skewness to be time varying is seen by comparing models two and five, resulting in an increase in the log-likelihood from −1957.79 to −1955.18, which is also insignificant, with a p-value of 0.272. Nevertheless, these results indicate that there is persistence in skewness and kurtosis as seen by the parameters d, e and f in model five that are all significant, and parameters a, b and c in model six that also show predictable time variation in the degrees of freedom parameter. In comparing models five and seven, the effect of allowing for a t-distribution when the skewness is time varying is shown; this increases the log-likelihood from −1955.18 to −1939.39, which is a significant improvement. By comparing models seven and eight it is seen that allowing for time 
Forecasting performance
In terms of mean absolute forecast error, model three performs the best for all three forecast horizons (see Tables V and VI) , closely followed by model seven. However, the difference is not significant for any of the three horizons, with the lowest p-values being 6.9% from the Diebold-Mariano (1995) test. Also, when the criterion is heteroscedasticity adjusted, model three performs the best on the 1-day and 5-day horizon; for the 20-day horizon the ranking is reversed, with model seven having the lowest error, followed by model three. The difference is not significant here either. In conclusion, of the six different rankings, model three is preferred five times and model seven once. The unrestricted model, which is model number nine, clearly performs the worst out-of-sample on both the MAE and HMAE criteria, suggesting possible over-fitting when both the skewness and degrees of freedom are allowed to be time varying. All the Garch models convincingly beat the benchmark model, which uses a 30-day moving average as predictor of variance. This is in (10) and (12) Properties that improve the forecasts In order to discover the possible causes for the model performance reported above, the model specifications will now be looked at in more detail. The three models that allow for time-varying degrees of freedom are models six, eight and nine. These three models perform poorly on both the MAE and HMAE loss criteria. Models three and seven, which had the best forecasting performance, both allow for a tdistribution with an estimated degrees of freedom parameter. This is in close agreement with the insample results, where the largest increase in log-likelihood came from allowing for fat tails. These results partly agree with Hansen and Lunde (2005a) , who found Garch models estimated with tdistributions performing on average better for the DM/$ exchange rate but worse than the Gaussian models on IBM stock return data.
By comparing models one and two we see that there is no gain in forecasting performance by allowing for skewness in the distribution. In fact, model two performs worse than model one on all six comparisons. Model five further allows for time-varying skewness, which makes a slight improvement over model two, but the model is still worse than the regular Garch model estimated with a normal distribution. Since skewness was found significant in the in-sample estimation, this is somewhat puzzling. A possible explanation is that a few outliers cause the observed skewness since it almost disappears when assessed by a skewness measure that is more robust to outliers (see Table I ). These outliers have a large positive effect on the log-likelihood of the models that allow for skewness.
By comparing models one and three the effect of allowing for a leptokurtic but symmetric distribution is examined. There seems to be substantial improvement over the normal distribution, with model three outperforming model one on all six measures.
Model six further allows the degrees of freedom to be time varying, which does not lead to an improvement; on all forecast horizons and for both loss functions the model with time-varying degrees of freedom is worse than the regular t-distribution.
The joint effect of allowing for non-time-varying skewness and kurtosis is determined by comparing models one and four. Model four performs better on all measures, but worse than model three, showing that there is no improvement in also allowing for skewness when excess kurtosis is already modeled. By further allowing for time variation in the skewness parameter, model seven is obtained.
Model seven outperforms both model one and four on all the measures, showing an improvement in allowing the skewness to be time varying. By allowing the kurtosis to be time varying and the skewness to be constant model eight is obtained. Model eight, though, performs worse than both models one and four on all measures. This shows that the forecasting performance is actually worsened by allowing for time variation in the kurtosis. When both kurtosis and skewness are allowed to be time varying model nine is obtained; this model is worse than model one in all comparisons.
CONCLUSIONS
Model three, the Garch model estimated with Student's t distribution, must be considered the best performing model, since it performs the best on both the MAE and HMAE loss functions for both the 1-and 5-day forecasts. In addition, model three has the lowest MAE for the 20-day forecasts and is a close second on the HMAE criterion.
Other models that performed very well are models number seven and four; these two models have in common with model three that they allow for non-time-varying leptokurtosis. Overall, the Garch models clearly outperform the moving average forecasts of model 10 on both criteria and for all forecast horizons.
The above results are in partial agreement with Hamilton and Susmel (1994) , who found the Garch model with a t-distribution to perform the best when the logarithmic loss criterion was used. However, Hamilton and Susmel also found that the Garch models gave no improvements over a model with constant variance when using the MSE loss criterion. In contradiction to the results of this study, Franses and Ghijsels found the out-of-sample performance for the Garch model with a t-distribution worse than for a Garch model estimated with the normal distribution. The contradictory results can probably be explained partly by the noisy ex post variance proxy (squared weekly returns) used by both Hamilton and Susmel as well as Franses and Ghijsels and partly by the MSE criterion's sensitivity to large return innovations.
Allowing for non-time-varying kurtosis improves the forecasts; however, also allowing non-timevarying skewness or time-varying kurtosis does not improve the forecasts further. When the models were estimated, the two clearest improvements in log-likelihood came from allowing for a skewed distribution and to allow for excess kurtosis. The out-of-sample results show that only allowing for excess kurtosis improves forecasts; allowing for skewness does not lead to any improvements over the normal distribution.
This shows that additional important insights can be gained by using forecasting performance as a model selection criterion and thus not by solely relying on in-sample estimation results. Allowing for time variation gives insignificant increases in log-likelihood for the estimated models; this is confirmed by the forecasting performance, which shows no increase in forecasting ability for the models with time-varying skewness and/or kurtosis. Of course, the skewness present in financial returns cannot be ignored only because including it in the model does not improve the variance forecasts. The implications of a forecast variance, e.g. for option pricing and risk management, are quite different depending on the degree of skewness present in the distribution. Since the shape parameters of the distribution were significantly dependent on lagged return innovations, future work on forecasting the entire return distribution seems promising, and is currently being investigated by the author.
