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Renewable energy generation is on the rise. One of the best ways to capitalize on this 
intermittent power supply is by using the renewable energy source in tandem with batteries. 
A joint photovoltaic (PV) and battery system model was created that implemented battery 
degradation and optimized battery usage using a Markov Decision Process (MDP). This 
system was then subjected to a series of tests to do a sensitivity analysis while optimizing 
the battery and PV sizing for the system at hand. Parametric sweeps of solar power and 
battery capital costs, the cost of energy taken from the grid, the cost of battery degradation, 
the time of year, the sizing of the PV generation and the sizing of the battery, and the State 
of Health (SoH) of the battery were performed to determine an approximate optimal size 
and explore the trade-offs inherent to the combined system. This was then used to find the 
lowest total cost of system with PV and battery implementation.
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1. INTRODUCTION
Lithium-ion battery technology is making constant progress towards improvements 
on weight, energy density, and larger charging/discharging currents. These improvements 
have allowed for increased mileage and travel distance for electric vehicles, greater battery 
life and capacity for power intensive gadgetry, and the ability to better utilize the intermittent 
behavior of renewable energies like wind and solar power. Momentum is building in 
the areas of battery storage for usage with renewable energy sources. Important key 
considerations with further battery storage implementation are the costs associated with 
using the battery, battery degradation, as well as optimally using and sizing the battery. 
Improvements in these areas can vastly enhance how the battery functions in a home-and- 
grid photovoltaic (PV) operation.
1.1. MOTIVATION
This thesis outlines the motivation to improve on the implementation of renewable 
energy and to help with the problem of their intermittent behavior. Batteries are currently 
seen as the best and most viable option for correcting the disparity between the grid's 
consistency and renewable energy's lack thereof. Wind energy is prevalent, but on a 
smaller scale, solar energy can be more practical, especially for homeowners or smaller 
districts of power consumption (such as housing groups, industries, business, and so forth) 
due to the cost of implementation and government incentives like subsidies as a part of 
green energy bills. This has led to a increasing interest in renewable energy usage.
Regardless of the renewable energy sources' practicality and essential makeup, 
herein lies the problem of intermittency. The solution provided in this thesis to the sporadic 
behavior of those generation types is the use of lithium-ion batteries. The idea is to store 
excess or cheaply acquired power to then use that power to reduce the cost of buying energy
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from the grid. The optimization of battery usage, implementation of battery degradation, 
and optimally sizing the renewable generation (PV in this case) are all the goals of this project 
with respect to the motivation for correcting intermittent renewable energy behavior.
1.2. OVERVIEW
This thesis is outlined in the following manner. The Literature Review, in Chapter 2, 
provides the context and relevance of the work in this thesis with respect to what others have 
done. This demonstrates the background within which the thesis’s work is focused. The 
System Architecture, in Chapter 3, is the methodology upon which the thesis is based, giving 
the relevant actions taken to implement the system at large. The system’s characteristics 
are described in Section 3.1, the background concerning the choices for the State of Health 
(SOH) and State of Charge (SOC) in Section 3.2, the battery usage optimization scheme, 
the Markov Decision Process (MDP), in Section 3.3, the battery degradation scheme in 
Section 3.4, and the optimization of the PV and battery setup in Section 3.5. Chapter 4, 
the Contribution of Results and Sensitivity Analysis, demonstrates the outcomes of the 
system. The main results were centered around the minimum of the total system and 
demand costs; with the total system cost having a trough of least cost values centered on the 
Battery Multiplier  of 0.5x, while the on-demand cost had a sharp decline that leveled- 
off quickly around a Battery Multiplier of 0.75x with a weaker leveling-off around a 
PV Multiplier of 1.0x. The Conclusion, in Chapter 5, wraps up the thesis by summarizing 
the main parts and explaining the significance of the work. This includes such things like 
discovering that the battery can be used more aggressively due to the battery degradation’s 
lack of effect on the MDP, and the expanding scope for optimal sizing of PV and battery 
systems to include an optimal battery usage mechanism.
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2. LITERATURE REVIEW
Optimal sizing and operation of combined PV and battery systems have been studied 
broadly. This chapter lists some of the more relevant prior works. Section 2.1 refers to 
the work others have done on optimizing battery usage, gives some context on the current 
system, and describes how the proposed method relates to, but is different from, the works of 
[3,4,5]. Section 2.2 covers the background on battery degradation, what it is, its usefulness, 
and some of the different models for battery degradation. It also covers part of the decision 
process in choosing the model in [6] for this thesis’s battery degradation model. Section 2.3 
details the background information on how others have optimized the sizing of solar panels 
and batteries together as well as detailing the approach used in this thesis.
2.1. BATTERY OPTIMIZATION SCHEMES AND MARKOV DECISION PRO­
CESS
Batteries are not wholly useful on their own when implemented into a house load 
and renewable energy system setup like those seen in microgrids. They need a controller of 
some kind to set their usage scheme and determine whether or not they should be charging or 
discharging energy at any given moment. This is further refined into a battery optimization 
scheme, where the purpose of the controller is to use the battery as best as possible. This 
best usage can be focused on reducing the load seen by the grid or utilities, help utilize 
renewable energy sources better by reducing the effects of the duck curve [7], aiding in load 
shifting [8, 9], reducing the cost of operations [9], so on and so forth.
2.1.1. Various Optimization Schemes. The typical battery usage scheme is more 
complicated than a simple on/off state, frequently requiring predictions of future energy 
demand and supply. Due to this complexity, artificial intelligence is frequently used in 
battery usage optimization schemes. The ability for computers to quickly calculate and 
determine next-action protocols can be quite helpful. The work done in [10] covered a
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model for linear programming (LP) to control a PV-implemented building’s energy input 
and output as well as manage a battery. This was compared against and used in combination 
with the software System Advisor Model. This produced a fairly accurate model for an 
energy management system. However, two programs are necessary for the best results, 
and there is the issue of calibrating the weights needed to run the LP. A simpler battery 
managing model is desired for this thesis, especially due to the other parts of the system 
being implemented such as battery degradation.
In [11], the work covers two main propositions for energy storage management 
which are to look ahead and predict future energy needs for specific times and to respond to 
real-time changing demands. The first uses a simple rule-based controller and the second 
uses a trained neural network to handle the real-time scenarios. It was found that the 
machine learning 1-minute scheduled controller was very comparable to the 30-minute 
scheduled optimal rule-based controller. This lends credibility to the accuracy of the MDP 
model being scheduled for 15-minute time periods, since cost is not significantly reduced 
by trying to work a smaller sampling period.
2.1.2. Markov Decision Process. The Markov Decision Process (MDP) is an al­
gorithmic way of combining stochastic and known information to predict future data. The 
MDP is a form of dynamic programming used for optimizations in areas like managing bat­
tery usage [4, 5]. It works by splitting the optimizable area into time-steps, states, actions, 
and costs associated with taking a particular action or moving to another state; a depiction 
of this can be seen in [4]. This thesis’s work is based on the original work in [3]. In [3], a 
system was made to predict how a DC microgrid or a distribution system is affected by ran­
dom load behavior. This system used and trained hidden Markov models (HMMs) to model 
random individual load behaviors to later be combined into a system of loads. The work in 
[3] mainly presided on a dual active bridge converter for a dc microgrid/distribution system 
with the HMMs being used for stochastic loads. The model in [4] furthered the design 
in [3] on microgrid system analysis. This time incorporating an MDP to control battery
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usage, calculate costs, and even create a framework for battery degradation implementation. 
The focus of the work in [4] was heavily dependent on incorporating load and solar panel 
forecasting alongside the MDP to create a predictive model of a microgrid system. The 
simulations in [5] worked further to improve the capabilities of the MDP by implementing 
battery degradation based on the model in [6]. A comparative analysis was also done in [5] 
on the MDP to see if it is indeed a way to optimally simulate battery usage from which the 
results gathered seem to confirm.
2.2. BATTERY DEGRADATION
Lithium-ion batteries are the battery-type used with the MDP for their large energy 
density, common usage, and because there are depictions of their degradation characteristics 
available for modeling. Unfortunately, like all materialistic things, batteries degrade with 
time and use [1, 6]. Depending on their natural characteristics and other factors, the 
degradation can include things like Solid Electrolyte Interface (SEI) layer growth and 
break-down, crack formation, metal dissolution, and more [1, 2, 6] as can be seen in 
Figure 2.1.
Figure 2.1. Degradation characteristics overview [1,2]
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SEI layer formation [1, 2, 6] is part of the battery’s initial formation cycle. It 
is critical to using the battery, but because the SEI layer never stop growing, the battery 
continues to lose usable lithium in this area which can lead to instabilities and cause internal 
short-circuiting. After the SEI layer forms, stresses can build internally leading to cracks. If 
the battery is used aggressively or the temperature is too high or low, cracks can form more 
quickly. The last part mentioned is transition metal dissolution, that is, “solvent oxidation, 
salt decomposition, and material dissolution” as described and modeled in [6]. This causes 
the usable material to decrease and increases the battery’s internal resistance [2, 6].
The end result is that battery degradation limits the battery’s useful life. That 
can be extrapolated into a battery usage cost. Because of this cost and improved battery 
characteristic modeling for the MDP, degradation was implemented into the model used for 
this thesis. Therein lies the problem of choosing which degradation scheme to use. There 
are physics based models, simplified models, single particle models, etc.
2.2.1. Physics-Based Modeling. Physics based models are the most detailed as 
they work at the lowest level up, including as many characteristics of a battery and its degra­
dation as are known and can be implemented [6, 12]. They also tend to pair experimental 
results on coin-cells with simulations and compare them to show the accuracy of the model 
used [12, 13]. However, this also comes with the downside of being too time consuming 
and simulation heavy to be implemented into a battery manager as [6, 13] indicates. Like 
Figure 2.1 shows, there are a vast number of battery characteristics that can and should be 
monitored.
2.2.2. National Renewable Energy Laboratory Battery Model. The National 
Renewable Energy Laboratory (NREL) created a Li-ion battery model that was implemented 
into [14] for electric vehicle (EV) cost minimization analysis. Prior knowledge indicated 
that temperature and SOC have a great impact on EV battery life, so [14] used the NREL 
model to estimate and minimize the effects of degradation. The model used a 24 hour 
history of the battery’s current, voltage, SOC, and temperature to then find relative capacity,
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resistance, and power. From [14], it was gathered that optimizing battery usage causes them 
to last longer than other more generic schemes, and when temperature degradative effects 
are minimized, cyclical degradation dominates during high depth of discharge (DOD). That 
is, there exists a strong correlation between DOD and battery degradation. The authors of 
[14] found that the cost of capacity fade was small and difficult to tune or verify for their 
model. This led to a conclusion that degradative effects are, indeed, minimal.
2.2.3. Single Particle Model. The single particle model (SPM) is based on the 
work in [6]. The design is to simplify physics-based models by reducing an aggregate of 
particles into a single equivalent particle, one each for the anode and cathode sides of the 
battery. This was done by reducing a full order physics-based electrochemical model (with 
partial differential equations) to a set of ordinary differential equations. This greatly reduces 
the computational time of the physics based model while still being able to predict SEI layer 
growth and formation, crack propagation, and metal dissolution, while monitoring internal 
resistance, solid phase volume fraction, and effective diffusivity [6]. Like that which is in 
[1], the model in [6] takes into account the three phases of battery degradation: SEI layer 
formation, SEI layer continued growth and electrolyte losses, and lastly, metal dissolution 
becoming the main form of degradation.
2.2.4. Comparative Analysis. With the more detailed models, there is a lot of 
information that needs to be tracked. This greatly increases simulation time which, for 
the project in this thesis, is greatly unwanted due to the already time intensive nature of 
the MDP. However, the accuracy of such models is still desired for its capture of most 
of the degradation characteristics. The NREL battery model in [14], though validated by 
experimental data, is a simplified model and specifically designed to handle electric vehicle 
operations. It was preferred to have a model to implement into a house load with PV 
injection with a highly accurate degradation scheme. The SPM in [6] ended up having 
a good compromise that was not too time consuming to run but kept a large degree of 
accuracy towards battery degradation characteristics, hence its usage in this thesis's model.
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2.3. PV AND BATTERY SIZING
When implementing renewable energy into a given load, the size of the system is 
an important consideration. For this thesis’s intents and purposes, that sizing consideration 
is for the PV and battery. The sizing criteria described in [15] include finances, meeting 
certain technical specifications, or a combination of both. For the sake of simplifying 
the scope, this thesis focused mainly on financial optimization and thus specific technical 
optimizations are omitted.
2.3.1. Sizing Optimization. In [16], the system was modeled using Microsoft 
Excel for a residential building in Sweden using real-life load and PV data. The model 
showed the comparison of self-consumption of electricity as the battery size increased. 
The study found that the PV and load given without an optimally sized battery did not pay 
back the initial investment as quickly as the same system with battery implemented. In 
[17], using a detailed PV and simplified battery model with data from Germany, the system 
demonstrated that the self-consumption of power generated load side and self-sufficiency 
of the system depend largely on the PV system and battery sizing. The best protocols for 
PV and battery systems on handling the costs depends on the costs themselves, and that the 
higher self-consumption rates are associated with more optimal PV system sizing. In [18], 
the load with PV and battery system tested the financial impact of outages. To a point, there 
was a strong correlation between increasing the battery size (via increasing the number of 
batteries in parallel and series) and decreasing the cost of a power outage due to the PV and 
battery modules not being able to supply the load. Sizings beyond what the system required 
for the battery capacity to reduce the outage costs, did not give further cost reductions. This 
was in part due to the capacity covering the load completely during outages as the load was 
very expensive, making larger capacity batteries more viable.
2.3.2. Comparative Analysis. The proposed system in [16] would be difficult to 
setup for the model used in this thesis because it covers an area that the thesis did not 
focus on for cost reduction optimization, paying off the initial investment. That system,
9
being programmed in Excel, was also in conflict with the Matlab programming used in 
the thesis. Matlab’s computational capabilities are necessary for the overall complexity of 
the programming setup that this thesis used. The systems used in [17] and [18] both have 
a similar approach to optimizing the battery sizing by covering a range of battery sizes 
and seeing which areas work best. In [17], the focus is on the complementary nature of 
PV and battery to the reduction of the costs and to increase the self-consumption rate of 
electricity. Whereas in [18], the desire is to reduce the cost associated with the load not 
being supplied due to a power outage. Neither system directly relates to the one used in 
this thesis, but the methodology for finding the optimal sizing was quite similar, with both 
methods focusing on a cost reduction of some sort. This is desirable because the method 
proposed for optimizing the size of the PV and battery system in this thesis is simpler, which 
helps reduce the complexity of the model used. Though a parametric sweep does not cover 
the depth and detail some sources were able to get, the system is able to provide adequate 
information to work with for the case study in this thesis.
10
3. SYSTEM ARCHITECTURE
This system is based off of the work in [3,4, 5] with the initial design being from [3] 
with further tweaking and implementations done by [4] and [5] adding battery degradation 
to the model. This system is broken down into these parts:
• System Characteristics
• SO CandSO H
• MDP
• Battery Degradation
• Optimization of PV & Battery Setup
System Characteristics details the inner workings of the system in terms of power flow, an 
overview of the battery, and overal costs. This is seen in the Section 3.1. The MDP is used 
to create an optimal battery usage scheme, which is given an overview in Section 3.3. The 
battery degradation simulation characteristics are illuminated in Section 3.4. Lastly, the 
core of the project, the optimization of PV and battery sizing, is portrayed in Section 3.5.
3.1. SYSTEM CHARACTERISTICS
The system is simulated over five day periods with each simulation taking about two 
and a half hours to run with the current set-up in the code. What was changed for each 
simulation were the PV and battery sizings which ranged from zero times up to two times 
their original sizing (with PV original sizing seen in Subsection 3.1.1 and battery original 
sizing seen in Subsection 3.1.2). The battery characteristics and usage were originally 
labeled in a unit type that is favorable to battery manufacturers. Thus, to make the battery's 
characterization more friendly to people in the power field (as those using/setting up the
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batteries might be), the battery’s capacity was converted from A h to kWh. This was also 
necessary to connect the battery usage with the other power system elements like PV, grid, 
and load.
3.1.1. Load and PV. The system was originally designed around data presented 
in Pecan Street Data [19]. The peak load was about 80 kW, and the peak PV being around 
40 kW. The load and PV data came from June 2008 and was particularly hard to work 
with. Because of the difficulty in managing the information, the data used for this thesis 
is not from Pecan Street Data [19], but the data is instead from the Missouri S&T Solar 
Village [20]. The data was gathered from June 2015 to May 2016, covering a whole year 
of Load and PV operations, with the peak load and PV output peaking in the summer. The 
Solar Village load and PV data did not match the peaks of [19], so factors were introduced 
to have the peaks line up better with the June data. The load factor was 3.5, and the PV 
factor was -2 (negative to indicate generation rather than load). This data can be seen in 
Figure 3.1 with an explanation for the choice of the month of July in Section 3.5.
(a) Load profile for the month of July. (b) PV profile for the month of July.
Figure 3.1. Load and PV characteristics for the month of July with their respective factors 
included.
3.1.2. Battery. The battery is based on a Lithium-ion battery’s limitations and 
characteristics. The battery consists of smaller cell batteries that have a nominal voltage 
of 3.6 V at an SOC of 50%. These cells are made up of 20 mini-cells that have an area
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of 0.049 m2, which adds up to a cell having an area of 0.979 m2. At a C-rate of 1 C, the 
capacity of a cell is 17.54 A h /m 2, and at a C-rate of 0.2 C, the capacity is 19.97 Ah/m2. 
The battery cells then have a configuration of 98 in series and 31 in parallel, giving the 
battery a starting total capacity of 214kWh. To better capture the effects of degradation, 
an initial state of health (SOH) of 95 % is given to the battery, making the simulated battery 
5 % degraded at the start.
3.1.3. Costs. The costs of the system are gathered from Rolla Municipal Utilities 
(RMU) [21]. The standard buying rate for electricity in the Rolla, Missouri area denotes 
a cost of 0.059 $/kWh with a demand rate of 1.33 $/kW. Demand rate indicates the cost 
associated with the highest power drawn in a 15 minute period of time for a month. Because 
the simulations are only for 5 days and not a month, the demand rate needed to be changed 
to accommodate that. First,
EpochLen x  Sim_Epoch
Demand_Period = ----------------------------------- (3.1)
Hours x  Minutes
is calculated to get the correct duration base on EpochLen  being a 15 minute time period 
simulated, Sim_Epoch being the 5 simulation days in epochs, Hours being the number of 
hours in a day, and Minutes being the number of minutes in an hour. Then,
Dmd_Month x  Demand_Period
Demand Price = ---------------------------------------------  (3.2)
Month
is calculated based on the original [21] demand rate, Dmd_Month, the Demand_Period 
being the previously calculated time period for which the demand rate is intended to be 
over, and Month, which is 30 days or a rough estimate of a standard month.
In the case of excess power being generated load-side of the grid, power can be 
sold back to the grid at a rate of 0.019 $/kWh. Indirect costs include the cost of battery 
degradation (which is variable and better depicted in Subsection 3.4 below and Figure 4.6), 
the cost of PV degradation, and the battery energy cost. PV degradation was calculated
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using 2 .1$/W  for commercial PV operation [22]; the system PV power operating at 40 kW, 
and [22] depicts commercial PV operations as between 10 kW to 2 MW. In [22], the lifetime 
estimate for the PV is 30 years, but the simulation went with a more conservative estimate 
of 25 years for the lifetime of the PV system. The cost of the PV system was given in $/W  
and needed to be converted to a lifetime cost then divided into $/epoch using
PV_Cap_C = PV_W_C x  PV_Wattage (3.3)
PV_Cap_C is the capital cost associated with the PV system. PV_W_C is the PV system 
cost based on the AC wattage in [22] for commercial operations. PV_Wattage is the total 
wattage of the PV system. Equation (3.3) calculates the overall system cost. This does 
not reflect a Levelized Cost of Energy (LCOE); it is merely the total assumed cost of the 
system. This is then to be converted in
Price_PV =
PV_Cap_C 
PV_Life x  Epoch
(3.4)
to $/epoch. Where Price_PV is the degradation cost of the PV system in $/epoch. 
PV_Life  is the lifetime of the PV system in days. This is given as 25 years converted 
to days using 365.25 days in a year, which gives approximately 9131 days. Epoch  is the 
day split into 15 min time periods with there being 96epoch/day. This runs the estimated 
PV degradation cost at being 9.20 $/day or 0.096 $/epoch (with an epoch being the 15 min 
time interval).
Battery energy cost is the cost of energy initially in the battery. The system starts 
with the battery having a SOC of 80%. This is energy that the battery is initialized as 
having, thus it was deemed important to calculate the cost of using it. This is denoted by 
the equation below:
SOC_Cost = (SOCi - SOCf) x Packlnfo_Energy xPrices_Buy xBatteryScale  (3.5)
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SOCjCost is the cost of electricity used from buying a charged battery. SOCi 
is the initial SOC per unit for the battery. SOCf is the battery’s final SOC in per unit. 
Packlnfo_Energy  is the original capacity of the battery. Prices_Buy is the buy price of 
electricity from [21]. BatteryScale is the scaling factor used to change the sizing of the 
battery.
The cost is calculated as the difference between the initial SOC and the final SOC 
multiplied by the buy rate of electricity. It is ever changing depending on the simulation 
parameters. A better depiction of it can be seen in Section 3.2.
3.2. SOCANDSOH
The SOC of the battery is determined by keeping track of the energy going into and 
coming from the battery. It was first initialized at an SOC of 100%. This lowered the cost 
of the system significantly and showed the need to do something about the initial energy 
state of the battery, hence the need for the calculation in (3.5) and a cost associated with 
energy in the battery at the start of the simulation. The initial SOC was also reduced to 
80 % to allow for the battery to settle into its usage pattern faster, instead of relying on the 
stored up energy reserves.
The SOH of the battery, on the other hand, was initially set to be at 100%. This 
proved to be problematic because it was at the upper boundary of the curve-fit on battery 
degradation. This caused issues with accuracy and implementation. The first reactions to 
this were to check the implementation of battery health and degradation. The degradation 
model already had issues with its implementation (further described in Section 3.4) that 
were fixed, so that led to an inspection of the curve-fitted models used for battery health 
calculations. They, too, proved accurate. The issue, however, was on boundary conditions 
and values very close to a fresh, non-degraded battery’s SOH. This was resolved by changing
the SOH from 100 % to 95 %.
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3.3. MDP
The MDP’s role is to optimally use the battery. It uses a rolling horizon algorithm 
so that can it run indefinitely and predict future battery actions. The way it works is by 
first splitting the day into battery operational segments called epochs; in this case, the day 
is split into 96 epochs, each being 15 min. The next step is to monitor the battery’s state, 
the next action it can take, and any costs associated with being in a specific state or for 
doing a particular action. There are 200 states the battery can be in which is an approximate 
match to the 214kW h of battery capacity -  leading to a relation of 1.07kW h of battery 
capacity per state. Each particular state is referred to as a "bin" in the program, resulting of 
a particular state having bins of energy associated with it.
The state is changed when bins are added or subtracted from that particular state 
through an action. These actions are limited in their capability to add or subtract bins so as 
to match battery limitations. The battery has been limited to draw/absorb only a 0.3 C-rate, 
which is characterized as ±15 bins and includes no change in bins. Thus, it means that there 
are a maximum of 31 different actions that can take place between each state. However, the 
actions taken cannot make the battery exceed or go beneath its capacity limitations.
Once the limitations of what can be done in the MDP are outlined, the operation of 
the MDP can commence. It looks at the initial state of the battery (whichever state it is in 
when the MDP is started) then makes a guess for what that state should be 96 epochs (or 
24 hrs) in the future. It then tries to figure out the best set of actions for it to get to this final 
state and works out what the prior state should be from that. This continues on until the 
MDP gets back to the initial state. Once there, the simulation then uses the action and state 
for the iteration after the initial state as its operating point, eventually leading back to the 
MDP for it to calculate the next epoch’s actions and state. The MDP checks the viability of 
every state and action for all simulated epochs, and it chooses the least cost set of actions and 
states. That means with a five day simulation that there are 285,696,000 items for the MDP
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to parse through (200 different state, 31 possible actions, 96 epochs examined, and 5 days 
simulated converted to 480 epochs). However, due to the MDP’s dynamic programming, 
the options the program deems bad are trimmed from the operation during later iterations.
3.4. BATTERY DEGRADATION
Battery degradation was implemented to see its effects on optimization and to 
improve battery usage accuracy. The model for battery deterioration used in this thesis 
started as the SPM outlined in [6] (as further detailed in Section 2.2 and used in [5]). 
However, problems with this model’s implementation were found. They included but were 
not limited to: confusing conversions between units and a deterioration factor that greatly 
increased the effects of battery degradation.
This eventually led to the re-implementation of the single particle model that was 
then made into a simplified curve-fit that keeps the necessary characteristics without too 
greatly increasing the time it takes to run simulations. The new curve-fitted model for the 
battery degradation based on cell battery modeling was created to replace the one in [5]. 
Accuracy was greatly improved, and this model was simplified to use variables commonly 
understood by those working on or with batteries like: SOC, SOH, voltage, current, C-rate, 
etc. The battery degradation model works in two parts with the first being as a part of the 
MDP and the second being the current epoch.
3.4.1. Degradation as a Part of MDP. The degradation implemented in the MDP 
was a simplified curve-fit of the SPM in [6]. It includes SOC, individual cell voltage (as 
well as the voltage of the battery pack), battery capacity, and the power of the battery 
pack as outputs. The MDP covers a rather large area in simulation (see Section 3.3), 
so it was deemed prudent to reduce computation time of the MDP by simplifying the 
battery degradation model like what was done in [5]. Without this simplified curve-fit, the 
simulations take much longer than 2^ hours. On top of simulation time reduction, the MDP 
does not need to have accurate models, since the MDP is trying to determine how future
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degradation will affect the cost of using the battery. Because the future prediction will 
already be inaccurate, all that is necessary, is to have a fairly accurate model upon which to 
form a basis for the action scheme to rely on to make decisions for battery usage.
3.4.2. Degradation as a Part of Current Epoch. Once a decision is made on the 
next epoch's battery usage, a more accurate model is desired because the simulation as a 
whole is no longer guessing as to what the battery will do; it knows because it made a 
decision on that through the MDP. Since the model's battery action choice is known and 
decided, the more accurate degradation scheme can be implemented such as the one detailed 
in [6]. The degradation model outputs SOC, voltage on the battery cell, battery capacity, 
crack propagation, metal dissolution propagation, and SEI layer formation.
3.5. OPTIMIZATION OF PV & BATTERY SIZING
These simulations are a case study on how to approach PV and battery sizing 
optimization in tandem with one another with a battery optimization scheme and battery 
degradation. Factors that affect this are: costs associated with electricity's usage (normal 
buying rate, demand rate, sell-back rate, etc.), time of year (affects load usage and PV 
output), the load being worked with (changes the battery usage and PV sizing), starting 
SOC, battery degradation, etc. The sizings of the PV and battery ranged from zero to 
two times their orginal sizing (PV originally 4 0 kW h and battery originally 214kWh) with 
increments of 0.25. The data on this can be seen in Figures 4.3 & 4.4.
To get started on testing the PV and battery sizing optimization, two factors were 
looked at. The first being the implementation of new data that was from the eminent area. 
The second being setting up the initial state of battery degradation. Since this project is a 
case study on the viability of a PV and battery setup in and around Rolla, MO, the PV and 
load data should be from around that area. However, that is not the case for the information 
provided by [19]. Thus, improved relevance of the case study to the area where its data was 
gathered was deemed prudent. This change was acquired from [20], which provided both
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(a) Total cost for system over a year. (b) Demand cost for system over a year.
Figure 3.2. Comparison of cost characteristics over a year of simulations
load and PV data from within Rolla, MO, itself. With the updated data implemented, the 
initial starting point of battery degradation was pursued. There were many issues with the 
degradation curve fit with trying to have the SOH be at or close to 100 %. The degradation 
would not behave properly as it was close to the bounds of the curve fit and the cost of 
degradation was so low as to be nearly meaningless when compared to the other costs as 
can be seen in Figure 4.6.
That led to an implementation of a battery SOH of 95 %. This gave some balance 
on showing the effect of battery degradation without the battery getting so degraded as to 
be either on its way out or being a majority of the cost. Degradation graphs can be seen in 
Figures 4.5 and 4.6.
Once the PV, load data, and degradation initialization were acquired, the next step 
in PV and battery optimization was to find what time of year had the peak load. The system 
information [20] gave us was extrapolated into total and demand costs for each month of 
the year, depicted in Figure 3.2.
This lends July to being the most expensive time for operation as well as a good time 
to optimize PV and battery sizing. Within the month of July, the 7th and 8th of July were 
chosen such that the 7th is what was initially used as well as indicates data implementation 
from [19], and the 8th was used to show that the data from [20] is being applied.
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With the setup’s completion, the PV and battery sizing operation optimization could 
commence. Initially, the range of values monitored was from their original sizings to two 
times that with an incrementation of 0.25 as seen in Figure 3.3.
(a) Total cost for PV and battery changing from 
1 to 2 times original sizing.
(b) Demand cost for PV and battery changing 
from 1 to 2 times original sizing.
(c) Battery degradation cost for PV and battery 
changing from 1 to 2 times original sizing.
Figure 3.3. Major costs associated with a PV and battery sizing change from 1x to 2x their 
original sizing.
Because of the inconsistent demand cost characteristics between PV Multipliers 
1.75x and 2x with 0.25 increments for Figure 3.3b, further testing was carried out for 
PV Multipliers of 1.75x to 2x with 0.125x incrementation. This can be seen in Figure 3.4.
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Figure 3.4. Demand cost for PV changing from 1.75x to 2x original sizing and battery 
changing from 1x to 2x both with 0.125 incrementation.
This led to a realization that, although there was a minimum cost at PV Multiplier 
2x and Battery Multiplier  1.375x, there simply was not enough data for a complete 
analysis. Though it would seem viable to continue to increase the size of the PV and 
battery setup from the range of 1x to 2x to 1x to 3x for both the PV Multiplier  and 
Battery Multiplier , it was realized that there was some missing context in the behavior of 
the costs for the implementation of the PV and battery. There was not adequate coverage 
for the area prior to the given coverage. Thus, the full range of the simulation was changed 
to be from 0x to 2x the PV and battery's original designations.
There were also some points of focus that narrowed the battery's sizing from 0.5x 
to 1x its original capacity with an increments of 0.1, having the PV following the 0x to 2x 
schema and a 0.25 increment. This can been seen Figures 4.7b & 4.7a.
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4. CONTRIBUTION OF RESULTS AND SENSITIVITY ANALYSIS
The PV and battery optimization scheme were expected to have clear minimums for 
both the total cost of the system as well as for the demand cost as the aim was to minimize 
them. With the initial bounds depicted in Section 3.5 and Figure 3.3, there was simply not 
enough points tested to find a minimum. However, this data range does cover the original 
system’s sizing characteristics where there is a multiplier of 1 for the PV and battery. This 
is presented in Figures 4.1 and 4.2.
Figure 4.1. The power characteristics of the simulation over the course of five days with the 
original PV and battery sizings.
The PV and battery’s power flow is the reverse of their typical depictions in power 
analysis. This is to aid in seeing how their power output compares to the load and other 
system characteristics when they are outputting power.
With the full bounds tested where the PV and battery sizing went from 0 to 2 times 
their original sizing, the total cost of the system ended up having a desirable minimal point 
depicted in Figure 4.3 and shown in Table 4.1.
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Figure 4.2. Battery power behavior over the five day simulation with the original PV and 
battery sizings.
Total Cost of System Over Tested Area
Figure 4.3. Total cost for PV and battery changing from 0 to 2 times original sizing.
The trough at 0.5x Battery Multiplier  is where the minimum lies with a focus on 
the area covered by the PV M ultipliers of 0x to 0.5x. Seeing Table 4.1, there are a couple 
extra notable points. One being at a PV Multiplier of 0.75x at a Battery Multiplier of 
0.5x, and the other being at the origin where there is no PV or battery implemented.
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Table 4.1. Total Cost for PV and battery changing from 0 to 2 times their original sizing 
with the lowest values highlighted.
PV
Battery
0x 0.25x 0.5x 0.75x 1.0x 1.25x 1.5x 1.75x 2.0x
0x 162.62 163.62 165.63 167.99 172.02 177.38 183.74 190.81 198.28
0.25x 163.49 163.04 164.49 166.44 168.74 171.38 175.94 182.06 188.89
0.5x 161.57 161.19 161.07 162.21 164.30 166.52 168.79 172.87 178.29
0.75x 166.74 166.76 166.04 165.93 166.33 167.78 169.10 170.91 173.88
1x 181.04 180.23 180.66 180.02 179.65 180.78 181.77 182.51 185.52
1.25x 195.09 194.95 194.69 194.58 193.10 194.18 195.27 196.81 198.61
1.5x 208.62 209.59 208.32 207.96 207.49 208.20 208.82 210.31 211.57
1.75x 223.20 223.11 221.94 222.59 222.32 222.06 222.52 224.81 226.28
2x 238.44 237.67 236.11 236.48 235.18 235.75 236.84 237.86 239.70
An unexpected result was the lack of a minimum for the demand cost. With the 
first set of parameters discussed in Section 3.5, there was a strange set of behaviors that 
seemed to indicate multiple potential minimal points for the range of PV and battery sizing 
values going from 1 to 2 times their original quantification with an incrementation of 0.25 
times. As mentioned earlier, this led to the change in bounds being from 0 to 2 times the 
PV and battery original sizings with the same increment of 0.25. With these extra data 
points, the demand cost sharply decreases until a battery size of 0.75 times its original sizing 
is reached. Then, the demand cost nearly levels off and would appear to be independent 
of the PV implementation. For the PV, it has a more moderate effect of decreasing the 
cost (when compared to the battery) and is coupled with the battery’s size as it is most 
effective when the battery is beyond its 0.75 mark on original sizing. The PV has a shift in 
effectiveness surrounding its original sizing and has a decreased effectiveness as the amount 
of PV implemented increases. This analysis is visualized in Figure 4.4. For the graphical 
representation, the demand rate initially decreases rapidly, then levels off.
There also appeared to be nearly no effect of the battery degradation on the MDP’s 
battery optimization scheme. This is due to the minimal effect of the simulation’s battery 
usage on the degradation of the battery. The system does not go above a 0.3 C-rate for
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Figure 4.4. Demand cost for PV and battery changing from 0 to 2 times original sizing.
battery charging and discharging; this does not instate enough usage degradation for it to 
affect how the battery is used. This leads to the natural degradation (the degradation of the 
battery naturally over time) to be the main cause for battery capacity loss.
The lack of degradation effects is also in part due to the setup of the battery 
degradation curve fits implemented in the MDP as they are relatively insensitive to C-rate. 
This led to a lack of degradation noticed in the MDP as a whole. This is demonstrated in 
Figure 4.5.
The idea that the degradation was not significant enough to affect the optimization 
scheme started when a test performed on the battery's initial capacity was changed to see 
if the MDP would change its characteristics and battery usage scheme. The battery ranged 
from 0.5 to 1.5 its initial capacity and was then run through the PV and battery sizing 
changes from its original sizing to two times its original sizing. This set of simulations 
indicated a lack of degradation effects due to the battery action schemes not deviating from 
one another other than scaling. Each one is off from the others by its scaling factor. This 
can be seen in Figure 4.6.
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Figure 4.5. Battery degradation cost for PV and battery changing from 0 to 2 times original 
sizing.
However, the data used in Figure 4.6 was from [19], and the bounds only went from 
1x to 2x, instead of 0x to 2x for both PV M ultiplier  and Battery M ultiplier . Both of 
these problems were fixed in Figures 4.3-4.5. Their data was gathered from [20], and the 
bounds they had went from 0x to 2x with 0.25 increments for both PV M ultiplier  and 
Battery M ultiplier .
One of the other points of interest was the seemingly piecewise functionality of the 
Battery M ultiplier  in the demand cost curve for Figure 4.4. This led to a series of tests to 
hone in on the discrete junction. This can be seen depicted in Figure 4.7.
Upon a more in-depth examination of the threshold around 0.75x on the Battery 
M ultiplier  for the demand cost contour plot seen in Figure 4.7b, it still seems to behave like 
a piecewise function with a leveling-off around 0.7x on the Battery M ultiplier  instead of 
0.75x. Though at a lower PV M ultip lier , it appears to behave more like a curve. Further 
analysis demonstrates that there is a discrepancy between demand and total cost "optimal" 
points. Total cost’s optimal region includes a trough centered on a Battery M ultiplier 























Battery Degradation Cost of System with PV vs Battery
(a) 100 kWh (b) 200 kWh
Figure 4.6. Degradation cost comparison as battery pack size varies.
Total Cost of System Over Tested Area
(a) Total cost for focused area. (b) Demand cost for focused area.
Figure 4.7. Total and demand cost for PV changing from 0 to 2 times original sizing 
with 0.25 increments and battery changing from 0.5 to 1 times original sizing with 0.1 
incrementation.
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in Figure 4.7a. Demand cost levels-off around 0.7x on the Battery M ultiplier  also 
with a range of reasonable PV M ultiplier  value, but its minimum of $10.58 is at a 
PV M ultiplier  of 2x and a Battery M ultiplier of 1.5x in Figure 4.4 or a cost of $11.30 
with a PV M ultiplier  of 2x and a Battery M ultiplier  of 1x in Figure 4.7b. However, due 
to the system costs with larger solar panels and batteries, the corner of the leveling-off area in 
the demand cost contour is considered the more optimal point of operation. This culminates 
into an optimal demand cost of $14.58 at a PV M ultiplier  of 1x and a Battery M ultiplier 
of 0.7x in Figure 4.7b.
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5. CONCLUSIONS
The topic of this thesis is a battery optimization scheme for a house load with solar 
energy implemented that also optimally sizes the PV and battery capacities with respect to 
one another. Previous works were detailed out in areas like battery optimization schemes, 
battery degradation implementations, and the sizing of PV and battery integration to give an 
idea of how this thesis fits in with the research that has been done. The various parts of the 
model used in the thesis were described ranging from the systems characteristics and cost 
setup to an overview of the MDP and battery degradation. The most notable contributions 
of the thesis were the minimal effects of the battery degradation scheme on the MDP’s 
decisions due to the system’s low C-rate cap for the battery and the interesting behavior of 
the total and demand costs.
The total cost had a trough of minimal values centered on a Battery M ultiplier 
of 0.6x, or a battery capacity of 128kW h, going from a PV M ultiplier  of 0x to 0.75x, 
0kW  to 30 kW peak PV respectively, depicted in Figure 4.7a. Although in Figure 4.3 and 
Table 4.1, the optimal trough values are not that significantly different from the cost of 
there being no PV or battery implementation. The demand cost had a leveling off after a 
Battery M ultiplier  of 0.7x, or 150kW h, and a PV M ultiplier  of 1x, or 4 0 kW. Though 
the demand cost’s minimum is at a Battery M ultiplier  of 1.5x, or 321 kW h, and a PV 
M ultiplier  of 2x, or 80 kW, a more viable option would be to get as close to the corner in 
Figure 4.7b where the demand cost levels off.
This research helps define important sizing considerations for a PV and battery 
operated house load connected to the utility grid. By knowing that batteries can be used 
more aggressively due to the lack of degradation’s affect on the optimal battery usage 
scheme, the batteries themselves can be made smaller and run with larger C-rates. The 
research also aids in discussing a regional sizing consideration for PV and battery operations 
due to it being a case study of the region around Rolla, MO. This can help determine the
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viability of PV and battery operations for areas with similar characteristics like PV output, 
load, and grid costs. The bigger contribution, though, is the advancement of the battery 
optimization scheme by optimizing the sizing of the battery with the PV operations, while 
simultaneously optimizing the usage of the battery. Thus, adding a layer of depth into the 
development for battery optimization schemes like the MDP.
Future works would include testing out different maximum C-rates and seeing how 
that affects the sizing of the PV and battery systems. Different battery optimization schemes 
could be tested to see the benefits and drawbacks of each in the case study of a microgrid 
system. Finally, incorporating the system into a real-time simulation to see how well the 
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