[1] The low-frequency induced electric field in the near-Earth interplanetary medium is investigated observationally. These electric field fluctuations are associated with magnetohydrodynamic-scale fluctuations of the magnetic field and plasma velocity. Results of the study, based upon hourly samples with variations computed relative to 4-day means, indicate that the electric field distribution is roughly exponential. More specifically, the electric field distribution is very nearly the one that is obtained from a quasi-normal turbulence model . These results may be useful for particle scattering, acceleration, and turbulence.
Introduction
[2] Interplanetary magnetohydrodynamic (MHD) fluctuations [Jokipii, 1971; Goldstein et al., 1995; Tu and Marsch, 1995] have numerous connections to solar wind and cosmic ray physics [Matthaeus et al., 1999; Bieber et al., 1994; Droege, 2000] and to turbulence theory [Matthaeus and Goldstein, 1982] . Most widely studied have been characteristics of magnetic field fluctuations and (proton) velocity and density fluctuations at timescales from several days down to spacecraft instrumental resolution. The typical characteristics are powerlaw spectra of magnetic and velocity fields at observed scales ranging from several hours to several seconds. This is often associated with an MHD direct cascade of energy in the incompressible flow. Cross correlation of the velocity and magnetic field, associated with the ideally conserved MHD cross helicity, signifies a dominant sense of outward propagation in the inner heliosphere with a systematic tendency towards zero cross helicity and balanced implied propagation direction with increasing heliocentric distance [Roberts et al, 1987a [Roberts et al, , 1987b . The evolution of the MHD fluctuation spectrum, the heating of the solar wind, and the scattering of energetic particles all involve to some degree the generation of electric field fluctuations which have been largely unexplored.
[3] In the present paper we present some basic observational characteristics of the MHD electric field E which has received relatively less attention, and in particular the induced electric field (see below) which is expected to be the dominant contribution throughout most of space. We compute the frequency of occurrence of values of the fluctuating induced electric field, viewing these as estimates of the probability distribution functions (PDFs) of the same quantities. These are the fundamental probabilistic measures defining the one point statistical ensemble of the fluctuating induced electric field. Related statistical measures such as the kurtosis (see equation (12) below) are also computed. We find that the statistics of induced electric field fluctuations are well described by the assumption of Gaussian statistics of the fluctuating velocity and the fluctuating magnetic field. Thus, the observed distributions of induced electric field are seen to be consistent with a recent theory based upon the quasi-Gaussian or quasi-normal assumption.
[4] The dynamical importance of the electric field is embodied in the magnetic field B induction equation,
where c is the speed of light. In magnetohydrodynamic (MHD) models of plasma dynamics, the electric field is usually expressed by a constitutive relation, a generalized Ohm's Law,
where s is the conductivity, (4p/c) j = r Â B is the electric current, and V is the velocity field. Kinetic contributions to the electric field, such as Hall and electron pressure effects, are included in E c . The magnetic induction equation is then written as
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[5] We are principally concerned with characterization of the electric fields associated with turbulent fluctuations, that is the induced electric field produced by the fluctuations of the velocity and magnetic fields. We defer to a later time an attempt to answer the question as to whether the values of the induced electric field are comparable to the values of the total electric field, and what relationship might exist between the statistics of the induced electric field and the statistics of the total electric field. For the present we will neglect the collisionless electric field E c , and note that in space plasmas such as the solar wind the collisional h is typically small. In turbulence research, it has become customary to employ Alfvén speed units by the transformation B ! B/ ffiffiffiffiffiffiffi ffi 4pr p where r is the local mean proton number density [Matthaeus and Goldstein, 1982] . V and B are then measured in km/sec. In this way we focus on the inductive electric field E = ÀV Â B, which we now subject to a turbulence decomposition.
[6] In the usual way, the fields V and B are separated into mean and fluctuating parts according to
where V 0 = hVi, B 0 = hBi and the h i operator denotes an appropriate ensemble average. Note that, by definition,
In the context of homogeneous turbulence [e.g., Batchelor, 1970] , ensemble averaged quantities are translation invariant, i.e., they do not depend upon position. In an inhomogeneous medium such as the solar wind, ensemble averages can still be defined but are expected to vary in space and time. If the medium is weakly inhomogeneous in an appropriate sense [see, e.g., Yaglom, 1971, 1975; Matthaeus and Goldstein, 1982] the statistics can be viewed as locally homogeneous. This is the approach taken, for example, in mean field electrodynamics [Krause and Rädler, 1980] and in engineering turbulence models such as "K-" models [Bradshaw et al., 1981] . We define the fluctuating component of the electric field as
We also define
[7] In mean field electrodynamics and other applications it is convenient to divide the equation of motion for the magnetic field (3) into mean and fluctuating parts, from which we can see the several effects of induced electric field. Neglecting kinetic and dissipative terms, one finds
and
It is the quantity de that we are mainly concerned with here, which drives magnetic turbulence through equation (9), although the ''mean EMF'' of the fluctuations hv Â bi is of considerable interest as well in dynamo theory [Krause and Rädler, 1980; Moffatt, 1978] because of its role in the dynamics of the large-scale field in equation (8).
[8] The fluctuating induced electric field of the solar wind is a topic that has received very little attention in the literature. Marsch and Tu [1992] presented a spectral analysis of the electric field for one day of Helios data. Recently, le Roux et al. [2001] provided a model for pickup ion acceleration that relies upon the one-point statistics of the fluctuating electric field. Lacking evidence to the contrary, they assumed a Gaussian distribution for the electric field fluctuations. Below we will show that there is a different distribution of electric field fluctuations realized in the interplanetary medium, and it is one that can be understood by a simple theory; namely, that the components of velocity and magnetic field are approximately Gaussian. However, the induced electric field is highly non-Gaussian.
Observations
[9] We examine data from the NSSDC Omnitape data set [King and Papitashvili, 1994] , which consists of 1 hour magnetic and velocity field averages from over 30 years. The data is broken down into 4 day intervals, which is much longer than a typical correlation time in the solar wind, and much shorter than the solar rotation period (about 28 days). Furthermore, the mean fields can be determined reasonably well over 4 days and there is a good chance that the interval will not have sections consisting of different statistical properties. Earlier studies [Matthaeus and Goldstein, 1982; Padhye et al, 2001] have shown that averaging intervals on the order of four days give reasonable and stable results for many solar wind fluctuation properties of interest.
[10] Spacecraft data commonly has gaps of missing data, which can cause problems when computing statistics. Furthermore, in the Omnitape set, at some times there is a valid measurement of B, but no corresponding measurement of V. Since we are investigating the electric field, these points have to be rejected. If more than 25% of the data is missing or rejected in a given interval, we choose to discard that interval. This leads to rejecting nearly 80% of the available intervals, leaving about 30,000 points for analysis. That number is further shortened by avoiding sector crossings of the satellites. This drops the number of data points down to about 5,500. (The analysis was also repeated by increasing the tolerance of missing data to 35%. We will remark more about this case later on.)
[11] Once the data is broken up into intervals, we convert B into Alfven speed units, B ! B/ ffiffiffiffiffiffiffi ffi 4pr p where r is the fourday measured mean proton number density. This change allows more direct comparisons of the magnitudes of the two fields. Throughout the remainder of the paper, both velocity and magnetic field will have units of km/sec and the electric field will be in km 2 /sec 2 . The means of B and V are calculated for each interval. Following that, coordinates are transformed into mean field coordinates, which is a natural system where the correlation function is axisymmetric [Belcher and Davis, 1971] . For the rest of the paper, the ''z'' direction corresponds to the direction of the mean magnetic field, with ''x'' and ''y'' directions being perpendicular to ''z'' in a right handed coordinate system.
[12] We define two averaging operators for this paper. The first is
which is the typical averaging of data for a single interval with N(I) points in it. The second averaging operator is
which is a weighted average of the quantity f calculated across N int intervals. N tot is the total number of data points available.
[13] We begin by characterizing the distribution of the electric field by calculating the (central) kurtosis, which we compare with similar computations for velocity and magnetic field fluctuations. The kurtosis, K, is defined as
The kurtosis can be viewed as a property of the population or as a property of the distribution function (see Appendix A).
In the latter perspective it provides a sense of how far the distribution is from Gaussian. Equation (12) can be used to show that a Gaussian distribution has a kurtosis of exactly 3. Distributions with lower values of K are more concentrated near low values than a Gaussian. Distributions with higher values of K are flatter, often exhibiting distinctive ''tails,'' corresponding to elevated probability of values with large magnitudes.
[14] A useful way to estimate kurtosis is to calculate K for each data interval and then average over all intervals. For the present analysis results computed in this way are listed in the ''Average. Intervals'' column of Table 1 . The components of b are close to Gaussian, with numbers similar to those reported by Padhye et al. [2001] . The components of v also come out close to Gaussian. For the magnetic field components, near-Gaussianity is well established [Whang, 1977; Padhye et al., 2001] and it has been previously reported for velocity increments with long time lags [Sorriso-Valvo et al., 1999; Marsch and Tu, 1994] .
[15] Another method for calculating the kurtosis is by population statistics. Here, the kurtosis is calculated over the entire data, instead of just over an interval (in all cases the four-day mean values are used to extract v and b). Table 1 shows that the kurtosis of the components of v and b increase, on average, by 55%. This suggests that the distribution functions for v and b are approximately Gaussians of varying widths, a possibility also explored by Padhye et al [2001] . The variability of the widths of the distributions is not a small effect -the four-day variances of the components of v and b vary from a low of 8.5 to a high of 112. These results point towards a definition of an ensemble in which the component variances are used as similarity variables.
[16] It is desirable to examine the data over the entire 30 year span, particularly to compare against theoretical results for the electric field. Since the data is composed of intervals with varying local values of the variances (sigma values), lumping them together would result in a skewed distribution. For example, adding two Gaussian distributions with different sigma values gives a non-Gaussian distribution. Therefore, we normalize the data in order to look at the functional form of the electric field distribution for the entire data set.
[17] We rescale the component data in each interval by the field's standard deviation,
where f stands for either v, b, or de, a refers to the Cartesian component, j is the jth element in the interval, I is the particular interval of data considered, and s is the standard deviation of a data interval computed in the sense of equation (10). This normalization has been used by others, such as Sorriso-Valvo et al. [1999] . It should be stressed that this normalization is done for each field separately so that de is calculated from the raw data and then normalized, rather than calculated from the normalized v and b components.
[18] The drawback of this normalization is that information about rotational symmetry and possible variance anisotropy will be lost, as the variance of each component, as calculated from equation (11), will be unity. In light of this, other normalizations were considered, such as normalizing by the magnetic energy, the flow energy, or the total magnetic-plus-flow energy; but (13) has the nice property that the kurtosis of the population is conserved, that is,
where the mean operator is defined in equation (11). In addition, we remark that the present normalization scheme brings the computed kurtosis values of v and b in an overall sense closer to the Gaussian value than do the other normalization procedures that we implemented.
[19] Table 2 shows the result of the normalization on the kurtosis values of the components of v and b. It is clear that the raw (not normalized) population statistics obscured the underlying Gaussian nature of the distributions, whereas normalizing by equation (13) reveals this feature more clearly. [20] We now proceed, using the component normalization scheme, to characterize the probability distribution functions (PDFs) of the components of the fluctuating electric field, which we estimate by calculating the frequency of occurrence of the normalized quantities from four-day intervals over the entire 30 year data set. To begin we recall the properties of the PDFs of the velocity and magnetic field fluctuations [see, e.g., Padhye et al., 2001, and references therein] . Figures 1 and 2 show the PDFs for the z component of the velocity and magnetic fields, respectively. For illustration purposes, the dashed line shows a Gaussian distribution using the same half-width calculated from the data. The components of v and b typically are not very far from Gaussian distributions.
Comparison to Theoretical Results
[21] In previous work , we considered the PDF of a variable of the form
representing a component of the induced electric field of the fluctuations e = À v Â b. In view of the observed properties of the distribution of components of v and b, the Gaussian approximation is applied to x 1 , x 2 , x 3 and x 4 . In the simplest case, in which these variables can be assumed statistically independent Gaussian variables, the PDF for s is shown to be f (s) % e Àjsj (see equation (20) below). This case is consistent with a system with no mean induced electric field and zero cross helicity. To model more realistic physical scenarios, we considered correlations between the Gaussian variables x i . In particular, suppose there is a substantial cross helicity, so that corresponding components of v and b are correlated. Then an electric field component s will involve correlations between x 1 and x 4 and between x 2 and x 3 . Suppose also that the mean electric field is zero, so hx 1 x 4 i = hx 2 x 3 i. For this case, Milano et al. [2002] have shown that the PDF for s is given by
where r ij provides measure of the cross correlation. Here gexp is a ''generalized exponential'' defined by 
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Note that in the absence of cross helicity (e.g. r 14 = r 23 ), then gexp becomes just an exponential function and equation (16) becomes
a simple exponential distribution function.
[22] Solar wind turbulence is often characterized by the presence of ''Alfvénic fluctuations'' having a sign of cross helicity associated with a preponderance of outward traveling waves. Since this is a familiar property both at low heliographic latitudes [Belcher and Davis, 1971] and in the highlatitude fast wind [Bavassano et al., 2000] , departures of the electric field distribution from the pure exponential form are a possibility. The generalized exponential form would be expected to be relevant when the selected ensemble of solar wind fluctuations has a significant non-zero cross helicity.
[23] It should be noted that the above distributions, equations (16) and (20) 2 (see section 4), so we conclude that the means are relatively small. As a consequence, de % e = Àv Â b. To simplify the notation, we will use e instead of de from now on.
[24] Table 3 shows values of the cross correlation r of the components of e, computed from the Omnitape data intervals. The values are small. Figures 3, 4 , and 5 show the PDFs for each component of the electric field. The solid line is the PDF calculated from the data, while the dashed line is equation (16), which includes contributions from the computed cross correlations. The PDFs were calculated using n = 50 bins. (See Appendix A) The number of bins is large enough that the kurtosis values stop dropping dramatically, but short enough that the kurtosis does not become meaningless. Since the correlations are weak, the PDFs for the components of e are very close to the simple exponential, equation (20) . The maximum difference for any of the graphs from the simple exponential is 0.01.
[25] The value of the kurtosis predicted by equation (16) lies between 6 and 9, where 6 is obtained in the limit in which the PDF tends to an exponential (i.e. equation (20)). The kurtosis, calculated by population statistics, for the components shown in the Figures are 7.9, 6.0, and 7.2 for the x, y and z components respectively. The kurtosis values indicate that the distributions are more peaked than a typical Gaussian distribution, which has a kurtosis of 3. This is also evident from the figures.
[26] The above analysis was repeated by increasing the tolerance of missing data from 25% to 35%. This results in increasing the total number of available points from 5,500 e x x 1 = v z , x 2 = b y À0.025 ± 0.037 À0.30 ± 0.033
to 12,000, and increasing the reported kurtosis values of the x and y components of the electric field by 0.3, or roughly 5%. The z component, which corresponds to the direction of the mean B field, showed no increase. From this, we conclude that our results are stable. However, it should be noted that the means of V and B on each interval are less well defined with the higher tolerance because of the increase in missing data, so we choose the 25% tolerance as a compromise value.
Strength of the Induced Electric Field
[27] The normalization methods of the previous section provide insight into the underlying degree of Gaussianity of the turbulence, but, in so doing, explicitly avoided the issue of mean values of the dynamic fields. As discussed in the Introduction, the mean strength of the induced electric field is, in general, an important consideration in characterizing the structure and dynamics of MHD turbulence. More specifically, the interplanetary medium in the inner heliosphere (and to some degree at 1 AU) has been described as ''Alfvénic'' [e.g., Belcher and Davis, 1971] in that frequently observed correlations between velocity and magnetic fluctuations are diagnostic of ''outward traveling'' waves. For such a state, one expects v % b or v % Àb depending upon whether the mean magnetic field B 0 is inward directed, or outward directed, respectively. Despite the frequent occurrence of correlations of this type, the fluctuations are rarely if ever purely outwards [Bavassano et al., 1982; Tu and Marsch, 1995; Matthaeus and Goldstein, 1982] and, moreover, it is well known that the degree of this ''Alfvénicity'' is observed to decrease with increasing heliocentric distance [Roberts et al., 1987b] . In view of the elementary vector identity jvj 2 jbj 2 = (v Á b) 2 + jv Â bj 2 , it follows that whenever the directional Alfvénic correlation is not exactly obtained, there must be an induced electric field. This is true, of course, provided there is energy density in both magnetic and velocity fields. The spatially varying part of this electric field enters directly into the fluctuation dynamics through equation (9). Thus it would be a mistake to conclude that the appearance of partial or approximate Alfvénic correlation indicates a lack of turbulent dynamics. Indeed the strength of the induced electric field can be taken as one measure of the strength of turbulent couplings in a magnetoplasma such as the solar wind.
[28] The simplest measure of the strength of turbulent induced electric fields is the mean value
From the analysis presented above, this value is found to be de = 1930 (km/sec) 2 (%1.98 Â 10
À4
V/m assuming a typical proton density of 5 protons/cc). A heuristic comparison may be made with the computed root mean square velocity, dv = 67 km/sec, and root mean square magnetic field db = 36 km/ sec. One sees that de is about 80% of the product dvdb, indicating a strong turbulent induced electric field.
[29] As another measure we employ a formula for Gaussian isotropic turbulence given by Oughton et al. [1997] . Their equation (34) . This is to be compared with the observationally computed value of de 2 = 3.7 Â 10 6 (km/sec) 2 .
Conclusions
[30] We have presented a study of the one-point statistics of the induced electric field associated with low-frequency solar wind fluctuations. We employed Omnitape data at 1 AU and our conclusions can be summarized as follows. The fluctuating induced electric field e = Àv Â b is described by an approximately exponential distribution with kurtosis values between 6 and 9, consistent with predictions derived for nearly Gaussian distributions of the fluctuating v and b fields. This theoretical result is well-confirmed in the present observational analysis. This means that the ''natural'' state of induced electric field fluctuations is to be somewhat more peaked at low values than would be a Gaussian (such as the magnetic field or velocity fields individually), and also to have an exponential tail. The net effect is a distribution that would typically be interpreted as less space-filling than a Gaussian. Second we examined the typical strengths of the turbulent induced electric field. This is a quantity that is, in a very basic sense, the driver of the dynamics of magnetic turbulence; see equation (9). It is a measure of the turbulence that is complementary to the notion of Alfvénic turbulence. Higher Alfvénicity is associated with reduced induced electric field -in the limit of purely unidirectionally propagating fluctuations the equa- tions of motion are linearized, the turbulent induced electric field vanishes, and there is no turbulence (in the incompressible limit; see Moffatt [1978] ). Quantitatively we found typical strengths of turbulent induced electric field of %1100 (km/sec) 2 in Alfvén speed units, corresponding to roughly 80 -90% of the value expected for zero cross helicity non-Alfvénic fluctuations. In this sense the turbulence at 1 hour scales at 1 AU should be expected to be very active.
[31] We should emphasize that all of the present analysis is carried out using 1 hour velocity and magnetic field data at 1 AU, employing four-day intervals to compute mean values. This corresponds, roughly, to the lower wave number end of the inertial range, since the correlation scale at 1AU typically corresponds to the $10 hour scale in the spacecraft frame [Matthaeus et al., 1999] . There is of course the possibility that the statistical properties of the electric field will be different in other ranges of space and timescales, and we defer such studies to future efforts along these lines. Induced electric field properties may also vary with heliocentric distance. As the Alfvénic correlations decrease with increasing heliocentric distance [Roberts et al., 1987b] , the relative strength of induced electric field is expected to increase.
[32] The one point statistics we described here will have implications for some models of particle acceleration [e.g., Le Roux et al., 2001] but more general formulations of electric field effects on particle scattering and acceleration [LeRoux et al., 2002] require knowledge of the two point statistics (correlation functions and spectra) that are also beyond the scope of the present study. Finally we remark that future studies of this type may also examine possible implications for dynamo theory, although it has been remarked previously [Lantz et al., 1983; Marsch and Tu, 1992] that local mean induced electric fields that would produce dynamo action through equation (8) are observed to be rather weak.
Since our data is not continuous, we approximate the integrals in equation (A2) as discrete sums, 
The other moments are defined similarly. Using equation (A3), we can now obtain the kurtosis in yet another way. We now wish to examine differences between this method and population statistics.
[36] The choice of n, or m, has a drastic effect upon the characteristics of the PDF, and any value calculated from it. As a limiting case, if we choose m = 1, then each bin has one point, and the kurtosis becomes identical to the kurtosis calculated from population statistics. In the opposite limit, if we pick m = N, then there is only one bin, and the kurtosis becomes unity. An example of this behavior is seen in Figure 6 for the x component of the normalized electric field. The changes in the kurtosis values are expected because of the sensitivity of the kurtosis of a random variable to its large values. The x 4 term in equation (A2) gives more emphasis to the large values. The act of binning data in order to use equation (A1) effectively ''hides'' some of the larger values since the center of each bin is the arithmetic mean of all the points in the bin. One could try to replace the arithmetic mean of the data points with simply the largest value in the bin. This changes Figure 6 a little bit as the kurtosis value actually increases for small values of m, but then starts to decrease again as m increases, as can be Figure 6 . Kurtosis of the normalized x-component of induced electric field, computed from the estimated PDF, vs. the number of elements per bin used in describing the PDF. The ''center'' of the each bin is the arithmetic mean of the points in the bin. seen in Figure 7 . Finally, it should be noted that this behavior affects all moments, except the zeroth and first moments, which remain unchanged.
[37] The usefulness of creating a PDF as in equation (A1) lies in being able to build a more intuitive grasp of the information available from the statistical population. In light of the above discussion, however, calculating information directly from the PDF should be avoided. Instead, use the population statistics. Figure 7 . Kurtosis of the normalized x-component of induced electric field, computed from the estimated PDF, vs. the number of elements per bin used in describing the PDF. The ''center'' of each bin is taken to be the largest value in that bin.
