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The dimension over the complex numbers of the vector space of O-series 
where P(X) is a “spherical polynomial” with respect to the positive definite 
quadratic form Q(X) is computed for binary forms. A sufficient condition that 
O(T; P, Q) be identically zero is proved, and its necessity is also proved for 
binary forms. 
1. INTR~DUC~~N 
be an integral positive definite quadratic form in r = 2~ variables. That is, 
blj E 2 and Q(X) > 0 if X # 0. To Q(X) we associate the even integral 
symmetric r x r matrix A defined by adi = 2bii and aii = aji = bii if 
i #j. If x = [x1 )...) x,] denotes a row matrix and X’ its transpose, then 
we have 
Q(X) = ;XAX’. (1.1) 
If the i,jth entry of A-l is denoted by a$ and P(X) = P(xl ,..., xr) is a 
homogeneous polynomial of degree n with complex coefficients satisfying 
C as;(a2P/ax, axj) G 0, 
l(i,jgr 
(1.2) 
then P is called a spherical polynomial with respect to Q(X). 
36 
Copyright 0 1977 by Academic Press, Inc. 
All rights of reproduction in any form reserved. ISSN 0022-314X 
MODULAR FORMS 37 
Let 9(n, Q) denote the vector space over the complex numbers @ of 
spherical polynomials P of degree n with respect to Q. Schoeneberg [4] 
proved that the function 
e(,; P, Q) = C P(n) e=o(n)r 
WZ’ 
is a modular form of dimension -(r/2 + n) with a multiplier system E on 
I’,,(N), where N is the least positive integer such that NA-l is again an 
even integral symmetric matrix. The map which assigns to each P in 
9(n, (2) the modular form e(r; P, Q) = B(P) is a linear transformation. 
Hecke [2] showed that the dimension of the space P(n, Q) of spherical 
polynomials of degree n with respect to Q(X) = Q(x, ,..., x,) is (“z?‘r;‘) - 
(“:13. 
We calculate the dimension of the vector space A(n, Q) = 
l&7; P, Q>l P E g’(n, Q>> over C in the case of binary quadratic forms. 
We further consider the problem of finding linear relations on these 
&series, which in view of (1.2) is equivalent to determining when 
e(,; P, Q) G 0. By absolute convergence, 
e(T; P, Q) = f ( 1 p(n)) ezrrinzr. 
?7%=1 ?lGZT 
c?(-n)=rn 
Thus P(X) is in the kernel of the linear transformation taking P to B(P) if 
and only if for all positive integers m, 
xr P(n) = 0. 
O(n)=772 
The following rather obvious but apparently new sufficient condition 
will also be shown to be necessary in the case of binary forms. We first 
define an integral automorph U of a quadratic form Q(x, ,..., x7) with 
matrix A to be an integral r x r matrix, such that U’AU = A. Thus 
Q(UX’) = Q(X) for all X. 
LEMMA 1. Let Q(X) = Q(x, ,..., x,) be a positive definite quadratic form 
in r variables. Let P(X) = P(x, ,..., x7) E 9(n, Q). Let G be the set of all 
integral automorphs of Q. Suppose 
i P(UiX’) = 0 for some (Ui}t, C G. 
i-l 
Then B(r; P, Q) = 0. 
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Proof. Let m be a positive integer, and suppose M = {n, ,.... n,} is the 
set of all representations of m, i.e., Q(X) = m if and only if X E M. If I/ 
is an automorph of Q, then {Un,‘,..., Un,‘J is a permutation of M. If 
then 
I = l(m) = i P(nJ, 
i=l 
t * I = i f P(Uin,‘) = i i P( Uin,‘) = S ’ 0, 
i=l P=l x^=l i=l 
hence I = 0. The converse for binary forms is the first result of this paper. 
2. FIRST RESULT 
A. Thefirst result is 
THEOREM 1. Let 
P(X) = P(x, y) = i ujx+jyi 
i=O 
be a spherical polynomial of degree n with respect to Q(X) = Q(x, y) = 
ax2 + bxy + cy2, a positive definite binary quadratic form, and suppose 
e(~; P, Q) = f ( c 
m=1 Q(n)=m 
P(n)) e2nin’7 = 0. 
Then 
& P(UX’) = 0. 
The proof of Theorem 1 will only use the hypothesis that the coefficients 
on e2nio7 and e2n*c7 are 0, and so its hypothesis can be weakened. 
Before beginning the proof we make some remarks on binary quadratic 
forms and their automorphs. We then turn to the conditions that a 
polynomial P(x, y) be a spherical polynomial of degree n. Following 
Niven and Zuckerman [3, p. 1291, we will define Q(X) to be reduced if and 
only if 0 < b < a < c and a > 0. We also define an integral matrix to be 
unimodular if and only if its determinant is f 1. If U is any unimodular 
matrix, then the absolute convergence of O(T; P, Q) implies that &T; P(X), 
Q(X)) = B(T; P(UX’), Q(UX’)). If C = U’A U and Y’ = UX’, then 
C a$ (a2P(X)/ax, ax,) E 0 implies by the chain rule that C (cza2P(Y)/ay, 
8~~) = 0, or in other words that if P(X) E P(n, Q(X)), then P(UX’) E 
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9+z, Q(UX’)). These two remarks show that A@, Q(X)) = A(n, Q(UX’)) 
and so we may assume that Q(X) is reduced. Thus we may assume that 
each positive binary form is unimodularly equivalent to exactly one of the 
types listed in Table I. 
TABLE I 
Case 1. O=b<a=c; 
Case 2. O=b<a<c; 
Case 3. O<b=a=c; 
Case 4. O<b=a<c; 
Case 5. O<b<a=c; 
Case 6. O<b<a<c; 
Qk r) = 4~” + Y”) 
Q(x, y) = ax* + cy* 
Q(x, y) = a(~” + xy + ya) 
Q(x, y) = axa + axy + cy2 
Q(x, y) = ax* + bxy + ay8 
Q(x, y) = axe + bxy + cyB 
The proof of Theorem 1 will be given by treating the six cases separately. 
We shall need the representations of a and of c in each case by Q in order 
to list all automorphs of Q and also for a later purpose. 
B. The Representations of a and of c. 
LEMMA 2. Suppose j y / > 2 and Q(x, y) = ax2 + bxy + cy2 is a 
reduced positive definite binary quadratic form. Then for every x E Z, 
Q(x, Y) > c. 
Proof. Since Q(x, y) = Q(-x, -y) we can assume y > 2. Then if 
x > 0, Q(x, y) > 4c > c. So we may assume x -C 0. 
Suppose first that I x I 3 y. Then the inequalities Q 3 b and x2 > 
(-x) y imply that ax2 3 - bxy; also it is clear that c( y2 - 1) > 0. Thus 
ax2 + c(y2 - 1) > -bxy, which is equivalent to the conclusion of the 
lemma. 
Next, suppose that 1 < 1 x 1 < y, say y = -x + d with d > 1. Because 
-dx > 0, y2 - 1 = x2 - 2dx + d2 - 1 > x2 + d2 - dx - 1 > x2 - dx 
= -x(-x + d) = (-x) y. This inequality, together with the fact that 
c 3 b and ax2 > 0, imply again that ax2 + c( y2 - 1) > -bxy. n 
Thus to find representations of a or of c by Q(x, y), we may assume 
I y I = 0 or 1, and simple calculations yield the results of Table II. 
C. The Automorphs of Reduced Binary Forms. With the aid of Table II, 
it is easy to calculate the integral automorphs of binary forms. If 
u = K:: :::I 
is an integral matrix and 
A=[‘h” ;J, 
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TABLE II 
Case Q(x, Y) Representations of a Representations of c 
1 4X2 + YT HO, 1x +u, 0) c=a 
2 axa + cy* N, 0) HO, o* 
3 4x2 + xy + Y3 HL 01, zw, 11, rtu, -1) C=U 
4 ax* + axy + cyp rtu, 0) HO, l), +u, -I)* 
5 ax* + bxy + ay* xku, O), MA 1) c=a 
6 ax* + bxy + cy’ It(L 0) XII@, l)* 
* also *(n, 0) if c = ana 
the matrix of Q(X) = ax2 + bxy + cy2, then the condition U’AU = A 
implies that Q(u,, , uzl) = a and Q(u12 , uz2) = c. To list all the auto- 
morphs of Q, one verifies whether or not for each possible choice of 
(%1 9 u2d and h2 , ~~~1, representations of a and c, respectively, 
(U’AU),, = b. The complete list of automorphs so determined is listed 
in Table III. 
TABLE III 
Case Q(x, Y) 




axe + cy’ 
4x” + XY + Y*) 
ax* + axy + cy” 
ax* + bxy + ay’ 
*I, * [-: A]9 * [-; J], f [-; f] 
* ri 3 * [:, -3 
1 1 
*z, f [ 1 O-l *
*z,q:, . 1 
6 ax* + bxy + cy’ 34. 
( 
10 z=z*= o1 [ I) 
Now we derive a criterion that 
P(x, y) = i uixn-y 
j=o 
be a spherical polynomial for Q = ax2 + bxy + cy2. It turns out that the 
vector of coefficients a = [a, , a, ,..., a,] satisfies a system of homogeneous 
linear equations. 
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LEMMA 3. Let Q(x, y) = ax2 + bxy + cy2 be a positive &finite binary 
quadratic form and 
WG Y) = f akxn-kyk 
k=O 
be a homogeneous .polynomial of degree n 2 2. Let S = S(A, n) be the 
(n - 1) x (n + 1) matrix dejined as follows. For 1 < j < n - 1, for 
O<k<n, 
Sj.k = (n -j)(n - j + 1) c, ifk=j- 1; 
= -j(n -j)b ifk=j; 
=j(j + 1) a ifk=j+ 1; 
= 0 otherwise. 
Let a = [a,, a, ,..., a,,] be the coeficient vector of P(x, y). 
Then P(x, y) is a spherical polynomial with respect to Q if and only if 
Sa’ = 0. 
Proof. By (1.2), P(x, y) E S(n, Q) is equivalent to 
2c a2P 
4ac - b2 @ i32p ’ 2 ( 4ac2 b2 ) ax ay ’ 
2a asp o 
4ac - b2 ay2 - 
which is equivalent to 
n-1 n-1 
c c (n - ,j)(n - j + 1) aj-#-i-lyj-l + -b c ,j(n - j) ajxn+-lyj-l 
j=l j=l 
73-l 
+ a C j(j + 1) aj+lxn-i-lyi-l = 0. 
j-1 
Thusforl<j<n-lwehave 
& - j)(n - j + 1) cl - bj(n -j) a, + aj(j + 1) aj+l = 0. n 
Later it will be of interest to know when the determinant of the 
(n - 1) x (n - 1) submatrix S* = S*(A, n) obtained by deleting the first 
and last column of S(A, n) is 0. For this purpose we define S** = S** 
(A, n) to be the (n - 1) x (n - 1) matrix 
-b a 
c-b a 
c -b a 
c -b 
6411911-4 
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We note that S** is the same matrix as S* except that for 1 < j < n - 1 
the coefficients (n - j)(n - j + l), j(n - ,j) and j( j + 1) on c, -b, and a 
respectively have been replaced by 1. 
We show Det S** = k . Det S*, where k is a positive rational number. 
To see this, we multiply thejth row of S* by 
(j - l)!/fi (n - 1). 
2=2 
After this multiplication, each ith column is the ith column of S** multi- 
plied by i!(n - i)!/(n - 2)!. 
LEMMA 4. For 1 ,< j < n - 1, let Mj be the determinant of the jth 
principal minor of S**. Then Mj = 0 if and only if 
(1) b = 0 andj is odd, or 
(2) a = b = c > 0 andj = 2 mod 3. 
Proof We first make some general remarks about the determinants 
Mi . From the matrix of S** we see that hJ1 = -b; M, = b2 - ac, and 
expanding by the jth column we find that Mj = -bA4j-1 - acMjmz , for 
1 < j < IZ - 1, with M, = I and M-, = 0. By applying formula (4.3) of 
[3, p. 971 to this recurrence formula, we see that A4j = (ki+’ - ki+‘)/(k2 - 
k,), where k, = (-b - i(4ac - bz)1i2)/2 and k, = (-b + i (4ac - 
b2)‘/“)/2 are roots of x2 + bx + ac = 0. Thus Mi = 0 if and only if 
k;+l = ki+l 
NOW suppose b = 0. Then from the recursion formula we see that 
iVfj = 0 if j is odd and Mi = (-ac)j12 # 0 if j is even. 
Next suppose b > 0 and let Md = 0. Since Ml = -b # 0 we may 
suppose j > 1. If k, = r(cos 0 - i sin 13) = (-b - i (4ac - b2)1/2)/2, then 
since k, = E, , k, = r (cos B + i sin 0) = (-b + i (4ac - b2)1/2)/2. Thus 
k;+l = k;+l is equivalent by DeMoivre’s theorem to sin( j + 1) 8 = 
-sin( j + 1) 0, or 0 = rk/( j + I) for some integer k. Since x2 + bx + 
ac = (x - k,)(x - kg), -2r cos @ = b and r2 = ac, so 2 
cos 0 = -b/(ac) li2. Since ei@ is a root of unity, -b/(ac)1/2 = eie + e-ie is 
an algebraic integer. Clearly this number satisfies acx2 - b2 = 0, and 
since 0 < b 6 a < c, this reduces to a manic polynomial if and only if 
a = b = c. Thus k{+l = ki+l is equivalent to pi+l = py’, where p1 and pz 
are the two imaginary cube roots of 1. n 
D. Proof of Theorem 1. Since ----I is an automorph of any quadratic 
form, and since P(X) + P(-X) = 0 if n = deg P is odd, we may assume 
that n is even. Now suppose 
ecr; P, Q) = 0. (*I 
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The assumption (*) implies first by using the representations of a and of c 
by Q that some of the coefficients of 
are 0. The latter polynomial is in 9(n, Q) and we show with the aid of 
Lemma 3 that its remaining coefficients satisfy a system of homogeneous 
equations whose matrix is some square submatrix of S* with nonzero 
determinant. 
In case 1 the automorph group contains 
Then (*) implies that the coefficient 2(u0 + a,) on e2niaT in e(,; P, Q) is 0 
and if n = 4k + 2, then 
4k+2 4kf2 
P(X) + P(UlX’) = C bjx”-jy’ = 1 (ai + (-I)’ an-f) xn-jy' 
j=O j=O 
and b, = b,,,, = 0. We also find that b2k+l = 0, and that b = [b, ,..., b2J 
satisfies S*(A, (n/2)) b’ = 0, where det S*(A, (n/2)) # 0. Since b, = 
(- l)j bnej , bj = 0 (0 < j < n) so that P(X) + P( U,X’) = 0. Thus 
P( l&X’) + P( u, U&) = P( f&X’) + P( U,X’) = 0, so 
& P(UX’) = 0. 
If n = 4k a slight modification shows that P(X) + P(U,X’) and hence 
is the zero polynomial. 
Cases 2,4, and 5 are proved in much the same way, using the fact that if 
the first two or last two coefficients of a polynomial P in Y(n, Q) are zero, 
then Pis the zero polynomial. 
In case 6, (*) implies that a, = a, = 0 and the remaining coefficients 
bl ,..‘, a,-,] = a satisfy S*(A, n) a’ = 0 with det S*(A, n) # 0, so 
P(X) = 0. 
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Pz(X) = i P(iJ,X’) = i djx+jyj, 
i=l j=O 
so that (*) implies that 
d,=d,=a,+a,+ .&jaj=O. 
i=O 
If n = 2 or 4 (mod 6) then c = [Q ,..., d,-,] satisfies S*(A, n) c’ = 0 
with det S*(A, n) # 0, by Lemma 4. If n = 0 (mod 6), then it can be 
shown using Lemma 4 that Pz(X) + Pz(U,X’) = 0. W 
3. THE DIMENSION OF A(n, Q) FOR BINARY FORMS 
In this section, dim, .M(n, Q) will be computed in the case Q(X) = 
ax2 + bxy + cy2 is a reduced positive definite binary quadratic form. 
The proof will be divided into six cases, and the plan will be to examine a 
basis of 91(n, Q), to consider the resulting two d-series, and determine 
which if any are identically zero. 
THEOREM 2. Let Q(X) = ax2 + bxy + cy2 be a reduced positive 
dejinite quadratic form and n an even positive integer. Then dime Jl(n, Q) is 
listed in Table IV. 
TABLE IV 
Case Q(X) dim yru(n, Q) 
1 4x” + y’) 1, if n = 0 mod 4; 0 otherwise 
2 ax2 + cy* 1 
3 a(-+ + XY + Y3 1, if n = 0 mod 6; 0 otherwise 
4 ax’ + any + cy’ 1 
5 UX’ + bXy + QJ” 1 
6 axa + bxy + cy’ 2 
Proof. We first note that dim, 9(n, Q) is (“&‘) - (“i?i”) = 2. Next, 
if we partition S as [S, i S,], where S, is (n - 1) x 2, and S, is (n - 1) x 
(n - l), and partition the coefficient vector c of a spherical polynomial as 
[Cl : cz] with sizes 1 x 2 and 1 x (n - I), respectively, then SC’ = 0 is 
equivalent to S1c,’ + Szc2’ = 0, or &c,’ = -S1cl’, where by Lemma 3, S, 
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is lower triangular with each diagonal element nonzero. Thus S, is inver- 
tible, and so we may assume that if 
PI(X) = .f a&r”-jyj and Pz(X) = i bjX"-jyj 
j=O j=O 
are a basis for 9’(n, Q), then a, = 1, a, = 0, b, = 0, and b, = 1. It will 
be convenient to take up the cases in an order slightly different from that 
listed in Table IV. 
For case 2, where Q(X) = ax2 + cy2, we first note that the coefficient 
on ezffiaT in 8(7; PI , Q) is 
C PI(m) = 2 * P(1, 0) = 2. 
Q(m)=a 
Hence e(~; PI , Q) g 0. If U = [i -!I, then 
Pz(X) + P&IX’) = i: cjxn-jyj, 
j=O 
where Cj = (1 + (- ly) bje Since co = C, = 0, we have P,(X) + P2(UX’) = 
0, hence d(PJ = 0. 
In case 1, when Q(X) = a(x” + y”), an argument similar to that used 
for P,(X) in case 2 shows that fl(,; P2, Q) = 0. To consider 6(,; PI , Q), 
we find from Sa’ = 0 that a, = (- l)n/2 a, . If n = 0 mod 4, then CZ, = a, , 
and tY(,; P1 , Q) has 2(P,(l, 0) + P,(O, 1)) = 2(ao + a,) = 4 as coefficient 
on e2nfer. On the other hand, if n = 2 mod 4, then a, + a, = 0. If U = 
1; 3, then 
P(X) = PI(X) + P,(UX’) = f qxn-iyj, 
i=o 
where ~5 = LIP + an-5 . Since co = 0, P(X) = clP2(X). Thus d(Pl) = 
(B(P)/2) = (c#(P2))/2 = 0. 
In case 4, where Q(X) = ax2 + axy + cy*, an argument similar to that 
of case 2 shows that 0(~; PI , Q) i 0, while if U = [i -:I, then P,(X) + 
P2(UX’) = 0. Thus e(,; P2 , Q) = 0. 
In case 5, let b = [b, ,..., b,-J. If b, = 0, then since b, = 0, S*(A, n) 
b’ = 0 implies that b = 0. Hence b, # 0. Thus &(P,) Lf 0. Now, b,P,(X) = 
P,(UX’) - b,-lP2(X), where U = I 1” : I . Hence b&P,) = (1 - b,-,) 
B(P,), so that the two e-series are dependent. 
In case 3, let U, = I i -: 1 , Us = I f a 1 . Since nP2(X) = Pl(U2X’) - 
pm, nePz) = wd - w,), we have 6’(P2) E 0. Since a,,P,(X) = 
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P1(U,X’) - anPI( a,-r&P,) = (1 - a,) &P,). Using the last formula 
in the proof of Lemma 3 it can be shown by induction on j that aj = 
&), where ei = 0, - 1, or 1 according as j SE I, 4 mod 6, j = 2, 3 mod 6, 
or j = 0,5 mod 6. If n = 2 or 4 mod 6, then a, # 1, so &Pi) = 0. If 







so that 8(P,) + 0. 
In case 6, where Q(X) = ax2 + bxy + cy2 with 0 < b < a < c, if 
e(r; P, Q) = 0 then a, = a, = 0 and the remaining coefficients [a1 ,..., 
a,-,] = c1 satisfy S*(A, n) a’ = 0 with det S*(A, n) # 0, so P(X) = 0. 
Hence the two d-series are independent. n 
4. FURTHER RESULTS 
In an effort to generalize the result of Theorem 1 to positive definite 
forms in any even number of variables we have shown elsewhere [I] the 
following results. 
(1) Lemma 3 has been generalized to forms in any number r of 
variables. The matrix the coefficient vector of a spherical polynomial of 
degree n must satisfy is of size (“z:;“) by (“1;4;‘), and has linearly indepen- 
dent rows, which gives an elementary proof of Hecke’s result on the 
dimension of P(n, Q). 
(2) Using the above matrix, a convenient “standard basis” of 
9(n, Q), similar to the basis of two polynomials used in the proof of 
Theorem 2, has been constructed. This basis, together with the easily 
calculated integral automorphs of diagonal forms enables us to give upper 
bounds on dim, &!(n, Q) for diagonal forms Q in any number of variables. 
The bound is (“‘t%-“) and is considerably less than dime S(n, Q). Also 
using this basis, we have proved Theorem 1 for 
Q(X) = t x:, 
i-l 
if the degree of P(X) is 2 or 4. 
We have proved with the aid of a computer that Theorem 1 is true for a 
large collection of ternary forms and for a small collection of quatemary 
forms, where P(X) is of small degree. We believe that Theorem 1 is true 
for positive forms of any number of variables, and spherical polynomials 
of all degrees. 
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