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Introduzione
Il dibattito pubblico riguardante molte decisioni cruciali dell’agenda politi-
ca contemporanea, dal problema dell’allocazione delle risorse sanitarie, alle
previsioni di mercato e alle valutazioni di impatto ambientale o di sicurezza,
e` permeato dall’appello sempre piu` sistematico al parere dei tecnici e degli
“scienziati”. Mentre un peso e un’autorita` crescenti sono attribuiti alla scien-
tific advisory, non mancano episodi e vere e proprie esplosioni di scetticismo
e polemica, che investono sia questioni interne alla “consulenza scientifica”,
cioe´ di affidabilita`, accuratezza e in generale di correttezza metodologica, sia
esterne, che mettono cioe´ in discussione il ruolo stesso della scientific adviso-
ry nelle questioni di scelta sociale. Per citare solo alcuni tra i casi piu` noti e
recenti, basti il riferimento al “processo degli scienziati” per le presunte pre-
visioni inadeguate sul terremoto dell’Aquila (Hall 2011), al “caso Stamina”
(Abbott 2013) o alla querelle sulla correlazione tra autismo e vaccino MMR
(Gallagher and Goodman 2010), ma anche al dibattito piu` di vecchia data
circa l’utilizzo di evidenze genetiche nei processi criminali (Lempert 1977).
Il nodo problematico sollevato da questi episodi esemplari e` da rintrac-
ciarsi, a mio avviso, nella legittima distinzione dei ruoli tra lo scienziato e
il “policy maker” e, piu` in generale, sul peso da attribuire all’evidenza e al
parere scientifico nell’ambito della scelta pubblica, che coinvolge inevitabil-
mente considerazioni morali e “di valore”. Puo` il parere “esperto” esaurire
tutti i requisiti necessari a determinare univocamente la scelta sociale? Op-
pure altri “valori” esterni devono necessariamente contribuire al processo
decisionale? E se s`ı, in che modo? Da dove provengono tali valori? Come puo`
l’intromissione dei valori nel piano della ricerca scientifica non minarne la le-
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gittimita` e adeguatezza metodologica? Queste sono alcune delle domande che
intendo analizzare nel presente lavoro di tesi. In particolare, mi concentrero`
sull’ambito piu` ristretto della valutazione e gestione del rischio, in cui le “in-
formazioni scientifiche”, in termini di distribuzioni di probabilita`, giocano un
ruolo cruciale. Rispetto a questa specifica tematica, mi chiedero` quindi se le
contemporanee e diffusissime tecniche del risk assessment, risk management
e cost-benefit analysis incorporino tutte le istanze legittimamente presenti in
una decisione in condizioni di rischio e se siano adeguate a tale scopo; quali
altre componenti “morali”, escluse dal modello standard, siano eventualmen-
te da soppesare e in che modo.
Come primo approccio alla questione, illustrero` nei dettagli un esempio
storico particolarmente illuminante, la querelle sul vaccino contro il vaiolo
tra Daniel Bernoulli e Jean-Baptiste Le Ronde D’Alembert, che ebbe luogo
nella seconda meta` del XVIII secolo. Questo caso rappresenta a mio pare-
re uno dei primi tentativi di analisi del rischio, attraverso il calcolo della
probabilita`, applicato a una decisione di forte portata “morale” e rilevanza
pubblica. Esponendo nei suoi dettagli tecnici il modello matematico costruito
da Bernoulli per dimostrare l’opportunita` sociale dell’inoculazione, intendo
mostrare come, fin dalle sue origini, il dibattito sugli stessi fondamenti teo-
rici del calcolo della probabilita` sia stato inscindibilmente legato agli esiti
dell’applicazione di questa disciplina a questioni di scelta pubblica. Questo
punto si rivelera` di importanza cruciale piu` avanti, nella discussione sull’in-
trinseca presenza di valori in ogni parere scientifico che si limiti anche solo a
fornire una distribuzione di probabilita`. Le posizioni antitetiche di Bernoulli e
D’Alembert, inoltre, costituiscono una prima esplicita polarizzazione, riscon-
trabile anche nel dibattito attuale, sull’adeguatezza del “calcolo matematico”
nel fornire una guida legittima alle decisioni pratiche. Se Bernoulli conclude
infatti la sua analisi formulando la famosa massima, che impone di tenere in
considerazione e farsi guidare da tutte le informazioni “scientifiche” disponi-
bili, anche quando siano lacunose, imprecise e manchevoli, D’Alembert non
abbandona invece una visione critica e scettica sulla possibilita` dell’analisi
tecnica di catturare l’esperienza morale e profondamente individuale del “cor-
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rere un rischio”. Sebbene queste posizioni siano state riformulate in seguito al
“raffinamento” teorico del “calcolo matematico”, le istanze promosse dai due
philosophes contengono gia` in nuce molti elementi del dibattito novecentesco
e contemporaneo.
Nel capitolo successivo, analizzero`, a partire da una breve parentesi stori-
ca, l’apparente “trionfo” della massima di Bernoulli, mostrando come in molti
ambiti, a partire quello dell’allocazione delle risorse sanitarie, procedure me-
ramente tecniche come il risk managing vengano spesso impiegate in modo
esclusivo e conclusivo. La gestione del rischio, in questo senso, sembrerebbe
poter essere legittimamente esaurita dal puro calcolo di quale alternativa ab-
bia una maggiore utilita` attesa, o dalla cost-benefit analysis, senza chiamare
in causa ulteriori “valutazioni morali”. Discipline come il risk management,
infatti, mirano a fornire una risposta puramente procedurale a tutti i pro-
blemi di gestione e allocazione del rischio. Nella conclusione del Capitolo
2, illustrero` due esempi contemporanei e controversi di applicazione delle
tecniche di risk assessment, riguardanti rispettivamente il problema dell’allo-
cazione delle risorse sanitarie e la selezione di siti idonei per lo stoccaggio di
scorie radioattive. Parallelamente all’esposizione di questi casi, comincero` ad
illustrare alcuni dei principali problemi legati tanto alla cost-benefit analysis
in quanto tale, come la questione teorica dell’incommensurabilita` degli esiti,
quanto all’applicazione della cost-benefit analysis a questioni di scelta pub-
blica. In particolare, rispetto a quest’ultimo tema, riflettero` sulle implicazioni
dell’utilizzo delle procedure di risk managing per il mito della scienza come
priva di valori (il “value free ideal”).
Le posizioni che presento come dominanti nel Capitolo 2, tuttavia, non
sono state immuni da critiche, che hanno evidenziato come considerazioni va-
loriali vengano implicitamente riproposte nel calcolo dell’utilita` attesa, met-
tendo in luce quindi l’inadeguatezza delle pretese di “oggettivita`” di queste
tecniche di gestione del rischio. In particolare, sviluppero` questo problema
teorico nel terzo capitolo illustrando il cosiddetto “Paradosso di Rudner”,
secondo cui lo scienziato in quanto tale non puo` esimersi dal formulare giudi-
zi morali nel fornire un parere o una consulenza scientifica. In questo senso,
obietta Rudner, il “peso” della componente valoriale verrebbe semplicemente
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inglobato nella consulenza scientifica, tutt’altro dunque che neutrale, con uno
“sconfinamento”, o invasione di campo, altamente problematico. In questa
sede, proporro` anche una discussione piu` esaustiva sul problema del rischio
induttivo e le sue implicazioni per il value free ideal, a partire dalle trat-
tazioni classiche di Churchman, Frank e Rudner stesso fino alla sintesi di
Douglas e alla proposta di Betz, passando per autori come McMullin e Lau-
dan. In particolare, chiudero` questa riflessione con il problema provvisorio di
discriminare tra componenti valoriali che possono legittimamente interessare
il lavoro scientifico e i valori che invece devono essere necessariamente esclusi
da un modello adeguato di indagine scientifica, divisione spesso riproposta
come la dicotomia tra valori epistemici e non epistemici. L’argomento del
rischio induttivo, d’altra parte, costituisce a mio avviso la sfida piu` ardua
per i sostenitori del value-free ideal, e diverse versioni e i rispettivi possibili
contro argomenti, rispetto al tema specifico della scientific advisory, verranno
vagliati nel corso di questo lavoro.
Nel capitolo seguente, in risposta a questa legittima preoccupazione e alle
problematiche sollevate da Churchman e Rudner, prendero` in considerazione
un tentativo di soluzione formulato da Jeffrey, che propone un modello per
una coerente “divisione del lavoro” tra scienziato e “policy maker”. Tale pro-
posta, come nota efficacemente Douglas, mira a riproporre il value free ideal,
cioe` il mito di una scienza isolata dal resto della comunita` e indipendente da
considerazioni etiche, cercando pero` di fare i conti con l’argomento del rischio
induttivo. Questa via d’uscita, a mio parere, non risulta certamente conclusi-
va per quanto riguarda la riaffermazione del value-free ideal, sebbene sia stata
riproposta anche recentemente da Betz come risposta adeguata al problema
di Rudner. Nonostante questo fallimento, l’argomento di Jeffrey costituisce a
mio avviso un buon punto di partenza da cui analizzare il rapporto tra scien-
tific advisory e scelta pubblica, proponendone per la prima volta un modello
teorico positivo. In questo senso, la proposta di Jeffrey si fa carico e riconosce
la cosiddetta massima di Bernoulli, per cui le informazioni scientifiche non
possono essere ignorate nel processo di deliberazione. Tale principio esprime
infatti, a mio parere, un intuitivo appello al “buonsenso” e non puo` essere
travolto dallo scetticismo sull’inadeguatezza e sull’intrinseca “connivenza”
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tra giudizi di valore e parere tecnico, come una completa resa alle conside-
razioni di Rudner sembrerebbe paventare. D’altro canto, la consapevolezza
che le considerazioni valoriali non possono essere eliminate dalle decisioni di
carattere pubblico impone inevitabilmente una maggiore attenzione nel va-
lutare, comunicare e soppesare la consulenza scientifica. Il modello di Jeffrey,
pur ingenuo e problematico, rappresenta sicuramente un primo tentativo di
soddisfare entrambe le motivazioni e componenti che concorrono a formulare
il problema della scientific advisory. Solo una volta scardinato completamen-
te il mito di una comunita` scientifica isolata dal suo ruolo sociale, infatti,
il tema del rapporto con la cittadinanza e gli organi decisionali puo` essere
analizzato con l’attenzione e la precisione che la sua rilevanza pubblica ed
etica impone.
Nell’ultima parte di questo lavoro illustrero` l’evoluzione e le implemen-
tazioni della posizione espressa da Jeffrey attraverso l’esempio del Principio
di Precauzione, che costituisce a mio avviso un tentativo di bilanciare le
procedure standard di gestione del rischio con considerazioni esterne, me-
diante un opportuno criterio di decisione alternativo alla massimizzazione
dell’utilita` attesa. In particolare, cerchero` di caratterizzare, nell’esposizione
di questo Principio, come un’analisi “tecnica” del rischio possa consentire
anche a considerazioni di tipo morale di svolgere un ruolo effettivo nel pro-
cesso decisionale. In questo senso, nonostante i molti problemi teorici e una
formulazione ancora inadeguata, tale Principio rimane un candidato promet-
tente come modello di gestione del rischio collettivo. In particolare, dopo
aver illustrato la fortuna e il dibattito intorno al Principio di Precauzione, ne
propongo una sua caratterizzazione nei termini del criterio di decisione del
Maximin, seguendo le riflessioni di Hansson, Gardiner e Ackermann. Esploro
in seguito anche una formulazione procedurale o epistemica del Principio di
Precauzione, mostrando come una sua interpretazione nella forma di meta-
principio possa tenere conto dell’argomento del rischio induttivo elaborato
da Rudner, prendendolo come punto di partenza per un modello propositivo
e positivo di scienza coinvolta con il piano dei valori. In quest’ultimo capito-
lo, piu` che formulare una proposta conclusiva ed esaustiva, suggerisco alcuni
spunti ed esempi di applicazione del Principio di Precauzione, come il caso
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della tossicologia illustrato da Steel, per mostrare come un lavoro di ricerca a
partire da questo criterio possa effettivamente fornire una guida pratica per
il rapporto tra pannelli scientifici e organi decisionali.
La “via di Bernoulli”, una volta imboccata, resta a mio parere impossi-
bile da abbandonare, senza palesi e inaccettabili violazioni di un principio
basilare di razionalita` a cui non siamo disposti a rinunciare da un punto di
vista normativo. D’altra parte, il primato indiscusso e di default attribuito
al parere scientifico nelle decisioni di scelta pubblica deve essere adeguata-
mente bilanciato da un’opportuna riabilitazione della componente valoriale,
ormai resa evidente dal crollo del value-free ideal. Il fallimento del mito di
una scienza priva di valori, ormai evidente nella gestione di problemi com-
plessi, di cui il cambiamento climatico e solo l’esempio piu` lampante, non puo`
pero` risolversi con una conclusione pessimistica sul ruolo e sui compiti del-
l’indagine scientifica. Al contrario, se giudizi morali e soggettivi non possono,
per ragioni intrinseche alla pratica della scientific advisory, essere eliminati
dal processo decisionale, una sistematica e trasparente esposizione dei valo-
ri che si vogliono tenere in considerazione diventa tanto cruciale quanto le
questioni di correttezza metodologica interne alla comunita` scientifica. Solo
riconoscendo che entrambe le componenti sono essenziali e inscindibili nella
prassi della scientific advisory puo` portare a formulare criteri di decisione e
divisione del lavoro coerenti e legittimamente difendibili.
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Capitolo 1
Il caso Bernoulli-D’Alembert
In questo capitolo espongo nei dettagli la querelle tra Bernoulli e D’Alembert
sull’opportunita` di vaccinare la popolazione francese contro il vaiolo. Dopo
aver illustrato il contesto sociale e culturale in cui la controversia si svolse,
analizzo nel dettaglio il modello matematico di Bernoulli e alcune delle cri-
tiche mosse da D’Alembert. Concludo mostrando la rilevanza ancora attuale
delle tesi espresse dai due philosophes sul rapporto tra consulenza scientifica
e scelta pubblica.
1.1 La questione del vaccino
Fin dalla prima meta` del XVII secolo, il problema delle epidemie di vaio-
lo era avvertito in Europa con grande urgenza e drammaticita`. In citta` ad
elevata densita` demografica come Londra e Parigi, si stimava che circa il
10% delle morti fosse causata da questa infezione. La malattia, il cui virus si
trasmette per via aerea, colpiva soprattutto bambini e giovani; non sempre
mortale, marchiava spesso i sopravvissuti con cicatrici o cecita` permanente.
Per l’elevata diffusione e la fascia della popolazione colpita, si considerava il
vaiolo una piaga per la societa` e l’emblema dell’impotenza della medicina e
del progresso. Metodi per la cura e la prevenzione erano quindi oggetto di
forte attenzione e risonanza pubblica.
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Sebbene non fossero note terapie efficaci, in Asia era da tempo pratica-
ta una tecnica rudimentale di vaccinazione, conosciuta come variolizzazione,
che consisteva nell’inoculazione del virus per insuﬄazione di materiale in-
fetto. Questa pratica era stata introdotta nel 1718 in Inghilterra da Lady
Montague, moglie dell’ambasciatore britannico nell’Impero Ottomano. I ri-
schi connessi a questo trattamento erano pero` elevati, poiche´ spesso chi vi
si sottoponeva contraeva la malattia e moriva entro i due mesi successivi.
Inoltre, la vaccinazione causava lievi febbri e uno stato di bassa contagiosita`:
i pazienti dovevano pertanto rimanere in isolamento per alcune settimane
dopo l’inoculazione, che restava cos`ı praticabile solo tra le classi sociali piu`
abbienti.
In Francia, nonostante gli elevati tassi di incidenza della malattia tra tutti
gli strati della popolazione, la pratica della vaccinazione era guardata con so-
spetto. Si temeva infatti che questa tecnica avrebbe contribuito a diffondere
il contagio, a fronte di benefici ancora dubbi. Voltaire riassume emblemati-
camente la diffidenza generale in un passo delle Lettres Philosophiques [65]:
“Gli Europei continentali pensano che gli inglesi siano folli e scriteriati: folli
perche´ procurano il vaiolo ai loro figli per evitare che si ammalino di vaiolo;
scriteriati perche´ volontariamente infettano questi bambini con una malattia
certa e dannosa per prevenire un male incerto”1.
Fu dunque in un contesto di grande vivacita` e attualita` che prese il via la
campagna culturale di promozione del vaccino da parte dei philosophes, che
assunse i toni di una vera e propria battaglia ideologica2 in nome del pro-
gresso. Dalle sedi istituzionali ai quotidiani, gli argomenti a favore o contro
la vaccinazione furono oggetto di frequenti dibattiti tra il 1750 e il 1770, con
appassionati contributi di molti intellettuali francesi. Voltaire, sopravvissuto
al vaiolo nel 1723, dopo aver osservato in prima persona alcune vaccinazioni
in Inghilterra, si dichiaro` entusiasticamente a favore nelle Lettres Philoso-
phiques del 1743. Anche La Condamine dedico` alla questione un intervento
all’Accademia delle Scienze di Parigi nel 1754. L’obiettivo perseguito dalla
1Lettres Philosophiques [65], p. 65; traduzione mia.
2Per una ricostruzione dettagliata della campagna pro e contro la variolizzazione, e i
riferimenti ai diversi protagonisti del dibattito, si veda Daston (1988).
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fronda favorevole era che le autorita` statali rendessero obbligatorio, o al-
meno incoraggiassero pubblicamente, il vaccino, vincendo le resistenze degli
oscurantisti e nemici del progresso.
In questo concitato clima di “crociata”, anche Daniel Bernoulli e Jean
Baptiste Le Ronde D’Alembert si confrontarono criticamente sulla ragione-
volezza della vaccinazione rispetto ad una valutazione di rischi e benefici.
Nel 1760, fu pubblicato sul Mercure de France un articolo di Bernoulli, in
cui si esponevano i risultati ottenuti mediante l’applicazione del calcolo della
probabilita` alla questione del vaccino. Tale analisi quantitativa, a parere del-
l’autore, dimostrava ad ogni “uomo ragionevole” la necessita` di promuovere
questa pratica. Nello stesso anno, Bernoulli presento` i dettagli del suo calcolo
all’Accademia delle Scienze, ma l’intervento non venne dato alle stampe pri-
ma del 1766, con il titolo Essai d’une nouvelle analyse de la mortalite´ cause´e
par la petite ve´role et des avantages de l’inoculation pour la pre´venir [Essai].
La risposta di D’Alembert, dal titolo Onzie´me me´moire, Sur l’application du
calcul des probabilite´s a` l’inoculation de la petite ve´role [Me´moire] fu invece
pubblicata gia` nel 1761: la proposta di Bernoulli veniva aspramente criticata
prima della diffusione del testo integrale, suscitando polemiche e lamente-
le per l’atteggiamento poco rispettoso del collega. Nelle Re´flexiones3, D’A-
lembert torna sulla questione ampliando le sue obiezioni, senza pero` novita`
significative.
Nel 1796, Edward Jenner scopr`ı che l’immunita` al vaiolo poteva essere
ottenuta anche inoculando al paziente materiale ricavato da lesioni di vaiolo
bovino, malattia animale causata da un virus della stessa famiglia di quello
del vaiolo. La procedura era di gran lunga piu` sicura della variolizzazione e
non comportava il rischio di trasmissione della malattia, pertanto si diffuse
rapidamente in tutto il mondo. L’OMS ha dichiarato nel 1979 la malattia
definitivamente eradicata. La questione dell’opportunita` di vaccinare la po-
polazione su larga scala si e` tuttavia ripresentata nei primi anni Duemila, in
seguito alle minacce di utilizzo del vaiolo come arma bioterroristica. Al di la`
del caso specifico del vaiolo, la querelle tra d’Alembert e Bernoulli resta di
grandissima attualita` nell’ambito di ricerca della scelta sociale. Le questioni e
3Contenute negli Opuscules mathe´matiques, Tomo II, Parigi 1761, pp. 20-21.
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le critiche sollevate riguardano infatti la gestione del rischio, cost-benefit ana-
lyis e l’analisi quantitativa dell’incertezza. Da queste stesse domande e` infatti
impossibile sottrarsi per un’analisi produttiva di problemi urgenti come cam-
biamento climatico, o in generale in ogni valutazione di politiche ambientali,
di salute o sicurezza pubbliche.
Nella sezione seguente, ricostruiro` in primo luogo l’argomento di Daniel
Bernoulli, attenendomi all’esposizione dell’Essai. In seguito, analizzero` due
tra le piu` rilevanti delle critiche mosse da D’Alembert.
1.2 La proposta di Daniel Bernoulli
Nel 1759 Maupertuis, acceso sostenitore della causa della vaccinazione, con-
vinse Daniel Bernoulli, suo collega a Basilea, a dedicarsi ad un’analisi ma-
tematica della questione del vaccino. La soluzione del problema, secondo
Bernoulli, deve prendere la forma di risposta alla seguente domanda: lo Sta-
to dovrebbe promuovere la vaccinazione per tutti gli individui alla nascita?
Compito del “calcolo” e`, date le probabilita` di ammalarsi e morire di vaiolo
e quella di morire a causa alla vaccinazione, confrontare i rischi e i benefici
delle due possibili condotte. Superata la difficolta` della carenza e scarsa affi-
dabilita` dei dati, l’analisi rigorosa determina secondo Bernoulli l’alternativa
ragionevole, che lo Stato dovrebbe quindi seguire. La conclusione dell’auto-
re e` una risposta positiva alla domanda iniziale: la vaccinazione deve essere
incoraggiata perche´ comporta un incremento dell’aspettativa di vita media.
Possiamo riassumere l’argomento di Bernoulli in tre passi:
1 la costruzione di un modello popolazionale, cioe` di una curva che de-
scriva la variazione della popolazione nel tempo (la mortalita`);
2 il calcolo della variazione dell’aspettativa di vita rispetto alla condizione
iniziale, una volta che il vaiolo sia stato eradicato (cioe` se tutti gli
individui venissero vaccinati alla nascita);
3 il calcolo della variazione dell’aspettativa di vita tenuto conto del rischio
di morire a causa della vaccinazione.
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In sintesi, Bernoulli propone di confrontare due “stati dell’umanita`”, distinti
unicamente per la presenza endemica del vaiolo; il criterio di comparazione
delle curve della popolazione che descrivono i due stati e` dato dall’integrale
sotteso alla curva, cioe` l’aspettativa media di vita. Condizione necessaria
per effettuare questa operazione di confronto e` isolare la componente della
mortalita` dovuta al vaiolo dalla mortalita` totale.
1.2.1 Il modello
L’argomento di Bernoulli e` presentato esplicitamente come un modello mate-
matico, basato su ipotesi che l’autore riconosce essere semplificative e impre-
cise e su dati lacunosi. Come vedremo in seguito, la possibilita` di applicare
il calcolo della probabilita` a partire da informazioni incerte e incomplete co-
stituisce uno dei motivi principali della critica di D’Alembert all’Essai. Le
assunzioni di partenza di Bernoulli sono le seguenti:
1 Le persone infettate dal vaiolo per la prima volta muoiono con proba-
bilita` p e sopravvivono con probabilita` 1− p.
2 Ciascuno ha la probabilita` q di essere infettato ogni anno. In un periodo
di tempo infinitesimale dx, la probabilita` di essere infettati, tra l’eta` x
e l’eta` x + dx (per semplicita` con dx = 1 ) e` qdx.
3 Le persone che sopravvivono al vaiolo sono immunizzate per tutto il
resto della vita.
Data m(x) la mortalita` per cause indipendenti dal vaiolo e il relativo valore
m(x)dx, Bernoulli costruisce un opportuno modello popolazionale che con-
senta di isolare la mortalita` dovuta alla malattia. Sia P0 un gruppo di persone
nate lo stesso anno: S(x) e` il numero delle persone a rischio di ammalarsi, vive
e mai contagiate all’eta` x; R(x) e` il numero delle persone sopravvissute al va-
iolo all’eta` x; quindi P (x) = S(x)+R(x) e` il numero totale delle persone vive
all’eta` x. Bernoulli pone poi x = 0 come la nascita, dove S(0) = P (0) = P0
e R(0) = 0. Tra x e x + dx, ogni individuo a rischio ha la probabilita` qdx di
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essere infettato e m(x)dx di morire per altre cause. La variazione delle per-
sone a rischio e` quindi dS = −Sqdx−Sm(x)dx, il che conduce all’equazione
differenziale:
(1)
dS
dx
= −qS −m(x)S,
dove dS
dx
e` la derivata della funzione S(x). Durante lo stesso periodo di tempo,
il numero di persone morte di vaiolo e` pSqdx e il numero di persone soprav-
vissute al vaiolo e` (1 − p)Sqdx. Si aggiungono poi le persone Rm(x)dx che
muoiono per altre cause. Quindi:
(2)
dR
dx
= q(1− p)S −m(x)R
Sommando le equazioni 1 e 2, si ottiene:
(3)
dP
dx
= −pqS −m(x)P
A questo punto Bernoulli puo` ricavare la frazione delle persone a rischio nella
popolazione per una certa eta` x, utilizzando i metodi noti per il calcolo delle
equazioni differenziali.
(4)
S(x)
P (x)
=
1
(1− p)eqx + p
1.2.2 I dati del problema
Dopo aver isolato nella popolazione il gruppo R(x) degli individui a rischio,
Bernoulli dispone di tutti gli elementi per calcolare la variazione dell’aspet-
tativa di vita. Il modello doveva pero` essere “riempito” con i dati relativi alla
mortalita` tra x e x + 1 e i tassi rispettivamente di incidenza e mortalita` del
vaiolo p e q. Tali dati non erano facilmente reperibili: nella maggior parte
dei bollettini dei battesimi e dei funerali pubblicati all’epoca non era infatti
indicata l’eta` del decesso, il che rendeva impossibile determinare il tasso di
mortalita` rispetto ad un’eta` x. Nonstante questo ostacolo, a partire dagli
anni ’60 del 1600 la diffusione delle assicurazioni sulla vita aveva contribuito
a promuovere lo sviluppo di tecniche per il calcolo dei tassi di mortalita`. La
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soluzione adottata consisteva nell’utilizzare i dati relativi ad una popolazione
stabile, in cui le nascite e i decessi si eguagliassero ogni anno, in modo da
poter costruire una curva della popolazione. Nel 1693 Halley4 aveva pubblica-
to un’analisi della popolazione della citta` di Breslau, nell’Impero Asburgico,
che rispondeva a questi requisiti. Il risultato dello studio, noto come Tavola
di Halley, era una tabella indicante, tra un gruppo di 1300 individui nati
nell’anno 0, quanti fossero ancora vivi all’eta` x.
In accordo con le osservazioni del tempo, Bernoulli sceglie poi p = 1/8
e q = 1/8, che si riveleranno dei parametri abbastanza accurati. Servendosi
della Tavola di Halley e del suo modello popolazionale, si possono calcolare il
numero S(x) delle persone a rischio all’eta` x, e il numero R(x) = P (x)−S(x)
delle persone di eta` x sopravvissute al vaiolo. Il numero di morti dovute al
vaiolo tra l’eta` x e l’eta` x + 1 dovrebbe essere l’integrale pq
∫ x+1
x
S(t) dt ma
la formula pq[S(x) + S(x + 1)]/2 usata da Bernoulli costituisce una buona
approssimazione.
1.2.3 Il confronto tra le aspettative di vita
Bernoulli considera a questo punto la situazione in cui il vaccino venga inocu-
lato a tutti gli individui alla nascita (la sua proposta sul Mercure de France
e` che si cominci con vaccinazioni obbligatorie negli orfanotrofi) senza causa-
re alcun decesso. Si tratta quindi di calcolare l’incremento nell’aspettativa di
vita una volta eradicato il vaiolo. Partendo dallo stesso numero di nascite P0,
indichiamo P ∗(x) il numero di persone di eta` x con la scomparsa del vaiolo.
dP ∗
dx
= −m(x)P ∗
Quindi
P ∗(x) =
P (x)
1− p + pe−qx
Dove P (x) e` la popolazione di eta` x quando il vaiolo non sia ancora sta-
to eradicato. Paragonare P (x) e P ∗(x) significa stimare l’aspettativa di vita
4Halley (1693).
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alla nascita, cioe` l’integrale 1
P0
∫∞
0
P (x) dx (con il vaiolo, oppure senza va-
iolo sostituendo P ∗(x)). Bernoulli utilizza ancora la formula approssimata
[1
2
P (0) + P (1) + P (2) + ...]/P0. Si ottengono cos`ı;
• Aspettativa di vita con il vaiolo= E = [1
2
1300 + 1000 + ...+ 20]/1300 '
26.57 anni5
• Aspettativa di vita senza vaiolo= E∗ = [1
2
1300+1015+ ...+23]/1300 '
29.65 anni
La vaccinazione alla nascita garantisce quindi un incremento nell’aspettativa
di vita di oltre tre anni. Ma il vaccino contro il vaiolo non e` una procedu-
ra sicura. Bernoulli considera quindi p′, la probabilita` di morire a causa del
vaccino, con p′ < p; l’aspettativa di vita e` allora (1 − p′)E∗ se tutti si vac-
cinassero alla nascita. Perche´ vaccinarsi sia ragionevole, l’autore osserva che
la seguente disequazione deve essere soddisfatta:
p′ < 1− E/E∗
cioe` p′ = 11%. Anche in assenza di dati accurati, Bernoulli stima che la
mortalita` dopo la vaccinazione non sia piu` dell’1%. La vaccinazione dovrebbe
quindi essere attivamente promossa dallo Stato:
Auspico semplicemente che, in una questione che riguarda cos`ı
da vicino il benessere del genere umano, nessuna decisione do-
vrebbe essere presa senza considerare tutte le informazioni che
una modesta analisi e il calcolo possono fornire6.
1.3 Le critiche di D’Alembert
Riassumere coerentemente la posizione di D’Alembert articolandola in una
serie di controargomenti al modello di Bernoulli non e` impresa facile. Espo-
ste nelle Me´moire e poi ampliate nelle Re´flexiones, le critiche afferiscono agli
5Il valore 1300 si riferisce ai dati della Tavola di Halley su cui Bernoulli lavora.
6Bernoulli, Essai ; traduzione mia.
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ambiti piu` disparati, da questioni di opportunita` politica alla proposta di uti-
lizzare dati differenti. Inoltre, D’Alembert si dichiara alla fine delle Me´moire
favorevole alla pratica del vaccino, apparentemente in contrasto con il tono
mantenuto lungo l’intero scritto. La confusione che ne deriva potrebbe es-
sere imputata a motivi di rivalita` personali con Bernoulli, uniti alla volonta`
di non mostrarsi apertamente polemico con una posizione (quella a favo-
re del vaccino) sostenuta all’unanimita` dagli uomini di scienza e di cultura
dell’epoca.
All’interno del complesso scenario della querelle, vorrei pertanto concen-
trarmi su due elementi concettualmente rilevanti delle critiche di D’Alembert,
non riducibili ad un’interpretazione meramente “opportunistica”.
1.3.1 Prospettiva individuale e prospettiva sociale
Il primo motivo di divergenza tra i due autori si colloca a mio avviso al li-
vello della prospettiva da cui valutare la ragionevolezza del vaccino. Come
riassunto nella Sezione 2, Bernoulli si pone la domanda se sia razionale per
lo Stato promuovere la vaccinazione; l’opportuno criterio di massimizzazione
e` di conseguenza l’aspettativa di vita media, il cui incremento determina per
lo Stato un maggior numero di individui abili al lavoro e “utili”. Questa po-
sizione e` chiaramente supportata dalle osservazioni di Bernoulli sulla perdita
sub`ıta dall’intera societa` per la morte di un giovane, che e` stato nutrito e
allevato senza aver contribuito in alcun modo alla prosperita` collettiva. Ber-
noulli, in altre parole, affronta la questione come un tema di salute pubblica,
concentrandosi sulle conseguenze sociali di una politica favorevole al vaccino.
Al contrario, D’Alembert interpreta lo stesso problema come un caso di
decisione individuale, chiedendosi cosa sia razionale per un individuo che
fronteggia la scelta se vaccinarsi o meno (o se vaccinare o meno suo figlio).
In questa prospettiva, osserva l’autore, la massimizzazione dell’aspettativa
media di vita non e` un criterio di decisione sensato. Innanzitutto, non tutti
gli anni di vita sono uguali: per un uomo nel pieno delle forze, l’aggiunta di
due anni di vecchiaia non vale la possibilita` di morire nei due mesi successivi.
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1.3.2 La critica al criterio della massimizzazione del-
l’aspettativa di vita media
In secondo luogo, l’analisi proposta da Bernoulli non e` secondo D’Alembert
adeguata a rendere conto dell’“esperienza morale” che si prova correndo un
rischio. Attraverso l’esperimento mentale di una ipotetica lotteria, che asse-
gna la morte con probabilita` 1/2 e un’aspettativa di vita sana di 100 anni
con probabilita` 1/2, D’Alembert mostra che la psicologia del rischio non puo`
essere descritta in termini puramente quantitativi. L’esempio proposto da
D’Alembert, che anticipa l’argomento classico per illustrare il fenomeno del-
l’avversione al rischio, e` il seguente: immaginiamo che uno Stato permetta a
tutti i suoi cittadini di partecipare a una lotteria L, che assegna con p = 0.5
morte immediata e con p = 0.5 un’aspettativa di vita di 100 anni. Anche se
l’utilita` attesa di L = 0.5× 0 + 0.5× 100 = 50, cioe` un numero di anni mag-
giore dell’aspettativa di vita media in quel periodo, D’Alembert osserva che
nessuno accetterebbe volontariamente di partecipare alla lotteria, nonostante
sia la strategia piu` “razionale”, nel senso della massimizzazione dell’utilita`
attesa.
Questa seconda obiezione potrebbe essere appunto interpretata, in chiave
attuale, come una versione dell’argomento “standard” per l’introduzione di
un parametro di avversione al rischio nella funzione di utilita` individuale. La
mia ipotesi, pero`, che sembra confermata anche dal ruolo riservato a D’Alem-
bert da Keynes7 come critico del concetto di aspettativa, e` che il dissenso sia
dettato da un argomento teorico piu` sottile e rilevante, che emerge proprio
nella distinzione tra la prospettiva sociale adottata da Bernoulli e quella in-
dividuale dell’autore delle Me´moire. Se l’aspettativa media di vita, ammette
D’Alembert, e` un indice di massimizzazione adeguato per lo Stato, non lo e`
per l’individuo: per questa ragione, lo Stato non ha il diritto di imporre la
vaccinazione ai singoli, per i quali e` sensato utilizzare una differente versione
del criterio di massimizzazione.
7J. M. Keynes, A Treatise on Probability, p. 264.
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1.3.3 La posizione di D’Alembert
Al di la` di alcune osservazioni generali sulla psicologia del rischio, D’Alem-
bert non elabora pero` un’alternativa al modello di Bernoulli ne´ propone un
opportuno indice di massimizzazione individuale. Occorrerebbe, a suo av-
viso, paragonare il rischio di morire da oggi a poche settimane in seguito
alla vaccinazione con il rischio di morire naturalmente di vaiolo nello stesso
intervallo di tempo. Ma sulla possibilita` in generale di formalizzare questa
“esperienza morale” l’autore e` molto scettico: “Come possiamo comparare
il rischio presente ad un beneficio sconosciuto e remoto? Rispetto a questo,
l’analisi dei giochi d’azzardo non puo` dirci nulla”. Questa professione di sfi-
ducia sull’adeguatezza del calcolo delle probabilita` a trattare la questione
del vaccino contro il vaiolo illustra la posizione generale di D’Alembert, che
mira a negare in toto la possibilita` di di applicare il metodo probabilistico,
o comunque procedure di tipo quantitativo, ad un tema di rilevanza pratica.
1.4 Un bilancio: la massima di Bernoulli e lo
scetticismo di D’Alembert
Dalla dettagliata ricostruzione del dibattito, sono emerse due posizioni pro-
fondamente distinte sul ruolo che il calcolo della probabilita`, i metodi quanti-
tativi, le informazioni scientifiche e in generale il parere tecnico devono avere
rispetto a scelte riguardanti questioni di profonda rilevanza sociale e pubbli-
ca. La prima puo` essere sintetizzata nella cosiddetta Massima di Bernoulli,
che impone di prendere in considerazione tutte le informazioni disponibili8
nel prendere una decisione. Questo principio, che sembra di incontestabile
buonsenso, nasconde tuttavia molti elementi problematici. In primo luogo
Bernoulli, pur essendo profondamente cosciente della lacunosita` dei dati e
dell’approssimativita` dei metodi a sua disposizione, si impegna a sostenere
che le indicazioni che ci provengono da una tale analisi sono in ogni caso
meritevoli di essere presi in considerazione. L’autore non sembra quindi di-
sposto a limitare il peso dell’analisi scientifica per bilanciare problemi interni
8J. M. Keynes, A Treatise on Probability, p. 67.
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di affidabilita` e accuratezza. In secondo luogo, Bernoulli sembra dare per
scontato che, una volta calcolata l’utilita` attesa delle due alternative, sia im-
mediatamente evidente e intuitivo, per qualsiasi uomo di buonsenso, che la
strategia che conduce alla maggiore utilita` attesa sia effettivamente quella
da perseguire. Tale affermazione non lascia pero` alcuno spazio alla questio-
ne di quale sia l’indice di massimizzazione piu` adeguato, come D’Alembert
osserva criticando il suo rivale. Se questa prima obiezione puo` pero` essere
neutralizzata internamente impiegando una diversa funzione di utilita`, resta
senza risposta una questione piu` profonda. La massimizzazione dell’utilita`
attesa costituisce un criterio di decisione adeguato, o comunque l’unico pos-
sibile e auto-evidente, per le decisioni di scelta pubblica? Tornero` su questo
punto piu` avanti e alla fine di questo lavoro, quando discutero` il Principio di
Precauzione.
La posizione di D’Alembert, apparentemente meno intuitiva e piu` “oscu-
rantista”, esprime invece uno scetticismo di fondo sulla possibilita` che i me-
todi quantitativi possano essere applicati allo studio di questioni pratiche e,
a maggior ragione, di rilevanza morale. Ci sarebbero infatti, secondo l’auto-
re, degli elementi psicologici e delle considerazioni di valore che la semplice
analisi attraverso l’utilita` attesa non puo` cogliere. Anche se D’Alembert por-
ta questa critica fino alle sue piu` estreme, e implausibili, conclusioni, cioe`
che il parere scientifico non possa dirci “nulla” e quindi debba essere com-
pletamente ignorato nella scelta pubblica, le sue osservazioni colpiscono di
sicuro un punto centrale per il dibattito attuale. Sembra ragionevole pensare
che alcune delle conseguenze contemplate nelle decisioni di scelta pubblica,
come la morte di uno o piu` individui, il danneggiamento perenne dell’am-
biente e dell’atmosfera, o l’estinzione di una specie, siano incommensurabili
con i vantaggi economici o con considerazioni di efficienza. In altre parole, ci
sarebbero dei valori morali a cui non puo` essere assegnata un’utilita`, o che
comunque non possono essere incorporati nel calcolo dell’utilita` attesa delle
strategie. Non si possono non sentir riecheggiare, in questa critica, molti degli
argomenti impiegati nel dibattito contemporaneo: la salute, la vita umana,
la preservazione dell’ambiente, non sarebbero forse valori “esterni” al calco-
lo scientifico, da tenere indipendentemente in considerazione? Tale posizione
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sembra mirare quindi, quantomeno, ad un ridimensionamento del ruolo della
scientific advisory.
Prima di procedere all’analisi della fortuna di queste due posizioni nel
quadro teorico attuale, resta da sottolineare un altro punto che sara` cen-
trale nell’analisi del paradosso di Rudner, e in generale nella discussione
sull’“oggettivita`” della scienza e la sua estraneita` e indipendenza da conside-
razioni di valore. Tra le critiche mosse da D’Alembert, quella all’adeguatezza
del criterio di massimizzazione utilizzato coglie un nodo teorico centrale. La
scelta di un indice di massimizzazione, e, prioritariamente, di un criterio di
decisione “razionale” sono infatti semplicemente assunti da Bernoulli tra le
ipotesi di lavoro, perche´ secondo l’autore intuitivi e auto-evidenti a “qua-
lunque uomo dotato di ragione”. In realta`, come le critiche di D’Alembert
implicitamente suggeriscono, questo passo andrebbe quantomeno giustificato,
dal momento che esistono alternative altrettanto ragionevoli e percorribili. In
altre parole, l’assegnazione preliminare di un’utilita` agli esiti, la scelta dell’in-
dice da massimizzare e dello stesso criterio di massimizzazione sono tutt’altro
che scontate e coinvolgono quindi anch’esse considerazioni di valore. In que-
sto senso, le procedure quantitative applicate all’analisi della scelta pubblica
presupporrebbero dei giudizi di valore tra le ipotesi del modello: la scientific
advisory, di conseguenza, piuttosto che produrre un parere neutrale e oggetti-
vo, in termini ad esempio di comparazione di utilita` attese, rifletterebbe una
specifica assegnazione di valori. La legittimita` di questo passo, ovviamente,
non e` cos`ı auto-evidente come Bernoulli sostiene.
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Capitolo 2
Da Bernoulli al Risk-managing
In questo capitolo illustrero` il successo della massima di Bernoulli nella mo-
derna pratica della scientific advisory. Dopo una breve introduzione storica
sulle origini e sul consolidarsi del rapporto tra scienza e politica pubblica, mi
concentrero` sull’analisi tecnica della procedura del risk-managing, che costi-
tuisce la procedura privilegiata e piu` diffusa di analisi e gestione del rischio.
In particolare, cerchero` di mostrare come il principio alla base della discipli-
na del risk management, la massimizzazione dell’utilita` attesa, possa essere
applicato agli ambiti piu` disparati, dalla distribuzione di risorse sanitarie alla
valutazione di rischi ambientali. L’obiettivo di questa indagine sara` illustrare
attraverso esempi concreti la fortuna e il successo della posizione bernoullia-
na, e la sua radicalizzazione fino all’argomento implicito che le procedure di
gestione del rischio esauriscano il compito di fronteggiare problemi di scel-
ta sociale fornendo una procedura di soluzione tecnica. Questa posizione,
pero`, come emergera` dalla seguente analisi, si fonda sul presupposto teorico
del value-free ideal, ovvero di una scienza “oggettiva” e priva di valori. Tale
presupposto, tuttavia, non puo` essere assunto acriticamente, e impone neces-
sariamente una giustificazione ulteriore per l’applicazione del modello della
cost-benefit analysis.
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2.1 Le origini e il consolidarsi della scientific
advisory
In questa sezione ripercorrero` brevemente alcune delle tappe fondamentali
che hanno segnato il consolidarsi di quel rapporto inscindibile tra scienza e
decisioni di politica pubblica che caratterizza gran parte della societa` contem-
poranea. Seguendo l’analisi di Douglas (2009), mi concentrero` in particolare
sul caso statunitense, che si e` rivelato un modello esemplare di questo pro-
cesso, alla cui organizzazione e legislazione gli altri Paesi si sono ispirati.
L’origine di una pratica stabile di scienfific advisory puo` essere indub-
biamente fatto risalire al secondo conflitto mondiale. Sebbene prima della
Seconda Guerra Mondiale prototipi di pannelli o comitati scientifici di sup-
porto all’attivita` del Congresso o del Governo fossero gia` stati istituiti, e`
pero` la guerra a segnare l’ingresso massiccio e stabile della scientific adviso-
ry nell’amministrazione americana. Se l’esempio piu` tristemente noto della
collaborazione fra ricerca scientifica e obiettivi militari e` indubbiamente il
Progetto Manhattan, Kevles (1978) nota efficemente che “The atomic Bomb
only ended the war. Radar won it”. In generale, Douglas argomenta che la
Seconda Guerra Mondiale costitu`ı uno spartiacque fondamentale dal punto di
vista della consapevolezza degli ambienti governativi e della stessa opinione
pubblica. Il successo indiscusso dei contributi scientifici, dal radar, alla bom-
ba, fino alla penicillina, creo` infatti la convinzione diffusa che il contributo
scientifico fosse imprescindibile per il progresso e la prosperita` della nazione.
Il consolidarsi di questa relazione si rese tangibile attraverso la creazio-
ne di assegni e fondi di ricerca, che consentirono alla comunita` scientifica di
portare avanti progetti governativi rimanendo nelle sedi universitarie. An-
che la fondazione di stabili comitati consultivi fu un prodotto del secondo
conflitto mondiale. La figura di Vannevar Bush, che ebbe un rapporto per-
sonale e confidenziale con il Presidente Roosevelt, gioco` da questo punto di
vista un ruolo determinante. Nella sua opera Science: The Endless Frontier,
risalente al 1945, e` infatti esplicitamente esposta la dottrina del rapporto cau-
sale tra investimenti statali nella ricerca e nella scienza teorica e applicata e
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l’incremento della sicurezza e del benessere sociale ed economico. L’ambito
di intervento della scientific advisory veniva quindi esteso da meri obiettivi
militari a tutti i fronti dell’impegno e dell’investimento pubblici. Fu proprio
Vannevar Bush a contribuire all’istituzionalizzazione della pratica della scien-
tific advisory, attraverso la promozione di comitati come il National Research
Council (NRC) o il National Defense Research Committee (NDRC).
I seguenti anni dal 1957 al 1963 sono definiti da Douglas la “golden age”
della scientific advisory negli Stati Uniti, che passo` attraverso il personale
interesse dei presidenti Eisenhower e Kennedy. Le congiunture storiche lega-
te alla Guerra Fredda costituirono un altro snodo cruciale di questa “marcia
trionfale”: in risposta al sovietico Progetto Sputnik, ingenti fondi vennero
stanziati per la ricerca aerospaziale, oltre al rinnovato input generato dal-
la corsa agli armamenti. Il raggio d’azione della scientific advisory, pero`, si
era ormai esteso ben oltre la semplice e “nuda” produzione di nuove tecno-
logie, investendo perfino le procedure di decisione da applicarsi nell’azione
governativa. L’influenza della Teoria dei Giochi, attraverso le figure di Von
Neumann prima e di Schelling nella successiva fase distensiva, segnarono un
passo irreversibile, istituzionalizzando per la prima volta il principio che il
parere esperto poteva fornire una guida per qualsiasi problema di scelta so-
ciale, assicurandone la soluzione piu` efficiente. Il livello di “intrusione” della
consulenza scientifica si collocava infatti per la prima volta al livello delle
tecniche decisionali, offrendo uno strumento, appunto la teoria della decisio-
ne, da applicare in linea di principio a qualsiasi scelta. Mi soffermero` piu`
avanti nello specifico sul carattere procedurale della teoria della decisione
analizzando nei suoi dettagli tecnici la cost-benefit analysis.
Nei decenni successivi, lo stanziamento di fondi pubblici e la creazione di
comitati, con statuti e ruoli sempre piu` definiti, e` ulteriormente incrementato
negli Stati Uniti come in Europa. L’appello ad un parere tecnico e l’uso di
comitati di esperti a scopo consultivo e` ormai una prassi applicata per ogni
decisione riguardante il benessere pubblico, inteso in un senso sempre piu` am-
pio (dalla distribuzione di risorse sanitarie alla costruzione di infrastrutture
o all’elaborazione di una riforma fiscale).
Anche a partire da questa limitata ricostruzione, emerge chiaramente il
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presupposto su cui si fonda il rapporto tra scientific advisory e politica pub-
blica. La massima di Bernoulli, presentata dall’autore come un intuitivo re-
quisito di ragionevolezza, impone ad un agente di non trascurare le informa-
zioni che il “calcolo” e l’analisi scientifica forniscono, anche ammessa la loro
eventuale potenzialita` di errore. Questo principio, teorizzato ma soprattutto
praticato attraverso l’istituzione di comitati e pannelli, si e` cristallizzato nel
presupposto che le decisioni riguardanti il benessere pubblico non possono
ignorare e non essere supportate da un parere tecnico. Come Douglas nota,
questa posizione e` indissolubilmente legata all’idea che la scienza costitui-
sca la fonte piu` affidabile e “oggettiva” della nostra conoscenza del mondo
e che, di conseguenza, l’autorita` del parere scientifico non necessiti di alcu-
na giustificazione ulteriore. La “ragione”, come gia` anticipato da Bernoulli,
dimostrerebbe infatti in maniera auto-evidente la necessita` di assumere il
calcolo come guida, lasciando con l’onere della prova chi voglia invece igno-
rarlo. L’enorme successo pratico del connubio tra scienza e scelta sociale, a
parere di Douglas, avrebbe rafforzato nell’opinione pubblica questa illimitata
fiducia, consolidando definitivamente la massima bernoulliana e accantonan-
do altrettanto definitivamente le preoccupazioni su un’eventuale dimensione
ulteriore che il calcolo e il parere tecnico non sarebbero in grado di trattare.
Tornero` sull’assioma della “scienza priva di valori”, o del value-free ideal,
nel capitolo successivo. Per ora sara` sufficiente notare come questo presup-
posto non lasci alcuno spazio alla discussione sulla corretta pratica della
scientific advisory, e non offra alcuno spunto o strumento per la soluzione di
problemi quali l’adeguata comunicazione della consulenza e i casi di conflitto
tra pareri e modelli predittivi contrastanti. Solo l’ammissione che la scienza
e` impregnata di valori sociali, e la consapevolezza del ruolo determinante che
gioca nella politica pubblica, infatti, possono guidare una riflessione sulla le-
gittimita` e sull’ambito di estensione della scientific advisory e, nel contempo,
stimolare un corretto apprezzamento dei “valori” in campo.
Nelle sezioni successive, analizzero` da un punto di vista tecnico la proce-
dura del risk-managing, che costituisce un caso esemplificativo del processo
sopra illustrato di progressivo “demandare” a soluzioni tecniche la gestione
di problemi di scelta sociale. Inoltre, cerchero` di mostrare attraverso casi
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concreti come il risk-managing venga indifferentemente applicato alle istanze
piu` disparate di prevenzione e allocazione del rischio.
2.2 Cost-benefit analysis
Il primo passo della mia analisi consiste nella comprensione del meccanismo
base della cost-benefit analysis, che costituisce la struttura fondamentale del-
le tecniche di gestione del rischio. Seguendo la sintesi fornita da Sen (2000),
la cost-benefit analysis e` un approcio sistematico alla soluzione di problemi di
decisione, spesso usato da organizzazioni e istituzioni governative e non (come
imprese private), per valutare la desiderabilita` di una determinata strategia
e stimare le forze e debolezze di linee d’azione alternative. In generale, la
cost-benefit analysis consiste in un bilancio dei benefici e dei costi attesi di
diverse strategie. Il principio alla base di questa analisi e` la massimizzazione
dell’utilita` attesa o, come viene piu` frequentemente presentato in ambito di
gestione del rischio, la minimizzazione dei rischi previsti. Questa procedura,
che costituisce il fulcro della teoria standard dell’utilita` attesa, puo` essere
riassunta come segue1.
Immaginiamo che un agente (individuale o collettivo) abbia a disposizione
un numero finito di azioni, e che le conseguenze delle sue azioni dipendano dal
realizzarsi di scenari alternativi, o stati del mondo. Il primo passo nell’analisi
di un problema di scelta consiste nella costruzione di una matrice di decisione
cos`ı costruita:
s1 s2 s3
a1 e11 e12 e13
a2 e21 e22 e23
Dove:
1Per questa ricostruzione seguo la presentazione di Rubinstein (2006). Non mi concen-
trero` in questa sede su tutti i dettagli tecnici e matematici della teoria, limitandomi a
fornire l’idea generale necessaria alla comprensione delle potenzialita` e dei problemi che
questo approccio offre.
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• Ai = {a1, ..., an} e` l’insieme finito delle azioni disponibili per l’agente i;
• S = {s1, ...., sk} e` l’insieme degli stati del mondo o di natura, che sono
definiti come mutualmente esclusivi e congiuntamente esaustivi;
• E = {e11, ..., enk} e` l’insieme degli esiti o delle conseguenze, definito
come l’insieme di tutte le funzioni da A in S.
Vengono a questo punto definite una funzione di probabilita` Pr sugli
stati e una funzione di utilita` U sugli esiti. Come illustrero` piu` avanti in
maggiori dettagli, l’utilita` associata ad una conseguenza rappresenta intuiti-
vamente una misura della sua desiderabilita`; la giustificazione standard per
la determinazione dell’utilita` degli esiti segue in particolare l’approccio delle
“preferenze rivelate”, cioe´ e` basato sulle preferenze dell’agente esibite tramite
le sue scelte osservabili. In altre parole, possiamo dire che l’esito e1 ha per
l’agente a un’utilita` maggiore di e2 se e1 a e2, cioe` se l’agente preferisce
e1 a e2, cioe` non sceglie e2 quando e1 e` disponibile. Questa definizione deve
essere in realta` implementata da condizioni di consistenza interna delle pre-
ferenze, una opportuna definizione della funzione di scelta e un teorema di
rappresentazione che assicuri una “traduzione” delle preferenze individuali
in una opportuna funzione di utilita`2; per lo scopo della nostra analisi, pero`,
e` sufficiente notare che la cost-benefit analysis non si fonda su una defini-
zione sostanziale di utilita`, ma pretende di limitarsi unicamente a una sua
caratterizzazione formale, nel senso di mera rappresentazione delle preferen-
ze individuali. L’esito e1 ha infatti un’utilita` maggiore rispetto all’esito e2
semplicemente alla luce del comportamento di scelta dell’agente, senza alcun
bisogno di riferirsi alle proprieta` intrinseche di e1. In questo senso, la massi-
mizzazione dell’utilita` attesa si presenta come un criterio puramente neutrale
e strumentale, che prescrive all’agente la strategia piu` efficiente sulla base dei
propri obiettivi.
2Si veda a questo proposito la versione del Teorema di Rappresentazione di Von
Neumann-Morgenstern (1948), che costituisce la prima esposizione classica di questa
procedura.
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Possiamo a questo punto tradurre la matrice di stati e azioni nella se-
guente matrice di probabilita` e utilita`:
Pr(s1) ... Pr(sk)
a1 u(e11) ... u(e1k)
... ... ... ...
an u(en1) ... u(enk)
Abbiamo a questo punto sufficienti elementi per definire il criterio di
decisione per una matrice di probabilita` e utilita`, definito come il Principio
di Massimizzazione dell’Utilita` Attesa (UA). Per ogni azione Ai, sia
UA(Ai) =
n∑
j=1
u(ein)× Pr(sj)
Il principio di massimizzazione impone poi di scegliere l’azione a cui e` asso-
ciata la maggiore utilita` attesa, cioe´, intuitivamente, la desiderabilita` di un
esito “pesata” per la probabilita` che questo si verifichi.
2.2.1 Definire utilita` e probabilita`
Alcuni elementi rimangono da chiarire nel principio di massimizzazione del-
l’utilita` attesa, che costituisce la struttura fondamentale della cost-benefit
analysis. Per prima cosa, ho per ora suggerito l’interpretazione intesa di uti-
lita` come desiderabilita` di una conseguenza o di un esito e la sua definizione
teorica in termini di comportamento di scelta. Un reale processo di elicita-
zione delle preferenze individuali e collettive basato sull’osservazione delle
scelte e` pero` raramente utilizzato, lasciando spazio a procedure meno siste-
matiche e di meno complessa e faticosa ricostruzione sperimentale. A seconda
dell’ambito di applicazione della cost-benefit analyisis, in generale, la misura
dell’utilita` attesa puo` quindi riflettere diversi tipi di considerazioni. Se pen-
siamo a un problema di decisione sull’introduzione di un nuovo vaccino, ad
esempio, la misura dell’utilita` potrebbe essere calcolata sulla base del costo
del farmaco e del numero di vite potenzialmente salvate. Nello specifico, nel-
l’ambito della pratica del risk-managing, l’utilita` viene valutata a partire da
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un parametro definito magnitudine del rischio, un’unita` di misura che cattu-
ra la gravita` e serieta` di un rischio sulla base delle potenziali conseguenze. In
molti dei specifici settori a cui il risk-managing viene applicato, la magnitudi-
ne del rischio e` definita su una scala ordinale (ad esempio da 1 a 5) con criteri
che variano a seconda dei protocolli adottati. Tale classificazione si propone
di catturare le intuitive e “naturali” preferenze che gli agenti e la collettivita`
manifesterebbero in ambito di scelta. In generale, possiamo definire l’utilita`
di un esito nell’ambito della risk-managing con un’opportuna classificazione
della sua magnitudine di rischio.
La stima della magnitudine di un rischio costituisce pero` solo meta` del
lavoro della procedura sopra illustrata. L’efficacia di una strategia e` infatti
misurata in base all’utilita` attesa, o prevista, dei rischi e dei benefici associati.
Nell’ambito del risk managing, questo parametro e` anche definito Composit
Risk Index, che si calcola appunto come Magnitudine del Rischio × Probabi-
lita` di Occorrenza. E` a questo stadio dell’analisi che il ruolo del parere esperto
si presenta piu` dichiaratamente nell’opinione comune: gli scienziati, o, anco-
ra piu` vagamente, la scienza, nell’interpretazione corrente, sono incaricati di
“fornire le probabilita`”. Torneremo nei capitoli successivi su questa apparen-
te divisione del lavoro tra la valutazione della desiderabilita` e accettabilita`
di un rischio e la stima della sua occorrenza. Per ora mi limito ad osservare
che le tecniche di risk management offrono una procedura tecnica per deter-
minare anche la magnitudine del rischio, senza quindi delimitare il proprio
campo d’azione alla specifica mansione della stima dei rischi. Senza entrare
in ulteriori dettagli tecnici, vorrei anche puntare l’attenzione sul fatto che che
la stima di un rischio, rispetto al semplice modello bernoulliano, raramente
avviene attraverso misure di probabilita` precise. Piu` frequentemente, i pan-
nelli scientifici esprimono un parere consultivo nella forma di distribuzioni
di probabilita` o, nella maggior parte dei casi, di intervalli di confidenza. Un
ulteriore problema, che non trattero` nel presente lavoro per la sua enorme
complessita`, e` dato dalla presenza di modelli, o pannelli scientifici, che offro-
no predizioni e dati contrastanti, e quindi di quali tecniche per aggregare i
risultati ottenuti siano piu` opportune e sensate.
30
2.2.2 Altre tecniche di risk managing
Mi sono per ora concentrata sulla cost-benefit analysis, che costituisce pero`
solo il primo passo nelle procedure di risk managing. Se infatti la cost-benefit
analysis impone all’agente di scegliere l’alternativa che massimizza l’utilita`
attesa, le contemporanee tecniche di gestione del rischio hanno sviluppato
molteplici strategie per soddisfare il principio di massimizzazione. Un’analisi
completa delle varie procedure di gestione del rischio, che d’altra parte non
sono equivalenti per ogni ambito di applicazione, porterebbe la discussione
troppo lontano, senza d’altro canto avere risvolti significativi per l’indagine
che qui mi propongo. Espongo quindi semplicemente alcuni dei piu` utilizzati
criteri “complementari” rispetto alla cost-benefit analyis.
• Risk sharing: condividere con altri agenti le perdite associate ad un po-
tenziale rischio, riducendo di conseguenza la concentrazione del rischio
stesso;
• Risk transfer: trasferire ad altri agenti le perdite associate ad un rischio
(ad esempio attraverso sistemi assicurativi);
• Risk avoidance: eliminare una fonte di rischio;
• Risk reduction: elaborare piani di gestione o emergenza che possano
ridurre l’impatto del rischio qualora si dovesse verificare;
• Risk retention: accettare le perdite associate ad un rischio quando
questo si verifica, attraverso ad esempio forme di auto-assicurazione.
In generale, queste tecniche rappresentano diversi tipi di risposta che
possono essere messi in atto dopo la scelta dell’opzione a cui e` associata la
massima utilita` attesa, e definiscono a loro volta procedure alternative per
gestire il rischio ad essa connesso. Ognuna di esse e` selezionata sulla base
della valutazione del contesto di applicazione, e spesso piu` tecniche vengono
combinate per ottenere la riduzione del rischio.
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2.3 Due illustrazioni di risk-managing
In questa sezione illustrero` due casi concreti di applicazione del risk-managing
nell’ambito della distribuzione delle risorse sanitarie e della selezione di siti
di stoccaggio per le scorie radioattive. In entrambi questi esempi cerchero` di
mostrare gli aspetti procedurali della valutazione della desiderabilita` degli
esiti e della stima della loro occorrenza. Le risposte dell’opinione pubblica a
questi due casi, inoltre, serviranno alla successiva analisi dei problemi aperti
dall’applicazione delle tecniche di risk managing.
2.3.1 Il caso inglese: il NHS e il “costo della vita uma-
na”
Il National Health Service (NHS) inglese costituisce uno dei pochi esempi
espliciti e istituzionalizzati di gestione delle risorse sanitarie in termini di
cost-benefit analyis. Questa tecnica, come illustrato in precedenza, puo` essere
genericamente scomposta in due passaggi: la determinazione dell’utilita` degli
esiti, che comprende un metodo per comparare gli esiti in questione, e una
procedura di massimizzazione dell’efficienza nell’allocazione delle risorse, una
volta che una misura dell’utilita` sia stata associata agli esiti che si possono
ottenere a partire dalle risorse disponibili.
Per quanto riguarda il primo punto, il NHS utilizza un sistema di valuta-
zione della desiderabilita` o utilita` di un esito attraverso un’unita` di misura
standard, il QUALY (Quality-Adjusted-Life-Year). Un Qualy rappresenta un
anno di vita vissuto in piena salute, mentre l’utilita` di un anno vissuto in
una condizione di salute non ottimale e` calcolato in conformita` alla tecni-
ca delle preferenze rivelate, seguendo quindi l’approccio standard in teoria
della decisione. In particolare, il metodo sperimentale scelto dal NHS e` il
Time-Trade-Off Method (TTO), che e` stato testato e sottoposto a numerosi
pazienti del NHS3. Questo metodo consiste nel presentare ad un agente un
problema di scelta, e utilizzare le sue risposte per determinare l’utilita` del-
3Per una ricostruzione dettagliata delle condizioni sperimentali e della selezione dei
gruppi target, si vedano Brock (2004) e Nord (1995).
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l’esito “un anno di vita con la condizione y”, cioe` il valore in Qualy della
condizione medica y. Immaginiamo ad esempio di voler calcolare il valore
in Qualy di una malattia che abbia come conseguenza la cecita` completa.
La procedura del TTO richiede di sottoporre a un certo numero di agenti il
seguente problema di decisione:
Supponi che ti venga offerto un trattamento che ti assicuri un
recupero completo della vista senza nessun effetto collaterale per
altri X anni. A quanti anni X dovrebbe corrispondere, perche´ tu
decida di sottoporti al trattamento, quando l’unica altra alter-
nativa al trattamento sia vivere per altri 50 anni completamente
cieco, ma senza altri problemi di salute?
Immaginiamo che il nostro agente risponda che X=25 anni. In altre paro-
le, 50 anni completamente cieco valgono 25 anni dotato di vista; la condizione
medica “cecita` completa” ha quindi un valore dimezzato in termini di Qualy
rispetto alla completa salute. Tralascio in questa sede, per ragioni di sintesi,
le procedure di composizione dei risultati singoli in una distribuzione univo-
ca del valore in Qualy di una certa condizione medica. Mi limito a notare a
margine che problemi come il decremento marginale del valore degli anni di
vita, la diversa stima attribuita da individui malati o in salute e altre varia-
bili hanno reso necessario implementare questa tecnica di base. In generale,
possiamo pero` concludere che questa procedura di assegnazione di utilita` agli
esiti rispetta i requisiti standard della cost-benefit analysis e si propone come
una tecnica neutrale, basata unicamente sulle preferenze dei pazienti espresse
nel contesto di scelta rilevante.
Una volta fissata una procedura per assegnare un’utilita` agli esiti, resta
da definire un criterio di decisione che consenta di allocare le risorse dispo-
nibili sulla base di questa valutazione. Nell’ambito delle risorse sanitarie, e`
intuitivo come alcuni trattamenti siano piu` “cost-effective” di altri, cioe´, per
un minore dispendio economico, conducano ad un maggiore guadagno in ter-
mini di Qualy. Alcune misure igieniche basilari, o programmi di prevenzione,
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hanno infatti un impatto enorme rispetto al costo di implementazione4. Per
ovvie ragioni, il NHS non adotta come criterio di decisione la semplice mas-
simizzazione della cost-effectiveness, basata sul numero di Qualy: molti dei
trattamenti piu` costosi e sofisticati, rivolti magari a condizioni mediche poco
diffuse, verrebbero infatti automaticamente esclusi. La procedura utilizzata e`
quindi quella di fissare una soglia di cost-effectiveness al di sotto della quale
un trattamento medico puo` essere fornito dal NHS; tale soglia, in particolare,
e` stata calcolata come £20,000 per Qualy. In altre parole, un trattamento
che costi piu` di £20,000 per Qualy guadagnati non e` sufficientemente efficace
rispetto al costo, dal momento che le stesse risorse potrebbero ovviamente
essere impiegate per ottenere un incremento maggiore in termini di Qualy.
Prima di passare al caso specifico della controversia che intendo tratta-
re, va notato che, ancora una volta, questa procedura si presenta come una
soluzione neutrale e puramente tecnica al problema dell’allocazione delle ri-
sorse sanitarie: in nessun passo della valutazione della cost-effectiveness di un
trattamento, infatti, sembrano rientrare considerazioni di valore, ad esempio
sul senso della sofferenza, il ruolo sociale della disabilita`, il valore intrinseco
della vita umana e cos`ı via. Questa considerazione sara` molto importante
nel valutare l’argomento che una procedura di questo tipo sia piu` giusta ed
“equa”, cos`ı come per la questione della reale assenza di giudizi di valore
nelle soluzioni tecniche di risk managing.
Nel 2008 il NHS, basandosi sul criterio della cost-effectiveness e sulla so-
glia fissata, esclude il farmaco Sutent per stadi avanzati del cancro ai reni
dall’elenco dei trattamenti forniti dal sistema sanitario pubblico5. Il medi-
cinale e` infatti estremamente costoso e garantisce un incremento di vita di
appena qualche mese. I pazienti che avevano richiesto il Sutent per trattare
la loro condizione terminale escono allo scoperto e protestano pubblicamente,
mentre il caso esplode mediaticamente: come si puo` imporre un tetto di spesa
sulla vita umana? Molti interventi sui quotidiani e le tv nazionali sostengo-
no in particolare che la decisione adottata dal NHS non rispecchi i valori di
4Per una breve ma significativa illustrazione di questo punto, che ha delle conseguenze
etiche rilevanti per il tema degli aiuti farmaceutici ai Paesi in via di sviluppo, si veda Brock
(2004).
5Per una ricostruzione piu` accurata del dibattito, si veda Harris (2008).
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molti cittadini britannici, che vorrebbero che il loro governo fosse disposto a
pagare qualunque cifra per prolungare la vita di un individuo. Ma non e` solo
la questione del prezzo della vita umana ad essere sotto accusa. I “valori” in
gioco nella controversia sono, secondo i detrattori della NHS, non commen-
surabili rispetto a considerazioni economiche e bilancio: il rischio paventato
e` quello di perdere il senso della solidarieta`, della sacralita` della vita umana
e dello stesso “principio di soccorso”, che impone ad ogni essere umano di
correre in soccorso di un simile che rischia la vita con tutti i mezzi disponibili.
Trasformarsi in una societa` che nega questi valori e principi morali fonda-
mentali sarebbe quindi un esito cos`ı incomparabilmente indesiderato da non
poter essere confrontato con il risparmio economico. L’argomento su cui si
fonda questo lato della controversia, in altre parole, e` che la cost-benefit ana-
lysis non puo` essere legittimamente applicata ad alcuni ambiti di decisione
perche´ i valori in campo non possono essere adeguatamente trattati con i
suoi strumenti tecnici. Questa tesi, che presenta delle affinita` evidenti con
le preoccupazioni espresse da D’Alembert, non puo` d’altro canto non scen-
dere a patti con la palese necessita` di appellarsi al parere tecnico in altre
molteplici circostanze. Il filosofo Peter Singer6 e altre voci autorevoli nella
comunita` accademica e scientifica, intervenendo sul dibattito in questione,
hanno infatti sottolineato come attribuire un costo alla vita umana sia una
pratica gia` ampiamente diffusa e pacificamente accettata nelle compagnie
assicurative. Inoltre, se le considerazioni di cost-effectiveness non dovessero
essere applicate in toto al problema dell’allocazione delle risorse sanitarie, si
giungerebbe a conseguenze insostenibili e inconsistenti: come Singer nota, la
scarsita` delle risorse disponibili e` un fatto. Il razionamento e` quindi una con-
seguenza inevitabile, e necessita conseguentemente di criteri di allocazione:
come potrebbero questi criteri essere ragionevoli, efficaci e “equi”, se si rifiuta
di accettare una valutazione “oggettiva” in termini di cost-effectiveness?
La querelle si risolve con l’introduzione del Sutent tra i farmaci forniti dal
NHS, in seguito dell’enorme pressione pubblica e mediatica. Il nodo teorico
sollevato da questo caso rimane pero` in tutta la sua problematicita`: dove si
ferma il ruolo della consulenza tecnica in decisioni di cos`ı grande impatto
6Singer (2009).
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sociale ed etico? Se l’evidenza scientifica e il calcolo matematico non possono
essere completamente ignorate, come bilanciare l’analisi in termini di cost-
effectiveness con gli altri valori in gioco? Una soluzione procedurale e` davvero
l’unica equa, ragionevole e soprattutto oggettiva?
2.3.2 Yucca Mountain e lo smaltimento delle scorie
radioattive: rischio, equita` e consenso
Un secondo esempio a mio avviso illuminante di utilizzo controverso delle
tecniche di risk-managing si riferisce all’ambito delle politiche ambientali, e
in particolare al problema dello smaltimento delle scorie radioattive. La que-
stione dello stoccaggio dei rifiuti radioattivi provenienti da attivita` militari,
mediche e da scarti di materiale esausto del nucleo delle centrali a fissione
nucleare e` una questione ormai discussa dalla meta` del secolo scorso, quando i
primi dati sull’effetto cumulativo dell’esposizione a materiali radiotossici sul-
l’organismo umano ne hanno mostrato la correlazione con tumori e malattie
genetiche di vario tipo. Discutero` qui il caso statunitense, dove questo pro-
blema e` stato fin dalle origini affrontato con le tecniche del risk assessment,
dato il rapporto ormai rodato e di routine tra comitati scientifici consultivi
ed enti governativi.
Notoriamente, la difficolta` principale riguardante lo stoccaggio delle scorie
e` l’elevato tempo di smaltimento, ovvero il numero di anni necessario affinche´
i rifiuti provenienti dalle attivita` sopra elencate raggiungano dei livelli di ra-
diotossicita` non piu` dannosi per l’organismo e l’ambiente. La questione che
si pone, dunque, e` quella di trovare siti di stoccaggio che siano in grado di
preservare le scorie da fuoriuscite per un periodo di tempo stimato ad almeno
200.000 anni: tale “lunga prospettiva”, come Shrader-Frechette (1993) la defi-
nisce, impone quindi valutazioni molto complesse ed elaborate sulla sicurezza
del sito prescelto, e richiede di tenere in conto un grande numero di variabili
(da eventualita` come terremoti o nuove guerre nucleari, fino all’impatto di
meteoriti). Di conseguenza, il programma avviato a partire dal 1955 dall’ U.S.
Nuclear Waste Technical Review Board, un organismo della NAS (National
Academy of Sciences), definito come di “stoccaggio permanente” ha fin dalle
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origini dovuto confrontarsi con questioni di adeguatezza, complessita` e affi-
dabilita` delle previsioni fornite. Questo programma, in particolare, avrebbe
dovuto individuare i siti piu` idonei allo stoccaggio, generalmente miniere o
cave naturali, fornendo una valutazione sulla sicurezza a lungo termine e,
insieme, sugli effetti stimati sulla salute umana, sia in condizioni standard
sia nell’eventualita` di incidenti.
Il caso dello stoccaggio, in conclusione, presenta due problemi fondamen-
tali per le tecniche di risk managing: quello di fornire previsioni accurate a
lungo termine e, in secondo luogo, quello di definire i rischi cumulativi per
la salute, anche in caso di tenuta del sito di stoccaggio. Nonostante queste
difficolta` (ritornero` verso al fine sui problemi intrinseci del fornire previsioni
e dati adeguati nell’ambito della tossicologia), la cost-benefit analysis e le
ulteriori procedure di risk managing possono fornire una valutazione compa-
rativa su diversi siti, sulla base dei risultati e delle informazioni attualmente
disponibili e su quelle che vengono definite le “migliori previsioni”. Nonostan-
te le difficolta` tecniche sopra elencate, l’individuazione di un sito rappresenta
un compito inderogabile; di conseguenza, le proposte via via approvate dal
Nuclear Waste Technical Review Board sono state regolarmente approvate
dal Congresso. Non e` difficile individuare la giustificazione e la motivazione
delle decisioni dei pannelli scientifici per questo caso di difficile valutazione
nella gia` menzionata “massima di Bernoulli”: la condotta razionale impone di
prendere in considerazione tutte le informazioni scientifiche disponibili, anche
qualora lacunose e inaffidabili, per selezionare l’alternativa piu` efficiente.
Prevedibilmente, in seguito all’individuazione di uno specifico sito, si so-
no spesso verificati episodi di scontro con la popolazione locale, che si sono
intensificati a partire dagli anni Novanta del secolo scorso. In particolare,
il caso di piu` violenta e radicata opposizione e` quello di Yucca Mountain,
Nevada, sito designato nel 1987 ma mai definitivamente operativo e ad og-
gi smantellato. Come Shrader-Frechette nota, la cittadinanza target ha ogni
volta fatto appello, oltre che a motivazioni di inadeguatezza e inaffidabilita`
delle informazioni scientifiche disponibili, a ragioni di equita`, che possono tra-
dursi nel seguente appello: se e` vero che, per quanto insicure, le scorie devono
essere stoccate in un qualche sito, perche´ proprio qui? A questa massima del
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“Not in My Backyard”, i promotori della cost-benefit analysis hanno opposto
ragioni di comparativita` dei rischi: se imporre dei rischi alla popolazione e`
inevitabile, il sito dove la stima di tali rischi e` inferiore risulta ovviamente il
piu` idoneo.
Questa risposta agli argomenti fondati sul valore dell’equita` non e` pero`
cos`ı indiscutibile: come Shrader-Frechette illustra, sono qui in gioco dei nodi
teorici fondamentali della cost-benefit analysis e, piu` in generale, delle attuali
procedure di gestione del rischio collettivo. Innanzitutto, il calcolo dell’uti-
lita` prevista per problemi di scelta sociale e` indifferente rispetto al gruppo
su cui tale rischio ricade: in altre parole, il risk managing si pone come uni-
co obiettivo quello di minimizzare il rischio, senza tenere in considerazione
la popolazione target. Sebbene questo approccio possa essere difeso da al-
cune forme teoriche di egualitarismo, e` in aperto contrasto con altre (come
l’egualitarismo di stampo rawlsiano) e andrebbe quindi quantomeno giustifi-
cato e argomentato. Non e` infatti cos`ı evidente che considerazioni di equita` e
giustizia non possano portare a diverse valutazioni sulla popolazione target,
prendendo in considerazione, ad esempio, gli attuali benefici o svantaggi di
cui diversi gruppi godono (sempre secondo un approccio rawlsiano)7.
Nel caso del sito di Yucca Mountain, ad esempio, i cittadini hanno so-
stenuto di risiedere in un’area gia` impoverita di risorse e opportunita` eco-
nomiche, anche a causa dell’utilizzo passato delle cave come discariche. Di
conseguenza, secondo gli appelli della popolazione, non sarebbe stato equo
imporre un ulteriore svantaggio ad un gruppo gia` sfavorito.
Un secondo elemento di difficolta` e` quello definito dalla questione del
consenso, e si puo` riassumere nel seguente passo di Shrader-Frechette:
The public must decide how safe is safe enough, how safe is fair
enough, how safe is voluntary enough, and how safe is equitable
7Non mi dilungo in questa sede su una dettagliata analisi di diverse forme di egualitari-
smo e sulle derivanti soluzioni alternative indicate come legittime per il caso in questione.
Per lo scopo della mia argomentazione e` sufficiente notare che diversi criteri di allocazio-
ne del rischio che rispondono ai principi di equita` e giustizia possono essere chiamati in
causa, e che una scelta fra questi non e` quindi auto-evidente e scontata ma deve essere
opportunamente giustificata. Per una ricostruzione pi`ı precisa delle diverse posizioni sulla
distribuzione equa dei rischi collettivi, si veda Scanlon (1998).
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enough.
In altre parole, l’aspetto che viene qui criticato e` la mancanza di consen-
so nell’imposizione di un rischio. Tale richiesta puo` ancora una volta essere
supportata appellandosi a svariate posizione teoriche: Scanlon (1998), ad
esempio, nell’illustrare il suo modello contrattualista di Due Risk Imposing,
argomenta che nessuno rischio puo` essere imposto ad un individuo senza il
suo esplicito o implicito consenso, che include la negoziazione di una com-
pensazione per i rischi imposti. Lo stoccaggio delle scorie, dunque, andrebbe
contrattato con la popolazione; da un punto di vista pratico, mai imposto
dall’alto ma piuttosto accordato attraverso procedure democratiche. Chiara-
mente il modello Due Risk e` stato criticato come irrealistico, dal momento
che la societa` espone i cittadini a rischi continui senza negoziarne il consenso:
ogni attivita` umana in societa` organizzate, dal traffico aereo alla fornitura
di corrente elettrica, infatti, prevede inevitabilmente dei rischi che non sono
di volta in volta esplicitamente negoziati. Per rischi evidenti, “anomali” e
particolarmente gravi come la fuoriuscita di scorie nucleari, d’altro canto, la
richiesta formulata da Scanlon e Shrader-Frechette sembrerebbe ragionevole
e sensata.
La controversia in corso da piu` di vent’anni per rendere operativo il sito di
stoccaggio Yucca Mountain ha reso evidente che un programma alternativo
di smaltimento delle scorie e` ormai necessario, per fare fronte all’opposizione
sempre piu` accesa delle popolazioni che vivono vicino ai siti di stoccaggio
designati. Senza entrare in ulteriori dettagli circa le alternative praticabi-
li, quello che mi interessa qui sottolineare e` che le motivazioni addotte dai
cittadini di Yucca Mountain hanno evidenziato come, anche in questo ca-
so, le tecniche di risk managing impiegate per risolvere problemi di gestione
del rischio siano insensibili a considerazioni di “valore” che sembrano invece
legittime, o quantomeno degne di essere prese in considerazione nel proces-
so decisionale. La valutazione “oggettiva” della maggiore o minore sicurezza
di un sito, infatti, non sembra essere l’unico parametro in gioco nell’indivi-
duazione e selezione di un luogo piuttosto che di un altro. L’esclusione dal
modello cost-benefit analysis di valori democratici come il consenso negozia-
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to, o di considerazioni di equita` nella distribuzione dei rischi, necessita quindi
di un’appropriata giustificazione che resta per ora disattesa.
Nel capitolo successivo, mi concentrero` sulla questione, preliminare al-
l’incorporazione della componente valoriale nella matrice di decisione, del-
l’apparente “oggettivita`” delle valutazioni fornite dal parere tecnico. Prima
di affrontare questo tema centrale per il presente lavoro di tesi, concludo la
riflessione sulla cost-benefit analysis con una breve trattazione di un proble-
ma fondamentale nella sua impalcatura teorica, fin qui solo sfiorato ma non
ancora esplicitamente analizzato.
2.4 Il problema dell’incommensurabilita`
In vari passi di questo capitolo si e` fatto riferimento a un tema centrale nella
definizione, e successiva valutazione, della cost-benefit analysis. A proposi-
to dell’utilizzo del parametro della cost-effectiveness da parte della NHS, ad
esempio, ho riportato come molte delle critiche a questo modello facessero
riferimento all’“incommensurabilita`” di alcuni esiti, tra cui il valore della
vita umana o il rispetto di un principio morale, in relazione ad altri parame-
tri come costi o vantaggi economici. Sebbene non trattero` in questa sede il
problema morale generale dell’incommensurabilita`, esso rappresenta sicura-
mente una delle obiezioni e dei contro argomenti alla cost-benefit analysis piu`
discussi e utilizzati. Inoltre, come motivero` ulteriormente in questa sezione,
la critica mossa dall’argomento dell’incommensurabilita` mina a partire dalle
fondamenta l’intero impianto teorico di questa procedura tecnica di gestio-
ne del rischio. Se dunque nel successivo svolgimento di questo lavoro di tesi
considerero` come problematica la questione delle probabilita` espresse nella
matrice di decisione, e` opportuno ricordare come anche l’aspetto dell’utilita`
poggi su basi tutt’altro che solide.
Per apprezzare la forza dell’obiezione che che alcuni esiti non sono com-
parabili rispetto ad altri pone all’intero modello della cost-benefit analysis,
e` necessario rivolgere nuovamente la nostra attenzione alla dottrina delle
preferenze rivelate. Come ho accennato nella Sezione 2.2, la Teoria della De-
cisione standard si basa sull’assunto che le preferenze di un agente siano
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definite mediante osservabili, ovvero le sue scelte tra gli esiti. La costruzione
di un’opportuna funzione di utilita`, che associa queste preferenze a dei valori
numerici, e` dunque dipendente in ultima analisi dall’osservazione dei com-
portamenti di scelta dell’agente. Perche´ sia possibile costruire una funzione di
utilita` a partire dalle preferenze rivelate, pero`, esse devono rispettare alcune
condizioni e restrizioni.
Definiamo innanzitutto piu` precisamente la nozione di relazione di pre-
ferenza. Sebbene siano alternativamente utilizzate in Teoria della Decisione
due formulazioni della relazione di preferenza, quella debole e quella forte,
esporro` qui il problema dell’incommensurabilita` a partire dalla nozione di
preferenza debole. La definizione di preferenza forte, infatti, e` ancora piu`
rigida rispetto ai comportamenti di scelta imposti all’agente per essere consi-
stente; le obiezioni alla nozione di preferenza debole, pertanto, possono essere
applicati a fortiori a quella di preferenza forte.
Preferenza debole i⊆ E×E (preferenza debole) e` una relazione bina-
ria definita sugli esiti, dove e i f e` interpretato come “l’agente i preferisce
debolmente l’esito e all’esito f” oppure “i non considera e un esito peggiore
di f”, ed i e` indifferente tra e ed f, scritto e ∼i f , se e solo se vale che e i f
e f i e. La relazione di preferenza debole e` riflessiva, completa e transitiva
ed e` quindi un pre-ordine sull’insieme E8.
Le caratteristica di essere un pre-ordine sull’insieme E degli esiti, che, in
turno, assicura, attraverso il Teorema di Rappresentazione, che le preferenze
possano essere rappresentate da una funzione di utilita`, e` quindi garantito
dal fatto che le preferenze espresse da un agente siano riflessive, complete e
transitive. Come e` generalmente argomentato in letteratura, a partire da Von
Neumann e Morgenstern, tali condizioni risponderebbero a intuitivi requisiti
di ragionevolezza o consistenza interna. Ma a cosa impongono esattamente
questi requisiti al comportamento di scelta di un agente?
• Assioma di riflessivita`. ∀a ∈ E, a  a. Questa proprieta` impone che
8Rubinstein (2006).
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ogni esito sia debolmente preferito a se stesso. Non particolarmente
problematica, e` considerata quasi ridondante e non informativa da un
punto di vista psicologico e cognitivo.
• Assioma di completezza. ∀a e b ∈ E, a  b ∨ b  a. Questa condizione
richiede che un agente sia sempre in grado di scegliere tra due esiti o
che sia almeno indifferente, per ciascuno degli esiti rappresentati nella
matrice di decisione.
• Assioma di transitivita`. ∀a, b e c ∈ E, se a  b e b  c, allora a  c.
Questa proprieta` , a volte definita ache come “aciclicita`”, impone che
l’agente sia transitivo nel suo comportamento di scelta.
Ad eccezione della riflessivita`, gli altri due requisiti, che dovrebbero ap-
punto esplicitare delle ragionevoli richieste di consistenza, sono in realta` tut-
t’altro che “intuitivi”. L’assioma stesso della transitivita`, che sembrerebbe
imporre una condizione ragionevole al comportamento di un agente, e` sta-
to fortemente criticato. Il principale argomento a favore dell’aciclicita` delle
preferenze come requisito di razionalita` e` infatti il cosiddetto “money pump”
argument, che puo` essere cos`ı sintetizzato: supponiamo che un agente sia
disposto a pagare una piccola cifra, come 1 euro, per ottenere l’esito che pre-
ferisce tra a e b, e quindi scelga b per un euro. Successivamente, all’agente
vengono proposte le stesse condizioni di scelta tra b e c, e paghi 1 euro per
ottenere l’esito preferito c. Se ora l’agente scegliesse a, al costo di 1 euro,
invece di “tenere” c, avrebbe perso due euro nella transazione, esibendo dun-
que un comportamento chiaramente irrazionale. Questo argomento e` stato
formulato anche da alcuni autori, come Cooper nel suo The Evolution of
Reason, in termini di fitness, concludendo dunque che un comportamento di
scelta transitivo sia evolutivamente vantaggioso. Nonostante tale apparente
ragionevolezza, Broome (2000) ha tra gli altri obiettato che questo argomen-
to non tiene sufficientemente in conto la possibilita` da parte di un agente di
“cambiare idea” rispetto a una preferenza espressa in precedenza, dal mo-
mento che le scelte sono presentate come successive nel tempo, il che non
necessariamente e` indice di un comportamento irrazionale.
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E` pero` l’assioma della completezza quello piu` problematico e largamen-
te dibattuto, e in cui le richieste di consistenza imposte alla relazione di
preferenza sembrano meno rispecchiare e incorporare una dimensione di ra-
gionevolezza individuale. L’assioma di completezza impone ad un agente di
essere sempre in grado di scegliere, a partire da un insieme di esiti, quale sia
l’esito ottimale, e, di conseguenza, di ordinare tutti gli esiti nell’insieme in
un “ranking”; in altre parole, non esiste alcuna coppia di esiti a e b tale per
cui non vale ne´ che l’agente preferisce a a b ne´ che l’agente preferisce b ad a.
E` opportuno notare a questo punto come la relazione di preferenza debole,
pur essendo meno stringente di quella forte, imponga comunque delle precise
condizioni a questo ranking di esiti: l’agente puo` infatti, secondo la teoria
delle preferenze deboli rivelate, dichiararsi indifferente tra due o pi esiti, e
quindi posizionarli allo stesso livello nella “graduatoria”. Questa possibilita`,
d’altro canto, richiede in ogni caso che l’agente confronti i due esiti e li consi-
deri egualmente desiderabili: la relazione di indifferenza (a ' b) non dispensa
dunque in alcun modo l’agente dal comparare la desiderabilita` di tutti gli
esiti in E.
Questa richiesta, pero`, e` stata criticata come assolutamente non ragione-
vole ne´ necessariamente realizzabile. Le obiezioni all’assioma di completezza
sono state articolate sia all’interno della Teoria della Decisione Razionale,
come da Sen (1997), con il suo celeberrimo argomento del “valore episte-
mico del menu”, sia nell’ambito piu` generale della filosofia morale, come da
Griffin (1986), Raz (1986) e Chang (1997). Una discussione approfondita sul-
le implicazioni dell’assioma di completezza per teorie dell’utilitarismo e del
consequenzialismo in filosofia morale richiederebbero uno spazio che non puo`
qui essere accordato. Mi limitero` pertanto ad alcune osservazioni e riflessio-
ni specifiche che evidenziano come l’assioma di completezza sia quantomeno
altamente problematico, soprattutto nei contesti di scelta piu` “interessanti”
per il tema qui trattato della scientific advisory.
In primo luogo, nonostante alcuni autori, come Raz (1986) trattino i due
concetti come interscambiabili, e` bene distinguere la nozione di incommesu-
rabilita` da quella di incomparabilita`. In particolare, si definiscono solitamente
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incommensurabili tra loro due o piu` valori morali, mentre incomparabili so-
no i “portatori” di questi valori. Questa distinzione, d’altro canto, non ha
un rilievo sostanziale nella presente discussione; va pero` tenuto presente che
due esiti di un problema di decisione dovrebbero essere definiti come incom-
parabili, come risultato dell’essere portatori di valori incommensurabili. Un
esempio classico del problema dell’incommensurabilita` in un contesto di de-
cisione, trattato sia da Raz sia da Chang, e` la scelta di un agente tra due
carriere egualmente di successo: una come avvocato e una come suonatore di
clarinetto. Nessuna delle due carriere, osserva Raz, e` meglio dell’altra per l’a-
gente, ma esse non sono neanche “equally good”: infatti, Raz argomenta, se
anche prendessimo una versione leggermente migliorata della carriera forense,
essa potrebbe comunque non risultare migliore della carriera da clarinettista.
Siamo dunque in una situazione che Raz definisce come segue:
the two bearers of value are incommensurable if it is false that
of the two either one is better than the other or they are of equal
value.
Alternativamente, Chang definisce i due portatori di valori, in questo case
le due carriere alternative, incomparabili se “nessun giudizio comparativo
positivo tra il loro valore e` vero”.
Sebbene vi siano versioni alternative di cosa significhi per dei portatori
di valore essere incomparabili, concezioni alternative (come quella di Griffin,
Raz, Chang e Broome) concordano sul fatto che l’incomparabilita` implica che
non vi sia un unico vero “ranking” tra i portatori di valori. In particolare, se
richiamiamo la definizione di Raz, l’incomparabilita` sembra anche indicare
che due esiti incomparabili rimangono tali anche quando vengano leggermen-
te modificati, risultando cos`ı non confrontabili rispetto a queste variazioni.
Se l’impossibilita` di stilare una classifica degli esiti e` gia` fortemente proble-
matica per l’intero impianto teorico Teoria della Decisione Razionale, questo
secondo aspetto rende il tema dell’incommensurabilita` un argomento con-
clusivo contro la cost-benefit analysis, che si fonda appunto sul calcolo dei
trade-offs, scontati per le loro relative probabilita`, degli esiti.
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Ma quando sue esiti, o “portatori di valori” sono incomparabili, e qual
e` la nostra giustificazione per ritenerli tali? Diversi argomenti in favore del-
l’incommensurabilita` si appellano a un intrinseco pluralismo di valori, come
quelli proposti Raz e Williams (1981). Credo pero` che il modo piu` interessante
di caratterizzare la questione generale dell’incommensurabilita`, alla luce del
presente lavoro di riflessione, sia quella di collocarla all’interno di un contesto
di decisione. Come Chang osserva, il fatto che due esiti siano incomparabili
sembra essere il risultato evidente di problemi di scelta particolarmente com-
plessi, irrisolvibili o veri e propri “dilemmi morali”, in cui, come Richardson
(1994) esplicita, qualunque scelta l’agente compia, violera` necessariamente un
obbligo o principio morale. La situazione del dilemma morale risulta dunque
particolarmente illuminante alla luce della teoria delle preferenze rivelate. Un
sostenitore di questo modello standard di elicitazione delle preferenze, infat-
ti, potrebbe argomentare che l’intero problema dell’incommensurabilita` sia
privo di mordente: da una prospettiva meramente comportamentale, infatti,
non importano le ragioni e le motivazioni della decisione, ma semplicemen-
te quello che l’agente, forzato a compierne una, sceglie. In questo senso, si
potrebbe trattare come irrilevante l’intero problema della difficolta` nel com-
parare dei portatori di valori, se l’agente e` in grado alla fine del processo di
deliberazione di compiere una scelta. Questo approccio alla teoria delle pre-
ferenze rivelate e` stato ampiamente criticato da autori come Sen e Broome
(1991), e la questione dei dilemmi morali illustra intuitivamente la difficolta`
di tale posizione: come Broome nota, se anche un agente fosse forzato a deci-
dere in una situazione di dilemma morale, la sua scelta non rispecchierebbe
probabilmente in alcun modo il suo ranking di valori (proprio perche´ si tratta
di una scelta tanto “estrema”), risultando cos`ı inefficace dal punto di vista
delle informazioni ottenute sulle preferenze dell’agente.
Per concludere questa breve e necessariamente incompleta digressione,
possiamo sostenere che il fatto che alcuni esiti siano tra loro incomparabili
sia qualcosa di evidente in contesti di scelta complessi e moralmente proble-
matici. Per tornare ai casi che ho esposto finora, e in generale alle questioni
che riguardano piu` da vicino il tema della scientific advisory, basti pensare che
molte delle decisioni nell’ambito della scelta sociale coinvolgono trade-offs tra
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“valori” come la salute, il benessere economico, la salvaguardia di una specie,
la giustizia, la trasparenza nelle decisioni, la vita stessa o la preservazione di
un ecosistema. Non e` dunque difficile argomentare che, in questi casi, una
riduzione degli esiti ad un’unica “misura”, quella dell’utilita` prevista, come
imposto dalla Teoria della Decisione Razionale, non sembra psicologicamente
ne´ cognitivamente adeguato. L’assioma di completezza, in altre parole, che
richiede all’agente di stabilire un ranking tra tutti gli esiti, non e` dunque una
richiesta ragionevole o intuitiva per molti dei casi moralmente problematici
che la scelta sociale deve fronteggiare. L’intera impalcatura della cost-benefit
analysis, in conclusione, risulta gravemente compromessa, dal momento che
si fonda esattamente sul presupposto teorico che, mediante l’osservazione del
comportamento di scelta, sia possibile comparare tutti gli esiti di una matrice
di decisione e ridurli alla loro utilita`.
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Capitolo 3
“The scientist qua scientist
makes value-judgements”...
Nella Sezione 3.2, ho anticipato che, alla base del consolidarsi del ruolo della
scientific advisory, vi e` una precisa connotazione del rapporto tra scienza e
valori. In particolare, come nota Douglas, il mito dell’oggettivita` della scien-
za e della sua presunta neutralita` rispetto a considerazioni valoriali giocano
un ruolo fondamentale nel legittimare il “peso” attribuito al parere esperto,
e in generale alle informazioni di carattere scientifico, in ogni ambito della
scelta sociale. Questa posizione teorica, a cui ci si riferisce come al “value-free
ideal”, godeva e gode di grande influenza e appeal nell’ambito della filoso-
fa della scienza. Soprattutto, pero`, tale concezione di una scienza neutrale,
oggettiva e priva di valori non ha smesso di esercitare la sua influenza nell’opi-
nione pubblica e in contesti pratici, come quello che e` oggetto della presente
riflessione, ovvero il tema della scientific advisory. Tale autorevolezza si e`
chiaramente mantenuta, a mio avviso, anche in seguito alla crisi del value-
free ideal in ambito piu` propriamente filosofico, continuando ad esercitare una
grande influenza nel dibattito pubblico ma anche a livello decisionale e giuri-
dico. Questo divario non ancora colmato rende necessario un excursus sulla
storia e sul ruolo del value-free ideal, dalle sue prime formulazioni passando
per le critiche di Churchman e Rudner. Nel capitolo successivo, analizzando
la proposta di soluzione a queste obiezioni sollevate da Rudner e Church-
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man, completero` questa trattazione teorica concentrandomi sulle proposte di
distinzione tra i valori in gioco nel dibattito scientifico e le contemporanee
riaffermazioni del value-free ideal (Betz 2013).
3.1 L’origine del value-free ideal e l’argomen-
to del rischio induttivo
Come Proctor (1991) discute efficacemente, l’ideale di scienza neutrale e pri-
va di valori ha assunto diversi significati e connotazioni in diversi contesti
e momenti storici. Se l’origine di questa concezione e` collocato da Proctor
nel diciassettesimo secolo, con Francis Bacon e il dibattito sulla relazione tra
la scienza e lo Stato, nel diciannovesimo secolo, nell’ambiente universitario
tedesco, che tale posizione teorica prende le forme a noi piu` familiari. La cre-
scita in importanza delle scienze naturali e delle scienze sociali, infatti, nota
Proctor, stimolo` tentativi piu` sistematici di separare la scienza dai valori,
specialmente nell’ambito delle scienza sociali (a questo proposito, Proctor
analizza il caso di Max Weber).
Nonostante questa antica e stimata tradizione, Douglas osserva come il
value-free ideal non fosse, pero`, comunemente accettato e diffuso tra i filosofi
della scienza almeno fino agli anni Quaranta del ventesimo secolo. Illuminante
a questo proposito e` un influente articolo di Merton, pubblicato nel 1942, in
cui l’autore elabora un articolato ethos per la scienza. In particolare, Merton
istituisce un collegamento tra le societa` democratiche e il supporto alla ricerca
scientifica (insistendo quindi sul legame inscindibile tra scienza e politica
pubblica), e la neutralita` rispetto ai valori non viene citata in nessun passo
tra norme per una buona scienza. Tale prospettiva, che concepiva la scienza
come coinvolta e inevitabilmente inserita in un piu` ampio contesto sociale e`
d’altro canto espressa, Douglas osserva, anche nella tradizione pragmatista.
John Dewey, su tutti, definiva la scienza come un’impresa intrisa e connotata
di valori (value-laden), dipendente dai bisogni e preoccupazioni sociali che le
forniscono tanto la direzione quanto la comprensione.
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La svolta, rispetto a questa principale e condivisa concezione, si verifico`
quindi solo negli anni Quaranta, con Carl Hempel e Hans Reichenbach, a
partire dal tentativo di questi autori di condurre un’analisi logica del ragio-
namento scientifico. Con Reichenbach, soprattutto, prese forma l’idea che il
contesto filosofico della giustificazione e della conferma siano separati rispet-
to a quello della meramente psicologico e sociale di quale teoria scientifica
venga alla fine testata e perche´. Nel suo The Rise of Scientific Philosophy,
in particolare, Reichenbach teorizza per la prima volta in modo esplicito la
natura intrinsecamente distinta della conoscenza scientifica ed di quella etica.
Tale distinzione di dominio e metodo tra etica e scienza e` polarizzata in modo
marcato e insormontabile, con la celebre attribuzione alla conoscenza scien-
tifica di un ruolo descrittivo, opposto a quello normativo dell’etica. In questo
senso, se i valori pertengono all’ambito normativo e non a quello descrittivo,
la scienza deve necessariamente essere value-free. Sebbene questa posizione
non mancasse di attrattive e influenza, Douglas conclude che, almeno fino agli
anni Cinquanta, la presenza di forti tradizioni filosofiche che presentavano la
scienza e valori come inscindibili (una su tutte, la lettura marxista), rende-
va il value-free ideal una prospettiva non ancora univocamente accettata ne´
predominante.
In particolare, tra la fine degli anni Quaranta e la fine degli anni Cin-
quanta, un ultimo ma duro attacco al value-free ideal venne sferrato da par-
te di Churchman, Rudner e Frank. L’argomento proposto, seppur con alcune
differenze, dai tre autori, e` definito generalmente da Steel (2015) come l’ar-
gomento del rischio induttivo. Esplorero` questo argomento nei dettagli nella
sezione successiva, prendendo in considerazione in particolare il cosiddetto
Paradosso di Rudner. Come Douglas sintetizza, e come sara` evidente dopo la
trattazione sistematica dell’argomento del rischio induttivo, la filosofia della
scienza fu posta di fronte a un vero e proprio dilemma: accettare l’importanza
e il ruolo predominante dei valori nella scienza o rifiutare il ruolo dello scien-
ziato come un public decision maker. Come mostrero` nel capitolo successivo,
questa seconda opzione e` la via intrapresa da Jeffrey, ma anche da tutti quegli
autori che hanno proposto una distinzione tra valori (isolando, ad esempio,
quelli epistemici), sostenendo che solo alcuni di essi possono legittimamente
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entrare a far parte del dibattito interno alla scienza.
In generale, la seconda via d’uscita dal problema del rischio induttivo,
che andava nella direzione di un focus e un ambito di interesse piu` limitato e
circoscritto per la filosofia della scienza fu quella che risulto` sul lungo termi-
ne vincitrice. Specificamente, Douglas osserva, il fatto che gli scienziati non
dovessero uscire dai propri limitati ambiti disciplinari nel vagliare un’ipotesi
scientifica si affermo` come un caposaldo indiscutibile, segnando il completo
affermarsi del value-free ideal. Campioni di questa prospettiva furono, a pare-
re di Douglas, Jeffrey, Levi e Nagel. Condurro` nel prossimo capitolo, dedicato
alle risposte al paradosso di Rudner, un’analisi approfondita delle soluzioni
che alcuni di questi autori mettono in atto per difendere il presupposto di
una scienza neutrale dall’argomento del rischio induttivo. Per il momento,
possiamo concludere con Douglas che, a partire dagli anni Sessanta, l’isola-
mento e la demarcazione della pratica e della stessa comunit scientifica dal
contesto sociale circostante fu invocata e sostenuta dagli autori pi influenti
nel dibattito filosofico, da Kuhn (ne La struttura delle Rivoluzioni Scienti-
fiche) a Laudan (Science and Values, 1984) e Lacey (Is science value free?,
1999).
3.1.1 Il value-free ideal e la scientific advisory
L’imporsi e il cristallizzarsi di questa caratterizzazione dell’impresa scientifica
come contrapposta all’indagine etica, e separata dal contesto sociale, ha fatto
s`ı che le successive discussioni sul ruolo dei valori nella scienza sia rimasto in
buona parte limitato ai valori epistemici, restringendo il dibattito a questioni
interne alla scienza, come i criteri di accettazione o corroborazione di una
teoria e il cambio di paradigmi. Nel capitolo successivo, affrontero` alcune di
queste proposte di soluzione all’argomento di Churchman-Rudner, mostran-
do come esse costituiscano un tentativo di risposta inadeguato. Rispetto alla
tematica qui trattata della scientific advisory, inoltre, questo tipo di rifles-
sioni non e` di particolare rilievo per analizzare il portato pubblico e sociale
della scienza. Si assiste dunque, a partire dagli anni Cinquanta, ad un pro-
cesso a detta di Douglas paradossale, dove questo fenomeno in forte crescita,
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sia da un punto di vista quantitativo sia nell’autorevolezza, per l’appunto
la scientific advisory, e` stato invece sistematicamente ignorato ed escluso da
ogni sistematizzazione e riflessione teorica. La filosofia della scienza contem-
poranea, osservano infatti Douglas e Proctor, si e` occupata maggiormente
di questioni metodologiche interne, senza riconoscere il ruolo sociale che il
parere scientifico e` spesso chiamato a svolgere; di conseguenza essa rimane
priva degli strumenti stessi per affrontare adeguatamente questioni come la
comunicazione dell’opinione esperta o del dissenso tra pannelli scientifici.
Alla luce di questo vuoto nell’analisi filosofica e scientifica, il mito della
scienza priva di valori continua ancora a svolgere da premessa, quantomeno
implicita, negli argomenti a favore di un ruolo predominante e dirimente del
parere scientifico nelle decisioni di scelta pubblica (o, per il caso specifico
in analisi, a favore di procedure meramente tecniche di risk-managing). Da
un lato, la pretesa di oggettivita` sembrerebbe fornire alla conoscenza scien-
tifica una posizione privilegiata in quanto miglior fonte di conoscenza dei
fenomeni coinvolti. In secondo luogo, anche quando la presenza di altri valori
“sul piatto della bilancia” viene riconosciuta, come nei due casi descritti nel
capitolo precedente, non e` infrequente l’appello alla presunta estraneita` dai
valori del parere scientifico, che renderebbe una decisione ad esso conforme
piu` “neutrale” ed equa (anche se, per tornare a uno dei casi sopra esaminati,
lo stesso appello all’equita` puo` essere interpretato in forme e con conseguenze
molto varie). Le ragioni di questo intuitivo e accattivante argomento sono le
seguenti: mentre l’appello a valori o diritti esterni alla scienza comportereb-
be inevitabilmente il privilegiare punti di vista, concezioni e interessi sempre
parziali e in conflitto, una linea d’azione che si basi sulla tecnica della cost-
benefit analysis garantirebbe invece indifferenza e neutralita`, promuovendo
la strategia associata alla maggiore utilita` attesa. Un caso del genere sembra
esattamente verificarsi per il dibattito sulla soglia di “cost-effectiveness” asso-
ciata a un trattamento sanitario pubblico: il principale argomento utilizzato
dai sostenitori della cost-benefit analysis, infatti, si fonda proprio sull’ingiu-
stizia che deriverebbe dall’autorizzare un trattamento eccessivamente costoso
a favore di alcuni pazienti. Il diritto di questi ultimi ad essere curati, o il valore
“la vita umana non ha prezzo”, sarebbero in questo caso promossi a disca-
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pito degli altri utenti del sistema sanitario, a cui dovrebbero essere dirette
le risorse impiegate per pagare il farmaco in questione. Una decisione che si
fondi sulla cost-benefit analysis, al contrario, assicurerebbe imparzialita` ed
equita` senza favorire sistemi di valori o interessi individuali. Lo stesso tipo
di argomento sembra chiaramente in gioco per il caso dello stoccaggio delle
scorie: nessuno vorrebbe che materiale radioattivo venisse conservato “in her
backyard”, ma ancora una volta considerazioni puramente oggettive, basate
sulla stima delle possibili fuoriuscite ed effetti, consentono di individuare una
soluzione neutrale e piu` efficiente al problema, eliminando pretese egoistiche
e inevitabilmente parziali.
La popolarita` e l’apparente ragionevolezza di questo tipo di argomenti
a favore dell’impiego di tecniche “oggettive” di risk managing rende ancora
piu` cruciale un’analisi critica del presupposto su cui questo ragionamento si
fonda, ovvero la presunta neutralita` della scienza rispetto ai valori. Se questa
premessa risultasse infatti errata, le motivazioni sopra esposte perderebbe-
ro di colpo la loro coerenza: in altre parole, se lo stesso parere scientifico
riflette e incorpora delle considerazioni di valore, esso non potrebbe piu` fon-
dare la sua legittimita` sul suo carattere “disinteressato” e estraneo. Il parere
scientifico, di conseguenza, dovrebbe essere valutato e soppesato sullo stesso
piano di altre considerazioni di valore, perdendo quel primato storicamente
consolidato ma anche sempre piu` oggetto di critiche.
Lo scopo di questo capitolo e` fornire un argomento a favore di questa
conclusione. In particolare, illustrero` il cosiddetto argomento del rischio in-
duttivo, attraverso la ricostruzione del Paradosso di Rudner, che mira a di-
mostrare che lo scienziato non puo` esimersi, nel fornire una consulenza e il
proprio parere tecnico, dall’esprimere un giudizio di valore.
3.2 L’argomento del rischio induttivo
L’argomento del rischio induttivo, come Steel definisce le posizioni espresse da
Churchman, Rudner e Frank tra gli anni Quaranta e Cinquanta del Novecento
costituisce, a mio parere, la critica piu` stingente, conclusiva e teoricamente
riuscita al value-free ideal.
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Churchman, che era specificamente interessato alle tematiche della con-
ferma delle ipotesi scientifiche, si pone per primo in un celeberrimo articolo
del 1948 la questione se il problema della conferma fosse sufficiente a com-
prendere l’interezza della prassi scientifica. La sua risposta, sostanzialmente
negativa, e` che il grado di conferma di una teoria scientifica, per quanto im-
portante, non e` pero` sufficiente a decidere se uno scienziato debba accettare o
rifiutare un’ipotesi: il piano della conferma e quello dell’accettazione, in altre
parole, vengono ritenuti due problemi distinti. Nello specifico, Churchman
argomenta che e` necessario, per compiere il passo ulteriore dell’accettazione,
considerare gli scopi per cui l’ipotesi in questione vere utilizzata, anche al di
fuori dell’ambito propriamente scientifico. E` necessario dunque che la scienza
si doti di “ethical criteria of adequacy”, poiche´
the complete analysis of the methods of scientific inference
shows that the theory of inference in science demands the use of
ethical judgments.
In generale, come Steel sintetizza e come risutera` evidente dalla tratta-
zione sistematica del Paradosso di Rudner, l’argomento del rischio induttivo
puo` essere cos`ı formulato, a partire dall’articolo di Churchman:
• un compito principale dell’inferenza scientifica e` decidere se accettare
o rifiutare le ipotesi;
• le decisioni sull’accettare o meno le ipotesi possono avere implicazioni
pratiche e, quando questo e` il caso, le decisioni devono dipendere almeno
in parte da valori e giudizi esterni all’ambito scientifico, riguardanti al
costo di un eventuale errore;
• di conseguenza, valori estranei all’ambito scientifico possono legittima-
mente influenzare l’inferenza scientifica.
Nella sezione successiva, esaminero` nei dettagli le premesse e la conclu-
sione di questo argomento e la sua rilevanza per la specifica questione della
scientific advisory.
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La posizione di Rudner e Churchman venne infine ripresa da Philip Frank,
che sugger`ı , durante la seduta inaugurale del 1953 della “American Associa-
tion for the Advancement of Science” (AAAS), che la scienza non si riferisce
unicamente ai fatti o alla verita`, ma e` intrinsecamente motivata dal costruire
e modificare il nostro mondo e l’ambiente circostante. Conseguentemente, la
scienza puo` servire scopi e obiettivi molteplici, rilevanti per differenti modi in
cui possiamo voler dare forma e modificare il mondo e l’ambiente circostan-
te. La scienza, dunque, e` strettamente e intimamente connessa con la nostra
societa` e le nostre decisioni sul suo futuro:
The conviction that science is independent of all moral and
political influences arises when we regard science either as a col-
lective of facts or as a picture of objective reality. But today, eve-
ryone who has attentively studied the logic of science will know
that science actually is an instrument that serves the purpose of
connecting present events with future events and deliberately uti-
lizes this knowledge to shape future physical events as they are
desired.
Un attacco piu` frontale e radicale al value-free ideal non poteva quindi
essere sferrato.
3.2.1 Il Paradosso di Rudner
In un breve articolo del 1953, Richard Rudner si occupa del problema della
comunicazione, da parte dello scienziato, dei risultati di un’indagine o di un
esperimento. Se lo stesso tema in analisi risulta particolarmente rilevante per
la questione del ruolo legittimo della policy advisory, ancora piu` sorprendenti
sono le conclusioni avanzate da Rudner. La dimensione dei “fatti” e quella dei
“valori”, argomenta infatti l’autore, non possono essere facilmente separate
e districate; lo scienziato e` dunque inevitabilmente vincolato ad esprimere
un giudizio di valore quando comunica i risultati di un’indagine scientifica:
in altre parole, “the scientist, qua scientist, makes value judgements”. Come
anticipato nella Sezione 3.1, la portata di questa affermazione puo` essere dif-
ficilmente sottovalutata: se il parere esperto riflette infatti i valori individuali
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dello scienziato (o, in uno scenario piu` complesso, del pannello scientifico
incaricato, ad esempio, di condurre un’analisi di rischio), il peso attribuito
alla stessa consulenza richiede una giustificazione e un confronto con gli altri
valori e interessi in campo, perdendo quel primato “di default” che la prete-
sa di neutralita` gli garantiva. In questa sezione esamino quindi nei dettagli
questo argomento potenzialmente determinante per il tema in questione. In
particolare, seguendo Steele (2006), cerchero` di presentare il problema ana-
lizzato da Rudner utilizzando fin dall’inizio il caso della scientific advisory,
cioe´ di uno scienziato che fornisce il proprio parere esperto al policy maker.
La tesi di Rudner puo` essere quindi cos`ı riformulata rispetto all’ambito della
nostra analisi: lo scienziato non puo` fare a meno di esprimere giudizi etici o
politico-sociali nel comunicare la propria consulenza al policy maker.
Il punto di partenza di Rudner e` la logica stessa dell’esperimento o del-
l’indagine scientifica. La maggior parte delle ipotesi scientifiche, infatti, non
sono ipotesi di tipo deterministico, che predicono un risultato specifico, come
l’ipotesi H=“tutti i corpi sono soggetti alla gravita`” e il risultato x=“questo
oggetto lasciato nel vuoto cadra`”, ma piuttosto delle ipotesi statistiche, che
predicono una distribuzione di probabilita` su un insieme di esiti. Ad esempio,
l’ipotesi scientifica “fumare causa il cancro” non puo` essere testata dalla pre-
dizione specifica sull’individuo x fumatore, ma richiede un’analisi statistica
sulle probabilita` di ammalarsi di cancro data la proprieta` di essere fumatore
o non fumatore. E` immediato notare come le ipotesi statistiche siano predo-
minanti nell’ambito della scientific advisory a cui sono interessata, dove ap-
punto si richiede di testare delle ipotesi di carattere generale come “il fattore
F causa l’effetto E” (“Le coltivazioni OGM causano un incremento di malat-
tie genetiche”; “l’inquinamento chimico del fiume causa la mor`ıa di pesci”, e
cos`ı via). Queste ipotesi scientifiche non possono essere facilmente falsifica-
te o corroborate secondo la classica logica popperiana del falsificazionismo,
poiche´ ogni risultato sperimentale sarebbe in linea di principio compatibile
con l’ipotesi in questione.
Per dimostrare questo punto, basta pensare all’ipotesi H=“questa moneta
non e` truccata” e al correlato esperimento di lanciare n volte la moneta.
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Anche se la moneta atterrasse dal lato “testa” 50 volte consecutive, non
avremmo infatti elementi sufficienti per ritenere la nostra ipotesi falsificata,
dal momento che nessuna predizione precisa e` implicata dall’ipotesi H. Il
risultato sperimentale che intuitivamente sarebbe utile per testare un’ipotesi
di questo tipo e` una distribuzione di probabilita` che sia sufficientemente
incompatibile con l’ipotesi in questione. Ma come formulare adeguatamente
questa intuizione?1
La soluzione classica al problema di testare le ipotesi statistiche e` quella
fornita da Fisher (1951) e poi implementata da Neyman e Parson (1933), che
consiste nell’adottare una “legge di falsificazione”. Tale legge puo` essere cos`ı
formulata:
se si verifica un risultato tale che questo risultato, o uno
piu` estremo, ha sufficientemente poche probabilita` di verificar-
si se l’ipotesi fosse vera, l’ipotesi viene ritenuta falsificata; il ri-
sultato dell’esperimento, in questo caso, si dice “statisticamente
rilevante”.
Prendiamo nuovamente al caso dell’ipotesi della moneta truccata; il pri-
mo passo per applicare il criterio di Fisher e` fissare l’insieme di esiti possibili,
definito test statistic. Nel caso in questione, se l’esperimento consiste nel lan-
ciare 20 volte una moneta, l’insieme degli esiti sara` composto da tutte le
combinazioni possibili delle proporzioni di testa e croce, come “20 testa e
0 croce”, “10 testa e 10 croce” e cos`ı via. In secondo luogo, si calcola la
probabilita` che il risultato ottenuto dall’esperimento potesse verificarsi, data
la test statistic rilevante. Immaginiamo di ottenere come risultato sperimen-
tale 20 teste su 20 lanci; la probabilita` di questo esito, se la moneta non
1In realta`, il Paradosso di Rudner puo` essere facilmente riproposto anche per il ca-
so della falsificazione di ipotesi di tipo deterministico, poiche´ il parametro del grado di
conferma di una teoria, cioe´ l’ammontare di evidenza sperimentale sufficiente a ritenere
un’ipotesi corroborata, e` altrettanto intriso di considerazioni e valutazioni soggettive. Il
presente paragrafo e` quindi da intendersi in senso esplicativo, e non come un’affermazione
che le ipotesi deterministiche sarebbero invulnerabili alle critiche formulate da Rudner. Nel
caso delle ipotesi statistiche, semplicemente, questo problema si presenta in modo ancora
pio` manifesto. Inoltre, come gia` argomentato, la maggior parte delle ipotesi scientifiche
trattate nell’ambito della scientific advisory sono di tipo statistico, comprese le previsioni
e i modelli climatici.
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fosse truccata, e` calcolabile come 9× 10−7. Siccome 20 teste e` gia` il risulta-
to piu` estremo, non dobbiamo prendere in considerazione altri elementi nel
determinare la probabilita` che questo esito, o uno ancora meno probabile,
si verificasse. Se scegliamo come soglia di falsificazione, ad esempio, il 5%,
ritenendo che un risultato che abbia meno del 5% di probabilita` di verificarsi
sia, se ottenuto, sufficiente a refutare l’ipotesi, H=“la moneta non e` truccata”
si dice falsificata al livello 5%.
Come nota pero` Rudner, questa modalita` di testare le ipotesi statistiche
(che resta, d’altra parte, l’unica proposta esauriente finora formulata) si fon-
da su basi soggettive piuttosto che oggettive. Quale valore di probabilita` e`
sufficientemente basso, o quale esito e` sufficientemente estremo, per ritenere
un’ipotesi falsificata? Questo valore, che normalmente e` fissato al 5%, ed e`
chiamato p-value di un test, e` ovviamente una soglia del tutto arbitraria.
Come se non bastasse, la stessa selezione della distribuzione possibile di esiti
(test-statistic) su cui basare il calcolo del p-value e` arbitraria: se nel caso
del lancio della moneta questa distribuzione di esiti e` naturalmente delimi-
tata, lo stesso non avviene per la maggior parte delle ipotesi rilevanti per il
problema della scientific advisory. Quale classe di scenari e` opportuno tenere
in considerazione per valutare l’impatto di un fattore di rischio? Pensiamo
ad esempio a un’ipotesi relativa al rischio per la salute causato dall’inquina-
mento atmosferico: per testare l’ipotesi, dobbiamo tenere in considerazione
solo individui giovani e in salute? O immaginiamo, in riferimento a esempi
piu` controversi, di dover decidere i fattori di rischio correlati a un vaccino.
Anche in questo caso, si pone il problema di stabilire in precedenza quale
classe di individui sia rilevante dal punto di vista sperimentale, per fornire
un risultato statisticamente significativo.
Un tentativo di risposta al problema dell’arbitrarieta` del p-value e` sug-
gerito dall’analisi di Neyman e Parson. I due autori notano che, nel testare
un’ipotesi scientifica, due tipi di errori possono verificarsi, definiti di Tipo 1
e di Tipo 2. L’errore di Tipo 1 consiste nel rifiutare erroneamente un’ipotesi
corretta, mentre il Tipo 2 nel non riuscire a falsificare (e quindi, per scopi
pratici, nell’accettare) un’ipotesi falsa. Nel computare il p-value di un test,
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Neyman e Parson suggeriscono, si dovrebbe tenere in considerazione il rischio
associato a commettere un errore di tipo 1 o di tipo 2: se pensiamo all’ipotesi
“fumare causa il cancro”, potremmo immaginare che il rischio correlato al
rifiutare l’ipotesi se fosse vera porterebbe a delle conseguenze peggiori del
tipo di errore opposto, perche´ indurrebbe, ad esempio, a ridurre le misure di
prevenzione e ad abbassare il livello di guardia. Il p-value associato al test,
di conseguenza, dovrebbe essere fissato ad una percentuale molto bassa pro-
prio per tenere in conto questo fattore di rischio. Questa proposta e` stata
ampiamente incorporata nella prassi scientifica contemporanea, e spesso ci si
riferisce al “potere” di un test in termini di probabilita` che commetta il Tipo
1 o il Tipo 2 di errore.
E` su questa proposta, e sulla logica intrinseca del testare un’ipotesi sta-
tistica, che la critica di Rudner fa nuovamente leva. La valutazione di quale
errore sia piu` rischioso compiere, e quindi quale p-value utilizzare per consi-
derare un’ipotesi falsificata o meno, sono una questione di giudizi di valore e
preferenze individuali. Nell’essere, ad esempio, molto prudenti e fissare un p-
value basso per testare l’ipotesi “il fumo causa il cancro”, stiamo certamente
esprimendo una considerazione di valore e attribuendo un peso maggiore al
parametro “salute dei cittadini” rispetto al parametro “vantaggio economico
dei produttori di tabacco”. Quando uno scienziato deve quindi riportare il
suo risultato in termini di accettazione o falsificazione di un’ipotesi, Rud-
ner argomenta, non puo` fare a meno, nello stesso design dell’esperimento (la
scelta del p-value e della test-statistic) di riferirsi ai suoi valori e preferenze
individuali. Il risultato sperimentale espresso, quindi, non potra` mai essere
neutrale o “privo di valori”, perche´ riflette quelli del pannello scientifico. In
altre parole, siccome gli esperimenti per testare un’ipotesi statistica sono di
per se´ “muti”, un’interpretazione (nella forma di una legge di falsificazione) e`
necessaria; questa stessa interpretazione esclude pero` che i risultati possano
essere considerati “oggettivi”. Tale conclusione, Rudner sostiene, e` inevita-
bile per la natura stessa delle ipotesi statistiche, che non sono suscettibili
di una falsificazione deterministica. Una consulenza scientifica del tipo “la
costruzione di questa fabbrica causerebbe un incremento di tumori nella po-
polazione”, dunque, non puo` essere considerata come un parere scientifico
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oggettivo e disinteressato, perche´ comprende gia`, nella decisione se ritenere
l’ipotesi vera o falsa, una valutazione sulle conseguenze che accettare o rifiuta-
re l’ipotesi comporterebbe. La comunicazione del parere scientifico, dunque,
sarebbe fondata su questo paradosso insuperabile. Rudner puo` cos`ı formulare
la sua celeberrima conclusione:
In accepting a hypothesis the scientist must make the decision
that the evidence is sufficiently strong or that the probability
is sufficiently high to warrant the acceptance of the hypothesis.
Obviously our decision regarding the evidence and respecting how
strong is strong enough is going to be a function of the importance,
in the typically ethical sense, of making a mistake in accepting or
rejecting the hypothesis (...). How sure we need to be before we
accept a hypothesis will depend on how serious a mistake would
be.
Cos`ı illustrato, l’argomento di Rudner potrebbe apparire ingenuo e fin
troppo semplicistico. Dopotutto, come Levi (1960) o altri critici contempo-
ranei di Rudner hanno sottolineato, lo scienziato non deve necessariamente
fornire i risultati della propria indagine in termini di accettazione o rifiuto
di un’ipotesi: una ricostruzione dettagliata del design dell’esperimento, dalla
selezione della test-statistic al p-value, potrebbe essere inclusa per evitare
ogni tipo di fraintendimento. Inoltre, come si verifica ad esempio nel caso
dei modelli di predizione del cambiamento climatico, gli scienziati riportano
i risultati in termini di intervalli di probabilita` piuttosto che in termini di fal-
sificazione: in altre parole, una comunicazione piu` “raffinata” e accurata del
risultato consentirebbe di superare il paradosso sopra esposto. Per utilizzare
la terminologia introdotta in precedenza, lo scienziato potrebbe esprimere
il risultato del proprio esperimento concludendo che l’ipotesi e` falsificata al
2.1%, facendo seguire una giustificazione per la scelta di tale p-value co-
me rilevante. In realta`, come nota efficacemente Steele, questa possibilita` e`
esclusa, all’interno della prassi della scientific advisory, dalla natura della co-
municazione scientifica: nella maggior parte dei casi, infatti, il parere esperto
deve esprimersi in forme piu` “rozze” rispetto ai dati ottenuti; se non nella
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forma binaria suggerita da Rudner (accettazione-falsificazione), almeno in
una qualche misura standard meno “raffinata”, e quindi non univocamen-
te traducibile, rispetto alle informazioni ottenute attraverso l’esperimento. Il
paradosso quindi si riproporrebbe ad ogni livello della comunicazione scienti-
fica, proprio per questa necessita` inevitabile di interpretazione e traduzione.
Tornero` nel capitolo successivo sulla palusibilita` di questa proposta, riformu-
lata tra l’altro da Betz nel 2013.
Per concludere, l’argomento di Rudner, e del rischio induttivo in generale,
se non un vero e proprio paradosso, evidenzia sicuramente un nodo proble-
matico nella prassi della scientific advisory. Quando gli scienziati comunicano
i risultati di un’analisi di rischio al policy maker, come nota Steele, sembre-
rebbe inevitabile che una preliminare considerazione dei possibili effetti della
comunicazione venga incorporata nella consulenza. Questa conclusione po-
ne pero` delle pressanti questioni di legittimita`: se delle preferenze valoriali
contribuiscono a formulare l’opinione scientifica, perche´ altre considerazio-
ni di valore, a questo punto semplicemente successive da un punto di vista
temporale, non possono invece contribuire al processo decisionale? In uno
scenario “democratico” non dovrebbero essere i valori dei cittadini, piuttosto
che quelli di un gruppo di esperti, a “modellare” la scelta sociale? I valori in
gioco nella consulenza tecnica non dovrebbero essere oggetto preliminare di
consenso?
Nel capitolo successivo affrontero` queste ultime domande esponendo una
possibile soluzione al paradosso di Rudner elaborata da Jeffrey, che si fonda
esattamente sul principio che le considerazioni di valore dovrebbero essere di
pertinenza del “policy maker” o, in un senso piu` ampio, della societa`, e non
del pannello scientifico.
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Capitolo 4
Il ritorno del value-free ideal
In questo capitolo prendero` in esame due di quelle che Douglas considera
come “vie d’uscita” e tentativi di risposta all’argomento del rischio induttivo
o, come ho voluto caratterizzarlo nel capitolo precedente, al Paradosso di
Rudner. Entrambe queste vie d’uscita, argomenta Douglas, hanno in comune
la conclusione che la comunita` scientifica non debba interessarsi a questioni
che vanno al di la` dei propri ristretti confini disciplinari. Mi concentrero` in
particolare sulla seconda proposta, formulata da Jeffrey, la cui intuizione di
base viene tuttora riformulata dai difensori della neutralita` della scienza e
del value free ideal (come Betz nel 2013). Questa seconda posizione teorica,
inoltre, ha certamente un ruolo piu` determinante nell’ambito di indagine
della legittima divisione dei lavori tra policy making e scientific advisory.
Prima di dedicarmi a un’analisi dettagliata di tale modello, ricostruisco pero`
di seguito brevemente la struttura del primo contro argomento alla tesi di
Rudner e Churchman.
4.1 Valori legittimi e illegittimi: la categoria
dei valori epistemici
L’idea che alcuni valori siano “interni” alla scienza, mentre altri si estendano
a considerazioni etiche e sociali, fu espressa per la prima volta da Churchman
nello stesso articolo del 1956 gia` citato nel capitolo precedente. Limitando
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in qualche modo la portata del proprio argomento, l’autore ammetteva che,
quando l’accettazione di un’ipotesi scientifica non ha alcun impatto o conse-
guenza pratica, gli scienziati avrebbero dovuto basare la propria decisione su
elementi o valori interni all’indagine scientifica. Tra questi valori, che posso-
no guidare la scelta tra ipotesi scientifiche, Churchman elencava 1) maggior
numero di osservazioni empiriche; 2) piu` vasto ambito di applicazione del
modello concettuale; 3) semplicita`; 4) precisione del linguaggio e 5) accura-
tezza dell’attribuzione di probabilita`. Questa lista di valori, con aggiunte e
modifiche, diventera` nota come l’insieme dei “valori epistemici”.
Isaac Levi, infatti, nel 1960, trasse e isolo` dall’argomento di Churchman
le sue piu` radicali conseguenze, sostenendo che gli scienziati dovessero basare
le proprie decisioni sull’accettazione delle ipotesi scientifiche unicamente sui
valori epistemici indicati da Churchman. Tali valori, di conseguenza, diventa-
vano gli unici legittimamente utilizzabili nell’inferenza scientifica, che si basa
a parere dell’autore sull’accettazione di uno specifico “canone di inferenza”
che appunto delimita l’intrusione di considerazioni valoriali:
When a scientist commits himself to certain “scientific” stan-
dards of inference, he does, in a sense, commit himself to certain
normative principles. He is obligated to accept the validity of cer-
tain types of inference and to deny the validity of others. (...) In
other words, the canons of inference might require of each scienti-
st qua scientist that he have the same attitudes, assign the same
utilities, or take each mistake with the same degree of seriousness
as every other scientist. (...) [It is not the case] that the scien-
tist qua scientist makes no value judgment but that given his
commitment to the canons of inference he need make no further
value judgments in order to decide which hypotheses to accept
and which to reject.
Se lo scopo della scienza, come sostenuto da Levi, e` “rimpiazzare il dubbio
con la certezza”, valori epistemici come la semplicita`, il potere esplicativo
o la fertilita` sono sufficienti per fornire agli scienziati criteri di decisione;
dunque, gli scienziati non dovrebbero impiegare altri criteri, basati su valori
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etici, considerazioni sociali e possibili conseguenze pratiche dell’accettazione
delle ipotesi scientifiche. Questa posizione divenne dominante nei decenni
successivi in filosofia della scienza, e perfino piu` influente della proposta di
Jeffrey di separare l’ambito della policy making da quello della stima delle
probabilita`. Come Douglas illustra efficacemente, infatti, gran parte degli
sforzi teorici e dei dibattiti successivi in filosofia della scienza si concentrarono
soprattutto sull’opportuna definizione e delimitazione di un insieme accurato
ed esaustivo di valori epistemici.
Tale svolta, a parere di Douglas, risulta evidente e ormai cristallizza-
ta anche in Kuhn, che nonostante una potente storicizzazione dell’impresa
scientifica sostenne che la comunita` scientifica fosse meglio compresa e stu-
diata come separata dalla societa` circostante. I cambiamenti di paradigma
sono nell’ottica di Kuhn sempre motivati da lotte interne alla comunita` scien-
tifica, che e` ripetutamente descritta come spesso e dedita a risolvere “puzzle”
isolati dai problemi, bisogni e valori della societa` circostante. A partire da
Kuhn, Douglas sintetizza, l’ambito della filosofia della scienza si restrinse
unicamente a questioni interne alla scienza, come la natura del cambiamento
di paradigma, il dibattito sul realismo o problemi pertinenti ad aree speci-
fiche. La tematica dei valori rimase circoscritta ai valori interni, o appunto
epistemici, come testimonia il lavoro di Larry Laudan (il suo Science and
Value del 1984). Distinzione e demarcazioni, d’altro canto, riproposte anche
da McMullin nel 1983 e da Lacey nel 1999.
4.2 La proposta di Jeffrey
In questa sezione analizzero` una diversa via d’uscita al Pardosso di Rudner
formulata per la prima volta da Richard Jeffrey. Sebbene il mio bilancio con-
clusivo sul modello di Jeffrey non sara` positivo, ritengo che questa proposta,
se adeguatamente interpretata, contenga importanti intuizioni e indicazioni
per elaborare un paradigma appropriato del rapporto tra informazioni scien-
tifiche (o meglio, nello specifico, probabilistiche) e considerazioni di valore
nell’ambito della scientific advisory. Nonostante cio`, la risposta di Jeffrey al-
l’argomento del rischio induttivo si colloca pur sempre in una prospettiva
63
che mira a mostrare come un’esclusione dell’orizzonte dei valori dalla prassi
scientifica sia perseguibile e auspicabile, un presupposto che intendo invece
attaccare in questo lavoro di tesi, poiche´ incompatibile con una riflessione
critica sul ruolo della scientific advisory. Per questo motivo, per trarre delle
considerazioni e degli spunti utili dal modello di Jeffrey, occorre in primo
luogo discutere la concezione di probabilita` che l’autore utilizza nella sua
riflessione sull’accettazione delle ipotesi scientifiche. Il riferimento a questa
prospettiva rendera` fin da subito chiaro che il mito dell’oggettivita` della scien-
za e` destinato a rimanere tale, e che il value-free ideal non puo` essere difeso
in modo conclusivo nella proposta di Jeffrey.
4.2.1 Interpretazione frequentista e soggettivista del
concetto di probabilita`
Prima di illustrare nel dettaglio la posizione di Jeffrey, e` necessario introdurre
alcune precisazioni sulla nozione di rischio e su quella, ad esso intrinsecamen-
te legata, probabilita`. Nei capitoli precedenti, concetti come la magnitudine
di un rischio e le generiche “probabilita`” fornite dallo scienziato come ri-
sultato dell’esperimento condotto sono state implicitamente trattate come
proprieta` “oggettive” del fenomeno naturale in questione. In altre parole,
la probabilita` di un’ipotesi statistica come “fumare causa il cancro” e` stata
interpretata come la misura di una frequenza all’interno della popolazione
target. Il problema della traduzione, sottolineato da Rudner, emerge per via
di una impossibilita` di principio di verificare o falsificare una simile ipotesi
statistica, e, in seguito, a causa della discrepanza tra le misure di probabi-
lita` che lo scienziato ottiene come risultato dell’esperimento e le valutazioni
meno “raffinate” che e` invece chiamato a fornire nell’ambito della consulen-
za scientifica. Questo argomento si basa su una caratterizzazione oggettivista
della probabilita` in termini di frequenza: la probabilita` di un evento E e`
interpretata come la frequenza relativa dell’occorrere di E in un’opportuna
classe di riferimento, e rispetto a un insieme di esperimenti ripetuti. Non e`
difficile notare come il paradosso evidenziato da Rudner si fondi in gran parte
su questa interpretazione intesa: solo se la probabilita` e` una proprieta` ogget-
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tivamente misurabile dell’ipotesi scientifica in questione, infatti, la presenza
di giudizi di valore e considerazioni soggettive nell’espressione della misura
della probabilita` appare come uno sconfinamento problematico.
L’interpretazione frequentista della probabilita` non e` pero` l’unica am-
missibile ne´ quella standard: in particolare, l’interpretazione soggettivista, o
personalista o Bayesiana si presenta come l’alternativa piu` diffusa alla po-
sizione sopra illustrata. Secondo questa caratterizzazione della probabilita`,
che non ricostruisco qui nei suoi dettagli tecnici, la probabilita` di un evento
E e` definita come la misura del livello di confidenza di credenza di un agente
in E. Questa interpretazione si riferisce alla credenza razionale, ed e` quindi
successivamente implementata da opportuni criteri di consistenza che i livelli
di confidenza o di credenza espressi da un agente devono rispettare; questi
requisiti variano a seconda che il livello di confidenza venga interpretato come
una misura dell’incertezza di un agente sugli stati del mondo (in altre parole,
come una proprieta` dei giudizi espressi dall’agente) o come gradi soggettivi
di credenza (come proprieta` della mente dell’agente)1.
Questa diversa caratterizzazione della nozione di probabilita`, come si ve-
dra` meglio in seguito, e` sfruttata da Jeffrey per risolvere il paradosso di
Rudner. Gia` a partire da questa sommaria esposizione, pero`, e` possibile in-
tuire come, nell’ambito dell’interpretazione bayesiana, la presenza di elementi
soggettivi nella valutazione della probabilita` non costituisca un fattore pro-
blematico, ma sia anzi incorporata nella definizione stessa della misura di
probabilita`. Se la probabilita` di un evento e e` infatti definita come la creden-
za soggettiva dello scienziato, l’inconsistenza logica di fondo, riconosciuta
da Rudner come intrinseca nella struttura delle ipotesi statistiche, sembra
infatti dissolversi. D’altra parte, comincio ad anticipare che la prospettiva
bayesiana adottata da Jeffery puo` anche fornire un ulteriore appiglio per
quanti sostengono che la valutazione personale e soggettiva dello scienziato
permanga nella consulenza tecnica, anche qualora la divisione dei lavori pro-
posta da Jeffrey venga realmente messa in pratica. Questa obiezione e, a mio
parere, decisiva per mostrare come il modello di Jeffrey non costituisca un
1Non e` necessario allo scopo di questo lavoro illustrare nei dettagli le diverse posizioni
soggettiviste. Per una ricostruzione formale di queste posizioni, si veda Binmore (2009).
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vero contro argomento alla tesi di Rudner sulla inevitabile commistione tra
il piano dei valori e quello della scienza. In particolare, Jeffrey, e autori suc-
cessivi che ne ripropongono lo schema, falliscono nel riabilitare il value-free
ideal dall’argomento del rischio induttivo. Nonostante cio`, ritengo indispen-
sabile trattare nei dettagli la posizione di Jeffrey, in primo luogo per via della
sua enorme influenza, che continua ancora oggi nei dibattiti sul ruolo della
scientific advisory. Inoltre, il modello di divisione dei lavori che esporro` in
seguito contiene alcuni suggerimenti interessanti che, interpretati al di fuori
di tale scopo argomentativo, risultano di particolare efficacia nel costruire
una proposta positiva a partire dalle conclusioni di Rudner.
Vorrei infine notare che, come nel caso presentato nel Capitolo 1 sulla
controversia Bernoulli-D’Alembert, ancora una volta posizioni opposte nella
portata filosofica e nelle conseguenze pratiche sono inscindibilmente legate
alla definizione di alcuni concetti chiave nella teoria della probabilita`, e alla
diversa interpretazione dei suoi capisaldi teorici. La questione della gestione
del rischio e del peso relativo e legittimo delle informazioni scientifiche e
dei giudizi di valore non possono quindi essere adeguatamente esaminate
senza riferirsi al dibattito sulla corretta caratterizzazione di queste nozioni
probabilistiche.
4.2.2 L’argomento di Jeffrey
La proposta di Jeffrey si articola come una risposta all’articolo pubblicato
da Rudner nel 1953 ed e` illustrata nel breve articolo del 1956 “Valuation
and Acceptance of Scientific Hypotheses”. Il punto di partenza di Jeffrey,
nonostante la fondamentale differenza teorica nell’interpretazione intesa della
nozione di probabilita`, e` la stessa impalcatura tecnica fomulata da Fisher
e Neyman e Parson per testare un’ipotesi statistica, nella cui struttura, a
parere di Rudner, si cela un nodo problematico inevitabile per le pretese di
oggettivita` della consulenza scientifica.
Richiamando le considerazioni di Neyman e Parson sul Tipo 1 e Tipo 2 di
errore, Jeffrey argomenta che la questione dell’accettare o respingere di un’i-
potesi statistica va trattata come una questione di calcolo dell’utilita` attesa,
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una procedura che ho gia` illustrato in precedenza definendo la cost-benefit
analysis. In altre parole, per decidere se un’ipotesi scientifica debba essere
accettata, Jeffrey propone di procedere come segue: 1) calcolare l’utilita` at-
tesa della strategia A =accettare l’ipotesi e R =non accettare (o refutare)
l’ipotesi; 2) scegliere l’alternativa che massimizza l’utilita` attesa. Il problema
di scelta cos`ı formulato puo` essere quindi illustrato attraverso la seguente
matrice di decisione2:
H e` vera (p) H e` falsa (1-p)
accettare H (A) u1 u2
refutare H (R) u3 u4
Dove u1 rappresenta la corretta accettazione, u2 la falsa accettazione, u3
la falsa refutazione e u4 la corretta refutazione.
A questo punto, possiamo calcolare con la solita procedura della massi-
mizzazione dell’utilita` attesa le condizioni di accettazione di H: l’ipotesi H
va accettata se e solo se EU(A) > EU(R), cioe` p × (u1) + (1 − p) × (u2) >
p× u3 + (1− p)× u4.
E` a questo punto che l’argomento della “divisione del lavoro”, come de-
finito sarcasticamente da Levi (1960) nella sua critica a Jeffrey, puo` trovare
applicazione. Il compito dello scienziato, Jeffrey argomenta, e` limitato a for-
nire le probabilita` p e 1− p, cioe` le probabilita` che l’ipotesi sia vera o falsa,
dato un certo risultato sperimentale. La misura delle utilita`, che riflette la
stima della gravita` e delle conseguenze connesse al compiere uno dei due tipi
di errore, e` invece fornita dal “policy maker”, e puo` riflettere ad esempio,
dopo adeguate procedure consultive, un’aggregazione dei giudizi di valore
espressi dai cittadini. In questa soluzione, Jeffrey sostiene, non ci sarebbe
alcun problema teorico: il ruolo dello scienziato, e della scientific advisory
in generale, si ridurrebbero al fornire le probabilita`, che possono essere in-
terpretate come il grado soggettivo di credenza del pannello scientifico dopo
2Come si puo` notare, ritroviamo in questa soluzione un’intuizione gia` elaborata da
Neyman e Parson: l’accettazione o falsificazione di un’ipotesi scientifica dipendono dalla
stima della gravita` dell’accettarla quando e` falsa o nel ritenerla falsificata quando e` vera. In
particolare, nella matrice di decisione, Errore di Tipo 1= falsa refutazione, mentre Errore
di Tipo 2= falsa accettazione.
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che un’indagine sperimentale e` stata condotta. Non pertiene invece alla con-
sulenza esperta accettare o respingere un’ipotesi, poiche´ delle considerazioni
di valore (la determinazione dell’utilita` degli esiti) devono necessariamente
entrare in gioco per compiere questo passo ulteriore: il ruolo legittimo del
policy maker si attesta proprio a questo livello della procedura decisionale,
con una chiara distinzione e definizione dei compiti e degli ambiti di azione
tra “informazione scientifica” e “giudizi di valore”.
Prima di passare ad analizzare i problemi che questa soluzione apparen-
temente convincente e intuitivamente sensata presenta, concludo con una
considerazione sul ruolo del punto di vista “soggettivo” dello scienziato nel
fornire la consulenza scientifica. L’interpretazione implicita nell’argomento
di Jeffrey, infatti, consente di considerare le informazioni scientifiche come
semplice espressione del grado di confidenza e delle credenze dello scienziato,
senza quindi richiedere o presumere che il parere esperto sia oggettivo o neu-
trale e che detenga per questo motivo un primato o una posizione privilegiata
nel processo decisionale. Questa conclusione potrebbe essere articolata come
un definitivo rifiuto del presupposto dell’oggettivita` della scienza e del mito
della scienza priva di valori, e costituisce a mio avviso un punto di partenza
molto promettente per un’analisi coerente e adeguata della prassi della scien-
tific advisory. Solo una volta che questa posizione teorica sia stata accettata,
infatti, un dibattito proficuo sui limiti e l’adeguatezza del parere scientifico
puo` essere condotto senza incorrere negli argomenti presentati alla fine del
Capitolo 3 e nel Capitolo 4, che sostengono rispettivamente un primato “na-
turale” del parere scientifico rispetto ai giudizi di valore o la paradossalita`
del ruolo dei valori nella consulenza scientifica. D’altra parte, questa stessa
ammissione sembra confermare la portata del paradosso di Rudner; a mio
avviso, pero`, tale conclusione e` meglio interpretata “alla Jeffrey” come un
caveat, piuttosto che nella sua portata pessimistica “alla Rudner”: proprio
perche´, nel fornire una distribuzione di probabilita`, e` impossibile non incor-
porare valutazione soggettiva, tale dimensione deve essere adeguatamente
riconosciuta e giustificata.
L’argomento di Jeffrey, sebbene non influente in filosofia della scienza
come la distinzione tra valori epistemici e “etici”, ha nondimeno avuto largo
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seguito. Nel 1983, ad esempio, McMullin la riecheggia nella sua riaffermazione
del mito dell’oggettivita` della scienza e del value-free ideal:
If theory is being applied to practical ends, and the theo-
retical alternatives carry with them outcomes of different value
to the agents concerned, we have the typical decision-theoretic
grid involving not only likelihood estimates but also “utilities”
of one sort or another. Such utilities are irrelevant o theoretical
science proper and the scientist is not called upon to make value-
judgments in their regard as part of his scientific work.... The
conclusion that Rudner draws from his analysis of hypothesis-
acceptance is that “a science of ethics is a necessary requirement if
science’s happy progress toward objectivity is to be continuous.”
But scientists are (happily!) not called upon to “accept” hypo-
theses in the sense he is presupposing, and so his conclusion does
not go through.
In particolare, pero`, il modello di Jeffrey ha avuto moltissima fortuna nel
dibattito contemporaneo sul ruolo consultivo del parere scientifico in questio-
ni di immediata e evidente portata pratica come il cambiamento climatico.
In questo senso, e` chiaro come questa proposta possa mantenere una forte
attrattiva teorica e pratica. Tornero` su questo caso specifico nella sezione
successiva, esponendo i problemi legati all’argomento qui analizzato.
4.3 Alcuni problemi nella proposta di Jeffrey
La proposta di Jeffrey sembra offrire una soluzione “pulita” e autoeviden-
te al problema della divisione dei compiti tra pannelli scientifici e policy
maker nella scelta sociale, attraverso la distinzione di dominio tra probabi-
lita` soggettive (che esprimono cioe`, nell’interpretazione bayesiana, il livello
di confidenza dello scienziato data l’evidenza del risultato sperimentale) e
determinazione dell’utilita` delle conseguenze. Non mi soffermero` in questa
sede sulla questione, interna alla policy making, di come la desiderabilita` di
un esito possa essere adeguatamente calcolata tenendo in considerazione le
69
preferenze dei cittadini, mediante diverse procedure di aggregazione e legit-
timazione. Mi limitero` pertanto ad analizzare la logica alla base di questa
divisione dei rispettivi ambiti di competenza suggerita da Jeffrey.
Preliminarmente alla discussione di alcuni problemi specifici nella propo-
sta di Jeffrey, vorrei ricordare che la sua adeguatezza nel sostenere l’idea di
una scienza priva di valori e gia` stato messo in discussione dalla specifica
nozione di probabilita` che Jeffrey utilizza, e che ho analizzato nella Sezione
4.2.1. Se le informazioni riguardanti le probabilita`, che sono di pertinenza
dello scienziato, sono infatti dei giudizi di credenza soggettivi, e` inevitabi-
le che esse contengano anche giudizi di valore, riflettendo ancora una volta
preoccupazioni e considerazioni legate all’accettazione o al rifiuto dell’ipo-
tesi. L’argomento del rischio induttivo, dunque, non viene scalfito e anzi si
ripropone nel pur limitato ruolo attribuito da Jeffrey al parere scientifico.
Oltre a questo problema fondamentale, il modello di Jeffrey ha pero` an-
che altri punti critici, che e` necessario esaminare per trarne degli spunti
propositivi per il tema in esame.
4.3.1 Comunicazione e traduzione
Il primo problema dell’apparentemente semplice procedura illustrata da Jef-
frey puo` essere illustrato a partire dalle considerazioni esposte nel capitolo
precedente, dove avevo posto la questione della comunicazione tra i pannelli
scientifici e la cittadinanza, o l’organo decisionale rispetto a cui tale pannello
scientifico e chiamato a svolgere un ruolo consultivo. Se, nell’interpretazione
soggettivista, le probabilita` non esprimono altro che un giudizio di confiden-
za, e` evidente che, come nota Steele, nell’ambito della comune prassi della
scientific advisory queste “informazioni” non siano recepite allo stesso modo
dalla controparte costituita dal policy maker (o, in generale, dal “pubblico”).
Proprio la loro connotazione in termini di “informazioni”, piuttosto che di
giudizi, conferisce al parere esperto, espresso nella forma di misure di probabi-
lita`, un ruolo e un peso diverso da quello di semplici dichiarazioni del “livello
di confidenza”. Al di la` di questa difficolta` comunicativa di fondo, Steele os-
serva che, per ragioni pratiche connaturate alla scientific advisory, i giudizi
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di probabilita` e, piu` in generale, i risultati di un esperimento scientifico, non
possono essere comunicati nei termini che sarebbero adeguati per illustrare
il livello di complessita` e il derivante grado di incertezza dello scienziato. Per
quanto la comunicazione sia “raffinata”, e le cautele nel fornire consulenze
siano improntate all’attenzione e al rispetto dei rispettivi ruoli, e` inevitabile
che il parere espresso da un comitato scientifico non possa ripercorrere nei
dettagli il design e la struttura di un esperimento o di un’indagine. Un pro-
blema di “traduzione” in altre parole, che sembra essere inevitabile dato il
diverso livello di competenza dei due partner della comunicazione, minaccia
il facile svolgimento della procedura illustrata da Jeffrey. Le richieste legitti-
me di comprensibilita`, sintesi e accessibilita` sono infatti incompatibili con la
possibilita` che lo scienziato non esprima effettivamente nient’altro che i suoi
giudizi di confidenza soggettivi, perche´ il linguaggio in cui la consulenza e`
formulata e` piu` “rozzo” di quello che cattura il grado di credenza.
Betz e la “careful articulation of uncertainty”
Nonostante le difficolta` pratiche e metodologiche evidenziate da Steele, il pro-
blema della corretta comunicazione dei giudizi di probabilita` e` stato utilizzato
come argomento per riproporre la tesi del value free ideal. In particolare Be-
tz, in un articolo del 2013, sostiene che gli scienziati e i pannelli scientifici,
attraverso un’appropriata articolazione dell’incertezza sulle distribuzioni di
probabilita`, possano superare il paradosso di Rudner. In particolare, sostiene
Betz, sarebbe possibile per la comunita` scientifica attenersi unicamente al
“fornire le probabilita`”, come teorizzato dal modello di Jeffrey: della corret-
ta interpretazione di tali giudizi di probabilita` da parte del pubblico e del
“policy maker”, infatti, puo` farsi carico una prassi comunicativa precisa con-
divisa. A questo punto, se il problema comunicativo viene adeguatamente
risolto, Betz puo` concludere che lo scienziato, nel valutare che misura di pro-
babilita` associare alla proposizione “l’ipotesi H e vera”, non deve prendere in
considerazione o essere influenzato da altri valori che non siano quelli episte-
mici. L’argomento del rischio induttivo, pertanto, perderebbe il suo mordente
poiche´ una delle premesse verrebbe a cadere.
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L’argomento di Betz e` articolato come una risposta al problema sollevato
da Douglas, che, in linea con le preoccupazioni esposte da Steele, sostiene che
una dimensione di arbitrarieta` sia intrinsecamente connaturata alla comuni-
cazione scientifica, specialmente quando i giudizi di probabilita` coinvolgono
modelli predittivi molto complessi e molteplici variabili. In tali casi, e` ine-
vitabile che la comunicazione, e la stessa costruzione di giudizi univoci di
probabilita`, debba piegarsi a delle semplificazioni e formulazioni arbitrarie.
L’esempio piu` lampante di questa difficolta` comunicativa evidenziata da
Douglas e Steele e` quello dei modelli climatici come i General Circulation
Models, delle simulazioni che a partire da condizioni iniziali (i dati attuali
relativi al clima) modellano scenari futuri a scopo predittivo. La complessita`
e la quantita` delle variabili rilevanti rende questi modelli di difficile interpre-
tazione, come nota Winsberg (2012): basti pensare che il risultato considerato
conclusivo si basa su un calcolo statistico dei dati ottenuti da differenti simu-
lazioni al computer, ognuna con diverse condizioni di partenza e parametri
di variazione (per questo tali modelli sono anche definiti ensamble models).
E per in riferimento a questo esempio specifico che Betz illustra la sua
proposta: un’accurata a articolazione e formulazione dell’incertezza puo` eli-
minare ogni arbitrarieta` nei giudizi di probabilita` espressi dagli scienziati,
eliminando la necessita` di ogni “decisione” da parte dello scienziato, che do-
vrebbe inevitabilmente coinvolgere valori non epistemici. Beitz prende come
esempio virtuoso di adeguata comunicazione scientifica i report dell’IPCC
(Intergovernemental Panel on Climate Change), che ogni anno sintetizza e
riporta le previsioni e le stime sul cambiamento climatico. Il linguaggio del
report, per evitare ogni tipo di arbitrarieta` e fraintendimento, e` improntato
a precise regole e convenzioni che fanno riferimento a un modello condiviso
dalla comunita` scientifica e da ogni pannello decisionale o consultivo che uti-
lizzi i dati dell’IPCC. Il seguente passo, tratto dall’annual report del 2010, e
relativo alle possibili relazioni tra emissione di gas serra e aumento delle tem-
perature medie, e costituisce un’illustrazione significativa della “correttezza
comunicativa” auspicata da Betz:
Global mean temperatures will continue to rise over the 21st
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century if greenhouse gas emissions continue unabated. . . With
respect to preindustrial conditions, global temperatures averaged
in the period 2081–2100 are projected to likely exceed 1.5◦C above
preindustrial for RCP4.5, RCP6.0 and RCP8.5 (high confidence)
and are likely to exceed 2◦C above preindustrial for RCP6.0 and
RCP8.5 (high confidence). Temperature change above 2◦C under
RCP2.6 is unlikely (medium confidence). Warming above 4◦C by
2081–2100 is unlikely in all RCPs (high confidence) except for
RCP8.5 where it is as likely as not (medium confidence).
E` immediato notare come in questo caso diversi gradi di confidenza nelle
misure di probabilita`siano definiti attraverso l’impiego delle denominazioni
“high”, “medium” e “low” confidence che definiscono la quantita` e l’affidabi-
lita` dei modelli che riportano questa distribuzione di probabilita`. Inoltre, le
stime riportate da modelli e simulazioni alternative sono indicati specifica-
tamente, riducendo cos`ı ancora di piu` ogni compito di sintesi da parte dello
scienziato. Betz argomenta che, impiegando metodi come quello in uso nell’I-
PCC, e introducendoli nella prassi della comunicazione scientifica, l’argomen-
to di Jeffrey, per cui lo scienziato deve limitarsi a fornire una distribuzione di
probabili, puo` essere messa in pratica in un modello di divisione dei lavori tra
scienziato e policy maker. L’inferenza scientifica, in questo senso, non deve
occuparsi di valori che non siano quelli epistemici, e il value-free ideal torna
ad essere, grazie ad opportune accortezze metodologiche, un ideale difendibile
dagli attacchi “alla Rudner”.
La proposta di Betz, che si caratterizza sostanzialmente come una mes-
sa a punto dell’argomento di Jeffrey, non e` ovviamente priva di problemi.
Innanzitutto si potrebbe obiettare, con Steele e Douglas, che, per quanto
precisamente definita e “raffinata”, qualsiasi tassonomia e classificazione im-
pone necessariamente una forma di arbitarieta`. Uno scienziato, pertanto,
nel riportare se una certa distribuzione di probabilita` sia da definire come
“medium” o “high” confidence deve compiere una scelta, e questa scelta zar
inevitabilmente influenzata da valori non epistemici, dal momento che, come
nel caso qui illustrato dell’IPCC, le informazioni riportate avranno un’ovvia
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portata pratica.
Una seconda critica alla posizione di Betz concerne piu` direttamente il
problema della scientific advisory. Il corretto modello di comunicazione auspi-
cato da Betz, di cui il report dell’IPCC costituisce un esempio quasi ottimale,
risulta decisamente oscuro e di difficile comprensione al di fuori di una ri-
stretta comunita` di esperti. Puo` davvero un tipo di comunicazione del parere
scientifico di questo tipo essere funzionale e utile come consulenza al poli-
cy maker? Oltre a tale questione preliminare, che potrebbe essere in linea
di principio risolta con la richiesta che il policy maker stesso sia sufficiente-
mente competente, si pone poi il problema della cittadinanza o del pubblico.
Come Kitcher (2002) argomenta, un modello di “buona scienza” deve neces-
sariamente coinvolgere un dibattito pi ampio sulle conseguenze pratiche della
ricerca scientifica. Se le informazioni vengono per divulgate unicamente come
auspicato da Betz, esse non sarebbero accessibili a un pubblico non esperto,
imponendo all’attenzione quesiti determinanti per la democrazia e l’equita`.
A questo punto, conclude Kitcher, saremmo di fronte ad un bivio: o i risul-
tati della ricerca scientifica andrebbero nuovamente “ritradotti” per essere
comprensibili al cittadino medio, oppure, idealmente, la formazione di un
cittadino medio dovrebbe formare alla comprensione di ognuno di questi tec-
nicismi. Se nel primo caso il Paradosso di Rudner non farebbe che riproporsi
ad un livello successivo, nel secondo caso (che risulta, oltretutto, difficilmen-
te raggiungibile nella pratica, data la varieta` di nozioni scientifiche rilevanti
alla policy making) verrebbe quasi a cadere la prassi della scientific advisory,
dal momento che la comunita` scientifica coinciderebbe sostanzialmente con
l’intera comunita`.
Concludo con alcune osservazioni a margine di questa discussione sulle
modalita` adeguate di comunicare l’evidenza relativa al cambiamento clima-
tico al policy maker. Come Frigg e Hegelson (2015) notano efficacemente,
questo ambito e` indubbiamente uno di quelli in cui i problemi posti dalla
scientific advisory si manifestano con maggiore acutezza e drammaticita`. Da
un lato, viste le gravissime e irreversibili conseguenze che potrebbero deriva-
re da alterazioni anche minime del clima terrestre, la richiesta alla comunita`
scientifica di previsioni, dati e vere e proprie indicazioni su che strategie pre-
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ventive adottare e` quantomai pressante e continua. D’altro canto, in poche
questioni come il cambiamento climatico la scienza e` ancora inadeguata nel
fornire informazioni, modelli e previsioni sufficientemente fondati, coerenti
e robusti. Come i due autori portano all’attenzione, gran parte dei modelli
standard utilizzati funzionano solo localmente o entro un range tempora-
le molto limitato, e le diverse tecniche di comparazione e aggregazione dei
modelli forniti dall’IPCC e da altri pannelli consultivi e di ricerca risulta-
no altamente problematiche e spesso arbitrarie. In aggiunta alle difficolta`
scientifiche ed epistemiche connaturate alla questione del cambiamento cli-
matico, le soluzioni in termini di policy making sono quantomai controverse
e dibattute. Come Broome (2014) illustra, la questione di quali siano i no-
stri doveri morali rispetto alla prevenzione del cambiamento climatico risulta
molto complessa e sfaccettata. Vi sono in gioco, infatti, principi morali con-
trastanti e indicazioni non univoche sulle nostre responsabilita` nei confronti
delle generazioni future, quale modello di giustizia retributiva o condivisione
degli svantaggi dovrebbe essere applicato per legiferare sulla riduzione delle
quote di emissione di gas serra, e cos via. Data la specificita` e complessita`
della questione della scientific advisory in rapporto alla tematica del cam-
biamento climatico, non posso in questo lavoro di tesi dedicare alle diverse
istanze portate all’attenzione da Broome, Frigg e Hegelson lo spazio che me-
riterebbero. Mi limito dunque ad osservare che la proposta di Betz si scontra
con l’evidenza inoppugnabile che l’inadeguatezza dei modelli scientifici ha
necessariamente bisogno, per una sua interpretazione, una guida “morale”
che non e` assolutamente riducibile a una buona pratica comunicativa.
Cio` che in questa prima sezione ho voluto evidenziare e` che la comu-
nicazione della consulenza scientifica, per ragioni di incompatibilita` tra la
complessita` dei risultati ottenuti e le necessita` pratiche di utilizzo delle in-
formazioni ottenute, risulta molto piu` problematica di quanto ammesso da
Jeffrey. In particolare, le esigenze di comprensibilita` e la richiesta di valu-
tazioni che possano fornire da guida all’azione contengono una tensione di
fondo rispetto al desideratum di Jeffrey, che impone di esprimere solo il livello
di confidenza soggettivo nei risultati sperimentali.
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4.3.2 Il criterio di massimizzazione dell’utilita` attesa
I problemi illustrati nella sezione precedente potrebbero essere considerati
superabili o, per lo meno, inessenziali rispetto alla posizione teorica espo-
sta da Jeffrey. Se il tema dell’intreccio tra parere scientifico e considerazioni
di valore si limitasse a una questione comunicativa, per quanto complessa
e connaturata alla prassi in esame, la soluzione sembrerebbe dopotutto a
portata di mano. Quello a cui una regolamentazione adeguata della scienti-
fic advisory dovrebbe mirare, infatti, sarebbe una riduzione progressiva del
divario comunicativo e, di conseguenza, delle derivanti incomprensioni. Una
formazione corretta della cittadinanza, dei policy maker e degli stessi pannelli
consultivi potrebbe, in un progetto piu` a lungo termine, rendere i soggetti
coinvolti coscienti del valore e del peso da attribuire alle informazioni scien-
tifiche, eliminando quella incompatibilita` di richieste e aspettative che e` alla
base di molti dei problemi sopra esposti. Potremmo, in altre parole, lasciarci
convincere dalle posizioni di Betz e ritenere le perplessita` poste da Kitcher
superabili. Sebbene un lavoro in tale direzione sarebbe ovviamente necessario
e auspicabile, esso non esaurirebbe, a mio avviso, la questione della divisione
delle competenze tra parere scientifico e giudizi di valore nella gestione del
rischio nella scelta sociale. In particolare, ritengo che alla base della solu-
zione di Jeffrey, e delle procedure di risk managing piu` in generale, vi sia
un presupposto teorico, il criterio della massimizzazione dell’utilita` attesa
(o la minimizzazione dei rischi previsti), che non puo` essere acriticamente
impiegato senza minare l’obiettivo di una distinzione legittima dei ruoli.
La proposta di Jeffrey si basa su un’apparente e perfetta simmetria tra
scienziato e policy maker, riflessa nella distinzione tra probabilita` e utilita`. E`
immediato pero` notare che, una volta che questi dati sono stati inseriti nella
matrice dalla controparte appropriata, la decisione sulla strategia da adottare
e` determinata dal calcolo dell’utilita` attesa, e, nello specifico, e` improntata
al principio di massimizzazione. Se esprimere le probabilita` e` compito dello
scienziato, mentre la valutazione delle utilita` delle conseguenze pertiene al
policy maker, chi fornisce il criterio di decisione? In altre parole, chi fornisce,
e dunque, qual e` la fonte della legittimita`, del criterio di massimizzazione
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dell’utilita` attesa?
Questa domanda potrebbe apparire, se richiamiamo alla memoria l’argo-
mento di Bernoulli, inopportuna e scontata. Sembrerebbe infatti un principio
basilare e una caratterizzazione intuitiva della razionalita` agire nel modo piu`
efficace possibile per il raggiungimento degli esiti piu` desiderabili. Cosa defi-
nisce un comportamento ragionevole se non tenere conto delle informazioni
disponibili e, una volta che queste siano state soppesate, mettere in atto
la strategia migliore per realizzare i propri obiettivi? Una giustificazione di
questo principio puramente strumentale non puo` che esaurirsi in un appello
all’auto-evidenza. Nonostante questa apparente “stabilita`” del principio di
massimizzazione, una procedura di decisione che si fondi su questo criterio
nasconde in realta` un importante presupposto teorico che non e`, a mio parere,
altrettanto auto-evidente e inattaccabile.
Per illustrare questo punto, e` utile tornare agli esempi di critica all’im-
piego della cost-benefit analysis riportati nel Capitolo 3. In entrambi i casi,
il fulcro delle obiezioni era la presenza di valori ritenuti incommensurabi-
li rispetto all’interesse economico o, in termini piu` precisi, la denuncia di
un’incomparabilita` tra le possibili conseguenze di una decisione. Questa in-
tuizione, che si e` dimostrata particolarmente persistente, puo` essere tradotta
nella critica alla riduzione a un’unica misura, quella dell’utilita`, di esiti di
diversa natura e “peso”. Anche se la determinazione dell’utilita` degli esiti
si basa unicamente sull’ordine di preferenza espresso dagli agenti, la tra-
duzione in termini numerici attraverso una funzione di probabilita` ha delle
conseguenze ben precise sul processo decisionale, che possono non rispettare
le informazioni che saremmo autorizzati a derivare dal semplice comporta-
mento di scelta degli agenti. In generale, la procedura di massimizzazione
dell’utilita` attesa si fonda sul presupposto teorico che tutte le conseguenze
siano commensurabili, traducibili in una misura comune di utilita` e egual-
mente “scontabili” per la probabilita` del loro verificarsi. E` immediato notare,
infatti, come questo requisito sia tecnicamente imprescindibile per il calco-
lo dell’utilita` attesa. Questo assunto, pero`, non rappresenta a mio avviso
una richiesta ragionevole e aproblematica; in particolare, esso costituisce un
passo ulteriore rispetto all’elicitazione delle preferenze individuali a partire
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dai comportamenti di scelta, e necessiterebbe quindi di una giustificazione
convincente che viene omessa nella teoria della decisione standard.
Per illustrare come la “traduzione” delle preferenze sugli esiti in termi-
ni di utilita` e la conseguente applicazione del principio di massimizzazione
possano condurre a una soluzione che non rispetta le preferenze degli agenti,
pensiamo a un caso molto semplificato di scelta sociale come il seguente.
Problema di Decisione. La costruzione di una centrale nucleare ridur-
rebbe notevolmente il costo dell’energia elettrica per l’intera popolazione.
L’esito a =“costruzione della centrale senza effetti collaterali” e` quindi il
preferito dalla maggior parte degli agenti. D’altra parte, la costruzione della
centrale potrebbe condurre anche a gravi conseguenze ambientali e sanitarie,
dal problema dello smaltimento delle scorie alla possibilita` di gravi incidenti;
l’esito b =“costruzione della centrale e seri effetti collaterali” e` quindi il meno
desiderabile. Immaginiamo poi che gli agenti preferiscano l’esito a agli esiti c
e d in cui la centrale non viene costruita e, di conseguenza, i prezzi dell’ener-
gia elettrica si mantengono alti. Il teorema di rappresentazione dell’utilita` ci
consente di rappresentare legittimamente le preferenze espresse dagli agenti
come segue:
Non ci sono effetti collaterali (1-p) Effetti collaterali (p)
costruire la centrale u(a) = 10 u(b) = 0
non costruire la centrale u(c) = 5 u(d) = 5
Immaginiamo ora che il pannello scientifico incaricato di condurre un’a-
nalisi del rischio e fornire un parere esperto stimi la probabilita` p che si
verifichino effetti collaterali come inferiore allo 0.00001%, con un livello di
confidenza superiore al 99%. Il calcolo dell’utilita` attesa imporrebbe dun-
que al policy maker di costruire la centrale in questo semplice case-study. In
realta`, a mio avviso, la soluzione implementata potrebbe non rappresentare
adeguatamente le preferenze dei cittadini, nel caso in cui l’esito b venisse
considerato incomparabilmente peggiore, o non confrontabile, rispetto agli
altri esiti della matrice. L’esito b viene invece semplicemente “scontato” per
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la sua bassa probabilita` di occorrenza: questa, d’altra parte, e` esattamente la
conseguenza dell’applicare il presupposto teorico della riduzione a un’unica
unita` di misura per poi calcolare a quale alternativa e` associata la maggio-
re utilita` attesa. Il risultato del problema di decisione, pero`, potrebbe non
rappresentare piu`, da un punto di vista intuitivo, i giudizi di valore e le con-
siderazioni etiche e morali espresse dai cittadini: il compito di determinare la
desiderabilita` degli esiti in termini di utilita`, in altre parole, non e` sufficiente
a garantire che ai valori presenti nella matrice sia attribuito il peso adeguato.
Non intendo impegnarmi in questa sede nel difendere le tesi di una in-
commensurabilita` di principio tra esiti e dell’inadeguatezza teorica del calcolo
dell’utilita` prevista3. Cio` che va evidenziato, invece, e` che, in specifici contesti
di decisione, una semplice traduzione in “utili” della desiderabilita` delle di-
verse conseguenze sembra non riflettere la valutazione psicologica degli agenti
e puo` intuitivamente condurre a una distorsione delle loro preferenze. In al-
tre parole, in casi di scelta in condizioni di rischio, alcune “informazioni”, ad
esempio il fatto che un esito sia considerato come particolarmente indeside-
rato, non vengono rappresentate nella risultante matrice di decisione. Queste
considerazioni sono dunque volte a suggerire che un criterio di decisione alter-
nativo potrebbe meglio rispecchiare le motivazioni e i giudizi di valore degli
agenti nel limitato e specifico contesto di scelte che comportano gravi rischi
collettivi.
4.4 La divisione dei lavori: un bilancio
La proposta di Jeffrey, finche´ rimane legata ad una procedura di decisio-
ne come la cost-benefit analysis, non costituisce una soluzione soddisfacente
affinche´ i valori in gioco nel problema di scelta siano adeguatamente rap-
presentati. La traduzione della desiderabilita` degli esiti in termini di utilita`,
che e` il compito legittimo attribuito da Jeffrey al policy maker, non assicura
3Questa discussione ci porterebbe infatti molto lontano, dal momento che si fon-
da sul problema dei limiti dell’assioma di completezza nella teoria della decisione. Per
un’esposizione classica delle principali obiezioni all’assioma, si veda Sen (1995).
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che gli effettivi interessi, preoccupazioni e principi morali degli agenti siano
realmente presi in considerazione, dal momento che una bassa stima di pro-
babilita` puo` portare a ridimensionare gli esiti piu` gravi ma remoti. Questo
effetto di distorsione e sottostima e` d’altra parte inevitabile nella logica del
calcolo dell’utilita` attesa e dell’applicazione del principio di massimizzazione.
Nonostante gli aspetti problematici che questa “divisione dei lavori” com-
porta, Jeffrey formula indubbiamente alcune intuizioni indispensabili per co-
struire una proposta di scientific advisory adeguata e convincente. Innanzitut-
to, il presupposto che il parere scientifico, espresso in termini di probabilita`,
rappresenti dell informazioni “oggettive” e neutrali puo` essere finalmente ab-
bandonato. La prospettiva bayesiana in cui l’autore si colloca, infatti, esclude
una volta per tutte che una misura di probabilita` possa ritenersi indipendente
dalle credenze, motivazioni e attitudini dell’individuo che la esprime. In que-
sto senso, la risposta di Jeffrey a Rudner e` stata da molti (uno su tutti, Levi)
considerata insoddisfacente proprio perche´ non riuscirebbe ad eliminare la
componente valoriale dalla pratica, seppur cos`ı convenientemente delimitata
nel suo ambito, della scientific advisory. Come ho gia` accennato in preceden-
za, pero` , e` a mio avviso piu sensato e produttivo interpretare in altro modo
la conclusione di Jeffrey, come un punto di partenza da cui formulare criteri
adeguati per la consulenza scientifica piuttosto che una dichiarazione defini-
tiva di resa. Questa posizione, d’altra parte, puo` essere giustificata dall’ormai
inevitabile e predominante ruolo assunto dalla scientific advisory.
In secondo luogo, viene esplicitato il ruolo fondamentale e imprescindibile
della componente valoriale per ogni decisione di scelta sociale, suggerendo
che la consulenza scientifica e l’ambito della policy making siano entrambe
coinvolte, ma con ruoli distinti, nel processo di decisione. Il primato di default
attribuito al parere scientifico viene cos`ı ridotto attraverso una limitazione
ben precisa del suo ruolo legittimo.
Nel prossimo capitolo illustrero` una risposta alternativa alla questione del
rapporto tra consulenza scientifica e giudizi di valore, cercando di mostrare
come essa risponda alle stesse intuizioni e preoccupazioni che la proposta di
Jeffrey ha il merito di sollevare. In particolare, suggeriro` che una soluzione
adeguata al problema dell’opportuna rappresentazione e caratterizzazione
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dei valori in una matrice di decisione debba basarsi su una formulazione
alternativa del criterio di decisione impiegato.
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Capitolo 5
Il Principio di Precauzione
In questo ultimo capitolo mostrero` come uno specifico criterio di decisione,
il Principio di Precauzione, fornisca un tentativo di risposta soddisfacente
alla questione del ruolo della scientific advisory nell’ambito di problemi di
scelta sociale di grande impatto pubblico. Sebbene tale criterio non sia pri-
vo di contraddizioni interne, problemi di applicazione e controversie sul suo
corretto utilizzo, le motivazioni e istanze di cui si fa carico sono a mio avvi-
so imprescindibili per un dibattito coerente e trasparente sulla gestione dei
rischi collettivi. Piu` che una soluzione conclusiva, dunque, il Principio di Pre-
cauzione deve essere interpretato come una formulazione, ancora imprecisa
e generica, di una serie di linee guida per la scelta sociale in condizioni di
rischio.
5.1 Origini e interpretazioni
Il Principio di Precauzione ha avuto nella sua pur breve storia diverse formu-
lazioni, e il dibattito contemporaneo vede tuttora contrapporsi interpretazio-
ni alternative di questo vago e generico appello alla precauzione, suddivise
in deboli, forti, epistemiche e qualitative. Fornire una definizione largamente
accettata, cos`ı come ricostruire le origini e lo sviluppo delle differenti propo-
ste presenti sul campo risulta pertanto complesso e, a mio avviso, sterile1.
1Sunstein (2005) offre nel suo libro una dettagliata analisi delle formulazioni alterna-
tive del Principio in diversi ambiti giuridici e legislativi, cosi come delle motivazioni e
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Nondimeno, al fine di definire piu` chiaramente a cosa mi riferiro` in quest’ul-
timo capitolo con l’appello a questo criterio, in questa sezione ricostruiro` le
origini del Principio di Precauzione, sia a livello legislativo e giudiziario sia a
livello teorico, e forniro` una panoramica delle sue principali interpretazioni.
5.1.1 Breve storia del Principio di Precauzione
In generale, la richiesta espressa dal Principio di Precauzione e` quella di
affrontare con particolare cautela e, appunto, con uno spirito di prudenza,
decisioni di forte impatto ambientale o di sicurezza e sanita` pubbliche, che
possono comportare eventuali conseguenze gravi o addirittura catastrofiche
e irreversibili. Le prime formulazioni del Principio, che risalgono agli anni
Settanta del secolo scorso, sono coeve alla nascita dei movimenti ecologisti
e ambientalisti, e per questa ragione esso e` stato inizialmente applicato e
discusso solo relativamente a questioni di rischio ambientale. In particola-
re, in ambito giuridico, i primi appelli alla precauzione si riscontrano, negli
Stati Uniti, negli atti di alcune class action della cittadinanza contro enti
responsabili di danni causati dall’inquinamento o dallo smaltimento impro-
prio di rifiuti. In Svezia, nel 1969, compare una formulazione di un criterio,
che viene definito con il nome di “Principio di Precauzione”, nello Swedish
Environmental Protection Act. E` per la Germania ad aprire la strada, negli
anni Ottanta, alla dilagante fortuna legislativa del Principio, incorporando
nelle direttive del Ministero dell’Ambiente un riferimento esplicito alla no-
zione di precauzione, con il nome di Vorsogenprinzip; nello specifico, viene
imposto che un approccio “preventivo” e di precauzione debba essere appli-
cato qualora vi siano rischi nello smaltimento e nella dispersione di sostanze
tossiche.
Dagli anni Ottanta, il Principio di Precauzione ha giocato un ruolo signi-
ficativo nei trattati e negli accordi internazionali, fino a diventare, come nota
Sunstein, “ubiquitous”. Il primo riconoscimento internazionale del Principio
di Precauzione e datato 1982, nella United Nations World Charter for Natu-
re, dove per la prima volta viene esplicitata la peculiare relazione tra questo
giustificazioni di tali differenti definizioni.
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principio e la nozione di incertezza scientifica: “when potential adverse effects
are not fully understood, the activities should not proceed”.
Fin dalle sue origini, la massima espressa dal Principio di Precauzione
si pone dunque in precisa dialettica con la questione qui trattata del pare-
re tecnico e delle informazioni scientifiche disponibili. Tutte le formulazioni
del principio, a partire da quella sopra citata delle Nazioni Unite, possono
infatti essere cos`ı generalizzate: quando le conseguenze legate a un determi-
nato fattore di rischio sono particolarmente gravi o irreversibili, misure di
precauzione e contenimento devono essere messe in atto, anche quando le
informazioni scientifiche disponibili non autorizzerebbero a trattare questo
rischio come altamente probabile. Questa linea guida, che e` stata alterna-
tivamente presentata con gli slogan “better safe than sorry” e “first, do no
harm” impone infatti che, in specifici contesti, l’onere della prova non ricada
sulle misure di precauzione, ma viceversa. In altre parole, anche quando un
rischio e` stimato come remoto o altamente improbabile, rispetto alle infor-
mazioni disponibili e al parere scientifico fornito, cio` non deve essere usato
come scusa per non mettere in atto misure di tipo cautelare. Tale preoc-
cupazione, come ho gia` illustrato, ha un preciso riscontro nel meccanismo
stesso della cost-benefit analysis, che consente, nel calcolo dell’utilita` attesa
di una strategia d’azione, di sottostimare una grave conseguenza che sia pero`
associata a una bassa probabilita`. Il Principio di Precauzione, dunque, trae
le sue motivazioni originali dal riconoscimento di questa problematicita` nelle
tecniche piu` autorevoli e diffuse di valutazione e gestione del rischio.
La successiva storia del Principio di Precauzione puo` essere letta come un
trionfo legislativo adombrato da molti problemi teorici. Sebbene le critiche
alla sua formulazione, come mostrero` nella sezione conclusiva, siano nume-
rose, il Principio e` ormai ampiamente utilizzato nei documenti e nelle linee
guida dei trattati internazionali, cos`ı come a livello nazionale e comunitario2.
Complessivamente, il Principio di Precauzione si e` quindi definitivamente
imposto, nella riflessione teorica quanto nella pratica, come un’accreditata
procedura di gestione del rischio, nelle vesti di un criterio di regolamentazio-
2Per un resoconto piu` dettagliato della fortuna legislativa del Principio di Precauzione,
si veda Myers (2000).
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ne delle attivita` umane di grande impatto ambientale e collettivo. E` infatti
il Principio di Precauzione ad essere sempre piu` spesso chiamato in causa
per dirimere casi controversi riguardanti politiche ambientali, sanitarie e di
sicurezza pubblica in generale.
Prima di scendere nei dettagli tecnici, riporto di seguito le due versio-
ni standard del Principio di Precauzione che vengono piu` frequentemen-
te utilizzate e invocate nel dibattito contemporaneo, e a cui ci si riferisce
generalmente come “Protocollo di Rio”:
When an activity raises threats of harm to human health or
the environment, precautionary measures should be taken even
if some cause and effect relationships are not fully established
scientifically. In this context the proponent of an activity, rather
than the public, should bear the burden of proof. The process of
applying the precautionary principle must be open, informed and
democratic and must include potentially affected parties. It must
also involve an examination of the full range of alternatives, in-
cluding no action. (Wingspread Statement on the Precautionary
Principle, Jan. 1998)
La seguente formulazione, piu` sintetica ma sostanzialmente equivalente
nei contenuti, e` quella effettivamente sancita al Rio Earth Summit del 1992,
come il Principio 15 della “Rio Declaration on Environment and Develop-
ment”:
In order to protect the environment, the precautionary ap-
proach shall be widely applied by states according to their capa-
bilities. Where there are threats of serious or irreversible dama-
ge, lack of full scientific certainty shall not be used as a reason
for postponing cost-effective measures to prevent environmental
degradation.
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5.1.2 Versione debole e versione forte
Nonostante la formulazione sopra riportata sia quella dominante, essa e` su-
scettibile di diverse interpretazioni, rispetto alla questione, fondamentale da-
to il suo utilizzo in policy making, degli obblighi derivanti da questo princi-
pio. Letture alternative, infatti, mirano a definire piu` chiaramente i requisiti
che un’attivita` “rischiosa” deve soddisfare, cossss come diverse condizioni che
legittimano l’appello al Principio di Precauzione. In particolare, secondo Sun-
stein, queste interpretazioni possono essere poste in una sorta di continuum,
dalle meno stringenti alle piu` “severe” nella loro portata pratica.
La versione piu` debole, che sembra essere legittimata dalla Dichiarazione
di Rio, sostiene che l’assenza di una piena e conclusiva evidenza scientifica
riguardo a possibili danni non deve costituire un argomento a favore della
mancanza di regolamentazioni adeguate. Come nota Sunstein, il Wingspread
Statement riportato sopra costituisce gia` una formulazione lievemente piu`
“forte”, poiche´ non limita il suo ambito di applicazione a danni gravi e irre-
versibili. In Europa, il Principio di Precauzione sembra essere inteso in forma
ancora piu` stringente, nella richiesta di immettere un margine di precauzione
in ogni deliberazione:
Action should be taken to correct a problem as soon as there
is evidence that harm may occur, not after the harm has already
occurred3.
In una versione ancora piu` severa, il Principio di Precauzione e stato cos
formulato:
The Precautionary Principle mandates that when there is a
risk of significant health or environmental damage to others or
to future generations, and when there is scientific uncertainty as
to the nature of that damage or the likelihood of the risk, then
decisions should be made so as to prevent such activities from
3Fonte: http://www.logophilia.com/WordSpy/precautionaryprinciple.asp.
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being conducted unless and until scientific evidence shows that
the damage will not occur4.
E` chiaro come, rispetto a versioni piu` deboli, in questo caso l’onere del-
la prova vienga definitivamente spostato dalle misure di precauzione, che
dovrebbero dimostrare di essere fondate e legittime, alle attivita` regolamen-
tate tramite il Principio di Precauzione, che dovrebbero mostrare, al di la`
di ogni incertezza scientifica, di non comportare rischi per la salute o per
l’ambiente. Nella sezione finale di questo capitolo, elencando alcune delle piu`
comuni obiezioni al Principio di Precauzione, trattero` gli inevitabili problemi
e contraddizioni derivanti da questa versione “forte” del principio.
5.1.3 Versione procedurale, versione epistemica o cri-
terio di decisione?
Oltre alla controversia su quale sia la piu` appropriata formulazione del Prin-
cipio di Precauzione, rilevante soprattutto in ambito legislativo e giudiziario,
il dibattito teorico si e` giocato, e si articola tuttora, in riferimento al ruolo
del Principio di Precauzione. Come Ahteensuu e Sandin (2012) illustrano,
il Principio di Precauzione puo` essere infatti caratterizzato in tre principali
modi, non del tutto sovrapponibili e spesso alternativi:
1. come condizione procedurale, che impone specifici requisiti su come le
decisioni dovrebbero essere prese;
2. come criterio di decisione, che determina e guida la scelta tra specifiche
linee d’azione nei problemi di decisione in questione;
3. come regola epistemica, che prende una posizione su come le inferenze
scientifiche dovrebbero procedere rispetto al rischio di errore.
La prima interpretazione del Principio di Precauzione, che ha avuto par-
ticolare fortuna in letteratura negli ultimi anni e` stata sostenuta, tra gli altri,
4Capitol Hill Hearing Testimony Concerning the Cloning of Humans and Genetic Mo-
difications before the subcomm. on Labor, Health and Human Servs., S. Appropriation
Comm., 107th Congr. (2002).
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da Peterson 2006, Steele 2006, Sprenger 2012 e Steel 2015. Steel, soprattutto,
esplicita il carattere procedurale del Principio di Precauzione definendo il suo
“Meta Precautionary Principle” come segue:
It is not a rule that indicates which of several environmental
policy options to select- for instance, whether to set the allowable
level of arsenic in drinking water at 50, 10 or 5 parts per billion.
Instead, it places a restriction on what sort of rules should be
used for that purpose, namely decision rules that are susceptible
to paralysis by scientific uncertainty should be avoided.
Se gli autori sopra citati differiscono su come sia piu` correttamente formu-
lata la condizione procedurale, tutti concordano sul ruolo di meta principio
del Principio di Precauzione, che determina quali criteri di decisione sia-
no accettabili piuttosto che costituire uno specifico criterio di decisione esso
stesso.
I sostenitori della seconda interpretazione del Principio di Precauzione, al
contrario, ritengono che la sua migliore caratterizzazione sia espressa in ter-
mini di criterio di decisione per un problema di scelta. All’interno di questa
area, le posizioni sono molto piu` variegate e contrastanti. Innanzitutto, alcuni
critici del Principio di Precauzione, come Jaeger, Marchant e Posner, sosten-
gono che tale principio non si discosti in modo sostanziale dalla cost-benefit
analysis, e quindi dal criterio di decisione della massimizzazione dell’utilia` at-
tesa. Chi ha cercato invece di riabilitare il Principio di Precauzione da questa
accusa ha invece mirato a definirlo come un criterio di decisione alternativo:
il Maximin (Ackermann, Hansson, Gardiner) o il Minimax Regret (Chisholm
e Clark (1993)). Tutte queste proposte, comunque, sono accomunate da un
riferimento diretto alla Teoria della Decisione e all’identificazione di un crite-
rio risolutivo per la matrice di decisione che formuli adeguatamente le istanze
e le motivazioni espresse dal Principio di Precauzione.
L’ultima posizione, finora la meno esplicitamente articolata, riporta la
discussione sul Principio di Precauzione nell’ambito ormai familiare degli
standard dell’inferenza scientifica rispetto all’argomento del rischio indutti-
vo. La richiesta di prudenza viene quindi interpretata come un’imposizione di
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particolari condizioni al tipo di evidenza scientifica legittimamente utilizza-
bile, e a come tali informazioni scientifiche debbano essere ricavate, valutate
e comunicate. Il Principio di Precauzione, di conseguenza, verrebbe a collo-
carsi e sarebbe rilevante gia` allo stadio della prassi scientifica, e non al livello
della policy making. Questa particolare e innovativa visione del Principio di
Precauzione e` stata esplicitamente difesa da alcuni degli autori che lo inter-
pretano anche come condizione procedurale, tra cui Steele e Steel. Possiamo
dire, in questo senso, che la concezione epistemica ha avuto origine come
articolazione di quella procedurale.
Data la sua enorme fortuna, diffusione e portata pratica, e` ormai im-
possibile ignorare il Principio di Precauzione e, soprattutto, non indagare
il suo rapporto con le altre tecniche di risk managing che vengono tutto-
ra ampiamente impiegate e godono di largo credito. Questa discussione non
puo` prescindere dal dibattito in corso su quale versione del principio sia piu`
adeguata, e, soprattutto, di come debba essere meglio inteso questo ruolo.
Nelle sezioni seguenti, mi interroghero`, tra le altre, sulle seguenti questioni: il
Principio di Precauzione costituisce effettivamente una procedura di gestione
del rischio alternativa? Quali sono le sue differenze rispetto alla tradizionale
cost-benefit analysis? In particolare, rispetto al tema qui indagato del rap-
porto tra consulenza tecnica e valori, quale tipo di “divisione dei lavori” e`
suggerito dal Principio di Precauzione?
Nello svolgere questa analisi, prendero` una posizione specifica rispetto
alla controversia sul ruolo del Principio di Precauzione. Dapprima, nella se-
zione successiva, mi concentrero` sulle differenze tra la cost-benefit analysis,
o il criterio standard della massimizzazione dell’utilita` attesa, e il Principio
di Precauzione, che interpretero` di conseguenza come un alternativo criterio
di decisione in condizioni di incertezza, il Maximin. Il mio scopo sara` quello
di illustrare come questo diverso criterio consenta alla componente valoria-
le di essere meglio incorporata e rappresentata nella matrice di decisione.
Nell’ultima parte di questo lavoro, tuttavia, emergeranno anche alcune rifles-
sioni che possono essere meglio articolate facendo riferimento al Principio di
Precauzione come regola epistemica o, piu` in generale, procedurale.
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5.2 Il Principio di Precauzione e il Maximin
Come esposto nella sezione precedente, la principale intuizione alla base del
Principio di Precauzione e` che spesso, in questioni ambientali o di salute e
sicurezza pubbliche, si combinino nel contesto di decisione conseguenze gra-
vissime e irreversibili e uno stato di complessiva incertezza. In altre parole,
nonostante siano a disposizione delle procedure di stima e gestione del ri-
schio, esse possono non essere completamente affidabili o, comunque, non
sono in grado di escludere il verificarsi dell’esito peggiore, di solito catastrofi-
co. Sovente, il contesto di decisione e` di gran lunga troppo complesso per una
valutazione fondata di rischi e benefici, poiche´ non si comprendono comple-
tamente gli stessi meccanismi e legami causali in gioco. Un esempio tipico di
questa classe di problemi e` il caso del cambiamento climatico, in cui risulta
difficile l’elaborazione dei dati per la costruzione di un modello previsionale
affidabile. Un altro caso emblematico e` quello esposto nella Sezione 2.3.1,
riguardante lo smaltimento delle scorie radioattive: anche in questo contesto,
le previsioni a lungo termine sono difficilmente accurate, e la cost-benefit
analysis si limita a fornire valutazioni comparative basate sulle migliori evi-
denze disponibili. Il fatto che un rischio venga stimato come decisamente
poco probabile, in altre parole, e` quindi spesso dovuto all’ignoranza di alcu-
ne condizioni iniziali o alle difficolta` di modellizzazione. In questi contesti,
lo stato epistemico degli agenti puo` essere descritto, all’interno della classifi-
cazione utilizzata in Teoria della Decisione, come “severe uncertainty” (forte
incertezza), trattato dettagliatamente da Arrow e Hurwicz (1972). I rischi,
e le probabilita` associate ai vari esiti, possono cioe` essere stimati, ma con
un margine di errore elevato e una generale mancanza di confidenza nelle
distribuzioni di probabilita` fornite dal parere tecnico.
Riassumendo, il Principio di Precauzione sembra fare appello, nella sua
giustificazione, a due diverse motivazioni: una riguardante la gravita` del-
le conseguenze, e una riguardante lo stato epistemico di incertezza, o co-
munque scarsa affidabilita` delle informazioni disponibili, che impedisce di
escludere l’esito peggiore. Entrambe queste caratteristiche di un problema di
decisione concorrerebbero dunque a rendere una condotta prudente legittima
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e normativamente ragionevole.
Queste riflessioni sul Principio di Precauzione come intrinsecamente lega-
to a particolari contesti epistemici ha dato adito ad una sua interpretazione
come criterio di decisione in condizioni di forte incertezza. Se la massimiz-
zazione dell’utilita` prevista, la struttura portante della cost-benefit analysis,
e` infatti il criterio di decisione razionale prescritto nella maggior parte dei
problemi di decisione, per quanto riguarda matrici di scelta in condizioni di
forte incertezza altri criteri di decisione sono stati proposti e studiati nella
contemporanea Teoria della Decisione. Una caratterizzazione del Principio
di Precauzione come criterio di decisione alternativo rispetto alla massimiz-
zazione dell’utilita` prevista, quindi, potrebbe aiutarci ad illustrare le sue
differenze teoriche rispetto alle tecniche standard della cost-benefit analysis.
Inoltre, una definizione e delimitazione del contesto di applicazione normati-
va di questo nuovo criterio potrebbe fornire le motivazioni e le giustificazioni
per cui, per particolari problemi di decisione, il Principio di Precauzione sia
da preferirsi, perche´ piu` ragionevole, alle procedure tradizionali di gestione
del rischio.
In particolare, come gia` citato in precedenza, Gardiner (2006) e Hansson
(1997) hanno proposto una caratterizzazione del Principio di Precauzione nei
termini del criterio di decisione del Maximin. Passero` quindi ora a illustrare i
dettagli tecnici del criterio del Maximin, per poi mostrare le sue affinita` con
le motivazioni espresse dal Principio di Precauzione.
5.2.1 Il criterio del Maximin
Il criterio di decisione del Maximin e` una delle condotte di scelta razionale piu`
studiate nell’ambito della decisione in condizioni di forte incertezza. Rispet-
to alla massimizzazione dell’utilita` prevista, tale criterio impone all’agente di
minimizzare la perdita massima o, in altre parole, di individuare l’esito peg-
giore e scegliere l’azione che lo evita. Questo criterio e` stato originariamente
formulato nell’ambito della Teoria dei Giochi e, in particolare, come soluzione
per i giochi strategici a somma zero (sommariamente, si definisce a somma
zero un gioco in cui uno dei due agenti vince quello che l’altro perde). La sua
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formulazione standard fa quindi riferimento a nozioni di decisione strategica:
Criterio del Maximin.5 Ad ogni azione sia assegnato come indice il suo
livello di sicurezza6. Di conseguenza, l’indice di ogni azione ai e` il minimo
tra i valori u1, ..., un degli esiti associati ad ai. Scegli l’azione il cui indice
assegnato e` massimo, cioe` scegli l’azione che massimizzi il risultato minimo.
Nel caso a cui siamo qui interessati, il Maximin non viene impiegato co-
me criterio di decisione in un gioco strategico, ma come criterio di decisione
individuale in condizioni di forte incertezza. Un modo intuitivo di caratte-
rizzare questa interpretazione di Maximin e` considerare la “Natura” come
l’avversario dell’agente nel gioco a somma zero.
Per illustrarne il funzionamento in questa versione individuale, e` utile
mostrare una sua applicazione pratica in una matrice di decisione come la
seguente:
s1 s2 s3
a 5 2 0
b 1 3 4
In questo caso, il criterio del Maximin prescrive all’agente del problema
di decisione di selezionare il risultato massimo tra i valori minimi in ogni riga
della matrice, cioe` MaxA {0, 1} = 1, e poi scegliere l’azione che minimizza
la perdita massima, quindi b. Il procedimento definito dal criterio del Maxi-
min, come si puo` facilmente notare, e` indipendente dall’attribuzione di una
distribuzione di probabilita` sugli stati di natura, poiche´ si fonda unicamente
sulle utilita` assegnate agli esiti.
5Luce and Raiffa (1957), pp. 278-280.
6Il livello di sicurezza di un’azione e` definito come il risultato migliore che un giocatore
puo` ottenere sotto l’ipotesi che l’avversario sia razionale. Per la formalizzazione si veda
Binmore (2009), pp. 223-228.
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5.2.2 Giustificare Maximin come Principio di Precau-
zione
In questa sezione esporro` le ragioni che rendono ragionevole, a mio avviso,
un’interpretazione del Principio di Precauzione nei termini del criterio di
decisione del Maximin. Rispetto al dibattito presentato nella Sezione 5.1.2
sulla caratterizzazione alternativa del Principio di Precauzione come uno spe-
cifico criterio di decisione, una regola procedurale o un criterio epistemico,
non intendo con questa mio prima analisi prendere una posizione conclusiva
e definitiva. Sebbene la mia scelta di formulare il Principio di Precauzione
come un criterio di decisione, infatti, sembrerebbe porre il mio argomento
all’interno di una determinata corrente del dibattito in corso, non credo che
tale scelta sia incompatibile col riconoscere, in ambiti opportuni, il ruolo
procedurale o epistemico del Principio. Come Steel (2015) argomenta, d’al-
tra parte, e perfettamente plausibile che il Principio di Precauzione sia piu`
opportunamente caratterizzato nei termini di tutte e tre le componenti, che
meglio risponderebbero alle varie dimensioni (epistemica, morale, pratica) di
un principio tanto complesso e articolato. Nella presente sezione, nondimeno,
mi dedichero` unicamente a difendere le analogie e intrinseche motivazioni che
rendono il Maximin una formulazione adeguata del Principio di Precauzione,
tornando piu` avanti sulle ulteriori istanze contenute nel Principio.
Maximin e` stato spesso criticato come irragionevole, perche´ troppo con-
servativo e prudente: come Binmore (2009) sintetizza, il Maximin riflette un
comportamento estremamente “paranoico”, poiche´, come esposto in prece-
denza, equivarrebbe a scegliere come se la Natura stesse giocando contro di
noi ad un gioco a somma zero. Tale presupposto non sembra essere intuiti-
vamente sensato, soprattutto in assenza di cogenti motivazioni per un tale
pessimismo. Nonostante questa obiezione sia fondata, vi sono certamente dei
contesti di decisione in cui questo criterio puo`, al contrario, ritenersi legittimo
e ragionevole; cio` che intendo mostrare in questa sezione e` che il criterio di
decisione del Maximin e il Principio di Precauzione hanno una forte affinita`
procedurale, e che le motivazioni, le giustificazioni e gli appropriati ambiti di
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applicazione sono sovrapponibili.
Come ho anticipato in precedenza, il Principio di Precauzione e` fondato
su una duplice legittimazione, una epistemica (lo stato di forte incertezza), e
una di “di valore”, ovvero concernente una valutazione soggettiva e “morale”
sulla gravita` degli esiti. In particolare, e` la severita` delle conseguenze paven-
tate a motivare un appello precauzione, nonostante la bassa probabilita` che
viene ad esse attribuita. Il criterio del Maximin, in questo senso, riflette la
stessa preoccupazione che una grave conseguenza possa essere sottostimata,
imponendo all’agente di focalizzarsi solo sull’utilita` associata agli esiti e non
alla probabilita` degli stati di natura. In altre parole, Maximin incorpora for-
malmente la richiesta espressa dal Principio di Precauzione di concentrarsi
sulla portata delle conseguenze piuttosto che sulla loro maggiore o minore
probabilita` di verificarsi.
Il Maximin, in secondo luogo, impone all’agente di prendere in considera-
zione nel processo di decisione solo alcuni particolari esiti, cioe` quelli peggiori:
questa caratteristica, che e` stata criticata come un’eccessiva concessione al
pessimismo, e` in perfetto accordo con la richiesta, formulata nel Principio di
Precauzione, di non lasciare che i benefici immediati e i possibili vantaggi di
una condotta rischiosa mettano in secondo piano le conseguenze catastrofi-
che. Infine, la stessa procedura di decisione e` imposta sia dal Maximin sia dal
Principio di Precauzione: una volta individuato l’esito peggiore, e` razionale
per l’agente selezionare la strategia che lo evita, o, comunque, mettere in atto
misure preventive e di contenimento del rischio.
Il Principio di Precauzione, dunque, puo` essere legittimamente interpre-
tato come una versione informale di Maximin. Inoltre, esso fornisce anche
un particolare contesto di decisione in cui Maximin puo` essere in effetti giu-
stificato come criterio di decisione ragionevole, sensato e normativamente
adeguato, cioe` l’ambito della scelta sociale in condizioni di forte incertezza,
quando la possibilita` di forti rischi non puo` essere esclusa e le conseguenze
previste hanno una spiccata componente “morale” dovuta alla ricaduta pub-
blica e all’irreversibilita`. Per illustrare l’equivalenza e la ragionevolezza, per
alcuni problemi di scelta, di questi due criteri, ripropongo ora l’esempio gia`
esaminato della Centrale Nucleare, mostrando come Maximin e il Principio
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di Precauzione selezionino e giustifichino la stessa strategia.
La matrice di decisione del problema, ricordiamo, puo` essere cosi rappre-
sentata:
Non ci sono effetti collaterali (1-p) Effetti collaterali (p)
costruire la centrale u(a) = 10 u(b) = 0
non costruire la centrale u(c) = 5 u(d) = 5
In questo caso, il massimo del valore minimo in ogni riga si puo` calcolare
come MaxA {0, 5} = 5. Il criterio di decisione impone quindi all’agente di
mettere in atto la strategia “non costruire la centrale”, poiche´ minimizza la
massima perdita e consente di evitare l’esito catastrofico b. L’applicazione di
un criterio di decisione alternativo, in altre parole, puo` giustificare normativa-
mente la soluzione che avevamo indicato come intuitivamente piu` rispettosa
delle preferenze degli agenti e delle preoccupazioni da questi espresse.
5.3 Una risposta a Bernoulli
L’interpretazione del Principio di Precauzione come un’istanza di Maximin
consente quindi di identificare le sue differenze rispetto al criterio della mas-
simizzazione dell’utilita` prevista e, piu` in generale, di interpretarlo come una
procedura di gestione del rischio alternativa rispetto alle tecniche standard
della cost-benefit analysis e del risk managing. Questa caratterizzazione, inol-
tre, ci consente di fornire una risposta ben precisa e fondata all’argomento
di Bernoulli in favore della massimizzazione dell’utilita` prevista come unico
criterio di decisione “auto-evidente” e ragionevole.
In specifici contesti di decisione, caratterizzati da quelle che ho definito
una componente epistemica di forte incertezza e una componente morale di
grave rischio collettivo, criteri di decisione differenti possono infatti costituire
procedure di scelta adeguate e normativamente ammissibili. E` perfettamente
sensato, in altre parole, che situazioni di scelta diverse motivino e giusti-
fichino l’utilizzo di diversi criteri di decisione, ognuno dei quali definisce la
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condotta razionale in tali circostanze. Come ho illustrato sopra, Maximin non
puo` certo essere ritenuto un criterio di decisione appropriato in ogni conte-
sto, dal momento che e` troppo conservativo e non tiene in considerazione le
conseguenze migliori, anche se piu` probabili, che potrebbero derivare dalla
scelta di un’azione. Allo stesso modo, non e` sicuramente ragionevole applica-
re una condotta prudente ad ogni decisione, ne´ individuale ne´ sociale. E` pero`
innegabile che, in alcuni casi, la critica di D’Alembert alla massimizzazione
dell’utilita` prevista, che ho approfondito analizzando i problemi connessi alla
proposta di Jeffrey, sia fondata e colga nel segno: considerazioni etiche e di
valore sulla gravita` dei rischi connessi possono rendere la massimizzazione
dell’utilita` prevista un criterio non appropriato a modellare il problema di
decisione in cui siamo coinvolti. La richiesta formulata dal Principio di Pre-
cauzione, di individuare l’esito peggiore e cercare di evitarlo, sembra invece
incorporare nel modello di decisione le legittime preoccupazioni ed esigenze
che emergono in specifici contesti di scelta.
L’argomento dell’auto-evidenza di Bernoulli non e` quindi conclusivo, co-
me gia` D’Alembert non aveva mancato di portare all’attenzione del suo rivale.
Cio` che mancava alla critica del philosoph era pero` la precisa formulazione di
un criterio di decisione alternativo, che giustificasse come razionale, in deter-
minati casi come quello dell’inoculazione, un criterio di scelta in contrasto con
il principio di massimizzazione. L’equazione tra Maximin e Principio di Pre-
cauzione ci fornisce ora gli elementi per completare questo contro-argomento
e identificare il Principio di Precauzione come un criterio di decisione ra-
zionale alternativo e piu` adeguato rispetto alla cost-benefit analysis per il
problema di gestione dei rischi collettivi.
5.4 Componente morale ed epistemica del Prin-
cipio di Precauzione: una nuova divisione
dei lavori
Finora ho illustrato i vantaggi del Principio di Precauzione nel tenere in
conto e incorporare nella matrice di decisione delle istanze che ho definito di
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“valore”. Rispetto al problema dell’incommensurabilita` degli esiti, analizzato
nella Sezione 2.4, questo discorso ha certamente una sua rilevanza. Sebbene
il Maximin preveda in ogni caso che l’agente sia in grado di comparare tutti
gli esiti della matrice di decisione, esso, come osservato in precedenza, non ri-
chiede che gli esiti siano ulteriormente “pesati” per la loro probabilita`. Nella
Sezione 2.4, avevamo notato come certe conseguenze “estreme”, in partico-
lare, risultassero non confrontabili e riducibili ad un’unica untia` di misura
come l’utilita`. Il Maximin, collocandosi all’interno della Teoria standard del-
la Decisione Razionale, non fa certo eccezione nella sua riduzione degli esiti
alla loro utilita`, che determina la selezione di quale sia l’esito peggiore. Pos-
siamo per argomentare che, eliminando il passo successivo e ulteriore della
determinazione dell’utilita` attesa degli esiti, il Maximin risponde in ogni caso
meglio alle obiezioni e preoccupazioni espresse dal problema dell’incommen-
surabilita`. Per coloro che trovano in questo argomento un problema decisivo
per la procedura della cost-benefit analysis, pertanto, il criterio del Maximin
dovrebbe apparire, seppur plasmato sulla stessa assunzione (ingiustificata) di
fondo, un passo in avanti rispetto al criterio della massimizzazione dell’utilita`
attesa.
In che senso questa “rinuncia” all’utilita` attesa rappresenta una concessio-
ne rispetto all’adeguata incorporazione dei valori all’interno di un problema
di decisione? Intuitivamente, o richiamando la prospettiva teorica dell’argo-
mento dell’incommensurabilita`, alcune conseguenze, come la perdita di vite
umane, il danneggiamento irreversibile dell’ambiente o serie minacce alla sa-
lute possono essere legittimamente ritenute non “scontabili” per la loro bassa
probabilita`. Inoltre, come abbiamo analizzato per il caso dello smaltimento
delle scorie radioattive, altri valori e richieste procedurali, come l’equita` e
il consenso, che possono essere invocate nel processo decisionale, vengono
ignorate dal criterio della massimizzazione dell’utilita` prevista. Il criterio del
Maximin consente, in questo senso, di dare un peso maggiore a queste con-
siderazioni: se alcune conseguenze sono ritenute eticamente inaccettabili o
ingiuste, avranno di conseguenza un’utilita` molto bassa; la procedura di deci-
sione imporra` quindi di scegliere l’opzione che minimizza la massima perdita,
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come nel caso (pur semplificato) della costruzione della centrale nucleare. In
questo senso, il Maximin risponde alle richieste degli agenti senza ricorrere
ad una modellizzazione alternativa degli esiti e riconducendoli a una misura
standard di utilita`.
Questa caratteristica non e` pero` sufficiente a giustificare il Principio di
Precauzione come una soluzione adeguata al problema della legittimita` e del
ruolo della scientific advisory nell’ambito della scelta pubblica o, come sin-
tetizzato da Levi, al problema della “divisione dei lavori” tra parere esperto
e considerazioni di valore. La proprieta` del Maximin di escludere dal pro-
cesso decisionale le informazioni riguardanti la distribuzione di probabilita`
sugli stati di natura sembrerebbe infatti, oltre che contraddire palesemente
la massima di Bernoulli, indicare una risposta molto drastica all’intera que-
stione. Se la distribuzione di probabilita`, che e` cio` che nell’analisi di Jeffrey
viene supplito dallo “scienziato”, risulta alla fine ignorata e eliminata in fa-
vore di considerazioni soggettive sulla gravita` delle conseguenze, il ruolo del
parere tecnico sembrerebbe scomparire del tutto e perdere ogni legittimita`
nell’influenzare tale tipo di decisioni.
Come ho gia` anticipato, sebbene alcune critiche al “modello Bernoul-
li” siano sicuramente ben fondate, e` altrettanto impossibile, a mio parere,
sostenere una posizione completamente scettica e “oscurantista” alla D’A-
lembert. Il Principio di Precauzione non puo` quindi ambire a sostituirsi alla
cost-benefit analysis come criterio di decisione alternativo senza dimostrare di
conferire un peso adeguato alle informazioni scientifiche. La risposta a questa
preoccupazione risiede a mio avviso in quella che ho definito la componente
epistemica del Principio di Precauzione. Come il suo corrispettivo formale, il
Maximin, il Principio di Precauzione e` profondamente motivato e giustifica-
to da una contesto di forte incertezza rispetto alle probabilita` degli stati di
natura. La maggior parte delle questioni a cui il Principio si applica, infatti,
sono caratterizzate da uno scenario molto complesso, in cui e` difficile fornire
previsioni affidabili, sia perche´ alcuni dati sono sconosciuti sia perche´ le com-
ponenti causali che determinano un dato evento sono molteplici e variamente
correlate. In generale, si tratta di casi in cui le distribuzioni di probabilita`
fornite da un comitato scientifico potrebbero essere soggette a quei problemi
98
di “traduzione” che ho esposto discutendo il modello di Jeffrey.
Senza impegnarmi in una esposizione dettagliata delle teorie dei gradi
di conferma o dei livelli di confidenza, possiamo in generale immaginare che
una situazione di forte incertezza sia caratterizzata da misure di probabilita`
con bassi livelli di confidenza, o da pareri e dati discordanti forniti da di-
versi comitati. Il parere scientifico e la consulenza tecnica, in questo senso,
svolgono nel Principio di Precauzione il ruolo di identificare le condizioni
epistemiche di un problema di decisione come quelle di forte incertezza, che
legittimano in turno l’appello a una condotta prudente. In altre parole, le
informazioni “scientifiche” sono determinanti in quanto individuano un con-
testo in cui l’applicazione del Principio di Precauzione e` sensata e ragione-
vole. Una volta che il problema di decisione e` cos`ı caratterizzato, la specifica
procedura di scelta del Maximin garantisce che le motivazioni etiche, incor-
porate nel modello come l’utilita` associata agli esiti, siano adeguatamente
rappresentate.
Ovviamente, la proposta di divisione dei lavori che ho suggerito non e`
formulata in modo appropriato dalle versioni del Principio di Precauzione,
come quelle qui riportate, che godono di maggiore diffusione e successo. La
vaghezza connaturata a questi generici appelli alla prudenza impedisce in-
fatti una sensata applicazione di questo modello: tutte le previsioni, i pareri
scientifici e le stime di rischio sono, di fatto, piu` o meno “incerte”, e l’ambito
del Principio di Precauzione non verrebbe in alcun modo delimitato; d’altra
parte, utilizzare il criterio di scelta del Maximin per ogni problema di decisio-
ne non e` ragionevole ne´ praticamente perseguibile. Un’adeguata procedura di
gestione del rischio, che possa offrirsi come valida alternativa alla cost-benefit
analysis, dovrebbe quindi specificare degli opportuni livelli di incertezza che
definiscono l’ambito di applicazione del Principio di Precauzione. Questa so-
luzione, d’altra parte, non e` ne´ semplice da realizzarsi ne´ immune da critiche,
che presentero` nella sezione conclusiva di questo capitolo.
Nonostante queste difficolta`, e la mancanza di una formulazione adeguata
del Principio di Precauzione, le intuizioni e le motivazioni che stanno alla ba-
se di questo criterio di decisione sono a mio avviso un buon punto di partenza
per impostare un dibattito coerente e trasparente sul rapporto tra consulen-
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za scientifica, considerazioni etiche e valori democratici. Il modello di scelta
sociale suggerito dal Principio di Precauzione, infatti, fornisce gli strumenti
necessari per incorporare nella matrice le esigenze morali che caratterizzano
una decisione in condizioni di rischio e che, come gia` notato da D’Alembert,
il principio di massimizzazione dell’utilita` attesa non cattura in modo oppor-
tuno. D’altra parte, una valutazione delle condizioni epistemiche del contesto
di decisione lascia ai “tecnici” uno spazio di manovra, anche se non ancora
correttamente definito, e un ruolo dirimente e ineliminabile. Nella Sezione
successiva, prendendo in esame alcune critiche di varia provenienza e moti-
vazione al Principio di Precauzione, proporro` un esempio concreto di come
questa efficace divisione dei lavori possa essere messa in pratica, appellandosi
alla componente epistemica del Principio di Precauzione.
5.5 Critiche e orizzonti di ricerca
In questa sezione conclusiva presentero` due delle critiche piu` rilevanti mos-
se al Principio di Precauzione. Lo scopo di questa analisi non e` fornire una
panoramica esaustiva, ne´ rispondere ad ognuna delle obiezioni sollevate nel
dettaglio, ma quello di mostrare alcuni vuoti teorici che un’appropriata for-
mulazione del Principio di Precauzione deve colmare e, di conseguenza, quali
sono le direzioni di ricerca in cui lavorare. In particolare, analizzero` un esem-
pio concreto di applicazione del Principio di Precauzione, e argomentero` che
alcune delle critiche possono trovare risposta in una formulazione del princi-
pio che ne riconosca anche il ruolo procedurale ed epistemico.
Sin dalle sue prime formulazioni teoriche negli anni Novanta del secolo
scorso, il Principio di Precauzione e` stato severamente criticato e talvolta
identificato come vero e proprio nemico da abbattere (si veda (Sandin et al.
2011)). In particolare, l’approccio “better safe than sorry”, e l’aperta polemi-
ca con le inadeguatezze del parere tecnico, hanno fatto guadagnare al princi-
pio la fama di oscurantismo e “anti-scienza”. L’applicazione del Principio di
Precauzione, secondo Sunstein (2005), uno dei suoi critici piu` autorevoli, e`
in particolare fortemente controproducente e nociva, perche´ condurrebbe nel
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lungo termine ad arrestare il progresso tecnico e scientifico. In altre parole,
un eccesso di prudenza porterebbe inevitabilmente all’immobilismo di fronte
ad ogni decisione, dal momento che nessuna scelta (specialmente, argomenta
Sunstein, nessuna scelta innovativa) e` priva di rischi e compiuta in condizioni
di certezza. Queste preoccupazioni si possono a mio avviso articolare in una
singola obiezione metodologica di fondo, che trattero`, insieme a un tentativo
di risposta, nella sezione successiva.
5.5.1 Il Principio di Precauzione e` troppo vago
Come Sunstein (2005) nota efficacemente, ogni decisione comporta degli ef-
fetti collaterali, e nessuna scelta “reale”, soprattutto nell’ambito qui rilevante
della gestione dei rischi, e` definita da una situazione epistemica di certezza. Se
il Principio di Precauzione venisse pertanto applicato nella sua versione piu`
rigida, esso imporrebbe di vietare moltissime attivita` che sono regolarmente
condotte, dal traffico aereo alle sperimentazioni su nuovi farmaci. Questa ri-
chiesta, pero`, non e` intuitivamente sensata: anche nella prospettiva sostenuta
da Scanlon (1998), non e` certamente praticabile richiedere che negoziazione
del consenso o misure cautelari e preventive di enorme portata siano applica-
te in ognuna di queste circostanze, senza gravi ricadute sull’efficienza e sulla
sostenibilita` economica. D’altra parte, argomenta Sunstein, se il Principio
venisse semplicemente considerato nella sua forma “debole”, come generi-
co appello ad essere prudenti e a non trascurare la precauzione, esso non
fornirebbe indicazioni e direttive particolarmente utili e concrete.
Il problema di fondo alla base di questa critica e` dunque la vaghezza del
Principio di Precauzione, cos`ı come e` attualmente formulato. Come ho gia`
sottolineato, per definire una procedura di gestione del rischio sensata, il
Principio deve identificare piu` chiaramente quali sono le condizioni di appli-
cazione del Maximin: quale soglia definisce lo stato di “forte incertezza” in
cui e` legittimo utilizzare il Maximin come criterio di decisione? Senza una
risposta precisa, fornita in termini di intervalli di confidenza, le critiche di
Sunstein colgono sicuramente nel segno.
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Chiaramente, il problema di identificare l’ambito di applicazione del Prin-
cipio di Precauzione attraverso definiti parametri numerici potrebbe sembrare
un compito insormontabile e, soprattutto, insensato. Innanzitutto, il livello
di confidenza richiesto dovrebbe essere definito in funzione della gravita` delle
conseguenze paventate, e dunque variare a seconda dei problemi di decisione
affrontati. In secondo luogo, la richiesta di un valore di soglia sembrerebbe
ricondurre il modello di scelta qui proposto nel paradosso dell’“oggettivita`”
affrontato da Rudner, spostandolo semplicemente ad un “livello superiore” di
complessita`. Immaginiamo un pannello consultivo che debba fornire il livello
di confidenza appropriato per le misure di probabilita` ricavate. La presenza
di un valore di soglia innescherebbe automaticamente quelle considerazioni
soggettive sulle conseguenze che Jeffrey cerca di escludere nel suo modello
di divisione dei lavori. Come esposto dettagliatamente nella Sezione 4.3.1,
a proposito della proposta di Betz, una formulazione precisa, condivisa e
dettagliata di quali livelli di soglia sono adeguati per far “scattare” l’applica-
zione del Principio di Precauzione, costituirebbe una soluzione all’argomen-
to generale del rischio induttivo circolare e non particolarmente efficace. Il
pannello scientifico responsabile di riportare una valutazione dell’incertezza
rispetto allo spazio di stati di natura del problema di decisione, infatti, non
potrebbe che implicare una decisione, che introdurrebbe elementi soggettivi
e considerazioni etiche e morali.
La richiesta di precisione, come ho argomentato non puo` essere elusa se
si vuole fornire una procedura di decisione praticamente utilizzabile e consi-
stente, ma appare d’altro canto non e` facilmente risolvibile ne´ da un punto di
vista tecnico ne´ da uno teorico. Ritengo, tuttavia, che tale obiezione di fondo
sia conclusiva e determinante solo all’interno di una precisa interpretazione,
che relega il Principio di Precauzione a un criterio di decisione altamente spe-
cializzato e formulato per un determinato problema di scelta. In altre parole,
la richiesta di precisione e problematica solo se si ritiene che il Principio di
Precauzione debba, per ogni istanza o categoria di problemi di scelta socia-
le, esprimere uno ed un solo valore soglia da utilizzare come parametro per
il processo di deliberazione. Tale interpretazione, a mio avviso, non e` pero`
ne´ la piu` adeguata ne´ la l’unica legittima. Nel paragrafo successivo esporro`
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una diversa formulazione di questa richiesta di precisione, argomentando che
il Principio di Precauzione puo` essere interpretato esattamente come una
regola epistemica che seleziona tra diversi possibili parametri di incertezza,
piuttosto che un criterio che determina quale parametro di incertezza sia in
assoluto adeguato.
Il ruolo epistemico del Principio di Precauzione
Una delle principali obiezioni al Principio di Precauzione, come esposto det-
tagliatamente sopra, e` che, nel modello qui proposto di divisione dei lavori
tra pannelli scientifici e organi decisionali, esso dovrebbe fornire un oppor-
tuno livello di soglia (parametro dell’incertezza e del nostro stato epistemico
rispetto agli stati di natura del problema di decisione) a partire dal quale
l’appello alla precauzione e legittimo e sensato.
Tale richiesta, oltre ad essere teoricamente problematica nella prospettiva
generale del problema del rischio induttivo, e` pero anche inadeguata rispetto
alla pratica della modellizzazione dell’incertezza in gran parte dei problemi
di decisione sufficientemente complessi, dal cambiamento climatico agli ef-
fetti dell’implementazione delle colture OGM. La situazione che si riscontra
nella maggior parte dei casi, infatti, e` quella di diversi modelli predittivi
che riportano informazioni e dati contrastanti rispetto allo stato stesso di
incertezza del problema di decisione. Il ruolo del Principio di Precauzione,
dunque, piuttosto che definire un livello soglia dell’incertezza, puo` essere me-
glio e piu` accuratamente definito come un criterio di selezione tra le diverse
caratterizzazioni del problema di decisione in termini di incertezza. Tale in-
terpretazione, chiaramente, si inserisce all’interno di una caratterizzazione
epistemica del Principio di Precauzione, che non limita cioe´ il suo ruolo ad
un mero criterio di decisione per un problema di scelta gia` definito. In altre
parole, rispetto ad una interpretazione che colloca il principio (pensato, nel
nostro caso, come un’istanza del Maximin) al livello della soluzione di una
matrice di decisione, questa prospettiva colloca il principio al livello del “fra-
ming” della matrice, ovvero alla costruzione del problema di decisione stesso.
Una tesi di questo genere, a mio avviso, non e` incompatibile rispetto alla ver-
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sione Maximin che ho finora sostenuto: come Steel (2015) argomenta, infatti,
diverse connotazioni del Principio possono risultare piu` efficaci e adeguate a
seconda dei contesti di decisione. Ad esempio, se i dati della matrice di deci-
sione (in particolare la misura dell’incertezza sugli stati di natura) e univoca
e non controversa, una caratterizzazione in termini unicamente di criterio
di decisione potrebbe essere sufficiente; in casi in cui e` la stessa costruzione
della matrice ad essere in questione, una caratterizzazione epistemica risulta
certamente piu` utile, senza peraltro escludere la successiva applicazione del
Maximin.
Per ancorare questo discorso teorico ad un esempio concreto, illustro ora
una proposta di utilizzo del Principio di Precauzione in tossicologia sugge-
rita da Steel (2011), che esplicita a mio avviso il ruolo epistemico del prin-
cipio e rappresenta un contro argomento decisivo alla critica della vaghez-
za, mostrando come il Principio di Precauzione possa fornire nella pratica
indicazioni specifiche e risposte conclusive.
Il caso che Steel considera e quello dei cosiddetti “uncertainty factors”,
che sono utilizzati in tossicologia come strumento per stimare le “dosi di ri-
ferimento”. Una dose di riferimento e` una misura dell’esposizione giornaliera
orale per la popolazione umana che procuri effetti dannosi e deleteri nel corso
di una media durata di vita7. Si utilizza dunque il parametro della dose di
riferimento sia a proposito di farmaci ma anche di esposizione a rifiuti tossici,
presenza di sostanze potenzialmente inquinanti in cibo e acqua e in generale
ad ogni problema di decisione che riguardi rischi per la salute connessi al-
l’esposizione con sostanza chimiche. Le dosi di riferimento vengono calcolate
sulla base di esperimenti tossicologici realizzati sugli animali, e gli “uncer-
tainty factors” giocano il loro ruolo esattamente nell’estrapolazione di questi
parametri dagli animali all’uomo. In particolare, gli animali in un esperimen-
to sono sottoposti a diversi livelli di dosaggio, misurati in milligrammi per
chilogrammo di peso corporeo; la dose piu` alta che non fa registrare alcun
effetto dannoso che sia statisticamente rilevante viene definita la NOAEL.
La NOAEL viene poi divisa per un opportuno “uncertainty factor” per de-
7Secondo la definizione della US Environmental Protection Agency.
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terminare a dose di riferimento per l’esposizione umana. Se, ad esempio, la
NOAEL risulta 0.1 mg per kg al giorno, e l’“uncertainty factor” e` 100, la do-
se di riferimento umana sara` 0.001 mg/kg/giorno. L’“uncertainty factor”, in
questo processo, ha come ruolo quello di rappresentare diversi margini di er-
rore ma soprattutto fonti di incertezza che il metodo della stima della dose di
riferimento incorpora. Tra queste fonti di incertezza, Steel (2011) menziona:
• L’estrapolazione interspecifica: l’“uncertainty factor” deve tenere in
conto la possibilita` che gli umani siano piu` sensibili agli effetti noci-
vi della sostanza che gli animali su cui e stato effettuato l’esperimento
(questo valore e` di solito fissato a un minimo di 10).
• La variazione interspecifica: l’“uncertainty factor” deve riflettere il fat-
to che ci sono sottogruppi della popolazione, come bambini e anziani,
statisticamente piu` sensibili della media della popolazione, mentre di
solito gli esperimenti sono condotti su gruppi piu` omogenei di animali
(anche questo valore e` di solito fissato a 10).
• Da sub-cronico a cronico: l’esposizione cronica avviene durante un pe-
riodo di tempo molto esteso; per ovvie ragioni le NOAEL sono basate
su esperimenti piu` brevi, quindi un ulteriore “uncertainty factor” di 10
viene di solito aggiunto.
• Fattori modificanti: l’“uncertainty factor” deve tenere infine conto del-
l’incertezza residua dovuta a dati incompleti, esperimenti sbagliati,
eccetera.
Tutti gli “uncertainty factors” riferiti ad ogni categoria vengono poi mol-
tiplicati per ottenere il risultato finale. Come nota Steel, non vi e` alcuna
giustificazione teorica per utilizzare determinati numeri (generalmente 10 o
100 per ogni singola voce nell’elenco) piuttosto che altri, o per considerare
alcuni effetti come un’unica voce o separarli nell’elenco. Moltissime giustifi-
cazioni e interpretazioni alternative, in altre parole, possono essere formulate
per appoggiare la scelta di un determinato “uncertainty factor” piuttosto che
di un altro valore.
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Quello che Steel suggerisce, quindi, e` che la scelta di quale valore per
stimare l’incertezza rispetto al problema di decisione sia piu` opportuno uti-
lizzare possa essere definita dal Principio di Precauzione, inteso in questo
caso nella sua interpretazione epistemica. Tra le varie proposte di “uncer-
tainty factors”, Steel argomenta, il Principio di Precauzione dovrebbe consi-
gliare per l’impiego del piu` sicuro (in questo caso, del piu` alto), dal momento
che la dose di riferimento per l’esposizione umana costituisce indubbiamente
uno degli “obiettivi sensibili” per l’applicazione del Principio di Precauzio-
ne. Rispetto all’accusa di vaghezza, questa interpretazione del Principio offre
dunque una risposta procedurale: il Principio di Precauzione non e` tanto in-
caricato di indicare una soglia limite di incertezza, ma di selezionare, tra le
diverse modalita` in cui l’incertezza puo` essere stimata, quella piu` opportuna
per costruire la matrice di decisione.
Possiamo, a questo punto, immaginare un appello alla precauzione che
si articoli in piu` fasi consecutive: in primo luogo, nella scelta di quali dati
incorporare nel problema di decisione, il Principio di Precauzione puo` pren-
dere la forma di un criterio epistemico, che imponga di scegliere la stima
dell’incertezza piu` conservativa. In secondo luogo, per problemi di decisioni
specifiche (come definire potabile dell’acqua con una certa percentuale di so-
stanze tossiche), il Principio puo` articolarsi come un determinato criterio di
decisione. Questo modello, a mio avviso, non presta piu` il fianco all’obiezio-
ne della vaghezza, poiche´ non impone al Principio di fornire dati numerici
definitivi ma piuttosto di orientare la scelta tra diverse modalita` di definire
l’incertezza connaturata a certi contesti di decisione8.
L’interpretazione epistemica del Principio di Precauzione e il value-
free ideal
Intendo concludere la discussione di questa prima obiezione (e della sua ri-
sposta) al Principio di Precauzione con una breve riflessione sulla portata
dell’interpretazione epistemica del principio rispetto alla questione del mi-
8Un altro caso di incorporazione “sensata” del Principio di Precauzione all’interno della
prassi scientifica e, sempre in area medica, quello suggerito da Portieri (2013) nell’ambito
della diagnosi psichiatrica.
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to di una scienza priva di valori. Come il caso riportato da Steel illustra
emblematicamente, ma come e riscontrabile in molti altri contesti, dal cam-
biamento climatico, spesso le conseguenze pratiche di un’indagine scientifica
sono immediate e di enorme portata etica, pubblica e sociale. In questa si-
tuazione, Douglas argomenta, la posizione mantenuta fino agli anni Novanta,
ma ancora sostenuta da Betz e da molte voci nell’ambito della filosofia della
scienza, che tende ad isolare la comunita` scientifica da pressioni, responabilita`
e influenze rispetto al resto della societa` e` non solo teoricamente indifendibile
ma anche praticamente dannosa e inefficace. Il caso degli “uncertainty fac-
tors”, infatti, piuttosto che un esempio isolato rappresenta la quasi totalita`
dei processi di interazione tra indagini scientifiche e impiego pratico delle
informazioni cos conseguite. In queste circostanze, come la caratterizzazione
epistemica del Principio di Precauzione non fa altro che esplicitare, e` evidente
che la prassi scientifica incorpori dei giudizi di valore che non sono in alcun
modo limitati ai valori epistemici, come inteso da Luadan, McMullin e Beitz.
Il sovrapporsi di conseguenze eticamente e socialmente rilevanti e di modalita`
piu` complesse di trattare l’incertezza scientifica, infatti, rendono ancora piu`
evidente e inevitabile l’appello ad alcuni valori, come la precauzione, all’in-
terno di quella prassi del “fornire le probabilita`” che Jeffrey aveva pensato
di poter tenere separata dalla prassi della decision-making. Il fallimento di
questo modello di divisione dei lavori, in altre parole, viene definitivamente
sancito con l’arrivo “all’ordine del giorno” di tutti quei problemi di decisione
che richiedono un legittimo appello al Principio di Precauzione, per via della
loro connotazione morale ed epistemica.
Questa conclusione, a mio avviso, non ha assolutamente come conseguen-
za l’abbandono di qualsiasi indagine teorica sul ruolo svolto dai valori nel-
l’indagine scientifica. Il riconoscimento che un coinvolgimento e` inevitabile,
infatti, non solleva dalla necessita` ma anzi incoraggia, una riflessione su come
questa influenza si realizzi in modo legittimo. Il crollo della distinzione tra
“valori epistemici” che influenzano la prassi scientifica e “valori non epistemi-
ci” che dovrebbero esserne esclusi, infatti, lascia aperta una serie di domande
centrali sul ruolo legittimo dei valori nel discorso scientifico. Se, come soste-
nuto da Douglas e Machamer (1999), Longino (1996), Rooney (1992) e altri
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autori, e` in linea di principio impossibile basare alcun criterio di legittimita`
sulla dicotomia epistemico/non epistemico, poiche´ non si potrebbe districare
la componente epistemica da quella sociale, allora la partita della legittimita`
deve necessariamente giocarsi appellandosi ad altre considerazioni. Senza en-
trare qui nel merito di alcune delle soluzioni specifiche proposte negli ultimi
anni (una su tutte, la distinzione tra ruolo diretto e indiretto formulata da
Douglas), mi limito a sottolineare come una tale riflessione sia indispensabile
per dirimere alcuni casi controversi di commistione tra indagine scientifica e
valori. Come teorizzato da Shrader-Frechette (2011), il riconoscimento che la
prassi scientifica non puo` fare a meno di essere influenzata da valori sociali,
e` altrettanto vero che alcune istanze di influenza vanno riconosciuti come
illegittimi: e` il caso, come Shrader-Frechette lo definisce, il fenomeno della
“special interest science”, che mira a svolgere una precisa funzione legale o
commerciale, come garantire l’approvazione di un medicinale e numerosis-
simi altri esempi. L’urgenza e la diffusione di tali questioni rende dunque
indispensabile una nuova analisi teorica del rapporto tra scienza e valori, che
tenga conto della stretta relazione tra indagine scientifica e politica pubblica.
5.5.2 Il Principio di Precauzione e` irrazionale
Questa obiezione al Principio di Precauzione e` particolarmente interessan-
te alla luce dell’argomento di Bernoulli, e in generale di un’interpretazione
standard che identifica la massimizzazione dell’utilita` prevista come unico
criterio razionale di scelta, in virtu` di caratteristiche auto-evidenti.
Come Sunstein illustra in dettaglio, motivazioni di varia provenienza pos-
sono essere addotte alla richiesta di prudenza formulata nel Principio di Pre-
cauzione. La maggior parte di esse, critica pero` Sunstein, e` legittimamente
classificabile come “cognitive biases”: errori di calcolo (“probability neglect”),
falsi miti, attitudini e idiosincrasie psicologiche e altri tipi di ragionamento
scorretto. Costruire un principio sulla base di questi “errori di valutazione”,
che pure ricorrono frequentemente nel nostro comportamento di scelta in
condizioni di rischio, non costituirebbe pertanto un approccio promettente,
soprattutto dal punto di vista normativo. In particolare, tra le credenze co-
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muni che contribuirebbero a giustificare il Principio di Precauzione, Sunstein
cita il mito della “Benevolenza della Natura”, che e` alla base di una pregiu-
dizievole sfiducia verso le nuove tecnologie e di un’accentuazione dei rischi
che esse comporterebbero, come nel caso degli organismi geneticamente mo-
dificati. In generale, l’autore nota come specifiche attitudini psicologiche che
si manifestano in condizioni di incertezza, come l’avversione all’ambiguita`,
l’avversione al rischio o la fallacia dello status quo, esauriscano il compito
di spiegare il pessimismo e la “paranoia” connaturati ad un criterio conser-
vativo come Maximin. Molti risultati sperimentali mostrano infatti come gli
agenti tendano a concentrarsi sulle perdite e sulle conseguenze negative, a
sovrastimare gli svantaggi rispetto a benefici di uguale entita`, e nel comples-
so a manifestare un comportamento di scelta prudente in condizioni di forte
incertezza9. Anche se tutte queste motivazioni sono utili, da un punto di vista
descrittivo, nel giustificare l’attrattiva e il successo del Principio di Precau-
zione, Sunstein argomenta che, da un punto di vista normativo o prescrittivo,
esse non forniscono una legittimazione sufficiente.
In altre parole, cio` che Sunstein critca e` che un criterio di decisione ra-
zionale debba “piegarsi” e fare proprie idiosincrasie psicologiche tipiche del
nostro comportamento di scelta in condizioni di rischio. Questo argomento e`
molto insidioso per la tesi qui sostenuta, cioe` che motivazioni, valori e pre-
occupazioni etiche degli agenti debbano essere adeguatamente incorporate
nel modello decisionale. Se tutte queste caratteristiche, che D’Alembert de-
finiva la “dimensione morale del correre un rischio” non sono che “cognitive
biases”, e` ragionevole che un appropriato criterio di decisione non ne tenga
conto, e anzi faccia in modo che il processo decisionale non ne sia influenzato.
Cio` che rende il principio di massimizzazione apparentemente insoddisfacen-
te, dunque, sarebbe solo il persistere di questi errori di valutazione, che la
procedura “oggettiva” della cost-benefit analysis elimina invece dalla matrice
di decisione.
9Kahneman e Tversky (1979), ad esempio, hanno mostrato come gli agenti sono sensibili
alla deviazione dallo status quo, e tendono a giudicare diversamente lo stesso esito se
descritto come perdita da una “baseline” piu` alta che non come nessun guadagno a partire
da una baseline piu` alta. L’endowement effect e` un altro importante bias collegato a questa
forma di comparazione rispetto allo status quo.
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Non e` difficile accorgersi come questo argomento si fondi, ancora una vol-
ta, su una specifica versione del presupposto dell’oggettivita`: questa volta,
ad ottenere lo status di oggettivo e neutrale e` una precisa definizione del-
la razionalita` come massimizzazione dell’utilita` prevista. In realta`, come ho
illustrato nelle sezioni precedenti, tale definizione costituisce una caratteriz-
zazione solo parziale del comportamento di scelta razionale. E` perfettamente
plausibile immaginare che contesti di decisione differenti definiscano diverse
accezioni di razionalita`, identificando di conseguenza criteri di scelta alterna-
tivi10. Non sembra dunque esserci nessuna ragione di principio per escludere
caratteristiche come la gravita` della conseguenze in gioco e lo stato di forte
incertezza dagli elementi che determinano uno specifico contesto di scelta e
contribuiscono all’individuazione di un criterio di decisione appropriato.
Vorrei concludere notando che, al contrario, il fatto che le motivazioni che
ho esposto durante questo lavoro di tesi siano cos`ı persistenti e diffuse sembra
dimostrare come esse, piu` che errori di valutazione, siano da interpretare come
espressioni tipiche del nostro comportamento di scelta in casi di gestione
di rischi collettivi. La risposta all’obiezione di Sunstein, quindi, potrebbe
articolarsi nello slogan “it’s not a bug, it’s a feature”. In questo senso, un
criterio di decisione come il Principio di Precauzione, che mira ad incorporare
nella matrice di decisione tali elementi, fornirebbe un modello di scelta piu`
adeguato e appropriato in questi specifici contesti, rispetto a modelli che
impiegano la massimizzazione dell’utilita` prevista.
Il Principio di Precauzione e il “moral framing”
Vorrei aggiungere alla mia contro-obiezione all’argomento dell’irrazionalita`
una breve digressione sul fenomeno del moral framing. Il mio obiettivo e` mo-
strare come ancora una volta un’interpretazione procedurale del Principio di
Precauzione, che non determini unicamente il criterio di decisione da utiliz-
zare per risolvere la matrice, ma contribuisca a costruire la matrice stessa,
10Hurwicz (1951), ad esempio, passa in rassegna diversi criteri di decisione in condi-
zioni di incertezza, che possono essere alternativamente applicati a seconda degli esiti del
problema, del grado di prudenza di un agente, o di altri parametri rilevanti.
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possa rispondere alle preoccupazioni circa la sua legittimita`, adeguatezza e
efficacia pratica.
Come Sunstein nota efficacemente, molti dei nostri appelli alla precau-
zione e alla prudenza trovano una giustificazione in “euristiche”, miti e modi
di ragionare che motivano specifiche risposte da parte degli agenti: le nuove
tecnologie sono dannose, soffrire una perdita e` qualcosa di negativo, affron-
tare dei rischi espliciti e` dannoso, imporre rischi ai cittadini e` moralmente
scorretto, eccetera. Sunstein (2005a), ma anche Kamm (2007) e Sen (1982),
definiscono queste “scorciatoie” e modelli che applichiamo ai problemi di de-
cisione delle “moral heuristics”, ovvero delle regole di valutazione generali che
vengono applicate a tutti gli scenari di decisione che sembrano condividere gli
stessi aspetti caratterizzanti. Se l’uso delle “moral heuristics” e` certamente
vantaggioso ed economico da un punto di vista cognitivo, e` anche innegabile
che questo tipo di ragionamento puo` portare a delle incoerenze, che sono
appunto il bersaglio delle critiche di Sunstein. In molti contesti, infatti, diffe-
renti euristiche possono essere applicate allo stesso problema di decisione, e
quale euristica viene impiegata dall’agente dipende da quali aspetti del pro-
blema di decisione sono resi salienti dalla descrizione del problema che viene
sottoposta. Questo fenomeno, osservato per la prima volta in ambito della
teoria sperimentale della decisione da Kahneman e Tversky (1979) e` definito
moral framing effect, e si puo` appunto riassumere come la tendenza da parte
degli agenti a reagire in modo diverso, o a dare differenti valutazioni mo-
rali allo stesso scenario, a seconda di quale descrizione dello scenario venga
proposta.
Vari studi sulle origini cognitive del moral framing effect sono state pro-
poste11, ma piu` che sulle cause di questo fenomeno ampiamente testato e in-
discutibile, sono qui interessata alle conseguenze dell’effetto di framing sulla
costruzione delle matrici di decisione. Come molti autori in filosofia mora-
le, tra cui appunto Sunstein (2005a), hanno sottolineato, la presenza degli
effetti di framing e` un indice di irrazionalita`, e andrebbe quindi corretta
mostrando agli agenti come i loro giudizi morali, e di conseguenza la riposta
11Si veda, ad esempio, la proposta di Horgan e Timmons (2009) sul vantaggio e l’origine
evolutiva degli effetti di frame.
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fornita al problema di decisione siano fortemente influenzati dalla descrizione
del problema stesso che viene fornita. Questa soluzione, pero`, come Kamm
argomenta, e` intrinsecamente fallimentare: non esiste, infatti, un modo di
presentare il problema di decisione che sia neutrale, dal momento che ogni
descrizione rende salienti diversi aspetti che motivano la scelta di euristiche e
l’appello a principi morali alternativi. Perfino sottoporre ad un agente tutte
le descrizioni possibili, sostiene Sinnott-Armstrong (2012), costituisce di per
se´ una modalita` specifica e a suo modo decisiva di presentare il problema
di decisione. Dal momento che il moral framing effect e` quindi inevitabile, e
piu` che un “bug” si possa dunque meglio caratterizzare come una “feature”
del nostro modo di ragionare, una risposta opportuna a questo fenomeno po-
trebbe essere quella di identificare quali descrizioni del problema di decisione
sono piu` adeguate e appropriate a seconda del contesto. Il mio argomento,
in particolare, e` che il Principio di Precauzione, in una sua interpretazione
procedurale, potrebbe svolgere questo ruolo, in analogia con la sua funzione
epistemica, definendo, tra le varie possibili, quale caratterizzazione del con-
testo di decisione sia da impiegare per la successiva soluzione del problema
di scelta.
Per illustrare la mia proposta, utilizzo come esempio un caso molto sem-
plice ed evidente di moral framing effect. Immaginiamo che i cittadini siano
chiamati a pronunciarsi sull’opportunita` di implementare una misura di sa-
nita` pubblica in risposta ad un’eventuale emergenza causata da un’epidemia
influenza. Nel primo caso, lo scenario viene cos descritto e sottoposto alla
valutazione degli agenti: “senza questa misura, 400 persone su 600 moriran-
no”. Nel secondo caso, il problema viene presentato in questo modo: “se
questa misura non viene implementata, potremo salvare solo 200 persone su
600”. Come Kahneman e Tversky riportano nei loro risultati sperimentali,
gli agenti tendono a valutare l’urgenza morale di implementare la misura
di sanita` pubblica in modo molto diverso nei due esempi, ritenendola piu`
urgente e necessaria nel primo caso, nonostante, da una prospettiva conse-
quenzialista, i due scenari siano identici dal punto di vista delle vite salvate
(200 sopravvissuti e 400 morti). Questa diversa reazione puo` essere spiegata,
appellandoci alla nozione di euristica morale, dal fatto che, nel primo caso,
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cio` che e` reso saliente nella descrizione e` la morte di alcuni individui, mentre
nel secondo e` la possibilita` di salvarli. Il principio morale che viene quindi
ritenuto rilevante nella prima descrizione e` “impedisci che delle persone muo-
iano, se ti e` possibile”, mentre nella prima descrizione il principio impiegato
e` “salva delle persone, se ti e` possibile”. Chiaramente, siccome proteggere da
una conseguenza indesiderata, piuttosto che attivamente salvare qualcuno, e`
percepito come un obbligo morale piu` pressante, nel primo caso la misura
proposta viene valutata come pi necessaria e urgente.
Il mio argomento, dunque, e` che il Principio di Precauzione potrebbe
svolgere un ruolo dirimente nel determinare quale versione del problema di
decisione debba essere presentata all’organo decisionale o, in questo caso, al
pubblico. Il principio giocherebbe ovviamente in tal modo un ruolo proce-
durale: piu` che stabilire quale criterio di decisione dovrebbe essere utilizzato
per valutare se la misura proposta deve essere implementata nello specifico
contesto di decisione, dunque, esso verrebbe utilizzato a un livello prelimi-
nare per definire adeguatamente il contesto di decisione. Seguendo la logica
dell’esempio proposto sopra, il Principio di Precauzione potrebbe imporre
di scegliere, tra le descrizioni possibili, quello che rende saliente e induce
l’impiego dell’euristica piu` “prudente” e conservativa per valutare il caso in
questione, in questo caso la prima descrizione.
In un modello semplificato di decision-making, in cui il policy maker sia
responsabile di presentare un problema di decisione all’attenzione del pub-
blico, il livello di intervento di questa versione procedurale del Principio di
Precauzione potrebbe collocarsi proprio a questo livello. Tradizionalmente,
le proposte di policy making che sfruttano delle componenti di psicologia
comportamentale per indurre, senza costringere, una particolare scelta, sono
definite istanze di “Paternalismo Libertario” (Sunstein e Thaler (2003)) o
“Nudge”. In questi casi, attraverso un’opportuna modifica dell’architettura
del problema di scelta, come osserva Bovens (2010), alcune delle biases iden-
tificate da Sunstein vengono utilizzate per modificare il comportamento di
scelta degli individui. Un esempio tipico di Nudge, sempre trattato da Bo-
vens, e` quello di spostare, nelle linee di distribuzione delle mense scolastiche
o aziendali, la collocazione dei cibi sani e di quelli dannosi, rendendo i pri-
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mi piu` visibili e facilmente raggiungibili. Il Principio di Precauzione, inteso
come una norma che impone di descrivere e impostare un problema di deci-
sione da proporre al pubblico in un modo che renda saliente alcuni elementi
piuttosto che altri, che inducono un approccio piu` cauto e prudente al pro-
cesso deliberativo, potrebbe quindi inquadrarsi in questo ambito piu` ampio
del Nudging.
La mia proposta, in questo senso, si caratterizza da un lato come una
riposta all’accusa di irrazionalita`, mostrando che alcune inconsistenze nel-
le euristiche che utilizziamo non rivelano necessariamente una mancanza di
ragionevolezza, e dall’altro evidenzia una procedura concreta (il Nudging)
attraverso cui il Principio di Precauzione puo` fungere da guida all’azione.
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Conclusione
In questo lavoro di tesi ho cercato di illustrare, attraverso esempi specifi-
ci e brevi ricostruzioni storiche, come il contributo del parere scientifico in
molte delle decisioni cruciali dell’agenda pubblica sia sempre piu` decisivo e
ineludibile. In particolare, nelle complesse questioni della valutazione, gestio-
ne e distribuzione del rischio, il punto di vista “tecnico”, rappresentato da
giudizi sulla distribuzione delle probabilita`, calcolo della cost-effectiveness e
procedure ausiliarie di risk-managing, svolge un ruolo determinante e, ap-
parentemente, ormai indiscusso. Se dunque la prassi della scientific advisory
in quanto tale non necessita piu` di giustificazioni, come quando, all’epoca
di D’Alembert, muoveva i suoi primi passi, altre questioni di legittimita` e
divisione dei ruoli non possono essere altrettanto facilmente accantonate.
Il mito dell’oggettivita` della scienza, infatti, sebbene criticato e non piu`
dominante in ambito teorico, continua a svolgere la funzione di presupposto
implicito negli argomenti che invocano e attribuiscono un ruolo primario e di-
rimente al parere scientifico, rispetto a considerazioni, competenze e principi
di altra provenienza. Per poter ripensare un modello equilibrato e coeren-
te del rapporto tra scientific advisory e public policy, destinato a stringersi
sempre piu`, e` quindi in primo luogo necessario mettere in discussione il para-
digma della neutralita` e dell’oggettivita` del parere scientifico, confutando di
conseguenza il primato “di default” attribuito al risultato dell’indagine scien-
tifica. In questo lavoro di tesi mi sono accostata a tale compito trattando uno
specifico esempio di informazione scientifica, i giudizi sulle distribuzioni di
probabilita`. Nell’ambito delle scelte di politica pubblica riguardanti l’alloca-
zione e gestione del rischio, infatti, le stime probabilistiche esauriscono quasi
completamente l’area di competenza della scientific advisory.
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Nello svolgimento di questa analisi, ho cercato di illustrare come, fin dal-
le sue origini, la teoria della probabilita` sia stata inscindibilmente legata a
preoccupazioni e valutazioni circa il suo impiego in questioni di cruciale im-
portanza nella scelta pubblica contemporanea. In particolare, esponendo il
Paradosso di Rudner, ho evidenziato come “fornire le probabilita` oggettive”,
a seguito di un esperimento o di un’indagine statistica, sia un risultato non
perseguibile, a causa della struttura stessa delle ipotesi probabilistiche. Nel
capitolo successivo, discutendo la proposta di Jeffrey, ho sottolineato come
alla base del suo modello alternativo vi sia una diversa concezione della pro-
babilita`, quella bayesiana, che definisce un giudizio di probabilita` come la
credenza soggettiva dell’agente (in questo caso lo scienziato). Tale mutamen-
to di prospettiva, chiaramente, pone gia` profondamente in questione il mito
dell’oggettivita`, auto-evidenza e univocita` del calcolo probabilistico, tesi in-
vece sostenuta da Bernoulli nel suo argomento a favore dell’utilizzo del parere
tecnico nella scelta sociale.
Il definitivo naufragare della possibilita` di ottenere dati probabilistici “og-
gettivi”, d’altro canto, pur costituendo una parziale rivincita del punto di vi-
sta scettico di D’Alembert, non puo` sfociare in una rinuncia alla formulazione
di una divisione dei ruoli adeguata e legittima tra l’ambito della scientific ad-
visory e quello della public policy. La semplice considerazione che anche i dati
probabilistici sono intrisi di valori, infatti, piuttosto che a una completa sva-
lutazione del parere scientifico, induce a una piu` accurata riflessione su come
altre considerazioni di valore debbano essere incorporate nella soluzione di
un problema di scelta sociale. Se la proposta di Jeffrey risulta sicuramente
ingenua e non risolutiva, essa ha indubbiamente il merito di proporre un mo-
dello plausibile e ragionevole di integrazione tra competenze, formulando per
la prima volta un insieme di regole e criteri che ne sanciscono la legittimita`.
Nell’ultimo capitolo del presente lavoro, a partire da questa prospettiva
“ottimistica”, ho analizzato un modello, a mio avviso convincente, di in-
tegrazione tra parere scientifico e considerazioni di valore. Tale proposta,
definita dal Principio di Precauzione, ha il merito di sostituire il criterio di
massimizzazione dell’utilita` attesa, l’ultimo ingiustificato residuo del mito
dell’oggettivita`, con un criterio di decisione, quello del Maximin, piu` ade-
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guato alle istanze morali e alle caratteristiche epistemiche (forte incertezza)
dei problemi di decisione in questione. Di conseguenza, ho evidenziato come
questo modello alternativo di gestione del rischio consenta di non sottosti-
mare le legittime preoccupazioni che potrebbero essere espresse dagli agenti,
attribuendo un peso decisivo a queste considerazioni di valore. D’altro can-
to, il modello del Principio di Precauzione mantiene nella sua struttura la
centralita` del parere scientifico, che non puo` ad oggi essere ragionevolmente
accantonato.
La massima di Bernoulli, che impone di tenere conto, nella soluzione di un
problema di decisione, di tutte le informazioni (in questo caso probabilisti-
che) disponibili, si conferma dunque a mio avviso come un criterio e norma di
razionalita` ineludibile. Una dose legittima di argomentato scetticismo, pero`,
deve portare a una successiva articolazione critica della massima, che defi-
nisca in che modo e fino a che punto queste informazioni debbano essere
soppesate, e che sottolinei come questi dati non esauriscano lo spettro delle
considerazioni da incorporare nella soluzione. Sebbene il Principio di Precau-
zione non si presenti ancora come una risposta conclusiva e completamente
coerente a questo tentativo di riformulazione della massima benoulliana, esso
ci indica sicuramente un proficuo orizzonte di ricerca.
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