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OPTIMAL ADAPTIVITY FOR
NON-SYMMETRIC FEM/BEM COUPLING
MICHAEL FEISCHL
Abstract. We develop a framework which allows us to prove the essential general
quasi-orthogonality for the non-symmetric Johnson-Nédélec finite element/boundary el-
ement coupling. General quasi-orthogonality was first proposed in [8] as a necessary
ingredient of optimality proofs and is the major difficulty on the way to prove rate op-
timal convergence of adaptive algorithms for many strongly non-symmetric problems.
The proof exploits a new connection between the general quasi-orthogonality and LU -
factorization of infinite matrices. We then derive that a standard adaptive algorithm for
the Johnson-Nédélec coupling converges with optimal rates. The developed techniques
are fairly general and can most likely be applied to other problems like Stokes equation.
1. Introduction
The theory of rate optimal adaptive algorithms for finite element methods originated
in the seminal paper [32] by Stevenson and was further improved in [11] by Cascon,
Kreuzer, Nochetto, and Siebert. These papers prove essentially, that a standard adaptive
algorithm of the form
Solve −→ Estimate −→ Mark −→ Refine
generates asymptotically optimal meshes for the approximation of the solution of a Pois-
son problem. The new ideas sparked a multitude of papers applying and extending the
techniques to different problems, see e.g., [26, 12] for conforming methods, [28, 6, 7, 9, 27]
for nonconforming methods, [13, 10, 24] for mixed formulations, and [21, 33, 4, 18, 19]
for boundary element methods (the list is not exhausted, see also [8] and the references
therein). All the mentioned results, however, focus on symmetric problems in the sense
that the underlying equation induces a symmetric operator. The first proof of rate op-
timality for a non-symmetric problem which does not rely on additional assumptions
is given in [20] for a general second order elliptic operator with non-vanishing diffusion
coefficient of the form
−div(A∇u) + b · ∇u+ cu = f.
This approach, however, relies heavily on the fact that the non-symmetric part of the
operator (b · ∇u+ cu) is only a compact perturbation (one differentiation instead of two
for the diffusion part). The present work aims to shed some light on the completely unex-
plored world of rate optimality for strongly non-symmetric problems (meaning that the
non-symmetric part of the operator is not substantially smaller in any sense). Although
the work is focused on the particular model problem of Johnson-Nédélec FEM/BEM
coupling, we believe that the developed techniques will be very useful for many other
non-symmetric problems of the form Au = F for a non-symmetric operator A and a
right-hand side F .
Supported by the Australian Research Council (ARC) under grant number DE170100222 and by the
Austrian Research Fund (FWF) under grant number P27005.
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For the particular case of FEM/BEM coupling, only convergence of the adaptive algo-
rithm is known. This was first proven rigorously in [2] for the standard residual based
error estimator which was first derived in [5].
Using the abstract framework for rate optimality developed in [8], we observe that the
major obstacle is the general quasi-orthogonality property introduced in [8]. The property
is a generalization of the usual orthogonality property
‖u− uℓ+1‖
2 + ‖uℓ+1 − uℓ‖
2 = ‖u− uℓ‖
2, (1.1)
for increasingly accurate nested Galerkin approximations uℓ, uℓ+1 of the exact solution
u. The orthogonality (1.1) follows immediately from the well-known Galerkin orthogo-
nality, if the underlying problem induces a symmetric bilinear form and thus a Hilbert
(energy-) norm ‖ · ‖. If the problem is non-symmetric, however, (1.1) fails to hold (even
in approximate forms usually called quasi-orthogonality) and this breaks all existing op-
timality proofs. In [8], we prove that general quasi-orthogonality is the weakest possible
orthogonality condition in the sense that it is necessary to prove optimality. While rig-
orously stated in Section 2.6 below, general quasi-orthogonality roughly implies that the
approximation error has a decomposition of the form
‖u− uℓ‖
2 ≃ ‖uℓ+1 − uℓ‖
2 + ‖uℓ+1 − uℓ+2‖
2 + . . . for all ℓ ∈ N
for nested Galerkin approximations uℓ, uℓ+1, uℓ+2, . . . of u. While this property seems
hard to prove by itself, we discover an interesting connection to the LU -factorization of
infinite matrices in this work.
This connection can be formulated as follows: Assume that there exists a Riesz basis
B of the underlying Hilbert space such that the problem Au = F can be equivalently
stated as a matrix equation
Mx = G with M ∈ RN×N, G ∈ RN,
where Mvw = 〈Aw , v〉 for all v, w ∈ B, Gv := 〈F , v〉, and u =
∑
v∈B xvv. If the
matrix M has an LU -factorization M = LU for lower/upper-triangular infinite matrices
L, U ∈ RN×N such that L, U, L−1, U−1 : ℓ2 → ℓ2 are bounded operators, then general
quasi-orthogonality holds.
We exploit the stated connection by constructing a suitable Riesz basis for the partic-
ular FEM/BEM coupling and then proving that a bounded LU factorization exists. The
construction of the Riesz basis is quite challenging, since for the FEM/BEM coupling,
we need compatible basis functions in H1 and H−1/2. This requires an extension of the
well-known Scott-Zhang projection to make operators on different level commute with
each other. To prove that the resulting matrix M has the desired LU -factorization, we
rely on techniques from wavelet methods, which prove that M is exponentially decaying
(in the sense of Jaffard class matrices). While being probably an artifact of the proof, we
are forced to introduce a grading condition on the adaptively generated meshes, as was
also done in [16].
This opens the door to prove rate optimality of the adaptive algorithm. It turns out
that all the other requirements for rate optimality (formulated in [8]) can be shown by
combining arguments from FEM and BEM (for both methods, rate optimality has been
proved already).
The strategy of the proof is very general, but the details a tailored to the present
FEM/BEM coupling problem. We are confident that similar techniques can be used to
prove optimality of adaptive algorithms for the Stokes equation and many other related
non-symmetric problems. The author would like to note that, to the best of his knowl-
edge, the theory of LU -factorization of infinite matrices currently cannot answer very
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interesting (and for this work very useful) questions like: Which positive definite matrices
have a bounded factorization? This is the reason why this paper is quite technical despite
the simple underlying idea. It is possible that advances in this direction could improve
(e.g., by removing the grading condition) and simplify the present result.
As an interesting side result, the Riesz basis constructed in Section 6 below can, in
principle, be computed and used for actual implementations. This brings the benefit of
uniformly bounded condition numbers of the involved matrices without preconditioning.
1.1. Outline of the paper. The main result is given in Theorem 7.1 in Section 7.
In Section 3.1, we introduce the class of Jaffard matrices, and show that they admit a
bounded LU -factorization under certain conditions. In Section 3.2, we show that general
quasi-orthogonality is equivalent to the fact that a certain (infinite) system matrix of the
problem at hand has a bounded LU -factorization. This observation is the key element
of the paper. The remainder of the work is devoted to building a system matrix for
the Johnson-Nédélec coupling, which fits into this framework of Jaffard class matrices.
Therefore, we construct a local wavelet basis in Section 6. To that end, we use a new
quasi-interpolation operator from Section 5 which is based on the classical Scott-Zhang
projection. In Section 4 we construct certain metrics which characterize the exponential
decay of the system matrix. Finally, Section 7.5 constructs the system matrix.
1.2. Notation. We use #A to denote the cardinality of a set A. Moreover, I denotes
the identity matrix I ∈ Rn×n, Iij = 0 for all i 6= j and Iij = 1 for all i = j. The
dimension n ∈ N is only specified when not clear from the context. The standard space
of squared summable sequences is denoted by ℓ2 = ℓ2(N). We denote the ℓ2-norm by
‖ · ‖ℓ2, whereas the operator norm for operators on ℓ2 is denoted by ‖ · ‖2. Operators on
ℓ2 are often identified with infinite matrices M ∈ RN×N and we use the norms ‖M‖1 :=
supi∈N
∑
j∈N |Mij | and ‖M‖∞ := supj∈N
∑
i∈N |Mij|.
2. General assumptions
2.1. Preliminaries. In the following, Ω ⊆ R2 is a polygonal domain with boundary
Γ := ∂Ω. Given a Lipschitz domain ω ⊆ R2, we denote by Hs(ω) the usual Sobolev
spaces for s ≥ 0. For non-integer values of s, we use real interpolation to define Hs(ω).
Their dual spaces H˜−s(ω) are defined by extending the L2-scalar product. Given γ ⊆ ∂ω,
we define Hs(γ) as the trace space of Hs+1/2(ω) for all s > 0. Again, the dual space
H˜−s(γ) is defined via the extended L2-scalar product.
Remark. There is no reason for the author to believe that the methods developed in
this work are restricted to the 2D case. However, the technical difficulties are already
substantial for d = 2 and thus we decided to restrict to this case for clarity of presentation.

2.2. Variational form. The main goal of this paper is to prove optimality of FEM/BEM
coupling. However, most of the methods work in a much broader context. Therefore,
we start with an abstract variational problem and go back to the concrete application in
Section 7. To that end, suppose X is a separable Hilbert space. Moreover, suppose that
(Xℓ)ℓ∈N is a nested sequence of subspaces, i.e.,
Xℓ ⊆ Xk ⊆ X for all ℓ ≤ k ∈ N.
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Assume that a(·, ·) : X ×X → R is a bounded bilinear form, which is additionally elliptic,
i.e.,
inf
x∈X
a(x, x)
‖x‖2X
= c0 > 0. (2.1)
For f ∈ X ∗, define u ∈ X and uℓ ∈ Xℓ for all ℓ ∈ N as the unique solutions of
a(u, v) = f(v) for all v ∈ X and a(uℓ, v) = f(v) for all v ∈ Xℓ. (2.2)
We further assume that X is a space of functions on the domain Ω and that the subspaces
Xℓ correspond to some triangulations Tℓ discussed in detail below.
2.3. Mesh refinement. Let T0 be a triangulation of Ω into compact triangles which
resolves the corners of Γ. Given two triangulations T , T ′, we write T ′ = refine(T ,M)
for someM⊆ T if T ′ is generated from T by refinement of all T ∈M via newest vertex
bisection. We write T ′ ∈ refine(T ) if T ′ is generated from T by a finite number of iterated
newest-vertex-bisection refinements and we denote the set of all possible refinements by
T := refine(T0). Given ω ⊆ Ω, we call T ′|ω a local refinement of T , if there exists
T ′′ ∈ refine(T ) such that T ′|ω = T ′′|ω. Given T ∈ T for some T ∈ T, level(T ) denotes
the number of bisections necessary to generate T from a parent element in T0.
We define N (T ) as the set of nodes of T and E(T ) as the set of edges of T .
We define hT ∈ P0(T ) as the mesh-size function by hT |T := diam(T ) for all T ∈ T .
Given T ∈ T ∈ T, we define the patch
ω(T, T ) :=
{
T ′ ∈ T : T ∩ T ′ 6= ∅
}
.
Given a subset Ω′ ⊆ Ω, we define the patch
ω(Ω′, T ) :=
{
T ∈ T :
(⋃
ω(T, T )
)◦
∩ Ω′ 6= ∅
}
,
where (·)◦ denotes the interior of a set. Note that in case of Ω′ = T , the two definitions
coincide. The extended patches ωk(Ω′, T ) are defined iteratively by
ω1(Ω′, T ) := ω(Ω′, T ), and ωk(Ω′, T ) := ω(
⋃
ωk−1(Ω′, T ), T ).
Definition 2.1. We consider an auxiliary sequence (T̂ℓ)ℓ∈N of uniform refinements such
that T̂0 = T0 and
T̂ℓ+1 = refine
k(T̂ℓ, T̂ℓ),
which means that each element of T̂ℓ is bisected k-times to obtain T̂ℓ+1. There exist
constants Cbase, Cmesh ≥ 1 which depend on k and on T0 such that
C−1baseC
−ℓ
mesh ≤ diam(T ) ≤ CbaseC
−ℓ
mesh
for all T ∈ T̂ℓ and all ℓ ∈ N. We choose k = kmesh sufficiently large such that Cmesh ≥
(Csz + 1)
4, where Csz is defined in Lemma 5.5 below.
2.4. Adaptive algorithm. Given a triangulation T ∈ T, we assume that we can com-
pute an error estimator η(T ) =
√∑
T∈T ηT (T )
2. In the application to the FEM-BEM
coupling below, we have to restrict to adaptive triangulations with mild grading in the
sense that there exists Dgrad ∈ N such that
|level(T )− level(T ′)| ≤ 1 for all T ′ ∈ ωDgrad(T, T ). (2.3)
This condition is necessary for the present proof and also appears in [16] to prove optimal
convergence in the L2-norm. By Tgrad ⊆ T, we denote all triangulations which satisfy (2.3)
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for a given Dgrad ∈ N. Lemma 2.3 below shows that the restriction does not alter
the optimal convergence rate. Numerical experiments (see, e.g., [2]) suggest that the
restriction is not even necessary for optimal convergence rate, and thus might just be an
artifact of the proof. In the following, we assume that Dgrad is sufficiently large to satisfy
all the conditions in the proofs below.
We assume that the sequence Tℓ is generated by an adaptive algorithm of the form
Algorithm 2.2. Input: ℓ = 0, T0, Dgrad ∈ N, 0 < θ ≤ 1, f ∈ X ⋆.
For ℓ = 0, 1, . . . do:
(1) Compute uℓ ∈ Xℓ.
(2) Compute error estimator ηT (Tℓ) for all T ∈ Tℓ.
(3) Mark set of minimal cardinality Mℓ ⊆ Tℓ such that∑
T∈Mℓ
ηT (Tℓ) ≥ θ
∑
T∈Tℓ
ηT (Tℓ). (2.4)
(4) Refine at least the elements Mℓ of Tℓ to obtain Tℓ+1.
(5) Refine additional elements to ensure that Tℓ+1 satisfies (2.3).
Output: sequence of meshes Tℓ and corresponding solutions uℓ.
2.5. Rate optimality. We aim to analyze the best possible algebraic convergence rate
which can be obtained by the adaptive algorithm. This is mathematically characterized
as follows: For the exact solution u ∈ X , we define an approximation class As by
u ∈ As
def.
⇐⇒ ‖u‖As := sup
N∈N
min
T ∈T
#T −#T0≤N
N sη(T ) <∞. (2.5)
By definition, a convergence rate η(T ) = O(N−s) is theoretically possible if the optimal
meshes are chosen. In view of mildly graded triangulations, we define
u ∈ Agrads
def.
⇐⇒ ‖u‖
A
grad
s
:= sup
N∈N
min
T ∈Tgrad
#T −#T0≤N
N sη(T ) <∞.
In Lemma (2.3) below, we show that in many situations Agrads = As. In the spirit of [8],
rate optimality of the adaptive algorithm means that there exists a constant Copt > 0
such that
C−1opt‖u‖As ≤ sup
ℓ∈N0
η(Tℓ)
(#Tℓ −#T0 + 1)−s
≤ Copt‖u‖As ,
for all s > 0 with ‖u‖As <∞.
2.6. The Axioms. To formulate the axioms below, we define for a given triangulation
T ∈ T the corresponding space XT as well as the discrete solution uT ∈ XT of
a(uT , v) = 〈f , v〉 for all v ∈ XT .
As proved in [8], we need to check the axioms (A1)–(A4) to ensure rate optimality for
a given adaptive algorithm: There exist constant Cred, Cstab, Cqo, Cdlr, Cref > 0, and
0 ≤ qred < 1 such that
(A1) Stability on non-refined elements: For all refinements T̂ ∈ T of a triangula-
tion T ∈ T, for all subsets S ⊆ T ∩ T̂ of non-refined elements, it holds that∣∣∣(∑
T∈S
ηT (T̂ )
2
)1/2
−
(∑
T∈S
ηT (T )
2
)1/2∣∣∣ ≤ Cstab ‖uT − uT̂ ‖X .
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(A2) Reduction property on refined elements: Any refinement T̂ ∈ T of a trian-
gulation T ∈ T satisfies∑
T∈T̂ \T
ηT (T̂ )
2 ≤ qred
∑
T∈T \T̂
ηT (T )
2 + Cred‖uT − uT̂ ‖
2
X .
(A3) General quasi-orthogonality: For one sufficiently small ε ≤ 0 the output of
Algorithm 2.2 satisfies for all ℓ, N ∈ N0
ℓ+N∑
k=ℓ
(
‖uk+1 − uk‖
2
X − Cqoε‖u− uk‖
2
X
)
≤ Cqo‖u− uℓ‖
2
X . (2.6)
(A4) Discrete reliability: For all refinements T̂ ∈ T of a triangulation T ∈ T, there
exists a subset R(T , T̂ ) ⊆ T with T \T̂ ⊆ R(T , T̂ ) and |R(T , T̂ )| ≤ Cref |T \T̂ |
such that
‖uT̂ − uT ‖
2
X ≤ C
2
dlr
∑
T∈R(T ,T̂ )
ηT (T )
2.
In some situations, it might even be possible to prove the stronger form of (A3), namely
C−1qo ‖u− uℓ‖
2
X ≤
∞∑
k=ℓ
‖uk+1 − uk‖
2
X ≤ Cqo‖u− uℓ‖
2
X for all ℓ ∈ N. (2.7)
The main obstacle is the general quasi-orthogonality (A3) and its proof for the partic-
ular FEM/BEM coupling below takes up the majority of this work. The other axioms
follow from the combination of techniques for FEM and BEM.
Lemma 2.3. Under (A1)–(A2) and (A4), there holds As = A
grad
s .
Proof. The assumption in [16, Section A.3] and (2.3) are equivalent up to shape regu-
larity. The definition of As and A
grad
s implies A
grad
s ⊆ As. Let T = T
n ∈ T being
generated from T0 by iterated refinements T j+1 = refine(T j,Mj) for j = 0, . . . , n.
Since every newest-vertex bisection refinement generates at least two sons, we have
#T ≥
∑n
j=0#M
j . The result [16, Theorem 4] shows that by refining all elements in
the Mj and additionally making sure that (2.3) holds, we find T grad ∈ Tgrad ∩ refine(T )
with #T grad ≤ C
∑n
j=0#M
j ≤ C#T . The constant C > 0 depend only on Dgrad and
T0. From [8, Lemma 3.4], we see that (A1)–(A2)&(A4) imply quasi-monotonicity of η in
the sense
η(T grad) . η(T ).
This shows
min
T ∈Tgrad
#T −#T0≤N
N sη(T ) . min
T ∈T
#T −#T0≤N/C
N sη(T ) ≤ Cs‖u‖As
and concludes the proof. 
3. General quasi-orthogonality and LU-factorization
In this section, we establish the link between general quasi-orthogonality (A3) and LU -
factorization of infinite matrices. To that end, we first introduce exponentially decaying
matrices.
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3.1. Jaffard class matrices. Jaffard class matrices generalize the notion of matrices
which decay exponentially away from the diagonal. The generalization allows to replace
the distance |i− j| between indices by a general metric d(i, j). This class was introduced
and analyzed in [23].
Definition 3.1 (Jaffard class). We say that an infinite matrix M ∈ RN×N is of Jaffard
class, M ∈ J (d, γ, C) for some metric d(·, ·) : N× N→ [0,∞) and some γ > 0 if for all
0 < γ′ < γ there exists C(γ′) > 0 such that
|Mij| ≤ C(γ
′) exp(−γ′d(i, j)) for all i, j ∈ N. (3.1)
Moreover, the metric d(·, ·) must satisfy for all ε > 0
sup
i∈N
∑
j∈N
exp(−εd(i, j)) <∞. (3.2)
We also write M ∈ J to state the existence of parameters d, γ, C such that M ∈
J (d, γ, C).
Definition 3.2 (banded matrix). We say that an infinite matrix M ∈ RN×N is banded
with respect to some metric d(·, ·) : N×N→ [0,∞) if there exists a bandwidth b ≥ 1 such
that
d(i, j) > b =⇒ Mij = 0 for all i, j ∈ N. (3.3)
In this case, we write M ∈ B(d, b). Note that we do not require d(·, ·) to satisfy (3.2).
We also write M ∈ B or M ∈ B(d) to state that the missing parameters exist.
The following technical lemmas prove some straightforward facts about infinite matri-
ces.
Lemma 3.3. Let M i,j ∈ B(d, bj), i = 1, . . . , n, j = 1, . . . , m for some m,n ∈ N with
respect to some metric d(·, ·) and respective bandwidths bj ∈ N. Then, there holds
n∑
i=1
m∏
j=1
M i,j ∈ B(d,
m∑
j=1
bj).
Proof. Obviously, B(d, b) is closed under summation. The definition of the matrix product
shows
(M i,1M i,2)ij =
∞∑
k=1
(M i,1)ik(M
i,2)kj =
∑
k∈N
d(i,k)≤b1, d(k,j)≤b2
(M i,1)ik(M
i,2)kj,
and hence (M i,1M i,2)ij = 0 if b1 + b2 < d(i, j) ≤ d(i, k) + d(k, j). Induction on j proves∏m
j=1M
i,j ∈ B(d,
∑m
j=1 bj). This concludes the proof. 
Lemma 3.4. Let M ∈ J (d, γ, C), then |M | : ℓ2 → ℓ2 is a bounded operator (the modulus
|M | is understood entry wise).
Proof. Given 0 < γ′ < γ, there holds for all i ∈ N with (3.1) and (3.2)
sup
i∈N
∑
j∈N
|Mij | . sup
i∈N
∑
j∈N
exp(−γ′d(i, j)) <∞.
Analogously, we obtain supi∈N
∑
j∈N |Mji| < ∞. The standard interpolation estimate
‖ · ‖22 ≤ ‖ · ‖1‖ · ‖∞ concludes the proof. 
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Lemma 3.5. Let M ∈ J (d, γ, C) such that M is additionally elliptic, i.e.,
sup
x∈ℓ2
Mx · x
‖x‖2ℓ2
= Cell > 0. (3.4)
Then,
M ∈ RN×N with M ij := sup
n∈N
n≥max{i,j}
|(M |{1,...,n}×{1,...,n})
−1|ij
is of exponential class (d, γ˜, C˜) and thus a bounded operator M : ℓ2 → ℓ2. The constant
γ˜ depends only on Cell > 0, d, and γ, whereas for all 0 < γ
′ < γ˜, C˜(γ′) depends only on
an upper bound for C(γ′) and on Cell > 0.
Proof. The result [23, Proposition 2] shows that (M |{1,...,n}×{1,...,n})
−1 ∈ J (d, γ˜, C˜). In-
spection of the proof reveals that γ˜ depends only on γ, d, and C˜(γ′) depends only on an
upper bound for C(γ′) from Definition 3.1 and on Cell > 0. Therefore, we have for all
0 < γ′ < γ˜
|M ij| ≤ C˜(γ
′) exp(−γ′d(i, j)) for all i, j ∈ N
and hence M ∈ J (d, γ˜, C˜). Lemma 3.4 concludes the proof. 
3.2. LU-factorization. We say that a matrix M ∈ RN×N has an LU -factorization if
M = LU for matrices L, U ∈ RN×N such that
Lij = 0 and Uji = 0 for all i, j ∈ N, i ≤ j.
Given a block structure in the sense that there exist numbers n1, n2, . . . ∈ N with n1 = 1
and ni < nj for all i ≤ j, we denote matrix blocks by
M(i, j) := M |{ni,...,ni+1−1}×{nj ,...,nj+1−1} ∈ R
(ni+1−ni)×(nj+1−nj).
By M [k] ∈ R(nk+1−1)×(nk+1−1), we denote the restriction of M to the first k × k blocks.
Lemma 3.6. Let M ∈ RN×N such that M : ℓ2 → ℓ2 is bounded and elliptic (3.4). More-
over, let M ∈ B(d, b0). Assume a block structure n1, n2, . . . ∈ N. Then, given ε > 0, there
exists a bandwidth b ∈ N such that for all k ∈ N, there exists R,Rk ∈ B(d, b) such that
‖M−1 −R‖2 + sup
k∈N
‖M [k]−1 −Rk‖2 ≤ ε.
If M is additionally block-banded in the sense M(i, j) = 0 for all |i − j| > b0, then, Rk
and R will additionally be block-banded with bandwidth b. If M is block-diagonal, also R
and Rk will be block-diagonal. The bandwidth b depends only on b0, Cell, ‖M‖2, and ε.
Proof. Let A := M [k] or A := M . Since A is elliptic with constant Cell, we obtain for
α := Cell‖M‖
−2
2 and x ∈ ℓ2
‖x− αAx‖2ℓ2 = ‖x‖
2
ℓ2
− 2α〈x , Ax〉ℓ2 + α
2‖Ax‖2ℓ2
≤ (1− 2αCell + α
2‖A‖22)‖x‖
2
ℓ2
≤ (1− C2ell/‖M‖
2
2)‖x‖
2
ℓ2
.
This shows ‖I − αA‖2 ≤ (1− C2ell/‖M‖
2
2) := q < 1. We obtain
A−1 = α(αA)−1 = α(I − (I − αA))−1 = α
∞∑
k=0
(I − αA)k.
We define R (Rk) by R :=
∑N
k=0(I − αA)
k for some N ∈ N such that ‖
∑∞
k=N+1(I −
αA)k‖2 ≤
∑∞
k=N+1 q
k ≤ ε. Since I − αA ∈ B(d, b0), Lemma 3.3 shows that R is banded
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as well. The bandwidth depends only on b0, q, and N . IfM is additionally block-banded,
also A and (I − αA) will be block-banded with bandwidth b0. Hence (I − αA)k will be
block-banded with bandwidth kb0. The same argumentation proves the statement for
block-diagonal M . This concludes the proof. 
The following results prove that block-banded matrices M hand down some structure
to their LU -factors. This is used in Section 7 to construct suitable hierarchical bases for
FEM/BEM coupling.
Lemma 3.7. Let M ∈ RN×N such that M : ℓ2 → ℓ2 is bounded and is elliptic (3.4).
Assume a block structure in the sense that there exist numbers n1, n2, . . . ∈ N with n1 = 1
and ni < nj for all i ≤ j. Moreover, let M be block-banded in the sense M(i, j) = 0
for |i − j| > b0 for some b0 ∈ N. Then, the block-LU-factorization M = LU for block-
upper/block-lower triangular matrices L, U ∈ RN×N such that L(i, i) = I for all i ∈ N
exists, is block-banded with bandwidth b0, and satisfies
‖L‖2 + ‖U‖2 + ‖L
−1‖2 + ‖U
−1‖2 <∞.
Moreover, the block-diagonal matrix D ∈ RN×N, D(i, i) := U(i, i) is bounded and ellip-
tic (3.4) with bounded and elliptic inverse.
Proof. Since M [k] has invertible principal sub matrices, it is well-known that the (block)-
LU-factorization exists. The triangular structure of the factors implies that also M
has a block-LU -factorization. Since M [k] and L[k] are invertible by definition, U [k] is
invertible for all k ∈ N. The block-triangular structure guarantees that L[k]−1 = (L−1)[k],
U [k]−1 = (U−1)[k], and hence existence of L−1, U−1 as matrices in RN×N. Moreover, it is
well-known that L and U are block-banded with bandwidth b0. By definition, we have
M [k]−1 = U [k]−1L[k]−1. Since L is lower-triangular with normalized block-diagonal (only
identities in the diagonal blocks), the same is true for L[k]−1. Therefore, we obtain
M [k]−1(i, k) =
k∑
r=1
U [k]−1(i, r)L[k]−1(r, k) = U [k]−1(i, k) = U−1(i, k), (3.5)
where the last identity follows from the fact that U−1 is upper-block triangular.
SinceM [k] is bounded and elliptic (3.4), alsoM [k]−1 is bounded and elliptic. Therefore,
we see that U−1(k, k) = U(k, k)−1 (since U is block-triangular) is bounded and elliptic
and thus conclude that D−1 and also D are bounded and elliptic. Moreover, we see that
supi,j ‖U
−1(i, j)‖2 ≤ supk∈N ‖M [k]
−1‖2 ≤ Cell <∞. Hence, there holds
sup
i,j∈N
‖L(i, j)‖2 ≤ sup
i,j∈N
∑
|k−i|≤b0
‖M(i, k)U−1(k, j)‖2 ≤ 2b0‖M‖2 sup
i,j
‖U−1(i, j)‖2 <∞.
Since L is block-banded with bandwidth b0, Lemma 8.4 shows ‖L‖2 < ∞. This implies
‖U−1‖2 ≤ ‖M−1‖2‖L‖2 <∞.
LetMT = L˜U˜ be the analogous block-LU-factorization for the transposed matrix (note
that MT is still elliptic, bounded, and banded). Since normalized LU -factorizations are
unique, we see that
L˜ = UTD−T and U˜ = DTLT (3.6)
Repeating the above arguments shows ‖L˜‖2 + ‖U˜−1‖2 < ∞. With boundedness and
ellipticity of D, (3.6) shows ‖U‖2 + ‖L−1‖2 < ∞. Altogether, we prove the statement
and conclude the proof. 
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Lemma 3.8. Under the assumptions of Lemma 3.7, assume that additionally M ∈
B(d, b0). Given ε > 0, there exists b ∈ N and block-upper triangular U−1ε ∈ B(d, b)
which is additionally block-banded in the sense U−1ε (i, j) = 0 for |i− j| > b such that
‖U−1 − U−1ε ‖2 ≤ ε.
The approximation U−1ε is invertible with bounded inverse such that supε>0(‖Uε‖2 +
‖U−1ε ‖2) < ∞. Moreover, there exists block-diagonal Dε ∈ B(d, b) which is bounded
and elliptic such that ‖D −Dε‖2 ≤ ε.
Proof. Lemma 3.6 shows that there exist R,Rk ∈ B(d, b) which are block-banded with
bandwidth b = b(ε) such that ‖M−1−R‖2+‖M [k]−1−Rk‖2 ≤ ε for all k ∈ N. SinceM is
bounded and elliptic, also M−1 is bounded and elliptic (3.4). Choosing ε > 0 sufficiently
small, we ensure that also R and Rk are bounded an elliptic with uniform constant.
Inspired by (3.5), we define a first approximation to U−1 by
T (i, j) :=
{
0 for j < i or i < j − b,
Rj(i, j) for j − b ≤ i ≤ j.
(3.7)
This ensures that T ∈ B(d, b) and that T is block-banded with bandwidth b. Additionally,
we obtain
sup
i,j∈N
‖T (i, j)− U−1(i, j)‖2 . ε. (3.8)
We define an approximation to L (which is block-banded with bandwidth b0) by
S(i, j) :=

0 for j < i− b0 or j > i,
I for j = i,
(MT )(i, j) for i− b0 ≤ j < i.
The definition and (3.8) imply
‖L(i, j)− S(i, j)‖2 ≤ ‖
i+b0∑
k=i−b0
M(i, k)(U−1(k, j)− T (k, j))‖2 (3.9)
≤
i+b0∑
k=i−b0
‖M‖2‖U
−1(k, j)− T (k, j))‖2 . ‖M‖2b0ε. (3.10)
Since both L and S are block-banded with bandwidth b0, Lemma 8.4 shows even
‖L− S‖2 . ε, (3.11)
where the hidden constant is independent of ε. Moreover, Lemma 3.3 shows that L ∈
B(d, b˜), for some b˜ ∈ N which depends only on b0 and b.
Recall R from above with ‖M−1 − R‖2 ≤ ε, R ∈ B(d, b) and R is block-banded with
bandwidth b. This allows to define U−1ε by
U−1ε := RS.
We obtain from the definition and with (3.11)
‖U−1ε − U
−1‖2 ≤ ‖R(S − L)‖2 + ‖(R−M
−1)L‖2 . ‖R‖2ε+ ‖L‖2ε
≤ (Cell + ε+ 1)ε,
(3.12)
where the hidden constant does not depend on ε. Moreover, Lemma 3.3 shows (since S
and R are block-banded), that U−1ε ∈ B(d) with bandwidth depending on ε. Analogously,
we see U−1ε is block-banded with bandwidth b0+ b. Since U
−1 is invertible with bounded
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inverse, choosing ε > 0 sufficiently small ensures that U−1ε is invertible, with bounded
inverse uniformly in ε.
Let D˜ denote the block-diagonal of U−1ε . Obviously, D˜ ∈ B(d) and (3.12) implies
‖D˜ − D−1‖2 . ε. Lemma 3.7 shows that D−1 is bounded and elliptic, thus sufficiently
small ε > 0 guarantees the same for D˜. Hence, Lemma 3.6 ensures that there exists block-
diagonal Dε ∈ B(d) (with bandwidth depending only on ε > 0), such that ‖D˜
−1−Dε‖2 ≤
ε. From this, we obtain
‖D −Dε‖2 ≤ ‖D˜
−1 −Dε‖2 + ‖D˜
−1 −D‖2 ≤ ε+ ‖D˜
−1‖2‖D‖2‖D˜ −D
−1‖2
. (1 + ‖D˜−1‖2‖D‖2)ε.
For sufficiently small ε > 0, ‖D˜−1‖2 is bounded in terms of ‖D‖2. This ensures that the
constant above does not depend on ε and thus concludes the proof. 
Lemma 3.9. Under the assumptions of Lemma 3.7–3.8, there exists b ∈ N and block-
lower triangular L−1ε ∈ B(d, b) with L
−1
ε (i, i) = I, which is additionally block-banded in
the sense L−1ε (i, j) = 0 for |i− j| > b such that
‖L−1 − L−1ε ‖2 ≤ ε.
The approximation L−1ε is invertible such that supε>0(‖Lε‖2 + ‖L
−1
ε ‖2) <∞.
Proof. Recall that MT satisfies all the assumptions of Lemma 3.7–3.8. Let MT = L˜U˜ .
We apply Lemma 3.7 to MT to obtain an approximation U˜−1ε ∈ B(d, b), block-banded
with bandwidth b, bounded with bounded inverse (uniformly in ε) such that
‖U˜−1 − U˜−1ε ‖2 ≤ ε.
The identity (3.5) shows L−1 = DU˜−T and thus motivates the definition
L−1ε (i, j) :=
{
(DεU˜
−T
ε )(i, j) i 6= j,
I i = j.
with Dε ∈ B(d, b) from Lemma 3.7 applied to M . Lemma 3.3 shows L−1ε ∈ B(d) and
L−1ε is also block-banded with bandwidth b. We obtain with the approximation estimates
from Lemma 3.7
‖L−1ε − L
−1‖2 ≤ ‖DεU˜
−T
ε −DU˜
−T‖2 + sup
i∈N
‖(DεU˜
−T
ε )(i, i)− I‖2
The first term on the right-hand side is bounded by
‖DεU˜
−T
ε −DU˜
−T‖2 ≤ ‖(Dε −D)U˜
−T
ε ‖2 + ‖D(U˜
−T
ε − U˜
−T )‖2
≤ ε(‖U˜−1‖2 + ε) + ‖D‖2ε . ε.
The second term satisfies
sup
i∈N
‖(DεU˜
−T
ε )(i, i)− I‖2 ≤ ‖DεU˜
−T
ε − L‖2 = ‖DεU˜
−T
ε −DU˜
−T ‖2 . ε.
Choosing ε > 0 sufficiently small ensures that L−1ε is invertible with bounded inverse
uniformly in ε > 0. This concludes the proof. 
Theorem 3.10. Under the assumptions of Lemma 3.7–3.9, there exists an approximate
block-LDU-decomposition ‖M−LDU‖2 ≤ ε for block-upper/block-lower triangular factors
L, U such that L(i, i) = U(i, i) = I for all i ∈ N, and a block diagonal factor D. The
factors L,D, U : ℓ2 → ℓ2 are bounded with bounded inverses uniformly in ε and satisfy
L−1, D, U−1 ∈ B(d, b) for some bandwidth b. Moreover, L−1, U−1 are block-banded with
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bandwidth b, i.e., L−1(i, j) = U−1(i, j) = 0 for all |i − j| > b. Additionally, D is
elliptic (3.4). The constant b depends only on M , b0, and ε.
Proof. To avoid confusion, we will denote the LU -factorization of M from Lemma 3.7 by
L˜ and U˜ , with diagonal matrix D˜. With Lemma 3.8–3.9, we set D := Dε and L
−1 := L−1ε .
This ensures L−1, D ∈ B(d) and that L−1 is block-banded. Moreover, D is bounded and
elliptic. This motivates the definition
U−1(i, j) :=
{
(U−1ε Dε)(i, j) i 6= j,
I i = j.
Lemma 3.3 shows that U−1 ∈ B(d) with bandwidth depending on ε and moreover U−1 is
block-banded. We obtain
‖M−1 − U−1D−1L−1‖2 ≤ ‖M
−1 − U−1ε L
−1
ε ‖2 + sup
i∈N
‖(U−1ε Dε)(i, i)− I‖2
≤ ‖M−1 − U−1ε L
−1
ε ‖2 + ‖U
−1
ε Dε − U˜
−1D˜‖2.
The first term on the right-hand side can be bounded by use of Lemma 3.8–3.9 by
‖M−1 − U−1ε L
−1
ε ‖2 ≤ ‖U˜
−1‖2‖L˜
−1 − L−1ε ‖2 + ‖U˜
−1 − U−1ε ‖2‖L
−1
ε ‖2 . ε,
where the hidden constant does not depend on ε > 0. The second term can be bounded
in a similar fashion by
‖U−1ε Dε − U˜
−1D˜‖2 ≤ ‖U
−1
ε ‖2‖Dε − D˜‖2 + ‖U
−1
ε − U˜
−1‖2‖D˜‖2 . ε
with ε-independent hidden constant. Altogether we proved
‖M−1 − U−1D−1L−1‖2 . ε.
There holds
‖M − LDU‖2 ≤ ‖M‖2‖LDU‖2‖M
−1 − U−1D−1L−1‖2
≤ (‖M‖22 + ‖M‖2‖LDU −M‖2)‖M
−1 − U−1D−1L−1‖2
. ‖M‖22ε+ ‖M‖2‖M − LDU‖2ε.
Sufficiently small ε > 0 shows
‖M − LDU‖2 . ε,
where the hidden constant does not depend on ε. This concludes the proof. 
The following results establishes existence of a bounded LU -factorization for particular
Jaffard class matrices.
Theorem 3.11. Let M ∈ RN×N ∈ J (d, γ, C) and additionally be elliptic (3.4). Then, M
has an LU-factorization such that |L|, |U |, |L−1|, |U−1| : ℓ2 → ℓ2 are bounded operators.
Proof. Lemma 3.5 together with [1, Theorem 2] show that |L−1|, |U−1| : ℓ2 → ℓ2 are
bounded operators. From this and Lemma 3.4, we infer the estimates ‖|L|‖2 = ‖|MU
−1|‖2
≤ ‖|M |‖2‖|U−1|‖2 < ∞ as well as ‖|U |‖2 = ‖|L−1M |‖2 ≤ ‖|L−1|‖2‖|M |‖2 < ∞ and
conclude the proof. 
The following three theorems connect existence of bounded LU -factors with general
quasi-orthogonality.
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Theorem 3.12. Let there exist a Riesz basis (wn)n∈N of X and a constant C > 0 such
that all x =
∑
n∈N λnwn ∈ X satisfy
C−1‖x‖22 ≤
∑
n∈N
λ2n ≤ C‖x‖
2
2 (3.13)
and there holds Xℓ = span
{
wn : n ∈ {1, . . . , Nℓ}
}
for some constants Nℓ ∈ N with Nℓ <
Nℓ+1. If Mij := a(wj , wi) and M ∈ J , then there holds general quasi-orthogonality (2.7).
The constant Cqo depends only on the basis (wn), a(·, ·), C, c0, the Jaffard class J , and
X .
Proof. The Nℓ induce a block structure. By (3.13), the matrix M is bounded and ellip-
tic (3.4). SinceM ∈ J , Theorem 3.11 shows that there exists a bounded LU -factorization
M = LU . Let u =
∑∞
n=1 λnwn and uℓ =
∑∞
n=1 λ(ℓ)nwn. With λ := (λ1, λ2, . . .) and
λ(ℓ) := (λ(ℓ)1, λ2(ℓ), . . . , λ(ℓ)Nℓ, 0, . . .), F := (〈f , w1〉, 〈f , w2〉, . . .) ∈ R
N, there holds
Mλ = F and M [ℓ]λ(ℓ) = F [ℓ] for all ℓ ∈ N, (3.14)
where F [ℓ] := (F1, . . . , FNℓ , 0, . . .). Moreover, there holds M [ℓ] = L[ℓ]U [ℓ] for any LU -
factorization. Due to the triangular structure of L, there holds for all 1 ≤ i ≤ Nℓ that
(L[ℓ]U [ℓ]λ(ℓ))i = (M [ℓ]λ(ℓ))i = F [ℓ]i = Fi = (Mλ)i = (LUλ)i = (L[ℓ]Uλ)i.
Since L and hence also L[ℓ] is regular, this shows that (Uλ)i = (U [ℓ]λ(ℓ))i for all 1 ≤ i ≤
Nℓ. Moreover, there holds U [ℓ]λ(ℓ) = Uλ(ℓ) due to the upper triangular structure of U .
Altogether, this proves
(Uλ)i = (Uλ(ℓ))i for all 1 ≤ i ≤ Nℓ and (Uλ(ℓ))i = 0 for all i > Nℓ.
Hence, we have, by use of the boundedness of U and U−1 and (3.13), that
‖uk+1 − uk‖X ≃ ‖λ(k + 1)− λ(k)‖ℓ2 ≃ ‖Uλ(k + 1)− Uλ(k)‖ℓ2 = ‖(Uλ)|{Nk ,...,Nk+1−1}‖ℓ2 .
This shows
∞∑
k=ℓ
‖uk+1 − uk‖
2
X ≃
∞∑
k=ℓ
‖(Uλ)|{Nk,...,Nk+1−1}‖
2
ℓ2
= ‖(Uλ)|{Nℓ,...}‖
2
ℓ2
= ‖Uλ− Uλ(ℓ)‖2ℓ2 ≃ ‖λ− λ(ℓ)‖
2
ℓ2 ≃ ‖u− uℓ‖
2
X .
Hence, we conclude the proof. 
Theorem 3.13. With the spaces and basis functions from Theorem 3.12 assume that for
some ε > 0, there exists Mε ∈ RN×N such that Mij := a(wj, wi), M ∈ RN×N satisfies
‖M −Mε‖2 ≤ ε. If Mε is elliptic (3.4) and Mε ∈ J , then there holds general quasi-
orthogonality (2.6). The constant Cqo > 0 depends only on the basis (wn), a, C, the
Jaffard class J , and X .
Proof. Note that Mε ∈ J implies ‖Mε‖2 < ∞ (Lemma 3.4). With the notation from
the proof of Theorem 3.12, we apply Theorem 3.12 to the bilinear form aε : ℓ2 × ℓ2 → R,
aε(x, y) := 〈Mεx , y〉ℓ2 and f
ε := Mελ ∈ ℓ2. Ellipticity of and boundedness ofMε implies
boundedness and ellipticity (2.1) of aε(·, ·). We use the ℓ2 unit vectors as the Riesz basis
to obtain with Theorem 3.12
∞∑
k=ℓ
‖λε(k + 1)− λε(k)‖2ℓ2 ≃ ‖λ− λ
ε(ℓ)‖2ℓ2. (3.15)
Here, we used that λε = λ by definition of f ε.
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We identify vectors in Rn with vectors in RN by adding zeros. Then, there holds
‖λε(k)− λ(k)‖2ℓ2 . a
ε(λε(k)− λ(k), λε(k)− λ(k))
= aε(λ− λ(k), λε(k)− λ(k))
= 〈(Mε −M)(λ− λ(k)) , λε(k)− λ(k)〉ℓ2
≤ ‖Mε −M‖2‖λ− λ(k)‖ℓ2‖λ
ε(k)− λ(k)‖ℓ2 .
Hence, we have∣∣‖λε(k + 1)− λε(k)‖ℓ2 − ‖λ(k + 1)− λ(k)‖ℓ2∣∣ . ε(‖λ− λ(k)‖ℓ2 + ‖λ− λ(k + 1)‖ℓ2).
With (3.15), this concludes the proof. 
Theorem 3.14. With the spaces and basis function from Theorem 3.12 assume that
there exists another Riesz basis (vn)n∈N which satisfies the same conditions as (wn) in
Theorem 3.12. Assume that for some ε > 0, there exists Mε ∈ RN×N such that Mij :=
a(vj , wi), M ∈ RN×N satisfies ‖M − Mε‖2 ≤ ε. If M and Mε are elliptic (3.4) and
Mε ∈ J , then there holds general quasi-orthogonality (2.6). The constant Cqo > 0
depends only on the basis (wn), a, Cell, C, the Jaffard class J , and X .
Proof. With the notation from the proof of Theorem 3.12, we apply Theorem 3.13 to the
bilinear form a˜ : ℓ2× ℓ2 → R defined by a˜(x, y) := 〈Mx , y〉ℓ2. Let M
ε as in the statement
and choose the ℓ2-unit vectors as the Riesz bases. Note that the Riesz bases condi-
tion (3.13) ensures that M and Mε are bounded operators in ℓ2 and thus Theorem 3.13
is applicable. Thus, we obtain for all ℓ, N ∈ N
ℓ+N∑
k=ℓ
‖λ(k + 1)− λ(k)‖2ℓ2 − C
′
qoε‖λ− λ(k)‖
2
ℓ2 ≤ C
′
qo‖λ− λ(ℓ)‖
2
ℓ2. (3.16)
By definition, the vectors λ and λ(k) satisfy the equations (3.14). Definition ofM implies
a(
∞∑
j=1
λjvj , wi) = 〈f , wi〉 for all i ∈ N.
Hence, we know
∑∞
j=1 λjvj = u. Since (vn) and (wn) span the same subspaces Xℓ, we get
analogously
a(
Nℓ∑
j=1
λ(ℓ)jvj, wi) = 〈f , wi〉 for all 1 ≤ i ≤ Nℓ.
This shows
∑Nℓ
j=1 λ(ℓ)jvj = uℓ. Thus, by use of (3.13) for (vn), we rewrite (3.16) and
conclude
ℓ+N∑
k=ℓ
‖uk+1 − uk‖
2
X − C
2C ′qoε‖u− uk‖
2
X
≤
ℓ+N∑
k=ℓ
C‖λ(k + 1)− λ(k)‖2ℓ2 − CC
′
qoε‖λ− λ(k)‖
2
ℓ2
≤ CC ′qo‖λ− λ(ℓ)‖
2
ℓ2 ≤ C
2C ′qo‖u− uℓ‖
2
X .
We conclude the proof with Cqo := C
2C ′qo which is independent of ε > 0. 
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4. Metrics on hierarchical function spaces
To connect the theory of Jaffard class/banded matrices from Section 3.1 to the appli-
cations in Section 7, we require several metrics on suitable functions spaces.
Assume a set of functions with simply connected supports B =
⋃
ℓ∈NBℓ on Ω with the
following properties:
(i) Bℓ ∩Bk = ∅ and
⋃
v∈Bℓ
supp(v) = Ω for all ℓ, k ∈ N,
(ii) #Bℓ ≤ CbaseC
2ℓ
mesh and #
{
v ∈ Bℓ : v|Ω\Γ = 0
}
≤ CbaseC
ℓ
mesh for all ℓ ∈ N,
(iii) C−1baseC
−ℓ
mesh ≤ diam(supp(v)) ≤ CbaseC
−ℓ
mesh for all v ∈ Bℓ, all ℓ ∈ N,
(iv) diam(supp(v)) ≤ Cbase|supp(v)|1/2 for all v ∈ Bℓ with v|Ω\Γ 6= 0 and all ℓ ∈ N.
Assume an arbitrary but one-to-one numbering of all basis functions in B, i.e., B =
{w1, w2, . . .}. We define L(wi) := ℓ if wi ∈ Bℓ.
Definition 4.1. Define the following functions:
• δ : B × B → {0, 1} is defined by δ(v, w) = 1 if v 6= w and δ(v, w) = 0 if v = w.
• δk : B × B → N is defined by
δk(v, w) := min
{
n ∈ N :∃T1, . . . , Tn ∈ T̂k, mid(v) ∩ T1 6= ∅,
mid(w) ∩ Tn 6= ∅, Ti ∩ Ti+1 6= ∅, i = 1, . . . , n− 1
}
,
where mid(·) denotes the barycenter of the support of the function.
• d1 : B × B → N is defined by
d1(v, w) := δmin{L(v),L(w)}(v, w).
• Given β > 0, d2 : B × B → [0,∞) is defined by
d2(v, w) := δ(v, w) + β|L(v)− L(w)|+ log(δ(v, w) + d1(v, w)).
• Given γ > 0, d3 : B ×B → [0,∞) is defined by
d3(v, w) :=
{
γmax{L(v),L(w)} L(v) 6= L(w),
δ(v, w) + d1(v, w)− 1 L(v) = L(w).
In the following, we prove certain properties for the functions defined above.
Lemma 4.2. Let k, n ∈ N and let u, v, w ∈ B. Then, there holds
δk(v, w) ≤
{
CT0C
2
baseC
k−n
meshδn(v, w) for k > n,
δn(v, w) else,
(4.1)
where CT0 > 0 depends only on T0, as well as
δk(u, w) ≤ δk(u, v) + δk(v, w).
Proof. The triangle inequality follows directly from the definition since for u, v, w ∈ B,
each pair of chains of elements T1, . . . , Tn connecting mid(v) and mid(w) and T˜1, . . . , T˜m
connecting mid(w) and mid(u) can be combined to a chain of length n +m connecting
mid(u) andmid(v). The estimate (4.1) can be seen as follows: First, assume k ≤ n and let
T1, . . . , Tr ∈ T̂n denote the minimizer from the definition of δn(v, w) with r = δn(v, w). By
replacing each Ti with its father in T̂k, we obviously obtain δk(v, w) ≤ δn(v, w). Second,
assume k > n: Obviously, the Ti touch each other at most at corners (otherwise we could
delete an element and shorten the sequence). Shape regularity ensures that two corners
of Ti ∈ T̂n can be connected with less than O(C2baseC
k−n
mesh) elements of T̂k. This shows that
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δk(v, w) . C
2
baseC
k−n
meshr = C
2
baseC
k−n
meshδn(v, w), where the hidden constant depends only on
shape regularity of T0. This concludes the proof. 
Lemma 4.3. For sufficiently large β > 0, the function d2 is a metric.
Proof. Symmetry of d2 is obvious. Moreover, d2 = 0 is equivalent to v = w. It remains
to prove the triangle inequality. To that end, we observe with Lemma 4.2, u, v, w ∈ B,
and a := min{L(u), L(v)}, b := min{L(v), L(w)}, c := min{L(u), L(w)} that
d1(u, w) = δc(u, w)
≤ δc(u, v) + δc(v, w) ≤ (CmeshC)
max{c−a,0}d1(u, v) + (CmeshC)
max{c−b,0}d1(v, w),
where C := max{1, CT0C
2
base}. With Lemma 8.1 and CCmesh ≥ 1, we have (assuming
u 6= v, v 6= w, u 6= w)
log(δ(u, w) + d1(u, w))
≤ log(δ(u, v) + (CmeshC)
max{c−a,0}δ1(u, v)) + log(δ(v, w) + (CmeshC)
max{c−b,0}δ1(v, w))
≤ (max{c− a, 0}+max{c− b, 0}) log(CmeshC)
+ log(δ(u, v) + δ1(u, v)) + log(δ(v, w) + δ1(v, w)).
Note that each of the conditions c− a ≤ 0 or c− b ≤ 0 implies that
L(u) ≤ min{L(v), L(w)} or L(w) ≤ min{L(u), L(v)}. (4.2)
The condition (4.2), however, implies c− a ≤ 0 and c− b ≤ 0. Hence, we have c− a ≤ 0
if and only if c− b ≤ 0 and thus
max{c− a, 0}+max{c− b, 0} = max{2c− a− b, 0}.
For β ≥ log(CmeshC) and with |L(u)− L(w)| = L(u) + L(w)− 2c, we therefore obtain
d2(u, w) ≤ δ(u, v) + δ(v, w) + β(max{L(u) + L(w)− a− b, |L(u)− L(w)|})
+ log(δ(u, v) + δ1(u, v)) + log(δ(v, w) + δ1(v, w)).
With L(u)− a ≤ |L(u)−L(v)| and L(w)− b ≤ |L(v)−L(w)| as well as |L(u)−L(w)| ≤
|L(u) − L(v)| + |L(v) − L(w)|, this yields the triangle inequality d2(u, w) ≤ d2(u, v) +
d2(v, w) under the assumption u 6= v, v 6= w, u 6= w. If this assumption is violated, the
triangle inequality follows trivially, since one of the three terms is zero. This concludes
the proof. 
The following result is an auxiliary lemma which estimates the number of basis func-
tions in a given annulus. This used in Section 7.6 below to show that the FEM/BEM
coupling matrices are close to banded ones.
Lemma 4.4. Given w ∈ B and n, b, r ∈ N, define the sets
R1 :=
{
v ∈ Bℓ : v|Ω\Γ = 0, r − b ≤ δn(v, w) ≤ r
}
,
R2 :=
{
v ∈ Bℓ : v|Ω\Γ 6= 0, r − b ≤ δn(v, w) ≤ r
}
.
Then, there holds #Rd ≤ Cgeob(r + 1)d−1C
dmax{ℓ−n,0}
mesh for d = 1, 2, where Cgeo depends
only on Cmesh and Cbase.
Proof. First, consider d = 2. Uniform shape regularity of (T̂ℓ)ℓ∈N implies that
δn(v, w) ≃ dist(mid(v),mid(w))C
n
mesh + 1.
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For this, and since v ∈ Bℓ, we conclude that the supports of functions in R2 is contained
in an annulus around the barycenter of supp(w) with radii
r1 ≃ (r − b− 1)C
−n
mesh − CbaseC
−ℓ
mesh,
r2 ≃ rC
−n
mesh + CbaseC
−ℓ
mesh.
Moreover, conditions (ii)–(iv) on B show that the supports of v ∈ Bℓ cover Ω with finite
overlap depending only on Cbase. This ensures that
#R2 .
area of annulus
minimal area of support
. (r22 − r
2
1)/C
−2ℓ
mesh . r(b+ 1)C
2ℓ−2n
mesh + rC
ℓ−n
mesh
. r(b+ 1)C
2max{ℓ−n,0}
mesh .
This concludes the proof for d = 2. For d = 1, we use that |supp(v)| ≃ C−ℓmesh and that
the area of the 1D annulus is just 2(r2 − r1). 
Lemma 4.5. For sufficiently large γ > 0, the function d3 is a metric. In this case, d3
satisfies (3.2) (assuming that B is bijectively identified with N and d3(i, j) := d3(vi, vj)).
Proof. Symmetry of d3 is obvious. Moreover, d3 = 0 is equivalent to v = w since d1(v, v) =
1. It remains to prove the triangle inequality. For L(v) = L(w) = L(u), Lemma 4.2 shows
d3(u, w) ≤ d3(u, v) + d3(v, w).
If L(v) 6= L(u) = L(w), we use that according to Lemma 4.2,
d3(u, w) ≤ δ0(u, w)(CmeshC)
L(u) ≤ #T̂0(CmeshC)
L(u) ≤ γmax{L(u),L(v)}
for sufficiently large γ C = max{1, CT0C
2
base}. If L(u) 6= L(w), we have
d3(u, w) = γ
max{L(u),L(w)} ≤ d3(u, v) + d3(v, w)
by distinguishing cases. This proves the triangle inequality for d3.
To see (3.2) assume a one-to-one numbering of B = {v1, v2, . . .} and let d3(i, j) :=
d3(vi, vj). Let i ∈ N, ε > 0, and compute
∞∑
j=1
exp(−εd3(i, j)) =
∑
v∈B
exp(−εd3(vi, v))
.
∑
v∈BL(vi)
exp(−εδL(vi)(vi, v)) +
∑
v∈B\BL(vi)
exp(−εγmax{L(vi),L(v)}).
The last term is bounded by∑
v∈B\BL(vi)
exp(−εγmax{L(vi),L(v)}) ≤
∑
ℓ∈N
∑
v∈Bℓ
exp(−εγℓ) .
∑
ℓ∈N
C2ℓmesh exp(−εγ
ℓ) <∞,
where we used that #Bℓ ≃ C2ℓmesh and that exp(−εγ
ℓ) → 0 faster than C−2ℓmesh → 0. The
other term is bounded by∑
v∈BL(vi)
exp(−εδL(vi)(vi, v)) ≤
∞∑
r=1
∑
v∈BL(vi)
δL(vi)
(vi,v)=r
exp(−εr) .
∞∑
r=1
r exp(−εr) <∞,
where we used that due to Lemma 4.4, the inner sum contains O(r) summands. Since
all the bounds do not depend on i ∈ N, this concludes the proof. 
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5. Scott-Zhang projection on Steroids
In the following, we develop two versions of the classical Scott-Zhang projection. The
first one (Lemma 5.5) is just designed slightly differently to obtain a moment condition
on the residual. The second one (Theorem 5.6) is constructed such that projections on
different levels commute. As an interesting side note, this particularly implies that there
exists an equivalent Hilbert norm for with these projections are orthogonal projections
and thus self-adjoint.
We use the standard definitions of Sobolev spaces Hk(ω) and note that for s > 0,
Hs(ω) is defined via real interpolation.
Definition 5.1. Given a triangulation T , define the hat functions vz ∈ S1(T ) associated
with a certain node z of T . For an edge E of T with endpoints z1 and z2, define the
edge bubble vE := αEvz1vz2 with αE > 0 such that ‖vE‖L∞(Ω) = 1. For an element T ∈ T
with nodes z1, z2, and z3, define the element bubble vT := αTvz1vz2vz3 with αT > 0 such
that ‖vT‖L∞(Ω) = 1. Let S
2+
B (T ) denote the set of all hat-, edge bubble-, and element
bubble-functions defined on T and let S2+(T ) define the linear span of S2+B (T ). For a
refinement T̂ of T , we denote by S2+B (T̂ \T ) all hat functions vz associated with new nodes
z ∈ N (T̂ )\N (T ), all edge bubble functions vE associated with new edges E ∈ E(T̂ )\E(T ),
and all element bubble functions vT associated with new elements T ∈ T̂ \ T .
In the following, we define a particular basis of S2+(T ) with a certain moment condi-
tion.
Definition 5.2. Given a triangulation T , consider the following basis of S2+(T ): Let
BB(T ) ⊆ S
2+
B (T ) denote all the element bubble functions vT and let EB(T ) ⊆ S
2+
B (T )
denote all the edge bubble functions vE. Given vE ∈ EB(T ), define
vE,0 := vE −
∑
T∈T
T⊆supp(vE,0)
αT,EvT
with αT,E ∈ R such that
∫
T
vE,0 dx = 0 for all T ∈ T . Given vz ∈ S
2+
B (T ) \ (BB(T ) ∪
EB(T )) (a hat function), define
vz,0 := vz −
∑
T∈T
T⊆supp(vz,0)
αT,zvT −
∑
E∈E(T )
E⊆supp(vz,0)
βE,zvE,0
with αT,z, βE,z ∈ R such that
∫
T
vz,0 dx = 0 for all T ∈ T and
∫
E
vz,0 dx = 0 for all
E ∈ E(T ). Note that the number of terms as well as the magnitude of the coefficients
αT,E, αT,z, βE,z in the above definitions is bounded in terms of the shape regularity of T
and hence in terms of T0. Then, with Nsz(T ) :=
{
vz,0 : vz ∈ S
2+
B (T )\ (BB(T )∪EB(T ))
}
and Esz(T ) :=
{
vE,0 : vE ∈ EB(T )
}
, the set Ssz(T ) := Nsz(T ) ∪ Esz(T ) ∪ BB(T ) is a
basis of S2+(T ).
To define the Scott-Zhang projection, we define the dual basis functions.
Definition 5.3. For each T ∈ T , let w⋆T ∈ S
2+(T ) denote the dual basis functions of w|T
for all w ∈ Ssz(T ) with w|T is non-zero, i.e., all v ∈ S2+(T ) satisfy∫
T
w⋆Tv dx =
{
1 for v|T = w,
0 else.
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Analogously, for all E ∈ E(T ), let w⋆E ∈ S
2(E) denote the dual basis functions of w|E for
all w ∈ Ssz(T ) with w|E is non-zero, i.e., all v ∈ S2+(T ) satisfy∫
E
w⋆Ev dx =
{
1 for v|E = w,
0 else.
Moreover, for each w ∈ Nsz(T ) choose some Ew ∈ E(T ) with w|Ew 6= 0 such that if
w|Γ 6= 0 also Ev ⊆ Γ. For w ∈ Esz(T ) choose the one Ew ∈ E(T ) with w|Ew 6= 0, and
for each w ∈ BB(T ), let Tw ∈ T denote the element on which w is supported. With this,
define the modified Scott-Zhang operator as
JT v :=
∑
w∈BB(T )
w〈w⋆Tw , v〉Tw +
∑
w∈Nsz(T )∪Esz(T )
w〈w⋆Ew , v〉Ew .
With Ssz(T ), BB(T ), NB(T ), and EB(T ), we denote the respective subsets of functions
which are non zero on T . Note that the cardinality of those sets is bounded in terms of
T0.
Definition 5.4. Define the Sobolev-Slobodeckij semi norm
|v|2Hs(ω) :=
∫
ω
∫
ω
|v(x)− v(y)|/|x− y|2+2s dx dy for 0 < s < 1.
For s = ν + r ∈ R with ν ∈ N and s ∈ (0, 1), define | · |Hs(ω) := |∇
ν(·)|Hr(Ω), where ∇
ν
denotes the tensor of all partial derivatives of order ν. As shown in [22], ‖ · ‖Hν(ω) + | ·
|Hr(ω) is equivalent to the H
s-norm obtain via (real) interpolation. The norm equivalence
constants depend only on the shape of ω.
Lemma 5.5. The Scott-Zhang operator JT from Definition 5.3 is a projection which
preserves homogeneous Dirichlet values, i.e., v|Γ = 0 implies JT v|Γ = 0. There holds for
all 1/2 < s < 3/2 and all v ∈ Hs(Ω)
‖JT v‖Hs(T ) ≤ Csz‖v‖Hs(∪ω(T,T )), (5.1)
‖JT v‖Hs(Ω) ≤ Csz‖v‖Hs(Ω), (5.2)
as well as for all v ∈ Hs(Ω) and all 0 ≤ r ≤ s, r < 3/2, 1/2 < s ≤ 2
‖(1− JT )v‖Hr(T ) ≤ Cszdiam(T )
s−r|v|Hs(∪ω(T,T )), (5.3)
‖(1− JT )v‖Hr(Ω) ≤ Csz‖h
s−r
T ∇
sv‖L2(Ω) for 0 ≤ r ≤ 1 and s ∈ {1, 2}. (5.4)
The constant Csz > 0 depends only on the shape regularity of T , the fact that T is
generated from T0 by newest vertex bisection, on a lower bound on s > 1/2 and on an
upper bound of r < 3/2. The function (JT v)|T depends only on v|∪ω(T,T ). Moreover,∫
T
v dx = 0 for some T ∈ T implies
∫
T
JT v dx = 0 and
∫
E
v dx = 0 for some E ∈ E(T )
implies
∫
E
JT v dx = 0. This particularly implies∫
E
(1− JT )v dx = 0 =
∫
T
(1− JT )v dx for all E ∈ E(T ) and all T ∈ T . (5.5)
Proof. For the projection property, let v ∈ S2+(T ) with v =
∑
w∈Ssz(T )
αww for some
coefficients αw ∈ R. Then, there holds
JT v =
∑
w∈BB(T )
∑
w˜∈Ssz(T )
αw˜w〈w
⋆
Tw , w˜〉Tw +
∑
w∈Nsz(T )∪Esz(T )
∑
w˜∈Ssz(T )
αw˜w〈w
⋆
Ew , w˜〉Ew
=
∑
w∈Ssz(T )
αww = v.
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Obviously, (JT v)|T depends only on v|Tw and v|Ew for all w ∈ Ssz(T ) such that w|T is
non zero. Since all the basis functions have support within one patch of T , this shows
that (JT v)|T depends only on v|∪ω(T,T ). Particularly, there holds JT v = v on T , if
v ∈ S2+(ω(T, T )). Since Ew ⊆ Γ for all w ∈ Nsz(T ) ∪ Esz(T ) with w|Γ 6= 0, we have
JT v|Γ = 0 if v|Γ = 0.
To see the moment condition (5.5), note that the dual basis function v⋆T of an element
bubble vT ∈ BB(T ) is uniquely determined. The function 1 satisfies 〈w , 1〉T = 0 for all
w ∈ Ssz(T ) \ BB(T ) by definition. Moreover, there clearly holds 〈vT , 1〉T 6= 0. Thus,
v⋆T ∈ S
2+(T ) is a constant function. Hence, by definition of JT , we have∫
T
v dx = 0 =⇒ (JT v)|T :=
∑
w∈Nsz(T )∪Esz(T )
w〈w⋆Tw , v〉Ew .
Since all w ∈ Nsz(T ) ∪ Esz(T ) have element wise zero integral mean, we obtain that∫
T
v dx = 0 implies
∫
T
JT v dx = 0. Analogously, we find that the dual basis function of
w|Ew for w ∈ Esz(T ) must be constant. Thus, if
∫
E
v dx = 0, there holds
(JT v)|E =
∑
w∈Nsz(T )
w|E〈w
⋆
Tw , v〉Ew ,
where we used that exactly one w ∈ Esz(T ) satisfies Ew = E and the fact that w ∈
BB(T ) satisfy w|E = 0. Since all w ∈ Nsz(T ) have zero integral mean on E, we obtain∫
E
JT v dx = 0. This particularly implies that for v ∈ H1(Ω) and v0 ∈ S2+(T ) such that
v − v0 has zero integral mean on all edges and elements, we obtain∫
ω
(1− JT )v dx =
∫
ω
(1− JT )(v − v0) dx = 0 for all ω ∈ T ∪ E(T )
and hence prove (5.5).
It remains to prove the estimates (5.1)–(5.4). To that end, note that for each T ∈ T ,
there exists one of finitely many reference patches ω̂ such that ω(T, T ) = φ(ω̂) and
T = φ(T̂ ) for some affine function φ : ω̂ → ω(T, T ) with Jacobian Dφ = αI for some
α > 0 and identity matrix I. Define Ĵv = (JT (v ◦ φ−1)) ◦ φ. There holds for w ∈ Ssz(T )
〈w⋆Tw , v ◦ φ
−1〉Tw = 〈|Tw|w
⋆
Tw ◦ φ , v〉φ−1(Tw) for all w ∈ BB(T ),
〈w⋆Ew , v ◦ φ
−1〉Ew = 〈|Ew|w
⋆
Ew ◦ φ , v〉φ−1(Ew) for all w ∈ Nsz(T ) ∪ Esz(T ).
Since composition (̂·) : w 7→ w ◦ φ maps Ssz(T ) to Ssz(T̂ ) in a one-to-one manner, it is
obvious from the above that |Tw|w⋆Tw ◦φ = ŵ
⋆
T̂w
with T̂w = φ
−1(Tw) ∈ ω̂ and |Ew|w⋆Ew ◦φ =
ŵ⋆
Êw
with Êw = φ
−1(Ew) ∈ E(ω̂). Thus, Ĵ is one of finitely many (analogously defined)
Scott-Zhang operators.
A standard scaling argument shows for T ∈ T and s > 1/2
|JT v|
2
Hs(T ) ≃ |T |diam(T )
−2s|Ĵ(v ◦ φ)|2
Hs(T̂ )
. |T |diam(T )−2s|v ◦ φ|2Hs(∪ω̂) ≃ |v|
2
Hs(∪ω(T,T )),
(5.6)
where we used that Ĵ has finite dimensional range as well as that |v|Hs(∪ω(T,T )) = 0 implies
that v is constant and hence JT v = v on T , which in turn implies |Ĵ(v ◦ φ)|Hs(T̂ ) = 0.
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To see (5.3) recall that (1−JT )v has element wise zero integral mean. If r ≤ 1 consider
t := max{r,min{s, 1}} > 1/2. We have with (5.6) and a Poincaré inequality
‖(1− JT )v‖Hr(T )
. diam(T )t−r|(1− JT )v)|Ht(T ) = diam(T )
t−r inf
v0∈S2+(T )
|(1− JT )(v − v0)|Ht(T )
. diam(T )t−r inf
v0∈S2+(T )
|v − v0|Ht(∪ω(T,T )) . diam(T )
s−r|v|Hs(∪ω(T,T )).
If r > 1, we obtain again with (5.6)
‖(1− JT )v‖Hr(T )
. |(1− JT )v)|H1(T ) + |(1− JT )v)|Hr(T )
. inf
v0∈S2+(T )
(
|v − v0|H1(∪ω(T,T )) + |v − v0|Hr(∪ω(T,T ))
)
≤ inf
v0∈S2+(T )
‖v − v0‖Hr(∪ω(T,T )) . diam(T )
s−r|v|Hs(∪ω(T,T )).
This proves (5.3).
By choosing r = s, (5.3) also proves (5.1). For s = 1, we obtain (5.2) by summation.
For 1/2 < s < 1, we use the equivalence of interpolation norms with Sobolev-Slobodeckij
norms as discussed in Definition 5.4. Then, the result [17, Lemma 3.2] shows together
with (5.3)
‖v − JT v‖
2
Hs(Ω) .
∑
T∈T
(
|v − JT v|
2
Hs(∪ω(T,T )) + (1 + diam(T )
−2s)‖v − JT v‖
2
L2(T )
)
.
∑
T∈T
|v|2Hs(∪ω(T,T )) ≤ |v|
2
Hs(Ω).
This implies immediately ‖JT v‖Hs(Ω) . ‖v‖Hs(Ω) and thus (5.2) for all 1/2 < s < 1. For
1 < s < 3/2, a similar argument shows
‖v − JT v‖
2
Hs(Ω) .
∑
T∈T
(
|∇(v − JT v)|
2
Hs−1(∪ω(T,T )) + (1 + diam(T )
−2s)‖v − JT v‖
2
H1(T )
)
.
∑
T∈T
|v|2Hs(∪ω(T,T )) ≤ |v|
2
Hs(Ω)
and thus concludes the proof of (5.2).
Moreover, from (5.3), we conclude (5.4) for r = 0 and r = 1 by summation. Hence,
interpolation proves (5.4) for all 0 ≤ r ≤ 1.
This concludes the proof. 
The following theorem establishes the extended Scott-Zhang projections such that op-
erators on different levels commute. The author is confident, that this definition is not
restricted to uniform refinements as shown below and a more careful analysis would work
for general triangulations T ∈ T. This could be useful for other applications, as for
example the Aubin-Nitsche trick relies on the fact that L2-projections on different levels
commute.
Theorem 5.6. Recall T̂ℓ and Cmesh from Definition 2.1. With Jℓ := JT̂ℓ, define
Sℓv := lim
N→∞
(JℓJℓ+1 . . . Jℓ+N)v ∈ S
2+(T̂ℓ)
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for all v ∈ H1(Ω). Then, the operator Sℓ : H1(Ω)→ S2+(T̂ℓ) is well-defined and satisfies
for all 1/2 < σ < 3/2, µ > 1/2, and 0 ≤ ν ≤ 1, and ν + 1/4 ≤ µ ≤ 2
‖(1− Sℓ)v‖Hν(Ω) ≤ CSC
−ℓ(µ−ν)
mesh ‖v‖Hµ(Ω) for all v ∈ H
µ(Ω), (5.7)
‖Sℓv‖Hσ(Ω) ≤ CS‖v‖Hσ(Ω) for all v ∈ H
σ(Ω). (5.8)
Moreover, there holds SℓSk = Smin{ℓ,k} for all ℓ, k ∈ N0 as well as
Sℓv = JℓJℓ+1 · · ·Jℓ+kv for all v ∈ S
2+(T̂ℓ+k) (5.9)
for all ℓ, k ∈ N. Sℓ preserves locality in the sense that (Sℓu)|T for some T ∈ Tℓ depends
only on u on
⋃
ωr(T, Tℓ) for some r ∈ N. Finally, v|Γ = 0 implies (Sℓv)|Γ = 0. The
constant CS > 0 depends only on Csz and Cmesh, whereas the constant r depends only on
T0.
Proof. From (5.4), we obtain for r ≤ s and 0 ≤ r ≤ 1 and s ∈ {1, 2}
‖(1− Jℓ)v‖Hr(Ω) . C
s−r
mesh‖v‖Hs(Ω) for all v ∈ H
s(Ω). (5.10)
Moreover, from (5.2), we even get ‖(1 − Jℓ)v‖Hr(Ω) . ‖v‖Hr(Ω) for all 1/2 < r < 3/2.
Interpolation arguments prove that (5.10) holds for all s with r ≤ s ≤ 2. Let u ∈ Hµ(Ω).
Since Jℓ : H
ν(Ω) → Hν(Ω) is continuous for 1/2 < ν < 3/2 (see (5.2)), there holds for
1/2 < ν ≤ 1 and ν + 1/4 ≤ µ ≤ 2 with µ > 1/2 and by use of (5.10) that
‖(1−(JℓJℓ+1 . . . Jℓ+N))u‖Hν(Ω)
≤ ‖(1− Jℓ)u‖Hν(Ω) +
N−1∑
k=0
‖((Jℓ · · ·Jℓ+k)− (Jℓ · · ·Jℓ+k+1))u‖Hν(Ω)
≤ ‖(1− Jℓ)u‖Hν(Ω) +
N−1∑
k=0
‖(Jℓ · · ·Jℓ+k)‖Hν(Ω)→Hν(Ω)‖(1− Jℓ+k+1)u‖Hν(Ω)
.
N∑
k=0
CkszC
−(µ−ν)(ℓ+k)
mesh ‖u‖Hµ(Ω) . C
−(µ−ν)ℓ
mesh ‖u‖Hµ(Ω),
(5.11)
where we used C
(µ−ν)
mesh ≥ C
1/4
mesh > Csz from Definition 2.1. Hence, (5.11) for (ν1, µ1) =
(3/4, 1) and (ν2, µ2) = (1, 5/4) implies for M ≤ N
‖((JℓJℓ+1 . . . Jℓ+M)− (JℓJℓ+1 . . . Jℓ+N))u‖H1(Ω)
= ‖(Jℓ . . . Jℓ+M)((1− (Jℓ+M+1Jℓ+1 . . . Jℓ+N))u‖H1(Ω)
≤ ‖((1− (Jℓ+M+1Jℓ+1 . . . Jℓ+N))u‖H1(Ω)
+ ‖(1− (Jℓ . . . Jℓ+M))((1− (Jℓ+M+1Jℓ+1 . . . Jℓ+N))u‖H1(Ω)
. ‖((1− (Jℓ+M+1Jℓ+1 . . . Jℓ+N))u‖H5/4(Ω)
. C
−(ℓ+M)/4
mesh ‖u‖H5/4(Ω).
This shows, that (JℓJℓ+1 . . . Jℓ+N)u is a Cauchy-sequence in S2+T̂ℓ with respect to the
H3/4(Ω)-norm as N →∞. Thus, for u ∈ H5/4(Ω), the limit Sℓu ∈ S2+(T̂ℓ) exists.
We prove SkSℓu = Sku for all k ≤ ℓ and all u ∈ H5/4(Ω). Note that JnSℓ = Sℓ for all
n ≥ ℓ due to the projection property of Jn. Since (Jk · · ·Jk+N)v converges in H3/4(Ω) for
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all v ∈ H5/4(Ω) and S2+(T̂ℓ) ⊆ H5/4(Ω), we have
‖(SkSℓ − Sk)u‖H3/4(Ω) = lim
N→∞
‖((JkJk+1 . . . Jk+N)Sℓ − Sk)u‖H3/4(Ω)
= ‖((JkJk+1 . . . Jℓ−1)Sℓ − Sk)u‖H3/4(Ω)
= lim
N→∞
‖((JkJk+1 . . . Jℓ+N)− (JkJk+1 . . . Jℓ+N))u‖H3/4(Ω) = 0.
This shows SkSℓu = Sku for k ≤ ℓ and all u ∈ H5/4(Ω). Particularly, we have SℓSℓu =
Sℓu. For u ∈ S2+(T̂ℓ) ⊆ H5/4(Ω), we obtain
‖u− Sℓu‖H3/4(Ω) = lim
N→∞
‖u− (JℓJℓ+1 . . . Jℓ+N)u‖H3/4(Ω) = 0
and hence Sℓ(S2+(T̂ℓ)) = S2+(T̂ℓ). This particularly implies SℓSku = Sku by use of the
nestedness of the spaces. Analogously, we see (5.9). By continuity of the trace operator
in H3/4 and with Lemma 5.5, we obtain from the above that u ∈ H5/4(Ω) with u|Γ = 0
implies (Sℓu)|Γ = 0.
For the proof of (5.7), we derive from (5.11) with 1/2 < ν ≤ 1 and ν + 1/4 ≤ µ ≤ 2
with µ > 1/2 for all u ∈ H2(Ω)
‖(1− Sℓ)u‖Hν(Ω) = lim
N→∞
‖(1− (JℓJℓ+1 . . . Jℓ+N))u‖Hν(Ω)
. C−ℓ(µ−ν)‖u‖Hµ(Ω).
(5.12)
Density proves the statement for all u ∈ Hµ(Ω) and particularly defines Sℓ : Hµ(Ω) →
S2+(T̂ℓ) for all µ > 3/4 by continuous extension. The remaining case 0 ≤ ν ≤ 1/2 and
ν + 1/4 ≤ µ of (5.7) can be proved as follows: First, note that
(1− Sℓ)u = lim
N→∞
(
(1− Jℓ+N)u+ (1− Jℓ+N−1)Jℓ+Nu+ . . .+ (1− Jℓ)(Jℓ+1 · · ·Jℓ+N)u
)
in H3/4(Ω). Moreover, (5.5) shows that (1−Jk)u has element wise integral mean zero on
T̂k. Together, this shows that (1− Sℓ)u has element wise integral mean zero on T̂ℓ. This,
and a Poincaré inequality show
‖(1− Sℓ)u‖Hν(Ω) . C
−ℓ(min{µ,1}−ν)‖u‖Hmin{µ,1}(Ω). (5.13)
The combination of (5.12)–(5.13) with (1− Sℓ) = (1− Sℓ)(1− Sℓ) shows (5.7).
This, and inverse estimates imply immediately for 1/2 < µ < 3/2
‖Sℓu‖Hµ(Ω) . ‖(Sℓ − Jℓ)u‖Hµ(Ω) + ‖u‖Hµ(Ω)
. Cℓµmesh‖(Sℓ − Jℓ)u‖L2(Ω) + ‖u‖Hµ(Ω)
. Cℓµmesh
(
‖(1− Sℓ)u‖L2(Ω) + ‖(1− Jℓ)u‖L2(Ω)
)
+ ‖u‖Hµ(Ω) . ‖u‖Hµ(Ω),
where we used (5.10). The above estimate allows to continuously extend Sℓ : H
µ(Ω) →
S2+(T̂ℓ) ⊆ Hµ(Ω). The properties proved above for u ∈ H5/4(Ω) follow for general
u ∈ Hµ(Ω) by density arguments.
Finally, by the locality properties of Jℓ, there holds that given T ∈ Tℓ, ((Jℓ . . . Jℓ+N)u)|T
depends only on u in the domain
ω :=
⋃
ω(ω(. . . ω(ω(T, Tℓ), Tℓ+1), . . . , Tℓ+N−1), Tℓ+N).
Due to the geometrically decreasing element size, it follows that ω is contained in some
generalized patch
⋃
ωr(T, Tℓ) for some r ∈ N which depends only on Csz. 
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6. Riesz bases
This section constructs suitable Riesz bases of H1(Ω), H1/2(∂Ω), and H−1/2(∂Ω) for
Section 7. To that end, we first have to prove that (H3/4(Ω), H1(Ω), H5/4(Ω)) form a
Gelfand triple with H1(Ω) as its pivot space.
Lemma 6.1. Let v ∈ H1(Ω) and define
H1(v, w) := 〈∇v , ∇w〉Ω + 〈v , w〉Ω for all v, w ∈ H
1(Ω).
Then, for 0 ≤ s < 1/2, there holds
‖H1(v, ·)‖H˜−1−s(Ω) ≥ Cs‖v‖H1−s(Ω)
for all v ∈ H1−s(Ω), where Cs > 0 depends only on Ω and s.
Proof. Let 0 ≤ s < 1/2. Inspection of the proof of [29, Theorem 4] shows that for all
L ∈ H˜−1+s(Ω), the unique solution w ∈ H1(Ω) of
H1(v, w) = 〈L , v〉Ω for all v ∈ H
1(Ω)
satisfies w ∈ H1+s(Ω) such that
‖w‖H1+s(Ω) . ‖L‖H˜−1+s(Ω).
Given v ∈ H1(Ω) define L ∈ H˜−1+s(Ω) such that ‖L‖H˜−1+s(Ω) = 1 and L(v) = ‖v‖H1−s(Ω).
The above shows
H1(v, w) = 〈L , v〉Ω = ‖v‖H1−s(Ω) & ‖v‖H1−s(Ω)‖w‖H1+s(Ω).
Hence, we obtain ‖H1(v, ·)‖H˜−1−s(Ω) & ‖v‖H1−s(Ω) for all v ∈ H
1(Ω). Density concludes
the proof. 
Lemma 6.2. For 0 < s < 1/2, the interpolation spaces H1−s(Ω) and H1+s(Ω) form a
Gelfand triple in the sense H1+s(Ω) ⊂ H1(Ω) ⊂ H1−s(Ω).
Proof. We need to prove that H1−s(Ω) is the dual space of H1+s(Ω) with respect to the
H1-scalar product (and vice versa).
Obviously, ∇ : Hs(Ω)→ Hs−1(Ω) for 1 ≤ s ≤ 2 is a bounded operator. We prove that
∇ : L2(Ω)→ H˜−1(Ω) is also bounded. To see this, consider a function v ∈ L2(Ω)∩H10 (Ω)
and
‖∇v‖H˜−1(Ω) := sup
w∈(H1(Ω))2
〈∇v , w〉Ω
‖w‖H1(Ω)
= sup
w∈(H1(Ω))2
−〈v , div(w)〉Ω
‖w‖H1(Ω)
≤ ‖v‖L2(Ω).
Density of H10 (Ω) in L
2(Ω) and continuous extension prove boundedness ∇ : L2(Ω) →
H˜−1(Ω). Real interpolation concludes that ∇ : Hs(Ω) → H˜s−1(Ω) is bounded for all
0 ≤ s ≤ 2.
Recall the H1-scalar productH1(·, ·) from Lemma 6.1. The above together with duality
of Hs(Ω)⋆ = H˜−s(Ω) shows that H1(·, ·) : H1−s(Ω) × H1+s(Ω) → R is bounded. Let
Hs,⋆(Ω) denote the dual space of Hs(Ω) with respect to H1(·, ·). Then, the boundedness
of H1(·, ·) shows immediately
H1+s(Ω) ⊆ H1−s,⋆(Ω) and H1−s(Ω) ⊆ H1+s,⋆(Ω).
To obtain the remaining inclusions, let v ∈ H1−s(Ω). Lemma 6.1 proves
‖v‖H1+s,⋆(Ω) = ‖H
1(v, ·)‖H˜−1−s(Ω) & ‖v‖H1−s(Ω).
This confirms H1+s,⋆(Ω) = H1−s(Ω). A duality argument shows H1+s(Ω) = H1−s,⋆(Ω)
and thus concludes the proof. 
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Lemma 6.3. Let T ∈ Tgrad and ℓ ∈ N. Let T ∈ T \ T̂ℓ such that T |T is a strict local
refinement of T̂ℓ. Then, T |ωDgrad (T,T̂ℓ) is a local refinement of T̂ℓ.
Proof. Let L ∈ N denote the level of the elements in T̂ℓ. By assumption, there holds
level(T ) > L. Assume there exists T ′ ∈ T |
ω
Dgrad (T,T̂ℓ)
with level(T ′) < L. Assump-
tion (2.3) implies level(T ′′) ≤ L for all T ′′ ∈ ωDgrad(T ′, T ). This shows that there holds
T ∈
⋃
ωDgrad(T ′, T̂ℓ) ⊆
⋃
ωDgrad(T ′, T ).
With (2.3), this implies level(T ) ≤ L, which contradicts the assumption that T |T is a
strict local refinement of T̂ℓ. 
The following theorem establishes the Riesz basis.
Theorem 6.4. With the spaces from Definition 5.1, define
B10 :=
{ v0
‖v0‖H1(Ω)
: v0 ∈ S
2+
B (T0)
}
and for ℓ ≥ 1
B1ℓ :=
{ (1− Jℓ−1)v0
‖(1− Jℓ−1)v0‖H1(Ω)
: v0 ∈
( ⋃
k∈N
S2+B (Tk \ Tk−1)
)
∩ (S2+(T̂ℓ) \ S
2+(T̂ℓ−1))
}
.
Moreover, define B
1/2
ℓ :=
{
v|Γ : v ∈ B1ℓ
}
\{0} for all ℓ ≥ 0 as well as B−1/2ℓ :=
{
v′ : v ∈
B
1/2
ℓ
}
for all ℓ ≥ 1 with B−1/20 =
{
v′ : v ∈ B1/20
}
∪{1}. Define Bs :=
⋃
ℓ∈NB
s
ℓ for all s ∈
{1, 1/2,−1/2}. Then, B1, B1/2, and B−1/2 form Riesz bases of
⋃
ℓ∈N S
2+(Tℓ) ⊆H1(Ω),⋃
ℓ∈N S
2(Tℓ ∩ Γ) ⊆H1/2(Γ), and
⋃
ℓ∈N P
1(Tℓ ∩ Γ) ⊆H−1/2(Γ) respectively. There holds
‖
∑
v∈B1
αvv‖H1(Γ) ≃
( ∑
v∈B1
α2v
)1/2
,
‖
∑
v∈B1/2
αvv‖H1/2(Γ) ≃
( ∑
v∈B1/2
α2v
)1/2
,
‖
∑
v∈B−1/2
αvv‖H−1/2(Ω) ≃
( ∑
v∈B−1/2
α2v
)1/2
.
(6.1)
Moreover, diam(supp(v)) ≃ C−ℓmesh for all v ∈ B
1
ℓ ∪ B
1/2
ℓ ∪ B
−1/2
ℓ and there holds
‖v‖Hs(supp(v)) ≃ C
−sℓ
mesh‖v‖L2(supp(v)) for all v ∈ B
1
ℓ and all − 1 ≤ s < 3/2, (6.2a)
‖v‖Hs(supp(v)) ≃ C
−sℓ
mesh‖v‖L2(supp(v)) for all v ∈ B
1/2
ℓ and all − 1 ≤ s < 3/2, (6.2b)
‖v‖Hs(supp(v)) ≃ C
−sℓ
mesh‖v‖L2(supp(v)) for all v ∈ B
−1/2
ℓ and all − 2 ≤ s < 1/2. (6.2c)
Finally, with (2.3) for Dgrad ≥ 1, there holds for all ℓ ∈ N
S2+(Tℓ) = span
{
v ∈ B1 : v ∈ S2+(Tℓ)
}
,
P1(Tℓ|Γ) = span
{
v ∈ B−1/2 : v ∈ P1(Tℓ|Γ)
}
.
(6.3)
Proof. We aim to employ [15] with the operators (Sℓ)ℓ∈N0 from Theorem 5.6. The Sℓ are
uniformly H1(Ω) bounded and satisfy SℓSk = Sℓ for all ℓ ≤ k. Moreover, their ranges
S2+(T̂ℓ) form a dense and nested sequence of subspaces of H1(Ω). Lemma 6.2 confirms
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that H3/4(Ω) is the dual space of H5/4(Ω) with respect to the H1(Ω)-scalar product.
Theorem 5.6 confirms the approximation estimates
‖(1− Sℓ)u‖H3/4(Ω) . C
−ℓ/4
mesh‖u‖H1(Ω),
‖(1− Sℓ)u‖H1(Ω) . C
−ℓ/4
mesh‖u‖H5/4(Ω)
as well as uniform boundedness Sℓ : H
3/4(Ω) → H3/4(Ω). Standard inverse estimates
prove
‖Sℓu‖H5/4(Ω) . C
ℓ/4
mesh‖Sℓu‖H1(Ω),
‖Sℓu‖H1(Ω) . C
ℓ/4
mesh‖Sℓu‖H3/4(Ω).
Therefore, we may apply [15, Theorems 3.1&3.2] to prove
‖u‖2H1(Ω) ≃
∞∑
ℓ=0
‖(Sℓ − Sℓ−1)u‖
2
H1(Ω), (6.4)
where we define S−1 := 0. The identity (5.9) implies that for v0 ∈ S2+(T̂k) \ S2+(T̂k−1),
there holds
(1− Jℓ−1)v0 = (1− Sℓ−1)v0
and Theorem 5.6 shows
(Sℓ − Sℓ−1)(1− Sk−1)v0 = Sℓv0 − SℓSk−1v0 − Sℓ−1v0 + Sℓ−1Sk−1v0
=

Sℓv0 − Sℓ−1v0 = 0 k < ℓ,
(1− Sℓ−1)v0 k = l,
0 k > ℓ.
Thus, writing w =
∑
ℓ∈N0
∑
v∈B1ℓ
αvv, we get with (6.4)
‖w‖2H1(Ω) ≃
∑
ℓ∈N0
‖(Sℓ − Sℓ−1)w‖
2
H1(Ω) ≃
∑
ℓ∈N0
‖
∑
v∈B1ℓ
αvv‖
2
H1(Ω). (6.5)
We define
B˜1ℓ :=
( ⋃
k∈N
S2+B (Tk \ Tk−1)
)
∩ (S2+(T̂ℓ) \ S
2+(T̂ℓ−1)).
Each v ∈ B1ℓ is of the form v = (1− Jℓ−1)v0 for some v0 ∈ B˜
1
ℓ .
Let ℓ ≥ 2. First, we prove that B˜1ℓ |T \ {0} is linearly independent for all T ∈ T̂ℓ−2.
To that end, assume g :=
∑n
i=1 αiv0,i|T = 0 for v0,i ∈ B˜
1
ℓ with v0,i|T 6= 0 and αi ∈ R.
Since v0,i ∈ S
2+
B (Tki \ Tki−1) ∩ S
2+(T̂ℓ) \ S2+(T̂ℓ−1) for some minimal ki ∈ N, we know
that supp(v0,i) contains at least one element T
′ ∈ Tki such that T
′ /∈ T̂ℓ−1. This together
with (2.3) for Dgrad ≥ 1 shows that Tk|supp(v0,i) is a local refinement of T̂ℓ−2. This and
vi,0|T 6= 0, then implies the following:
• If v0,i is a hat function, its unique corresponding node zi satisfies zi ∈ T .
• If v0,i is an edge bubble function, its unique corresponding edge Ei satisfies Ei ⊂ T .
• If v0,i is an element bubble function, its unique corresponding element Ti satisfies
Ti ⊆ T .
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Hence, with g = 0, we see g(zi) = 0 and hence all αi corresponding to hat-functions are
zero. Next, we find f(Ei) = 0 and hence all αi corresponding to edge-bubble functions
are zero. Finally, we see f(Ti) = 0, which concludes that all αi are zero. This proves that
B˜1ℓ |T \ {0} is linearly independent.
Moreover, since newest-vertex bisection produces only finitely many shapes, and the
number of refinements between T and Ti, E and Ei is bounded in terms of Cmesh, we see
that B˜1ℓ |T \{0} belongs to a finite family of sets (up to scaling). Thus, a scaling argument
shows for all T ∈ T̂ℓ−2
‖(1− Sℓ−1)
∑
v0∈B˜1ℓ
αv0v0‖
2
H1(T )&‖∇
∑
v0∈B˜
1
ℓ
supp(v0)∩T 6=∅
αv0v0‖
2
L2(T )
≃
∑
v0∈B˜
1
ℓ
supp(v0)∩T 6=∅
α2v0‖∇v0‖
2
L2(T ) ≃
∑
v0∈B˜
1
ℓ
supp(v0)∩T 6=∅
α2v0‖v0‖
2
H1(T ),
(6.6)
where in the first estimate we used that
∑
v0∈B˜1ℓ
αv0v0 /∈ S
2+(T̂ℓ−1) as well as norm
equivalence on finite dimensional spaces (note that the hidden constants depend only on
the shape regularity). For ℓ ∈ {0, 1}, we obtain
‖(1− Sℓ−1)
∑
v0∈B˜1ℓ
αv0v0‖
2
H1(Ω).
∑
v0∈B˜1ℓ
α2v0‖v0‖
2
H1(Ω)
by stability of Sℓ−1. Summing up, this means with (6.5)
‖w‖2H1(Ω) ≃
∑
ℓ∈N0
∑
v∈B1ℓ
α2v‖v0‖
2
H1(Ω).
By (6.6), we obtain particularly ‖v0‖H1(Ω) . ‖v‖H1(Ω). Continuity of Jℓ implies ‖v‖H1(Ω) .
‖v0‖H1(Ω). Altogether, we have
‖w‖2H1(Ω) ≃
∑
ℓ∈N0
∑
v∈B1ℓ
α2v‖v‖
2
H1(supp(v)).
Therefore, the operator ι : ℓ2(B
1) → H1(Ω), ι(α) :=
∑
v∈B1 αvv is bounded and has a
bounded inverse on its closed range
⋃
ℓ∈N S
2+(Tℓ) ⊆ H1(Ω). Obviously, the range is dense
and hence ι is bijective. This concludes that B1 is a Riesz basis of
⋃
ℓ∈N S
2+(Tℓ) ⊆H1(Ω).
From this, we immediately deduce that B1/2 is a Schauder generating set of H1/2(Γ)
(since all w ∈ H1/2(Γ) have an extension W ∈ H1(Ω)). We need to show that the
representation is unique also on the boundary. To that end, assume W =
∑
v∈B1 αvv ∈
H1(Ω) with W |Γ = 0. Lemma 5.5 shows that v|Γ = 0 for all v ∈ B1ℓ for which the
corresponding v0 ∈ B˜1ℓ satisfies v0|Γ = 0. Moreover, Theorem 5.6 shows that (Sℓ −
Sℓ−1)W )|Γ = 0. Hence, we have for all ℓ ∈ N
0 =
∑
v∈B1ℓ
αv((Sℓ − Sℓ−1)v)|Γ =
∑
v0∈B˜
1
ℓ
v0|Γ 6=0
αv(v0|Γ − (Jℓ−1v0)|Γ). (6.7)
Obviously, the set S :=
{
v0|Γ : v0 ∈ B˜1ℓ , v0|Γ 6= 0
}
is linearly independent (it consist of
hat and bubble functions). By definition, S ∩ S2+(T̂ℓ−1)|Γ = ∅. Hence, (6.7) implies
W |Γ = 0 =⇒ αv = 0 for all v ∈ B
1 with v|Γ 6= 0. (6.8)
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Moreover, there holds for all w ∈ H1/2(Γ)
‖w‖2H1/2(Γ) = inf
W∈H1(Ω)
W |Γ=w
‖W‖2H1(Ω) ≃ inf
W∈H1(Ω)
W |Γ=w
∑
ℓ∈N0
∑
v∈B1ℓ
(ι−1(W )v)
2‖v‖2H1(supp(v))
Since B1/2 is a generating set of H1/2(Γ), we may represent w as w =
∑
ℓ∈N0
∑
v∈B1ℓ
αvv|Γ,
where we assume that all v ∈ B1 which are zero on Γ satisfy αv = 0. Due to (6.8),
W |Γ = w implies (ι−1(W ))v = αv for all v ∈ B1 which are not zero on Γ. This and the
above shows
‖w‖2H1/2(Γ) = inf
W∈H1(Ω)
W |Γ=w
‖W‖2H1(Ω) =
∑
ℓ∈N0
∑
v∈B1
ℓ
v|Γ 6=0
α2v‖v‖
2
H1(supp(v)).
Let v ∈ B1ℓ with v|Γ non-zero. Let ω̂ be one of finitely many reference patches such that
supp(v) and ω̂ have the same shape. Let Σ̂ be one of finitely many reference patches
on the boundary, such that supp(v) ∩ Γ and Σ̂ have the same shape. Then, for c ∈ R a
scaling argument shows
‖v‖2H1(supp(v)) ≃ ‖∇v‖
2
L2(supp(v)) ≃ ‖∇v̂‖
2
L2(ω̂) ≃ ‖v̂ − c‖
2
L2(Σ̂)
≃ Cℓmesh‖v̂ − c‖
2
L2(supp(v)∩Γ).
Choosing c ∈ R is the integral mean of v, a Poincaré inequality proves
‖v‖2H1(supp(v)) . ‖v‖
2
H1/2(supp(v)∩Γ).
The continuity of the trace operator shows ‖v‖H1(supp(v)) = ‖v‖H1(Ω) & ‖v‖H1/2(Γ) &
‖v‖H1/2(supp(v)∩Γ), and hence
‖w‖2H1/2(Γ) = inf
W∈H1(Ω)
W |Γ=w
‖W‖2H1(Ω) ≃
∑
ℓ∈N0
∑
v∈B1
ℓ
v|Γ 6=0
α2v‖v‖
2
H1/2(supp(v)∩Γ)
=
∑
ℓ∈N0
∑
v∈B
1/2
ℓ
α2v‖v‖
2
H1/2(supp(v)).
This concludes that B1/2 is a Riesz basis of
⋃
ℓ∈N S
2(Tℓ ∩ Γ) ⊆H1/2(Γ).
Note that all v ∈ B1/2 \B1/20 have zero integral mean (by Lemma 5.5). Moreover, ∂Γv
has zero integral mean on supp(v) (since v has zero boundary values on supp(v)). Thus,
Lemma 8.2, Poincaré estimates, and inverse estimates show for v ∈ B1/2ℓ , ℓ ≥ 1
‖∂Γv‖H˜−1/2(supp(v)) ≃ C
ℓ/2
mesh‖∂Γv‖H˜−1(supp(v)) = C
ℓ/2
mesh‖v‖L2(supp(v)) ≃ ‖v‖H1/2(supp(v)).
For v ∈ B1/20 , the equivalence holds due to the fact that the number of functions in
B
1/2
0 is bounded in terms of T0. Thus, again with Lemma 8.2, we derive for w =∑∞
ℓ=1
∑
v∈B
1/2
ℓ
αvv
‖∂Γw‖
2
H−1/2(Γ) ≃ ‖w‖
2
H1/2(Γ) ≃
∞∑
ℓ=1
∑
v∈B
1/2
ℓ
α2v‖v‖
2
H1/2(supp(v))
≃
∞∑
ℓ=1
∑
v∈B1ℓ
α2v‖∂Γv‖
2
H˜−1/2(supp(v))
.
Therefore, the operator ι1 : ℓ2 → H−1/2(Γ), ι(α) :=
∑
v∈B−1/2\B
−1/2
0
αvv is bounded and
has a bounded inverse on its closed range. The operator ι0 : ℓ2 → H−1/2(Γ), ι(α) :=
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∑
v∈B
−1/2
0
αvv has finite dimensional range and trivial kernel, and is thus bounded with
bounded inverse. Obviously, the direct sum ι0(ℓ2) ⊕ ι1(ℓ2) ⊆ H−1/2(Γ) is dense, and
since the first summand is finite dimensional, the sum is even closed. Thus, we have
that ι := ι0 + ι1, is surjective, injective, and thus bijective. The open mapping theorem
concludes that ι is bounded with bounded inverse. This proves that B−1/2 is a Riesz basis
of
⋃
ℓ∈N P
1(Tℓ ∩ Γ) ⊆H−1/2(Γ). Particularly, we proved (6.1).
The local support claims follow from the local support of the v0 ∈ S
2+
B (T̂ℓ) and the fact
that supp(1− Jℓ−1)v0 ⊆ ω(Tℓ−1, supp(v0)).
The scaling estimates (6.2a)–(6.2c) can be proved as follows: Let v = (1−Jℓ−1)v0 ∈ B1ℓ
for some v0 ∈ B˜1ℓ and let ω := supp(v). Lemma 5.5 shows that v has element wise zero
integral mean. Hence, we have for 0 ≤ s ≤ 1
‖w‖H˜−s(ω) . C
−sℓ
mesh‖w‖L2(ω).
The approximation property (5.3) and the projection property of Jℓ−1 show
‖w‖L2(ω) . C
−sℓ
mesh‖w‖Hs(ω)
for all 0 ≤ s < 3/2. The converse estimates ‖w‖H˜−s(ω) & C
−sℓ
mesh‖w‖L2(ω) as well as
‖w‖L2(ω) & C
−sℓ
mesh‖w‖Hs(ω) for 0 ≤ s < 3/2 follow from standard inverse estimates. This
concludes (6.2a). The estimate (6.2b) for −1 ≤ s ≤ 1 follows from the fact that all
v ∈ B1/2 \ B1/20 have zero integral mean, Poincaré and inverse estimates. For 1 < s <
3/2, (6.2b) follows from v ∈ H10 (supp(v)) with a Friedrich’s inequality together with
inverse estimates. Moreover, there holds for v = ∂Γw ∈ B
−1/2
ℓ and an affine function
A : supp(v)→ R
‖v‖H˜−2(supp(v)) = sup
u∈H2(supp(v))
〈∂Γw , u〉supp(v)
‖u‖H2(supp(v))
= sup
u∈H2(supp(v))
−〈w , ∂Γ(u− A)〉supp(v)
‖u‖H2(supp(v))
≤ ‖w‖L2(supp(v)) sup
u∈H2(supp(v))
‖u− A‖H1(supp(v))
‖u‖H2(supp(v))
,
where we used that w ∈ H10 (supp(w)) and
∫
supp(w)
w dx = 0 (by Lemma 5.5). Since the
above holds for all affine A, we get
‖v‖H˜−2(supp(v)) . C
−ℓ
mesh‖w‖L2(supp(v)) ≃ C
−ℓ
mesh‖v‖H˜−1(supp(v))
by an approximation estimate and Lemma 8.2. By use of the fact that v has zero in-
tegral mean, we also obtain ‖v‖H˜−2(supp(v)) . C
−2ℓ
mesh‖v‖L2(supp(v)). Inverse estimates fi-
nally prove (6.2c) for all −2 ≤ s ≤ 0. Again, with Poincaré and inverse estimates, we
prove (6.2c) for the remaining 0 < s < 1/2. This concludes the proof of the scaling
estimates.
Finally, to see (6.3), we note that S2+(Tj) = span
{
v0 ∈
⋃∞
ℓ=0 B˜
1
ℓ : v0 ∈ S
2+(Tj)
}
. For
each v0 ∈ S2+(Tj) ∩ B˜1ℓ , we note that Jℓ−1v0 is supported on ω(supp(v0), T̂ℓ−1). Since
Tj |supp(v0) is a strict local refinement of T̂ℓ−1 (at least one element is finer than T̂ℓ−1,
Lemma 6.3 shows that Tj |ω(supp(v0),T̂ℓ−1) is a local refinement of T̂ℓ−1. This implies that
Jℓ−1v0 ∈ S2+(Tj) and thus shows S2+(Tj) = span
{
v ∈ B1 : v ∈ S2+(Tj)
}
. The argument
works analogously for P1(Tj|Γ) and thus concludes the proof. 
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7. Application
7.1. Model problem. Although the framework developed above seems to be fairly gen-
eral, our main goal here is to prove general quasi-orthogonality for the non-symmetric
Johnson-Nédélec coupling. This FEM/BEM coupling method stems from a transmission
problem of the form
−∆u = F in Ω,
−∆u = 0 in R2 \ Ω,
[u] = U on Γ,
[∂nu] = Φ on Γ,
|u(x)| = a+ b log |x| as |x| → ∞,
(7.1)
for given functions F ∈ L2(Ω), U ∈ H1/2(Γ), Φ ∈ L2(Γ), and constants a, b ∈ R. Here, [·]
denotes the jump over Γ and ∂n is the normal derivative on Γ.
The first FEM/BEM coupling approach for this problem was Costabel‘s symmetric
coupling [14]. While this coupling method induces an operator which is symmetric, it
lacks positive definiteness. Reformulation of the method into a positive definite one
destroys the symmetry. Therefore, rate optimality of the adaptive algorithm is also open
for this symmetric method. In principle, the methods developed here can be used directly
to prove optimality for Costabel‘s symmetric coupling. In this work, however, we focus
on another coupling method (which is very poplar amongst engineers due to its simpler
implementation) called one-equation coupling or Johnson-Nédélec coupling first proposed
in [25] (see also [2] for further details).
We define X := H1(Ω)×H−1/2(Γ). With the integral operators
(V φ)(x) := −
1
2π
∫
Γ
log |x− y|φ(y) dy and (Kg)(x) := −
1
2π
∫
Γ
∂n(y) log |x− y|g(y) dy
(7.2)
for all x ∈ Γ, we may consider the weak form of the problem above
a˜((uint, φ), (vint, ψ)) = f˜(vint, ψ) for all (vint, ψ) ∈ X
with
a˜((uint, φ), (vint, ψ)) := 〈∇uint , ∇vint〉Ω − 〈φ , v
int〉Γ + 〈(1/2−K)u
int , ψ〉Γ + 〈V φ , ψ〉Γ
and
f˜(vint, ψ) := 〈F , vint〉Ω + 〈Φ , v
int〉Γ + 〈ψ , (1/2−K)U〉Γ.
The connection to the transmission problem (7.1) is given by
u|Ω = u
int, ∂nu|R2\Ω = −φ, and u|R2\Ω = V φ+Ku
int.
Existence of unique solutions of the above method was first proved in [25] for the case
of smooth Γ. Almost three decades later, Sayas [30] proved existence of unique solutions
also for the case of polygonal boundaries Γ. This work was extended in [2] to nonlinear
material parameters and other coupling methods.
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Given a Galerkin solution in the sense of (2.2), i.e., (uintT , φT ) ∈ XT := S
2+(T ) ×
P1(T |Γ), the corresponding residual-based error estimator (see e.g. [5, 2] for the deriva-
tion) reads element wise for all T ∈ T
ηT (T )
2 := diam(T )2‖F +∆uintT )‖
2
L2(T ) + diam(T )‖[∂nu
int
T ]‖
2
L2(∂T∩Ω)
+ diam(T )‖Φ+ φT − ∂nu
int
T ‖
2
L2(∂T∩Γ)
+ diam(T )‖∂Γ((
1
2
−K)(U − uintT )− V φT )‖
2
L2(∂T∩Γ),
where ∂Γ denotes the arc-length derivative on Γ. Note that the exterior problem affects
the estimator only on elements T ∈ T̂ with T ∩ Γ 6= ∅. The overall estimator reads
η(T ) :=
(∑
T∈T
ηT (T )
2
)1/2
for all T ∈ T.
We define Xℓ := S2+(Tℓ)×P1(Tℓ|Γ) and to fit the problem into our abstract framework,
we choose the following Riesz basis from Theorem 6.4:
B :=
{
(v, 0) : v ∈ B1
}
∪
{
(0, w) : w ∈ B−1/2
}
.
We recall that Xℓ ⊆ Xℓ+1 ⊂ X are nested finite dimensional spaces generated by the
adaptive algorithm described in Section 2.3. We order the functions in B such that
Xℓ = span{w1,w2, . . . ,wNℓ} for particular Nℓ ∈ N and all ℓ ∈ N (note that this is
possible due to (6.3)).
Remark. We restrict to the spaces S2+(Tℓ) × P1(Tℓ|Γ) for technical reasons only. As
it becomes obvious in the proof of Theorem 6.4, it is essential to exploit a number of
moment conditions of the basis functions. The author is convinced that this could also
be done for the lowest order case S1(Tℓ) × P0(Tℓ|Γ) at the expense of greater care for
technical details. Similarly, the techniques should transfer straightforwardly to higher
order discretizations. 
Since a˜(·, ·) is not elliptic, we have to seek an elliptic reformulation. This was first
demonstrated in [2, Section 4.2]. The forms a˜ and f˜ can be replaced by equivalent forms
which produce the same solutions (2.2) as long as
⋂
ℓ∈NXℓ contains a function ξ which
satisfies 〈ξ , 1〉Γ 6= 0. This is obviously the case for our choice of Xℓ, and therefore, we
may theoretically consider
a((uint, φ), (vint, ψ)) := a˜((uint, φ), (vint, ψ))
+ 〈ξ , (1/2−K)uint + V φ〉Γ〈ξ , (1/2−K)v
int + V ψ〉Γ
and
f(vint, ψ) := f˜(vint, ψ) + f˜(0, ξ)〈ξ , (1/2−K)vint + V ψ〉Γ.
The result [2, Theorem 14] states that a(·, ·) is elliptic (2.1). With u := (uint, φ) and
v := (vint, ψ), this fits the abstract from (2.2) and we define uℓ := (u
int
ℓ , φℓ) for all ℓ ∈ N
with Xℓ := S2+(Tℓ) × P1(Tℓ|Γ). Standard arguments (see, e.g., [8, Corollary 4.8]) prove
that the exact solution satisfies u ∈
⋃
ℓ∈NXℓ ⊆ X . Therefore, we can restrict the problem
to the space X ′ :=
⋃
ℓ∈NXℓ.
Remark. Note that a and f produce the same solutions (2.2) as a˜ and f˜ . Thus, for
actual computation it is more convenient to use a˜ and f˜ , whereas for our theoretical
considerations, it is mandatory to use a and f . 
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7.2. Main result. The following result shows rate optimality of the adaptive algorithm
and is the main result of the paper.
Theorem 7.1 (Optimality of the adaptive algorithm). Given sufficiently small θ > 0
and sufficiently large Dgrad ≥ 1, Algorithm 2.2 applied to the Johnson-Nédélec FEM-
BEM coupling as described above guarantees rate-optimal convergence, i.e., there exists a
constant Copt > 0 such that
C−1opt‖u‖As ≤ sup
ℓ∈N0
η(Tℓ)
(#Tℓ −#T0 + 1)−s
≤ Copt‖u‖As ,
for all s > 0 with ‖u‖As <∞.
Proof. We have to specify a mesh-refinement strategy which ensures (2.3) and fits into
the framework of [8, Section 2.4]. To that end, we use the strategy specified in [16,
Section A.3] (note that the condition in [16, Section A.3] and (2.3) are equivalent up
to shape regularity). Then, the result follows immediately from [8, Theorem 4.1] and
Lemma 2.3, after we prove the axioms (A1)–(A4) in the sections below. 
7.3. Proof of (A3). The main innovation of this paper is the proof of general quasi-
orthogonality (A3).
Lemma 7.2. Let T ∈ T such that v ∈ S2+(T )×P1(T |Γ) for some v ∈ Bℓ. Let Dgrad > 0
and assume (2.3). Then, k < ℓ implies(
w ∈ Bk, δk(v,w) ≤ Dgrad − Cgrad
)
=⇒ w ∈ S2+(T )×P1(T |Γ),
with δk(·, ·) from Definition 4.1 and Cgrad ≥ 1 depends only on T0 and Cmesh.
Proof. Define
C := sup
k∈N
max
w∈
⋃∞
j=kBj
#
{
T ∈ T̂k : T ⊆ supp(w)
}
.
By definition of B, we see that C <∞ in terms of T0 and Cmesh. Assume T, T ′ ∈ T with
T ∩ supp(w) 6= ∅ and T ′ ∩ supp(v) 6= ∅. Let Lℓ denote the uniform level of elements in
T̂ℓ. Assume level(T ) < Lk. Assumption (2.3) implies that all T ′′ ∈ ωDgrad(T, T ) satisfy
level(T ′′) ≤ Lk. This means that T̂k|ωDgrad (T,T ) is a local refinement of T . With χT
denoting the function which is one on T and zero elsewhere, we get
δk(χT , χT ′) ≤ 2C + δk(v,w).
Thus, δk(v,w) ≤ Dgrad − 2C − 1 implies δk(χT , χT ′) ≤ Dgrad and, since T̂k|ωDgrad (T,T )
is a local refinement of T , also T ′ ∈ ωDgrad(T, T ). This shows level(T ′) ≤ Lk ≤ Lℓ−1
and contradicts the assumption v ∈ Bℓ. Thus, we proved level(T ) ≥ Lk for all T ∈ T
with T ∩ supp(w) 6= ∅. This implies that T |supp(w) is a local refinement of T̂k and thus
w ∈ S2+(T ) ∪ P1(T |Γ). We conclude the proof with Cgrad := 2C + 1. 
Theorem 7.3. Given ε > 0 and under all previous assumptions, there exists Dgrad > 0
sufficiently large such that the solutions (2.2) of the transmission problem (7.1) satisfy
general quasi-orthogonality (2.6).
Remark. The idea of the proof of the theorem is to consider the matrix Aij := a(wi,wj).
The lemmas from Section 7.6 below show that A is close to a matrix Mε which is banded
with respect to the metric d2(·, ·) from Section 4. Ideally, we would like to apply Theo-
rem 3.13 directly. This, however, is not possible since d2(·, ·) does not satisfy (3.2). Thus,
Mε is not of any Jaffard class and therefore Theorem 3.13 does not apply. The remedy
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is to first consider a permutation of A which is block-banded. We then prove that there
exists a block banded LDU-factorization which is used to define two new Riesz bases of X .
The corresponding matrix M turns out to be close to the block diagonal matrix D, which
satisfies D ∈ J . Thus, Theorem 3.14 applies and concludes the proof. The redefinition
of the Riesz bases is the reason for the grading condition (2.3) on the adaptive meshes.
This condition ensures that the spaces Xℓ are still spanned by the new Riesz bases. 
Remark. One might ask the question if there exists a better metric d2(·, ·) such that A
is still close to a matrix in B(d2, ·), and that d2(·, ·) satisfies (3.2). This would simplify
the proof and remove the grading condition (2.3). We argue that such a metric is likely
not to exists.
Given wi,wj ∈ Bℓ, we choose wij,k ∈
⋃
ν≤ℓBν, k = 1, . . . , n with wij,1 = wi and
wij,n = wj as follows: We require that wij,k ∈ Bℓ−k for all k ≤ n/2 and that their
supports overlap. Moreover, we choose the sequence such that at some point the support of
wij,n/2 overlaps with wj. The second half of the wij,k ∈ Bℓ−n/2+k is chosen analogously.
Thus, if the distance of functions with supporting overlap and level difference one is
uniformly bounded, the triangle inequality implies
d2(wi,wj) ≤ d2(wi,wij,1) + d2(wij,1,wij,2) + . . .+ d2(wij,n,wj) . n,
where n ≃ logCmesh(δℓ(wi,wj)). ( Since the supports grow/shrink in size by the factor of
Cmesh from level to level, we see the condition on n.) With d2(wi,wj) . log(δℓ(wi,wj)),
condition (3.2) cannot hold. Thus, the distance of functions with supporting overlap and
level difference one must not be uniformly bounded. This, however, implies that any
matrix being close to B(d2) or J (d2) is essentially diagonal as row and column numbers
approach infinity. This would imply a much stronger condition on the chosen Riesz bases
and it is not clear how to construct such a basis. 
Proof. With the basis B, define the matrix A ∈ RN×N by
Aij := a(wj ,wi).
Since B is a Riesz basis, boundedness and ellipticity of a(·, ·) imply that also A is elliptic
and bounded. By reordering B such that L(wki) ≤ L(wkj ) for all i ≤ j, we obtain a
permuted matrix
A˜ij := Akikj or A˜ = P
TAP
for some permutation matrix P ∈ {0, 1}N×N defined by Pij = 1 if and only if i = kj . We
introduce a block-structure on B with n1, n2, . . . such that
{
wki : i = nr, . . . , nr+1−1
}
={
w ∈ B : L(w) = r
}
. Then, Lemmas 7.8–7.11 below show that there exists A˜ε which
is block-banded for some bandwidth b such that
‖A˜− A˜ε‖2 ≤ ε.
Moreover, if we identify i 7→ wi, there holds A˜ε ∈ B(d2) with the metric d2(·, ·) from
Definition 4.1 (we verify the conditions (i)–(iv) posed on B in Section 4 with standard
arguments). Choosing ε > 0 sufficiently small, we ensure that A˜ε is elliptic and bounded.
Thus, Theorem 3.10 shows that there exists an approximate block-LDU -factorization
with ‖A˜ − LDU‖2 ≤ 2ε. Moreover, the factors L−1, D, U−1 ∈ B(d2) are block-banded
with bandwidth b. Since D is block-diagonal, we also have D ∈ B(d3) for the metric
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d3(·, ·) from Definition 4.1. Together with Lemma 4.5, this shows D ∈ J (d3). We define
a new basis BU by
BL :=
⋃
ℓ∈N
BUℓ , and B
U
ℓ :=
{
vkj :=
∞∑
i=1
(U−1)ijwki : j ∈ N, L(wkj) = ℓ
}
.
and we define BL by
BL :=
⋃
ℓ∈N
BLℓ , and B
L
ℓ :=
{
wkj :=
∞∑
i=1
(L−1)jiwki : j ∈ N, L(wkj) = ℓ
}
.
Since L−1, U−1 are inversely bounded uniformly in ε, we see that also BU and BL are a
Riesz basis of X . Moreover, since L−1, U−1 ∈ B(d2, b′) and block-banded with a certain
bandwidth b′, and since the diagonal blocks of L−1 and U−1 are just identities, we have
vkj = wkj +
L(wkj )−1∑
ℓ=L(wkj )−b
′
∑
wki
∈Bℓ
δℓ(wkj
,wki
)≤n
(U−1)ijwki ,
wkj = wkj +
L(wkj )−1∑
ℓ=L(wkj )−b
′
∑
wki
∈Bℓ
δℓ(wkj
,wki
)≤n
(L−1)jiwki
for some n ∈ N which depends only on b′. Lemma 7.2 shows that since all Tℓ satisfy (2.3)
for sufficiently large Dgrad ≥ n + Cgrad, we have that wj ∈ Xℓ implies vj, wj ∈ Xℓ.
Therefore, we have
Xℓ = span{v1, v2, . . . , vNℓ} = span{w1, w2, . . . , wNℓ}.
Moreover, with Cij := a(vkj , wki), we see C = L
−1A˜U−1 and hence
‖C −D‖2 = ‖L
−1(A˜− LDU)U−1‖2 . ε,
where we used that L−1 and U−1 are bounded uniformly in ε (see Theorem 3.10). Consid-
ering M := PCP T and Mε := PDP T , we obtain with the above ‖M −Mε‖2 . ε as well
as Mε ∈ J (d3). Moreover, Theorem 3.10 shows that D and thus Mε are elliptic (3.4).
Choosing ε > 0 sufficiently small, we ensure that also M is elliptic. Thus, Theorem 3.14
(for X ′ =
⋃
ℓ∈NXℓ instead of X ) applies and concludes the proof. 
7.4. Proof of (A1), (A2), and (A4). The proofs of the properties (A1), (A2), and
(A4) are combinations of techniques from the FEM case and from the BEM case (mainly
from [21]). While no expert will be surprised by the following proofs, they cannot be
found in the literature and we included them for completeness.
Proof of (A1)–(A2). The statements (i) and (ii) are part of the proof of [2, Theorem 25]
and follow from the triangle inequality and local inverse estimates for the non-local op-
erators V and K from [3]. The constants Cstab, Cred, qred depend only on Γ and the shape
regularity of T and T̂ . 
Proof of (A4). The proof is essentially the combination of the corresponding proofs for
FEM in [32, 11] and BEM in [21]. There holds with ellipticity [2, Theorem 14] and
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vT̂ := (u
int
T̂
, ψT̂ ) := uT̂ − uT ∈ S
2+(T̂ )× P1(T̂ |Γ) by use of Galerkin orthogonality
‖uT̂ − uT ‖
2
X . a(uT̂ − uT , vT̂ ) = a˜(uT̂ − uT , vT̂ )
= f(vT̂ − vT )− a˜(uT , vT̂ − vT ) for all vT ∈ Xℓ.
Recall the Scott-Zhang operator JT : H
1(Ω) → S2+(T ) from Section 5 as well as the
L2(Γ)-orthogonal projection ΠT : L
2(Γ)→ P1(T |Γ). With this, define
vT := (JT u
int
T̂
,ΠT ψT̂ ) ∈ S
2+(T )× P1(T |Γ).
This implies
‖uT̂ − uT ‖
2
X . 〈F , (1− JT )u
int
T̂
〉L2(Ω) − 〈∇u
int
T , ∇(1− JT )u
int
T̂
〉L2(Ω)
+ 〈Φ+ φT , (1− JT )u
int
T̂
〉L2(Γ)
+ 〈(1/2−K)(U − uintT )− V φT , (1− ΠT )ψT̂ 〉L2(Γ).
(7.3)
T -piecewise integration by parts shows
〈F , (1− JT )u
int
T̂
〉L2(Ω) − 〈∇u
int
T , ∇(1− JT )u
int
T̂
〉L2(Ω) + 〈Φ+ φT , (1− JT )u
int
T̂
〉L2(Γ)
.
∑
T∈T
‖F +∆uintT ‖L2(T )‖(1− JT )u
int
T̂
‖L2(T )
+
∑
T∈T
(
‖[∂nu
int
T ]‖L2(∂T∩Ω) + ‖Φ + φT − ∂nu
int
T ‖L2(∂T∩Γ)
)
‖(1− JT )u
int
T̂
‖H1/2(T ).
Since all T ∈ T with T /∈ ω(T \ T̂ , T ) satisfy ((1 − JT )uintT̂ )|T = 0 and by use of the
first-order approximation properties of JT , the above estimate implies
〈F , (1− JT )u
int
T̂
〉L2(Ω) − 〈∇u
int
T , ∇(1− JT )u
int
T̂
〉L2(Ω) + 〈Φ− φT , (1− JT )u
int
T̂
〉L2(Γ)
.
∑
T∈ω(T \T̂ ,T )
(
diam(T )‖F +∆uintT ‖L2(T ) + diam(T )
1/2‖[∂nu
int
T ]‖L2(∂T∩Ω)
+ diam(T )1/2‖Φ+ φT − ∂nu
int
T ‖L2(∂T∩Γ)
)
‖∇uint
T̂
‖L2(T ), (7.4)
where the hidden constant depends only on the shape regularity of T and Ω. Consider a
partition of unity of Γ in the sense ∑
z∈Γ
z node of T
ξz = 1 on Γ
with the nodal hat functions ξz ∈ N (T |Γ). Since (1−ΠT )ψT̂ = 0 on T ∩T̂ , the last term
on the right-hand side of (7.3) satisfies
〈(1/2−K)(U − uintT )− V φT , (1− ΠT )ψT̂ 〉L2(Γ)
= 〈
∑
z∈
⋃
(T \T̂ )∩Γ
z node of T
ξz
(
(1/2−K)(U − uintT )− V φT
)
, (1−ΠT )ψT̂ 〉L2(Γ).
Galerkin orthogonality shows 〈1 , (1/2 −K)(U − uintT ) − V φT 〉L2(T∩Γ) = 0 for all T ∈ T
allows to follow the arguments of the proof of [21, Proposition 5.3] resp. [18, Proposition 4].
This shows
〈(1− ΠT )ψT̂ , (1/2−K)(U − u
int
T )− V φT 〉L2(Γ) (7.5)
.
( ∑
T∈ω(T \T̂ ,T )
diam(T )1/2‖∇Γ
(
(1/2−K)(U − uintT )− V φT
)
‖L2(T∩Γ)
)
‖ψT̂ ‖H−1/2(Γ).
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The combination of (7.4)–(7.5) with (7.3) concludes the proof of the discrete reliabil-
ity (A4) with R(T , T̂ ) := ω(T \ T̂ , T ) and Cref depending only on shape regularity. 
7.5. Discretization of integral operators. In view of the application in Section 7, we
look at matrices stemming from discretizations of certain integral operators.
Lemma 7.4. Given r ∈ N ∪ {0}, let G : Γ × Γ → R denote an integral kernel. Let
v, w ∈ L2(Γ) respectively have connected support with
dist(v, w) := inf
x∈supp(v)
y∈supp(w)
|x− y| > 0.
Let ν, σ ∈ N0 such that ∂νx∂
σ
yG ∈ L
∞(supp(v) × supp(w)), where ∂x, ∂y denote the arc-
length derivatives on Γ with respect to the arguments x and y of G. Then, there holds∣∣∣ ∫
Γ
∫
Γ
G(x, y)w(x)v(y) dx dy
∣∣∣
≤ Cfar‖v‖H˜−σ(supp(v))‖w‖H˜−ν(supp(v))
sup 0≤α≤ν
0≤β≤σ
‖∂αx∂
β
yG‖L∞(supp(v)×supp(w))
|supp(w)|−1/2|supp(w)|−1/2
.
The constant Cfar > 0 depends only on Γ, σ, and ν.
Proof. There holds∣∣∣ ∫
Γ
∫
Γ
G(x, y)w(x)v(y) dx dy
∣∣∣ ≤ ‖w‖H˜−ν(supp(w))‖ ∫
Γ
v(y)G(·, y) dy‖Hν(supp(w)). (7.6)
We obtain that
‖
∫
Γ
v(y)G(·, y) dy‖2Hν(supp(w)) =
ν∑
α=0
‖
∫
Γ
v(y)∂αxG(·, y) dy‖
2
L2(supp(w)).
There holds
‖
∫
Γ
v(y)∂αxG(·, y) dy‖L2(supp(w))
≤ ‖v‖H˜−σ(supp(v))
(∫
supp(w)
‖∂αxG(x, ·)‖
2
Hσ(supp(v)) dx
)1/2
≤ ‖v‖H˜−σ(supp(v)) sup
x∈supp(w)
‖∂αxG(x, ·)‖Hσ(supp(v))|supp(w)|
1/2.
Together with the above, this shows
‖
∫
Γ
v(y)G(·, y) dy‖2Hν(supp(w))
≤
ν∑
α=0
‖v‖H˜−σ(supp(v)) sup
x∈supp(w)
‖∂αi G(x, ·)‖Hσ(supp(v))|supp(w)|
1/2.
For 0 ≤ α ≤ ν, we get
sup
x∈supp(w)
‖∂αxG(x, ·)‖Hσ(supp(v)) . |supp(v)|
1/2 sup
x∈supp(w)
0≤β≤σ
‖∂αx ∂
β
yG(x, ·)‖L∞(supp(v))
= |supp(v)|1/2 sup
0≤β≤σ
‖∂αx∂
β
yG‖L∞(supp(v)×supp(w)).
The combination of the above estimates concludes the proof. 
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Recall the definition of a level of a function L(·) from Section 4 as well as the Riesz
bases B1, B1/2, B−1/2 from Theorem 6.4. In this situation, we have
L(v) = ℓ for all v ∈ B1ℓ ∪ B
1/2
ℓ ∪ B
−1/2
ℓ
for all ℓ ∈ N ∪ {0}.
Lemma 7.5. Let G(x, y) := −1/(2π) log |x − y| denote the kernel of the single-layer
potential. Then, there holds for w, v ∈ B−1/2 with dist(v, w) > 0 that∣∣∣ ∫
Γ
∫
Γ
G(x, y)w(x)v(y) dx dy
∣∣∣ ≤ CBC−2(L(v)+L(w))mesh
dist(v, w)4
. (7.7)
The constant CB > 0 depends only on T0.
Proof. Since, for σ = ν = 2, there holds
sup
0≤α≤ν
0≤β≤σ
‖∂αx ∂
β
yG‖L∞(supp(v)×supp(w)) . sup
x∈supp(v)
y∈supp(w)
|x− y|−4 = dist(v, w)4,
Lemma 7.4 shows∣∣∣ ∫
Γ
∫
Γ
G(x, y)w(x)v(y) dx dy
∣∣∣. ‖v‖H˜−2(supp(v))‖w‖H˜−2(supp(w))C(−L(w)−L(v))/2meshdist(v, w)4 .
The scaling estimates (6.2c) show ‖v‖H˜−2(supp(v)) ≃ C
−3L(v)/2
mesh for all v ∈ B
−1/2 and thus
conclude the proof. 
Lemma 7.6. Let G(x, y) := −1/(2π)(x − y) · n(y)/|x − y|2 denote the kernel of the
double-layer potential. Then, there holds for v ∈ B1/2, w ∈ B−1/2 with dist(v, w) > 0 that∣∣∣ ∫
Γ
∫
Γ
G(x, y)w(x)v(y) dx dy
∣∣∣ ≤ CBC−2(L(v)+L(w))mesh
dist(v, w)4
. (7.8)
The constant CB > 0 depends only on T0.
Proof. First, we assume v ∈ B1/2ℓ for some ℓ > 0. Lemma 5.5 ensures that
∫
E
v dx = 0
for all E ∈ T̂ℓ|Γ. For all x ∈ Γ, we may define G0(x, ·) ∈ P0(T̂ℓ|Γ) by G0(x, ·)|E :=
|E|−1
∫
E
G(x, y) dy for all E ∈ T̂ℓ|Γ. We define the new kernel G˜(x, y) := G(x, y)−G0(x, y)
and observe that∫
Γ
∫
Γ
G(x, y)w(x)v(y) dx dy =
∫
Γ
∫
Γ
G˜(x, y)w(x)v(y) dx dy.
Note that for σ = 0 and ν = 2, there holds
sup
0≤α≤ν
0≤β≤σ
‖∂αx∂
β
y G˜‖L∞(supp(v)×supp(w))
= sup
0≤α≤2
sup
E∈T̂ℓ|Γ
sup
x∈supp(v)∩E
y∈supp(w)
|∂αxG(x, y)− |E|
−1
∫
E
∂αxG(x, y) dy|
. C
−L(v)
mesh sup
0≤α≤2
sup
E∈T̂ℓ|Γ
sup
x∈supp(v)∩E
y∈supp(w)
|∂y∂
α
xG(x, y)|,
where we used element wise continuity of y 7→ G(x, y) and a Poincaré inequality in the
last step. (Note that ∂y∂
α
xG(x, y) is well-defined since n(y) jumps only at corners of Γ,
which are resolved by T̂0.) Repeating the steps, we also get the same estimate for v ∈ B
1/2
0
by choosing G0(x) = 0 since L(v) = 0.
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With this, and the fact that for x, y not being a corner of Γ there holds
|∂y∂
α
xG(x, y)| . |x− y|
4,
Lemma 7.4 shows
∣∣∣ ∫
Γ
∫
Γ
G(x, y)w(x)v(y) dx dy
∣∣∣ . ‖v‖L2(supp(v))‖w‖H˜−2(supp(w))C−L(v)mesh C(−L(w)−L(v))/2meshdist(v, w)4 .
The scaling estimates (6.2c) and (6.2b) show ‖v‖L2(supp(v)) ≃ C
−L(v)/2
mesh for all v ∈ B
1/2 as
well as ‖w‖H˜−2(supp(v)) ≃ C
−3L(w)/2
mesh for all v ∈ B
−1/2 and thus conclude the proof. 
The following lemma shows that a matrix whith decay properties as above can be
approximated by a banded matrix.
Lemma 7.7. For X, Y ∈ {B−1/2, B1/2}, let M = (Mvw)v∈X,w∈Y denote an infinite matrix
with
|Mvw| ≤ CB
C
−2(L(v)+L(w))
mesh
dist(v, w)4
for all v ∈ X, w ∈ Y with dist(v, w) > 0. For c ∈ N define
M c := (M cvw)v∈X,w∈Y with M
c
vw :=
{
Mvw if d1(v, w) ≤ c,
0 else,
where d1(·, ·) is defined in Section 4. Then, there holds limc→∞ ‖M −M c‖2 = 0.
Proof. Note that ‖ · ‖2 is permutation invariant, so that the ordering of the indices in X
and Y does not matter. Let Xℓ, Yℓ denote the corresponding subspaces B
−1/2
ℓ and B
1/2
ℓ .
Define for ℓ, n ∈ N and v ∈ X
P nℓ (v) :=
{
w ∈ Yℓ : c+ n− 1 ≤ d1(v, w) ≤ c+ n
}
.
Lemma 4.4 shows (note that we use the R1 case of Lemma 4.4)
#P nℓ (v) . C
ℓ−min{L(v),ℓ}
mesh . (7.9)
Note that w ∈ P nℓ (v) implies that at least c + n − 1 elements of T̂min{L(v),ℓ} are needed
to connect mid(v) and mid(w). Since both w and v have local support on T̂min{L(v),ℓ}
(depending on Cmesh), we obtain that at least c+n−γ elements of T̂min{L(v),ℓ} are needed
to connect supp(v) and supp(w), where γ ∈ N depends only on Cmesh and T0. Let S
denote the shortest line connecting supp(v) and supp(w). Shape regularity implies that
S can be covered with O(dist(v, w)Cmin{L(v),ℓ}mesh ) elements of T̂min{L(v),ℓ}. This shows that
dist(v, w) & C
−min{L(v),ℓ}
mesh (c + n− γ), where the hidden constant depends only on Ω and
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T0. For c ≥ γ, this allows to bound the row sum of (M −M c) by∑
w∈Y
|M −M c|vw =
∞∑
n=0
∞∑
ℓ=0
∑
w∈Pnℓ (v)
|M |vw
.
∞∑
n=0
∞∑
ℓ=0
∑
w∈Pnℓ (v)
C
−2(L(v)+ℓ)
mesh
dist(v, w)4
.
∞∑
n=0
∞∑
ℓ=0
∑
w∈Pnℓ (v)
C
−2(L(v)+ℓ)
mesh
(c+ n− γ)4C−4min{L(v),ℓ}mesh
.
∞∑
n=0
∞∑
ℓ=0
C
ℓ−min{L(v),ℓ}
mesh
C
−2(L(v)+ℓ)
mesh
(c+ n− γ)4C−4min{L(v),ℓ}mesh
.
∞∑
n=0
∞∑
ℓ=0
(c+ n− γ)−4C3min{L(v),ℓ}mesh C
−2L(v)−ℓ
mesh
≤
∞∑
n=0
∞∑
ℓ=0
(c+ n− γ)−4C−|L(v)−ℓ|mesh .
∞∑
n=0
(c+ n− γ)−4.
The analogous result holds for the column sums. Thus, we may estimate
‖M −M c‖22 ≤ ‖M −M
c‖1‖M −M
c‖∞ .
( ∞∑
n=0
(c+ n− γ)−4
)2
.
The sum on the right-hand side is finite and tends to zero for c → ∞. This concludes
the proof. 
7.6. Almost bandedness of differential/integral operator matrices. This section
uses the established techniques to prove that the FEM/BEM-coupling matrices are close
to banded matrices in the sense of Definition 3.2. To that end, recall d1(·, ·) from Section 4.
Lemma 7.8. Let Mij := 〈vi , wj〉Γ for all i, j ∈ N with vi ∈ B−1/2 and wj ∈ B1/2. Given
ε > 0, there exists Mε ∈ RN×N and a constant CM > 0 such that
‖Mε −M‖2 ≤ ε.
as well as (
|L(vi)− L(wj)| > CM or d1(vi, wj) > 1
)
=⇒ Mεij = 0. (7.10)
Proof. Define I :=
{
(i, j) ∈ N2 : supp(vi)∩supp(vi) 6= ∅
}
. Let i, j ∈ I and set ℓ := L(vi),
k := L(wj). First, consider the case k ≤ ℓ. There holds
|〈vi , wj〉Γ| ≤ ‖vi‖H˜−1(supp(vi))‖wj‖H1(supp(vi)).
There holds with an inverse estimate, scaling estimates, and (6.2b)
‖wj‖H1(supp(vi)) . C
−|k−ℓ|/2
mesh ‖wj‖H1(supp(wj)) . C
k/2−|k−ℓ|/2
mesh .
The estimate (6.2c) shows
‖vi‖H˜−1(supp(v)) ≃ C
−ℓ/2
mesh.
The combination of the above estimates shows |Mij | . C
−|k−ℓ|
mesh .
39
Second, for k > ℓ, we have
|〈vi , wj〉Γ| ≤ ‖vi‖L2(supp(wj))‖wj‖L2(supp(wj)).
As above, a scaling estimate and (6.2c) shows
‖vi‖L2(supp(wj)) . C
−|k−ℓ|/2
mesh ‖vi‖L2(supp(vi)) . C
k/2−|k−ℓ|/2
mesh .
Together with (6.2b), this proves |Mij| . C
−|k−ℓ|
mesh . Moreover, for (i, j) /∈ I, we have
Mij = 0 by definition.
Define I˜ :=
{
(i, j) ∈ N2 : |L(vi) − L(wj)| ≤ r
}
for some r ∈ N. Note that for
vi ∈ B
−1/2
ℓ , there holds #
{
wj ∈ B
1/2
k : Mij 6= 0
}
. C
k−min{k,ℓ}
mesh and #
{
vi ∈ B
−1/2
ℓ :
Mij 6= 0
}
. C
ℓ−min{k,ℓ}
mesh . Thus, Lemma 8.3 shows with q = C
−1
mesh that ‖M |N2\I˜‖2 . C
−r/2
mesh .
We define Mεij = Mij for all (i, j) ∈ I˜ and M
ε
ij = 0 else. The above estimates show
‖M−Mε‖2 ≤ ε for sufficiently large r. The bandedness (7.10) follows from the definition
of the I˜. This concludes the proof. 
Lemma 7.9. Let Mij := 〈Kwi , vj〉Γ for all i, j ∈ N with wi ∈ B1/2 and vj ∈ B−1/2.
Given ε > 0, there exists Mε ∈ RN×N and a constant CM > 0 such that
‖Mε −M‖2 ≤ ε.
as well as (
|L(vi)− L(wj)| > CM or d1(vi, wj) > CM
)
=⇒ Mεij = 0. (7.11)
Proof. Since Γ is polygonal, [31, Theorem 6.34 and subsequent remark] ensures that there
exists δ > 0 (depending only on the smallest interior angle of Γ) such that K : H1+δ(Γ)→
H1+δ(Γ) andK ′ : Hδ(Γ)→ Hδ(Γ) are continuous. This shows for k := L(vj) ≤ ℓ := L(wi)
|〈Kwi , vj〉Γ| ≤ ‖wi‖H˜−δ(supp(wi))‖K
′vj‖Hδ(supp(wi)) . ‖wi‖H˜−δ(supp(wi))‖K
′vj‖Hδ(Γ)
. ‖wi‖H˜−δ(supp(wi))‖vj‖Hδ(Γ).
An inverse estimate for vj shows ‖vj‖Hδ(Γ) . C
δk
mesh‖vj‖L2(Γ) = C
δk
mesh‖vj‖L2(supp(vj)) and
hence (6.2b) together with (6.2c) conclude
|〈Kwi , vj〉Γ| . C
(1/2+δ)|L(vj )−L(wi)|
mesh . (7.12)
For k ≥ ℓ, we have
|〈Kwi , vj〉Γ| ≤ ‖Kwi‖H˜1+δ(supp(vj ))‖vj‖H−1−δ(supp(vj )) . ‖Kwi‖H˜1+δ(Γ)‖vj‖H−1−δ(supp(vj ))
. ‖wi‖H˜1+δ(Γ)‖vj‖H−1−δ(supp(vj)).
An inverse estimate for wi shows ‖wi‖H1+δ(Γ) . C
(1+δ)ℓ
mesh ‖wi‖L2(Γ) = C
(1+δ)ℓ
mesh ‖wi‖L2(supp(wi))
and hence (6.2b) together with (6.2c) conclude (7.12) for all i, j ∈ N.
We first restrict the index set N× N by
I˜ :=
{
(i, j) ∈ N2 : d1(wi, vj) ≤ c
}
,
for some constant c ≥ 1. Furthermore, define for some r ∈ N
I :=
{
(i, j) ∈ I˜ : |L(wi)− L(vj)| ≤ r
}
.
Define M˜εij := Mij for all (i, j) ∈ I˜ and zero elsewhere, and define M
ε
ij := Mij for
all (i, j) ∈ I and zero elsewhere. Then, Lemma 7.6 together with Lemma 7.7 show
‖M − M˜ε‖2 ≤ ε/2 for sufficiently large c. Moreover, Lemma 8.3 shows ‖M˜ε −Mε‖2 .
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C−δrmesh and hence ‖M −M
ε‖2 ≤ ε for sufficiently large r. The definition of I˜ and I implies
that Mε satisfies (7.11). 
Lemma 7.10. Let Mij := 〈V vi , wj〉Γ for all i, j ∈ N with vi, wj ∈ B
−1/2. Given ε > 0,
there exists Mε ∈ RN×N and a constant CM > 0 such that
‖Mε −M‖2 ≤ ε.
as well as (
|L(vi)− L(wj)| > CM or d1(vi, wj) > CM
)
=⇒ Mεij = 0. (7.13)
Proof. Assume k := L(vi) ≤ ℓ := L(wj). Since Γ is polygonal, there exists δ > 0 such
that V : Hδ(Γ)→ H1+δ(Γ) is continuous. This shows
|〈V vi , wj〉Γ| ≤ ‖vi‖H˜−1−δ(supp(vi))‖V wj‖H1+δ(supp(vi)) . ‖vi‖H˜−1−δ(supp(vi))‖V wj‖H1+δ(Γ)
. ‖vi‖H˜−1−δ(supp(vi))‖wj‖Hδ(Γ).
An inverse estimate for wj shows ‖wj‖Hδ(Γ) . C
δℓ
mesh‖wj‖L2(Γ) = C
δℓ
mesh‖wj‖L2(supp(wj)) and
hence (6.2c) concludes
|〈V vi , wj〉Γ| . C
(1/2+δ)|L(vj )−L(wi)|
mesh .
Symmetry of the problem shows the above result also for k ≥ ℓ and hence for all i, j ∈ N.
With the index sets I and I˜ from the proof of Lemma 7.9, we conclude the proof by use
of Lemma 7.5, Lemma 7.7, and Lemma 8.3 as in the proof of Lemma 7.9. 
Lemma 7.11. Let Mij := 〈∇vi , ∇vj〉Ω for all i, j ∈ N with vi, vj ∈ B1. Given ε > 0,
there exists Mε ∈ RN×N and a constant CM > 0 such that
‖Mε −M‖2 ≤ ε.
as well as (
|L(vi)− L(vj)| > CM or d1(vi, vj) > CM
)
=⇒ Mεij = 0. (7.14)
Proof. Assume k := L(vi) ≤ ℓ := L(vj). Define ωT := supp(vj)∩T and compute for some
δ > 0
|〈∇vi , ∇vj〉Ω| ≤
∑
T∈T̂k
|〈∇vi , ∇vj〉ωT |
≤
∑
T∈T̂k
|〈∆vi , vj〉ωT |+ |〈∂nvi , vj〉∂ωT |
.
∑
T∈T̂k
‖vi‖H2(ωT )‖vj‖L2(ωT ) + ‖vi‖H3/2(ωT )‖vj‖H1/2+δ(ωT )
From this, a scaling argument together with an inverse estimate concludes for s ∈ {1/2, 1}
‖vi‖H1+s(ωT ) . C
−|k−ℓ|/2
mesh ‖vi‖H1+s(T ) ≤ C
−|k−ℓ|/2+sk
mesh ‖vi‖H1(supp(vi)).
Altogether, (6.2a) shows
|〈∇vi , ∇vj〉Ω| . C
−(3/2−δ)|L(vi)−L(vj)|
mesh . (7.15)
Symmetry of the problem shows the above also for ℓ ≤ k and hence for all i, j ∈ N. We
restrict the index set by
I :=
{
(i, j) ∈ N2 : |L(vi)− L(vj)| ≤ r
}
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and define Mεij := Mij for all (i, j) ∈ I and zero elsewhere. Note that #
{
vj ∈ B1k : Mij 6=
0
}
. C
2(k−min{ℓ,k})
mesh and #
{
vi ∈ B1ℓ : Mij 6= 0
}
. C
2(ℓ−min{k,ℓ})
mesh . Estimate (7.15) and
Lemma 8.3 with q = C−2mesh show ‖M −M
ε‖2 . C
−εr
mesh. The implication (7.14) follows as
in the proof of Lemma 7.8. Thus, we conclude the proof by choosing r ∈ N sufficiently
large. 
8. Auxiliary Results
Lemma 8.1. For a, b ≥ 0, there holds
log(1 + a + b) ≤ log(1 + a) + log(1 + b), (8.1)
whereas for b ≥ 1, there holds
log(1 + ab) ≤ log(1 + a) + log(b). (8.2)
Proof. Exponentiation trivializes the inequalities. 
Lemma 8.2. Given a connected ω ⊆ Γ, the arc-length derivative satisfies
‖∂Γv‖H˜−1(ω) ≃ ‖v‖L2(ω) for all v ∈ H
1
0 (ω),
where the hidden constant depends only on the arc-length of Γ. Moreover, the arc-length
derivative is an isomorphism ∂Γ : H
s
⋆(Γ)→ H˜
s−1
⋆ (Γ) for all 0 ≤ s ≤ 1, where Y⋆ :=
{
v ∈
Y : 〈v , 1〉Γ = 0
}
for Y ∈ {Hs(Γ), H˜s−1(Γ)}.
Proof. Let V ∈ H1(ω) be the anti-derivative such that ∂ΓV = v in ω and
∫
ω
V dx = 0.
Then, there holds
‖∂Γv‖H˜−1(ω) = sup
w∈H1(ω)
−〈v , ∂Γw〉ω
‖w‖H1(ω)
≥
−〈v , ∂ΓV 〉ω
‖V ‖H1(ω)
&
−〈v , ∂ΓV 〉ω
‖∂ΓV ‖L2(ω)
= ‖v‖L2(ω),
where we used a Poincaré inequality in the penultimate step. On the other hand, we have
‖∂Γv‖H˜−1(ω) = sup
w∈H1(ω)
−〈v , ∂Γw〉ω
‖w‖H1(ω)
≤ ‖v‖L2(ω).
This concludes the proof of the first statement. The second statement follows analogously
for s = 0. The case s = 1 is obvious. Interpolation between those cases concludes the
proof. 
Lemma 8.3. Let M ∈ RN×N and let N =
⋃
ℓ∈NBℓ such that |Mij| ≤ Cq
(1/2+ε)|ℓ−k| for all
i ∈ Bℓ, j ∈ Bk, where for all i ∈ Bℓ there holds #
{
j ∈ Bk : Mij 6= 0
}
≤ Cqmin{k,ℓ}−k as
well as for all j ∈ Bk there holds #
{
i ∈ Bℓ : Mij 6= 0
}
≤ Cqmin{k,ℓ}−ℓ for some 0 < q < 1
and some C > 0. Let additionally Mij = 0 if i ∈ Bℓ, j ∈ Bk and |ℓ − k| > r for some
r ∈ N. Then, there holds
‖M‖2 ≤ Cgeoq
εr,
where Cgeo > 0 depends only on C and q.
Proof. Let k, ℓ ∈ N. There holds
‖M |Bℓ×Bk‖∞ = sup
i∈Bℓ
∑
j∈Bk
|Mij| . q
(1/2+ε)|ℓ−k|+min{k,ℓ}−k
as well as
‖M |Bℓ×Bk‖1 = sup
j∈Bk
∑
i∈Bℓ
|Mij | . q
(1/2+ε)|ℓ−k|+min{k,ℓ}−ℓ.
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The standard interpolation estimate shows
‖M |Bℓ×Bk‖
2
2 ≤ ‖M |Bℓ×Bk‖1‖M |Bℓ×Bk‖∞ . q
(1+2ε)|ℓ−k|+2min{k,ℓ}−ℓ−k = q2ε|ℓ−k|.
With this, we prove
‖Mx‖2ℓ2 =
∑
ℓ∈N
‖(Mx)|Bℓ‖
2
ℓ2
=
∑
ℓ∈N
‖
∑
k∈N
|ℓ−k|>r
M |Bℓ×Bkx|Bk‖
2
ℓ2
=
∑
ℓ∈N
∑
k∈N
|ℓ−k|>r
∑
n∈N
|ℓ−n|>r
(M |Bℓ×Bkx|Bk) · (M |Bℓ×Bnx|Bn)
.
∑
ℓ∈N
∑
k∈N
|ℓ−k|>r
∑
n∈N
|ℓ−n|>r
qε(|ℓ−k|+|ℓ−n|)‖x|Bk‖ℓ2‖x|Bn‖ℓ2.
With 2‖x|Bk‖ℓ2‖x|Bn‖ℓ2 ≤ ‖x|Bk‖
2
ℓ2
+ ‖x|Bn‖
2
ℓ2
, we obtain
‖Mx‖2ℓ2 .
∑
ℓ∈N
∑
k∈N
|ℓ−k|>r
∑
n∈N
|ℓ−n|>r
qε(|ℓ−k|+|ℓ−n|)
(
‖x|Bk‖
2
ℓ2
+ ‖x|Bn‖
2
ℓ2
)
≤ 2
∑
ℓ∈N
∑
k∈N
|ℓ−k|>r
∑
n∈N
|ℓ−n|>r
qε(|ℓ−k|+|ℓ−n|)‖x|Bk‖
2
ℓ2
= 2
∑
k∈N
‖x|Bk‖
2
ℓ2
∑
ℓ∈N
|ℓ−k|>r
qε|ℓ−k|
∑
n∈N
|ℓ−n|>r
qε|ℓ−n| . qεr‖x‖2ℓ2 .
This concludes the proof. 
Lemma 8.4. Let M ∈ RN×N and let there exist a block-structure n1, n2, . . . ∈ N such that
n1 = 1 and ni < nj for all i < j. Let M be block-banded in the sense that there exists
b ∈ N such that M(i, j) = 0 for all |i− j| > b. Then, there holds
‖M‖2 ≤ (2b+ 1)
2 sup
i,j∈N
‖M(i, j)‖2.
Proof. We obtain for x ∈ ℓ2 that
‖Mx‖2ℓ2 =
∞∑
i=1
‖
i+b∑
j=i−b
M(i, j)x|{nj ,...,nj+1−1}‖
2
ℓ2
≤ (2b+ 1)
∞∑
i=1
i+b∑
j=i−b
‖M(i, j)x|{nj ,...,nj+1−1}‖
2
ℓ2
≤ (2b+ 1)
(
sup
i,j∈N
‖M(i, j)‖2
) ∞∑
i=1
i+b∑
j=i−b
‖x|{nj ,...,nj+1−1}‖
2
ℓ2
= (2b+ 1)
(
sup
i,j∈N
‖M(i, j)‖2
) ∞∑
j=1
‖x|{nj ,...,nj+1−1}‖
2
ℓ2
j+b∑
i=j−b
≤ (2b+ 1)2
(
sup
i,j∈N
‖M(i, j)‖2
)
‖x‖ℓ2.
This concludes the proof. 
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