We study the scaling behaviour of the extinction time of the simple logistic birth and death process, as the carrying capacity n tends to ∞, when the reproductive rate r and the initial value X0 are allowed to vary arbitrarily with n. We give a complete description of all possible rescaled limit distributions, and give the precise scaling in each case. In particular, the change in behaviour from small to large initial values, and from small to large reproductive rate as the system passes through its phase transition window, are clearly exhibited.
Introduction
Fix n ∈ N and r ∈ R + and consider the continuous-time Markov chain with X → X + 1 at rate rX(1 − X/n) X − 1 at rate X.
This represents logistic growth in a population with carrying capacity n. For each n, this is a finite state Markov chain on the state space {0, 1, . . . , n}. Since 0 is an absorbing state and accessible from every other state, it follows that lim t→∞ X t = 0 almost surely.
What's more interesting is, how long does this take? That is, if we define the extinction time τ = inf{t : X t = 0}, how does τ scale with n, r and X 0 ? To frame this question more precisely, suppose sequences r(n) and X 0 (n) are given. Can we then identify non-negative sequences s(n), t(n) such that (τ − t(n))/s(n) has a non-degenerate (i.e., not concentrated at a single point) distributional limit as n → ∞?
In this article we give a complete answer to this question, as follows. Let δ(n) = r(n)−1, a(n) = δ(n)X 0 (n) and c(n) = √ n δ(n). Suppose that X 0 (n) → X ∞ 0 ∈ N ∪ {∞}, δ(n) → δ ∞ ∈ [−1, ∞), a(n) → a ∞ ∈ [0, ∞] and c(n) → c ∞ ∈ [−∞, ∞] as n → ∞. Then τ has a rescaled limit, i.e., there exist s(n), t(n) and a nondegenerate distribution function F : [0, ∞) → [0, 1] such that P ((τ − t(n))/s(n) ≤ w) → F (w) as n → ∞ at all continuity points w of F . The specific values of s(n), t(n) and F in each case are described in Theorems 1-5.
First we conduct an informal preliminary analysis, and show the model has three distinct phases, determined by the value of c ∞ . Mostly we omit the dependence on n from our notation, and reserve the subscript ∞ to denote limiting values. Letting x = X/n, x → x + 1/n at rate nrx(1 − x) x − 1/n at rate nx, which has drift µ(x) = rx(1 − x) − x and diffusivity σ 2 (x) = n −1 (rx(1 − x) + x). Thus, for fixed r, as n → ∞, x approaches solutions to the ODE
Solutions to (1) which hits zero in O(1) time, even entering from ∞. This suggests that τ is small if r < 1, is large if r > 1 and X 0 ≥ x ⋆ n, and is on the order √ n if r = 1 and X 0 = √ n. Moreover, if we zoom in around r = 1, we see a critical window. Letting r = 1 + c/ √ n, the +1/ √ n transition in Y has rate nY + √ n(cY − Y 2 ) − cY 2 , so if c → c ∞ the SDE gains drift c ∞ Y , becoming
This is metastable around Y = c ∞ , but still hits zero in O(1) time, which suggests that τ ≍ √ n for values of r in this range, with a median value that tends to ∞ ±1 as c ∞ → ±∞.
This suggests the model has three distinct phases:
1. Subcritical: √ n(r − 1) → −∞ as n → ∞, 2. Critical:
√ n(r − 1) → c ∞ ∈ R as n → ∞,
Supercritical:
√ n(r − 1) → ∞.
In the critical phase, r → 1 as n → ∞; we will assume in general that r converges to a limit r ∞ as n → ∞, with r ∞ ≤ 1 when subcritical and r ∞ ≥ 1 when supercritical.
A natural starting point for analyzing the extinction time τ is the case when X is small, and is well approximated by its "linearization", the binary branching process (bbp) Z with transitions Z → Z + 1 at rate rZ Z − 1 at rate Z.
The following result gives the scaling of the extinction time of the bbp as a function of r and Z 0 , in all cases where this extinction time is finite with probability tending to 1.
Theorem 1 (Binary branching process). Let Z denote the bbp, let τ = inf{t : Z t = 0} and let γ = 1 − r. Allow Z 0 , γ to vary with a parameter n tending to ∞ and assume that r → r ∞ ≤ 1.
1. Suppose Z 0 is constant in n.
(a) If γ → 0 then P (τ ≤ t) → (1 + 1/t) −Z0 . (b) If γ → γ ∞ > 0 then P (τ ≤ t) → (1 + γ ∞ /(e γ∞t − 1)) −Z0 .
2. Suppose Z 0 → ∞ as n → ∞. 2 . Since the behaviour is different for each distinct value of ℓ, the necessity of assuming convergence of (Z 0 , γZ 0 ) is clear.
Theorem 1 maps directly onto the logistic process when initial values are small.
Theorem 2 (Small initial values)
. Let X denote the logistic process, let τ = inf{t : X t = 0} and let γ = 1−r. Allow X 0 , γ to vary with n. Suppose that r → r ∞ ≤ 1 and that one of the following conditions holds. Then, the corresponding result in Theorem 1 is true with X 0 in place of Z 0 .
Subcritical (
√ nγ → ∞):
(a) X 0 is constant, (b) X 0 → ∞ and γX 0 → a ∞ ∈ [0, ∞), or (c) X 0 → ∞, γX 0 → ∞ and X 0 log(γX 0 ) = o(γn).
Critical (
(a) X 0 is constant, or (b) X 0 → ∞ and X 0 = o( √ n).
Supercritical (
(a) X 0 is constant and γ → 0 or (b) X 0 → ∞ and γX 0 → 0.
We make a note of the cases covered by Theorem 2.
1. In the subcritical phase, Theorem 2 covers all cases where γX 0 is bounded. 2. In the critical phase, Theorem 2 covers exactly the cases where X 0 = o( √ n).
3. In the supercritical phase, Theorem 2 covers exactly the cases where γX 0 → 0.
The remaining results treat the cases not covered by Theorem 2.
As shown in Theorem 3, in the subcritical case, the limiting behaviour of τ differs from Theorem 2 exactly when X 0 and γn are comparable, the only difference being a non-linear saturation of the correction to γτ .
Theorem 3 (Subcritical behaviour)
. Let X denote the logistic process, let τ = inf{t : X t = 0} and let γ = 1 − r. Allow X 0 , γ to vary with n. Suppose that r → r ∞ ≤ 1 and that √ nγ → ∞ as n → ∞. Let G denote the standard Gumbel, as in the statement of Theorem 1.
If γ X 0 → ∞ then γ τ − g(X 0 ) (d) → G, where g(x) = log(γ 2 n) − log(r ∞ + γn/x).
In particular,
In the critical phase, Theorem 2 describes τ for initial values X 0 = o( √ n). Theorem 4 describes τ as a function of y = lim n→∞ X 0 / √ n for values y ∈ (0, ∞].
Theorem 4 (Critical phase). Let X denote the logistic process, let τ = inf{t : X t = 0} and let r = 1 + c/ √ n. Suppose that c → c ∞ ∈ (−∞, ∞) as n → ∞.
→ T , where T = inf{t : Y (t) = 0} and Y (t) solves the SDE
In the supercritical phase, Theorem 2 describes τ for initial values such that γX 0 → 0, or equivalently, letting δ = r − 1 = −γ, when δX 0 → 0. Theorem 5 describes τ when δX 0 has a positive or infinite limit.
Recall that x ⋆ = 1 − 1/r and let X ⋆ = ⌊nx ⋆ ⌋.
Theorem 5 (Supercritical phase). Let X denote the logistic process, let τ = inf{t : X t = 0}, τ ⋆ = inf{t : X t ∈ {0, X ⋆ }} and let δ = r − 1. Suppose that r → r ∞ ≥ 1 and that √ nδ → ∞ as n → ∞.
, and letting γ ∞ = δ ∞ /r ∞ , for t ≥ 0,
In both cases,
2. If δX 0 → ∞ then P (X τ⋆ = X ⋆ ) → 1, and for each t ≥ 0,
Previous work
In [3] the authors consider the case where r(n) = r ∞ does not depend on n and either X 0 (n) = X ∞ 0 ∈ N is constant, or else X 0 (n)/n converges to a point in (0, 1] as n → ∞. As pointed out in [1] , their rescaling formula contains an error in the case when r ∞ ≤ 1 and X n (0)/n has a positive limit. In addition, we found the following gaps in the proof of some of their other results. In claiming that the normalized sum of excursion lengths from X ⋆ converges in distribution to exponential, they appeal to Theorem 8.1A of Kielson [15] , which however only pertains to a single i.i.d. sequence (T m ) of random variables (m indexes the excursions from X ⋆ ), whereas the dependence on carrying capacity n implies that a doubly indexed sequence (T m (n)) must be considered. It appears that in order to establish their claim, uniform integrability of T 1 (n) with respect to n must be proved, which they fail to do. Moreover, the formula used in the proof of their Lemma 2 does not take account of conditioning on returning to X ⋆ -to see this, compare to (30) (evaluated at j = X ⋆ −1), that does account for conditioning, and contains additional terms that must be accounted for.
In [2] the authors consider the case where for constants α ≤ 1/2 and b > 0, r(n) = 1 + λ/n α and X 0 (n) = bn α , and find that the process X n α t /n α converges in distribution to a diffusion Y with Y 0 = b and
In particular, they locate the scaling window as having width of order 1/ √ n in parameter space. They also derive expressions for the total size τ 0 X t dt of the epidemic. The latter proof contains a small gap: in order to deduce their result it is first necessary to show that τ /n α is stochastically bounded; if λ ≤ 0 this is not hard to do, by comparison to a critical branching process, while if λ > 0 the fix is less clear. In addition, they do not rigorously establish the rescaled limit distribution of τ in this setting.
In [1] the authors consider the subcritical case with large initial values, i.e., √ n(r(n) − 1) → −∞ and √ n(1 − r(n))X 0 (n) → ∞, and obtain the results of Theorem 3. As in [2] , they also provide some estimates on the total size of the epidemic. They also give a fairly detailed overview of related work.
Discussion
Since some of the results are not new, we have endeavoured to make the proofs as coherent and concise as possible. In particular, Theorems 1-4 are proved in about 6 pages. Since Theorem 5 deals with a complex setting, its proof occupies the most space. A good deal of additional effort is expended dealing with the marginally supercritical case δ = ω(1/ √ n) = o(1).
Although our main goal is to study extinction time, in parallel with our results we can obtain a fairly detailed picture of the dynamics of the logistic process up until its eventual extinction. For example, one can show the limit distributions H a∞ for a ∞ ∈ [0, ∞) described in Theorem 1 coincide with the distribution of the hitting time of zero in the Feller diffusions with
and by computing the drift and diffusivity and using Lemma 14, it follows easily that in the setting of Theorem 2, if a ∞ < ∞ then the process Y (n) given by Y t (n) = X X0t /X 0 converges in distribution as n → ∞ to Y of the form given above. The proof of Theorem 3 shows that when X is in the range √ nc = nδ it is well approximated by the logistic differential equation. The proof of Theorem 4 implies convergence in distribution of the pair ((X √ nt ) t≤τ , τ ) to that of the given diffusion ((Y t ) t≤T , T ). Finally, implicit in many calculations in the proof of Theorem 5 is the fact that in the supercritical phase, X fluctuates around X ⋆ like an Ornstein-Uhlenbeck process with width √ n and time scale 1/δ. Since this is not hard to show, we do it here, since it also provides some intuition. Let
Since
In particular, if W 0 converges as n → ∞ then from Lemma 14 it follows that W converges as n → ∞ to the Ornstein-Uhlenbeck process with initial value W 0 and dW = −W dt + 2/r ⋆ dB.
Binary branching process
Recall the binary branching process (bbp) on Z + with parameter r is defined by the transitions Z → Z + 1 at rate rZ Z − 1 at rate Z.
Z can be thought of as the number of cells in a process in which each cell independently dies at rate 1 and splits into two cells at rate r. For this process we are interested in how the extinction time τ = inf{t : Z t = 0} scales with r and Z 0 , in cases where P (τ < ∞) → 1.
Proof of Theorem 1. Since distinct cells evolve independently, if we let
Applying this formula from time h to time t + h gives ρ t+h = E[ρ
, then writing out the expectation, re-arranging and letting h → 0 + we find that ρ t satisfies the differential equation
Separating variables,
Letting γ = 1 − r we note that 1
.
Solving the DE while noting ρ 0 = 0,
If γ = 0, solving for ρ t then gives
The first part of Theorem 1 (constant Z 0 ) then follows easily; note that the case γ = 0 follows by taking a limit as γ → 0, and using continuity of the solution ρ t with respect to parameters in the ODE.
We now tackle the second part of Theorem 1, using (6) to determine P (τ ≤ t | Z 0 ) = ρ Z0 t when Z 0 → ∞, under various limits of γZ 0 . As Z 0 → ∞, we'll obtain ρ Letting a = γZ 0 , there are two cases.
Case 2: a → ∞. Taking γ t = log a − log c also gives ρ
Z0
t → e −c as Z 0 → ∞. Letting w = − log c so that c = e −w ,
In other words, γτ − log γZ 0 has the standard Gumbel or "double exponential" distribution.
The following short lemma concludes the proof of case 2, and thus the proof of Theorem 1.
Lemma 1. Let Z be a copy of the above branching process with parameter r = 1 − b/Z 0 , let a → ∞ as Z 0 → ∞ and let τ = inf{t : Z t = 0}. Then
Proof. Fix w ∈ R and let v be such that
Since log b + v = b a (log a + u), subtracting log b + w from both sides gives
If
and so v − w = o(1). On the other hand, suppose that v − w = o(1) for every w ∈ R. Setting w = 0 gives
Then, setting w = 1 and using (7) and (8) gives
. This in turn implies that log(a/b) = o(1).
Using (8) once more gives b − a a log a = o(1) as required.
Small Initial Values
Proof of Theorem 2. For M > X 0 > 0 to be determined, let r ′ = r(1 − M/n) and let Z, Z ′ be the bbps with respective parameters r, r ′ and common initial value X 0 . Let τ M = inf{t : X t ∈ {0, M }}; the natural coupling (see Appendix A) gives
The goal is to take M 1. large enough that P (X τM = M ) = o(1) and 2. small enough that
We begin with a general observation. By comparing the rates, the embedded chain for X t has transition probabilities satisfying p − /p + ≥ 1/r, so it follows easily that r −Xt is a supermartingale. Recall that τ = inf{t : X t = 0}. Using optional stopping,
If r < 1 then using estimate a/b ≤ (a + c)/(b + c) that holds for 0 < a ≤ b and c > 0, we find that if X 0 , M > 0 then
Recall γ = 1 − r. If γ → 0 and if, a fortiori, γM → 0 then
We proceed by cases. Recall that r → r ∞ ≤ 1 is assumed, which implies γ → γ ∞ = 1 − r ∞ ≥ 0.
Case 1: γ → γ ∞ ≥ 0 and X 0 is constant. For any t ≥ 0,
The result follows if M can be chosen so that for any t ≥ 0, the above → 0 as n → ∞.
If γ ∞ = 0, then using (11) we find that p 1 → 0 if M → ∞ and γM → 0. We next find M such that p 2 → 0. If τ = τ M then since X, Z are both absorbed at 0,
If X, Z ∈ [0, M ] their transition rates differ by at most (r − r ′ )M = rM 2 /n, so using the exponential distribution and noting e −x ≥ 1 − x we find that
Since r is bounded in n, the right-hand side → 0 for fixed t provided M = o( √ n). Thus both p 1 , p 2 → 0 if we take M → ∞ sufficiently slowly.
Before continuing, we simplify somewhat the conditions involving X 0 → ∞.
• In the subcritical phase, since
• In the critical phase, since
• In the supercritical phase, since
Thus, it remains to consider the two cases with γ → γ ∞ ≥ 0, X 0 → ∞, and either
These will be Case 2. and Case 3., respectively.
First note that with p 1 as in Case 1,
Case 2. Since X 0 → ∞ and γX 0 → a ∞ < ∞, γ → 0. For W ∈ {X, Z, Z ′ }, and writing τ as τ X , let
By Theorem 1, if γX 0 , γ
For i), using (10) and (11) we need either γ M → ∞, or X 0 /M → 0 and γ M → 0.
For ii) we compute (γ
and γX 0 has a positive limit,
Case 3. Let a = γX 0 and for W ∈ {X, Z, Z ′ } let F W (t) = P (γ τ W − log a ≤ t). Then, (13) also holds for this choice of F W (t). According to Theorem 1, for all t ≥ 0 F Z (t) → P (G ≤ t) and if (γ ′ − γ)X 0 = o(a/ log a) then for all t ≥ 0, F Z ′ (t) → P (G ≤ t). Thus, it is enough to find M such that i) p 1 → 0 and ii) (γ ′ − γ) X 0 = o(a/ log a).
For i) we need γ (M − X 0 ) → ∞, for which M = 2X 0 suffices (and which, assuming only γX 0 → ∞, cannot be improved beyond a factor of 2). For ii) we need X 0 M/n = o(γX 0 / log(γX 0 )). Using M = 2X 0 , the condition becomes X 0 = o(γn/ log(γX 0 )), which is the condition given.
Subcritical phase
Proof of Theorem 3. For this proof only, let c = √ nγ, so that c → ∞ by hypothesis; this differs from earlier definitions of c by a change of sign. Fix a small ǫ > 0 to be determined and let
Let y ⋆ = ⌊c 1−ǫ ⌋ and y ⋆ = ⌊c 1+ǫ ⌋. We consider separately small, medium and large values for Y 0 , respectively,
The scaling of τ for small values is covered by Theorem 2, and if
Step 1: medium values of Y 0 . Suppose y ⋆ < Y 0 ≤ y ⋆ . Since the time and space rescaling cancel,
t , and since the space rescaling is squared,
Let y(t) denote the solution to the initial value problem
and let t ± = inf{t :
Solving by separation of variables,
The second term is log y ⋆ + o(1), so in particular, ct
. Moreover, ct − has the desired limit. It remains to show that t − ≤ t ⋆ ≤ t + with probability 1 − o(1). Defining the error process
after taking a difference of squares; the second follows from the fact that (y(t)) is continuous and has finite variation. Writing µ t (W ) = −W t (c + r(Y t + y(t)) and noting c, r, y(t) > 0,
Then, to simplify calculation change time to s such that µ s (W ) = −cW s . More precisely, let
Since µ(W ) and σ 2 (W ) are both scaled by dt/ds ∈ (0, 1], (14) remains valid after the time change, so
We first bound W , then −W in the same way. In the notation of Lemma 13, let
The lower bound is proved in the same way.
Step 2: large values of
⋆ we can assume Y 0 ≤ y ⋆ without affecting the limit of γτ . From the drift of X and Jensen's inequality applied to E[X
Since u ≤ n, u ≥ u 2 /n and since r − 1 ≤ 0, (r − 1)u ≤ (r − 1)u 2 /n which gives u ′ ≤ −u 2 /n. Resolving the inequality and noting u(0) ≤ n, we find
with high probability.
Critical phase
Proof of Theorem 4. For this section denote X √ nt / √ n by Y n (t) to distinguish from the limiting diffusion Y , and let c = √ n(r − 1) as in the statement of the theorem. As with Theorem 3, we can partition initial values of Y n (0) as small, medium or large, in this case by
respectively. Small values are again covered by Theorem 2, and in this case do not enter at all into the statement of Theorem 4.
Step 2: medium Y . First we use Lemma 14 to show that if
For |y| ≤ R, µ(y) → b(y) and σ 2 (y) → a(y) uniformly, where
For y > 0 define the mapping T y (f ) = inf{t : f (t) ≤ y} from càdlàg functions f : R + → R + with the topology of uniform convergence on compacts. If f i → f and f is continuous then since inf{f (t) :
On the other hand, if y > 0 then for any ǫ > 0, Y (T (y) + ǫ) intersects [0, y), since its diffusion coefficient at y is non-zero. It follows that Q-a.s., for any sequence of processes (W i ) on the same probability space,
Thus for y > 0, T y is Q-a.s. continuous. Let T n (y) = T y (Y n ) and T (y) = T y (Y ), and let T n = T n (0) and T = T (0). By the continuous mapping theorem,
Let P n be the law of Y n and recall Q is the law of Y . Since T n ≥ lim y→0 + T n (y) and
To obtain the opposite inequality it's enough to show that for any ǫ, t > 0 there are α, n 0 so that
Returning to the original time scale, X n is dominated by the bbp Z with parameter r and Z 0 = X n (0), so
If c ≤ 0 we can take r = 1 which has
If c > 0 re-write ρ t from (6) with δ = r − 1 instead of γ = 1 − r to obtain
and since for fixed t and bounded c the limit → 1 uniformly as α → 0, we are done.
Step 3: large Y . It remains to show the results of Step 2 are true for y = ∞. First we need to make sense of T when
Since Y is continuous, and using the strong Markov property,
where the last two are independent. In particular, T (y, 0) dominates T (w, 0) for y > w. On the other hand, letting
2 so integrating and using Jensen's inequality,
Using Markov's inequality, if y > w > c ∞ then
It follows that T (y, w)
→ 0 uniformly over y ∈ [w, ∞) as w → ∞. Combining with (15) , there exists
A similar argument shows that for T n (y, 0) = inf{t :
Supercritical phase
Recall that δ = r − 1 and let c = √ nδ, so that by assumption, δ → δ ∞ ∈ [0, ∞) and c → ∞. As suggested by (1), we will find that X is metastable around X ⋆ = ⌊nx ⋆ ⌋, where x ⋆ = 1 − 1/r = δ/r = δ/(1 + δ) is the non-trivial equilibrium of (1) . Recall that τ ⋆ = inf{t : X t ∈ {0, X ⋆ }}.
The proof of Theorem 5 is split into two parts, namely, statements corresponding to X τ⋆ = 0, and to X τ⋆ = X ⋆ . Say that rapid extinction occurs if X hits 0 before hitting X ⋆ ; metastability corresponds to the complementary event. We begin with some basic theory and estimation of an important function.
Let q + (j) = rj(1 − j/n) and q − (j) = j denote the transition rates of X and for later use, let q(j) = q + (j) + q − (j). Recall that τ ⋆ = inf{t : X t ∈ {0, X ⋆ }}. For integer j, define
Using the boundary conditions and the fact that Lh + = Lh − = 0 when applied to the variable j, where L is the generator, after extracting and then solving a recursion for h + (j + 1) − h + (j) we obtain the formulas
These formulas can also be found, for example, in [durr-prob] . We begin by estimating ν(k). Since it not more difficult to estimate, and since we'll need it later, we'll estimate the more general ν(j, k) = k i=j+1 q − (i)/q + (i), defined for 0 ≤ j < k < n; we recover from it ν(k) = ν(0, k). It will be helpful to have both a general upper bound and a precise estimate.
where f (x) = − log(1 − x) is positive and increasing for x ∈ (0, 1). Since f (x) has the antiderivative x + (1 − x) log(1 − x), the upper bound follows. Using a trapezoidal approximation with k − j subintervals of size 1/n and writing the approximation as an upper Riemann sum minus a telescoping triangular correction,
where the error term (see [16] for a simple proof) has the bound
and using the antiderivative of f together with (17) and (18),
and the precise estimate follows.
In particular, it is concave on [0, 1) and has V ′ (x ⋆ ) = log 1 = 0, so is increasing and positive on (0, x ⋆ ) and decreasing on (x ⋆ , 1), with maximum V ⋆ = V (x ⋆ ) = log r + 1/r − 1 > 0, and has
Rapid extinction
In this section we prove the statements in Theorem 5 that correspond to the event X τ⋆ = 0. We begin by estimating the probability of this event; we find that the condition γX 0 → 0 (equivalently, δX 0 → 0) from Theorem 2 gives the correct threshold between rapid extinction and metastability.
Proof. The quantity of interest is
and so
Case 1: δ → 0. Suppose M is taken large enough that δ(M − j) → ∞, and small enough that M = o(δn).
We have V ′ (0) = log r = δ − o(δ), and
, as n → ∞. Using the upper bound from Lemma 2 with a = 0 and nb in the range {M, . . . , X ⋆ − 1}, for large n ν(nb) = ν(0, nb) ≤ exp(−δnb/2).
Summing over nb,
since δM → ∞ by assumption and 1 − e −δ/2 ∼ δ/2. Noting that 1 − 1/r ∼ δ and combining with (20),
Using the values j = 0 and j = X 0 , we conclude that if δM − δX 0 → ∞ (which also implies δM → ∞) and
If a ∞ < ∞, since δX 0 has a finite limit and √ nδ → ∞ it is easy to check that M = √ n( √ nδ) 1/2 satisfies the conditions. If a ∞ = ∞, since e −a∞ = 0 and h − (X 0 ) decreases with X 0 it is enough to consider the case where δX 0 → ∞ arbitrarily slowly; thus, to satisfy the condition δM − δX 0 → ∞ it is sufficient that δM → ∞, for which the above choice of M suffices.
Since V (0) = 0, V is concave and both x ⋆ and V (x ⋆ ) have a positive limit, for some constant
Using Lemma 2 as before with a = 0 and nb in the range {M, . . . , X ⋆ − 1}, since δ is bounded by assumption, 1 − b ≥ 1 − x ⋆ which has a positive lower bound and nb ≥ nM → ∞, so uniformly | log E n (a, b)| → 0 and for large n and some constant C 2 > 0,
Again, summing over nb,
1 − e −C1 → 0.
Using the values j = 0 and j = X 0 for constant X 0 < ∞ and letting M = √ n, combining the above with (22) we find
∞ .
If X 0 → ∞ we may again assume it does so arbitrarily slowly, in which case M = √ n again suffices. Using j = 0 and j = X 0 as above we find the numerator → 0 while the denominator → 1 − 1/r ∞ > 0, so h − (X 0 ) → 0 as desired.
Define the probability measures P ⋆ and P 0 for events E by
By computing the generator, we find that with respect to P ⋆ and P 0 respectively, for t < τ ⋆ , X is a continuous-time Markov chain with transition rates
, and
The following lemma describes the behaviour of τ conditional on rapid extinction.
Lemma 4. Suppose δX 0 → a ∞ ∈ (0, ∞) and let P 0 be as in (23).
•
Proof. We compute
and similarly,
Again we divide by cases.
Thus the above sum
To check the first point, since r
To estimate the second sum on the RHS of (27), we note that since
Summing over k, the second term in (27) is ≤ 2e
Combining the two estimates, it follows that the sum on the LHS of (27) ∼ 1/δ uniformly over j ≤ M .
Since ν(j − 1, k) = ν(j − 1, j)ν(j, k) and 1/r ≤ ν(j − 1, j) ≤ 1/(r(1 − M/n)) which → 1 uniformly over j ≤ M , using (25),(26) and (24) we find that uniformly over j ≤ M ,
LetX denote the process withX 0 = X 0 and transition ratesq − (j) = j andq + (j) = q 0 + (j)(j/q − (j)), which are the same as for X w.r.t. the measure P 0 except multiplied by the factor j/q 0 − (j) at each non-zero j. Then X w.r.t. P 0 is obtained fromX as X t =X s(t) for t ≤ τ , where s(t) is the inverse of the function
From the estimate of (29), we have sup
so to obtain the desired result for X w.r.t. P 0 it is enough to show it forX.
. Using r = 1 + δ, uniformly over j ≤ M we havẽ
Let γ, γ ′ be lower and upper bounds on 1 −q + (j)/j, respectively, and construct bbps Z, Z ′ with parameters 1 − γ and 1 − γ ′ , and initial value X 0 , so that Z ′ t ≤ X t ≤ Z t for t ≤ τ M . Following the proof of Theorem 2, combining (9) and (10) we have
As in the proof of Theorem 2, it only remains to check that (γ −δ)X 0 , (γ ′ −δ)X 0 → 0. This follows easily from the fact that γ, γ ′ ∼ δ.
Since δX 0 converges, we may assume X 0 is constant. We follow the same approach as before, only with different M . So, let M ′ = ⌊ √ n⌋ and let M → ∞ slowly. Then M ′ /n → 0 and M ′ − M → ∞ and since r → r ∞ > 1, r
Thus from (28), the first sum on the RHS of (27) ∼ 1/(1 − 1/r) → r ∞ /δ ∞ . To estimate the second sum, note that if j ≤ M and
We may assume M = o( √ n), then for large n, the RHS above is ≤ e −δ∞ √ n/2 . Summing over at most n such terms, the second sum on the RHS of (27) is ≤ ne −δ∞ √ n/2 = o(1), so combining the two, the LHS of (27)
LetX be as before, which hasq − (j) = j andq + (j) ∼ j/r ∞ . In this case, X t =X s(t) with sup t≤τm s(t)/t ∼ r ∞ . Thus the result for X is obtained from the one forX by changing time by the factor r ∞ . ForX, compare to the branching process Z with parameter 1/r ∞ . Following the proof of Theorem 2 it suffices to show that for fixed t > 0, P (τ = τ M ), P (X s = Z s for some s ≤ t ∧ τ M ) = o(1). Sinceq + (j) ≤q − (j),X is a supermartingale, so the first statement is true provided M → ∞. For t < τ m the difference in rates between X and Z, when they take the same value, is at most sup j≤M| q + (j) − j/r ∞ | = o(M ), so is o(1) if M → ∞ slowly enough. Thus for constant X 0 and fixed t > 0,
which shows the second statement and completes the proof.
Metastability
In this section we determine the time to extinction, conditional on the event that X hits X ⋆ before 0. It is useful to partition this time into three epochs. Recall that τ ⋆ = inf{t : X t = X ⋆ } is the time of the first visit to X ⋆ . Define the time of the last visit to X ⋆ as Before moving on, we show how to prove the rest of Theorem 5; recall
Proof of Theorem 5. The statements concerning rapid extinction have been proved in Section 8.1. It remains to prove the estimate on E ⋆ , and the exponential limit law of τ /E ⋆ conditional on X τ⋆ = X ⋆ . From point 2 above, which is proved in Lemmas 8 and 9, E o ⋆ ∼ E ⋆ , and from Lemmas 5 and 7 together with (40) below we find that which gives the desired estimate on E ⋆ . Since E ⋆ ∼ E o ⋆ , to prove the limit law for τ /E ⋆ it suffices to do so We begin by deriving some formulas for the expected time to hit j + 1 or j − 1, starting from j.
Crossing times
Let T + (j) = inf{t : X t = j + 1} and T − (j) = inf{t : X t = j − 1}, and let
Define also the conditioned versions
We will need to estimate the following quantities:
This gives
Quantity ii). For 1 ≤ j < n, a first step analysis gives the recursion q − (j)S − (j) = 1 + q + (j)S − (j + 1).
Multiplying through by 1/π(j, n) gives
and since S − (n) = 1/q − (n), the solution is
Writing in terms of ν we obtain
Quantity iii). For 1 ≤ j < X ⋆ a first step analysis gives 
Sojourn time
Define recursively τ ⋆ (0) = τ ⋆ and for 0 < k < K = min{k > 0 : X τ⋆(k) = 0},
By the strong Markov property, K is geometric with success probability p ⋆ = P (X τ⋆ = 0 | X 0 = X ⋆ ) and defining τ + ⋆ = inf{t : X t = X ⋆ and X s = X ⋆ for some 0 < s < t},
Let L ⋆ denote the above expectation. Applying Wald's equation to (33),
We begin by estimating p ⋆ .
Proof. If the first jump of X is to X ⋆ + 1 then X τ⋆ = X ⋆ . So, conditioning on the first jump,
By definition of X ⋆ , q + (X ⋆ ) ∼ q − (X ⋆ ), so if X 0 = X ⋆ then its first jump is to X ⋆ − 1 with probability 1/2 + o(1). Thus, in the notation of (16) it is enough to show that
We have
and we begin by estimating the numerator, using Lemma 2 with a = 0 and b = (X ⋆ − 1)/n. Notice that |b − x ⋆ | ≤ 2/n and that x ⋆ = δ/r = δ/(1 + δ), so the assumption lim sup n δ < ∞ implies lim sup n b < 1. Since
The denominator is estimated in the proof of Lemma 3; in both cases
and the result follows.
In order to estimate L ⋆ we will need additional information about the function ν. First, extend the domain of ν by defining ν(k, j) = 1/ν(j, k) for 0 ≤ j < k < n. An equivalent, unifying definition is given by the formula
Say that f (n, λ) ∼ g(n, λ) uniformly over λ ∈ A if lim n→∞ sup λ∈A log f (n,λ) g(n,λ) = 0. Lemma 6. Uniformly over |σ| ≤ n 1/8 ,
Proof. Since r(1 − x ⋆ ) = 1 and x → log(r(1 − x)) is differentiable at x ⋆ , it follows that uniformly over j such that |j − X ⋆ | ≤ n 1/4 , log(r(1 − j/n)) = O(n −3/4 ). Summing at most n 1/4 terms, log ν(j, X ⋆ ) = O(1/ √ n). This proves the first statement restricted to |σ| ≤ n −1/4 .
note the last expression is valid not only for j < X ⋆ but also for j ≥ X ⋆ under the extended definition of ν.
, and recall V ′ (x ⋆ ) = 0 and V ′′ (x ⋆ ) = −r. Thus, if |σ| ≤ n 1/8 , using a second order Taylor approximation we find that
In particular, V (X ⋆ /n) − V (x ⋆ ) = O(n −9/8 ). Combining this with (35) and (36), the first statement is proved for the remaining values of |σ|, namely, (n −1/4 , n 1/8 ].
Next, for j < k < X ⋆ , since log(r(1 − x ⋆ )) = 0 and x → log(r(1 − x)) is decreasing,
and thus ν(j, k) ≤ (r(1 − k/n)) −(k−j) . Fix σ with 1 ≤ σ ≤ n 1/8 and observe that for any j, k, ℓ, ν(j, ℓ) = ν(j, k)ν(k, ℓ). Using this property with k = X ⋆ − √ nσ and ℓ = X ⋆ then bounding the sum by a geometric series,
From the other end, if X ⋆ < k < j then since log(
and thus ν(j, k) ≤ (r(1 − k/n)) j−k . By an analogous argument we find that
Combining the two estimates completes the proof.
Lemma 7.
We will estimate the bulk of the sum in (37), then show the rest is negligible. Recall the notation c = √ nδ, noting that c → ∞ by assumption. We then have X ⋆ ∼ nδ = √ nc.
Using Lemma 6 and the fact that Σ → ∞ and Σ ≤ n 1/8 ,
Assuming the rest of the sum is negligible in comparison, since X ⋆ ∼ nδ/r we then have
So, we now show the rest of the sum in the brackets in (37) is o( √ n); we may of course ignore the 1. Using the trivial estimate q + (i) ≥ 1 and h + (i) ≤ 1 for i ≥ 1 as well as X ⋆ ≤ nδ and Lemma 6 with σ = n 1/8 , if √ c ≥ n 1/8 then the rest of the sum is
If √ c < n 1/8 we treat the remainder in two parts, beginning with i ≤ 1/δ = √ n/c. X is dominated by the bbp Z with Z 0 = X 0 and parameter r, and using (5), since 0 is absorbing for Z,
since r > 1 by assumption in this section. If Z t = i for i > 0, then with probability p i > 0, Z hits 0 before it returns to i. Thus Z visits any i > 0 at most geometric(p i ) number of times, which is almost surely finite and implies that a.s., lim t→∞ Z t ∈ {0, ∞}. Therefore
The last inequality follows from (1 + δ) −Z0 ≥ e −δZ0 ≥ 1 − δZ 0 , where we used the estimate 1 + u ≤ e u for u ∈ R which follows from convexity of u → e u . Since Z dominates X,
, and since X ⋆ ≤ nδ and q 
This completes the estimation of the sum from (37). For S − (X ⋆ + 1), using (31) with j = X ⋆ + 1 and simplifying as before,
Since this case is similar to the one before, we just give an outline. Breaking up the sum in the same way, the bulk of the sum is estimated in the same way as before and gives the same result. To bound the remainder, it suffices to note that q − (i) = i ≥ X ⋆ for i ≥ X ⋆ , then use Lemma 6 directly, noting that 2e −Σ 2 r/2 /(Σr) → 0. Since L ⋆ scales like the average of the two values, the result follows from (38).
Before moving on, we record our estimate of the expected sojourn time E o ⋆ , using (34). If δ → 0 then
assumption, in both cases nV ⋆ → ∞ so p ⋆ → 0, and so
In the first case, the dependence on c is important, since c is allowed to diverge arbitrarily slowly.
Approach time
We show the approach time, conditioned on reaching X ⋆ , is o(E o ⋆ ) uniformly with respect to initial values.
In particular, max j∈{1,...,n}
Proof. Using (40), it is easy to check the stated estimates are o(E o ⋆ ), so they just need to be proved. By property i) of the natural coupling (see Appendix A), it is enough to consider the initial values X 0 = 1 and X 0 = n; we begin with X 0 = n.
We break up the travel time to X ⋆ into three checkpoints: 2nx ⋆ , nx ⋆ + √ n, and X ⋆ .
The differential equation y ′ = −y 2 has solution flow φ(t, y) = 1/(1/y + t), so letting τ 1 = inf{t : x t ≤ 2x ⋆ } and defining the continued processx byx
we have µ t (x) ≤ −x 2 t for all t ≥ 0. Taking expectations and using Jensen's inequality,
which gives E[x t ] ≤ φ(t, x 0 ) = 1/(1/x 0 + t). Since x 0 ≤ 1, Markov's inequality then gives
Letting t = 1/δ the above is at most 1/2. Using the Markov property and iterating,
Second checkpoint. To get from 2x ⋆ to x ⋆ + 1/ √ n, let τ 2 = inf{t :
Thus ξ t = e δ(t∧τ2) (x t∧τ2 − x ⋆ ) is a supermartingale and if x 0 ≤ 2x ⋆ then ξ 0 ≤ x ⋆ and
Third checkpoint. Finally we estimate τ 3 = inf{t :
If X ⋆ < j ≤ X ⋆ + √ n + 1 then using Lemma 6 with σ ≤ 1 + 1/ √ n,
Using again Lemma 6 and approximating the sum by a Gaussian integral we obtain
since r is bounded by assumption. Summing over √ n + 1 terms of the same size and using (41), we find
In all three cases the expected travel time is O(c/δ), which satisfies the stated estimates -for the case δ → δ ⋆ > 0, note that c/δ = √ n.
Next we consider the case X 0 = 1. From (30), and since q − (j) ≤ q + (j) ≤ q ⋆ + (j) and q + (i) ≥ i for i, j < X ⋆ ,
Let s ij denote the above summands. Then,
If i ≤ j < X ⋆ then ν(i, j − 1) ≤ r and h + (i)/h + (j) ≤ 1, which we use below. In order to obtain good enough estimates, we need to be a bit more precise. We treat the cases δ → 0 and δ → δ ∞ > 0 separately.
We treat the sum in three parts:
Part i). From (39), h + (i) ≤ δi, and since the denominator ∼ 1/(1 − 1/r),
which is at least δj/2 for large n, since 1 − 1/e > 1/2. Thus,
Since j > ⌊1/δ⌋ and j → h + (j) is non-decreasing, using (42), h + (j) ≥ (1 − o (1))(1 − 1/e)δ⌊1/δ⌋ is at least 1/2 for large n, since δ → 0 implies δ⌊1/δ⌋ → 1. Using again h + (i) ≤ δi and combining,
We easily estimate
Using (21),
Combining the two, the sum is at most (2 + o(1))/δ.
Part iii).
This part is the easiest; we simply use ν(i, j − 1) ≤ r, h + (i)/h + (j) ≤ 1 and 1/q + (i) ≤ 1/i and treating the sum as a right-endpoint Riemann sum,
r(log(j) − log(1/δ)).
We can combine the logs as log(δj), which is increasing in j. Treating the sum as a left-endpoint Riemann sum of the function log(x) with interval widths δ and noting δX ⋆ ≤ nδ 2 = c 2 , the sum is at most
Combining all three parts, we find
for large n, since c → ∞.
Case 2: δ → δ ∞ > 0. Since 1/δ = O(1) in this case, the whole sum can be treated as in part iii) above. Since s ij ≤ r/i,
(1 + log j).
Treating the sum as a left-endpoint Riemann sum, it is at most X ⋆ log(X ⋆ ) − 1 log(1) ≤ nδ log(nδ) = O(n log(n)).
Fall time
Similarly, we show that the time to hit zero after the last visit to X ⋆ is small compared to the sojourn time.
Since we condition on X τ⋆ = 0, the initial jump off X ⋆ is to X ⋆ − 1 with rate q + (X ⋆ ) + q − (X ⋆ ) that we denote q 0 − (X ⋆ ), after which we use the rates q 0 ± given by (24). Thus
Let s ij denote the summands. Summing over j and exchanging the order of summation,
The first term is at most 1/X ⋆ which is clearly o(E o ⋆ ). To estimate the sum we need more information about ν 0 , so we first estimate the ratios
of the conditioned rates given by (24). To do so we use the formulas (25) and (26). Since ν(j − 1, k) ≤ ν(j, k) for j < X ⋆ , from (26),
which simplifies some calculations. Define σ j = (X ⋆ − j)/ √ n and similarly for σ k , and let Σ = n 1/8 ∧ √ c.
Estimation for σ j ≤ Σ. By Lemma 6, uniformly over 0
Changing variables to u = σ j − σ k , σ j + σ k = 2σ j − u and the integral becomes
Letting b j = (1 − ǫ n )σ j r/ √ n with ǫ n → 0 sufficiently slowly and using (25) and (44) it follows that
On the other hand
Using (43) and the above estimates,
Estimation for σ j ≥ Σ. Recall the upper bound from Lemma 2:
Using the fact that V is non-decreasing and V ′ is non-increasing on [0,
With this bound,
the first at most √ n terms forming a partial geometric series, and the last at most X ⋆ − j terms each contributing at most a constant. Since V ′ (x) = log(r(1 − x)) and r(1
for large n. This easily gives the bound √ n/(r(σ j − 2)) on the first term on the RHS of (47). To bound the second term note that σ j ≤ √ n and r ≥ 1, and that 1 + x ≥ e x/2 for x ∈ [0, 1], so 1 + r(σ j − 2)/ √ n ≥ e (σj −2)/2 √ n . Using this on the second term on the RHS of (47) and combining the two estimates, for large n
Since xe −x/2 → 0 faster than 1/x as x → ∞, using b j = (1 − ǫ n )rσ j / √ n with ǫ n → 0 slowly enough, since Σ → ∞ it follows that uniformly over σ j ≥ Σ,
Since σ j ≥ Σ → ∞, b j = ω(1/n), and using (45),
Case 1: δ → 0. Since ν 0 (i, i − 1) → 1 uniformly over i, we can work with ν 0 (i, j) instead of ν 0 (i − 1, j). Again, we break the sum into parts; the decomposition is similar to the one in the second half of the proof of Lemma 8, except that the third part has been further subdivided into three parts, for a total of five:
Note that σ i ≥ Σ in parts i-iii and σ j ≥ Σ in parts i-iv.
Part i).
Note that if j = o(X ⋆ ), which is the case if j ≤ 1/δ, then σ j ∼ √ nx ⋆ and b j ∼ δ, so
and treating as a partial geometric sum,
Part ii). If i > 1/δ then from the above,
Noting that X ⋆ ≤ nδ = √ nc and 1/δ = √ n/c,
uniformly over i, since b i ≤ δ and δ → 0. This gives
Treating the sums as Riemann sums and noting n/X ⋆ ≤ n/(nδ
Part iv). Writing as a product and using (46) on the first term, then proceeding as in part iii) on the sum,
Since there are at most Σ 2 n terms in the sum and Σ ≤ √ c, it is bounded by
In all five parts, the sum is O(c 2 /δ); referring to (40), this is o(E o ⋆ ).
and
Exponential limit
Our goal in this section is to prove that if we condition on X τ⋆ = X ⋆ , then τ 
uniformly over j ∈ {1, . . . , n} and 2. for each ǫ > 0, uniformly over j ∈ {1, . . . , n} and t > 0,
Proof. By the first assumption, it is enough to show that
, using the Markov property and then Lemma 8 we find that
Using the natural coupling, if j ≤ n then for any t > 0, Φ(j, t) ≥ Φ(n, t) which implies τ
Conditioning on the value of Φ(n, t) and using the Markov property, it follows that
i.e., t → p n (t) is submultiplicative for each n. By definition,
for each n, t and ǫ > 0. Using this and assumption 2, for any ǫ > 0
so letting ǫ → 0 slowly enough the above is at least p n (t) − o(1), uniformly over t, j. Thus, given t, s > 0, conditioning on Φ(n, tE o ⋆ ), using the Markov property, then using assumption 1 and the above inequality,
uniformly over t, s, j. Since the above LHS is just p n (t + s)/p n (t), we obtain
Combining with p n (t + s) ≤ p n (t)p n (s) it follows easily that for rational t, p n (t) = p n (1) t + o(1), and since t → p n (t) is non-increasing, the same holds for real t > 0 by rational approximation. Thus it remains only to show that p n (1) → 1/e as n → ∞.
which → 0 as k → ∞ uniformly in n. Since P (T (n) > t) = P (T (n) > 1) t + o(1) for each t, an easy approximation argument using the monotonicity of t → P (T (n) > t) then shows that
Since E[ T (n) ] = 1 for all n, it follows that P (T (n) > 1) → 1/e as n → ∞, as desired.
It remains to show assumptions 1 and 2 of Lemma 10 are satisfied. Let τ c (j) = inf{t : Φ(j, t) = Φ(n, t)} denote the coupling time of the two trajectories, which is a.s. finite since both eventually hit 0. We begin by extracting a further sufficient condition, which we then prove.
, and since τ ⋆ c (j) < ∞ implies Φ(j, τ ⋆ (j)) = X ⋆ , using (50) it follows that uniformly over j,
Finally we prove the hypothesis of Lemma 11. To do so we show that within a short time after the paths started from j and from n reach X ⋆ , they meet (if they have not met already), and then with probability 1 − o(1) their common trajectory hits X ⋆ at least once more before going to 0.
Proof. Let X j , X n denote the processes (Φ(j, t)) t≥0 , (Φ(n, t)) t≥0 . As we will see, when X j , X n > (1+ǫ)X ⋆ /2, the drift tends to push them together. Let
Using the strong Markov property and the fact that X j and X n remain together once they meet, on the latter event it follows from Lemma 3 that τ ⋆ c (j) < ∞ with probability 1 − o(1) uniformly over j. Thus it is enough to show that
We begin with a lower bound on τ b (j), that ensures both X j , X n remain fairly close to X ⋆ for a while after they hit it. Then, we estimate the drift and diffusivity of X j − X n assuming both are at least 3X ⋆ /4, and with the help of the lower bound, deduce (51).
Lower bound on
In the notation of Lemma 13 (apologies for overloading notation), let X = |W | − nx ⋆ /8, x = nx ⋆ /8 = nδ/8r, µ ⋆ = 3nδ 2 /32r = 3c 2 /32r, σ 2 ⋆ = Cnδ and C µ⋆ = Cnδ 2 for some C > 0 and C ∆ = 1/2. Since ∆ ∞ (X) = 1, ∆ ∞ (X)µ ⋆ /σ 2 ⋆ = 3δ/32Cr is at most 1/2 is C > 0 is chosen large enough. Then, Γ = exp(Ω(c 2 )) and x/16C µ⋆ = Ω(1/δ), so Applying this bound to X j , X n from time τ ⋆ (j), respectively τ ⋆ (n), we find that
uniformly over j ∈ {1, . . . , n}.
Upper bound on τ b (j) ∧ τ c (j). Let F (x) = x(r(1 − x) − 1) = rx(x ⋆ − x) and G(x) = x(r(1 − x) + 1) ≥ x, so that µ(X) = nF (X/n) and σ 2 (X) = nG(X/n) ≥ X.
We have F ′ (x) = r(x ⋆ − 2x), so if 3x ⋆ /4 ≤ x ≤ 5x ⋆ /4 then If X j , X n ≥ 3nx ⋆ /4 and X j = X n , then letting U = X j − X n , by the mean value theorem,
and since X j and X n evolve independently until they collide, σ 2 (U ) = n(G(X j /n) + G(X n /n)) ≥ 3nx ⋆ /2 ≥ nδ/r.
Since U jumps by ±1 and takes values in Z, if U = 0 then µ(|U |) = sgn(U )µ(U ) and σ 2 (|U |) = σ 2 (U ), so letting V = |U |, the above implies that conditional on Φ(j, τ ⋆ (j)) = X ⋆ , µ t (V ) ∈ [−(3δ/2)V t , −(δ/2)V t ] and σ 2 t (V ) ≥ nδ/r for all τ ⋆ (j) ∨ τ ⋆ (n) ≤ t < τ c (j) ∧ τ b (j). If this interval is empty, then τ c (j) ∧ τ b (j) < τ ⋆ (j) ∨ τ ⋆ (n) ≤ τ b (j) so there is nothing to show. Otherwise, since on this time interval, sgn(U t ) is fixed, then given sgn(U τ⋆(j) ), on the same time interval V is a Markov chain with state space a subset of Z. Let u = ⌊ √ n⌋, t 0 = τ ⋆ (j) and t 1 = τ b (j) ∧ inf{t > t 0 : V t = u} and define recursively t i = τ b (j) ∧ inf{t > t i−1 : V t ∈ {0, u, 2u} \ V ti−1 }. Let ρ i = t i − t i−1 for i = 1, . . . , N = min{i : V ti = 0 or t i = τ b (j)} = min{i : t i = τ c (j) ∧ τ b (j)}. By the a priori bound, we may assume |V t0 | ≤ nx ⋆ /2 = nδ/2r. Then, ξ t = e δ(t0+t∧ρ1)/2 V t0+t∧ρ1 is a supermartingale with ξ 0 ≤ nδ/2r, so P (ρ 1 > t) ≤ P (ξ t > e δt/2 u) ≤ e −2δt nδ/2r √ n − 1 ∼ e −2δt c/2r.
The above probability is O(1/c) = o(1) if t = (1/δ) log c. Using a similar estimate with ξ 0 = 2u, P (ρ i > t | V ρi−1 = 2u) ≤ e −2δt 2u u ≤ 2e −2δt , and integrating over t, E[ρ i | V ρi−1 = 2u] ≤ 1/δ. To estimate ρ 2 , we note that for α > 0 µ t (αV 2 ) = 2αV t µ(V t ) + α 2 σ 2 t (V ) ≥ −3αδV 2 t + α 2 nδ/r so for t 1 ≤ t < t 2 , since V t ≤ 2u ≤ 2 √ n, choosing α = 13r we have µ t (αV 2 ) ≥ αnδ. Thus V 2 t1+t∧ρ2 −nδ(t∧ρ 2 ) is a submartingale. Since V t1 = u and V t2 ≤ 2u, using optional stopping,
By the Markov property, the same estimate holds for E[ρ i | V ti−1 = u]. Using simply that µ t (V ) ≤ 0 and optional stopping, P (V ti = 2u | V ti−1 = u) ≤ 1/2. Summarizing, on the time interval [τ ⋆ (j) ∨ τ ⋆ (n), τ c (j) ∧ τ b (j)], V hits u, then goes to 2u and back to u at most geometric(1/2) number of times before either V ti = 0 or t i = τ b (j). As shown above, ρ 1 , the time to first hit u, is at most (1/δ) log c with probability 1 − o(1), and the expected time to go from u to either 0, or to 2u and back to u is at most (4/δ). Using Wald's lemma and E[geometric(1/2) = 2],
Using Markov's inequality, the sum is at most (1/δ) log c with probability 1 − o(1), so combining with the estimate on ρ 1 , we find that uniformly over j ∈ {1, . . . , n}, P (τ b (j) ∧ τ c (j) − τ ⋆ (j) ∨ τ ⋆ (n) > (2/δ) log c | Φ(j, τ ⋆ (j)) = X ⋆ ) = o(1).
From Lemma 8, if δ → 0 then E[τ ⋆ (j)], E[τ ⋆ (n)] = O(c 2 log(c)/δ) uniformly over j ∈ {1, . . . , n}, so using Markov's inequality, with probability 1 − o(1) uniformly in j, τ ⋆ (j) ∨ τ ⋆ (n) = o(e ǫc where X m is the martingale part and X p is the (predictable) compensator. A sufficient condition for X to be special is if it has bounded jumps, i.e., if the process of jumps ∆X t = X t − X t − satisfies |∆X| ≤ γ for some non-random γ < ∞. If so, let ∆ ∞ (X) denote the least such γ. In this case, a fortiori X m is locally square-integrable, i.e., the predictable quadratic variation X exists.
A process is quasi-left continuous (qlc) if ∆X T = 0 a.s. on {T < ∞} for any predictable time T . Feller processes, which include continuous time Markov chains, are quasi-left continuous. As noted in [6] , if X is special and X m is locally square-integrable then X is quasi-left continuous iff both X m and X p are continuous. This motivates the following definition (not found in other references):
Definition 8.1. Let X be a special s-m with X m locally square-integrable. Then X is quasi-absolutely continuous or qac if both X p and X m are absolutely continuous. In this case define the drift µ(X) and diffusivity σ 2 (X) by
Any right-continuous continuous-time Markov chain X on a finite state space S ⊂ R has finite variation so is a s-m. Index the possible transitions by i ∈ {1, . . . , m} for some m, with q i : S → R + the rates and ∆ i : S → S − S the jumps. Writing X as a sum of jumps and using the standard linear and quadratic martingales for Poisson processes, it is easy to show that X is qac and has
Our first result gives a strong (exponential in µ/σ 2 ) lower bound on the escape time from a barrier with negative drift. It is proved in [14] . 
The next result gives a diffusion limit, assuming the drift and diffusivity converge while the jump size tends to 0. It is a straightforward corollary of Theorem 4.1 in [5, Chapter 7] , and of the Lipschitz existence and uniqueness condition for SDEs. Lemma 14 (Diffusion limit). Let X n t be a sequence of qac semimartingales with drift and diffusivity given by functions µ n , σ 2 n , and let a : R → R and b : R → R be locally Lipschitz. Suppose that ∆ ⋆ (X n ) → 0 as n → ∞. Also assume that for each R > 0, Suppose X n 0 → x ∈ R. Then X n t converges in distribution to the diffusion process x with x 0 = x and x 0 = x and dx = b(x)dt + a(x)dB.
In particular, if a = 0 then X n converges to the solution of the ODE x 0 = x and x ′ = b(x).
