Smooth transition autoregressive models are widely used to capture nonlinearities in univariate and multivariate time series. Existence of stationary solution is typically assumed, implicitly or explicitly. In this paper we describe conditions for stationarity and ergodicity of vector STAR models. The key condition is that the joint spectral radius of certain matrices is below 1, which is not guaranteed if only separate spectral radii are below 1. Our result allows to use recently introduced toolboxes from computational mathematics to verify the stationarity and ergodicity of vector STAR models.
Introduction
Consider vector smooth transition autoregressive model (see Hubrich and Terasvirta, 2013) y t = µ 0 + p j=1 Φ j y t−j + G(γ, c; s t ) µ 1 + p j=1 Ψ j y t−j + ε t ,
where y t and ε t are n×1 random vectors, µ 0 and µ 1 are n×1 intercept vectors, Φ j and Ψ j , j = 1, . . . , p, are n × n parameter matrices. We assume that random vectors ε t are i.i.d., with zero mean and any positive definite covariance matrix and with a density bounded away from zero on compact subset of R n .
Continuous function of random variable s t and parameters γ and c, G(γ, c; s t ) takes values on [0, 1] and is called the transition function. Random variable s t is a function of {y t−j , j = 1, . . . , p}. For example, it could be a logistic function G(γ, c; s t ) = (1 + exp(−γ(s t − c)))
and s t = y t−j,i for some j ∈ {1, . . . , p} and i ∈ {1, . . . , n}.
The goal of this paper is to formulate conditions for existence of stationary solution to (1) . We don't aim to cover the most general case; instead, we provide explicit treatment of the most popular models at the same time trying to keep exposition simple. We start with a simple model with two regimes and homoskedastic errors. Then we extend it to a more general situation with several regimes and regime-dependent error covariance matrix.
Conditions exist for regime switching vector error correction models, see Bec and Rahbek (2004) , Saikkonen (2005 Saikkonen ( , 2008 . We are not aware of corresponding results for vector STAR models.
The rest of the paper is organized as follows. Section 2 introduces the concept of the joint spectral radius of a set of matrices and show how it can be used. Section 3 provides a numerical illustration. Section 4 contains our general result. Then we conclude.
Joint spectral radius
Define matrices
The joint spectral radius (JSR) of a finite set of square matrices A is defined by
where
. . , j} and ρ(A) is the spectral radius of the matrix A, i.e.
its largest absolute eigenvalue.
Assumption R ′ The joint spectral radius of matrices B 1 and B 2 is less than 1, i.e. ρ({B 1 , B 2 }) < 1.
There are a number of methods to approximate JSR and verify Assumption R ′ , see Vankeerberghen, Hendrickx and Jungers (2014) . For example, Gripenberg (1997) describes an algorithm to find an arbitrary small interval containing the JSR. In practice, however, the computation is feasible only for matrices of small dimensions. Therefore, one should try to reduce the set of matrices to a set of matrices of smaller dimensions and then apply bounds on JSR. The following simple but useful lemmas help to reduce dimensions of matrices and bound the JSR from below. Their proofs can be found in Protasov (1996) 
In particular, max(ρ(B 1 ), ρ(B 2 )) ≤ ρ({B 1 , B 2 }). Therefore, under Assumption R ′ , all eigenvalues must be less than 1 in absolute value.
Lemma 2 (Nonnegative entries). For matrices with nonnegative entries the joint spectral radius satisfies
ρ(B 1 + B 2 )/2 ≤ ρ({B 1 , B 2 }) ≤ ρ({B 1 + B 2 }).
Lemma 3 (Invariance under linear bijections). For any invertible matrix
If the condition of the following lemma is satisfied, the set of matrices is called reducible and its JSR can be calculated from the JSR of smaller matrices. Note that the transform T and block dimensions are common for matrices in the set.
Lemma 4 (Reducibility).
If there exists an invertible matrix T and square matrices of B 1,1 and B 2,1 of equal dimensions, such that
Proposition 1. Suppose that Assumption R ′ is satisfied. Then there exists a solution to (1), which is 1) strictly stationary 2) second-order stationary 3) β-mixing with geometrically decaying mixing numbers.
Proof. To see that Equation (1) is a particular case of Equation (5) in Section 4, set in the latter g = 1 and Ω 0 = Ω 1 . Now, apply Theorem 2.
Numerical Illustration
A bivariate LSTAR model for joint movement of output growth (y t1 ) and the interest rate spread (y t2 ) in the UK is suggested by Anderson, Athanasopoulos, and Vahid (2007). In particular, the conditional mean of
The logistic smooth transition autoregressive specification for output growth incorporates different regimes and smooth transitions between them.
Anderson, Athanasopoulos, and Vahid (2007) estimated the model by ML, while Kheifets (2018) propose tests of the following null hypothesis
Here, I t is the information set generated by y t−j , j = 1, 2, . . ..
Both papers rely on stationarity and ergodicity of the bivariate series. We assume that y t = µ t +ε t , where random vectors ε t are i.i.d. with zero mean and any positive definite covariance matrix with a density bounded away from zero on compact subset of R n . Then, in our notation, γ = b 6 , c = b 7
and s t = y t−2,1 . Then, the system has stationary solution if Assumption R ′ holds for the following matrices: 
Main Result
We now state our general result for a model with g + 1 regimes and heteroskedasticic errors.
where y t and ε t are n×1 random vectors, µ 0 and µ i are n×1 intercept vectors, Φ j and Ψ i,j , j = 1, . . . , p, are n × n parameter matrices, and Ω i is positive definite and i = 1, . . . , g. We assume that random vectors ε t are i.i.d.(0, I n ) with a density bounded away from zero on compact subset of R n . If regime switches are only in conditional means, i.e. variances coincide in all regimes Ω 0 = Ω i for all i = 1, . . . , g, then the last term is simplified to Ω 1/2 0 ε t . The transition function is common for all components of vector y t , it is a continuous function of random variable s t and parameters γ and c and takes values on (0, 1). Moreover, G 1 + ... + G g ≤ 1. Random variable s t is a function of {y t−j , j = 1, . . . , p} as before.
For i = 1, . . . , g define matrices
Assumption R The joint spectral radius of the above defined matrices is less than 1, i.e. ρ({B 1 , . . . , B g , B g+1 }) < 1. (5) , which is 1) strictly stationary 2) second-order stationary 3) β-mixing with geometrically decaying mixing numbers.
Theorem 2. Suppose that Assumption R is satisfied. Then there exists a solution to
Proof. Saikkonen (2008) establishes stationarity and mixing properties of nonlinear vector error correction (VEC) models under Assumption R using the theory of Markov chains. In order to do so, VEC model is transformed into a VAR model as in Saikkonen (2005) , which can be formulated as a Markov chain for which Theorem 15.0.1 of Meyn and Tweedie (1993) can be applied. The main work is to verify condition (15.3) and related assumptions of that theorem. As our model is already a VAR model, it is sufficient to show that our vector STAR model can be written in form of the nonlinear VAR model in Equation (17) of Saikkonen (2008) and that the assumptions needed in Theorem 1 of that paper to establish stationarity and beta-mixing hold true.
First assume that the number of unit roots n − r in Saikkonen's Assumption 3 is zero so that n = r (in that assumption n has the same meaning as here). Then note that in the definition of the matrix J above Saikkonen's Equation (17) we have (in addition to n = r) β = c = I n (see Saikkonen's Note 2). Thus, it follows that J is a nonsingular matrix of dimension np and we can choose the matrix S in Equation (17) the inverse of J. In Saikkonen's Equation (17) h 1 + ... + h m = 1 and we assume that, corresponding to Saikkonen's Assumption 2, the functions h s are independent of the argument η t . Then, with m = g + 1 the first term on the right hand side of Equation (17) 
Substitute
,j = Ψ i,j to obtain dynamics in Equation (5) without the intercept. The second term, which is defined in Equation (11) in Saikkonen (2008) , produces the intercept, because we can take I 2 as empty set of indexes. Finally, the third term gives the required heteroskedastic errors, because
Random variable s t is a function of {y t−j , j = 1, . . . , p}, therefore Markov chain theory for the process Z t = {y ′ t , . . . , y ′ t−p+1 } can be applied. The conditions assumed for the error term and transition functions below Equation (5) imply that the conditions in Assumptions 1 and 2(a) of Saikkonen (2008) are satisfied whereas condition (b) in his Assumption 2 is dispensable. To see that Theorem 1 of Saikkonen (2008) implies the three assertions stated in our theorem it now suffices to note that our Assumption R corresponds to Saikkonen's (2008) condition (19) and his Equation (10) is dispensable in our case.
Conclusion
In this paper we describe the conditions for stationarity and ergodicity of vector STAR models. The key condition is that the joint spectral radius of certain matrices is below 1. This condition can be checked using recently introduced toolboxes from computational mathematics.
Interesting extension to a model considered here would be to add regressors x t , as in e.g. Hubrich and Terasvirta (2013) y t = µ 0 + p j=1 Φ j y t−j + Γx t + G(γ, c; s t ) µ 1 + p j=1 Ψ j y t−j + Ξx t + ε t ,
where x t are k × 1 random vectors, Γ and Ξ are n × k parameter matrices. Suppose that x t is an exogenous random vector. Then no results on stationarity can hold true if x t is nonstationary, and even if x t is assumed stationary and ergodic Theorem 1 in Saikkonen (2008) is not applicable because without further assumptions model (8) cannot be cast into the required Markov chain form.
