Modeling Interactome: Scale-Free or Geometric? by Przulj, Natasa et al.
Modeling Interactome: Scale-Free or Geometric?
Natasˇa Przˇulj,   Derek G. Corneil,   Igor Jurisica  

Department of Computer Science, University of Toronto,
10 King’s College Road, Toronto, ON, M5S 3G4, Canada
	
Ontario Cancer Institute, University Health Network, Division of Cancer Informatics
610 University Avenue, Toronto, ON, M5G 2M9, Canada


To whom correspondence should be addressed; E-mail: juris@cs.toronto.edu.
Networks have been used to model many real-world phenomena to better un-
derstand the phenomena and to guide experiments in order to predict their
behavior. Since incorrect models lead to incorrect predictions, it is vital to
have a correct model. As a result, new techniques and models for analyzing
and modeling real-world networks have recently been introduced. One exam-
ple of large and complex networks involves protein-protein interaction (PPI)
networks. We demonstrate that the currently popular scale-free model of PPI
networks fails to fit the data in several respects. We show that a random geo-
metric model provides a much more accurate model of the PPI data.
Many real-world phenomena have been modeled by large networks including the World
Wide Web, electronic circuits, collaborations between scientists, metabolic pathways, and protein-
protein interactions (PPIs). A common property of these phenomena is that they all consist of
components (modeled by network nodes) and pairwise interactions between the components
(modeled by links between the nodes, i.e., by network edges). Studying statistical and theo-
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retical properties of large networks (also called graphs) has gained considerable attention in
the past few years. Various network models have been proposed to describe properties of large
real-world networks, starting with the earliest models of Erdo¨s-Re´nyi random graphs1   2   3 and
including more recent small-world4, scale-free5, and hierarchical6 models. Excellent review
papers have recently appeared describing this emerging, large research area7   8   9   10.
Despite recent significant advances in understanding large real-world networks, this area of
research is still in its infancy8   7. Novel techniques for analyzing, characterizing, and modeling
structures of these networks need to be developed. As new data becomes available, we must
ensure that the theoretical models are still accurately representing the data. The scale-free model
has been assumed to accurately model PPI networks. Current scale-free model of human PPI
network has been used for planning experiments in order to optimize time and cost required for
their completion11. In particular, the model was used to form the basis of an algorithmic strategy
for guiding experiments which would detect up to  of the human interactome with less than
a third of the proteome used as bait in high-throughput pull-down experiments11. Therefore,
having an improved model for PPI networks will have significant biological implications.
This paper uses a method for detecting local structural properties of large networks and
proposes a new model of PPI networks. Our new measure of local network structure consists
of 29 network measurements. We find that, using this new measure of network structure, the
PPI networks of S. cerevisiae and D. melanogaster are more accurately modeled by geometric
random graphs than by the scale-free model. The extent of this improvement is such that even
perturbing the network by random additions, deletions and rewiring of   of the edges intro-
duces much smaller error when compared to the error from modeling the network by scale-free,
or other currently available network models (details are provided below). In addition, we show
that three out of four standard network parameters measuring a global network structure also
show an improved fit between the experimentally-determined PPI networks and the geometric
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random graph model than between the PPI networks and the scale-free model.
The most commonly studied statistical properties of large networks, measuring their global
structure, are the degree distribution, network diameter, and clustering coefficients, defined as
follows. The degree of a node is the number of edges (connections) incident to the node. The
degree distribution,   , describes the probability that a node has degree  . This network
property has been used to distinguish among different network models; in particular, Erdo¨s-
Re´nyi random networks have a Poisson degree distribution, while scale-free networks have
a power-law degree distribution  	
  , where  is a positive number. The smallest
number of links that have to be traversed to get from node  to node  in a network is called
the distance between nodes  and  and a path through the network that achieves this distance
is called a shortest path between  and  . The average of shortest path lengths over all pairs
of nodes in a network is called the network diameter. (Note that in classical graph theory, the
diameter is the maximum of shortest path lengths over all pairs of nodes in the network12.)
This network property also distinguishes different network models: for example, the diameter
of Erdo¨s-Re´nyi random networks on  nodes is proportional to  , the network property
often referred to as the small-world property; the diameters of scale-free random networks with
degree exponent fiffflffiff  , which have been observed for most real-world networks, are
ultra-small13   14, i.e., proportional to   . The clustering coefficient of node ! in a network
is defined as "$#%
	'&)(
*
('+
*
(

, , where ! is linked to   neighboring nodes and -  is the number
of edges amongst the   neighbors of ! . The average of ".# over all nodes ! of a network is
the clustering coefficient " of the whole network and it measures the tendency of the network
to form highly interconnected regions called clusters. The average clustering coefficient of all
nodes of degree  in a network, " , has been shown to follow "/
0


for many real-
world networks indicating a network’s hierarchical structure15   6. Many real world networks
have been shown to have high clustering coefficients and to exhibit small-world and scale-free
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properties.
In addition to the above global properties of network structure, a new bottom-up approach
focusing on finding small, over-represented patterns in a network has recently been
introduced16   17   18   19. In this approach, all small subgraphs (subnetworks whose nodes and
edges belong to the large network) of a large network are identified and the ones that appear in
the network significantly more frequently than in the randomized network are called network
motifs. Different types of real-world networks have been shown to have different motifs16.
Furthermore, different real-world evolved and designed networks have been grouped into su-
perfamilies according to their local structural properties19.
Recently, there has been a lot of interest in the properties of PPI networks. PPI networks for
the yeast S. cerevisiae resulting from different high-throughput studies20   21   22 have been shown
to have scale-free degree distributions23   24. They have hierarchical structures with " scaling
as  

25
. The S. cerevisiae PPI network constructed on combined, mostly two-hybrid analysis
data20   21, has been shown to have two network motifs16, those corresponding to graphs 2 and
4 presented in Figure 1. The degree distributions of this yeast PPI network, as well as the PPI
network of the bacterium Helicobacter pylori, have been shown to decay according to a power
law23   26. However, the high-confidence and a larger fruitfly D. melanogaster PPI networks
have been shown to decay close to, but faster than a power law27. Furthermore, the shortest
path distribution and the frequencies of 3-15-node cycles in the high-confidence fruitfly PPI
network have been shown to differ from those of randomly rewired networks which preserve
the same degree distribution as the original PPI network27. When studying PPI networks, it
should be noted that all of the current publicly available PPI data sets contain a percentage
of false positives and are also largely incomplete, i.e, the number of false negatives is arguably
much larger than the number of false positives. Since the genomes of many species have already
been sequenced, it is expected that the predicted number of proteins in PPI data sets will not
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change significantly, but the number of known interactions will grow dramatically.
Our approach to analyzing large networks belongs to the bottom-up type. Similar to the ap-
proach of Milo et al.19, we identify all 3-5-node subgraphs of PPI networks for S. cerevisiae and
D. melanogaster. We compare the frequencies of the appearance of these subgraphs in PPI net-
works with the frequencies of their appearance in four different types of random networks: (a)
Erdo¨s-Re´nyi random networks with the same number of nodes and edges as the corresponding
PPI networks (ER); (b) Erdo¨s-Re´nyi random networks with the same number of nodes, edges,
and the same degree distribution as corresponding PPI networks (ER-DD); (c) scale-free ran-
dom networks with the same number of nodes and the number of edges within    of those of
the corresponding PPI networks (SF); and (d) several types of geometric random graphs with
the number of nodes and the number of edges within    of those of the corresponding PPI net-
works (GEO) (see Supplementary Information). In the geometric random graph model, nodes
correspond to independently and uniformly randomly distributed points in a metric space, and
two nodes are linked by an edge if the distance between them is smaller than or equal to some
radius  , where distance is an arbitrary distance norm in the metric space (more details about
geometric random graphs can be found in28). We used three different geometric random graph
models, defining points uniformly at random in 2-dimensional Euclidean space (GEO-2D), 3-
dimensional Euclidean space (GEO-3D), and 4-dimensional Euclidean space (GEO-4D); the
Euclidean distance measure between the points was used to determine if two points are close
enough to be linked by an edge in the corresponding geometric random graph (see Supplemen-
tary Information). To our knowledge, this study is the first one to use geometric random graphs
to model PPI networks.
The number of different connected networks on  nodes increases exponentially with  . For
 %  , and  , there are 	 , and    different connected networks on  nodes respectively. To
avoid terminology confusing network motifs with network subgraphs (motifs are special types
5
of subgraphs), we use the term graphlet to denote a connected network with a small number of
nodes. All 3-5-node graphlets are presented in Figure 1. (Note that in their analysis of undi-
rected networks, Milo et al.19 examined the presence of the 8 graphlets of size 3 or 4.) We
use the graphlet frequency, i.e., the number of occurrences of a graphlet in a network, as a
new network parameter and show that PPI networks are closest to geometric random graphs
with respect to this new network parameter (details are given below). In addition, despite the
difference in degree distributions of PPI networks and geometric random graphs and the simi-
larity between degree distributions of PPI networks and scale-free networks, we show that the
diameter and clustering coefficient parameters also indicate that PPI networks are closer to the
geometric random graph model than to the ER, ER-DD and SF models. We hypothesize that the
discrepancy between the degree distributions of PPI and GEO networks is caused by a high per-
centage of false negatives in the PPI networks and that when PPI data sets become denser and
more complete, the degree distributions of PPI networks will be closer to Poisson distributions,
characteristic of geometric random graphs.
We analyzed graphlet frequencies of four PPI networks: the high-confidence yeast S. cere-
visiae PPI network involving 2455 interactions amongst 988 proteins29; the yeast S. cerevisiae
PPI network involving 11000 interactions amongst 2401 proteins29 (these are the top 11000
interactions in von Mering et al. classification29); the high-confidence fruitfly D. melanogaster
PPI network involving 4637 interactions amongst 4602 proteins27; and the entire fruitfly D.
melanogaster PPI network as published in27 involving 20007 interactions amongst 6985 pro-
teins which includes low confidence interactions. We computed graphlet frequencies in the
PPI and the corresponding random networks of the previously described four different types.
Graphlet counts quantify the local structural properties of a network. Currently, our knowledge
of the connections in PPI networks is incomplete (i.e., we do not know all the edges). The
edges we do know are dominated by lab studies of connectivity in the vicinity of proteins that
6
are currently considered “important”. However, we hypothesize that the local structural prop-
erties of the full PPI network, once all connections are made, are similar to the local structural
properties of the currently known, highly studied parts of the network. Thus, we would expect
that the relative frequency of graphlets among the currently known connections is similar to the
relative frequency of graphlets in the full PPI network, which is as yet unknown. Thus, we use
the relative frequency of graphlets  '/ / to characterize PPI networks and the networks
we use to model them, where  '/ is the number of graphlets of type 	 ( 	
       ) in a
network  , and    %
	


  / is the total number of graphlets of  . In this model, then,
the “similarity” between two graphs should be independent of the total number of edges, and
should depend only upon the differences between relative frequencies of graphlets. Thus, we
define the relative graphlet frequency distance ff flfi , or distance for brevity, between two
graphs  and fi as
ff flfi %
	
ffi

  !
'/#"
!
 fi


where
!
  .%$"   % / /  . We use the logarithm of the graphlet frequency because
frequencies of different graphlets can differ by several orders of magnitude and we do not want
the distance measure to be entirely dominated by the most frequent graphlets.
Using this method, we computed the distances between several real-world PPI networks and
the corresponding ER, ER-DD, SF, and GEO random networks. We found that the GEO random
networks fit the data an order of magnitude better in the higher-confidence PPI networks, and
less so (but still better) in the more noisy PPI networks (see Supplementary Table 2 of the
Supplementary Information). The only exception is the larger fruitfly PPI network, with about
&'&

of its edges corresponding to lower confidence interactions27; this PPI network is about  &
times closer to the scale-free than to the geometric network model with respect to this parameter
(see Supplementary Information). We hypothesize that this behavior of the graphlet frequency
parameter is the consequence of a large amount of noise present in this fruitfly PPI network;
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our analysis of the diameters and clustering coefficients of these networks further support this
hypothesis (see below).
An illustration showing graphlet frequencies in the high-confidence yeast PPI network and
the corresponding random model networks is presented in Figure 2. To obtain a geometric ran-
dom network model that closely fits the graphlet frequency parameter of this PPI network (see
Fig. 2 F and Supplementary Information), we constructed two sets of 3-dimensional geometric
random networks with the same number of nodes, but about three and six times as many edges
as the PPI network, respectively. We did this because, as mentioned above, the current yeast
high-confidence PPI network is missing many edges, so we expect that the complete PPI net-
works would be much denser. Also, by making the GEO-3D networks corresponding to this
PPI network about six times as dense as the PPI network, we matched the maximum degree of
the PPI network to those of these geometric random networks. We believe that the maximum
degree of this PPI network is not likely to change significantly due to the extent of research
being done on the highly connected regions of the network.
Since PPI networks contain noise, we examined the robustness of the graphlet frequency
parameter by adding noise to the yeast high-confidence PPI network and comparing graphlet
frequencies of the perturbed networks and the PPI network. In particular, we perturbed this PPI
network by randomly adding, deleting, and rewiring 10, 20, and 30 percent of its edges. We
computed distances between the perturbed networks and the PPI network by using the distance
function defined above. We found the exceptional robustness of the graphlet frequency parame-
ter to random additions of edges very encouraging, especially in light of the currently available
PPI networks missing many edges. In particular, additions of   of edges resulted in net-
works which were about 21 times closer to the PPI network than the corresponding SF random
networks. We also found that graphlet frequencies were fairly robust to random edge deletions
and rewirings (deletions and rewirings of   of edges resulted in networks which were about
8
 times closer to the PPI network than the corresponding SF random networks), which further
increases our confidence in PPI networks having geometric properties despite the presence of
false positives in the data (see Supplementary Information).
When we compared the commonly studied statistical properties of large networks, namely
the degree distribution, network diameter, and clustering coefficients " and " , of the PPI
and the corresponding model networks, we found that all of the parameters of the two yeast
PPI networks, except degree distributions, matched those of geometric random graphs. An il-
lustration of the behavior of "	 in the PPI and the model networks is presented in Figure
3 and the summary of the results on all four of these parameters of the four PPI networks is
presented in Table 1. Despite the degree distribution of these PPI networks being closest to the
degree distributions of the corresponding scale-free random networks (see Table 1), the remain-
ing three parameters of PPI networks differ from the scale-free model with two thirds of them
being closest to the corresponding geometric random networks. Also, many of these properties
of the two fruitfly PPI networks were close to ER, ER-DD, and SF models possibly indicating
the presence of noise in these PPI networks (see Supplementary Information). Nevertheless, the
high-confidence fruitfly PPI network exhibits some geometric network properties. We expect
that increasing confidence in the fruitfly PPI data set will make the structural properties of its
PPI network closer to those of the geometric random graphs.
In summary, we have shown compelling evidence that the structure of yeast PPI networks
is closer to the geometric random graph model than to the currently accepted scale-free model.
Three out of four of the commonly studied statistical properties of global network structure, as
well as the newly introduced graphlet frequency parameter describing local structural proper-
ties of large networks, of yeast PPI networks were closer to geometric random graphs than to
scale-free or Erdo¨s-Re´nyi random graphs. In addition, despite the noise present in their PPI
detection techniques and the lack of independent verification of its PPIs by various labs, fruitfly
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PPI networks do show properties of geometric random graphs. It should be noted that cellular
processes happen in 3-dimensional space and over time, so it is not surprising that 3- and 4-
dimensional geometric graph models seem to provide good fits to these data. In addition, other
designed and optimized communication networks, such as wireless multihop networks30, elec-
trical power-grid and protein structure networks19, have been modeled by geometric random
graphs. Thus, it is plausible that PPI networks, which possibly emerged, similar to the World
Wide Web, through stochastic growth processes, but unlike the World Wide Web have gone
through millions of years of evolutionary optimization, are better modeled by the geometric
random graph model then by the scale-free model (scale-free model seems to be appropriate
for networks which have emerged through stochastic growth processes and have not been op-
timized, such as the World Wide Web). Also, similar to the limited coverage that wireless
networks have, currently available PPI data cover only a portion of the interactome. Once a
more complete interactome data becomes available, we will be able to validate the correctness
of the current and possibly design better models for PPI networks.
Note: Supplementary information is available and submitted together with this manuscript.
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Figure 1: All 3-node, 4-node, and 5-node networks (graphlets), ordered within groups from the
least to the most dense with respect to the number of edges when compared to the maximum
possible number of edges in the graphlet; they are numbered from 1 to 29.
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Figure 2: Comparison of graphlet frequencies in the high-confidence S. cerevisiae PPI
network29 (green line) with corresponding ER, ER-DD, SF, and GEO random networks.
Zero frequencies were replaced by 0.1 for plotting on log-scale. A. PPI network versus
five corresponding ER random networks. B. PPI network versus five corresponding
ER-DD random networks. C. PPI network versus five corresponding SF random net-
works. D. PPI network versus five corresponding GEO-2D random networks. E. PPI
network versus a corresponding GEO-2D, GEO-3D, and GEO-4D random network. F.
PPI network versus five GEO-3D random networks with the same number of nodes
and approximately three times as many edges as the PPI network.
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Figure 3: Comparison of average clustering coefficients "	 of degree  nodes in the
high-confidence S. cerevisiae PPI network29 (green dots) with corresponding ER, ER-
DD, SF, and GEO random networks. Zero values were replaced by values close to
zero to be plotted on the abscissa on log-scale. A. PPI network versus five corre-
sponding ER random networks. B. PPI network versus five corresponding ER-DD
random networks. C. PPI network versus five corresponding SF random networks.
D. PPI network versus five corresponding GEO-3D random networks. E. PPI network
versus five corresponding GEO-3D random networks with the same number of nodes
and approximately three times as many edges as the PPI network. F. PPI network
versus five corresponding GEO-3D random networks with the same number of nodes
and approximately six times as many edges as the PPI network.
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Deg. Distrib. Diameter Clust. Coeff.    
Yeast High-Conf. SF GEO-3D 3  denser GEO-4D GEO-3D 6  denser
Yeast 11K SF GEO-3D 6  denser GEO-4D GEO-3D 6  denser
Fruitfly High-Conf. SF SF / GEO-3D 6  denser No Fit between GEO & ER
Fruitfly Larger SF ER-DD / SF SF / ER-DD SF
Table 1: Behavior of the degree distribution, diameter, and clustering coefficients " and "
of four PPI networks (yeast high-confidence and top 11000 interaction29, and fruitfly high-
confidence and larger27), when compared to the corresponding ER, ER-DD, SF, and GEO ran-
dom networks. The values in the boxes represent the random graph model which provides the
best fit for the PPI networks with respect to the given parameter. For example, “SF” means that
the degree distribution for a PPI networks is closer to the degree distributions of corresponding
scale-free random networks then to the corresponding ER, ER-DD, and GEO random networks.
“GEO-3D 3  denser” and “GEO-3D 6  denser” denote GEO-3D networks with the same num-
ber of nodes, but about three and six time as many edges as the corresponding PPI networks,
respectively.
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A Supplementary Methods and Discussion
A.1 Models of Large Networks
The earliest model of large networks was introduced by Erdo¨s and Re´nyi in late 50s and early
60s 1   2   3. They introduced the random graph model and initiated a large area of research, a
good survey of which can be found in Bollobas’s book 31. There are several versions of this
model out of which the most commonly studied is the one based on the principle that in a graph
on  nodes, every edges is present with probability   and absent with probability   "  ; this
graph model is commonly denoted by  *  . Another commonly used random graph model,
denoted by  *  , is based on the principle that a graph on  nodes and  edges is chosen
uniformly at random amongst all graphs on  nodes and  edges, or equivalently, a set of 
edges of the graph is chosen uniformly at random among all possible 
+	
,

 sets of edges. These
two models behave similarly when  


+

	 , . We used the  *  model to construct ER graphs
corresponding to the PPI networks (details are below). Many of the properties of random graphs
can be calculated exactly in the limit of large  31.
Since properties of the random graph model deviate from those of most real-world networks,
several new network models have recently been introduced. To capture the scale-free character
of real-world networks, the random graph model was modified to allow for arbitrary degree
distributions while keeping all other aspects of the random graph model. This model is called
generalized random graph model and finding properties of these graphs has been an active area
of research 32   33   34   35   36   37   38   39. The ER-DD random networks which we constructed to have
the same number of nodes, edges, and the degree distributions as the PPI networks belong to
this network model. We surveyed some of the main results on these graphs in 40.
The scale-free network model, characterized by a small number of very highly connected
nodes, has received a lot of attention in recent years. Baraba´si, Albert, and Jeong 5   41 showed
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that a heavy-tailed degree distribution emerges automatically from a stochastic growth model in
which new nodes are added continuously and they preferentially attach to existing nodes with
probability proportional to the degree of the target node. That is, high-degree nodes become
of even higher degree with time and the resulting degree distribution is   
   . We con-
structed the SF networks corresponding to PPI networks using this network model (more details
are given below). Many real-world networks have power-law degree distributions, such as for
example, the Internet backbone 42, metabolic reaction networks 43, the telephone call graph 44,
and the World Wide Web 45; degrees of all of these networks decay as a power law   
   ,
with the exponent  
    "    . Thus, a large body of research on theoretical and experimental
results on this network model has appeared recently 46   37   38   47   9   48   49   50   51   45   51   52   53   54   43   55.
A geometric graph    with radius  is a graph with the node set  of points in a metric
space and the edge set  %    ! 

  ! 


 

ff 	 " !
  

, where  is an
arbitrary distance norm in this space. That is, points in a metric space correspond to nodes, and
two nodes are adjacent if the distance between them is at most  . Often, two dimensional space
is considered, containing points in the unit square     
	
or unit disc, and  ff  ff   56   57, with
the distance norms being   (Manhattan distance),  	 (Euclidean distance), or  (Chessboard
distance). The distance between two points        and   	   	  is



"fi
	
 


" 
	

in

 norm,     "  	 
	

 

" 
	

	
in  	 norm, and  



" 
	





" 
	

 in ff norm. A
random geometric graph     is a geometric graph with  nodes which correspond to 
independently and uniformly randomly distributed points in a metric space. Many properties
of these graphs have been explored when flfi ffi 28. Similar to Erdo¨s-Re´nyi random graphs,
certain properties of these graphs also appear suddenly when a specific threshold is reached.
We used 2-, 3-, and 4-dimensional “squares” and the Euclidean distance measure to construct
GEO-2D, GEO-3D, and GEO-4D graphs corresponding to PPI networks (more details are given
below).
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A.2 Graphlet Analysis
We analyzed graphlet frequencies of four PPI networks: (1) the high-confidence yeast S. cere-
visiae PPI network involving 2455 interactions amongst 988 proteins 29; (2) the yeast S. cere-
visiae PPI network involving 11000 interactions amongst 2401 proteins 29 (these are the top
11000 interactions in von Mering et al. classification 29); (3) the high-confidence fruitfly D.
melanogaster PPI network involving 4637 interactions amongst 4602 proteins 27; (4) and the
entire fruitfly D. melanogaster PPI network as published in 27 involving 20007 interactions
amongst 6985 proteins which includes low confidence interactions. All graphlet counts were
obtained by the exhaustive graphlet search algorithm going through node adjacency lists rather
than the adjacency matrix for increased efficiency. LEDA library for combinatorial and geomet-
ric computing was used in its implementation 58. In graphlet frequency figures in the paper and
in the supplementary graphlet frequency figures, graphlet numbers on the abscissae are ordered
as in Figure 1 in the paper, so that the node and edge numbers of the graphlets they represent
are monotonically increasing; all zero graphlet frequencies are approximated by     for plotting
them on log-scale. The same replacement of 0 graphlet counts by 0.1 was done for calculating
the distances between networks (for taking logarithm in the distance formula described in the
paper).
To evaluate how well the PPI networks fit different network models with respect to their
graphlet frequencies, we compared frequencies of the 29 3-5-node graphlets in PPI networks
against their frequencies in different types of random networks. For each of the PPI networks we
constructed five different random graphs belonging to each of the following four random graph
models: (1) Erdo¨s-Re´nyi  *  random graphs having the same number of nodes and edges as
the corresponding PPI networks (denoted by ER); (2) Erdo¨s-Re´nyi  *   random graphs having
the same number of nodes, edges, and the degree distribution as the corresponding PPI networks
(denoted by ER-DD); (3) scale-free random graphs having the same number of nodes and the
17
number of edges within    of those of the corresponding PPI networks (denoted by SF); (4) 2-,
3-, and 4-dimensional geometric random graphs with the number of nodes and the number of
edges within    of those of the corresponding PPI networks (denoted by GEO-2D, GEO-3D,
and GEO-4D, respectively). Note that it is enough to compare graphlet frequencies of the PPI
networks against a very small number of random graphs of each of these types because graphs
belonging to each network model have almost identical graphlet frequency distribution (this can
be experimentally observed in Supplementary Figures 5 - 6 and Supplementary Table 3 and also
theoretically proved).
A.2.1 Construction of Model Networks
We tested graphlet frequencies of five different  *  graphs for  %     nodes and  %
    edges with those of five different  *  graphs with the same  and   %

+

	
, and obtained
identical frequency distributions. Thus, we used the  *   model in our analysis. We used the
random graph generation function from LEDA library to construct ER graphs of  *   type
corresponding to PPI networks. The ER-DD random graphs were constructed by generating 
nodes, where  is equal to the number of nodes in a PPI network, assigning the degree sequence
of a PPI network to these generated nodes, sorting the nodes by degree in decreasing order, and
generating edges from the sorted nodes towards randomly selected nodes while preserving the
assigned degree distribution. Since this process yields some impossible edge assignments, we
repeated this process several times until it yielded the desired graph; it took between 7 and 15
experiments to generate each of the desired ER-DD graphs.
Scale-free random graphs      were generated in the following way. Let %
 
  , and let
an integer 	 be such that 	 fi  	

 
. We start the graph construction with an independent set
of size 	 . We add a node to this graph and connect it with the 	 nodes of the initial independent
set. We add subsequent nodes and connect them with either 	 or 	

 
other nodes in the graph
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with probabilities 	

 
"  and  " 	 respectively; attachment is preferential (a new node is
more likely to be attached to a high-degree than to a low-degree node) and directly proportional
to the degree of the node that a new node is being attached to.
We constructed 2-, 3-, and 4-dimensional geometric random graphs with  	 (Euclidean)
norm corresponding to each of the above mentioned PPI networks. The following parameters
were used for their construction: a      square and radius  for the GEO-2D graphs cor-
responding to the high confidence yeast PPI networks; a          square and radius   for
the GEO-2D graphs corresponding to the “top 11000” yeast PPI network; a        square
and radius  for GEO-2D random graphs corresponding to the high confidence fruitfly PPI net-
work; a          square and radius  for GEO-2D graphs corresponding to the entire fruitfly
PPI network as published in 27; a         cube and radius    for GEO-3D graphs cor-
responding to the high confidence yeast PPI network; a         cube and radius  for
GEO-3D graphs corresponding to the “top 11000” yeast PPI network; a            cube
and radius  for GEO-3D graphs corresponding to the high confidence fruitfly PPI network; a

&
 
&
 
&
cube and radius  for GEO-3D graphs corresponding to the “entire” fruitfly PPI
network; a            cube and radius  &  for GEO-4D graphs corresponding to the high
confidence yeast PPI network; a            cube and radius     for GEO-4D graphs
corresponding to the “top 11000” yeast PPI network; a            cube and radius  for
GEO-4D graphs corresponding to the high confidence fruitfly PPI network; a           
cube and radius      for GEO-4D graphs corresponding to the “entire” fruitfly PPI network.
GEO-3D graphs with the same number of nodes, but approximately three times as many edges
as the high-confidence yeast PPI network were obtained from a         cube and radius  
and they contained &    	 &    	    	     , and &    edges respectively. GEO-3D graphs with
the same number of nodes, but approximately six times as many edges as the high-confidence
yeast PPI network were obtained from a         cube and radius      and they contained
19
   
&

 
 


 

 
&'&

 

   
 and      edges respectively.
A.2.2 Graphlet Frequency Results
We first established that graphlet frequencies of the two yeast PPI networks are highly corre-
lated (see Supplementary Figure 4 A and B). To quantify the correlation between the graphlet
frequencies for these two and other networks, we used the following simple method (also de-
scribed in the paper). We first normalized graphlet frequencies of each graph in the following
way: let  % / be the number of graphlets of type 	 ( 	%
        ) of graph  ; let the to-
tal number of graphlets of  be denoted by    % 
	
 

    ; we computed normalized
values of frequencies,
!
'/ % " 


 +
,
	+
,
 . Note that we use   because we are inter-
ested in fractional (or percentage) differences between graphlet frequencies, and we change
its sign to make its value positive and plotting them more intuitive. Then we measured differ-
ences between normalized graphlet frequencies of graphs  and fi using the distance function
ff flfi %

	


 !
'/ "
!
)fi 

; the smaller the value of the distance function ff  flfi is,
the more correlated the graphlet frequencies of graphs  and fi are. The plots of normalized
graphlet frequencies for the two yeast PPI networks are presented in Supplementary Figure 4
B; the distance between these two PPI networks is         & . Note that the distance between
the two fruitfly PPI networks is about three times as high,            , indicating presence of
noise in the larger network, as expected; this can also be seen in Supplementary Figure 4 C and
D, which shows non-normalized and normalized graphlet frequencies in the two fruitfly PPI
networks, respectively.
Non-normalized plots of graphlet frequencies for yeast PPI networks and their correspond-
ing ER, ER-DD, and SF random networks are presented in Supplementary Figure 5. Clearly,
these plots show that graphlet frequencies of the two yeast PPI networks are far from the
graphlet frequencies of the corresponding ER, ER-DD, and SF random networks. This can
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also be seen from Supplementary Table 3, which shows distances between PPI networks and
their corresponding random networks computed by the formula given above. In contrast, the
graphlet frequencies of yeast PPI networks and their corresponding 2-dimensional geometric
random graphs are very close, as presented in Supplementary Figure 6 A and B, and in Supple-
mentary Table 3. For example, distances between graphlet frequencies of the high confidence
yeast PPI network and five corresponding SF random networks are between 125.468572 and
142.916451, while the distances between this PPI network and five corresponding GEO-2D
graphs are about 3.5 times smaller, i.e., between 35.466770 and 38.960880. The correlation is
even stronger between yeast PPI networks and their corresponding 3- and 4- dimensional ge-
ometric random graphs, as presented in Supplementary Figure 6 C and D and Supplementary
Table 3. Furthermore, the correlation between the yeast high confidence PPI network and 3-
dimensional geometric random graphs with the same number of nodes, but about three times as
many edges as the high confidence PPI network is particularly striking (Supplementary Figure 6
E and Supplementary Table 3) and so is the correlation between this PPI network and GEO-3D
random graphs with the same number of nodes but about 6 times as many edges as the PPI net-
work (Supplementary Figure 6 F and Supplementary Table 3); the distance between the PPI and
these random graphs is even lower than the distance between the two yeast PPI networks that
we analyzed. Note that we constructed the GEO-3D random graphs which are 6 times denser
than the yeast high-confidence PPI network (in terms of the number of edges) in order to obtain
similar maximum degrees of the PPI and these model networks (more explanation is given in
the paper). We expect that once the complete PPI network for yeast becomes available, it will
be much denser than the one we are working with today and it will likely have properties of 3-
or 4-dimensional geometric random graphs. This hypothesis seems plausible since it is based
on examining local structural properties of PPI networks (more details are given in the paper),
and also because processes in the cell, including protein-protein interactions, are happening in
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the 3-dimensional space; cellular processes happen over time, often in a specific time sequence,
so adding time as the fourth dimension sounds like a reasonable model.
The results of the graphlet frequency analysis of the fruitfly PPI networks are presented in
Supplementary Figures 7 and 8, and in Supplementary Table 3. Even though the fruitfly high
confidence PPI network fits the 4-dimensional geometric random graph model about 1.3 times
better then the next closest model, which is the ER model, and about 3.2 times better than the
SF model with respect to graphlet frequencies (Supplementary Table 3), the difference in fits
is not as striking as for the two yeast PPI networks. One explanation for this may be that,
since this is the first publicly available fruitfly PPI data set obtained from cDNAs representing
each predicted transcript of the fruitfly genome 27, what we are observing is a random sample
of the full fruitfly PPI network; by “full” PPI network we mean the PPI network containing
all proteins and all PPIs from all cell types in an organism. An alternative explanation may
be that, since D. melanogaster is a multicellular organism while yeast S. cerevisiae consists
of a single cell, a different model may be required for the complete fruitfly PPI network, and
yet different models may be needed for PPI networks of different fruitfly cells that belong to
different tissues. If this is the case, it is reasonable to expect to observe a common PPI network
model for all multicellular organisms. Also, the larger fruitfly PPI network, with about &'&  of
its edges corresponding to lower confidence interactions 27, is closest to the scale-free model
(Supplementary Figure 7 F and Supplementary Table 3). This is one of the reasons why we
believe that the scale-free properties that have been observed in PPI networks are due to the
presence of large amount of noise in these networks; we believe that the true structure of PPI
networks is closer to the geometric graph model than to the scale-free model.
The graphlet frequency parameter is robust to random perturbations (Supplementary Table 2
and Supplementary Figures 9, 10, and 11). We perturbed the high-confidence yeast PPI network
by randomly adding, deleting, and rewiring 10, 20, and 30 percent of its edges and computed
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distances between the perturbed networks and the PPI network by using the distance function
defined above (and in the paper). We constructed five perturbed networks in each of these nine
categories (45 perturbed networks in total). We found the exceptional robustness of the graphlet
frequency parameter to random additions of edges very encouraging, especially in light of the
currently available PPI networks containing many false negatives (missing edges). In particular,
additions of   of edges resulted in networks which were about 21 times closer to the PPI
network than the corresponding SF random networks (the distances between the PPI and the
perturbed PPI networks with additions of   of edges were between 5.788158 and 7.149713,
while the distance between the PPI and the corresponding SF random networks were between
125.468572 and 142.916451, as shown in Supplementary Tables 2 and 3). We also found that
graphlet frequencies were fairly robust to random edge deletions and rewirings (deletions and
rewirings of   of edges resulted in networks which were about 5.8 and 5.4 times closer
to the PPI network than the corresponding SF random networks, respectively), which further
increases our confidence in PPI networks having geometric properties despite the presence of
false positives in the data.
A.3 Standard Global Network Parameters
A.3.1 Definitions
The most commonly studied statistical properties of large networks measuring their global
structure are the degree distribution, network diameter, and clustering coefficients, defined as
follows (also defined in the paper). The degree of a node is the number of edges (connections)
incident to the node. The degree distribution,   , describes the probability that a node has de-
gree  . This network property has been used to distinguish between different network models;
in particular, Erdo¨s-Re´nyi random networks have a Poisson degree distribution, while scale-free
networks have a power-law degree distribution   
   , where  is a positive number. The
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smallest number of links that have to be traversed to get from node  to node  in a network
is called the distance between nodes  and  and a path through the network that achieves this
distance is called a shortest path between  and  . The average of shortest path lengths over all
pairs of nodes in a network is called the network diameter. (Note that in classical graph theory,
the diameter is the maximum of shortest path lengths over all pairs of nodes in the network
12; we do not use this definition.) This network property also distinguishes different network
models: for example, the diameter of Erdo¨s-Re´nyi random networks on  nodes is proportional
to    , the network property often referred to as the small-world property; the diameters of
scale-free random networks with degree exponent  ff  ff  , which have been observed for
most real-world networks, are ultra-small 13   14, i.e., proportional to    . The clustering
coefficient of node ! in a network is defined as " # % 	'&)(
*
(
+
*
(

, , where ! is linked to   neighbor-
ing nodes and -  is the number of edges amongst the   neighbors of ! . The average of ".# over
all nodes ! of a network is the clustering coefficient " of the whole network and it measures
the tendency of the network to form highly interconnected regions called clusters. The average
clustering coefficient of all nodes of degree  in a network, " , has been shown to follow
" 
  

for many real-world networks indicating a network’s hierarchical structure 15   6.
Many real world networks have been shown to have high clustering coefficients and to exhibit
small-world and scale-free properties.
A.3.2 Results on PPI and Model Networks
We obtained the degree distributions, diameters, and clustering coefficients for the above four
PPI networks, as well as for the recently published C. elegans PPI network 59 involving   
interactions between       proteins. We did not obtain graphlet frequencies for this data set
because it contains a large number of highly connected nodes which are in close proximity of
each other. This makes it infeasible to find graphlets in this PPI network using the standard,
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brute force exhaustive search technique, which we have used to find graphlets in the yeast and
fruitfly PPI networks, as well as in all of their corresponding model networks.
We confirmed that degree distributions of all of these PPI networks approximately follow
power law. In Supplementary Figure 12 we present power law functions fitted to the degree
distributions of these five PPI networks. The degree distributions of the fruitfly PPI networks
(Supplementary Figure 12 C and D) deviate the most from power-law functions. Note that
the exponents  of the fitted power law functions     %   are between     and    & for
most of these PPI networks (the only exception is the high confidence fruitfly PPI network, but
the approximation of its degree distribution by  
	  
is very poor). This deviates from what
was observed in many other real-world networks, including metabolic pathway networks of 43
different organisms 43   23, where these exponents were between  and  . An illustration of the
degree distributions of the PPI networks against the degree distributions of the corresponding
model networks is presented in Supplementary Figure 13.
When calculating a network diameter, we used the standard method of considering only the
lengths of shortest paths between reachable pairs of nodes, i.e., pairs of nodes which are in the
same connected component of the network. Diameters of the PPI networks and the correspond-
ing random networks are presented in Supplementary Table 4. We observed that the diameters
of yeast PPI networks are closest to the diameters of GEO-3D networks which are 3 or 6 times
denser than the corresponding PPI networks, while diameters of fruitfly and worm PPI networks
are closest to the diameters of the corresponding SF networks (the only exception is the diam-
eter of the larger fruitfly PPI network which is slightly closer to the diameters of ER-DD than
to the diameters of SF networks; Supplementary Table 4). However, once a network is dense
enough to have most of its nodes in the same connected component, with increasing density of
GEO-3D (or any other type of) networks on the same number of nodes, their diameters decrease
(this is theoretically expected and can also be experimentally observed in Table Supplementary
25
4), so it would not be hard to construct GEO-3D networks with the same number of nodes but
more edges than the fruitfly and the worm PPI networks have to achieve a closer fit of the diam-
eters of the PPI and the GEO-3D model networks. Thus, GEO graphs do model PPI networks
with respect to this network parameter.
Clustering coefficients of the PPI and the corresponding model networks are presented in
Supplementary Table 5. Clustering coefficients of the two yeast PPI networks are orders of
magnitude larger than the clustering coefficients of the corresponding ER, ER-DD, and SF ran-
dom networks while they are in agreement with the clustering coefficients of the corresponding
GEO graphs (Supplementary Table 5). This can not be said for the other three PPI networks. In
particular, the clustering coefficient of the high-confidence fruitfly PPI network differs by an or-
der of magnitude from all model networks, while the clustering coefficients of the larger fruitfly
and the worm PPI networks are closest to the clustering coefficients of the corresponding SF
random networks; we believe that this may be due to the large amount of noise being present in
these PPI networks.
We measured the average clustering coefficients of all nodes of degree  in a network, " ,
for the above mentioned PPI and their corresponding model networks (Supplementary Figures
14 – 18); zero values are replaced with values close to zero and plotted along the abscissa in
these supplementary figures. High correlations between "	 of the two yeast PPI and their
corresponding GEO-3D networks (especially the corresponding GEO-3D networks which are
about 6 times denser than the PPI networks, Supplementary Figures 14 F and 15 F) and the lack
of such correlation with other model networks is blindingly obvious (Supplementary Figures 14
and 15). However, the values of " are much lower for the other three PPI networks and do
not seem to correlate with " of any of the corresponding model networks (Supplementary
Figures 16 – 18); we find these values of " of PPI networks to be unrealistically small
for real-world networks and believe they are an artifact of the lack of PPI data for fruitfly and
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worm (false negatives). Also, we observed a lack of scaling of ".
    in all of these PPI
networks (Supplementary Figures 14 – 18).
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Figure 4: Graphlet frequencies in the two yeast PPI networks 29 and in the two fruitfly
PPI networks 27: A. Non-normalized frequencies for the two yeast PPI networks. B.
Normalized frequencies for the two yeast PPI networks. C. Non-normalized frequen-
cies for the two fruitfly PPI networks. D. Normalized frequencies for the two fruitfly PPI
networks.
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Figure 5: Comparison of frequencies of graphlets in the S. cerevisiae PPI networks 29
with ER, ER-DD, and SF random graphs: A. High confidence PPI network versus the
corresponding ER random graphs. B. Top 11000 PPI network versus the correspond-
ing ER random graphs. C. High confidence PPI network versus the corresponding
ER-DD random graphs. D. Top 11000 PPI network versus the corresponding ER-DD
random graphs. E. High confidence PPI network versus the corresponding SF random
graphs. F. Top 11000 PPI network versus the corresponding SF random graphs.
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Figure 6: Comparison of frequencies of graphlets in the S. cerevisiae PPI networks 29 and
geometric random graphs: A. High confidence PPI network versus the five corresponding
GEO-2D graphs. B. Top 11000 PPI network versus the five corresponding GEO-2D graphs.
C. High confidence PPI network versus a 2-, 3-, and 4-dimensional geometric random graph.
D. Top 11000 PPI network versus a 2-, 3-, and 4-dimensional geometric random graph. E.
High confidence PPI network versus five GEO-3D graphs with the same number of nodes,
but approximately three times as many edges as the PPI network. F. High-confidence S.
cerevisiae PPI networks 29 versus GEO-3D networks which are about 6 times as dense as the
PPI network.
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Figure 7: Comparison of frequencies of graphlets in the D. melanogaster PPI networks
27 with ER, ER-DD, and SF random graphs: A. High confidence fruitfly network versus
the corresponding ER random graphs. B. Entire currently available fruitfly PPI network
versus the corresponding ER random graphs. C. High confidence fruitfly PPI network
versus the corresponding ER-DD random graphs. D. Entire currently available fruitfly
PPI network versus the corresponding ER-DD random graphs. E. High confidence
fruitfly PPI network versus the corresponding SF random graphs. F. Entire currently
available fruitfly PPI network versus the corresponding SF random graphs.
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Figure 8: Comparison of frequencies of graphlets in D. melanogaster PPI networks 27
with geometric random graphs: A. High confidence fruitfly PPI network versus GEO-
2D random graphs. B. Entire currently available fruitfly PPI network versus GEO-2D
random graphs. C. High confidence fruitfly PPI network versus GEO-2D, GEO-3D, and
GEO-4D random graphs. D. Entire currently available fruitfly PPI network versus GEO-
2D, GEO-3D, and GEO-4D random graphs. E. High confidence fruitfly PPI network
versus three GEO-3D random graphs and three GEO-4D random graphs. F. Entire
currently available fruitfly PPI network versus three GEO-3D random graphs and three
GEO-4D random graphs.
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Figure 9: Comparison of graphlet frequencies in the high confidence yeast PPI network
with networks obtained by adding edges at random to the PPI network: A. five different
networks with    of edges added. B. five different networks with   of edges added.
C. five different networks with   of edges added.
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Figure 10: Comparison of graphlet frequencies in the high confidence yeast PPI network
with networks obtained by deleting edges at random from the PPI network: A. five
different networks with     of edges deleted. B. five different networks with   of
edges deleted. C. five different networks with    of edges deleted.
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Figure 11: Comparison of graphlet frequencies in the high confidence yeast PPI net-
work with networks obtained by rewiring edges at random in the PPI network: A. five
different networks with     of edges rewired. B. five different networks with   of
edges rewired. C. five different networks with   of edges rewired.
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Figure 12: Degree distributions for PPI networks. The abscissa for each panel is node
degree  and the ordinate is the probability distribution of degrees, i.e., the fraction of
nodes having degree  . A. High confidence S. cerevisiae PPI network 29. B. S. cere-
visiae “top 11000” PPI network 29. C. D. melanogaster high confidence PPI network27
. D. Entire currently available D. melanogaster PPI network 27. E. C. elegans PPI
network 59.
36
(A) 0.001
0.01
0.1
1
1 10 100
Degree Distribution of S. Cerevisiae High Confidence PPI Network
PPI (same deg. distrib. as ER-DD)
ER
GEO-2D
SF
GEO-3D
GEO-3D 3 denser
GEO-3D 6 denser
(B) 0.0001
0.001
0.01
0.1
1
1 10 100 1000
Degree Distribution of S. Cerevisiae Top 11000 PPI Network
PPI (same deg. distrib. as ER-DD)
ER
GEO-2D
SF
GEO-3D
GEO-3D 3 denser
GEO-3D 6 denser
(C) 0.0001
0.001
0.01
0.1
1
1 10 100
Degree Distribution of High Confidence Fly PPI Network
PPI (same deg. distrib. as ER-DD)
ER
GEO-2D
SF
GEO-3D
GEO-3D 3 denser
GEO-3D 6 denser
(D) 0.0001
0.001
0.01
0.1
1
1 10 100 1000
Degree Distribution of the Fly PPI Network
PPI (same deg. distrib. as ER-DD)
ER
GEO-2D
SF
GEO-3D
GEO-3D 3 denser
GEO-3D 6 denser
(E) 0.0001
0.001
0.01
0.1
1
1 10 100 1000
Degree Distribution of C. Elegans PPI Network
PPI (same deg. distrib. as ER-DD)
ER
GEO-2D
SF
GEO-3D
GEO-3D 3 denser
GEO-3D 6 denser
Figure 13: Degree distributions for PPI networks versus the degree distributions of the
corresponding random graphs. Degree distribution of only one random graph belong-
ing to each of the network models is drawn in each panel, since this is just an illustra-
tion. The abscissa for each panel is node degree  and the ordinate is the probability
distribution of degrees, i.e., the fraction of nodes having degree  . A. High confi-
dence S. cerevisiae PPI network 29. B. S. cerevisiae “top 11000” PPI network 29.
C. D. melanogaster high confidence PPI network27 . D. Entire currently available D.
melanogaster PPI network 27. E. C. elegans PPI network 59.
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Figure 14: Comparison of degree  node average clustering coefficients " as a
function of degree  in high confidence S. cerevisiae PPI network 29 and correspond-
ing random graphs: A. PPI network versus five corresponding ER networks. B. PPI
network versus five corresponding ER-DD networks. C. PPI network versus five corre-
sponding SF networks. D. PPI network versus five corresponding GEO-3D networks.
E. PPI network versus five corresponding GEO-3D networks which are 3 times denser
than the PPI network. F. PPI network versus five corresponding GEO-3D networks
which are 6 times denser than the PPI network.
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Figure 15: Comparison of degree  node average clustering coefficients " as a func-
tion of degree  in the “top 11000” S. cerevisiae PPI network 29 and corresponding ran-
dom graphs: A. PPI network versus five corresponding ER networks. B. PPI network
versus five corresponding ER-DD networks. C. PPI network versus five corresponding
SF networks. D. PPI network versus five corresponding GEO-3D networks. E. PPI
network versus five corresponding GEO-3D networks which are 3 times denser than
the PPI network. F. PPI network versus five corresponding GEO-3D networks which
are 6 times denser than the PPI network.
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Figure 16: Comparison of degree  node average clustering coefficients " as a
function of degree  in the high-confidence D. melanogaster PPI network 27 and cor-
responding random graphs: A. PPI network versus five corresponding ER networks.
B. PPI network versus five corresponding ER-DD networks. C. PPI network versus
five corresponding SF networks. D. PPI network versus five corresponding GEO-3D
networks. E. PPI network versus five corresponding GEO-3D networks which are 3
times denser than the PPI network. F. PPI network versus five corresponding GEO-3D
networks which are 6 times denser than the PPI network.
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Figure 17: Comparison of degree  node average clustering coefficients " as a
function of degree  in the entire currently available D. melanogaster PPI network 27
and corresponding random graphs: A. PPI network versus five corresponding ER
networks. B. PPI network versus five corresponding ER-DD networks. C. PPI network
versus five corresponding SF networks. D. PPI network versus five corresponding
GEO-3D networks. E. PPI network versus five corresponding GEO-3D networks which
are 3 times denser than the PPI network. F. PPI network versus five corresponding
GEO-3D networks which are 6 times denser than the PPI network.
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Figure 18: Comparison of degree  node average clustering coefficients " as a func-
tion of degree  in the C. elegans PPI network 59 and corresponding random graphs: A.
PPI network versus five corresponding ER networks. B. PPI network versus five cor-
responding ER-DD networks. C. PPI network versus five corresponding SF networks.
D. PPI network versus five corresponding GEO-3D networks. E. PPI network versus
five corresponding GEO-3D networks which are 3 times denser than the PPI network.
F. PPI network versus five corresponding GEO-3D networks which are 6 times denser
than the PPI network.
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C Supplementary Tables
Add Delete Rewire
10  graph 1 2.013974 10.027040 10.286293
10  graph 2 2.195439 10.722417 13.761059
10  graph 3 2.286288 9.030401 12.536496
10  graph 4 2.365492 11.882987 11.471204
10  graph 5 2.610209 10.050913 11.269877
20  graph 1 3.805339 17.021142 21.919662
20  graph 2 3.772996 16.022671 18.817653
20  graph 3 3.740578 17.997643 19.853645
20  graph 4 5.229768 16.026717 21.458437
20  graph 5 4.351935 19.315072 21.813793
30  graph 1 7.149713 24.846386 24.352380
30  graph 2 5.925923 20.917719 25.774724
30  graph 3 5.966197 19.724582 22.898066
30  graph 4 5.788158 25.183875 26.607413
30  graph 5 7.039671 24.201879 23.885723
Table 2: Graphlet frequency distances between high-confidence yeast PPI network and the
perturbed networks with 10, 20, and 30 percent of edges added, deleted, or rewired at random.
For example, 2.013974 in the top left-most field indicates that the first perturbed network with
  
of edges added at random to the yeast high-confidence PPI network is at distance 2.013974
from the yeast high-confidence PPI network.
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Yeast High Conf. Yeast top 11000 Fruitfly High Conf. Fruitfly Entire
ER 1 171.033026 213.492367 118.708767 109.821280
ER 2 179.223899 207.739178 98.237245 112.953102
ER 3 171.104348 208.926147 124.543077 111.693394
ER 4 171.595828 217.690919 98.476123 100.810212
ER 5 169.166791 213.818171 91.245012 100.810212
ER-DD 1 164.333759 157.611121 107.402586 98.360966
ER-DD 2 164.238223 159.114484 139.985358
ER-DD 3 162.804537 158.042483 112.846698
ER-DD 4 162.184038 161.413934 110.192676
ER-DD 5 154.193839 158.009708 133.969689
SF 1 142.916451 125.505065 229.710937 50.552265
SF 2 142.560031 297.435880
SF 3 130.977196 244.786779
SF 4 125.978748 252.437345
SF 5 125.468572 270.795025
GEO-2D 1 35.466770 51.385464 89.897281 156.019444
GEO-2D 2 38.960880 51.219103 90.872934 156.790793
GEO-2D 3 36.780601 50.551726 89.040371 156.157409
GEO-2D 4 37.542637 51.150659 92.284847 156.173940
GEO-2D 5 37.014469 51.090161 93.675709 156.961472
GEO-3D 1 27.250862 40.791194 90.392713 142.897851
GEO-3D 2 33.471204 41.070521 92.647295 142.663669
GEO-3D 3 34.264573 41.526624 87.959564 142.716685
GEO-3D 4 31.707761 41.299082 86.764787
GEO-3D 5 31.399684 41.290330 90.067785
GEO-4D 1 32.338902 38.784356 80.767414 134.651342
GEO-4D 2 30.963391 40.182807 82.510407 134.447379
GEO-4D 3 30.738171 39.168425 82.170915 135.150400
GEO-4D 4 31.914085 39.022422 75.953468
GEO-4D 5 31.426417 38.647461 82.780935
GEO-2D 3 denser 1 30.559877
GEO-3D 3 denser 1 18.381662
GEO-3D 3 denser 2 19.637330
GEO-3D 3 denser 3 20.169385
GEO-3D 3 denser 4 20.117049
GEO-3D 3 denser 5 19.464922
GEO-3D 6 denser 1 20.501105
GEO-3D 6 denser 2 20.130138
GEO-3D 6 denser 3 19.865880
GEO-3D 6 denser 4 20.106220
GEO-3D 6 denser 5 20.563879
Table 3: Graphlet frequency distances between PPI networks and the corresponding random networks.
Rows represent network types (for example, PPI, ER, ER-DD etc.) and columns represent the corre-
sponding data set. Some values are missing due to the lack of computing power needed for exhaustive
graphlet searches in large networks (the values of some ER-DD and SF model networks corresponding to
the larger fruitfly and yeast PPI networks), or because they are not relevant for our analysis (the remain-
ing missing values). The last 11 rows corresponds to 2- and 3-dimensional geometric random graphs
with the same number of nodes, but approximately three (“3 denser”) and six (“6 denser”) times as many
edges as the corresponding PPI graph. 44
Yeast High Conf. Yeast top 11000 Fruitfly High Conf. Fruitfly Entire Worm Entire
PPI network 5.193914 4.931596 9.436305 4.474159 4.961623
ER 1 4.483198 3.757808 10.944241 5.273031 6.558142
ER 2 4.459922 3.758895 11.235685 5.265893 6.568807
ER 3 4.475276 3.758236 11.193257 5.267282 6.572835
ER 4 4.472878 3.757333 11.094230 5.266617 6.536964
ER 5 4.468909 3.754669 10.881638 5.269882 6.560432
ER-DD 1 3.655439 3.339231 12.923071 4.232629 4.668186
ER-DD 2 3.661022 3.326563 13.265843 4.232984 4.673229
ER-DD 3 3.657886 3.336046 12.501059 4.234407 4.654749
ER-DD 4 3.659162 3.334507 13.230065 4.230353 4.656498
ER-DD 5 3.655491 3.330596 12.821002 4.229300 4.671363
SF 1 3.758362 3.324137 9.333287 4.164283 4.844665
SF 2 3.624404 3.340193 7.779545 4.127975 4.855700
SF 3 3.682346 3.311710 8.359006 4.202195 4.756184
SF 4 3.708943 3.304504 8.056372 4.191048 4.811073
SF 5 3.659814 3.322626 8.866105 4.124067 4.789687
GEO-2D 1 26.745117 20.363820 3.612093 49.954521 12.717975
GEO-2D 2 23.556261 20.154389 3.517257 51.309693 18.533181
GEO-2D 3 23.329942 20.375800 3.465955 51.263290 11.430562
GEO-2D 4 22.565619 19.955981 4.012000 51.682084 17.959253
GEO-2D 5 24.218951 19.940577 3.814337 52.261661 14.537689
GEO-3D 1 11.891852 10.050567 6.123026 19.457399 27.521373
GEO-3D 2 11.756614 10.215907 5.969310 19.379770 28.872684
GEO-3D 3 10.987444 10.160251 4.836349 19.349904 30.852283
GEO-3D 4 11.556084 10.041895 8.978468 19.061157 25.822047
GEO-3D 5 12.429974 10.211669 5.596553 18.934693 32.476751
GEO-4D 1 8.298618 7.370048 21.742505 12.491604 16.391512
GEO-4D 2 8.034480 7.415314 17.325701 12.392516 16.166654
GEO-4D 3 8.337146 7.351384 22.348251 12.457894 16.547705
GEO-4D 4 8.263728 7.459610 9.684145 12.384512 16.261795
GEO-4D 5 8.596852 7.457612 9.785776 12.659957 15.665861
GEO-2D 3 denser 1 9.218131 9.916689 43.172889 21.735305 22.052473
GEO-3D 3 denser 1 5.847585 5.783494 16.370559 10.411516 10.440371
GEO-3D 3 denser 2 5.954403 5.847790 16.499478 10.336676 10.447413
GEO-3D 3 denser 3 5.922108 5.830004 15.995224 10.344811 10.339636
GEO-3D 3 denser 4 5.969824 5.823592 16.301939 10.397208 10.469520
GEO-3D 3 denser 5 5.902647 5.882081 16.639121 10.293883 10.378750
GEO-3D 6 denser 1 4.248278 4.448740 10.432986 7.541601 7.161603
GEO-3D 6 denser 2 4.213818 4.414169 10.732926 7.531956 7.157405
GEO-3D 6 denser 3 4.298536 4.412463 10.576001 7.576620 7.267117
GEO-3D 6 denser 4 4.251699 4.414525 10.670042 7.544968 7.252137
GEO-3D 6 denser 5 4.266613 4.393500 10.620819 7.577315 7.295091
Table 4: Diameters of PPI networks and their corresponding ER, ER-DD, SF, GEO-2D, GEO-
3D, and GEO-4D random networks. Only distances between nodes in the same connected
component are reported. Rows represent network types (for example, PPI, ER, ER-DD etc.)
and columns represent the corresponding data set. “3 denser” and “6 denser” have the same
meaning as in Supplementary Table 3.
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Yeast High Conf. Yeast top 11000 Fruitfly High Conf. Fruitfly Entire Worm Entire
PPI network 0.343733 0.304902 0.017923 0.008434 0.069764
ER 1 0.006276 0.003471 0.000000 0.000820 0.000369
ER 2 0.003828 0.003694 0.000072 0.000632 0.000990
ER 3 0.003721 0.003283 0.000000 0.001034 0.000191
ER 4 0.004622 0.003177 0.000311 0.000972 0.000477
ER 5 0.004372 0.003795 0.000406 0.000807 0.001447
ER-DD 1 0.021663 0.029159 0.000487 0.003655 0.003763
ER-DD 2 0.016042 0.028207 0.000652 0.003210 0.005372
ER-DD 3 0.020910 0.026906 0.000109 0.004831 0.003904
ER-DD 4 0.021649 0.027990 0.000355 0.004874 0.004419
ER-DD 5 0.022328 0.029896 0.000000 0.003544 0.004275
SF 1 0.032902 0.020945 0.000000 0.007449 0.012701
SF 2 0.035412 0.021071 0.000000 0.008452 0.011027
SF 3 0.028359 0.024110 0.000000 0.007440 0.013002
SF 4 0.026749 0.021944 0.000000 0.006447 0.012038
SF 5 0.037393 0.019636 0.000000 0.007994 0.018236
GEO-2D 1 0.561738 0.579556 0.323860 0.562504 0.469442
GEO-2D 2 0.551851 0.578821 0.336352 0.560252 0.477439
GEO-2D 3 0.542434 0.585639 0.329381 0.552721 0.474385
GEO-2D 4 0.534709 0.581867 0.337864 0.555136 0.477508
GEO-2D 5 0.529600 0.577737 0.332533 0.565060 0.474463
GEO-3D 1 0.470745 0.498465 0.284394 0.469083 0.406792
GEO-3D 2 0.482708 0.497322 0.280968 0.470272 0.416314
GEO-3D 3 0.489211 0.500503 0.300616 0.473269 0.414913
GEO-3D 4 0.487208 0.496027 0.258490 0.472467 0.416880
GEO-3D 5 0.456253 0.496865 0.266211 0.470765 0.408034
GEO-4D 1 0.394535 0.430832 0.233926 0.395276 0.352444
GEO-4D 2 0.389667 0.428035 0.243421 0.400708 0.345016
GEO-4D 3 0.406101 0.428948 0.230490 0.395749 0.360883
GEO-4D 4 0.414717 0.442019 0.227551 0.393788 0.333224
GEO-4D 5 0.406548 0.433822 0.217219 0.399770 0.354642
GEO-2D 3 denser 1 0.608068 0.602326 0.563866 0.589434 0.584729
GEO-3D 3 denser 1 0.523472 0.518105 0.470257 0.498982 0.500098
GEO-3D 3 denser 2 0.520203 0.519829 0.472369 0.498337 0.499070
GEO-3D 3 denser 3 0.522614 0.517125 0.473605 0.496640 0.502030
GEO-3D 3 denser 4 0.520670 0.516553 0.478754 0.504280 0.493827
GEO-3D 3 denser 5 0.517115 0.520450 0.479796 0.497585 0.500288
GEO-3D 6 denser 1 0.538432 0.535339 0.492736 0.504445 0.506230
GEO-3D 6 denser 2 0.540154 0.531674 0.496888 0.503071 0.505796
GEO-3D 6 denser 3 0.543724 0.534059 0.495386 0.505574 0.508243
GEO-3D 6 denser 4 0.537005 0.532969 0.500067 0.502805 0.506092
GEO-3D 6 denser 5 0.539893 0.534842 0.493908 0.505338 0.514109
Table 5: Clustering coefficients of PPI networks and their corresponding ER, ER-DD, SF, GEO-
2D, GEO-3D, and GEO-4D random networks. Rows represent network types (for example, PPI,
ER, etc.) and columns represent the corresponding data set.
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