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Abstract
Rate-induced transitions have recently emerged as an identifiable type of instability
of attractors in nonautonomous dynamical systems. In most studies so far, these
attractors can be associated with equilibria of an autonomous limiting system, but
this is not necessarily the case. For a specific class of systems with a parame-
ter shift between two autonomous systems, we consider how the breakdown of the
quasistatic approximation for attractors can lead to rate-induced transitions, where
nonautonomous instability can be characterised in terms of a critical rate of the
parameter shift.
We find a number of new phenomena for non-equilibrium attractors: weak track-
ing where the pullback attractor of the system limits to a proper subset of the
attractor of the future limit system, partial tipping where certain phases of the pull-
back attractor tip and others track the quasistatic attractor, invisible tipping where
the critical rate of partial tipping is isolated and separates two parameter regions
where the system exhibits end-point tracking.
For a model parameter shift system with periodic attractors, we characterise
thresholds of rate-induced tipping to partial and total tipping. We show these
thresholds can be found in terms of certain periodic-to-periodic and periodic-to-
equilibrium connections that we determine using Lin’s method for an augmented
system.
Considering weak tracking for a nonautonomous Ro¨ssler system, we show that
there are infinitely many critical rates at which a pullback attracting solution of the
system tracks an embedded unstable periodic orbit of the future chaotic attractor.
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Chapter 1
Introduction
“Tipping points” or “critical transitions” are sudden and unexpected changes in the
behaviour of a system subject to relatively small changes in its input [39]. These
changes are often catastrophic and even irreversible, i.e. their long-term conse-
quences cannot be prevented by simply reversing its input level to the previous
state.
Since Malcolm Gladwell published his book [21] in 2000, the use of the term
“tipping point” in the scientific literature has risen exponentially [79]. Since then,
many problems in climate science [39, 73, 16], ecology [72, 71, 15, 49], finance [48, 81],
and biology [54] have been usefully looked at in terms of tipping points. We refer
to Feudel et al [19] for an extensive review of the applications of tipping in natural
science.
On the mathematical side, various techniques have been developed and used
to describe mechanisms associated with tipping phenomena. For example, Kuehn
[35, 36], has provided a mathematical framework to describe tipping in the presence
of noise using fast-slow systems theory. Wieczorek et al [80] and Ashwin et al
[5] have studied tipping for single time-scale systems using a so-called quasistatic
approximation.
Bifurcation theory plays a significant role in understanding tipping [77, 78]. We
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say a system has a bifurcation point at some parameter value if this value separates
two regions of qualitatively different behaviour [37]. In some cases, tipping behaviour
is associated with a fold bifurcation where branches of stable and unstable equilibria
meet, see Figure 1.1. Although bifurcation-induced tipping can be seen in many
ecosystem models [70, 45], bifurcation is not the only mechanism that might be
called tipping. For example, a solution of a noisy bistable system can switch from
tracking one stable state to the other forced through a fluctuation of noise. This
type of tipping is called noise-induced tipping in [5, Section 4].
In their work [44], Luke and Cox show that their carbon-temperature model can
exhibit tipping behaviour or “compost-bomb instability” when the heat generated
by decomposition of plant matter within the soil increases more quickly than it can
escape. In this case, the tipping may not be associated with a critical value of a
parameter. Instead, it can depend on how fast the parameter is changing. A similar
idea was discussed in [80]. In 2012, rate-dependent tipping was introduced by Ashwin
et al [5] while identifying three mechanisms that can independently cause tipping:
• Bifurcation-induced tipping (B-tipping): This occurs when the system
passes through a bifurcation point.
• Noise-induced tipping (N-tipping): This occurs when the solution of a
bistable (multistable) system switches randomly between stable states.
• Rate-induced tipping (R-tipping): This occurs when the system fails to
track a continuously changing quasi-static attractor.
Whilst bifurcation theory and probability theory provide many useful techniques
to understand and analyse B- and N-tipping, R-tipping is relatively less explored.
For example, the only systems that have been considered in detail are systems with
moving equilibrium attractors. This thesis addresses R-tipping (and the related
phenomena) from general attractors for a specific class of systems with a parameter
shift between two autonomous systems.
12
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Figure 1.1: Fold bifurcation in the phase-parameter plane of system (1.1), after [37,
Figure 3.3]. The solid line represents the stable equilibrium x2(α) whilst the dashed
line represents the unstable equilibrium x1(α).
1.1 Bifurcation-induced tipping in simple
ecological model
One of the simplest bifurcations for flows is the fold bifurcation where two branches
of equilibria (one stable and the other not) meet each other at a fold. A fold
bifurcation, also known as saddle-node bifurcation, can appear in one-dimensional
systems on varying one parameter, and its normal form is given by [37]:
x˙ = α + x2 (1.1)
where α, x ∈ R. This system has no equilibria for α > 0 and two equilibria for α < 0
these are x1 =
√−α and x2 = −
√−α. Both of the equilibria are hyperbolic, x2 is
stable whilst x1 is unstable. At α = 0 the system has one nonhyperbolic equilibrium
x0 = 0, see Figure 1.1.
Generic conditions to identify fold bifurcation can be found in [22, Theorem 8.2].
13
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Assume that a system x˙ = f(x, α) satisfies f(0, 0) = fx(0, 0) = 0. Then in order to
have fold bifurcation at (0, 0) the system must satisfy:
fα(0, 0) 6= 0 and fxx(0, 0) 6= 0
where fα, fx are the partial derivatives of f with respect to α and x respectively.
Systems with a fold bifurcation can exhibit B-tipping due to the slow passage
through the bifurcation point. Mathematical ecologist Robert May [47] introduced
a simple example that has tipping induced by fold bifurcation:
x˙ = x(1− x)− γx
2
α + x2 . (1.2)
System (1.2) can be thought of as a representation of a population dynamics
x(t) subject to a harvesting rate γ. The first term of (1.2) can be thought of as the
growth term and the second term represents the death rate of the population x(t).
Figure 1.2 shows that for α = 0.1 the system has a bistable region for γ ∈
(0.1787, 0.2604). When γ is allowed to vary linearly and slowly in time from 0 to
0.5, trajectories track the upper branch of equilibria up to the fold where the branch
loses its stability at the upper fold point which cause the trajectories to jump onto
the lower branch.
After the solution passes the upper fold, reducing γ to the previous level will
not necessarily allow the solution to go back to track the upper branch. It has to
pass through the other fold in order for a new transition to occur. For (1.2) the
transition is completely reversible as long as the harvesting parameter γ can be
reduced beyond 0.1787. However, the transition is catastrophic in the sense that
reducing the harvesting parameter to the same level cannot help the population x(t)
to recover and jump back to the upper branch.
This example illustrates a bifurcation-induced tipping where the system tips
whenever the parameter γ passes through a bifurcation point regardless of how fast
14
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Figure 1.2: The bifurcation diagram of (1.2) contains three branches of equilibria,
two of them are stable (solid black curves) and the other one is unstable (dashed
black). The red circles represent the fold bifurcation points. The three branches and
bifurcation points are calculated by Xppaut software [17] for α = 0.1. To produce
the blue and green curves we vary the harvesting rate γ slowly and linearly in time
with constant rate r = 0.001. For the blue curve, we vary γ from 0 to 0.5 and start
with an initial condition very close to the upper stable equilibrium. The green curve
is produced by reducing γ from 0.5 to 0 and starting with an initial condition very
close to the lower stable equilibrium. It can be seen that once the solution passes
through the fold it will track another stable branch of equilibria. Reducing γ cannot
fix the situation immediately as the solution need to pass through the other fold
point in order to get back to the previous stable branch.
the passing through is. Section 1.2 considers two example of R-tipping where the
speed of changing a parameter causes the transition.
1.2 Rate-induced tipping: two model examples
Since the publication of [5], several papers have been published concerning R-tipping.
In order to analyse R-tipping in multi-timescale systems, Perryman and Wieczorek
[57, 56] used singular perturbation techniques, such as folded singularity and canard
trajectories to show the existence of so-called non-obvious thresholds.
Additionally, Ritchie and Sieber [63, 61] tackled the problem of providing early
warning signals for R-tipping for systems that have noise involved. Early warning
15
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signals (EWSs) can be defined as statistical indicators that can be used to predict
the occurrence of tipping by looking at time series data [39, 63]. Although many
studies have tackled the problem of providing EWSs for B-tipping, see for example
[14, 16, 78, 65], EWSs for R-tipping have not been studied to the same depth. Ritchie
and Sieber [63] show that a sudden increase of the autocorrelation and variance for
a time series data can be considered as a warning of approaching R-tipping. Other
work of Ritchie and Sieber [64] has measured the probability of having R-tipping
for the same setting.
A particular context where one can investigate R-tipping is for systems of the
form:
x˙ = f(x,Λ(rt)), (1.3)
where r > 0, x ∈ Rn, Λ : R → R and f : Rn × Rd → Rn are sufficiently smooth
functions. It is useful to define a so-called quasi-static equilibrium (attractor) [80, 5],
QSE (QSA) for short. For any fixed value of r > 0, if there is a set valued function
A : R→ Rn such that A(λ) is an attractor of the system
x˙ = f(x, λ), (1.4)
then A(λ) is called a QSA of (1.3). Note that, A(λ) is typically not stationary for
any r > 0. Although, A(λ) is not an attractor for (1.3), it is useful approximation
of the behaviour of the system. Breaking this approximation can be viewed as
rate-induced bifurcation. We illustrate this now with two examples.
1.2.1 Example 1: R-tipping from equilibrium to equilibrium
Consider the normal form of fold bifurcation with linear forcing as follows:
x˙ = (x+ Λ)2 − µ
Λ˙ = r
(1.5)
16
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Figure 1.3: Phase portraits of (1.5). The two quasi-static equilibria x˜a and x˜s
are indicated as dashed line. the invariant lines A and B are solid black. In (a)
0 < r < µ, (b) r = µ and (c) r > µ. The figure is taken from [5, Figure 3].
This example is analysed by Ashwin et al [5]. For fixed µ > 0 there are two
quasi-static equilibria. These are:
x˜a(µ) = {(x,Λ) ∈ R2 : Λ = −√µ− x}, (1.6)
which is a stable QSE, and
x˜s(µ) = {(x,Λ) ∈ R2 : Λ = √µ− x}, (1.7)
which is unstable. By assuming µ > r > 0 and considering (1.6) and (1.7) we get:
r = Λ˙ = −x˙ = −(x+ Λ)2 + µ,
which defines two invariant lines, one attracting
A(µ, r) = {(x,Λ) ∈ R2 : Λ = −√µ− r − x}
and one repelling
B(µ, r) = {(x,Λ) ∈ R2 : Λ = √µ− r − x}.
17
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Note that initial conditions below B(µ, r) converge to A(µ, r) whilst those above
B(µ, r) rapidly blow-up to infinity. We define the threshold of R-tipping of a trajec-
tory as the value of r at which that trajectory blows-up to infinity. Therefore,
if an initial condition (x0,Λ0), at t = 0, lies between Λ = −x and x˜s(µ), i.e.
−x0 < Λ0 < −x0 + √µ, then R-tipping happens when B(µ, r) crosses the initial
point (x0,Λ0), i.e:
Λ0 =
√
µ− r − x0,
r = µ− (Λ0 + x0)2.
For (x0,Λ0) anywhere else, i.e. Λ ≤ −x0, the tipping take place when A(µ, r) and
B(µ, r) coalesce into one line, which happens when µ = r, we can compute the
critical rate of R-tipping as:
rc =

µ− (Λ0 + x0)2. if − x0 < Λ0 < −x0 +√µ
µ if λ0 ≤ −x0,
Figure 1.3 shows different scenarios for different values of r.
1.2.2 Example 2: R-tipping from equilibrium to periodic
orbit
Consider the following system of ODEs:
z˙ = F (z − Λ(rt)), (1.8)
18
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Figure 1.4: The behaviour of Λ(τ) for system (1.8). It can be seen that Λ(τ) is
asymptotic to 0 and λmax = 8 as τ tends to −∞ and ∞ respectively.
where z = x+ iy ∈ C, Λ(τ) = λmax(tanh(τλmax) + 1)/2 asymptotic to 0 as τ → −∞
and to λmax as τ →∞ and
F (z) = (−1 + iω)z + |z|2z. (1.9)
for ω, r and λmax ∈ R, r, λmax > 0. The forcing term Λ behaves like a logistical
growth, see Figure 1.4. Moreover, for Λ = 0 system (1.8) can be thought of as the
normal form of a subcritical Hopf bifurcation.
This example was analysed first in [5] and later in more detail in [57, Section
4.3.3]. System (1.8) has a stable quasi-static equilibria that is given by Z(Λ) = Λ+0i,
and unstable quasi-static periodic orbit given by Γ(Λ) = {z ∈ C : |z − Λ| < 1}.
For some range of values of r > 0 and any initial condition in the neighbourhood
{z ∈ C : |z| < 1} solutions track Z(Λ) (this is proved for more general setting in
Theorem 4.3.1). However, there is a threshold rc > 0 at which the solutions no
longer tracks Z(Λ). For λmax = 8 and ω = 5 this critical rate is rc ≈ 0.274 [5], see
the simulation in Figure 1.5.
Moreover, Ashwin et al [5] have pointed out that the critical rate is associated
with equilibrium-to-periodic (EtoP) orbit connection for an augmented system. The
19
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Figure 1.5: Simulations of (1.8) show R-tipping. The values of the parameters are,
λmax = 8, ω = 5, (a) r = 0.279, (b) r = 0.3. The black dashed line is the QSE Z(Λ)
and the solid black line is a trajectory with initial condition (0.4, 0.5, 0.0001). The
figure is taken from [5, Figure 5].
Note that: In [5, Figure 5] they stated that the values of r in (a) and (b) are 4.76
and 4.8 respectively. However, this is rather the maximum value of dΛ
dt
which equals
to λ2maxr4 . The associated values of r should in fact be 0.274 and 0.3 respectively.
augmented system can be given as:
z˙ = F (z − Λ)
Λ˙ = rΛ(λmax − Λ).
(1.10)
The desired connection is between the saddle equilibrium Z− = (0, 0) and the saddle
periodic orbit Γ+ = {z ∈ C : |z − λmax| < 1}. Perryman [57, Section 4.3.3] used
Lin’s method to calculate and continue this critical threshold in (r, ω)-plane.
1.3 Nonautonomous stability and R-tipping
Nonautonomous stability theory can be a useful tool for studying rate-dependent
phenomena. Ashwin et al [4] proposed a framework for rate-induced tipping for
system (1.3), with strict assumptions on Λ(rt) that allow (1.3) to be asymptotic
to different autonomous systems forward and backward in time. They call this
particular class of systems parameter shift systems.
Ashwin et al used the notion of pullback attractivity to define R-tipping and
provide the following scenario. Firstly, they proved that any quasi-static stable
20
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equilibrium X(Λ(rt)) for (1.3) is associated with a pullback attracting solution x˜pb.
Secondly, regardless of the parameter shift Λ(rt) the pullback attractor x˜pb remains
close to X(Λ(rt)) for a range of small positive values of r. Finally, if there is a value
rc at which the pullback attractor x˜pb no longer tracks X(Λ(rt)) then this rc called
critical rate of tipping and the system has R-tipping at this value. See Section 3.2
for more detail.
The results of Ashwin et al [4] apply to systems where the attractors are simply
equilibria. One of the aims of this thesis is to generalise these results for a wider
range of attractors.
Li et al [42] argue that passing through fold bifurcation does not necessarily mean
the system has undergone catastrophic tipping. Assume that a system in the form
of (1.3) undergoes dynamic fold bifurcation at t = τˆ . Furthermore, assume that
(1.3) undergoes critical transition at t = τ ∗. Li et al used the concept of pullback
attractor to argue that τ ∗ is always greater than τˆ and there is a time window τ ∗− τˆ
during which the transition is preventable by rapid reversal of Λ(rt). Ritchie et al
[62] have confirmed Li et al’s results by providing an estimation for how rapid should
be the reversal of Λ(rt) in order to prevent tipping.
Rate-induced phenomena can be related to changes in the attracting/repelling
properties of an invariant set. This qualitative change is called finite-time bifurca-
tion for autonomous systems [60]. Hoyer-Leitzel et al [26] have used this idea to
investigate R-tipping. Given a time-dependent trajectory, one can quantify its at-
tractivity along finite time-intervals by considering finite time Lyapunov exponents
(FTLEs). In this case, R-tipping can be associated with switching from positive to
negative FTLEs or vice versa [26].
21
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1.4 Thesis outline
Most studies so far have only considered R-tipping for systems where all attractors
are equilibria. In this thesis, we study rate-induced transitions for more general
attractors. In doing so, we consider parameter shift systems [4].
In Chapter 2, we review results from the nonautonomous theory of dynamical
systems. In particular, we review the notions of nonautonomous invariance and the
limits of set-valued sequences. Additionally, two classes of nonautonomous dynam-
ical systems are reviewed and illustrated with examples: these are asymptotically
autonomous systems and parameter shift systems.
Chapter 3 reviews the concept of local pullback attractor and its role in un-
derstanding rate-induced transitions. The new Proposition 3.1.1 and Example 3.1.2
discuss the relationship between two different definitions of local pullback attractors,
namely [4, Definition 2.3] and [30, Definition 3.48].
Chapter 4 discusses attractivity and asymptotic behaviour of parameter shift
systems. We generalise some results from [4] to compact attractors in general (not
necessarily equilibria). Using these results we propose general definitions of rate-
induced transitions. We identify a number of new phenomena that we call partial
tipping, weak tracking and invisible tipping.
Chapter 5 illustrates some of these phenomena in a model example with a branch
of periodic attractors. Namely, system (5.1) exhibits all of partial tipping, total
tipping, invisible tipping and strong tracking. For this example, we prove that
the thresholds of each of these phenomena can be characterised using heteroclinic
connections from periodic orbit to equilibria (PtoE) or from periodic orbit to periodic
orbit (PtoP). We use Lin’s method to calculate these connections and continue them
in the two-parameter plane.
In Chapter 6 we presented two systems that are shown to exhibit weak tracking.
Whilst system (6.1) is non-generically designed to have non-minimal attractors for
the past and the future limit systems, The future attractor of system (6.5) is non-
22
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minimal invariant set that has no proper sub-attractor (i.e non-minimal invariant
but minimal attractor). One of our key observations for system (6.5) is that it has
a dense set of critical rates at each of which the system exhibits weak tracking. We
use a novel numerical approach based on shooting algorithm and carefully chosen
Poincare´ section to investigate these critical rates.
Further discussions and conclusions are provided in Chapter 7. Materials in
Chapters 4 and 5 has been published in Chaos [1]:
Hassan M. Alkhayuon and Peter Ashwin. Rate-induced tipping from periodic
attractors: Partial tipping and connecting orbits. Chaos: An Interdisciplinary
Journal of Nonlinear Science, 28(3):033608, Mar 2018.
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Chapter 2
Nonautonomous dynamical
systems
In some natural sciences, such as classical physics, it is assumed that the future
state of a system can be predicted based on its present state. In other words,
the changing over time is subjected to deterministic rules. This scientific principle
formulates the base for the autonomous theory of dynamical systems, which is a
useful representation of many real-world phenomena. However, it is limited and
does not apply in some cases. Real-world systems often have external inputs that are
difficult to model mathematically. In order to deal with that, mathematicians have
developed a theory of nonautonomous dynamical systems (NDSs). This assumes
that systems may have time-dependent forcing that can vary at a different time-
scale to that of the state variables.
The autonomous theory of dynamical systems is well established: many tech-
niques have been developed and general properties are understood. For example,
there are many textbooks that discuss autonomous systems, their asymptotic be-
haviour and their bifurcations, such as [2, 22, 37, 55]. On the other hand, that is
not the case with nonautonomous systems where the theory is less devolved and
much need to be understood. Nevertheless, we mention two valuable attempts to
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establish a theory for NDSs, these are [30, 58].
Although time-dependent (nonautonomous) differential equations have been stud-
ied relatively earlier, the abstract formulations of NDS have been introduced in the
1960s by George Sell [75, 74]. Skew product flows formulation views NDSs as ADSs
on the extended phase space. Usually, this setting is used for systems that have
compact parameter space [30]. The other formulation is the two-parameter semi-
group formulation, also called process, which is analogous to the general solutions of
nonautonomous differential equations. Section 2.1 reviews these two formulations
with some examples.
Since the time they have been introduced, attractors have been significantly
important in terms of understanding the long run behaviour of dynamical systems.
Although the first use of the term “attractor” was very early, in the 1950s, Milnor
[50, 51] argued that until the mid of the 1980s there was no agreement on what is the
most useful definition of attractors. Milnor proposes that a closed set A is called an
attractor if: (i) it attracts a subset of the phase space with positive measure %(A),
%(A) is called the realm of attraction; and (ii) it has no closed subset of A′ $ A so
that %(A′) coincides with %(A) up to a set of measure zero. The first condition does
not require the realm of attraction to be connected neighbourhood, whilst the second
condition says that every part of the attractor has a role to play in the attraction.
Nonautonomous attractivity, especially the concept of pullback attractor has
drawn a lot of attention in the last two decades by Kloeden, Cheban, Flandoli,
Schmalfuß and others [31, 11, 10, 20]. Whilst forward attractors give an overview of
the system in the long run (time tends to infinity), pullback attractors summarise
what happens in the phase space at a certain time given that the system started in
the distant past. This property of pullback attractors makes them useful tools for
studying finite time transitions such as tipping points [4].
This chapter reviews basic concepts of nonautonomous systems theory. In Sec-
tions 2.1 and 2.2 we discuss the different formulation of NDSs as well as the limiting
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behaviour and set-valued dynamics. Section 2.3 compares and contrasts two classes
of nonautonomous systems, these are asymptotically autonomous systems and pa-
rameter shift systems. A discussion of nonautonomous attractivity is provided in
Section 2.4.
2.1 Formulations of nonautonomous systems
There are two formulations for defining NDS t the skew product flows and the two-
time parameter processes formulation. Skew product flow represents the nonau-
tonomous dynamical system as autonomous systems over an extended phase space.
It can be viewed as a solution of the following system of differential equations [30]:
y˙ = f(y, λ),
λ˙ = g(λ),
(2.1)
where y ∈ Rn, λ ∈ Rd and the functions f : Rn × Rd → Rn and g : Rd → Rd are
sufficiently smooth. Note that λ˙ = g(λ) is an autonomous system independent of
y which can induce a flow λ(t, λ0) = ϑ(t, λ0), where λ0 is an initial condition and
ϑ : R×Rd → Rd that satisfy ϑ(t+ s, λ0) = ϑ(t, ϑ(s, λ0)). We call ϑ(t, .) the driving
system and Rd the base space.
The solution of y˙ = f(y, λ) can be given as:
y(t, λ0, y0) := φ(t, λ0, y0),
where (λ0, y0) ∈ Rd × Rn is an initial condition (i.e φ(0, λ0, y0) = y0) and φ is
sufficiently smooth function φ : R× Rd × Rn → Rn that satisfies:
(i) Initial condition property. φ(0, λ0, y0) = y0.
(ii) Cocycle property. φ(s+ t, λ0, y0) = φ(s, ϑ(t, λ0), φ(t, λ0, y0)).
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Given that, the skew product flow of (2.1) is defined as pi : R×Rd ×Rn → Rd ×Rn
pi(t, (λ, y)) := (ϑ(t, λ), φ(t, λ, y)).
for all t ∈ R, λ ∈ Rd and y ∈ Rn [30, 58].
Example 2.1.1. Consider the following system of ordinary differential equations:
y˙ = λy,
λ˙ = r.
(2.2)
for some r 6= 0. Assuming that x(0) = x0 and λ(0) = λ0, then (2.2) has an explicit
solution given by:
y(t) = y0etλ(t)
λ(t) = rt+ λ0.
To put this in the aforementioned setting of skew product flow, we have ϑ : R2 → R,
ϑ(t, λ0) := rt+λ0, φ : R2 → R, φ(t, λ0, y0) := y0etθ(t,λ0); and finally the skew product
flow pi : R3 → R2 is defined as
pi(t, (λ, y)) := (ϑ(t, λ0), φ(t, λ0, y0)) = (rt+ λ0, y0et(rt+λ0)).
The skew product formulation can be very useful for studying systems where the
base space is compact [30]. The other formulation of NDSs is the two parameter
processes, which is defined as the following [13].
Definition 2.1.1. A process Φ on Rn is a continuous function Φ : R×R×Rn → Rn
that satisfy the following conditions:
(i) Φ(s, s, x) = x for all s ∈ R and x0 ∈ Rn.
(ii) Φ(t, s, x) = Φ(t, k,Φ(k, s, x)) for all t, s, k ∈ R and x ∈ Rn.
The process formulation is analogous to the general solution of a nonautonomous
ODE, as can be seen in the following example.
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Example 2.1.2. Consider the following equation:
x = −2tx (2.3)
that can be solved by separation of variables to give the following general solution:
x(t) = Φ(t, s, xs) = xse−(t
2−t20).
One can make sure that Φ satisfies the conditions of Definition 2.1.1 as the following:
• For any s, x ∈ R we have Φ(s, s, x) = xe−(s2−s2) = xe0 = x.
• For any t, s, k, x ∈ R we have
Φ(t, s, x) = xe−(t2−s2) = xe−(t2−k2+k2−s2) = xe−(t2−k2)−(k2−s2),
= xe−(k2−s2)e−(t2−k2) = Φ(k, s, x)e−(t2−k2) = Φ(t, k,Φ(k, s, x)).
In the literature, the term solution cocycle is used to refer to the process induced
by a nonautonomous differential equation. From now on, we may use both of these
terms interchangeably. Furthermore, for simplification we use the two parameter
process formulation to discus our results in Chapters 3 and 4 as well as to review
the elements of NDSs theory in the rest of this chapter.
2.2 Nonautonomous invariance and limiting sets
In order to defined invariance, we consider the extended phase space R × Rn for
a given process Φ on Rn. We say M = {Mt}t∈R is a nonautonomous set if Mt is
nonempty subset of Rn for all t ∈ R. Mt is called the t-fiber of M. Moreover, we
say M has a property p, such as compactness, if Mt has p for all t ∈ R.
We now define nonautonomous invariance.
29
CHAPTER 2. NONAUTONOMOUS DYNAMICAL SYSTEMS
Definition 2.2.1. Assume thatM = {Mt}t∈R is a nonautonomous set of a dynam-
ical system Φ we say M is Φ-invariant if it satisfies:
Mt = Φ(t, s,Ms)
for all t, s ∈ R.
For general nonautonomous systems, the forward and backward limits of nonau-
tonomous sets can be at least as complex as an invariant set for an autonomous
system (e.g. it may have a fractional dimension or indeed empty). However, under
some conditions (see Section 2.3) these limits are well defined and quite useful for
understanding the asymptotic behaviour of a system.
We use the upper limit of a sequence of sets [6] to define the limiting behaviour
of a nonautonomous set M. Note that, there is also a lower limit [6, 59], but the
upper limit captures the asymptotic behaviour in a maximal sense.
Definition 2.2.2. Assume thatM = {Mt}t∈R is a nonautonomous set of a nonau-
tonomous dynamical system Φ. We define the upper forward limit M+∞ and the
upper backward limit M−∞ for M as the following.
M+∞ := lim sup
t→∞
Mt =
⋂
τ>0
⋃
t≥τ
Mt,
M−∞ := lim sup
t→−∞
Mt =
⋂
τ>0
⋃
t≤−τ
Mt.
We illustrate these concepts with examples.
Example 2.2.1. Consider Example 2.1.2 and system (2.3). The set M = {Mt}t∈R
where Mt = 0 for any t ∈ R is Φ-invariant set with upper forward and upper
backward limits M+∞ = M−∞ = 0.
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Example 2.2.2. The dynamical system
Φ(t, s, x0) = x0e−(t−s) + (t− s)e−t
is induced by the following nonautonomous differential equation
x˙ = −x+ e−t (2.4)
where x, t, s ∈ R. Fixing x0 = s = 0 the set M = {Φ(t, s, x0)}t∈R = te−t is
Φ-invariant set. Note that M+∞ = 0 whilst M−∞ does not exist in R.
In fact, any solution x(t, s, x0) for a autonomous differential equation x˙ = f(t, x)
where t, s ∈ R and x, x0 ∈ Rn is an invariant set in the sense of Definition 2.2.1.
Note that for equation (2.4), limt→∞Φ(t, s, x0) = 0 for any s, x0 ∈ R. However,
the limit when s → −∞ is ∞. In autonomous systems there is no such confusion,
as the system depends on the elapsed time t − s and not on t or s explicitly. The
difference between these two limits suggest that there are two ways of studying the
asymptotic behaviour of a NDS: forward limit when t→∞, and pullback limit when
s→∞. This is discussed in some detail in Section 2.4.
2.3 Two classes of nonautonomous systems
In this section, we present a class of nonautonomous systems that we use to under-
stand rate-dependent phenomena, namely the parameter shift systems introduced
in [4]. But first, we review more general class of NDSs so-called asymptotically
autonomous systems [58, 74].
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2.3.1 Asymptotically autonomous systems
A nonautonomous differential equation
x˙ = f(t, x), (2.5)
where f : R × Rn → Rn is at least C1 in both arguments, is called past (future)
asymptotically autonomous with limiting equation
x˙ = g(x), (2.6)
where g : Rn → Rn is at least C1 too, if for any x ∈ D the following limits hold
uniformly [58]:
lim
t→−∞ f(t, x) = g(x),
for the past case, and for the future case we have:
lim
t→∞ f(t, x) = g(x).
We give an example of asymptotically autonomous system.
Example 2.3.1. Consider the modified form of equation (2.4) that is given by:
x˙ = −x+ eat. (2.7)
It is past asymptotically autonomous to x˙ = −x if a < 0 and future asymptotically
autonomous to x˙ = −x if a > 0.
Lemma 2.3.2 can be thought of a weaker version of [59, Lemma 5.1(1)], which
states that the general solution of past asymptotically autonomous system behaves
like the flow of its limit system, as time tends to −∞. A similar statement can be
made for future asymptotically autonomous systems.
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Lemma 2.3.2. Assume that Φ : R× R× Rn → Rn is the solution cocycle of (2.5)
and φ : R × Rn → Rn is the flow of (2.6). Then for any K compact and convex
subset of Rn and any  > 0 and any τ > 0 there is τ0 < −τ such that:
‖Φ(s+ t, s, x)− φ(t, x)‖ ≤ ,
for all s < τ0, 0 ≤ t ≤ τ and x ∈ K with φ(t, x) ∈ K.
Proof. The proof follows from [59, Lemma 5.1(1)].
The class of nonautonomous systems is useful for both modeling real-world phe-
nomena and mathematically understanding their transitions. Ashwin et al [4] take
this setting one step further to introduce parameter shift systems.
2.3.2 Parameter shift systems
Recall system (1.3),
x˙ = f(x,Λ(rt))
where x ∈ Rn, t, r ∈ R and f is at least C1 in both arguments. We fix λ− ≤ λ+ and
call the smooth function Λ : R→ R a parameter shift [4] from λ− to λ+ if it varies
between these limiting values, more precisely if it is a function Λ : R → (λ−, λ+)
such that:
(i) Λ(τ) ∈ [λ−, λ+], for all τ ∈ R;
(ii) limτ→±∞ Λ(τ) = λ±;
(iii) limτ→±∞ dΛ/dτ = 0.
Figure 2.1 gives two examples of parameter shifts
The solution cocycle of (1.3) with x(s) = x0 is denoted by the process
Φ(t, s, x0) := x(t).
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Figure 2.1: Two examples of parameter shifts. (a) is a monotonic, (b) nonmonotonic,
shift from −2 to 2. The figure is taken from [4, Figure 1].
Note that Φ depends on r and Λ but we will suppress this dependence in most cases.
There is an associated autonomous system for (1.3), which is given by (1.4), where
λ is constant and denote the solution flow of (1.4) by x(t, x0) := φλ(t, x0). Also,
there are two limiting systems, which are called future (past) limit systems
x˙ = f(x, λ±) (2.8)
with solution flow x(t, x0) := φ±(t, x). It is clear that (1.3) is future and past
asymptotic to (2.8).
Example 2.3.3. Consider the following linear system.
x˙ = Λx (2.9)
where x, t ∈ R and Λ(t) = tanh(t). The future and past limit system of system (2.9)
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are x˙ = −x and x˙ = x respectively. The solution cocycle can be given as:
Φ(t, s, xs) =
xs cosh(t)
cosh(s) .
The flows of the past and future limit systems can be given respectively as
φ−(t, x0) = x0e−t.
and
φ+(t, x0) = x0et.
Similar to the case of (2.4), there are two approaches to define the limiting
behaviour of Φ. Forward limiting behaviour, where t → ∞, and pullback limiting
behaviour, where s → −∞. It is obvious that system (2.9) is divergent in forward
sense but converges to 0 in pullback sense. In such a case we say 0 is a pullback
attractor for the system. Next section discusses nonautonomous attractivity in more
detail.
2.4 Nonautonomous Attractivity
Following the discussion at the end of Section 2.3.2, there are different notions of at-
tractivity for nonautonomous systems, depending on which time parameter is being
fixed. The natural way to extend the classical (autonomous) concept of attractivity
is by fixing the starting time s and considering the behaviour of the solutions when
the actual time t tends to infinity, this is known as forward attractivity. On the
other hand, pullback attractivity gives an overview of the behaviour of the system at
finite actual time t0 ∈ R, when the starting time tends to −∞.
Definition 2.4.1, after [30, Definition 3.3 and 3.4], present these different concepts.
But first, we define Hausdorff semi-distance between two nonempty compact subsets
X and Y of Rn by d(X, Y ) := supx∈X infy∈Y ‖x− y‖, the distance from a point x to
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a set Y is given by d(x, Y ) := d({x}, Y ), and the η-neighbourhood of M is defined
Nη(M) := {x ∈ Rn : d(x,M) < η}.
The Hausdorff distance[30] between two nonempty compact subsets X and Y of Rn
is defined
dH (X, Y ) := max {d (X, Y ) , d (Y,X)} .
Definition 2.4.1. Let Φ be a process. A compact and Φ-invariant nonautonomous
set A is said to be:
(i) a global forward attractor if for any bounded set B ⊂ Rn,
lim
t→∞ d(Φ(t, s, B), At) = 0 for all s ∈ R.
(ii) a global pullback attractor if for any bounded set B ⊂ Rn,
lim
s→−∞ d(Φ(t, s, B), As) = 0 for all t ∈ R.
We illustrate these different concepts of attractivity in the following example.
Example 2.4.1. Consider the following modified version of equation 2.2.
x˙ = 2atx (2.10)
with the solution cocycle Φ(t, s, xs) = xsea(t
2−s2). Now consider the nonautonomous
set A = {At}t∈R with t-fibers At = {0} for all t ∈ R. A is a global pullback attractor
if a > 0 and a forward attractor if a < 0.
Example 2.4.1 shows that the concepts of pullback and forward attractivity are
independent. However, that is not the case in autonomous systems. So far, we
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have discussed and reviewed the attractivity of NDS in a global sense. Neverthe-
less, critical transitions take place in multi-stable systems where the attractors are
local. Chapter 3 reviews the concept of local pullback attractor and its role in
understanding R-tipping.
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Chapter 3
Local pullback attractors and
tipping
Whilst global pullback attractors attract all bounded subsets of the phase space in
pullback sense, local pullback attractors act on a specific neighbourhood in the phase
space. Whether that neighbourhood should be a nonautonomous set that contains
the pullback attractor (time-dependent) or an autonomous open set that contains
the upper backward limit of the pullback attractor, is a matter of disagreement.
Kloeden and Rasmussen [30, Definition 3.48] define local pullback attractor A =
{At}t∈R as Φ-invariant compact nonautonomous set that attracts time-dependent
neighbourhood in pullback sense. Ashwin et al [4, Definition 2.3], on the other
hand, require the neighbourhood to contain the upper backward limit of A and not
necessarily the entire attractor1. For general nonautonomous systems we show that
Kloeden and Rasmussen’s definition is more general than the definition given in
Ashwin et al [4], see Proposition 3.1.1 and Example 3.1.2.
Pullback attracting solutions, has been shown as a useful tool to study rate-
induced tipping from equilibria [4], In particular, it has been shown that for param-
1Definition 2.3 in [4] defines pullback attracting solutions for parameter shift system where the
upper backward limit is the same as the lower one. However, extending the definition for general
pullback attractors requires one to consider the upper backward limits, see Section 3.1 for more
details.
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eter shift systems (1.3) if there is an exponentially stable equilibrium X− for the
past limit system, then there is a pullback attracting solution x˜[Λ,r,X−]t that limits
backward in time to X−, and depends on r and Λ. Moreover, [4] proposed that R-
tipping is associated with changes in the properties of x˜[Λ,r,X−]t . Namely, R-tipping
occurs if there is a positive value of r at which x˜[Λ,r,X−]t limits to a repeller of the
future limit system. A detailed review of these results is given in Section 3.2.
3.1 Properties of local pullback attractors
This section compares two different definitions of local pullback attractors, these are
Kloeden and Rasmussen’s [30, Definition 3.48] and Ashwin et al [4, Definition 2.3].
We define local pullback attractor similar to [30, Definition 3.48].
Definition 3.1.1. Suppose that Φ is a process on Rn. A compact and Φ-invariant
nonautonomous set A is called local pullback attractor if there exists an η > 0 such
that for all t ∈ R
lim
s→−∞ d(Φ(t, s,Nη(As)), At) = 0,
where d is Hausdorff semi-distance and Nη(As) the η-neighbourhood of As.
Definition 3.1.1 requires the pullback attractor to attract a nonautonomous
neighbourhood (time-dependent) {Nη(At)}t∈R in pullback sense. However, if the
upper backward limit of A is bounded, we argue that one can consider an au-
tonomous neighbourhood (time-independent) of the upper backward limit of A,
which is equivalent to [4, Definition 2.3].
Lemma 3.1.1. Suppose that Φ is a process, A is a compact nonautonomous Φ-
invariant set with upper backward limit A−∞. Then A is a pullback attractor if
there is a bounded open set U containing A−∞ that satisfy
lim
s→−∞ d (Φ(t, s, U), At) = 0 (3.1)
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for all t ∈ R.
Proof. Assume that there is a bounded open set U ⊂ Rn that contains A−∞ such
that (3.1) is satisfied for all t ∈ R. We need to prove that A is a pullback attractor.
Note that, as A−∞ is the upper backward limit of A, then for any s0 < 0 there
is an η > 0 such that As ⊂ Nη(A−∞) for all s < s0. Now choose s0 small enough
such that Nη(A−∞) ⊂ U , we have
Φ(t, s,Nη(As)) ⊂ Φ(t, s, U)
for all s < s0, which means:
lim
s→−∞ d(Φ(t, s,Nη(As)),Φ(t, s, U)) = 0.
But we already have that lims→−∞(Φ(t, s, U), At) = 0 from (3.1). Thus, by the
triangle inequality of Hausdorff semi-distance we have:
lim
s→−∞(Φ(t, s,Nη(As)), At) = 0,
and A is pullback attractor according to Definition 3.1.1.
Ashwin et al [4] have pointed out that their definition of local pullback attractor
is different than Definition 3.1.1. However, Proposition 3.1.1 shows that a pullback
attractor with respect to [4, Definition 2.3] is necessarily a pullback attractor with
respect to Definition 3.1.1. Example 3.1.2 shows that the other direction is not true
in general. However, it might be provable with some extra assumptions such as
Φ is induced by an asymptotically autonomous system of ODEs, and the upper
backward limit of A is the same as the lower backward limit.
Example 3.1.2. We give an example of a system that has local pullback attractors
in the sense of definition 3.1.1, but there is no neighbourhood Nη(A−∞) of the upper
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Figure 3.1: The time profile of system 3.2. It shows the uniform attractor A, the
blue solid curve, and the repellers B1,2, the red dashed curves. The two green curves
represent the boundaries of the neighbourhood Nη(At),where 0 ≤ η ≤ 0.09. It can
be seen that Nη(At) lies entirely between B1 and B2 which means it is uniformly
attracted to A, which means that A is a local pullback attractor in the sense of
definition 3.1.1. The gray region is the upper backward limit A−∞ ≈ [−0.8, 0.8]. It
can be seen that it intersects B1,2, i.e any neighbourhood of Nη(A−∞) can not be
attracted to A in pullback sense. The parameter values are α = 1.784, β = 1 and
ω = 0.25.
backward limit A−∞ that satisfy
lim
s→−∞ d (Φ(t, s,Nη(A−∞)), At) = 0.
Consider the following ordinary differential equation:
x˙ = −αx+ x3 − β cos(ωt). (3.2)
For β = 0 and α > 0 the system is autonomous with three equilibria x = 0 which
is stable and x = ±√α which are unstable. The nonautonomous system, however,
has no equilibria. Instead, it has three invariant curves: A which is uniform local
attractor and B1,2 which are uniform repellers. We compute these three curves for
specific parameter values (α = 1.784, β = 1 and ω = 0.25). Figure 3.1 shows that A
locally attracts small neighbourhood Nη(At) for any η ∈ (0, 0.09]. Furthermore, it
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shows that the upper backward limit A−∞, which is in this case given by the interval
[−0.8, 0.8], intersects B1,2. This means, for any η > 0 the neighbourhood Nη(A−∞)
can not be entirely attracted by A in pullback sense.
3.2 Pullback attractors for parameter shift
systems
In this section, we review some results from [4] that are related to pullback attracting
solutions. We extend these results in Chapter 4 to be applicable for a larger class of
attractors. As in [4], we denote the set of all equilibria for the bifurcation diagram
of (1.4) by X = {(X,λ) ∈ Rn+1 : f(X,λ) = 0}. The subset of all linearly stable
equilibria is denoted by Xstab ⊂ X .
The first theorem we introduce is [4, Theorem 2.2 ] that shows for any exponen-
tially stable equilibriaX− of the past limit system (2.8), there is a pullback attracting
solution x˜[Λ,r,X−]pb (t) of the nonautonomous system (1.3). And this pullback attractor
limits to X− backward in time.
Theorem 3.2.1. [4, Theorem 2.2 ] Suppose that (X−, λ−) ∈ Xstab, there is a pull-
back attractor x˜[Λ,r,X−]pb (t) of (1.3) which limits to X− backward in time.
Note that, the pullback attractor x˜[Λ,r,X−]pb (t) is uniquely determined by Λ, r
and X−. A smooth curve X(λ) in Xstab,λ ∈ (λ−, λ+) , is called a stable branch
for (1.4). Moreover, given two equilibria X− and X+ with (X±, λ±) ∈ X , we say
they are Λ-connected if there is a stable branch between X(λ) that limit to them as
λ → λ±. As mentioned in Section 1.2 X(λ) represent the QSA of (1.3), assuming
that (X±, λ±) ∈ Xstab are Λ-connected with the stable branch X(λ). The following
result [4, Lemma 2.3] shows that such a QSA can give a valid approximation of the
pullback attractor x˜[Λ,r,X−]pb (t), for a range of small values of r > 0.
Lemma 3.2.2. [4, Lemma 2.3] Suppose that (X±, λ±) ∈ Xstab are Λ-connected with
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a stable branch X(Λ(τ)). Then for any δ > 0 there exists rc > 0 such that
∥∥∥x˜[Λ,r,X−]pb (t)−X(rt)∥∥∥ < δ,
for all 0 < r < rc. Moreover, limt→∞ x˜[Λ,r,X−]pb (t) = X+ for all sufficiently small r > 0.
In other words, Lemma 3.2.2 shows that for a range of small enough positive
r the pullback attractor x˜[Λ,r,X−]pb (t) tracks the QSA of the system, but that is not
necessarily true for large r. Rate-dependent tipping occurs when such a tracking is
no longer tacking place, as the following definition [4, Definition 3.2] explains.
Definition 3.2.1. [4, Definition 3.2] Let X−(λ) be a stable branch of equilibria
that are linearly stable for all λ ∈ [λ−, λ+], Consider X± = X(λ±) and the pullback
attractor x˜[Λ,r,X−]pb (t) that limits backward in time to X−. We say there is R-tipping
if there exists rc > 0 such that:
lim
t→∞ x˜
[Λ,r,X−]
pb (t)

= X+ for 0 < r < rc
6= X+ for r = rc
Theorem 3.2.1, Lemma 3.2.2 and Definition 3.2.1 provide a scenario for the
occurrence of R-tipping under the setting of parameter shift systems. Example
1.2.1 illustrates similar scenario, although the forcing in (1.5) is not parameter shift.
In the following example we analyse (1.5) with parameter shift forcing.
Example 3.2.3. We consider the normal form of fold bifurcation once again, but
this time with parameter shift forcing:
x˙ = (x+ Λ(rt))2 − µ
Λ˙ = rΛ(λmax − Λ)
(3.3)
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(a) (b)
(c)
Figure 3.2: The different types of behaviour of (3.3) with respect to different values
of the parameter r, (a) the tracking case r < rc (b) the tipping case where r = rc and
(c) shows that the pullback attractor blow up to infinity as r > rc. The parameter
values are µ = 0.5 and λmax = 2.
with x(t),Λ(rt) ∈ R and r > 0. The parameter shift Λ is illustrated in Figure 1.4
for r = 1 and λmax = 8.
The past limit system x˙ = x2 − µ has two equilibria, X− = −√µ is stable, and
Y− =
√
µ is unstable. Whilst the future limit system has X+ = −√µ − λmax as
stable equilibrium and Y+ =
√
µ− λmax as unstable one.
The QSA of the system is given by x˜QSA(t) = −√µ−Λ(rt). Also, there is a quasi-
static repeller for the that given by x˜QSR(t) =
√
µ − Λ(rt). One can approximate
the pullback attractor x˜[Λ,r,X−]pb numerically by solving (3.3) for close enough initial
condition to X−. According to Lemma 3.2.2, x˜[Λ,r,X−]pb (t) tracks x˜QSA(t), for small
enough r > 0.
Perryman [57] has shown that there is a critical rate for this system, which can
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be given by:
rc =
2µλmax
2(λmax − 2√µ) ,
and at this rate there is a heteroclinic connection between X− and Y+. In other
words, the pullback attractor x˜[Λ,rc,X−]pb (t)→ Y+ as t→∞, Which means the systems
undergo R-tipping at r = rc according to definition 3.2.1. Figure 3.2 illustrate the
behaviour of (3.3) for different values of r > 0.
This tracking-tipping scenario is not restricted to systems that have only equilib-
rium attractors. As Chapter 4 shows, it can be generalised to include any compact
exponentially stable attractors. Nevertheless, as the complexity of attractors in-
creases, more interesting rate-dependent phenomena, such as partial tipping and
weak tracking, may occur.
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Chapter 4
Parameter shift systems with
non-equilibrium attractors
Due to the comparability with the associated autonomous systems (1.4), parameter
shift systems (1.3) are very useful for studying critical transitions and tipping points
[4]. This chapter assumes that the attractors of the limit systems are compact and
exponentially stable. In contrast to [4], we do not require our limiting attractors to
be equilibria neither the system to be one dimensional.
We prove in Theorem 4.2.2 that any asymptotically stable attractor for the past
limit system is associated with a pullback attractor for the parameter shift system.
This pullback attractor tracks a branch of exponentially stable attractors for the
associated autonomous systems, for a range of small rate, see Theorem 4.3.1. Rate-
induced transitions take place when this tracking is violated at some critical rate
rc. Definition 4.3.1 defines four different rate-induced phenomena these are: weak
tracking, strong tracking, partial tipping, and total tipping.
The main results of this chapter have been published in Chaos: An Interdisci-
plinary Journal of Nonlinear Science [1, Sections II and III].
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4.1 Bifurcations of the autonomous system
Recall that Φ is the solution cocycle of (1.3), φλ is the flow induced by (1.4) and φ±
are the flows of the future and past limit systems. A compact φλ-invariant subset
M ⊂ Rn is called Lyapunov stable if for all  > 0 there exists a δ > 0 such that
d(φλ(t, y),M) <  for all t > 0 for all y ∈ Nδ(M).
A Lyapunov stable compact invariant set M is called asymptotically stable if
there exists an η > 0 such that:
lim
t→∞ d(φλ(t, y),M) = 0 for all y ∈ Nη(M),
[23, Definition 5.34] defines exponential stability for equilibria in global sense,
and the following definition extends this concept to general compact attractors in
local sense.
Definition 4.1.1. We say a connected compact invariant set M ⊂ Rn is exponen-
tially stable for φλ if there are µ > 0, η > 0 and C ≥ 1 such that
d(φλ(t, x),M) ≤ Ce−µtd(x,M) (4.1)
for all x ∈ Nη(M), t > 0.
Note that this implies that M is asymptotically stable. In Section 3.2 we denote
the set of all equilibria of (1.4) by X , here we extend it to include all compact and
connected invariant sets. The subset of all exponentially stable compact invariant
sets is denoted by Xstab ⊂ X , this includes attracting equilibria and periodic orbits.
Moreover, we call Xstab \ Xstab the set of bifurcation points.
Analogous to [4, definitions 2.1 and 2.2] we define stable path and stable branch
of compact attractors as the following.
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Definition 4.1.2. A continuous set valued function A(λ) ∈ Xstab that limits to
some (A±, λ±) ∈ X is called a stable path.
If the choices µ, η, C in (4.1) can be made uniformly (independent of λ) on a
stable path then we say the path is uniformly stable.
Definition 4.1.3. We say a smooth curve A(λ) is stable branch if A(λ) is uniformly
exponentially stable for all λ ∈ (λ1, λ2), where λ− ≤ λ1 ≤ λ2 ≤ λ+.
The example in Chapter 5 only has branches of attractors of (1.4) that are
periodic orbits but, unless indicated, the remaining results hold for branches of
more general attractors.
4.2 Local pullback attractors and their limiting
behaviour
This section examines the existence of pullback attractors for parameter shift sys-
tems, and how related they are to the attractors of the past limit system. More-
over, we study in this section some properties of forward and backward limits of
Φ-invariant sets.
4.2.1 The invariance of backward/forward limiting sets
The following result shows that for a particular Φ-invariant set A, the backward
limit A−∞ (forward limit A+∞) is invariant for the corresponding limit systems.
Lemma 4.2.1. For a parameter shift from λ− to λ+ and a nonautonomous invariant
set A with fibre At, if A±∞ is bounded then we have
φ±(t, A±∞) = A±∞
for all t ∈ R+.
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Proof. We prove in detail for the past limit case: the future limit proof follows
similarly.
We pick a sufficiently large compact and convex set K that contain A−∞. From
the definition of A−∞, there exists τ1 < 0 such that As ⊂ K for all s < τ1. Moreover,
using Lemma 2.3.2 we have for all τ > 0 and  > 0 there exists τ2 < −τ such that
dH (Φ(s+ t, s, A−∞), φ−(t, A−∞)) < /3
for all s < τ2 and t ∈ [0, τ ]. Define τ0 := min{τ1, τ2}, we have
dH (Φ(s, s− t, As−t), φ−(t, As−t)) < /3
for all s < τ0 and t ∈ [0, τ ]. But A is Φ-invariant, meaning Φ(s, s − t, As−t) = As.
Therefore,
dH (As, φ−(t, As−t)) < /3.
For simplification we define Bu := ∪t<uAt. Note that dH(Bu, A−∞) → 0 as
u → −∞, i.e. for all  > 0 there is u0 < 0 such that dH(Bu, A−∞) < /3 for all
u ≤ u0. Also,
dH (Bτ0 , φ−(t, Bτ0−t)) ≤ dH
(
∪s<τ0As, φ(t,∪s<τ0−tAs)
)
≤ sup
s<τ0
{dH(At, φ−(t, As−t))} < /3.
Note that since φ− is a diffeomorphism then there is a Lipschitz constant C such
that for any fixed t ∈ R and any D ⊂ Rn we have dH (φ−(t,D), φ−(t, A−∞)) ≤
CdH (D,A−∞) . Now choose v0 < 0 such that for all v < v0 we have dH(Bv, A−∞) <
/3C. Therefore,
d(φ−(t, Bv), At,A−∞) ≤ CdH(Bv, A−∞) < C/3C = /3.
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Now choose ν = min{τ0, u0, v0} and use the triangle inequality, we have for any
 > 0
dH (A−∞, φ−(t, A−∞)) ≤ dH (A−∞, Bν) + dH (Bν , φ−(t, Bν−t))
+ dH (φ−(t, Bν−t), φ−(t, A−∞))
< /3 + /3 + /3 = .
4.2.2 The existence of local pullback attractors
The following result generalises Theorem 3.2.1, as it gives a sufficient condition
that there is a local pullback attractor whose backward limit is contained within an
attractor of the past limit system.
Theorem 4.2.2. Suppose that A− is an asymptotically stable attractor for the past
limit system φ−. Then there is local pullback attractor of Φ whose (upper) backward
limit is contained in A−.
We delay the proof of Theorem 4.2.2 to give two lemmas that will be used in the
proof.
Lemma 4.2.3. Assume that A− is an asymptotically stable attractor for the past
limit system φ−. Then there is η˜ > 0 such that for all η ∈ (0, η˜] and all δ > 0 there
exist τ > 0 and τ˜ > 0 such that Φ(t, s,Nη(A−)) ⊂ Nδ(A−), for all t and s such that
s < t− τ˜ and t < −τ .
Proof. Asymptotic stability of A− means that there is a η˜ > 0 such that for any
0 < η < η˜ we have
lim
s→∞ d(φ−(s,Nη(A−)), A−) = 0.
This means that for any δ > 0 there is τ˜ > 0 such that d(φ−(k,Nη(A−)), A−) < δ/2
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for all k > τ˜ . By [59, Lemma 5.1], for any δ > 0 and k > τ˜ there is τ > 0 such that
dH(Φ(u, u− k,Nη(A−)), φ−(k,Nη(A−))) < δ/2
for all u < −τ . The triangle inequality of Hausdorff semi-distance implies
d (Φ(u, u− k,Nη(A−)), A−) ≤ d (Φ(u, u− k,Nη(A−)), φ−(k,Nη(A−)))
+ d (φ−(k,Nη(A−), A−)
< δ/2 + δ/2 = δ.
for all u and k such that u < −τ and u− k < u− τ˜ , which completes the proof.
For η˜ as in Lemma 4.2.3 and η ∈ (0, η˜], we define A[Λ,r,A−] :=
{
A
[Λ,r,A−]
t
}
t∈R
where:
A
[Λ,r,A−]
t :=
⋂
τ>0
⋃
s≤−τ
Φ (t, s,Nη(A−)) (4.2)
for all t ∈ R (recall that Φ is the solution of (1.3) and so depends on r and Λ).
Lemma 4.2.4. Assume that A− is asymptotically stable attractor for the past limit
system φ−. Then the nonautonomous set (4.2) is independent of η for all η ∈ (0, η˜].
Proof. Consider any η and η′ in (0, η˜], assume η′ < η w.l.o.g and define
At =
⋂
τ>0
⋃
s≤−τ
Φ (t, s,Nη(A−)),
A′t =
⋂
τ>0
⋃
s≤−τ
Φ (t, s,Nη′(A−)).
Since Nη′(A−) ⊂ Nη(A−) we have
⋂
τ>0
⋃
s≤−τ
Φ (t, s,Nη′(A−)) ⊂
⋂
τ>0
⋃
s≤−τ
Φ (t, s,Nη(A−))
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which means A′t ⊂ At. We also have to show that At ⊂ A′t. By Lemma 4.2.3 there
exist τ , τ˜ > 0, such that Φ(k, s,Nη(A−)) ⊂ Nη′(A−), for all s < k − τ˜ and k < −τ .
Now, for all t ∈ R
Φ (t, k,Φ (k, s,Nη(A−))) ⊂ Φ (t, k,Nη′(A−)) ,
Φ (t, s,Nη(A−)) ⊂ Φ (t, k,Nη′(A−)) ,⋂
τ>0
⋃
s<−τ−τ˜
Φ (t, s,Nη(A−)) ⊂
⋂
τ>0
⋃
k<−τ
Φ (t, k,Nη′(A−)),
At ⊂ A′t.
Therefore At = A′t for all t ∈ R and so A[Λ,r,A−] is independent of choice of η ∈
(0, η˜].
Proof. (For Theorem 4.2.2)
To show that A[Λ,r,A−]−∞ ⊂ A−, choose η˜ as in Lemma 4.2.3, and pick any η ∈ (0, η˜].
By Lemma 4.2.4, the upper backward limit of A[Λ,r,A−] can be uniquely defined as:
A
[Λ,r,A−]
−∞ =
⋂
τ>0
⋃
t≤−τ
A
[Λ,r,A−]
t =
⋂
τ>0
⋃
t≤−τ
s<t
Φ (t, s,Nη(A−)).
By Lemma 4.2.3, for all δ > 0 there exists τ, τ˜ > 0 such that
⋃
t≤−τ
s<t−τ˜
Φ(t, s,Nη(A−)) ⊂ Nδ(A−)
which gives
A
[Λ,r,A−]
−∞ =
⋂
τ>0
⋃
t≤−τ
s<t
A
[Λ,r,A−]
t ⊂ Nδ(A−).
Recall this holds for all δ > 0, which in turn implies that A[Λ,r,A−]−∞ ⊂ A− = A−.
To show that (4.2) is a pullback attractor, we need to show it is compact, invari-
ant and attracts a neighbourhood. For all t ∈ R, A[Λ,r,A−]t is intersection of closed
sets, which implies that it is closed. To show that it is compact, we just need to
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show it is bounded. By using Lemma 4.2.3 again, Φ(s2, s1,Nη(A−)) ⊂ Nη(A−) for
all s1 < s2 − τ˜ < −τ , by the cocycle property of Φ we get:
⋃
s<−τ
Φ(t, s,Nη(A−)) ⊂ Φ(t,−τ,Nη(A−)).
Now since Φ(t, s, .) is a diffeomorphism for all t, s ∈ R, Φ(t,−τ,Nη(A−)) is bounded,
and so ⋃s<−τ Φ(t, s,Nη(A−)) is bounded. Hence, A[Λ,r,A−]t = ⋂τ>0 ⋃s<−τ Φ(t, s,Nη(A−))
is bounded. Therefore, A[Λ,r,A−]t is compact for all t ∈ R.
To prove A[Λ,r,A−] is invariant note that
Φ(t, s, A[Λ,r,A−]s ) = Φ
t, s, ⋂
τ>0
⋃
k<−τ
Φ(s, k,Nη(A−))

=
⋂
τ>0
⋃
k<−τ
Φ (t, s,Φ(s, k,Nη(A−)))
=
⋂
τ>0
⋃
k<−τ
Φ (t, k,Nη(A−))
= A[Λ,r,A−]t
for all t > s (we use the property that Φ(t, s, ·) is a diffeomorphism for all t, s).
To show that A[Λ,r,A−] attracts an open set U in pullback sense, let U = Nη(A−),
t ∈ R with η as before, and define
Bτ,t :=
⋃
k<−τ
Φ(t, k, U).
Note thatA[Λ,r,A−]t =
⋂
τ>0Bτ,t andBs,t ⊂ Bτ,t for any τ < s. Moreover, d(Bτ,t, A[Λ,r,A−]t )→
0 as τ →∞. Using Lemma 4.2.3 we have that
Φ(t, s, U) ⊂ Bτ,t
for all sufficiently negative s (depending on t and τ). Hence for such s
d(Φ(t, s, U), Bτ,t) = 0
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Hence
lim
s→−∞ d(Φ(t, s, U), At) = 0
and thus A[Λ,r,A−] is a pullback attractor.
By Lemma 4.2.1, A[Λ,r,A−]−∞ is invariant for the past limit system, if A− is minimal
invariant set (for example, if it is an equilibrium or periodic orbit) then A[Λ,r,A−]−∞ =
A−. We believe that A[Λ,r,A−]−∞ = A− in more general cases but are not clear whether
additional hypotheses are needed to prove this. We also note that the proof of
Theorem 4.2.2 can be obtained by adapting [58, Theorem 2.35 and Corollary 2.36]
to this setting.
Theorem 4.2.2 highlights that the backward limit of a pullback attractor for the
parameter shift system (1.3) is related to an attractor of the past limit system.
Whether the forward limit of the pullback attractors is related to an attractor of the
future limit system is a more subtle question that relates directly to rate-dependent
transitions.
4.3 Pullback attractors and rate-dependent
phenomena
Based on Theorem 4.2.2, we consider the the upper forward limit of the pullback
attractor (4.2) and define the following:
Definition 4.3.1. Suppose that (A(λ), λ) ⊂ Xstab is a branch of attractors that are
exponentially stable for λ ∈ [λ−, λ+]. Define A± := A(λ±) and consider the pullback
attractor A[r,Λ,A−] with past limit A− = A(λ−).
(i) We say there is (end-point) tracking for system (1.3) from A− for some Λ and
r > 0 if A[Λ,r,A−]+∞ ⊆ A+.
(a) We say there is weak tracking if A[Λ,r,A−]+∞ ( A+.
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(b) We say there is strong tracking if A[Λ,r,A−]+∞ = A+.
(ii) We say there is R-tipping for system (1.3) from A− for some Λ and r > 0 if
A
[Λ,r,A−]
+∞ 6⊂ A+.
(a) We say there is partial tipping if
(A+)C ∩ A[Λ,r,A−]+∞ 6= ∅, and A+ ∩ A[Λ,r,A−]+∞ 6= ∅.
(b) We say there is total tipping if
A+ ∩ A[Λ,r,A−]+∞ = ∅.
(iii) For given A− and Λ there will be partition of the positive half axis into disjoint
subsets: Rtrack where there is tracking, RP where there is partial tipping and
RT where there is total tipping. i.e. R+ = Rtrack ∪RP ∪RT and Rtrack ∩RP =
Rtrack ∩ RT = RP ∩ RT = ∅.
We define the critical rates or thresholds for rate-induced transitions as the
boundaries of these subsets.
(iv) Assume that there is an r0 ∈ RP and some rmin and rmax, such that [rmin, r0)∪
(r0, rmax] ⊂ Rtrack. In this case we say the system has invisible tipping at r0.
By analogy with Lemma 3.2.2 we expect for sufficiently small r > 0 that the
pullback attractor will track (i.e. remain close to) the branch A(λ). This is expressed
more precisely in the following result.
Theorem 4.3.1. Suppose that (A(λ), λ) ⊂ Xstab is a branch of attractors that
is uniformly stable for λ ∈ [λ−, λ+] and suppose Λ is a parameter shift. Define
A± = A(λ±) and the pullback attractor A[Λ,r,A−] with fibres A[Λ,r,A−]t as in (4.2).
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Then for all  > 0 there exists a δ > 0 such that:
d
(
A
[Λ,r,A−]
t , A(Λ(rt)
)
< 
for all 0 < r < δ and t ∈ R. Moreover, there is a δ > 0 such that there is tracking
for all 0 < r < δ.
Proof. Since A(λ) is uniformly stable for all λ ∈ [λ−, λ+] then there exist µ > 0,
η > 0 and C ≥ 1 (which we fix from here on in the proof) such that
d (φλ(t, x), A(λ)) < Ce−µtd (x,A(λ)) (4.3)
for all x ∈ Nη (A(λ)) and t > 0.
Pick any 0 <  < η, consider any t ∈ R and λ = Λ(rt). By (4.3) d (φλ (s, x) , A(λ)) <
e−µs/3, for all x ∈ N/C (A(Λ(rt))) and s > 0. In particular, we can pick s > 0
independent of t such that e−µs = 1/C and so
φλ
(
s,N/C (A(λ))
)
⊂ N/(3C) (A(λ)) .
By the continuity of Φ, for all s > 0 and t ∈ R there exits δ1 > 0 such that for
all 0 < r < δ1 and x ∈ N(A(λ))
‖φλ(s, x)− Φ(t+ s, t, x)‖ < /(3C).
Again by the continuity of A(λ) there exist δ2 > 0 such that for all t ∈ R and
0 < r < δ2
dH (A(Λ(r(t+ s))), A(λ)) < /(3C).
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Now set δ = min {δ1, δ2}, then for all x ∈ N/C (A(λ)), t ∈ R and 0 < r < δ,
d (Φ (t+ s, t, x) , A (Λ (r(t+ s)))) < d (Φ(t+ s, t, x), φλ(s, x)) + d (φλ(s, x), A(λ))
+ d (A(λ), A(Λ(r(t+ s)))
≤ ‖φλ(s, x)− Φ(t+ s, t, x)‖+ d (φλ(s, x), A(λ))
+ dH (A (Λ(r(t+ s))) , A(λ))
< /(3C) + /(3C) + /(3C) = /C
which follows from the triangle inequality for Hausdorff semi-distance, d(u, v) =
‖u − v‖ for all u, v ∈ Rn and d (A,B) ≤ dH (A,B) for all A, B compact subsets of
Rn. This means that for all 0 < r < δ and t ∈ R there is an s > 0 such that
Φ(t+ s, t,N/C(A(Λ(rt))) ⊂ N/C(A(Λ(r(t+ s))).
By Theorem 4.2.2, A[Λ,r,A−]−∞ ⊂ A− which means for all  > 0 there is a τ > 0 such
that d(A[Λ,r,A−]t , A(Λ(rt))) < /C for all t < −τ . Therefore, for all 0 <  < η there
exists a δ > 0 such that for all 0 < r < δ and t ∈ R we have
d
(
A
[Λ,r,A−]
t , A(Λ(rt))
)
< /3C.
To prove the second part of the theorem, we define
Cτ =
⋃
s>τ
A
[Λ,r,A−]
s .
Note that Cu ⊂ Cτ for any u > τ and A[Λ,r,A−]+∞ = ⋂τ>0Cτ . Moreover we have
dH(Cτ , A[Λ,r,A−]+∞ )→ 0 as τ →∞.
From before, for any  > 0 and t ∈ R there is δ > 0 such that
d(A[Λ,r,A−]t , A(Λ(rt))) < /2C
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for all 0 < r < δ.
Now from the fact that dH(A(Λ(rt)), A+)→ 0 as t→∞ and the definition of Cτ ,
we have d(Cτ , A+) → 0 as τ → ∞. Hence, by the triangle inequality of Hausdorff
semi-distance
d(A[Λ,r,A−]+∞ , A+) = 0.
This finishes the proof.
Although Theorem 4.3.1 means that a pullback attractor will track a branch
of “sufficiently stable” attractors for the associated autonomous system for small
enough rates, there is no guarantee this holds for larger rates. R-tipping occurs
precisely when tracking fails to occur.
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60
Chapter 5
A model example with partial and
total tipping
This chapter illustrates two of the phenomena that are stated in Definition 4.3.1
with one model example. Our example (5.3) has a branch or periodic attractors and
exhibits partial and total tipping in addition to strong tracking.
Because of the minimality of the periodic attractor, system (5.3) can not ex-
hibit weak tracking. This particular phenomenon may occur in systems where the
attractors of the future limit systems are not minimal, see Chapter 6.
In Section 5.2 we argue that one can relate the pullback attractor to an invariant
manifold, therefore the critical rate of partial or total tipping can be viewed as a
tangency of this manifold with other manifolds. In other words, the critical rates of
total, partial tipping are associated with codimension-one heteroclinic connections
between two saddle objects for an augmented system.
In Section 5.3, we use Lin’s approach to investigate these connections. Similar
to [3], we have been able to define numerical bifurcation function ξ, where the
heteroclinic connections are given by the zeros of ξ. By continuing these connections
in two parameter plane, we identify the thresholds of partial and total tipping as
well as regions of qualitatively different behaviour.
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The main results of this chapter have been published in Chaos: An Interdisci-
plinary Journal of Nonlinear Science [1, Sections IV].
5.1 Bautin normal form with parameter shift
Consider the following (nonautonomous) system:
z˙ = F (z − Λ(rt)) (5.1)
where z = x+iy ∈ C, the parameter shift Λ(τ) = λmax (tanh(τλmax/2) + 1) /2 limits
to 0 in the past and λmax in the future, see Figure 1.4, and F (z) is defined by
F (z) = (a+ iω)z − b|z|2z + |z|4z (5.2)
for a, b, ω, r and λmax ∈ R, r, λmax > 0: we set b = 1 in what follows. Note that
z˙ = F (z) can be thought of a normal form for a Bautin bifurcation, where a Hopf
bifurcation changes criticality at b = 0. One can view (5.1) autonomously as:
z˙ = F (z − Λ)
Λ˙ = rΛ(λmax − Λ).
(5.3)
For r = 0 and any fixed Λ there are bifurcation points at a = 0 and a =
0.25, that are Hopf and fold of periodic orbits respectively. For 0 < a < 0.25
the system has an unstable equilibrium point Z(λ) := λ + 0i, as well as both
stable and unstable periodic orbit. We denote the radius of the unstable peri-
odic orbit by Ru :=
√
(1 +
√
1− 4a)/2 and the radius of the stable periodic or-
bit by Rs :=
√
(1−√1− 4a)/2. Note that the stable periodic orbit is Γs(λ) :=
{z ∈ C : ‖z − λ‖2 = R2s} and the unstable periodic orbit is Γu(λ) := {z ∈ C : ‖z − λ‖2 = R2u}.
For a solution of (5.3) and r > 0 there are two stationary values of Λ: λ− = 0 and
λ+ = λmax. Hence in general, there are six invariant sets associated with those two
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Table 5.1: The equilibria and periodic orbits of system (5.3). nc,u,s denote to the
dimensions number of the stable, unstable and the center manifolds.
The Invariant set nc nu ns Set type
Z− = {(0, 0)} 0 3 0 unstable equilibrium
Γu− = {z ∈ C : ‖z‖ = Ru} 1 2 0 unstable periodic orbit
Γs− = {z ∈ C : ‖z‖ = Rs} 1 1 1 saddle periodic orbit
Z+ = {(0, λmax)} 0 2 1 saddle equilibrium
Γu+ = {z ∈ C : ‖z − λmax‖ = Ru} 1 1 1 saddle periodic orbit
Γs+ = {z ∈ C : ‖z − λmax‖ = Rs} 1 0 2 stable periodic
limiting values, and we denote them by Z−,Γs− and Γu− associated with Λ = λ− = 0
and Z+,Γs+ and Γu+ associated with Λ = λ+ = λmax. Table 5.1 summarises the
stability of those six invariant sets.
Theorem 4.3.1 implies that the upper forward limit of the pullback attractor
A[Λ,r,Γu−] is the attracting periodic orbit Γs+ of the future limit systems, for all small
enough r. However, there can be up to three critical rates of r for all fixed values
of the parameters a, ω, λmax that can give partial, total and even invisible tipping.
5.2 Pullback attractors, tipping, and invariant
manifolds
Writing W u(X) to denote the unstable and W s(X) the stable manifold the hyper-
bolic invariant set X, note that W s(Γu+) forms the basin boundary of Γs+, and the
branch of stable periodic orbits is uniformly stable.
The various cases of tracking and tipping can be understood in terms of the
unstable manifolds of these invariant sets[7]. More precisely, the pullback attractor
of (5.1) consists of sections of W u(Γs−) for (5.3). We can classify the tracking/tipping
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as follows:
• If Γs+ ⊂ W u(Γs−) then there is end point tracking of the branch of periodic
solutions Γs(Λ(rt)).
• If [Γs+]c ∩W u(Γs−) 6= ∅ then there is tipping: if in addition Γs+ ∩W u(Γs−) = ∅
then there is total tipping for this r, otherwise it is partial tipping.
• Hence, if r is a threshold between tracking and partial tipping or between
partial and total tipping then
W u(Γs−) ∩W s(Γu+) 6= ∅
with a unique trajectory that has non-transverse intersection: more precisely
this means that at a typical point p ∈ W u(Γs−) ∩W s(Γu+) we have
dim
(
TpW
u(Γs−) ∩ TpW s(Γu+)
)
= 2. (5.4)
• If r such that
W u(Γs−) ∩W s(Z+) 6= ∅
then this is generically an isolated point in r, and hence a invisible tipping.
Figure 5.2 illustrates some examples of numerical approximations showing tra-
jectories and the relation between the stable manifold of the unstable equilibrium
and unstable periodic orbit and the pullback attractors.
5.3 R-tipping as a heteroclinic bifurcation
As outlined in Section 5.2, it is possible to find thresholds of rate-induced tipping by
considering certain periodic orbit to periodic orbit orbit (PtoP) and periodic orbit to
equilibrium (PtoE) heteroclinic connections, analogous to [57, Proposition 4.1]. An
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Figure 5.1: Numerical approximations of the pullback attractor A[Λ,r,Γs−] ( for system
(5.3) ) for a = 0.1, r = 0.1, b = 1, λmax = 8 and ω = 3. The graph of the pullback
attractor (inner dark tube) over Λ is W u(Γs−). In this case r is chosen small enough
that there is tracking of the periodic attractor according to Theorem 4.3.1. The
outer grey tube shows W s(Γu+) whilst the inner black line is W s(X+). The red
circles indicate Γu±, the green circles indicate Γs± and the red points indicate Z±.
efficient way of doing this is Lin’s method [25, 52] that involves solving three point
boundary value problems with suitable boundary conditions that give the desired
connection: see for example [33, 34, 29] for details.
On the other hand, the pullback attractor A[Λ,r,Γs−] can be approximated using
a direct shooting method (see Figures 5.1 and 5.2). By determining the fate of
the upper forward limit of A[Λ,r,Γs−], one can characterise different regions of track-
ing/tipping behaviour in (a, r)-parameter plane. Figure 5.4 shows that the results
form both methods match quite well.
5.3.1 PtoP and PtoE connections by using Lin’s method
Zhang et al [29] give a systematic method to find a PtoP connection where the
intersection between the tangent space of the unstable and the stable manifold is
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(a) (b)
(c) (d)
Figure 5.2: Numerical approximations of the pullback attractor as in Figure 5.1 but
for different examples of tipping. (a) r = 0.13321 at the threshold of partial tipping:
there is a single connection (yellow) in W u(Γs−) ∩W s(Γu+) with non-transverse in-
tersection. (b) r = 0.15 in the region of partial tipping: some of the trajectories in
blue on the pullback attractor track while others escape. (c) r = 0.198422, showing
existence of a PtoE connection (black). (d) r = 0.201226 showing total tipping.
one dimensional. However, for our critical rates even though the PtoP connection
is one-dimensional, the intersection of the tangent spaces is of dimension two and
solving [29, equations (6) - (11)] give criteria for codimension-zero connections. To
find the critical rates of transition to partial and to total tipping we solve the adjoint
variational equation (AVE) along the connection to allow us to test (5.4). Moreover,
we replace [29, conditions (8) and (9)] by projection conditions (see for example
(5.10)) in order to reduce the number of parameters in our BVP.
We fix b = 1, ω = 3 and λmax = 8, and denote the system (5.3) by:
w˙ = G(w;µ) (5.5)
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where w(t) = (x(t), y(t),Λ(t)) ∈ R3, z(t) = x(t) + iy(t), µ = (a, r) ∈ R2 and
G : R5 → R3 is the vector field of the system. The adjoint variational equation of a
solution w(t) of (5.5) at the parameter value µ0 is given by [25]:
u˙ = −Gu(w, µ0)tru (5.6)
with solution u(t), where Gu(w, µ0) is the Jacobian matrix of the function G(., µ0)
over w and Atr is the transpose of the matrix A. Let us assume that T > 0 is
a (sufficiently large) integration time, g1(ϑ) ∈ Γs−, g2(ϕ) ∈ Γu+, γ±s,c,u give the sta-
ble/center/unstable eigendirections of Γs−, Γu− respectively for 0 < ϑ, ϕ < 2pi, and
v1,2u are the unstable eigenvectors of Z+.
We consider some Lin problems for our system where there are connections
between the saddle objects Γs− and Γu+ and Z+. We are looking for connections
between Γs− in the past and Γu+, Z+ on the future. The unstable and stable manifold,
W u(Γs−) and W s(Γu+), W s(Z+) are of dimensions 2, 2 and 1 respectively. Assuming
there exist a connection Q then for all point q ∈ Q we have the following:
dim
(
TqW
u(Γs−)
⋂
TqW
s(Γu+)
)
= 2,
dim
(
TqW
u(Γs−)
⋂
TqW
s(Z+)
)
= 1.
We set the Lin section Σ, which is two dimensional linear space, half way between
the asymptotic values of Λ:
Σ =
{
w ∈ R3 :
〈
w − (0, 0, λmax/2), (0, 0, 1)
〉
= 0
}
.
The connection orbit Q intersects Σ transversely. i.e. Q = Q−⋃Q+ where:
Q− = {w−(t) : t ≤ 0} ⊂ W u(Γs−) where w−(1) ∈ Σ,
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Q+ = {w+(t) : t ≥ 0} ⊂ W s(Γu−) where w+(0) ∈ Σ.
Now we define the “Lin gap” η := w−(1) − w+(0) ∈ Σ. Lin’s method require
that η lies in a fixed d ≤ dim(Σ)− 1 dimensional linear space L, which satisfies the
following condition,[34]
dim(W− ⊕W+ ⊕ L) = dim(Σ) (5.7)
where W− = Tw−(0)W u(Γs−)
⋂
Tw−(0)Σ and W+ = Tw+(0)W s(Γu+)
⋂
Tw+(0)Σ. The
choice of L could be done by considering the adjoint variational equation along the
solution Q [29], however the Lin space can be chosen arbitrarily as long as (5.7) is
satisfied. The definitions of Q− and Q+ as well as condition (5.7) are formulated to
investigate the PtoP connection between Γs− and Γu+. However, it still applicable to
the PtoE connection between Γs− and Z+ with changing Γu+ to Z+ in each of them.
Note we also need approximations of the eigendirections for the periodic orbits:
given a periodic solution Γ = {g(t) : 0 < t < TΓ} of the system (5.5) with period TΓ,
the eigendirections γs,c,u and Floquet multiplies βs,c,u are obtained as solutions of
γ˙s,c,u = TΓ Gu(g(s);µ)γs,c,u,
γs,c,u(1) = βs,c,u γs,c,u(0), 1 =
〈
γs,c,u(0), γs,c,u(0)
〉
.
(5.8)
for 0 < s < 1.
We can write the BVPs of the relevant connections as the following:
We locate and continue a PtoE connection W u(Γs−)∩W s(X+) 6= ∅ (corresponding
to invisible tipping) by choosing a section Λ = λmax/2 and a Lin basis vector ` and
solving
w˙−(s) = TG(w−(s);µ), w˙+(s) = TG(w+(s);µ), (5.9)
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(a) (b)
Figure 5.3: Illustration of Lin’s method for PtoP connection for (5.3). (a) shows that
Lin’s gap is grater than zero along L, for some values of the paramter r 6= rc. Wilest,
(b) shows that the PtoP connection for r = rc which is qiven by Q = Q− ∪Q+.
on 0 < s < 1 with T > 0 sufficiently large and boundary conditions
0 =
〈
w−(0)− g1(ϑ), γ−s (ϑ)
〉
, 0 =
〈
w−(0)− g1(ϑ), γ−c (ϑ)
〉
,
0 =
〈
w+(1)− Z+, v1u
〉
, 0 =
〈
w+(1)− Z+, v2u
〉
,
0 =
〈
w−(1)− (0, 0, λmax/2), (0, 0, 1)
〉
, ξ` = w+(0)− w−(1).
(5.10)
We locate a codimension zero PtoP connection in W u(Γs−)∩W s(Γu+) by similarly
choosing a section Λ = λmax/2 and solving
w˙−(s) = TG(w−(s);µ) w˙+(s) = TG(w+(s);µ), (5.11)
on 0 < s < 1 for some sufficiently large T > 0 with boundary conditions
0 =
〈
w−(0)− g1(ϑ), γ−s (ϑ)
〉
, 0 =
〈
w−(0)− g1(ϑ), γ−c (ϑ)
〉
,
0 =
〈
w−(1)− g2(ϕ), γ+u (ϕ)
〉
, 0 =
〈
w−(1)− g2(ϕ), γ+c (ϕ)
〉
,
0 =
〈
w−(1)− (0, 0, λmax/2), (0, 0, 1)
〉
, ξ` = w+(0)− w−(1).
(5.12)
This can be extended to find the codimension one PtoP connection (corresponding to
a boundary between partial tipping and either tracking or total tipping) by solving
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(5.11,5.12) and in addition the adjoint variational equation
u˙−(s) = −TGu(w−(s), µ)tru−(s) u˙+(s) = −TGu(w+(s), µ)tru+(s) (5.13)
with boundary conditions
0 =
〈
u−(0), γ−u (ϑ)
〉
, 0 =
〈
u−(0), γ−c (ϑ)
〉
,
0 =
〈
u+(1), γ+s (ϕ)
〉
, 0 =
〈
u+(1), γ+c (ϕ)
〉
,
0 = u−(1)− u+(0), 1 =
〈
u−(1), (1, 0, 0)
〉
.
(5.14)
We implement this method as follows:
• Solving (5.8) numerically by using the MATLAB solver bvp5c gives the eigendi-
rections for Γs− and Γu+ which can be used to formulate the projection condi-
tions in (5.10, 5.12, 5.14).
• We formulate the solution of (5.9, 5.11) as MATLAB function that return
ξ(r, a) using the MATLAB solver bvp5c. We use (0, 1, 0) as a basis for the Lin
space L.
• We consider ξ : R2 → R as smooth real valued function that by finding its zero
one can find the desired connections. We do this by using Newton-Raphson
iteration with tolerance 10−5 and defining the derivative of ξ by finite difference
with step size 10−4.
• Continuing the zero set of ξ(r, a) in the (a, r)-plane by pseudo-arclength con-
tinuation gives the curves in Figures 5.4b and 5.4c.
Solving the system (5.11,5.12,5.13,5.14) allows one to determine and continue
the codimension-one PtoP connections that give the thresholds of partial and total
tipping. As initial solution we solve the codimension-zero problem (5.11,5.12) and
continuing it along r to arrive at a fold where the codimension-one connection ex-
ists. Figure 5.4 illustrates (a, r)-parameter plan for (5.3) in the case b = 1, ω = 3
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(a)
0 0.05 0.1 0.15 0.2
0.1
0.15
0.2
0.25
(b) (c)
Figure 5.4: The two parameter plane of system (5.3) showing regions of different
tracking/tipping behaviour (a) is calculated by directly approximating a collection
of initial conditions on the pullback attractor and determining their fate under the
dynamics of the system and shows six regions where the system has qualitatively
different behaviour (see Figure 5.5). The curves in (b) are calculated using Lin’s
method and show the locations of these transitions: r1,2 are the thresholds of par-
tial and total tipping respectively and r0 gives PtoE connection causing a invisible
tipping for 0 < a < 0.0157. In (c) they are superimposed.
and λmax = 8 calculated by Lin’s method and compares it with a direct shooting
algorithm described in Subsection 5.3.2. Figure 5.5 shows the behaviour of (5.3) in
each different region of the parameter plan by looking at a section of the manifolds
W u(Γs−), W s(Γu+) and W s(Z+).
5.3.2 Tracking regions by using shooting method
The tracking/tipping regions of (5.3) shown in Figure 5.4a and 5.4c are found using
a direct shooting method. The shooting method is a numerical method of solving
boundary value problems by reducing them to initial value problems [46]. For the
tracking/tipping regions of system (5.3) we can describe our shooting method as
follows:
• We start with M evenly spaced initial conditions near the periodic orbit Γs−
and integrate (5.3) forward in time using ode45 MATLAB solver. We vary M
depending on the value of r. As r increases it become difficult to determine
partial tipping. Therefore, we increase M gradually from 200 when r ≈ 0.06
to 20000 when r ≥ 0.24 to compute the partial tipping region in Figure 5.4a
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Figure 5.5: A section (fixed Λ ≈ 1.257) of the manifolds W u(Γs−) (in blue). W s(Γu+)
(in red) and W s(Z+) (in black) showing the topological behaviours of their stable
intersections for regions I-VI shown in Figure 5.4a. The values of the parameters
are (a) a = 0.1, r = 0.1 region I, (b) a = 0.005,r = 0.157 region II, (c) a = 0.1,
r = 0.15 region III, (d) a = 0.04, r = 0.18 region IV, (e) a = 0.2, r = 0.15 region V
and finally (f) a = 0.1, r = 0.21 region VI.
effectively.
• Considering a large T > 0, we require s ≤ Λ(t) ≤ (λmax−s) for t ∈ [−T, T ] for
some small real number s. In our computations we set s = 0.01 which effec-
tively determines T : for the parameter shift Λ(τ) = λmax2
(
tanh
(
τλmax
2
)
+ 1
)
,
the integration time T can be given as T = ln
(
λmax−s
s
)
/(rλmax) (note however
that this will be inadequate near the bifurcations a = 0 and 0.25, as noted in
the text).
• We determine which of the M trajectories approach Γu+ by measuring the
distance between the end point of each trajectory and the equilibrium point
Z+.
• The stable manifold of Z+, W s(Z+), can be computed as initial value problem
72
CHAPTER 5. A MODEL EXAMPLE WITH PARTIAL AND TOTAL TIPPING
of the time reversed system (5.3) with initial condition (λmax, 0, λmax − s).
• The regions of tracking, partial tipping, and total tipping, and whetherW s(Z+)
limits to Z− or Γu− in the past, are used to characterize six different regions
where the behaviour of the system is qualitatively different. These regions
are shown in Figure 5.4a and the behaviour of the system at each of them is
illustrated in Figure 5.5.
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Chapter 6
Weak tracking of pullback
attractors
Recall that Definition 4.3.1(i) says the pullback attractor A[Λ,r,A−] shows weak (end-
point) tracking if its upper forward limit A[Λ,r,A−]+∞ included as a proper subset of A+,
which is the attractor of the future limit system that is Λ-connected to A−. In fact,
this type of behaviour requires a sense of non-minimality for the attractor A+ of the
future limit system.
For autonomous dynamical systems, an invariant set M is called a minimal
invariant set if it has no proper invariant subset [38]. Analogously, an attractor A
is called a minimal attractor if it has no proper sub-attractors [50]. To exhibit weak
tracking, the attractor of the future limit system does not need to be a non-minimal
attractor, it is sufficient to be non-minimal invariant set, as we show in Section 6.2.
Note that A[Λ,r,A−]+∞ does not need to be an attractor in general, but Lemma 4.2.1
shows that it has to be an invariant set for the future limit system.
Even minimal chaotic attractors provide a rich source of attractors that are
non-minimal invariant. Most chaotic attractors, such as Ro¨ssler attractor, have
embedded unstable periodic orbits [41]. Although chaotic attractors for parameter
shift systems have so far not received much attention in the literature, there is a
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number of studies who have considered systems with a time-dependent parameter
that pass through chaotic regions. Kasza´s et al [27] have studied the equation of the
forced pendulum with time-dependent amplitude of forcing. Although, they have
shown that there is an analogy between the behavior of the pullback attractor of
the nonautonomous system and the bifurcation diagram of the “frozen-in system”,
the structure of the fibres of the pullback attractor may be very complex even for
parameter values where is no stable chaos. In another paper, Kasza´s et al [28] have
explored the time-dependent topology for the same system, showing that it can be
described by pullback saddles and their unstable foliations.
Weak tracking of non-minimal invariant set may associate with some isolated
critical values of r > 0, at which the upper forward limit A[Λ,r,A−]+∞ of the pullback
attractor A[Λ,r,A−] is a proper subset of A+. In this sense, weak tracking of non-
minimal invariant sets is similar to invisible tipping (Definition 4.3.1 iv), where
the tipping occurs at some isolated values of the parameter r. However, the key
difference between them is that weak tracking requires the upper forward limit of
the pullback attractor A[Λ,r,A]+∞ to be properly included in the attractor of the future
limit system A+.
Section 6.1 presents an example that has non-minimal attractors for the future
and the past limit systems. The example exhibits weak tracking for a whole range of
r > 0, and not only some isolated values. The system we treat is a modified version
of (5.3), where we vary ω with respect to time, such that it is asymptotic to zero
when time tends to ±∞. This variation allows the future and the past limit systems
to have non-minimal attractors, which are manifolds of stable equilibria M±. The
quasi-static systems however, have periodic orbit attractors, as ω 6= 0.
Section 6.2 illustrates weak tracking in Ro¨ssler system [66]. The Ro¨ssler attractor
is a minimal chaotic attractor that contains many unstable periodic orbits [12], which
means it is not minimally invariant. For (6.5), we fix b = 0.2, c = 5.7 and shift a
from −0.2, where the system has a stable equilibria Z−, to 0.2 where the system has
76
CHAPTER 6. WEAK TRACKING OF PULLBACK ATTRACTORS
a chaotic attractor A+. For almost any value of r the pullback attractor A[Λ,r,Z−]
of (6.5) has an upper forward limit equals to the whole chaotic attractor of the
future limit system. Nevertheless, by targeting a specific saddle periodic orbit Γ+
within A+, we provide numerical evidence for weak tracking at isolated values of
r. Furthermore, our observations suggest that there is a dense set of critical values
in r-parameter space that gives weak tracking, but we conjecture this set has zero
Lebesgue measure.
6.1 An example with non-minimal attractivity
Consider the nonautonomous system given by (5.1), where F is defined by (5.2),
but for time-dependent oscillation frequency ω(τ) that is given by:
ω(τ) = cΛ(τ)
(
λmax − Λ(τ)
)
,
where Λ is a parameter shift given by Λ(τ) = λmax (tanh(τλmax/2) + 1) /2 and
c, r, λmax ∈ R with r, λmax > 0.
The augmented (four-dimensional system) can be given as:
z˙ = F (z − Λ),
Λ˙ = rΛ(λmax − Λ),
ω˙ = cΛ(λmax − Λ)(λmax − 2Λ),
(6.1)
where z˙ = F (z) is the normal form of Bautin bifurcation, which is defined by (5.2).
Note that: because that Λ is asymptotic to 0 and λmax as time tends to ±∞, ω is
asymptotic to 0 as time tends to ±∞, see Figure 6.1.
Having zero oscillation frequency for the limit systems means that they have a
manifold of attracting equilibria. The non-minimality of the manifolds of equilibria
allow the system to exhibit weak tracking for some range of r > 0, see Figure
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Figure 6.1: ω and Λ for system (6.1) vary with time.
6.3. We argue that there is a critical rate for weak tracking that is associated with
heteroclinic bifurcation for the augmented system (6.1).
To analyse the the dynamics of the past limit system of (6.1) we set ω = Λ = 0
and assume that z = ρeiθ. By substituting in (6.1) we get:
ρ˙ = aρ− ρ3 + ρ5 − rΛ(λmax − Λ) cos(θ),
θ˙ = ω + rΛ(λmax − Λ) sin(θ)/ρ,
Λ˙ = rΛ(λmax − Λ),
ω˙ = cΛ(λmax − Λ)(λmax − 2Λ),

(6.2)
the past limit system is given where θ is static i.e:
ρ˙ = aρ− ρ3 + ρ5,
θ˙ = 0.
 (6.3)
In addition to the equilibrium point Z− = (0, 0), there are two more invariant sets
for the system that are both manifolds of equilibria,
M s− = {(Rs, θ) ∈ R× [0, 2pi]} = {z ∈ C : ‖z‖ = Rs}
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(a) (b)
Figure 6.2: The phase portrait of the past limit and associated autonomous systems
of (6.1). (a) is the past limit phase portrait with parameter value a = 0.1, one
can see that there is no rotation (i.e no θ-dynamics in (6.3) ). (b) shows the phase
portrait of the associated autonomous system for the same value of a and fixed λ = 4
and ω ≈ 3.046.
and
Mu− = {(Ru, θ) ∈ R× [0, 2pi]} = {z ∈ C : ‖z‖ = Ru},
where Rs and Ru are the same as in Section 5.1. Similarly, one can find the invariant
objects for the future limit system, which are again an equilibria Z+ = (λmax, 0) and
two manifold of equilibria
M s+ = {z ∈ C : ‖z − λmax‖ = Rs},
and
Mu+ = {z ∈ C : ‖z − λmax‖ = Ru},
who are stable and unstable respectively. Figure 6.2a shows the phase portrait of
the past limit system, which is qualitatively the same as the phase portrait of the
future limit system.
Whilst there is no θ-dynamics for the past and future limit systems, as ω = 0,
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(a) (b)
(c)
Figure 6.3: Numerical simulation of the pullback attractor A[Λ,r,Ms−] (inner dark blue
tube) of (6.1) shows weak and strong tracking. The gray tube represents W s(Mu)
the stable manifold of M+u . The black solid curve represent the stable manifold of
Z+ . The sub-figure (a) shows strong tracking r = 0.01; (b) shows the threshold
of weak tracking r = rw ≈ 0.0399 as it can be seen that there is a heteroclinic
connection between Z+ and M s−; and (c) shows weak tracking r = 0.07. The other
parameter values are fixed at a = 0.1, λmax = 8 and c = 0.19.
the associated autonomous systems have non-trivial dynamics of θ. Since for any
real t we have ω(rt) 6= 0, the associated autonomous systems have a stable and
unstable periodic orbit defined similarly to these in Section 5.1. i.e:
Γs(λ) = {z ∈ C : ‖z − λ‖ = Rs}
and
Γu(λ) = {z ∈ C : ‖z − λ‖ = Ru},
where λ = Λ(rt) for all t ∈ R.
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Similar to Section 5.2, we argue that the pullback attractor A[Λ,r,Ms−] consists
of sections of the unstable manifold W u(M s−) of the attractor of the past limit
system M s−, recall that M s− is a saddle with respect to the augmented system (6.1).
Moreover, assume that there is ongoing weak tracking for some r > 0. Then there
is rw > 0 at which the system has codimension 1 heteroclinic connection between
M s− and Z+. We call rw the critical rate of weak tracking. Figure 6.3 (b) illustrates
this connecting orbit.
For any r > rw the pullback attractor A[Λ,r,Ms−] shrinks significantly and rotates
slowly around the quasi-static equilibrium, see Figure 6.3c. Therefore, the sufficient
condition for system (6.2) to exhibit weak tracking is to have the pullback attractor
stop rotating eventually (i.e. θ → L as t → ∞ for some L ∈ R). It is clear that
θ˙ → 0 as t → ∞, therefore, to show that θ is really asymptotic to a finite value L
we need to show it is bounded.
θ˙ = ω + rΛ(λmax − Λ) sin(θ)/ρ,
= cΛ(λmax − Λ) + rΛ(λmax − Λ) sin(θ)/ρ,
= rΛ(λmax − Λ) (c/r + sin(θ)/ρ) ,
= Λ˙ (c/r + sin(θ)/ρ) .
Note that | sin(θ)| ≤ 1, and for the pullback attractor A[Λ,r,Ms−] ρ is a constant and
equals to Rs. Hence for all positive real t we have
|θ˙| ≤ Λ˙ (c/r + 1/Rs) =⇒
t∫
0
|θ˙|ds ≤
t∫
0
Λ˙ (c/r + 1/Rs) ds,
=⇒ |θ(t)− θ(0)| ≤ |Λ(t)− Λ(0)| (c/r + 1/Rs) ,
=⇒ |Λ(t)− Λ(0)| ≤ λmax (c/r + 1/Rs) .
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6.2 Weak tracking for a nonautonomous Ro¨ssler
system
In 1976, Otto Ro¨ssler [66, 67] proposed one of the simplest systems of ODEs that
can behave chaotically. Ro¨ssler’s system, which has only one non-linear term, is
given by:
x˙ = −y − z,
y˙ = x+ ay,
z˙ = b+ z(x− c).
(6.4)
There are many choices of a, b and c that gives chaotic attractor [2, 8, 40]. However,
the most common parameter values are a = b = 0.2 and c = 5.7 that have been used
by Ro¨ssler himself in [66], the chaotic attractor for these typical parameter values
is shown in Figure 6.4.
We fix b = 0.2 and c = 5.7 throughout and analyse the bifurcations of (6.4) with
respect to a. The system has two equilibria [12] that are given as:
p1,2 = (x1,2, y1,2, z1,2) =
c±√c2 − 4ab
2a (a,−1, 1) .
We are interested in the bifurcation of the first equilibria, which is asymptotically
stable for any negative a and bifurcates to stable periodic orbit at supercritical Hopf
bifurcation point aHB ≈ 0.005978. Soon after Hopf bifurcation, the resulting stable
periodic orbit exhibits period doubling at aPD = 0.1096, and a period doubling
cascade as a increases until the system exhibit chaotic behaviour at a ≈ 0.155, see
Figure 6.6.
6.2.1 The return map of Ro¨ssler system
The Poincare´ return map is a powerful technique to analyse and understand the
bifurcations of periodic orbits. The technique involves choosing a suitable Poincare´
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Figure 6.4: Ro¨ssler attractor for the typical parameter values a = b = 0.2 and
c = 5.7.
section Σ [24] and reduces the flow to a map by considering the intersection points
of the trajectories with Σ, see Figure 6.5b. In general, the dimension of Σ is one less
than the dimension of the state space; i.e. Σ is of codimension-one [37]. Although,
there are many ways of choosing Poincare´ section for (6.4) [12, 40], we define the
section as the following:
Σ :=
{
(x, y, z) ∈ R3 : x = −y, x ≥ 0
}
,
which can be seen in Figure 6.5. The return map M : Σ → Σ is defined as the
following. For a trajectory (x(t), y(t), z(t)) that intersect Σ at time tn for n = 1, 2, ...
i.e (x(tn),−x(tn), z(tn)) ∈ Σ for n = 1, 2, ..., for short we denote x(tn) and z(tn) by
xn and zn respectively. The return map M maps (xn−1, zn−1) into (xn, zn).
Strogatz [76] argues that the return map of Ro¨ssler’s system behaves like a
one-dimensional unimodal map and so Feigenbaum’s universality theory can be
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(a) (b)
Figure 6.5: Poincare´ section (a) and the projection of x-component of the return
map of Ro¨ssler system (b) for a = b = 0.2 and c = 5.7. Assuming that a trajectory
(x(t), y(t), z(t)) intersect with Σ at t = tn for n = 1, 2, ..., we define xn = x(tn). γx
represents the intersection of the periodic orbit Γ+ with the section Σ.
applied to the return map of Ro¨ssler system. Feigenbaum [18] proved that for
one-dimensional maps on some real interval, period-doubling cascades appear in a
universal pattern leading to chaotic behaviour. Feigenbaum (bifurcation) diagrams
are well known for describing this kind of behaviour for unimodal maps. Figure 6.6
shows such a Feigenbaum diagram for the Ro¨ssler return map.
In fact, applying Feigenbaum theory to the Ro¨ssler system suggests that there
are infinitely many unstable periodic orbits with in a chaotic Ro¨ssler attractor. In
other words, Ro¨ssler attractor is non-minimal invariant set that has proper invariant
subsets, that are periodic orbits. In this section we apply a parameter shift to Ro¨ssler
system (6.4) such that the past limit system has an equilibrium attractor whilst the
future limit system has the chaotic attractor A+. We find, it is possible to have
codimension-one heteroclinic connections between the past equilibria and one of
the unstable periodic orbits that are densely embedded in A+. Such a heteroclinic
connection, if it exists, means the system exhibits weak tracking.
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Figure 6.6: The bifurcation diagram of Ro¨ssler return map on varying a from 0.1
to 0.2. The other parameters are fixed b = 0.2, c = 5.7. For every value of a ∈
[0.1, 0.2], we start at an arbitrary initial condition (x0, z0) and calculate {(xn, zn) :
n = 1, 2, ..., N} for N arbitrarily large. We through out the first 100 and plot the
rest against a. Note that for each value of a we have N − 100 points that are fairly
close to the attractor of the map. It can be seen that the first component xn behaves
as if it were a map going through period-doubling bifurcations that lead eventually
to a chaotic behaviour.
6.2.2 Ro¨ssler system with parameter shift
In this section we shift a from amin to amax for some amin, amax ∈ R. Namely,
a(rt) = ∆2
(
tanh
(
∆rt
2
)
+ 1
)
− amin,
where ∆ = amax − amin, r > 0 and amin (amax) are the minimum (maximum) value
of the parameter shift a. Throughout this chapter’s computations we fix amax =
−amin = 0.2. Similar to the previous cases of (5.3) and (6.1) we can write the
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Ro¨ssler system with parameter shift a as an autonomous four-dimensional system:
x˙ = −y − z,
y˙ = x+ ay,
z˙ = b+ z(x− c),
a˙ = r(a− amin)(amax − a).
(6.5)
The equilibrium, Z− = c−
√
c2−4ab
2a (a,−1, 1) ≈ (−0.007, 0.0351,−0.0351), for the
past limit system (where a = −0.2) is asymptotically stable. The future limit
system, on the other hand, has a chaotic attractor A+ that is the typical Ro¨ssler
attractor in Figure 6.4.
According to Theorem 3.2.1, for any r > 0 system (6.5) must have a pullback
attracting solution A[a,r,Z−]. Our observation suggests that for almost every small
enough r > 0, the upper forward limit A[a,r,Z−]−∞ of the pullback attractor A[a,r,Z−]
is the whole chaotic attractor A+. Nevertheless, there is a set of isolated values of
r > 0 that allows A[a,r,Z−] to end up tracking one of the unstable periodic orbits that
are densely embedded in A+. In the following discussion we consider one specific
periodic orbit Γ+, which is the period one orbit that is shown in Figure 6.5. However,
similar arguments can be made for any period-n orbits that are contained in A+.
In order to show that there are values of r such that A[a,r,Z−] limits to Γ+ as
t → ∞ we approximate the parameter shift a(rt) by the following piecewise linear
function aˆ(rt):
aˆ(s) =

amin s ∈ (−∞,−τ),
ms+ c s ∈ [−τ, τ ],
amax s ∈ (τ,∞).
where m = ∆/2τ ,c = (amin + amax)/2, and τ = (log(∆− δ)− log(δ)) /∆ for small
enough δ > 0. Note that at time ±τ the value of a is δ close to the upper and lower
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Figure 6.7: The parameter shift a(s) and the piecewise linear approximation aˆ(s)
vs time, for amin = −amax = 0.2 and δ = 0.001.
limits. i.e a(τ) = amax − δ and a(−τ) = amin + δ, see Figure 6.7. The reason here is
that at a finite time t = τ the system becomes autonomous and so has the chaotic
Ro¨ssler attractor A+. Assume that t∗ is any real value that satisfies (i) t∗ ≥ τ and
(ii) A[a,r,Z−]t∗ ∈ Σ, where A[a,r,Z−]t∗ is the t∗-fiber of A[aˆ,r,Z−]. Note that A[aˆ,r,Z−]t∗ is a
point that belongs to Σ.
The intersection of Γ+ with Poincare´ section is a fixed point γ for the return
map. If for some r = rc, A[aˆ,r,Z−]t∗ happens to be one of the pre-images of γ, then the
the upper forward limit of limit of A[aˆ,r,Z−] is Γ+ and rc is called a critical rate of
weak tracking.
Despite the other periodic orbits that are embedded in A+, even for just one
periodic orbit Γ+, our numerics show that there are infinitely many critical rates
that give EtoP connection for (6.5) and hence weak tracking. Actually, the set of all
critical rates rc should have the same properties as the set of preimages of γ, which
we conjecture it is dense and has zero Lebesgue measure. Ã´ď
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Figure 6.8: A schematic diagram of the shooting method we use to find the the
connection between Z− and Γ+ for (6.5).
6.2.3 Density of critical rates: numerical evidence
Although Lin’s method can be a reliable and robust approach for finding EtoP
connections [29, 34], computing and numerically treating projection boundary con-
ditions for Γ+, similar to (5.10), is not straightforward, as the unstable/center man-
ifolds W u/s(Γ+) are much more complicated than the case of system (5.3). Instead,
we use a shooting method with less computational cost. We describe our method
as the following:
(i) We approximate the pullback attractor A[a,r,Z−] by integrating (6.5), subject
to an initial condition pinit fairly close to Z−. Namely, we choose pinit =
(−0.007, 0.035,−0.035). The integration time is from -30 to T , where T is
large enough to pass the delay in the dynamic bifurcations.
(ii) The pullback attracting solution can be given as A[a,r,Z−]t = (x˜(t), y˜(t), z˜(t)),
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where t ∈ [−30, T ].
(iii) We define a poincare´ section Σ.
Σ := {(x, y, z) ∈ R3 : x = y and x ≤ 0}
(iv) Assume that A[a,r,Z−] intersects Σ at times tn ≤ T for n = 1, 2, ..., N , N ∈ N
and tn−1 < tn.
(v) Consider the last intersection point (x˜(tN), y˜(tN), z˜(tN)) and define the follow-
ing gap function η : R2 → R
η(r) :=
(
(x˜(tN), z˜(tN))− γ
)
vTst
vstvTst
,
where γ is the fixed point of Ro¨ssler return map, see Figure 6.5. Note that in
addition to r, η depends on T ,b, c, amin, amax and pinit. However, we fix all of
them throughout and only allow r to vary.
(vi) In analogy to Section 6.2.2, whenever η(rc) = 0 we have A[a,r,Z−] intersect
the stable manifold of Γ+, which gives the desired EtoP connection. In other
words, A[a,r,Z−] weakly tracks A+ at r = rc. The method is illustrated schemat-
ically in Figure 6.8.
The function η is as smooth as the state variables of (6.5), i.e. it is at least C1.
Consequently, one can find its roots, and hence the critical rates of weak tracking,
numerically by root-finding algorithms such as Newton-Raphson iteration and bi-
section method. Figure 6.9 shows that system (6.5) exhibit weak tracking at two
different critical rates.
Moreover, our numerical investigation is aligned with the argument we make in
Section 6.2.2, both of them suggest that there are infinitely many critical rates that
give weak tracking for (6.5). In Figure 6.10 we plotted η against 0.9 ≤ r ≤ 1, for
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(a) (b)
(c) (d)
Figure 6.9: Two examples of weak tracking (EtoP connection) for (6.5). The pa-
rameters are b = amax = −amin = 0.2,c = 5.7 and T = 200. (a) and (c) show
the EtoP connection at r = 0.9202212159423, (b) and (d) show the connection at
r = 0.995651959127.
different values of T = 280, 300, 320 and 340. The results show that as T increases
the number of η’s roots increases quite rapidly.
We point out some numerical difficulties. First, there is a large delay in Hopf
bifurcation that forces us to choose fairly big integration time T in our calculations,
and increases the numerical cost. Delay in dynamic bifurcations is very common and
not easy to avoid. For a system with linearly changing time-dependent parameter
with slope r, dynamic Hopf bifurcation may have a delay time proportional to 1/r
before fast escape from the curve of unstable equilibria occurs [53, 43]. More details
of dynamic bifurcations and their delay can be found in [9, Chapter 2].
Secondly, It is not obvious how to determine the last intersection of A[a,r,Z−]t
with the section Σ numerically. The way we do it is that consider a trajectory
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(a) (b)
(c) (d)
Figure 6.10: The roots of η for different integration time T . (a) T = 125, (b)
T = 135, (c) T = 145, and (d) T = 155. It can be seen that the zeros of η increase
as T increases. Note that, the zeros of η correspond to critical rates that give weak
tracking. The parameter values are b = amax = −amin = 0.2 and c = 5.7.
A
[a,r,Z−]
t = (x(t), y(t), z(t)) of (6.5). We define a function σ : R → R such that
σ(t) = x(t) + y(t). Any zero of σ gives a time t0 at which A[a,r,Z−]t intersects Σ.
We find the roots of σ by Newton-Raphson iteration and choose their maximum.
However, solving σ(t) = 0 in some cases gives unrealistic results, such that t0 > T
although x(t) and y(t) numerically defined for t ∈ [−30, T ]. Therefore, a careful
choices of the initial guesses are required.
Finally, Figure 6.10 shows that η is smooth with respect to r for a particular
range of r, which is [0.9, 1]. However, there is no grantee that η is smooth or even
continuous for finite T . The definition of η depends on the maximum intersection
time which depends on the integration time T . Nevertheless, T can be chosen to
smooth η out for any range of r.
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Chapter 7
Discussions
7.1 Summary and conclusions
In this thesis, we examine rate-induced phenomena for general compact attractors
in the setting of parameter shift systems. Rate-induced phenomena are qualitative
changes in the behaviour of a system due to a critical rate of variation for a time-
dependent parameter. We consider the class of parameter shift systems where a time-
dependent parameter is asymptotic to its upper and lower bounds, both forward and
backward in time. This means the system limits to different autonomous systems.
For this class of systems, there is an established theory of tipping points from
equilibria [4, 5, 57]. However, for general compact attractors, such as periodic orbits
or chaotic attractors, there remains much to be understood. For parameter shift
system that limit to systems with compact local attractors, we have tackled the
following questions:
(i) How is the local behaviour of the system related to the behaviour of its asso-
ciated autonomous systems?
(ii) Do the nonautonomous attractors of the systems, namely pullback attractors,
have any role to play in describing rate-dependent transitions?
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(iii) For a system with periodic orbit attractors, how should one best define and
calculate the critical rates of rate-induced transitions?
(iv) Is there a general condition that the system needs to satisfy in order to exhibit
weak tracking?
In Chapter 4, we discuss properties of local pullback attractors. Theorem 4.2.2
states that for any asymptotically stable attractor of the past limit system there is
a pullback attractor for (1.3) whose upper backward limit is contained within that
attractor. Moreover, we show that this pullback attractor tracks a branch of expo-
nentially stable attractors for the associated autonomous systems. Theorem 4.3.1
shows that for a range of small values of r > 0 the upper forward limit of the pull-
back attractor is the same. Nevertheless, there might be a critical value rc > 0
where the tracking is no longer in presence.
In addition to the tracking behaviour that Theorem 4.3.1 shows, Definition 4.3.1
introduces four new rate-dependent phenomena. Assume that we have a local pull-
back attractor A[Λ,r,A−] for (1.3) with upper forward limit A[Λ,r,A−]+∞ and suppose for
some rc > 0 we have A[Λ,r,A−]+∞ ⊂ A+ for r ∈ (0, rc). Then there is:
(i) weak tracking: if A[Λ,r,A−]+∞ is a proper subset of A+ for some r > rc,
(ii) partial tipping: ifA[Λ,r,A−]+∞ is not contained inA+ but intersects it with nonempty
set for some r > rc,
(iii) total tipping: if the intersection of A[Λ,r,A−]+∞ with A+ is empty set for some
r > rc,
(iv) invisible tipping: if for some isolated values of r0 > 0 there is partial tipping
but for any r > r0 of r < r0 there is tracking.
Chapter 5 illustrates three of the aforementioned rate-induced phenomena with
an example that has a branch of exponentially stable periodic orbits. Namely, system
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(5.3) exhibits partial tipping, total tipping, and invisible tipping. We show that
the critical rates of these phenomena are associated with codimension-one (PtoE)
or (PtoP) connections. We use Lin’s method to calculate and continue the critical
thresholds and the associated connections in two parameter plane. We also verify our
computations by using direct shooting method. The results from the two different
approaches match each other quite well.
The (a, r)-parameter plane (Figure 5.4) shows that the upper parts of regions
III and IV of partial tipping thin out for a > 0.15. We explain this as follows: the
threshold of partial and total tipping get close together because of the fold of limit
cycles and the PtoE connection curve is trapped between these. Even for relatively
large rates the connection between Γs− and Z+ is associated with partial tracking
(partial tipping). Furthermore, as a→ 0.25, ‖Rs−Ru‖ → 0 which means it became
very difficult for the pullback attractor A[Λ,r,Γs−] to track the branch Γs(Λ(rt)) even
for very small r > 0 (i.e as a→ 0.25, r1 → 0 as well as ‖r1 − r2‖ → 0).
In Chapter 6 we argue that weak tracking requires a sense of nonminimality for
the attractors of the future limit system. We present two examples that exhibit weak
tracking. System (6.1) is non-generically designed to have non-minimal attractors
for the past and the future limit systems. For this settings, we show that there is
a range of r > 0 where the system undergoes weak tracking. The second example
is the well known Ro¨ssler system (6.4) with parameter shift. We monotonically
shift the bifurcation parameter a such that the system has an equilibrium attractor
for the past limit system and chaotic attractor for the future limit system. We
then argue that there are isolated critical rates that allow the pullback attractor
of the system to end-up tracking an embedded saddle periodic orbit in the future
chaotic attractor. We use a novel numerical approach, based on shooting method and
carefully chosen Poincare´ section, to approximate these critical rates. Furthermore,
our investigations suggest that the set of critical rates is dense in R but with zero
Lebesgue measure.
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7.2 Remarks for future work
Although our results in Chapter 4 state that parameter shift systems, in general,
exhibit tracking along branches of uniformly stable attractors, regardless of how
complicated their local pullback attractors are, it does not provide any necessary
conditions for the occurrence of any of the rate-dependent phenomena. For example,
[4, Theorem 3.2] discusses such necessary conditions for R-tipping from a pullback
attracting solutions. If one wants to extend this particular result to general pullback
attractors then the concept of forward basin stability for general compact attractors
needs to be considered.
Krauskopf and Rieß [34] provide an AUTO example of calculating and continuing
PtoP heteroclinic connections. We think that adapting this example for computing
the critical rates of system (5.3) would be less time consuming and maybe would give
more optimised results. However, we did not get to do that due to some technical
problems. Moreover, we point out a numerical difficulty in computing the critical
rates for (5.3) and continue them in (r, a)-plane is the integration time T in (5.9,
5.12) needs to be chosen to be proportional to 1/a near the Hopf (a = 0) and 1/r
near the fold of limit cycles (a = 0.25) to resolve the details. Hence, for any fixed T
we find errors in PtoE and PtoP connections in regions close to a = 0 and 0.25.
Our example in Chapter 5 has S1 symmetry. We think systems with periodic or-
bit attractors and different symmetries may exhibit even richer behaviour. Further-
more, the results of Chapter 4 apply for general non-monotonic parameter shifts.
In Chapters 5 and 6 we only use monotonic parameter shift. Considering non-
monotonic parameter shift may will give further scenarios of tracking/tipping. For
example, there might be a range of rates where the pullback attractor tracks, but for
slightly smaller rates it tips partially or totally. This particular scenario has been
observed in a system with pullback attracting solutions [4].
This thesis deals with deterministic nonautonomous systems. However, real-
world systems usually include noise. There are some benefits for studying rate-
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dependent phenomena for noisy systems, one of these is that sudden changes in
the properties of noise might be considered as early warning signals for potential
transitions [63].
In the presence of noise, Early-warning signals are very useful for studying tran-
sitions in real-world systems. Hence, studying warning indicators for the new phe-
nomena that we introduce, such as partial tipping and weak tracking would be
worthy. Nevertheless, it might be very challenging, as by looking at individual tra-
jectories, it is not possible to determine whether there is partial or total tipping,
although it is quite clear if the case is considered set-wise. An attempt has been
made by Hoyer-Leitzel et al [26] to characterise tipping by looking at FTLEs. If it
is possible to approximate FTLEs from time series data then it might be a valuable
early warning indicator for partial tipping and weak tracing.
For nonautonomous Ro¨ssler system (6.5) we conjecture there is a dense and zero
Lebesgue measure set of critical rates that give weak tracking. We show this argu-
ment is right if the system has piecewise linear forcing instead of smooth parameter
shift. Moreover, our numerical investigations suggest that such dense zero measure
set of critical rates exists. However, more work will be needed to prove this. In Sec-
tion 6.1 we claim that there is a critical rate rw of weak tracking, at this particular
rate value there is a heteroclinic connection between M s− and Z+. This fact could
be proved similar to Section 5.2.
Finally, this thesis discusses model systems that are not necessarily applicable to
real-world phenomena. However, we believe the transitions that we have found will
be observable in some real-world systems. A particular system where one can observe
such transitions is the sensorimotor loop of self-organised robots, where control
commands may shift the system from one attractor into the basin of attraction of
a different one [68, 69], given that the attractor of such systems can be limit cycles
or chaotic attractors.
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