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Abstract. We study Rankin-Cohen-Ibukiyama operators from representation-theo-
retic view point and give an alternative proof of a theorem of Ibukiyama on the operators
for holomorphic automorphic forms on Siegel upper half spaces. Our arguments show
simultaneously the theorem for holomorphic automorphic forms on symmetric domains
associated with indefinite special unitary groups.
1. Introduction
Rankin-Cohen operators are the differential operators which attach to holomorphic
automorphic forms f , g on the upper half plane of weight k, l for Γ a new holomor-
phic automorphic form of weight k + l + 2n for Γ for each non-negative integer n [3,
9]. Ibukiyama generalized them to the operators for holomorphic automorphic forms on
Siegel upper half spaces [6] (see also [2, 4, 7]). His result reveals the general descrip-
tion of such operators using pluriharmonic polynomials. We call the generalized operators
Rankin-Cohen-Ibukiyama operators.
In studying the operators, we notice that there appears no condition on levels of au-
tomorphic forms. This means that the situation is local: the operators live in the realm of
representation theory over R. Consequently, we can explain their existence and description
via representation theoretic interpretation, at least conceptually. Our aim is to execute this
to give an alternative proof of a result of Ibukiyama and to generalize it to holomorphic
automorphic forms on symmetric domains attached to SU(p, q).
Now we explain our strategy briefly. Let G be either the metaplectic group Mp(n, R)
or the indefinite special unitary group SU(p, q), K its maximal compact subgroup, D the
hermitian symmetric domain G/K , Γ a discrete subgroup of G, gC the complexification
of the Lie algebra of G, L(τ) the unitary lowest weight (gC,K)-module with lowest K-
type τ and C∞mod(Γ \G) the space of moderate growth C∞-functions on G invariant under
left translation by Γ . Since holomorphic automorphic forms on D of weight τ for Γ cor-
respond to intertwining operators L(τ) → C∞mod(Γ \G), given holomorphic automorphic
forms fs of weight τs for s = 1, . . . , d , we have the corresponding intertwining operators
Ifs : L(τs) → C∞mod(Γ \G). Taking the tensor product and composing the pullback Δ∗ by
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∗−→ C∞mod(Γ \G) .
Then, for each intertwining operator L(τ) → ⊗ds=1 L(τs), we have the intertwining oper-
ator L(τ) → C∞mod(Γ \G), or equivalently, the holomorphic automorphic form of weight τ .
The assignment of f to {fs} is the representation theoretic interpretation of Rankin-Cohen-
Ibulkiyama operators. The natural problems are
(i) the decomposition of the tensor product
⊗d
s=1 L(τs) and
(ii) the description of the holomorphic automorphic forms obtained in this way.
For the problem (i), we have Theorem 3.2.1: it describes the decompositions of the tensor
products of representations arising as subrepresentations of the tensor products of the Weil
representation. The theorem is a fairly simple application of the Howe duality. As for (ii),
we restrict ourselves to the case where the input functions fs are scalar valued (the result-
ing automorphic forms are vector valued in general, though). We first prove the theorem
for holomorphic automorphic forms on groups (Theorem 4.1.3) and then pullback it to the
theorem for holomorphic automorphic forms on symmetric domains (Theorem 4.2.5). We
omit the details of these theorems here since we need rather tedious preparation of nota-
tions, which seems redundant in this short papar.
We end this introduction with two remarks.
(i) For G = Mp(n, R), Theorem 4.2.5 recovers a result of Ibukiyama describing
the Rankin-Cohen-Ibukiyama operators (Corollary 2 (2), [6] 1 ). The theorem is
new for G = SU(p, q).
(ii) The main ingredient of the proof is the Howe duality. This suggests that the same
argument could also be applied to the case of G = SO∗(2p). In fact, the proofs
of Theorems 3.2.1 and 4.1.3 for this case are verbatim. Conversely, these are the
cases to which our approach is applicable.
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NOTATIONS. We collect here some general notations used throughout the paper. For
a Lie group G, Ĝ denotes its unitary dual. For a Lie algebra g, denote its complexification
by gC. If a Lie group G has a complexification, we denote it by GC. Denote by U(g) the
universal enveloping algebra of a Lie algebra of g. If a group G acts on a vector space
V , V G denotes the space of invariant vectors. The contragradient of a representation τ is
denoted by τ ∗. The symmetric algebra of a vector space V is denoted by S(V ). For a
1This corollary only treats holomorphic automorphic forms of integral weights, but his argument also holds
for half-integral weights. See [7]
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vector space V and its dual V ∗, denote by 〈 , 〉 the canonical pairing on V × V ∗. Denote
by ei,j the matrix whose only non-zero entry is 1 in (i, j)-component. Put Si,j = ei,j +ej,i
and Ai,j = ei,j − ej,i . For a square matrix a, t a denotes its transpose. For a square matrix
a with entries in C, a∗ denotes its adjoint (conjugate-transpose). For a hermitian matrix a,
i.e., a square matrix a such that a = a∗, we mean by a > 0 that a is positive definite.
2. Groups
2.1. *
Metaplectic groupsLet n be a positive integer,
G0 = Sp(n, R) =
{









the symplectic group and
D = {z ∈ Mn,n(C) | z = t z, Im(z) > 0
}
the Siegel upper half space of degree n. The group G0 acts on D by
G0 × D 







	 n . Write g0.z = (az + b)(cz + d)
−1. Put e0 =
√−1 ∈ D. The





) ∣∣∣ a + √−1b ∈ U(n)
}







→ a + √−1b ∈ U(n) .
We also use its complexification to identify K0,C with U(n)C  GL(n, C).
DEFINITION 2.1.1. For g ∈ G0 and z ∈ D, define the canonical automorphy factor











j (g, z) 0
∗ t j (g, z)−1
)
.





∈ G0, j (g, z) = t (cz + d)−1.
(ii) For g1, g2 ∈ G0 and z ∈ D, j (g1g2, z) = j (g1, g2.z)j (g2, z).





∈ K0, we have j (k, e0) =
a + √−1b.
Proof. Clear from direct calculations. 
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The metaplectic group G = Mp(n, R) is the unique non-trivial double covering group
of G0 = Sp(n, R). We use the following realization of G: for g0 ∈ G0, let ε(g0, z) be
a square root of the holomorphic function z → det j (g0, z) on D. It is a holomorphic
function on D such that ε(g0, z)2 = det j (g0, z). The group G is realized as
{(g0, ε(g0, z)) | g0 ∈ G0}
where the group law is given by







Note that the function ε(g0, g ′0.z)ε(g ′0, z) is a square root of j (g0g ′0, z) by Lemma 2.1.2 (ii).
Denote by K the maximal compact subgroup of G covering K0. Then K is isomorphic
to the double covering U(n)∼ of U(n) consisting of elements (k, ε) with k ∈ U(n) and
ε2 = det k. We lift the isomorphism K0  U(n) to K  U(n)∼ and identify K with
U(n)∼ and KC with U(n)∼C  GL(n, C)∼ via this isomorphism. The group G acts on
D in the obvious way: for g = (g0, ε(g0, z)) ∈ G and z ∈ D, the action is given by
(g, z) → g0.z. Write g.z = g0.z.
DEFINITION 2.1.3. For g = (g0, ε(g0, z)) ∈ G and z ∈ D, define the canonical
automorphy factor j (g, z) as the element (j (g0, z), ε(g0, z)) ∈ KC  GL(n, C)∼.
LEMMA 2.1.4. (i) For g1, g2 ∈ G and z ∈ D, j (g1g2, z) = j (g1, g2.z)j (g2, z).
(ii) For k ∈ K , j (k, e0) = k.
Proof. Clear from definitions and Lemma 2.1.2 (ii), (iii). 























. Then κi,j ’s form a basis for kC. Denote by p+ (resp. p−)
the C-span of {π+i,j } (resp. of {π−i,j }) in gC. We have p+ + p− = pC.
2.2. Unitary groups
Let p  q be positive integers and put n = p + q , r = p − q . We consider the
indefinite special unitary group





















	 r ∈ Mp,q(C)
∣∣∣ z = x + √−1y, x = x∗, y = y∗, y − u∗u > 0
}
.
The group G acts on D by
G × D 
 (g, p) → (ap + b)(cp + d)−1 ∈ D ,







	 q . Write g.p = (ap + b)(cp + d)





and denote by K the stabilizer of e0. Then K is isomorphic to S(U(p) × U(q)) =
{k = (k1, k2) ∈ U(p) × U(q) | det(k1) det(k2) = 1} via the isomorphism
S(U(p) × U(q)) 




















We use this isomorphism and its complexification to identify S(U(p) × U(q)) with K and
S(U(p) × U(q))C with KC.
DEFINITION 2.2.1. For g ∈ G and p ∈ D, define j (g, p) = (j1(g, p), j2(g, p)) ∈















We call it the canonical automorphy factor (c.f. [10, Chapter II, §5]).
LEMMA 2.2.2. (i) For g1, g2 ∈ G and p ∈ D, j (g1g2, p) = j (g1, g2.p)j (g2, p).
(ii) For k ∈ K , j (k, e0) = k, i.e., for k ∈ S(U(p) × U(q)), we have j (ckc−1, e0) =
k.
Proof. Clear from direct calculations. 
Put g = Lie(G), k = Lie(K) and let g = k + p be the Cartan decomposition. For the
later use, put U(p, q) = {g ∈ GL(n, C) | ghp,qg∗ = hp,q
}
























If we denote by z the center of u(p, q), then {κi,j } ∪ {κ ′i,j } is a basis for zC + kC. Denote
by p± the C-span of {π±i,j }. Then we have p+ + p− = pC.
3. Representations
Denote by G the group Mp(n, R) or SU(p, q) and K its maximal compact subgroup
specified in Section 2. We always identify K with U(n)∼ or S(U(p) × U(q)) according to
whether G = Mp(n, R) or SU(p, q).
3.1. The howe duality
We first define the (gC,K)-module Lk for G = Mp(n, R) and SU(p, q).
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DEFINITION 3.1.1 (the case of G = Mp(n, R)). Let Lk = C[Mn,k] be the space of
polynomials with coefficients in C in (n, k)-matrix indeterminate X = (Xi,j ).
(i) Define the (gC,K)-module structure lk on Lk as follows: the representation lk of

























and of K  U(n)∼ by
lk((c, ε))f (X) = εkf (tcX)
for (c, ε) ∈ U(n)∼ and f (X) ∈ Lk . It is known that lk is well-defined and
defines a (gC,K)-module.
(ii) We also define the action of G′ = O(k) on Lk by
G′ × Lk 
 (c, f (X)) → f (Xc) ∈ Lk .
REMARK 3.1.2. L1 is isomorphic to the Weil representation and Lk  L⊗k1 .
DEFINITION 3.1.3 (the case of G = SU(p, q)). Let Lk = C[Mp,k × Mq,k] be the
space of polynomials with coefficients in C in (p, k)-matrix indeterminate X = (Xi,j ) and
(q, k)-matrix indeterminate Y = (Yi,j ).
(i) Define the (gC,K)-module structure lk on Lk as follows: the representation lk of




































and the representation lk of K  S(U(p) × U(q)) is given by
lk(c)f (X, Y ) = det(c1)kf (t c1X, c−12 Y )
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for c = (c1, c2) ∈ S(U(p) × U(q)) and f (X, Y ) ∈ Lk . It is known that lk is
well-defined and defines a (gC,K)-module.
(ii) We also define the action of G′ = U(k) on Lk by
G′ × Lk 
 (c, f (X, Y )) → f (Xc, Y t c−1) ∈ Lk .
In both cases, we have
LEMMA 3.1.4. (i) The actions of (gC,K) and of G′ commute with each other.
(ii) For (λ, Vλ) ∈ Ĝ′, Lk(λ) = HomG′(Vλ, Lk) is a (gC,K)-module with the struc-




Lk(λ)  Vλ .
and the decomposition in Lemma 3.1.4 (ii) has the properties
PROPOSITION 3.1.5 (the Howe duality). (i) If Lk(λ) = 0, then Lk(λ) is a unitary
lowest weight module.
(ii) If Lk(λ)  Lk(λ′) = 0 for λ, λ′ ∈ Ĝ′, then λ  λ′.
The duality is well-known. We remark that the duality for G = SU(p, q) is not
evident from the general theory since the dual pair in Sp(n, R) is (U(p, q),U(k)) rather
than (SU(p, q),U(k)). That the double covering is not necessary to describe the duality
and that the duality still holds for SU(p, q) can be obtained as a corollary to the explicit
description of the duality.
We recall the explicit correspondence for G = Mp(n, R) and SU(p, q).
DEFINITION 3.1.6. (i) For G = Mp(n, R), let Δk be the set of Young diagrams
D = (m1, . . . ,m(D)) such that (D)  min{k, n} and, if (D) > k/2, mi = 1





, the largest integer not exceeding k/2, by
τD = (m1, . . . ,m(D), 0, . . . , 0) ,
λD =
{
(m1, . . . ,m(D), 0, . . . , 0) if (D)  k/2 ,
(m1, . . . ,mk−(D), 0, . . . , 0) if (D) > k/2 .
(ii) For G = SU(p, q), let Δk be the set of pairs of Young diagrams D = (D1,D2)
such that (D1)  p, (D2)  q and (D1) + (D2)  k. Let D ∈ Δk and
Di = (m(i)1 , . . . ,m(i)(Di)) for i = 1, 2. For such D, we define the pair τD of row
vectors of length p, q and the row vector λD of length k by
τD = (m(1)1 , . . . ,m(1)(D1), 0, . . . , 0︸ ︷︷ ︸
p





λD = (m(2)1 , . . . ,m(2)(D2), 0, . . . , 0,−m
(1)
(D1)
, . . . ,−m(1)1 ) .
Note that we have always the trivial one ∅ in Δk .
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Attached to D are the representations of K and G′. We first consider the case where
G = Mp(n, R). Put 1n = (1, . . . , 1︸ ︷︷ ︸
n
). For D ∈ Δk, we attach the irreducible unitary
representation (τD + k2 1n, UτD+ k2 1n) of K  U(n)
∼ of highest weight τD + k2 1n.
The representation (λD, VλD) of G
′ = O(k) is more subtle. For odd k, we have
O(k)  SO(k) × Z/2Z. The representation (λD, VλD) of O(k) is the tensor product of
the irreducible unitary representation of SO(k) of highest weight λD and the irreducible
representation (−1)m1+···+m(D) (resp. (−1)m1+···+m(D)+1) if (D)  k/2 (resp. (D) >
k/2). We omit the definition for even k: it is the irreducible unitary representation λD,+
(resp.λD,−) if (D)  k/2 (resp.(D) > k/2) with the notation in II, (6.10) of Kashiwara-
Vergne [8]. We only remark that the representation of O(k) induced from the representation
SO(k) of highest weight λD has two irreducible components unless (D) = k/2 and the
subscript ± specifies one of them.
Then we consider the case where G = SU(p, q). Put 1p,q = (1, . . . , 1︸ ︷︷ ︸
p
; −1, . . . ,−1︸ ︷︷ ︸
q
).
For D ∈ Δk, we attach the irreducible unitary representation (τD + k2 1p,q, UτD+ k2 1p,q ) of
K  S(U(p) × U(q)) of highest weight τD + k2 1p,q , which is given as follows: if we
put τD = (τD1; τD2), it is the restriction to K of the irreducible unitary representation of
U(p) × U(q), given by the tensor product of the irreducible unitary representations of
U(p) of highest weight τD1 + (k, . . . , k︸ ︷︷ ︸
p
) and of U(q) of highest weight τD2
2. For G′, the
representation (λD, VλD) is the representation of U(k) of highest weight λD .
Denote by L(τ) the unitary lowest weight (gC,K)-module with lowest K-type τ . We
use the convention that 1 denotes the row vector 1n or 1p,q according to whether G =
Mp(n, R) or SU(p, q). The explicit correspondence is:
PROPOSITION 3.1.7. We have Lk(λ) = 0 if and only if λ = λD for some D ∈ Δk.





L(τD + k2 1)  VλD .
EXAMPLE 3.1.8. We have Lk(∅) = LG′k  L(k2 1).
The proof of the proposition is given in Kashiwara-Vergne [8] or Howe [5]. It is a
consequence of the full-isotypic decomposition of the space of pluriharmonic polynomials.
We also review the pluriharmonic polynomials.
DEFINITION 3.1.9. Put
Hk = {h ∈ Lk | lk(π)h = 0 for any π ∈ p−} .
2With this definition of the representation, one might consider the notation τD + k2 1p,q should be τD +
k(1, . . . , 1; 0, . . . , 0). We adopt ours since it is the one which we need in the Howe duality for (the metaplectic
covering of) U(p, q).
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The polynomials in Hk are called pluriharmonic (or G′-harmonic).
The subspace Hk of Lk is stable under the joint action of K × G′.











Denote by Hk(D) the subspace of Hk corresponds to UτD+ k2 1  VλD via the isomor-
phism in (iii).
Proof. (i) II, Lemma (5.3) of Kashiwara-Vergne [8] for G = Mp(n, R) and III,
Lemma (5.3), ibid. for G = SU(p, q).
(ii) By definition of the action of G′ and the classical invariant theory, LG′k is the
space of polynomials in
∑k
ξ=1 Xi,ξXj,ξ for G = Mp(n, R) and in
∑k
ξ=1 Xi,ξ Yj,ξ
for G = SU(p, q). Thus LG′k = lk(S(p+)).1 by definition of the action of p+.
(iii) This is a reformulation of II, Theorems (6.9) and (6.13), ibid. for G = Mp(n, R)
and of III, Theorem (6.3), ibid. for G = SU(p, q).

With this proposition, Proposition 3.1.7 can be deduced as follows: we have Lk(λ) =
0 if and only if λ = λD for some D ∈ Δk. If this is the case, Lk(λ) = Lk(λD) =
lk(S(p+)).U
τD+ k2 1
where we identify U
τD+ k2 1
with HomG′(VλD ,Hk) ⊂ HomG′(VλD ,Lk)
= Lk(λD). Its lowest K-type is U
τD+ k2 1
.
REMARK 3.1.11. The representation space of the lowest K-type of LG
′
k  L(k2 1)
is C by (ii) of the proposition.
3.2. An application of the Howe duality
Consider the space
⊗d
s=1 Lks . We identify Lks with the subspace 1 ⊗ · · · ⊗ 1 ⊗Lks ⊗
1 · · · ⊗ 1 of ⊗ds=1 Lks . Denote by X(s) (and, if G = SU(p, q), Y (s)) the indeterminate(s)
of Lks . Put k =
∑d




given by Lks 
 X(s)i,j → Xi,k1+···+ks−1+j ∈ Lk (and, if G = SU(p, q), Lks 
 Y (s)i,j →
Yi,k1+···+ks−1+j ∈ Lk). It is an isomorphism of (gC,K)-modules and equivariant under
the diagonal embedding G′1 × · · · × G′d → G′. We use this isomorphism to identify⊗d
s=1(lks , Lks ) with (lk, Lk).
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L(τDs + ks2 1) 
⊕
D∈Δk
L(τD + k2 1) ⊗ HomG′1×···×G′d (VλD1  · · ·  VλDd , VλD) .
Proof. Since L(τDs + ks2 1)  HomG′s (VλDs , Lks ) by Proposition 3.1.7, we have
d⊗
s=1
L(τDs + ks2 1) 
d⊗
s=1
HomG′s (VλDs , Lks )
 HomG′1×···×G′d (VλD1  · · ·  VλDd , Lk1  · · ·  Lks ),
which is then isomorphic to HomG′1×···×G′d (VλD1  · · ·  VλDd , Lk) via the identification⊗d
s=1 Lks  Lk . Since Lk 
⊕
D∈Δk L(τD + k2 1) ⊗ VλD by Proposition 3.1.7, we have
d⊗
s=1
L(τDs + ks2 1) 
⊕
D∈Δk




L(τD + k2 1) ⊗ HomG′1×···×G′d (VλD1  · · ·  VλDd , VλD).











Consequently, there exists a non-zero homomorphism L(τ) → ⊗ds=1 L(ks2 1) if and only if




Proof. Take Ds = ∅ (Example 3.1.8). 
4. Automorphic forms
Let G be the group Mp(n, R) or SU(p, q) and K its maximal compact subgroup
specified in Section 2. Recall we always keep the identification of K with U(n)∼ or
S(U(p) × U(q)). Denote by 1 the row vector 1n or 1p,q according to whether G =
Mp(n, R) or SU(p, q).
4.1. Holomorphic automorphic forms on groups
DEFINITION 4.1.1. Let (τ, Uτ ) be an irreducible unitary representation of K and
Γ be a discrete subgroup of G. Then, a holomorphic automorphic form of type τ for Γ is
a U∗τ -valued C∞-function φ on G which satisfies the conditions
(i) φ(gk) = τ ∗(k)−1φ(g) for k ∈ K ,
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(ii) φ(γ g) = φ(g) for γ ∈ Γ ,
(iii) φ is annihilated by p− through right derivation,
(iv) φ is of moderate growth.
Note that the condition (iv) follows from the rest if n > 1 or pq > 1 by the Koecher
principle.
We denote by C∞mod(Γ \G) be the space of moderate growth C∞-functions on G which
are invariant under left translation by Γ . The space of holomorphic automorphic forms of
type τ for Γ is denoted by [C∞mod(Γ \G) ⊗ U∗τ ]K,∇
−=0.
Let us recall the correspondence of holomorphic automorphic forms and automorphic
realizations.
PROPOSITION 4.1.2. We have the isomorphism
HomgC,K(L(τ), C
∞
mod(Γ \G)) → [C∞mod(Γ \G) ⊗ U∗τ ]K,∇
−=0 .
The isomorphism is given as follows: for I ∈ HomgC,K(L(τ), C∞mod(Γ \G)), the re-
striction of I to the lowest K-type Uτ gives an element φI of HomK(Uτ ,C∞mod(Γ \G)) 
[C∞mod(Γ \G) ⊗ U∗τ ]K . The gC-equivariance of I implies that φI is annihilated by p−
and therefore it is a holomorphic automorphic form. Thus the function φI is the holo-
morphic automorphic form such that 〈w,φI (g)〉 = I (w)(g) for w ∈ Uτ . Conversely,
the inverse image Iφ of φ ∈ [C∞mod(Γ \G) ⊗ U∗τ ]K,∇
−=0 is characterized by the property
Uτ 





given in Section 3.2 and remind that we identify Lks with the subspace 1 ⊗ · · · ⊗ 1 ⊗
Lks ⊗ 1 ⊗ · · · ⊗ 1 of
⊗d




is the space C[Z(s)] of the polynomials with coefficients in C in the entries
of the (n, n)-symmetric matrix indeterminate Z(s) = X(s) · tX(s) if G = Mp(n, R) and of























where the first arrow is the inclusion. Denote by Φh = Φh(Z(1), . . . , Z(d)) the image of
h ∈ Hk(D)G′1×···×G′d ⊗ U∗
τD+ k2 1
.
THEOREM 4.1.3. Let φs be a holomorphic automorphic form of type
ks
2 1 for Γ for
s = 1, . . . , d . We consider φs’s as C-valued functions via U∗ks
2 1
 C. Put π+ = (π+i,j )
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and denote by Δ∗ the pullback of the functions on
∏d
s=1 G by the diagonal embedding










Δ∗(Φh(π+, . . . , π+)(φ1 ⊗ · · · ⊗ φd))
is a holomorphic automorphic form of type τD + k2 1 for Γ .
We need some explanation of the expression Φh(π+, . . . , π+)(φ1 ⊗ · · · ⊗ φd). Sub-
stituting Z(s)i,j with π
+














. Write the image of Φh(Z(1), . . . ,










s=1 U(gC)-module structure on
⊗d
s=1 C∞mod(Γ \G). Therefore Φh(π+, . . . ,





Proof. Fix and identify the isomorphisms L(ks2 1)  L
G′s
ks
. Recall that the representa-
tion space of the lowest K-type of L
G′s
ks
is C (Remark 3.1.11). The holomorphic automor-
phic form φs corresponds to the homomorphism L(
ks
2 1) → C∞mod(Γ \G), which we denote




 C by a non-zero constant if necessarily, we
assume that Iφs satisfies




 1 → φs ∈ C∞mod(Γ \G)
for every s.





























 LG′1×···×G′dk . On the other hand, we see that
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where the first isomorphism is given by restriction to the lowest K-type. The isomorphism
is G′1 × · · · × G′d -equvariant since its action on Lk (resp. Hk) commutes with that of
(gC,K) (resp. K). By taking G′1 × · · · × G′d -invariants, we have (4.1.3.1). Moreover, by
definition of the isomorphisms, the image of I ∈ HomgC,K
(















s=1 L(k2 1) .
Now we describe the holomorphic automorphic form of type τD + k2 1 with D ∈ Δk
which corresponds to the homomorphism









∗−→ C∞mod(Γ \G) .
Let h = ∑i hi ⊗ w∗i with hi ∈ Hk(D)G
′
1×···×G′d and w∗i ∈ U∗
τD+ k2 1
. We see that





G′1×···×G′d ⊂ ⊗ds=1 L(ks2 1). From what we said before stating the theorem, we have
the injective homomorphism
Hk(D)










Write the image of hi as Φhi . We have
∑




hi = Φhi (Z(1), . . . , Z(d)) = (
⊗d
s=1 lks )(Φhi (
√−1π+, . . . ,√−1π+))(1 ⊗ · · · ⊗ 1)
by definitions of the representation lks and of Z
(s). Note that the non-zero elements of
Hk(D) consists of homogeneous polynomials of the same degree since the action of K×G′




√−1π+, . . . ,√−1π+))(1 ⊗ · · · ⊗ 1)
= (√−1)m(⊗ds=1 lks )(Φhi (π+, . . . , π+))(1 ⊗ · · · ⊗ 1),
where m is the degree of Φh.
Therefore
⊗d






s=1 lks )(Φhi (π+, . . . , π+))(1 ⊗ · · · ⊗ 1)
)




(1 ⊗ · · · ⊗ 1)
= (√−1)m ∑i〈w,w∗i 〉Φhi (π+, . . . , π+)(φ1 ⊗ · · · ⊗ φd)
= 〈w, (√−1)mΦh(π+, . . . , π+)(φ1 ⊗ · · · ⊗ φd)〉.
With the remarks following Proposition 4.1.2, this means that the holomorphic automorphic
form corresponding to Δ∗◦⊗ds=1 Iφs ◦Ih is (
√−1)mΔ∗(Φhi (π+, . . . , π+)(φ1⊗· · ·⊗φd)).
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Thus the function Δ∗(Φhi (π+, . . . , π+)(φ1⊗· · ·⊗φd)) is a holomorphic automorphic form
of weight τD + k2 1 for Γ . 
4.2. Holomorphic automorphic forms on symmetric domains
Recall we always identify K with U(n)∼ or S(U(p) × U(q)) according to whether
G = Mp(n, R) or SU(p, q). We denote the complexification of a finite dimensional
representation τ of K by the same letter τ .
DEFINITION 4.2.1. Let (τ, Uτ ) be an irreducible unitary representation of K and
Γ be a discrete subgroup of G. A holomorphic automorphic form of weight τ for Γ is a
U∗τ -valued holomorphic function f (z) on D which satisfies
f (γ.z) = τ ∗(j (γ, z))f (z)(4.2.1.1)
for γ ∈ Γ and the holomorphy at cusps if dimC D = 1. We denote by Mτ (Γ ) the space of
holomorphic automorphic forms of weight τ for Γ .
EXAMPLE 4.2.2. If G = Mp(n, R) and τ is the irreducible representation of high-
est weight (k, . . . , k), then the condition (4.2.1.1) becomes
f (γ.z) = det(cz + d)kf (z)





. It coincides with the usual condition of
“weight k.”
We attach to f ∈ Mτ (Γ ) a U∗τ -valued C∞-function φf (g) on G, which is defined by
φf (g) = τ ∗(j (g, e0))−1f (g.e0) .
Then we have
PROPOSITION 4.2.3. The function φf (g) is a holomorphic automorphic form of
type τ for Γ . Moreover, the correspondence f → φf gives the isomorphism
Mτ(Γ ) → [C∞mod(Γ \G) ⊗ U∗τ ]K,∇
−=0 .
Proof. Remark that, in condition (i) of Definition 4.1.1, we use the identification
K  U(n)∼ or S(U(p) × U(q)). The function φf satisfies (i) and (ii) by Lemmas 2.1.4
and 2.2.2, and (iii) is the consequence of the holomorphy of f (see Section 5 of Baily-
Borel [1]). The growth condition in the case of dimC D = 1 follows from the holomorphy
at cusps. 
REMARK 4.2.4. Consequently, we have Mτ (Γ )  HomgC,K(L(τ), C∞mod(Γ \G)),
i.e., weight τ holomorphic automorphic forms correspond to intertwining operators from
the unitary lowest weight (gC,K)-module with lowest K-type τ .
Pulling back Theorem 4.1.3 by this isomorphism, we have
THEOREM 4.2.5. Let fs be a holomorphic automorphic form of weight
ks
2 1 for Γ
for s = 1, . . . , d . We consider fs ’s as C-valued functions on D via U∗ks
2 1
 C. Put
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if G = SU(p, q).
Denote by Δ∗ the pullback of the functions on
∏d
s=1 D by the diagonal embedding Δ : D →
∏d









Δ∗(Φh(∂, . . . , ∂)(f1 ⊗ · · · ⊗ fd))
is a holomorphic automorphic form of weight τD + k2 1 for Γ .
The rest of the paper is devoted to the proof of this theorem. In the proof, we also
identify the representation spaces U∗
τD+ k2 1





 U∗τD ⊗C 
U∗τD .
Proof in the case of G = Mp(n, R). Let φfs be the lift of fs as above. From Theo-
rem 4.1.3, we know that
Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd )) ∈
[




Hence it is of the form φf for f ∈ M
τD+ k2 1
(Γ ). We calculate this f .
Take a section of G → D as follows: write z ∈ D as x + √−1y with x, y real
symmetric, y being positive definite. Denote by y1/2 the well-defined positive definite
square root of y. Define the section of G0 = Sp(n, R) → D by
D 






Write the image as gz,0. We have
j (gz,0, e0) = y1/2 and gz,0.e0 = z .
To determine gz as an element of G, it suffices to choose a determination of a square
root of det(j (gz,0, e0)) = det(y1/2) (in fact, since D is simply connected, the choice
of a determination of a square root of the function D 
 w → det(j (gz,0, w)) ∈ C is
equivalent to the choice of a determination of a suqare root of det(j (gz, e0))). Denote by
det(y1/2)1/2 the positive square root of det(y1/2). Then we define the section of G → D
by D 
 z → (gz,0, det(y1/2)1/2) ∈ G. Write gz = (gz,0, det(y1/2)1/2). We have the dif-
feomorphism D × K 
 (z, k) → gzk ∈ G. The inverse is given by g → (gz, g−1z g) with
z = g.e0. For simplicity, we write (det(y1/2)1/2)k as det(y1/2)k/2.
With these notations, we have φf (gz) = det(y1/2)k/2τ ∗D(y1/2)−1f (z) (under the iden-
tification of the spaces U∗
τD+ k2 1
and U∗τD ). What we want to calculate is
f (z) = det(y1/2)−k/2τ ∗D(y1/2)Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd ))(gz) .
Consider two types of functions on G:
(i) a function h̃ attached to a holomorphic function h on D given by
h̃(g) = h(g.e0) .
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(ii) a function τ̃ attached to a representation τ of U(n)∼ with values in End(Uτ )
given by
τ̃ (g) = τ (j (g, e0)) .
Denote by  the representation of U(n)∼ in Cn given by the projection U(n)∼ → U(n)
and the standard representation of U(n). Then, for g = (g0, ε(g0, z)) ∈ G, ̃ (g) is the
automorphy factor j (g0, e0) ∈ U(n).
LEMMA 4.2.6. We have
(π+i,j h̃)(g) = 4
(
t ̃ (g) · (∂zh)∼(g) · ̃ (g)
)
i,j
where ∂z denotes the matrix






(π+i,j τ̃ )(g) = −
√−1τ̃ (g)dτ (Si,j · ̃ (g)−1 · ̃ (g)
)
.


























(π+i,j h̃)(gz) = 4
(





(π+i,j τ̃ )(gz) = −
√−1τ̃ (gz)dτ (Si,j ) .(4.2.6.2)
For general g , write g = gzk and put k = (k0, ε) as an element of U(n)∼ with k0 =
(kα,β) ∈ U(n), ε2 = det(k). Then we have




α, β(kα,ikβ,j + kα,j kβ,i)(π+α,β h̃)(gz)
= 4 · 1
2
∑
α, β(kα,ikβ,j + kα,jkβ,i)
(










= 4(t ̃ (gzk) · (∂zh)∼(gz) · ̃ (gzk)
)
i,j
and therefore the first formula. Similarly, we have
(π+i,j τ̃ )(gzk) = (Ad(k)π+)τ̃ (gz)τ̃ (k) = −
√−1τ̃ (gz)dτ (k0Si,j t k0)τ̃ (k)
= −√−1τ̃ (gzk)dτ(Ad(k−1)(k0Si,j t k0)) = −
√−1τ̃ (gzk)dτ(Si,j t k0k0) .
The second formula follows from this and the equality t k0k0 = ̃ (g)−1 · ̃ (g). 
Consider a function ϕ on G such that Lgzϕ = ϕ for every gz with z ∈ D, where
Lgz denotes the left translation by gz. Then π
+
i,j ϕ also satisfies Lgz (π
+
i,j ϕ) = π+i,j ϕ for
any gz with z ∈ D since Lgz commutes with the right derivation. This remark applies to
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the case of ϕ(g) = dτ(Si,j · ̃ (g)−1 · ̃ (g)). In fact, if we write g = (g0, ε(g, z)), we
have ̃ (gzg) = j (gz, g0.e0)j (g0, e0) = y1/2j (g, e0) and therefore ϕ(gzg) = dτ(Si,j ·
j (g0, e0)
−1
(y1/2)−1 · y1/2j (g0, e0)) = ϕ(g). Therefore its any iterated derivation by π+i,j ’s
is a function in k and is independent of gz
Then we consider
π+i1,j1 . . . π
+
im,jm
φfs (gz) = π+i1,j1 . . . π+im,jm((detks/2)∼ · f ∼s )(gz) .
Assume that we calculate the derivations and express the result as a function in z, y1/2
and k. From (4.2.6.1), (4.2.6.2) and the above remark that the derivations of the function
dτ(Si,j · ̃ (g)−1 · ̃ (g)) is a function in k, we see that the “degree” in (the entries of) y1/2
increases if and only if we apply the formula (4.2.6.1), i.e., derive the lift of a holomorphic
function. More precisely, our observation is the following: we can write the result as
det(y1/2)ks/2F(z, y1/2, k) with a function F which is polynomial in (the entries of) y1/2
as a function in y1/2 and is holomorphic as a function in z. We pay attention to the part
det(y1/2)ks/2 times the sum of the terms of F with highest degree (namely, with degree 2m)
in y1/2. Then it is the same as the sum of the terms containing the tildes of the differentials
of fs of highest order (namely, of order m). A procedure for obtaining the sum of these
terms is:
(i) suppose the entries of ∂z commute with the entries of y1/2;
(ii) use this assumption to express 4m(y1/2 · ∂z · y1/2)i1,j1 · · · (y1/2 · ∂z · y1/2)im,jm as∑
i Pi(y
1/2)Qi(∂z) with polynomials Pi(y1/2) and Qi(∂z);






Namely, operate the symbol of the operator 4m(y1/2 · ∂z · y1/2)i1,j1 · · · (y1/2 · ∂z · y1/2)im,jm
on fs -part of φfs .
Return to the case of Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd ))(gz). Pur m the degree
of the homogeneous polynomial Φh. Considering it as a function in z, y1/2 and k, we write
it as det(y1/2)k/2F(z, y1/2, k) with a function F which is polynomial as a function in y1/2
and holomorphic as a function in z. We pay attention to the part det(y1/2)k/2 times the sum
of the terms of F with highest degree in y1/2. From the observation hitherto, we conclude
that it is obtained by operating the symbol of the differential operator 4mΦh(y1/2 · ∂z ·
y1/2, . . . , y1/2 · ∂z · y1/2) on f1 ⊗ · · · ⊗ fd -part of φf1 ⊗ · · · ⊗ φfd , followed by Δ∗.
We claim that the symbol of Φh(y1/2 ·∂z ·y1/2, . . . , y1/2 ·∂z ·y1/2) is τ ∗D(y1/2)−1Φh(∂z,
. . . , ∂z), i.e.,
Φh(y
1/2Z(1)y1/2, . . . , y1/2Z(d)y1/2) = τ ∗D(y1/2)−1Φh(Z(1), . . . , Z(d)) .
In fact, since y1/2 is symmetric, it is equivalent to show
h(y1/2X(1), . . . , y1/2X(d)) = τ ∗D(y1/2)−1h(X(1), . . . , X(d)) ,






Therefore Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd ))(gz) is
4m det(y1/2)k/2τ ∗D(y1/2)−1Δ∗(Φh(∂z, . . . , ∂z)(f1 ⊗ · · · ⊗ fd))
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plus det(y1/2)k/2R(z, y1/2, k) with a function R which is polynomial as a function in y1/2
with degree strictly lower that that of τ ∗D(y1/2)−1 and holomorphic in z. We have
det(y1/2)−k/2τ ∗D(y1/2)Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd ))(gz)
= 4mΔ∗(Φh(∂z, . . . , ∂z)(f1 ⊗ · · · ⊗ fd))(z) + τ ∗D(y1/2)R .
On the other hand, it is holomorphic on D since the left hand side is equal to f (z) for some
f ∈ M
τD+ k2 1
. Hence R = 0. 
Proof in the case of G = SU(p, q). The outline of the proof is the same as in the
case of G = Mp(n, R). Let φfs be the lift of fs as above. From Theorem 4.1.3, we know
that
Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd )) ∈
[
C∞mod(Γ \G) ⊗ U∗
τD+ k2 1
]K,∇−=0
and therefore it is of the form φf for f ∈ M
τD+ k2 1
(Γ ).





∈ D and express z as x+√−1y
















where X = x +√−1u
∗u
2
, Y = y − u
∗u
2
and Y 1/2 the well-defined positive definite square







, j2(gp, e0) = Y−1/2 and gp.e0 = p .
We have the diffeomorphism D × K 
 (p, k) → gpk ∈ G.
With these notations, we have φf (gp) = det(Y 1/2)kτ ∗D(j (gp, e0))−1f (p) (under the
identification of the spaces U∗
τD+ k2 1
and U∗τD ). What we want to calculate is








· Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd ))(gz) .
Consider two types of functions on G:
(i) a function h̃ attached to a holomorphic function h on D given by
h̃(g) = h(gp.e0) .
(ii) a function τ̃ attached to a representation τ of S(U(p) × U(q)) with values in
End(Uτ ) given by
τ̃ (g) = τ (j (g, e0)) .
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Denote by 1 and 2 be representations given by 1(k) = k1 and 2(k) = k2 for k =





is the standard representation. We
have ̃1(g) = j1(g, e0) and ̃2(g) = j2(g, e0).
For an invertible square complex matrix a, we use the notation a′ to denotes the
adjoint-inverse (a∗)−1 of a.
LEMMA 4.2.7. We have
(π+i,j h̃)(g) = 2
(
t ̃1(g) · (∂ph)∼(g) · t ̃2(g)−1
)
i,j






(π+i,j τ̃ )(g) = −









where 0(s,t) denotes the (s, t)-matrix with entries 0 and 1(q,q) the (q, q)-diagonal matrix
with entries 1.
Proof of Lemma. We first show the lemma for g = gp. In this case, the formulae in
the lemma become
(π+i,j h̃)(gp) = 2
((
Ȳ 1/2 0√−1ū 1
)





(π+i,j τ̃ )(gp) = −




























for any p′ ∈ D. These derivations are proved by direct calculation and the calculation is
more or less straight forward by using the following decomposition of π+i,j . Here we always








and the convention that the empty block means 0.
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√−1N2) + H1 −



































































































Though it is not hard, the calculation of the derivations of h̃ by N3 and N4 might be slightly
non-trivial compared with others. Since we have
(gz exp tN3).e0 =
(
z + √−1tu∗ei,j Y 1/2 + (
√−1/2)t2Y 1/2ej,j Y 1/2




√−1tu∗ei,j Y 1/2 = F +














t=0 +(∂uh · Ȳ
1/2)i,j ,
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t=0 +2(∂uh · Ȳ
1/2)i,j
= 2√−1(ū · ∂zh · Ȳ 1/2)i,j + 2(∂uh · Ȳ 1/2)i,j ,






We then consider the lemma for general g . Write g = gpk with p = g.e0 and put
k = (k1, k2) as an element of S(U(p) × U(q)). Then the first formula is deduced from the
special case as

















(π+i,j τ̃ )(gpk) = (Ad(k)π+i,j )τ̃ (gp)τ̃ (k)













) · τ̃ (k)












) · τ̃ (k)













From this and the equality (4.2.7.3) and (4.2.7.4), we have the second formula in the
lemma. 
If a function ϕ on G satisfies the condition that Lgpϕ = ϕ for every gp with p ∈ D,
then π+i,j ϕ also satisfies Lgp (π
+












That it is invariant under the left translation under gp follows from the equality (4.2.7.3) and
(4.2.7.4). Therefore its any iterated derivation by π+i,j ’s is a function in k and is independent
of gp.
Quite similar to the case of G = Mp(n, R), we see from (4.2.7.1), (4.2.7.2) and the
remark following Lemma 4.2.7 that, if we calculate the derivation
Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd ))(gz) .
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and express the result as a function in z, Y 1/2, u and k, then we can write it as F(z, Y 1/2,
u, k) with a function F which is polynomial as a function in (the entries of) Y 1/2 and
holomorphic as a function in z. Moreover, any terms of F with highest degree in Y 1/2
contains holomorphic differentials of fs ’s with respect to z and u of highest order. The sum
of the terms containing the holomorphic differentials of fs ’s of highest order is obtained by





Ȳ 1/2 0√−1ū 1
)
· ∂p · Ȳ 1/2, . . . , 2
(
Ȳ 1/2 0√−1ū 1
)
· ∂p · Ȳ 1/2
)
.
to the f1 ⊗ · · · ⊗ fd -part of φ1 ⊗ · · · ⊗ φd , followed by Δ∗.
To calculate the symbol, notice that we have
Φh(
tg1Z(1)tg−12 , . . . ,
tg1Z(d)tg−12 ) = τ ∗D(g1, g2)−1Φh(Z(1), . . . , Z(d))
for g = (g1, g2) ∈ S(U(p) × U(q))  K by definitions of Φh and the K-invariance of
h ∈ [Hk(D) ⊗ U∗
τD+ k2 1
]K









Φh(∂p, . . . , ∂p)
= 2mτ ∗D(j (gp, e0))−1Φh(∂p, . . . , ∂p)
where m is the degree of the homogeneous polynomial Φh.
Therefore Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd ))(gp) is
2m det(Y 1/2)kτ ∗D(j (gp, e0))−1Δ∗(Φh(∂p, . . . , ∂p)(f1 ⊗ · · · ⊗ fd))(p)
plus det(Y 1/2)kR(z, Y 1/2, u, k) with a function R which is polynomial as a function in Y 1/2
with degree strictly lower than that of τ ∗D(j (gp, e0))−1 and holomorphic in z. We have
det(Y 1/2)−k/2τ ∗D(j (gp, e0))Δ∗(Φh(π+, . . . , π+)(φf1 ⊗ · · · ⊗ φfd ))(gp)
= 2mΔ∗(Φh(∂p, . . . , ∂p)(f1 ⊗ · · · ⊗ fd))(p) + τ ∗D(j (gp, e0))R .
On the other hand, it is holomorphic on D since the left hand side is equal to f (z) for some
f ∈ M
τD+ k2 1
(Γ ). Hence R = 0. 
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