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Abstract
The discrete autonomous/non-autonomous Toda equations and the discrete Lotka-Volterra
system are important integrable discrete systems in fields such as mathematical physics, math-
ematical biology and statistical physics. They also have applications to numerical linear al-
gebra. In this paper, we first simultaneously obtain their general solutions. Then, we show
the asymptotic behavior of the solutions for any initial values as the discrete-time variables go
to infinity. Our two main techniques for understanding the distinct integrable systems are to
introduce two types of discrete-time variables and to examine properties of a restricted infinite
sequence, its associated determinants and polynomials.
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1 Introduction
Many integrable systems first appeared in mathematical physics and mathematical biology for
real-life problems. Time discretizations of such integrable systems can be useful for understanding
physical and biological phenomena numerically. Discrete-time evolutions in integrable discrete
systems also contribute to scientific computing as key components of numerical algorithms.
The Toda equation is one of the most famous integrable systems, and describes the motion
governed by a nonlinear spring [16], but studies have branched into, for example, nonlinear electric
circuits [4], explicit soliton solutions [11], and the connection with simple Lie algebra [1]. A time-
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discretization of the Toda equation is

q
(s+1)
k + e
(s+1)
k−1 = q
(s)
k + e
(s)
k , k = 1, 2, . . . ,m,
q
(s+1)
k e
(s+1)
k = q
(s)
k+1e
(s)
k , k = 1, 2, . . . ,m− 1,
e
(s)
0 := 0, e
(s)
m := 0,
s = 0, 1, . . . ,
(1)
where the subscripts k and superscripts s with parentheses are discrete-space and discrete-time
variables, respectively. Interestingly, the Toda equation and its time discretization both have
relationships to well-known algorithms for computing eigenvalues of tridiagonal matrices. The time
evolution in the Toda equation corresponds to the 1-step of the QR algorithm for tridiagonal matrix
exponentials [15]. The discrete Toda (dToda) equation (1) is equivalent to the recursion formula
that generates the similarity LR transformations of tridiagonal matrices in the quotient-difference
(qd) algorithm [13]. The qd algorithm is also used to compute singular values of bidiagonal
matrices.
In the theory of orthogonal polynomials, the compatibility condition of a transformation for
discrete-time evolution and its inverse yields the following dToda equation with arbitrary constants
µ(t) and µ(t+1) [5]:

Q
(t+1)
k + E
(t+1)
k−1 + µ
(t+1) = Q
(t)
k + E
(t)
k + µ
(t), k = 1, 2, . . . ,m,
Q
(t+1)
k E
(t+1)
k = Q
(t)
k+1E
(t)
k , k = 1, 2, . . . ,m− 1,
E
(t)
0 := 0, E
(t)
m := 0,
t = 0, 1, . . . .
(2)
We consider t appearing in the superscripts in (2) to be a different discrete-time variable from
s in the dToda equation (1). Since µ(t) and µ(t+1) depend on the independent variable t, we
refer to (2) as the non-autonomous dToda equation, and refer to (1) as the autonomous dToda
equation. If we set s = t and µ(t) = µ(t+1) = 0, then the non-autonomous dToda equation (2) is
equivalent to the autonomous dToda equation (1). The non-autonomous dToda equation (2) also
gives the LR transformations with implicit shifts of tridiagonal matrices. In other words, (2) can
be considered a recursion formula of the shifted qd algorithm that may converge faster than the
original algorithm. The constants µ(t) and µ(t+1) then correspond to the shifts that bring about
the convergence acceleration.
The integrable Lotka-Volterra (LV) system is a simple biological model describing a predator-
prey interaction of several species. Aside from the discretization of the Toda equation, the discrete
LV (dLV) system has discretization parameters δ(t) and δ(t+1) as follows:

u
(t+1)
k (1 + δ
(t+1)u
(t+1)
k−1 ) = u
(t)
k (1 + δ
(t)u
(t)
k+1), k = 1, 2, . . . , 2m− 1,
u
(t)
0 := 0, u
(t)
2m := 0,
t = 0, 1, . . . .
(3)
Here, u
(t)
k indicates density of the kth species at the discrete-time t. The dLV system (3) also gener-
ates the LR and shifted LR transformations of positive-definite tridiagonal matrices for computing
singular values of bidiagonal matrices [7, 8, 17].
Several observations have been made regarding the asymptotic behavior of solutions to the
autonomous dToda equation (1) and the dLV system (3). The latter, however, has only been
analyzed with positive initial values. These asymptotic behaviors have been individually shown
using distinct frameworks in separate books [3, 13] and separate papers [7, 8, 17]. Moreover, to
the best of our knowledge, asymptotic analysis for the non-autonomous dToda equation (2) has
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not been reported yet. In this paper, based on only an infinite sequence with respect to two types
of discrete-time variables s and t, we report on the asymptotic behavior of all three systems.
The remainder of this paper is organized as follows. In Section 2, we first introduce an infinite
sequence with respect to two types of discrete-time variables s and t. The infinite sequence is
also associated with matrix eigenvalues. We then show properties of the Hankel determinants
associated with the infinite sequence. In Sections 3 and 4, we examine relationships between the
Hankel determinants, their Hankel polynomials, and Hadamard polynomials with respect to s and
t. Referring to [9], we simultaneously derive the autonomous dToda equation (1) and the non-
autonomous dToda equation (2). In Section 5, we observe eigenvalue problems of square matrices
involving the dToda variables, and then express the determinant solutions with sufficient degrees
of freedom to the dToda equations using the Hankel determinants. In Section 6, we present
asymptotic analysis of the dToda equations by considering asymptotic expansion of the Hankel
determinants as s→∞ or t→∞. In Section 7, by relating the non-autonomous dToda equation
(2) to the dLV system (3), we describe the determinant solution to the dLV system (3) and its
asymptotic behavior as t→∞. Finally, we conclude in Section 8.
2 Hankel determinants with two discrete-time variables
In this section, we first introduce an infinite sequence {f
(t)
s }∞s,t=0 with respect to two types of
discrete-time variables s and t, and then associate it with the Hankel determinants. Next, we
derive identities concerning the Hankel determinants under certain restrictions on the infinite
sequence {f
(t)
s }∞s,t=0.
For arbitrary complex λ1, λ2, . . . , λm, let us introduce an m-degree polynomial with respect to
complex z:
p(z) = (z − λ1)(z − λ2) · · · (z − λm). (4)
The polynomial (4) can be regarded as the characteristic polynomial of m-by-m matrices with
eigenvalues λ1, λ2, . . . , λm. Clearly, the polynomial p(z) can be expanded as
p(z) = zm + a1z
m−1 + · · ·+ am−1z + am, (5)
where a1, a2, . . . , an are complex constants.
At each t = 0, 1, . . . , let {f
(t)
s }∞s=0 be an infinite sequence whose entries satisfy the linear
equation with coefficients a1, a2, . . . , am appearing in (5),
f
(t)
s+m + a1f
(t)
s+m−1 + · · ·+ amf
(t)
s = 0, s = 0, 1, . . . , (6)
where f
(t)
0 , f
(t)
1 , . . . , f
(t)
m−1 are arbitrary. Moreover, let the infinite sequence {f
(t)
s }∞s,t=0 satisfy
f (t+1)s = f
(t)
s+1 − µ
(t)f (t)s , s, t = 0, 1, . . . , (7)
where {µ(t)}∞t=0 is an arbitrary constant sequence.
We next consider the determinants of symmetric square matrices of order k:
H
(s,t)
k :=
∣∣∣∣∣∣∣∣∣∣
f
(t)
s f
(t)
s+1 · · · f
(t)
s+k−1
f
(t)
s+1 f
(t)
s+2 · · · f
(t)
s+k
...
...
...
...
f
(t)
s+k−1 f
(t)
s+k · · · f
(t)
s+2k−2
∣∣∣∣∣∣∣∣∣∣
, s, t = 0, 1, . . . , (8)
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where H
(s,t)
−1 := 0 and H
(s,t)
0 := 1. The determinants H
(s,t)
k are known as the Hankel determinants
and can be used for expressing solutions to several integrable systems.
We now derive a proposition concerning the case k = m+1 in the Hankel determinants H
(s,t)
k .
Proposition 1. It holds that
H
(s,t)
m+1 = 0, s, t = 0, 1, . . . . (9)
Proof. By multiplying the 1st, 2nd, . . . , mth columns in the Hankel determinant H
(s,t)
m+1 by am,
am−1, . . . , a1, respectively, and by adding these results to the (m+ 1)th column, we obtain
H
(s,t)
m+1 =
∣∣∣∣∣ f (s,t)m+1 f (s+1,t)m+1 · · · f (s+m−1,t)m+1
m∑
ℓ=0
aℓf
(s+m−ℓ,t)
m+1
∣∣∣∣∣ , (10)
where a0 := 1 and f
(s,t)
k := (f
(t)
s , f
(t)
s+1, . . . , f
(t)
s+k−1)
⊤. It is obvious from (6) that
m∑
ℓ=0
aℓf
(s+m−ℓ,t)
m+1 = 0. (11)
Thus, combining (10) with (11) gives (9).
The following proposition gives evolutions with respect to s and t in the Hankel determinants
H
(s,t)
k associated with the restricted infinite sequence {f
(t)
s }∞s=0.
Proposition 2. For k = 0, 1, . . . ,m, it holds that
H
(s+2,t)
k H
(s,t)
k = H
(s+1,t)
k H
(s+1,t)
k +H
(s,t)
k+1H
(s+2,t)
k−1 , s, t = 0, 1, . . . , (12)
H
(s,t+2)
k H
(s,t)
k = H
(s,t+1)
k H
(s,t+1)
k +H
(s,t)
k+1H
(s,t+2)
k−1 , s, t = 0, 1, . . . . (13)
Proof. For any determinant D, it is shown in [6] that
D
[
i1
j1
]
D
[
i2
j2
]
= D
[
i1
j2
]
D
[
i2
j1
]
+DD
[
i1 i2
j1 j2
]
, (14)
where D
[
i1 i2 . . . in
j1 j2 . . . jn
]
denotes the cofactor obtained from D by deleting the i1th, i2th, . . . ,
inth rows and j1th, j2th, . . . , jnth columns. Equation (14) is well known as the Jacobi identity
for determinants. Then, by letting i1 = j1 = 1, i2 = j2 = k + 1 and D = H
(s,t)
k+1 in (14), we obtain
H
(s,t)
k+1
[
1
1
]
H
(s,t)
k+1
[
k + 1
k + 1
]
= H
(s,t)
k+1
[
1
k + 1
]
H
(s,t)
k+1
[
k + 1
1
]
+H
(s,t)
k+1H
(n,t)
k+1
[
1 k + 1
1 k + 1
]
.
(15)
It follows that∣∣∣ f (s+2,t)k f (s+3,t)k . . . f (s+k+1,t)k
∣∣∣ ∣∣∣ f (s,t)k f (s+1,t)k . . . f (s+k−1,t)k
∣∣∣
=
∣∣∣ f (s+1,t)k f (s+2,t)k . . . f (s+k,t)k
∣∣∣ ∣∣∣ f (s+1,t)k f (s+2,t)k . . . f (s+k,t)k
∣∣∣
+
∣∣∣ f (s,t)k+1 f (s+1,t)k+1 . . . f (s+k−1,t)k+1
∣∣∣ ∣∣∣ f (s+2,t)k−1 f (s+3,t)k−1 . . . f (s+k,t)k−1
∣∣∣ ,
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which immediately leads to (12).
By multiplying the kth, (k−1)th, . . . , 1st rows by −µ(t), and then adding these to the (k+1)th,
kth, . . . , 2nd rows in the entries of the Hankel determinants H
(s,t)
k+1 in (8), respectively, and then
by considering (7), we obtain
H
(s,t)
k+1 =
∣∣∣∣∣∣∣∣∣∣
f
(t)
s f
(t)
s+1 · · · f
(t)
s+k
f
(t+1)
s f
(t+1)
s+1 · · · f
(t+1)
s+k
...
...
...
...
f
(t+1)
s+k−1 f
(t+1)
s+k · · · f
(t+1)
s+2k−1
∣∣∣∣∣∣∣∣∣∣
. (16)
Performing a similar procedure the columns in the right-hand side of (16), we can express the
Hankel determinants H
(s,t)
k+1 as
H
(s,t)
k+1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
f
(t)
s f
(t+1)
s f
(t+1)
s+1 · · · f
(t+1)
s+k−1
f
(t+1)
s f
(t+2)
s f
(t+2)
s+1 · · · f
(t+2)
s+k−1
f
(t+1)
s+1 f
(t+2)
s+1 f
(t+2)
s+2 · · · f
(t+2)
s+k
...
...
...
...
...
f
(t+1)
s+k−1 f
(t+2)
s+k−1 f
(t+2)
s+k · · · f
(t+2)
s+2k−2
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (17)
It is obvious from (17) that H
(s,t)
k+1
[
1
1
]
= H
(s,t+2)
k for k = 1, 2, . . . ,m. By considering the other
cofactors obtained from H
(s,t)
k+1 in (17), we can see that
H
(s,t)
k+1
[
k + 1
k + 1
]
=
∣∣∣∣∣ f
(t)
s f
(t+1)
s f
(t+1)
s+1 · · · f
(t+1)
s+k−2
f
(s,t+1)
k−1 f
(s,t+2)
k−1 f
(s+1,t+2)
k−1 · · · f
(s+k−2,t+2)
k−1
∣∣∣∣∣ , (18)
H
(s,t)
k+1
[
1
k + 1
]
=
∣∣∣ f (s,t+1)k f (s,t+2)k f (s+1,t+2)k · · · f (s+k−2,t+2)k
∣∣∣ , (19)
H
(s,t)
k+1
[
k + 1
1
]
=
∣∣∣∣∣ f
(t+1)
s f
(t+1)
s+1 · · · f
(t+1)
s+k−1
f
(s,t+2)
k−1 f
(s+1,t+2)
k−1 · · · f
(s+k−1,t+2)
k−1
∣∣∣∣∣ , (20)
H
(n,t)
k+1
[
1 k + 1
1 k + 1
]
=
∣∣∣ f (s,t+2)k−1 f (s+1,t+2)k−1 · · · f (s+k−2,t+2)k−1
∣∣∣ . (21)
By multiplying the 1st row in the right-hand side of (18) by µ(t), then adding it to the 2nd row
and by using (7), we obtain
H
(s,t)
k+1
[
k + 1
k + 1
]
=
∣∣∣∣∣∣∣
f
(t)
s f
(t+1)
s f
(t+1)
s+1 · · · f
(t+1)
s+k−2
f
(t)
s+1 f
(t+1)
s+1 f
(t+1)
s+2 · · · f
(t+1)
s+k−1
f
(s+1,t+1)
k−2 f
(s+1,t+2)
k−2 f
(s+2,t+2)
k−2 · · · f
(s+k−1,t+2)
k−2
∣∣∣∣∣∣∣ . (22)
Similarly, for the 2nd, 3rd, . . . , kth rows in (22), we derive
H
(s,t)
k+1
[
k + 1
k + 1
]
=
∣∣∣∣∣∣∣∣∣∣∣
f
(t)
s f
(t+1)
s f
(t+1)
s+1 · · · f
(t+1)
s+k−2
f
(t)
s+1 f
(t+1)
s+1 f
(t+1)
s+2 · · · f
(t+1)
s+k−1
...
...
...
. . .
...
f
(t)
s+k−1 f
(t+1)
s+k−1 f
(t+1)
s+k · · · f
(t+1)
s+2k−3
∣∣∣∣∣∣∣∣∣∣∣
. (23)
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Performing a similar procedure for the 1st, 2nd, . . . , (k − 1)th columns in (23), it follows that
H
(s,t)
k+1
[
k + 1
k + 1
]
= H
(s,t)
k . Moreover, by rewriting the other cofactors as H
(s,t)
k+1
[
1
k + 1
]
=
H
(s,t)
k+1
[
k + 1
1
]
= H
(s,t+1)
k and H
(n,t)
k+1
[
1 k + 1
1 k + 1
]
= H
(s,t+2)
k−1 , we obtain (13).
3 Hadamard polynomials and autonomous discrete Toda
In this section, we consider the Hankel polynomials associated with the Hankel determinants
H
(s,t)
k and define the Hadamard polynomials by rates of the Hankel determinants H
(s,t)
k and their
corresponding Hankel polynomials. We then present relationships between the Hankel determinants
H
(s,t)
k , the Hankel polynomials, and the Hadamard polynomials with respect to s. From these
relationships, we derive the autonomous dToda equation (1).
For k = 1, 2, . . . ,m, as the Hankel polynomials associated with the Hankel determinants H
(s,t)
k ,
let us introduce k-degree polynomials with respect to z associated with the infinite sequence
{f
(t)
s }∞s,t=0:
H
(s,t)
k (z) :=
∣∣∣∣∣∣∣∣∣∣
f
(t)
s f
(t)
s+1 · · · f
(t)
s+k−1 1
f
(t)
s+1 f
(t)
s+2 · · · f
(t)
s+k z
...
...
...
...
...
f
(t)
s+k f
(t)
s+k+1 · · · f
(t)
s+2k−1 z
k
∣∣∣∣∣∣∣∣∣∣
, s, t = 0, 1, . . . , (24)
where H
(s,t)
−1 (z) := 0 and H
(s,t)
0 (z) := 1.
The following lemma gives the relationships of the Hankel determinants H
(s,t)
k and the Hankel
polynomials H
(s,t)
k (z) at each t.
Lemma 1. For k = 0, 1, . . . ,m and s, t = 0, 1, . . . , the Hankel determinants H
(s,t)
k and the Hankel
polynomials H
(s,t)
k (z) associated with the infinite sequence {f
(t)
s }∞s,t=0 satisfy
zH
(s,t)
k H
(s+1,t)
k−1 (z) = H
(s+1,t)
k H
(s,t)
k−1 (z) +H
(s+1,t)
k−1 H
(s,t)
k (z), (25)
H
(s+1,t)
k H
(s,t)
k (z) = H
(s,t)
k+1H
(s+1,t)
k−1 (z) +H
(s,t)
k H
(s+1,t)
k (z). (26)
Proof. By letting i1 = j1 = k + 1, i2 = 1, j2 = k and D = H
(s,t)
k (z) in (14), we obtain
H
(s,t)
k (z)
[
k + 1
k + 1
]
H
(s,t)
k (z)
[
1
k
]
= H
(s,t)
k (z)
[
k + 1
k
]
H
(s,t)
k (z)
[
1
k + 1
]
+H
(s,t)
k (z)H
(s,t)
k (z)
[
k + 1 1
k + 1 k
]
.
Thus, it follows that∣∣∣ f (s,t)k f (s+1,t)k · · · f (s+k−1,t)k
∣∣∣ ∣∣∣ f (s+1,t)k f (s+2,t)k · · · f (s+k−1,t)k zzk
∣∣∣
=
∣∣∣ f (s,t)k f (s+1,t)k · · · f (s+k−2,t)k zk
∣∣∣ ∣∣∣ f (s+1,t)k f (s+2,t)k · · · f (s+k,t)k
∣∣∣
+
∣∣∣ f (s,t)k+1 f (s+1,t)k+1 · · · f (s+k−1,t)k+1 zk+1
∣∣∣ ∣∣∣ f (s+1,t)k−1 f (s+2,t)k−1 · · · f (s+k−1,t)k−1
∣∣∣ ,
where zk := (1, z, . . . , z
k−1)⊤. This identity is easily checked to be (25).
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For any (k + 1)-dimensional vectors x1,x2, . . . ,xk+3, the determinants of the submatrices in
the (k + 1)-by-(k + 3) matrix Xk :=
(
x1 x2 · · · xk+3
)
satisfy∣∣ x1 x2 · · · xk−1 xk xk+1 ∣∣ ∣∣ x1 x2 · · · xk−1 xk+2 xk+3 ∣∣
−
∣∣ x1 x2 · · · xk−1 xk xk+2 ∣∣ ∣∣ x1 x2 · · · xk−1 xk+1 xk+3 ∣∣
+
∣∣ x1 x2 · · · xk−1 xk xk+3 ∣∣ ∣∣ x1 x2 · · · xk−1 xk+1 xk+2 ∣∣ = 0. (27)
This is known as the Plu¨cker relation. By letting x1 = f
(s+1,t)
k+1 , x2 = f
(s+2,t)
k+1 , . . . , xk = f
(s+k,t)
k+1 ,
xk+1 = f
(s,t)
k+1 , xk+2 = zk+1, xk+3 = ek+1 := (0, 0, . . . , 0, 1)
⊤ in (27), we obtain∣∣∣ f (s+1,t)k+1 f (s+2,t)k+1 · · · f (s+k,t)k+1 f (s,t)k+1
∣∣∣
×
∣∣∣ f (s+1,t)k+1 f (s+2,t)k+1 · · · f (s+k−1,t)k+1 zk+1 ek+1
∣∣∣
−
∣∣∣ f (s+1,t)k+1 f (s+2,t)k+1 · · · f (s+k−1,t)k+1 f (s+k,t)k+1 zk+1
∣∣∣
×
∣∣∣ f (s+1,t)k+1 f (s+2,t)k+1 · · · f (s+k−1,t)k+1 f (s,t)k+1 ek+1
∣∣∣
+
∣∣∣ f (s+1,t)k+1 f (s+2,t)k+1 · · · f (s+k−1,t)k+1 f (s+k,t)k+1 ek+1
∣∣∣
×
∣∣∣ f (s+1,t)k+1 f (s+2,t)k+1 · · · f (s+k−1,t)k+1 f (s,t)k+1 zk+1
∣∣∣ = 0,
which implies (26).
Moreover, for k = 1, 2, . . . ,m, let us define another set of polynomials H
(s,t)
k (z) of degree k as
H
(s,t)
k (z) :=
H
(s,t)
k (z)
H
(s,t)
k
, s, t = 0, 1, . . . , (28)
where H
(s,t)
−1 (z) := 0 and H
(s,t)
0 (z) := 1. The polynomials H
(s,t)
k (z) are the Hadamard polynomials.
Now, we derive a proposition for the Hadamard polynomials H
(s,t)
k (z) with k = m.
Proposition 3. The Hadamard polynomial H
(s,t)
m (z) coincides with the characteristic polynomial
p(z) of matrices with eigenvalues λ1, λ2, . . . , λm,
H(s,t)m (z) = p(z). (29)
Proof. The m-degree polynomial H
(s,t)
m (z) can be written as
H(s,t)m (z) =
∣∣∣ f (s,t)m+1 f (s+1,t)m+1 · · · f (s+m−1,t)m+1 zm+1
∣∣∣ . (30)
By multiplying the 1st, 2nd, . . . , mth rows on the right-hand side of (30) by am, am−1, . . . , a1,
respectively, and adding these to the (m+ 1)th row, we obtain
H(s,t)m (z) =
∣∣∣∣∣∣∣
f (s,t)m f
(s+1,t)
m · · · f
(s+m−1,t)
m zm
m∑
ℓ=0
aℓf
(t)
s+m−ℓ
m∑
ℓ=0
aℓf
(t)
s+m+1−ℓ · · ·
m∑
ℓ=0
aℓf
(t)
s+2m−1−ℓ
m∑
ℓ=0
aℓz
m−ℓ
∣∣∣∣∣∣∣ .
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From (6), it is obvious that the (m+1, 1), (m+1, 2), . . . , (m+1,m) entries are 0. The (m+1,m+1)
entry is equal to the characteristic polynomial p(z). Thus, we can express the characteristic
polynomial p(z) using the Hankel determinant H
(s,t)
m and the Hankel polynomial H
(s,t)
m (z) as
H
(s,t)
m (z) = p(z)H
(s,t)
m . By recalling the definition of the Hadamard polynomial H
(s,t)
m (z) in (28),
we obtain (29).
The following lemma gives identities of the Hadamard polynomials H
(s,t)
k (z).
Lemma 2. Let us assume that for the infinite sequence {f
(t)
s }∞s,t=0, the Hankel determinants H
(s,t)
k
are all nonzero. Then, for k = 1, 2, . . . ,m, the Hadamard polynomials H
(s,t)
k (z) satisfy
zH
(s+1,t)
k−1 (z) = H
(s,t)
k (z) + q
(s,t)
k H
(s,t)
k−1 (z), s, t = 0, 1, . . . , (31)
H
(s,t)
k (z) = H
(s+1,t)
k (z) + e
(s,t)
k H
(s+1,t)
k−1 (z), s, t = 0, 1, . . . , (32)
where q
(s,t)
k and e
(s,t)
k are given using the Hankel determinants H
(s,t)
k as
q
(s,t)
k :=
H
(s,t)
k−1H
(s+1,t)
k
H
(s,t)
k H
(s+1,t)
k−1
, (33)
e
(s,t)
k :=
H
(s,t)
k+1H
(s+1,t)
k−1
H
(s,t)
k H
(s+1,t)
k
. (34)
Proof. By dividing both sides of (25) by H
(s+1,t)
k−1 H
(s,t)
k , we obtain
z
H
(s+1,t)
k−1 (z)
H
(s+1,t)
k−1
=
(
H
(s,t)
k−1H
(s+1,t)
k
H
(s,t)
k H
(s+1,t)
k−1
)
H
(s,t)
k−1 (z)
H
(s,t)
k−1
+
H
(s,t)
k (z)
H
(s,t)
k
.
By considering the definition of the Hadamard polynomials H
(s,t)
k (z) in (28), we thus derive (31)
with (33). Similarly, it follows from (26) that
H
(s,t)
k+1H
(s+1,t)
k−1 (z)
H
(s,t)
k H
(s+1,t)
k
= H
(s,t)
k (z)−H
(s+1,t)
k (z). (35)
The left-hand side of (35) can be rewritten as
H
(s,t)
k+1H
(s+1,t)
k−1 (z)
H
(s,t)
k H
(s+1,t)
k
=
(
H
(s,t)
k+1H
(s+1,t)
k−1
H
(s,t)
k H
(s+1,t)
k
)
H
(s+1,t)
k−1 ,
and so we have (32) with (34).
The identities (31) in Lemma 2 can be regarded as the recursion formulas for generating evolu-
tions of discrete-time variable s of the Hadamard polynomials H
(s,t)
k (z). In the theory of orthogo-
nal polynomials, (31) correspond to the Christoffel transformations for the Hadamard polynomials
H
(s,t)
k (z) in [2]. Similarly, (32), which is the inverse transformation of (31), is the Geronimus trans-
formation for the Hadamard polynomialsH
(s,t)
k (z). The Christoffel and Geronimus transformations
are useful in the study of integrable discrete systems [19].
From Lemma 2, we derive a theorem for relationships involving q
(s,t)
k and e
(s,t)
k .
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Theorem 1. Let us assume that for the infinite sequence {f
(t)
s }∞s,t=0, the Hankel determinants
H
(s,t)
k are all nonzero. Then, the Hadamard polynomials H
(s,t)
k (z) for s, t = 0, 1, . . . satisfy the
three-term recursion formulas:
H
(s,t)
k+1 (z) = (z − q
(s,t)
k+1 − e
(s,t)
k )H
(s,t)
k (z)− q
(s,t)
k e
(s,t)
k H
(s,t)
k−1 (z), k = 0, 1, . . . ,m− 1. (36)
More importantly, q
(s,t)
k and e
(s,t)
k satisfy

q
(s+1,t)
k + e
(s+1,t)
k−1 = q
(s,t)
k + e
(s,t)
k , k = 1, 2, . . . ,m,
q
(s+1,t)
k e
(s+1,t)
k = q
(s,t)
k+1 e
(s,t)
k , k = 1, 2, . . . ,m− 1,
s, t = 0, 1, . . . .
(37)
Proof. Substituting (31) for (32), we obtain
zH
(s,t)
k (z) = H
(s,t)
k+1 (z) + (q
(s,t)
k+1 + e
(s,t)
k )H
(s,t)
k (z) + q
(s,t)
k e
(s,t)
k H
(s,t)
k−1 (z). (38)
By replacing s and k with s+ 1 and k − 1 in (38), respectively, we derive
zH
(s+1,t)
k−1 (z) = H
(s+1,t)
k (z) + (q
(s+1,t)
k + e
(s+1,t)
k−1 )H
(s+1,t)
k−1 (z) + q
(s+1,t)
k−1 e
(s+1,t)
k−1 H
(s+1,t)
k−2 (z). (39)
Moreover, by substituting (32) for (31), we obtain
zH
(s+1,t)
k−1 (z) = H
(s+1,t)
k (z) + (q
(s,t)
k + e
(s,t)
k )H
(s+1,t)
k−1 (z) + q
(s,t)
k e
(s,t)
k−1H
(s+1,t)
k−2 (z). (40)
By observing both sides of (39) and (40), we have (37).
Here, since (37) does not give evolution with respect to t, we may simplify q
(s,t)
k and e
(s,t)
k as
q
(s)
k and e
(s)
k , respectively, in the case where t is fixed in Theorem 1. Thus, (37) with fixed t in
Theorem 1 is equivalent to the autonomous dToda equation (1). In other words, the autonomous
dToda equation (1) is given by a special case of (37).
4 Hadamard polynomials and non-autonomous discrete Toda
In this section, with respect to t, but not s, we present relationships between the Hankel determi-
nants H
(s,t)
k , the Hankel polynomials H
(s,t)
k (z), and the Hadamard polynomials H
(s,t)
k (z) defined
in Section 3. From these relationships, we also derive the non-autonomous dToda equation (2).
We derive a lemma for the Hankel determinants H
(s,t)
k and the Hankel polynomials H
(s,t)
k (z)
at each s.
Lemma 3. For k = 1, 2, . . . ,m and s, t = 0, 1, . . . , the Hankel polynomials H
(s,t)
k (z) associated
with the infinite sequence {f
(t)
s }∞s,t=0 satisfy
(z − µ(t))H
(s,t)
k H
(s,t+1)
k−1 (z) = H
(s,t+1)
k H
(s,t)
k−1 (z) +H
(s,t+1)
k−1 H
(s,t)
k (z), (41)
H
(s,t+1)
k H
(s,t)
k (z) = H
(s,t)
k+1H
(s,t+1)
k−1 (z) +H
(s,t)
k H
(s,t+1)
k (z). (42)
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Proof. By multiplying the kth row in the Hankel polynomials H
(s,t)
k (z) by −µ
(t), then adding it
to the (k + 1)th row and by using (7), we derive
H
(s,t)
k (z) =
∣∣∣∣∣∣∣∣∣∣∣∣
f
(t)
s f
(t)
s+1 . . . f
(t)
s+k−1 1
f
(t)
s+1 f
(t)
s+2 . . . f
(t)
s+k z
...
...
. . .
...
...
f
(t)
s+k−1 f
(t)
s+k . . . f
(t)
s+2k−2 z
k−1
f
(t+1)
s+k−1 f
(t+1)
s+k . . . f
(t+1)
s+2k−2 (z − µ
(t))zk−1
∣∣∣∣∣∣∣∣∣∣∣∣
.
Similarly, for the kth, (k − 1)th, (k − 2)th, . . . , 2nd rows in the Hankel polynomials H
(s,t)
k (z), it
follows that
H
(s,t)
k (z) =
∣∣∣∣∣ f
(t)
s f
(t)
s+1 · · · f
(t)
s+k−1 1
f
(s,t+1)
k f
(s+1,t+1)
k · · · f
(s+k−1,t+1)
k
(
z − µ(t)
)
zk
∣∣∣∣∣ . (43)
By letting i1 = j1 = k + 1, i2 = 1, j2 = k and D = H
(s,t)
k (z) in the Jacobi identity (14) and
considering (43), we obtain∣∣∣∣∣ f
(t)
s f
(t)
s+1 · · · f
(t)
s+k−1
f
(s,t+1)
k−1 f
(s+1,t+1)
k−1 · · · f
(s+k−1,t+1)
k−1
∣∣∣∣∣
×
∣∣∣ f (s,t+1)k f (s+1,t+1)k · · · f (s+k−2,t+1)k (z − µ(t))zk
∣∣∣
=
∣∣∣∣∣ f
(t)
s f
(t)
s+1 · · · f
(t)
s+k−2 1
f
(s,t+1)
k−1 f
(s+1,t+1)
k−1 · · · f
(s+k−2,t+1)
k−1 (z − µ
(t))zk−1
∣∣∣∣∣
×
∣∣∣ f (s,t+1)k f (s+1,t+1)k · · · f (s+k−1,t+1)k
∣∣∣
+
∣∣∣∣∣ f
(t)
s f
(t)
s+1 · · · f
(t)
s+k−1 1
f
(s,t+1)
k−1 f
(s+1,t+1)
k−1 · · · f
(s+k−1,t+1)
k−1 (z − µ
(t))zk
∣∣∣∣∣
×
∣∣∣ f (s,t+1)k−1 f (s+1,t+1)k−1 · · · f (s+k−2,t+1)k−1
∣∣∣ . (44)
Equation (44) immediately leads to (41).
By multiplying the kth, (k − 1)th, . . . , 1st columns in the Hankel polynomials H
(s,t)
k (z) by
−µ(t) and adding these to the (k + 1)th, kth, . . . , 2nd columns, respectively, we derive
H
(s,t)
k (z) =
∣∣∣ f (s,t)k+1 f (s,t+1)k+1 f (s+1,t+1)k+1 · · · f (s+k−2,t+1)k+1 zk+1
∣∣∣ . (45)
By letting x1 = f
(s,t+1)
k+1 , x2 = f
(s+1,t+1)
k+1 , . . . , xk = f
(s+k−1,t+1)
k+1 , xk+1 = f
(s,t)
k+1 , xk+2 = zk+1,
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xk+3 = ek+1 in the Plu¨ker relation (27), we obtain∣∣∣ f (s,t+1)k+1 f (s+1,t+1)k+1 · · · f (s+k−1,t+1)k+1 f (s,t)k+1
∣∣∣
×
∣∣∣ f (s,t+1)k+1 f (s+1,t+1)k+1 · · · f (s+k−2,t+1)k+1 zk+1 ek+1
∣∣∣
−
∣∣∣ f (s,t+1)k+1 f (s+1,t+1)k+1 · · · f (s+k−1,t+1)k+1 zk+1
∣∣∣
×
∣∣∣ f (s,t+1)k+1 f (s+1,t+1)k+1 · · · f (s+k−2,t+1)k+1 f (s,t)k+1 ek+1
∣∣∣
+
∣∣∣ f (s,t+1)k+1 f (s+1,t+1)k+1 · · · f (s+k−1,t+1)k+1 ek+1
∣∣∣
×
∣∣∣ f (s,t+1)k+1 f (s+1,t+1)k+1 · · · f (s+k−2,t+1)k+1 f (s,t)k+1 zk+1
∣∣∣ = 0. (46)
Thus, combining (45) with (46) gives (42).
We give a lemma concerning identities of the Hadamard polynomials H
(s,t)
k .
Lemma 4. Let us assume that for the infinite sequence {f
(t)
s }∞s,t=0, the Hankel determinants H
(s,t)
k
are all nonzero. Then, for k = 1, 2, . . . ,m, the Hadamard polynomials H
(s,t)
k (z) satisfy
(z − µ(t))H
(s,t+1)
k−1 (z) = H
(s,t)
k (z) +Q
(s,t)
k H
(s,t)
k−1 (z), s, t = 0, 1, . . . , (47)
H
(s,t)
k (z) = H
(s,t+1)
k (z) + E
(s,t)
k H
(s,t+1)
k−1 (z), s, t = 0, 1, . . . , (48)
where Q
(s,t)
k and E
(s,t)
k are given using the Hankel determinants H
(s,t)
k as
Q
(s,t)
k :=
H
(s,t)
k−1H
(s,t+1)
k
H
(s,t)
k H
(s,t+1)
k−1
, (49)
E
(s,t)
k :=
H
(s,t)
k+1H
(s,t+1)
k−1
H
(s,t)
k H
(s,t+1)
k
. (50)
Proof. By dividing both sides of (41) by H
(s,t+1)
k−1 H
(s,t)
k and considering the Hadamard polynomials
H
(s,t)
k (z) in (28), we obtain
(z − µ(t))H
(s,t+1)
k−1 (z) =
(
H
(s,t)
k−1H
(s,t+1)
k
H
(s,t)
k H
(s,t+1)
k−1
)
H
(s,t)
k−1 (z) +H
(s,t)
k (z),
which immediately leads to (47) with (49). Similarly, it follows from (42) that(
H
(s,t)
k+1H
(s,t+1)
k−1
H
(s,t)
k H
(s,t+1)
k
)
H
(s,t+1)
k−1 (z) = H
(s,t)
k (z)−H
(s,t+1)
k (z),
which is equivalent to (48) with (50).
With the help of Lemma 4, we give the following theorem concerning Q
(s,t)
k and E
(s,t)
k .
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Theorem 2. Let us assume that for the infinite sequence {f
(t)
s }∞s,t=0, the Hankel determinants
H
(s,t)
k are all nonzero. Then, the Hadamard polynomials H
(s,t)
k (z) for s, t = 0, 1, . . . satisfy the
three-term recursion formulas:
H
(s,t)
k+1 (z) = (z −Q
(s,t)
k+1 − E
(s,t)
k − µ
(t))H
(s,t)
k (z)−Q
(s,t)
k E
(s,t)
k H
(s,t)
k−1 (z), k = 0, 1, . . . ,m− 1. (51)
More importantly, Q
(s,t)
k and E
(s,t)
k satisfy

Q
(s,t+1)
k + E
(s,t+1)
k−1 + µ
(t+1) = Q
(s,t)
k + E
(s,t)
k + µ
(t), k = 1, 2, . . . ,m,
Q
(s,t+1)
k E
(s,t+1)
k = Q
(s,t)
k+1E
(s,t)
k−1 , k = 1, 2, . . . ,m− 1,
s, t = 0, 1, . . . .
(52)
Proof. Similar to the proof for Lemma 1, it follows from (47) and (48) that
(z − µ(t))H
(s,t)
k (z) = H
(s,t)
k+1 (z) + (Q
(s,t)
k+1 + E
(s,t)
k )H
(s,t)
k (z) +Q
(s,t)
k E
(s,t)
k H
(s,t)
k−1 (z), (53)
(z − µ(t))H
(s,t+1)
k−1 (z) = H
(s,t+1)
k (z) + (Q
(s,t)
k + E
(s,t)
k )H
(s,t+1)
k−1 (z) +Q
(s,t)
k E
(s,t)
k−1H
(s,t)
k−2 (z). (54)
Comparing (53) with (54) gives (52).
By considering Q
(s,t)
k , E
(s,t)
k as Q
(t)
k , E
(t)
k at each s, we immediately simplify (52) as the non-
autonomous dToda equation (2).
Theorems 1 and 2 suggest that the two types of discrete-time variables play a key role in
simultaneously deriving both the autonomous dToda equation (1) and the non-autonomous dToda
equation (2).
5 Determinant solutions
In this section, we clarify eigenpairs of tridiagonal matrices involving q
(s,t)
k , e
(s,t)
k in Theorem 1
and Q
(s,t)
k , E
(s,t)
k in Theorem 2. We then show the determinant solutions with sufficient degrees of
freedom to the autonomous dToda equation (1) and the non-autonomous dToda equation (2).
Let us introducem-by-m bidiagonal matrices with e
(s,t)
1 , e
(s,t)
2 , . . . , e
(s,t)
m−1 and q
(s,t)
1 , q
(s,t)
2 , . . . , q
(s,t)
m :
L(s,t) :=


1
e
(s,t)
1 1
. . .
. . .
e
(s,t)
m−1 1

 , R(s,t) :=


q
(s,t)
1 1
q
(s,t)
2
. . .
. . . 1
q
(s,t)
m

 .
Then, the following proposition shows eigenpairs of A(s,t) := L(s,t)R(s,t).
Proposition 4. Eigenvalues of A(s,t) coincide with the roots λ1, λ2, . . . , λm of the polynomial
p(z) = (z − λ1)(z − λ2) . . . (z − λm). Moreover, the eigenvectors corresponding to λ1, λ2, . . . , λm
are H
(s,t)
1 ,H
(s,t)
2 , . . . ,H
(s,t)
m , respectively, where H
(s,t)
k := (H
(s,t)
0 (λk),H
(s,t)
1 (λk), . . . ,H
(s,t)
m−1(λk))
⊤.
Proof. Let us prepare the kth principal submatrix of A(s,t), namely,
A
(s,t)
k :=


q
(s,t)
1 1
q
(s,t)
1 e
(s,t)
1 q
(s,t)
2 + e
(s,t)
1
. . .
. . .
. . . 1
q
(s,t)
k−1 e
(s,t)
k−1 q
(s,t)
k + e
(s,t)
k−1

 .
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Moreover, let Ik be the k-by-k identity matrix. Then, by considering cofactor expansion along the
(k + 1)th row of det(zIk+1 −A
(s,t)
k+1 ), we derive
det(zIk+1 −A
(s,t)
k+1 ) = (z − q
(s,t)
k+1 − e
(s,t)
k ) det(zIk −A
(s,t)
k )− q
(s,t)
k e
(s,t)
k det(zIk−1 −A
(s,t)
k−1 ). (55)
By comparing (36) in Theorem 1 with (55), we obtain
H
(s,t)
k (z) = det(zIk −A
(s,t)
k ), k = 1, 2, . . . ,m. (56)
Thus, by combining Proposition 3 with (56), we have
p(z) = det(zIm −A
(s,t)). (57)
Consequently, by taking into account that p(z) = (z − λ1)(z − λ2) · · · (z − λm), we see that
λ1, λ2, . . . , λm are the eigenvalues of A
(s,t).
Equation (36) with z = λk leads to

(q
(s,t)
1 + e
(s,t)
0 )H
(s,t)
0 (λk) +H
(s,t)
1 (λk) = λkH
(s,t)
0 (λk),
q
(s,t)
1 e
(s,t)
1 H
(s,t)
0 (λk) + (q
(s,t)
2 + e
(s,t)
1 )H
(s,t)
1 (λk) +H
(s,t)
2 (λk) = λkH
(s,t)
1 (λk),
...
q
(s,t)
m−1e
(s,t)
m−1H
(s,t)
m−2(λk) + (q
(s,t)
m + e
(s,t)
m−1)H
(s,t)
m−1(λk) = λkH
(s,t)
m−1(λk).
(58)
Noting that A(s,t) = A
(s,t)
m , we can rewrite (58) as
A(s,t)H
(s,t)
k = λkH
(s,t)
k , k = 1, 2, . . . ,m. (59)
Equation (59) shows that H
(s,t)
1 , H
(s,t)
2 , . . . , H
(s,t)
m are eigenvectors of A(s,t) corresponding to λ1,
λ2, . . . , λm, respectively.
It is emphasized here that the discrete-time variable t is meaningless for investigating the
autonomous dToda equation (1). Without loss of generality, we can remove the discrete-time
variable t from the superscript in the case of the autonomous dToda equation (1). Thus, we
henceforth regard q
(s,t)
k , e
(s,t)
k in (37) with t = 0 as q
(s)
k , e
(s)
k in (1), that is, q
(s)
k = q
(s,0)
k and
e
(s)
k = e
(s,0)
k . With the help of Proposition 4, we derive the following theorem with respect to the
solution to the autonomous dToda equation (1).
Theorem 3. The solution to the autonomous dToda equation (1) can be expressed as
q
(s)
k =
H
(s,0)
k−1 H
(s+1,0)
k
H
(s,0)
k H
(s+1,0)
k−1
, k = 1, 2, . . . ,m, (60)
e
(s)
k =
H
(s,0)
k+1 H
(s+1,0)
k−1
H
(s,0)
k H
(s+1,0)
k
, k = 1, 2, . . . ,m− 1, (61)
where f
(0)
0 , f
(0)
1 , . . . , f
(0)
m−1 appearing in the Hankel determinants H
(0,0)
k are uniquely given from
q
(0)
1 , q
(0)
2 , . . . , q
(0)
m and e
(0)
1 , e
(0)
2 , . . . , e
(0)
m−1 in A
(0,0).
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Proof. By ignoring the discrete-time variable t in Lemma 2 and Theorem 1, we derive (60) and
(61) as the solution to the autonomous dToda equation (1).
Using a cofactor expansion along the (k + 1)th column for the Hankel polynomials H
(s)
k (z)
without the discrete-time variable t in (24), we obtain
H
(s)
k (z) = H
(s)
k z
k + H˜
(s)
k−1z
k−1 + H˜
(s)
k−2z
k−2 + · · ·+ H˜
(s)
0 , (62)
where H˜
(s)
k−i denote determinants given by replacing the (k − i+ 1)th column with −f
(s+k)
k in the
Hankel determinants H
(s)
k , that is,
H˜
(s)
k−i :=
∣∣∣ f (s)k f (s+1)k · · · f (s+k−i−1)k −f (s+k)k f (s+k−i+1)k · · · f (s+k−1)k
∣∣∣ .
Thus, by comparing (62) with H
(s,t)
k (z) = z
k + b
(s,t)
k,1 z
k−1 + b
(s,t)
k,2 z
k−2 + · · · + b
(s,t)
k,k , we derive
b
(s)
k,1 = H˜
(s)
k−1/H
(s)
k , b
(s)
k,2 = H˜
(s)
k−2/H
(s)
k , . . . , b
(s)
k,k = H˜
(s)
0 /H
(s)
k . Applying the inverse of Cramer’s rule
to these with s = 0, we obtain
(
f
(0)
k f
(1)
k · · · f
(k−1)
k
)


b
(0)
k,k
b
(0)
k,k−1
...
b
(0)
k,1

 = −f
(k)
k , k = 1, 2, . . . ,m. (63)
Therefore it follows that

f
(0)
0 = 1,
f
(0)
1 = −b1,1f
(0)
0 ,
f
(0)
2 = −b2,1f
(0)
1 − b2,2f
(0)
0 ,
...
f
(0)
m−1 = −bm−1,1f
(0)
m−2 − bm−1,2f
(0)
m−3 − · · · − bm−1,m−1f
(0)
0 ,
(64)
which implies that f
(0)
0 , f
(0)
1 , . . . , f
(0)
m−1 are uniquely determined using b
(0)
k,1, b
(0)
k,2, . . . , b
(0)
k,k.
Moreover, it is obvious from (56) with s = 0 and without the discrete-time t that q
(0)
k and e
(0)
k
generate the Hadamard polynomial H
(0)
k (z). Thus, we see that b
(0)
k,1, b
(0)
k,2, . . . , b
(0)
k,k are uniquely
given.
Similar to L(s,t) and R(s,t) involving e
(s,t)
k and q
(s,t)
k , respectively, let us define m-by-m matrices
involving E
(s,t)
k and Q
(s,t)
k appearing in Lemma 4 and Theorem 2:
L(s,t) :=


1
E
(s,t)
1 1
. . .
. . .
E
(s,t)
m−1 1

 , R(s,t) :=


Q
(s,t)
1 1
Q
(s,t)
2
. . .
. . . 1
Q
(s,t)
m

 .
Then, we have the following proposition concerning eigenpairs of A(s,t) := L(s,t)R(s,t).
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Proposition 5. Eigenvalues of A(s,t) + µ(t)Im coincide with the roots λ1, λ2, . . . , λm of the
polynomial p(z) = (z − λ1)(z − λ2) . . . (z − λm). Moreover, the eigenvectors corresponding to
λ1, λ2, . . . , λm are H
(s,t)
1 ,H
(s,t)
2 , . . . ,H
(s,t)
m , respectively.
Proof. Let us prepare the kth principle submatrix of A(s,t), namely,
A
(s,t)
k :=


Q
(s,t)
1 1
Q
(s,t)
1 E
(s,t)
1 Q
(s,t)
2 + E
(s,t)
1
. . .
. . .
. . . 1
Q
(s,t)
k−1E
(s,t)
k−1 Q
(s,t)
k + E
(s,t)
k−1

 .
Then, by considering cofactor expansion along the (k + 1)th row for det[(z − µ(t))Ik+1 − A
(s,t)
k+1 ],
we obtain
det[(z − µ(t))Ik+1 −A
(s,t)
k+1 ] = (z −Q
(s,t)
k+1 − E
(s,t)
k − µ
(t)) det[(z − µ(t))Ik −A
(s,t)
k ]
−Q
(s,t)
k E
(s,t)
k det[(z − µ
(t))Ik−1 −A
(s,t)
k−1 ]. (65)
Comparing this with (51), we derive
H
(s,t)
k = det[(z − µ
(t))Ik −A
(s,t)
k ],
which implies p(z) = det[(z−µ(t))Im−A
(s,t)]. Thus, by recalling p(z) = (z−λ1)(z−λ2) · · · (z−λm),
we see that λ1, λ2, . . . , λm are eigenvalues of A
(s,t)+µ(t)Im. Similarly to the case of q
(s,t)
k and e
(s,t)
k ,
by reconsidering (51) with z = λk, we have
(A(s,t) + µ(t)Im)H
(s,t)
k = λkH
(s,t)
k , k = 1, 2, . . . ,m. (66)
Thus, H
(s,t)
k are eigenvectors of A
(s,t) + µ(t)Im corresponding to the eigenvalues λk.
With the help of Proposition 5, we derive the following theorem concerning the solution to the
non-autonomous dToda equation (2).
Theorem 4. The solution to the non-autonomous dToda equation (2) can be expressed as
Q
(t)
k =
H
(0,t)
k−1H
(0,t+1)
k
H
(0,t)
k H
(0,t+1)
k−1
, k = 1, 2, . . . ,m, (67)
E
(t)
k =
H
(0,t)
k+1 H
(0,t+1)
k−1
H
(0,t)
k H
(0,t+1)
k
, k = 1, 2, . . . ,m− 1, (68)
where f
(0)
0 , f
(0)
1 , . . . , f
(0)
m−1 appearing in the Hankel determinants H
(0,0)
k are uniquely given by Q
(0)
1 ,
Q
(0)
2 , . . . , Q
(0)
m and E
(0)
1 , E
(0)
2 , . . . , E
(0)
m−1 in A
(0,0).
Proof. The proof is essentially given using Lemma 4 and Theorem 2 instead of Lemma 2 and
Theorem 1, and replacing s with t.
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It is obvious that the solutions q
(s)
k , e
(s)
k in Theorem 3 or Q
(t)
k , E
(t)
k in Theorem 4 have sufficient
arbitrariness from the constants a1, a2, . . . , am and the initial values f
(0)
0 , f
(0)
1 , . . . , f
(0)
m−1 of the
infinite sequence {f
(t)
s }∞s,t=0. From the perspective of the eigenvalue problem, we also discuss the
arbitrariness of q
(s)
k , e
(s)
k or Q
(t)
k , E
(t)
k . If q
(0,0)
k , e
(0,0)
k or Q
(0,0)
k , E
(0,0)
k are given, we uniquely obtain
A
(0,0)
k or A
(0,0)
k . In other words, the eigenvalues λ1, λ2, . . . , λm of both A
(0,0) and A(0,0) + µ(0)Im
are determined by q
(0,0)
k , e
(0,0)
k or Q
(0,0)
k , E
(0,0)
k . Thus, the eigenvalues λ1, λ2, . . . , λm have sufficient
arbitrariness.
6 Asymptotic behavior of discrete Toda equations
In this section, we find a general term to the infinite sequence {f
(t)
s }∞s,t=0 associated with distinct
λ1, λ2, . . . , λm, and then derive asymptotic expansions of the Hankel determinants H
(s,t)
k involving
f
(t)
s as s → ∞ or t → ∞. Using the asymptotic expansions, we clarify asymptotic behavior of
the determinantal solutions to the autonomous Toda equation (1) and the non-autonomous dToda
equation (2).
The following lemma gives a general term to the infinite sequence {f
(t)
s }∞s=0 at fixed t.
Lemma 5. Let us assume that the elements of the infinite sequence {f
(t)
s }∞s=0 satisfy the linear
dependence (6) at fixed t. Then, f
(t)
s can be expressed using distinct λ1, λ2, . . . , λm as
f (t)s =
m∑
ℓ=1
c
(t)
ℓ λ
s
ℓ , s = 0, 1, . . . , (69)
where c
(t)
1 , c
(t)
2 , . . . , c
(t)
m are constants determined by

c
(t)
1
c
(t)
2
...
c
(t)
m

 =


1 1 · · · 1
λ1 λ2 · · · λm
...
...
. . .
...
λm−11 λ
m−1
2 · · · λ
m−1
m


−1


f
(t)
0
f
(t)
1
...
f
(t)
m−1

 , (70)
and satisfying
c
(t)
i = c
(0)
i
t−1∏
ℓ=0
(λi − µ
(ℓ)), i = 1, 2, . . . ,m. (71)
Proof. Using (69), we can rewrite the left-hand side of the linear dependence (6) as
m∑
i=0
aif
(t)
s+m−i =
m∑
i=0
ai
(
m∑
ℓ=1
c
(t)
ℓ λ
s+m−i
ℓ
)
=
m∑
ℓ=1
c
(t)
ℓ λ
s
ℓ
(
m∑
i=1
aiλ
m−i
ℓ
)
.
From (5), it is obvious that
∑m
i=1 aiλ
m−i
ℓ = p(λℓ). By recalling that λℓ are zeros of p(z), we derive
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∑m
i=1 aiλ
m−i
ℓ = p(λℓ) = 0. Thus, we see that f
(t)
s in (69) satisfy (6). From (69), it follows that

f
(t)
0
f
(t)
1
...
f
(t)
m−1

 =


1 1 · · · 1
λ1 λ2 · · · λm
...
...
. . .
...
λm−11 λ
m−1
2 · · · λ
m−1
m




c
(t)
1
c
(t)
2
...
c
(t)
m

 . (72)
Then, by considering that the m-by-m matrix involving λ1, λ2, . . . , λm is the Vandermonde matrix
with determinant
∏
i<j(λj − λi), we obtain (70). Moreover, by combining (7) in Proposition 2
with (69), we derive
c
(t+1)
i = (λi − µ
(t))c
(t)
i , i = 1, 2, . . . ,m, (73)
which immediately leads to (71).
It is of significance that the infinite sequence {f
(t)
s }∞s=0 at any t in Lemma 5 involves arbitrary
constants λ1, λ2, . . . , λm and initial values f
(t)
0 , f
(t)
1 , . . . , f
(t)
m−1. Thus, the infinite sequence {f
(t)
s }∞s=0
has 2m degrees of freedom, which is greater than in the initial setting of the autonomous dToda
equation (1). In other words, the freedom in the infinite sequence {f
(t)
s }∞s=∞ sufficiently covers
that in the setting of the autonomous dToda equation (1).
The following lemma gives an expansion of the Hankel determinants H
(s,t)
k .
Lemma 6. At any t, the Hankel determinants H
(s,t)
k can be expanded as
H
(s,t)
k =
∑
1≤κ1<κ2<···<κk≤m
c(t)κ1 c
(t)
κ2
· · · c(t)κk (λκ1λκ2 · · ·λκk)
s
k∏
ℓ=2
λℓ−1κℓ
∏
i<j
(λκj − λκi). (74)
Proof. Since the entries of the Hankel determinants H
(s,t)
k satisfy (69) in Lemma 5, we derive
H
(s,t)
k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
m∑
ℓ=1
c
(t)
ℓ λ
s
ℓ
m∑
ℓ=1
c
(t)
ℓ λ
s+1
ℓ · · ·
m∑
ℓ=1
c
(t)
ℓ λ
s+k−1
ℓ
m∑
ℓ=1
c
(t)
ℓ λ
s+1
ℓ
m∑
ℓ=1
c
(t)
ℓ λ
s+2
ℓ · · ·
m∑
ℓ=1
c
(t)
ℓ λ
s+k
ℓ
...
...
. . .
...
m∑
ℓ=1
c
(t)
ℓ λ
s+k−1
ℓ
m∑
ℓ=1
c
(t)
ℓ λ
s+k
ℓ · · ·
m∑
ℓ=1
c
(t)
ℓ λ
s+2k−2
ℓ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, k = 1, 2, . . . ,m.
By reorganizing these determinants, we obtain
H
(s,t)
k =
∑
1≤κ1<κ2<···<κk≤m
c(t)κ1 c
(t)
κ2
· · · c(t)κk (λκ1λκ2 · · ·λκk)
s
∣∣∣∣∣∣∣∣∣
1 λκ2 · · · λ
k−1
κk
λκ1 λ
2
κ2
· · · λkκk
...
...
. . .
...
λk−1κ1 λ
k
κ2
· · · λ2k−2κk
∣∣∣∣∣∣∣∣∣
,
k = 1, 2, . . . ,m. (75)
Noting that the Vandermonde determinants appear on the right hand side of (75), we thus have
(74).
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Lemma 6 immediately leads to asymptotic expansions of the Hankel determinants H
(s,t)
k as
s→∞.
Lemma 7. Let us assume that λ1, λ2, . . . , λm are constants such that |λ1| > |λ2| > · · · > |λm|.
Then, the Hankel determinants H
(s,t)
k can be expanded as
H
(s,t)
k = cˆ
(t)
k (λ1λ2 · · ·λk)
s (1 +O (ρsk)) , s→∞, (76)
where cˆ
(t)
k := c
(t)
1 c
(t)
2 · · · c
(t)
k
∏k
ℓ=2 λ
ℓ−1
κℓ
∏
i<j(λκj − λκi) and ρk are some constants such that ρk >
|λk+1|/|λk|.
Proof. Under the assumption |λ1| > |λ2| > · · · > |λm|, the dominant terms of the Hankel determi-
nants H
(s,t)
k as s→∞ are the terms with κ1 = 1, κ2 = 2, . . . , κk = k appearing in Lemma 6.
With the help of Lemma 7, we present an asymptotic analysis of the autonomous dToda equa-
tion (1) as s→∞.
Theorem 5. Let us assume that for the infinite sequence {fs}
∞
s=0, the Hankel determinants H
(s)
k
are all nonzero. Moreover, let λ1, λ2, . . . , λm be constants such that |λ1| > |λ2| > · · · > |λm|. Then,
the asymptotic behavior as s→∞ of the autonomous dToda variables q
(s)
k and e
(s)
k are given as
lim
s→∞
q
(s)
k = λk, k = 1, 2, . . . ,m, (77)
lim
s→∞
e
(s)
k = 0, k = 1, 2, . . . ,m− 1. (78)
Proof. By applying Lemma 7 to the expressions of q
(s,t)
k and e
(s,t)
k in Lemma 2, we obtain, as
s→∞,
q
(s)
k = λk
(
1 +O
(
ρsk−1
)) (
1 +O
(
ρs+1k
))
(1 +O (ρsk))
(
1 +O
(
ρs+1k−1
)) , k = 1, 2, . . . ,m, (79)
e
(s)
k =
cˆ
(t)
k+1cˆ
(t)
k−1
(cˆ
(t)
k )
2
1
λk
(
λk+1
λk
)s (1 +O (ρsk+1)) (1 +O (ρs+1k−1))
(1 +O (ρsk))
(
1 +O
(
ρs+1k
)) , k = 1, 2, . . . ,m− 1. (80)
Thus, by taking the limit s→∞ in (79) and (80), we see that q
(s,t)
k → λk and e
(s,t)
k → 0 as s→∞.
We may remove the discrete-time variable t from the superscripts in q
(s,t)
k and e
(s,t)
k in the case of
analysis for the autonomous dToda equation (1). Therefore, we have (77) and (78)
The discrete-time evolution from s to s + 1 in Q
(s,t)
k and E
(s,t)
k is not considered in either
the autonomous dToda equation (1) and the non-autonomous dToda equation (2). Although the
explicit formula for generating such a discrete-time evolution has not been shown, we can describe
an asymptotic behavior of Q
(s,t)
k and E
(s,t)
k as s→∞.
Theorem 6. Let us assume that for the infinite sequence {f
(t)
s }∞s,t=0, the Hankel determinants
H
(s,t)
k are all nonzero. Moreover, let λ1, λ2, . . . , λm be constants such that |λ1| > |λ2| > · · · > |λm|.
Then, it holds that, as s→∞,
lim
s→∞
Q
(s,t)
k = λk − µ
(t), k = 1, 2, . . . ,m, (81)
lim
s→∞
E
(s,t)
k = 0, k = 1, 2, . . . ,m− 1. (82)
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Proof. For the expressions of Q
(s,t)
k and E
(s,t)
k in Lemma 4 as s→∞, it follows that, as s→∞,
Q
(s,t)
k =
cˆ
(t)
k−1cˆ
(t+1)
k
cˆ
(t)
k cˆ
(t+1)
k−1
(
1 +O
(
ρsk−1
))
(1 +O (ρsk))
(1 +O (ρsk))
(
1 +O
(
ρsk−1
)) , k = 1, 2, . . . ,m, (83)
E
(s,t)
k =
cˆ
(t)
k+1cˆ
(t+1)
k−1
cˆ
(t)
k cˆ
(t+1)
k
(
λk+1
λk
)s (1 +O (ρsk+1)) (1 +O (ρsk−1))
(1 +O (ρsk)) (1 +O (ρ
s
k))
k = 1, 2, . . . ,m− 1. (84)
Equations (83) and (84) imply that, as s → ∞, Q
(s,t)
k → cˆ
(t)
k−1cˆ
(t+1)
k /(cˆ
(t)
k cˆ
(t+1)
k−1 ) and E
(s,t)
k → 0,
respectively. Noting that cˆ
(t+1)
k /cˆ
(t)
k =
∏k
ℓ=1 c
(t+1)
ℓ /c
(t)
ℓ =
∏k
ℓ=1(λℓ − µ
(t)), we also derive Q
(s,t)
k →
λk − µ
(t) as s→∞.
Theorems 5 and 6 with Propositions 4 and 5 claim that, for fixed t, q
(s)
k = q
(s,t)
k andQ
(s)
k = Q
(s,t)
k
converge to the eigenvalues of A(s) = A(s,t) and A(s) = A(s,t) as s → ∞, respectively. The
asymptotic convergence of q
(s)
k and e
(s)
k as s→∞ obviously coincides with that shown in [3, 13].
Let us turn to the asymptotic analysis of q
(s,t)
k , e
(s,t)
k and Q
(s,t)
k , E
(s,t)
k as t→∞. The following
lemma gives asymptotic expansions of the Hankel determinants H
(s,t)
k as t→∞.
Lemma 8. Let us assume that λ1, λ2, . . . , λm are constants such that |λ1 − µ
(t)| > |λ2 − µ
(t)| >
· · · > |λm − µ
(t)|. Then, as t→∞,
H
(s,t)
k = cˇ
(s)
k
t∏
i=0
(λ1 − µ
(i))(λ2 − µ
(i)) · · · (λk − µ
(i))
(
1 +O
(
̺tk
))
, k = 1, 2, . . . ,m, (85)
where cˇ
(s)
k are constants given by cˇ
(s)
k := c
(0)
1 c
(0)
2 · · · c
(0)
k (λ1λ2 · · ·λk)
s
∏k
ℓ=2 λ
ℓ−1
κℓ
∏
i<j(λκj − λκi)
and ̺k are constants satisfying ̺k > |λk+1 − µ
(t)|/|λk − µ
(t)|.
Proof. Equation (85) is easily proved by noting that the terms with κ1 = 1, κ2 = 2, . . . , κk = k
appearing in Lemma 6 are dominant terms of the Hankel determinants H
(s,t)
k as t→∞ under the
assumption |λ1 − µ
(t)| > |λ2 − µ
(t)| > · · · > |λm − µ
(t)|.
Neither the autonomous dToda equation (1) nor the non-autonomous dToda equation (2) gener-
ates the discrete-time evolution of q
(s,t)
k and e
(s,t)
k with respect to t. However, Lemma 8 immediately
yields asymptotic behavior of q
(t)
k and e
(t)
k obtained by removing the discrete-time variable s from
the superscripts in q
(s,t)
k and e
(s,t)
k , respectively, as t→∞.
Theorem 7. Let us assume that for the infinite sequence {f (t)}∞t=0, the Hankel determinants H
(s,t)
k
are all nonzero. Moreover, let λ1, λ2, . . . , λm be constants such that |λ1−µ
(t)| > |λ2−µ
(t)| > · · · >
|λm − µ
(t)|. Then, it holds that
lim
t→∞
q
(t)
k = λk, k = 1, 2, . . . ,m, (86)
lim
t→∞
e
(t)
k = 0, k = 1, 2, . . . ,m− 1. (87)
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Proof. By combining Lemma 8 with the expressions of q
(s,t)
k and e
(s,t)
k in Lemma 2, we obtain, as
t→∞,
q
(s,t)
k =
cˇ
(s)
k−1cˇ
(s+1)
k
cˇ
(s)
k cˇ
(s+1)
k−1
(
1 +O
(
̺tk−1
))
(1 +O (̺tk))
(1 +O (̺tk))
(
1 +O
(
̺tk−1
)) , k = 1, 2, . . . ,m, (88)
e
(s,t)
k =
cˇ
(s)
k+1cˇ
(s+1)
k−1
cˇ
(s)
k cˇ
(s+1)
k
t∏
i=1
λk+1 − µ
(i)
λk − µ(i)
(1 + O (̺tk))
(
1 +O
(
̺tk−1
))
(1 +O (̺tk)) (1 +O (̺
t
k))
, k = 1, 2, . . . ,m− 1. (89)
From the limit t → ∞ in (88) and (89), we find that q
(s,t)
k → cˇ
(s)
k−1cˇ
(s+1)
k / (cˇ
(s)
k cˇ
(s+1)
k−1 ) = λk and
e
(s,t)
k → 0 as t→∞.
Lemma 8 also enables us to clarify the asymptotic analysis of the non-autonomous dToda
equation (2).
Theorem 8. Let us assume that for the infinite sequence {f (t)}∞t=0, the Hankel determinants H
(s,t)
k
are all nonzero. Moreover, let λ1, λ2, . . . , λm be constants such that |λ1−µ
(t)| > |λ2−µ
(t)| > · · · >
|λm − µ
(t)|. Then, it holds that
lim
t→∞
Q
(t)
k = λk − µ
∗, k = 1, 2, . . . ,m, (90)
lim
t→∞
E
(t)
k = 0, k = 1, 2, . . . ,m− 1, (91)
where µ∗ := limt→∞ µ
(t).
Proof. From the expressions of Q
(s,t)
k and E
(s,t)
k in Lemma 4 and Lemma 8, it follows that, as
t→∞,
Q
(s,t)
k = (λk − µ
(t+1))
(
1 +O
(
̺tk−1
)) (
1 +O
(
̺t+1k
))
(1 +O (̺tk))
(
1 +O
(
̺t+1k−1
)) , k = 1, 2, . . . ,m,
E
(s,t)
k =
cˇ
(s)
k+1cˇ
(s)
k−1
(cˇ
(s)
k )
2
1
λk − µ(t+1)
t∏
i=1
λk+1 − µ
(i)
λk − µ(i)
(
1 +O
(
̺tk+1
)) (
1 +O
(
̺t+1k−1
))
(1 +O (̺tk))
(
1 +O
(
̺t+1k
)) , k = 1, 2, . . . ,m− 1,
which imply that Q
(s,t)
k → λk − µ
∗ and E
(s,t)
k → 0 as t→∞.
From Theorems 7 and 8 with Propositions 4 and 5, it can be concluded that q
(t)
k and Q
(t)
k
converge to the eigenvalues of A(t) and their shifted values of A(t), as t→∞, respectively. In par-
ticular, Theorem 8 with Proposition 5 also describes asymptotic convergence to matrix eigenvalues
in the so-called qd with implicit shift algorithm.
7 Discrete Lotka-Volterra system, its determinant solution
and asymptotic behavior
In this section, we first derive the dLV system (3) by observing properties concerning the Hadamard
polynomials H
(s,t)
k (z) involving the infinite sequence {f
(t)
s }∞s,t=0 again. Then, we show the deter-
minant solution to the dLV system (3), and give an asymptotic analysis for the dLV system (3).
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For the Hadamard polynomialsH
(s,t)
k (z), let us prepare symmetrical polynomials H˜
(s,t)
k (z) given
by 

H˜
(s,t)
−1 (z) := 0,
H˜
(s,t)
2k (z) := H
(s,t)
k (z
2), k = 0, 1, . . . ,m,
H˜
(s,t)
2k+1(z) := zH
(s+1,t)
k (z
2), k = 0, 1, . . . ,m.
(92)
Hereinafter, we refer to the symmetric polynomials H˜
(s,t)
k (z) as the symmetric Hadamard polyno-
mials.
Similar to the case of the Hadamard polynomials H
(s,t)
k (z), we easily derive three-term recur-
rence relations with respect to the symmetric Hadamard polynomials H˜
(s,t)
k (z).
Lemma 9. The symmetric Hadamard polynomials H˜
(s,t)
k (z) satisfy
zH˜
(s,t)
k (z) = H˜
(s,t)
k+1 (z) + v
(s,t)
k H˜
(s,t)
k−1 (z), k = 0, 1, . . . , 2m, (93)
where v
(s,t)
2k := e
(s,t)
k and v
(s,t)
2k−1 := q
(s,t)
k .
Proof. By replacing z with z2 in Lemma 2, we obtain
z2H
(s+1,t)
k−1 (z
2) = H
(s,t)
k (z
2) + q
(s,t)
k H
(s,t)
k−1 (z
2), k = 1, 2, . . . ,m,
H
(s,t)
k (z
2) = H
(s+1,t)
k + e
(s,t)
k H
(s+1,t)
k−1 (z
2), k = 0, 1, . . . ,m.
Thus, by considering (92), we have (93).
For the parameters µ(t) in the non-autonomous dToda equation (2), let us introduce an infinite
sequence {κ(t)}∞t=0 satisfying
(κ(t))2 := µ(t), t = 0, 1, . . . . (94)
Then, we derive another three-term recurrence relations of the symmetric Hadamard polynomials
H˜
(s,t)
k (z) involving the infinte sequence {κ
(t)}∞t=0.
Lemma 10. The symmetric Hadamard polynomials H˜
(s,t)
k (z) satisfy
[z2 − (κ(t))2]H˜
(s,t+1)
k−1 (z) = H˜
(s,t)
k+1 (z) + V
(s,t)
k H˜
(s,t)
k−1 (z), k = 1, 2, . . . , 2m, (95)
where V
(s,t)
2k−1 := Q
(s,t)
k and V
(s,t)
2k := Q
(s+1,t)
k .
Proof. From (47) in Lemma 4, it is obvious that
[z2 − (κ(t))2]H˜
(s,t+1)
2k−2 (z) = H˜
(s,t)
2k (z) +Q
(s,t)
k H˜
(s,t)
2k−2(z),
[z2 − (κ(t))2]H˜
(s,t+1)
2k−1 (z) = H˜
(s,t)
2k+1(z) +Q
(s+1,t)
k H˜
(s,t)
2k−1(z),
which are equivalent to (95).
Lemmas 9 and 10 lead to the following lemma with respect to v
(s,t)
k and V
(s,t)
k .
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Lemma 11. The variables v
(s,t)
k and V
(s,t)
k satisfy
v
(s,t+1)
k + V
(s,t)
k+2 = v
(s,t)
k+2 + V
(s,t)
k+1 , k = 0, 1, . . . , 2m− 2, (96)
v
(s,t+1)
k V
(s,t)
k = v
(s,t)
k V
(s,t)
k+1 , k = 1, 2, . . . , 2m− 1. (97)
Proof. From Lemmas 9 and 10, it follows that
(v
(s,t+1)
k + V
(s,t)
k+2 − v
(s,t)
k+2 − V
(s,t)
k+1 )H˜
(s,t)
k+1 (z) + (v
(s,t+1)
k V
(s,t)
k − v
(s,t)
k V
(s,t)
k+1 )H˜
(s,t)
k−1 (z) = 0.
It is obvious that the symmetric Hadamard polynomials H˜
(s,t)
k+1 (z) and H˜
(s,t)
k−1 (z) are linear indepen-
dent. Thus, we have (96) and (97).
Lemma 12. Let u
(s,t)
k := v
(s,t)
k (H˜
(s,t)
k−1 (κ
(t))/H˜
(s,t)
k (κ
(t))) for k = 0, 1, . . . , 2m. Then, v
(s,t)
k and
V
(s,t)
k can be expressed in terms of u
(s,t)
k as
v
(s,t)
k = u
(s,t)
k (κ
(t) − u
(s,t)
k−1 ), k = 1, 2, . . . , 2m, (98)
V
(s,t)
k = −(κ
(t) − u
(s,t)
k−1 )(κ
(t) − u
(s,t)
k ), k = 1, 2, . . . , 2m. (99)
Moreover, it holds that
u
(s,t+1)
k (κ
(t+1) − u
(s,t+1)
k−1 ) = u
(s,t)
k (κ
(t) − u
(s,t)
k+1 ), k = 1, 2, . . . , 2m− 1. (100)
Proof. By letting z = κ(t) in Lemma 9 and by replacing H˜
(s,t)
k−1 (κ
(t))/H˜
(s,t)
k (κ
(t)) with u
(s,t)
k /v
(s,t)
k ,
we obtain
κ(t) =
v
(s,t)
k+1
u
(s,t)
k+1
+ u
(s,t)
k , k = 0, 1, . . . , 2m− 1,
which leads to (98). Moreover, Lemma 10 with z = κ(t) yields
V
(s,t)
k = −
H˜
(s,t)
k+1 (κ
(t))
H˜
(s,t)
k−1 (κ
(t))
.
Noting that
H˜
(s,t)
k+1 (κ
(t))
H˜
(s,t)
k−1 (κ
(t))
=
H˜
(s,t)
k+1 (κ
(t))
H˜
(s,t)
k (κ
(t))
H˜
(s,t)
k (κ
(t))
H˜
(s,t)
k−1 (κ
(t))
,
we derive
V
(s,t)
k = −
v
(s,t)
k v
(s,t)
k+1
u
(s,t)
k u
(s,t)
k+1
. (101)
Combining (98) with (101) gives (99).
Equation (97) with (98) and (99) immediately leads to (100). It is easy to check that v
(s,t)
k in
(98) and V
(s,t)
k in (99) also satisfy (96).
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Without loss of generality, we can fix s = 0 for examining the dLV system (3) because the
system does not give the evolution from s to s+ 1. Thus, the replacements u
(0,t)
k = [1/(κ
(t))]u
(t)
k
and (κ(t))2 = −1/δ(t) in (100) of Lemma 12 simply generate the dLV system (3). From e
(s,t)
0 = 0
and e
(s,t)
m = 0, we also derive the boundary condition u
(t)
0 = 0 and u
(t)
2m = 0 in the dLV system (3).
Lemma 12 with v
(s,t)
2k−1 = q
(s,t)
k and v
(s,t)
2k = e
(s,t)
k suggests that the dLV variables u
(t)
k can be
expressed using q
(s,t)
k and e
(s,t)
k . Recalling that q
(s,t)
k and e
(s,t)
k are expressed using the Hankel
determinants H
(s,t)
k , we obtain a theorem concerning the solution to the dLV system (3).
Theorem 9. Let us assume that for the infinite sequence {f
(t)
s }∞s,t=0, H
(s,t)
k are all nonzero. Then,
the dLV variables u
(t)
k can be expressed using the Hankel determinants H
(s,t)
k as
u
(t)
2k−1 =
H
(1,t)
k H
(0,t+1)
k−1
H
(0,t)
k H
(1,t+1)
k−1
, k = 1, 2, . . . ,m, (102)
u
(t)
2k =
1
δ(t)
H
(0,t)
k+1 H
(1,t+1)
k−1
H
(1,t)
k H
(0,t+1)
k
, k = 0, 1, . . . ,m. (103)
Proof. By taking into account that u
(s,t)
2k−1 = v
(s,t)
2k−1(H˜
(s,t)
2k−2(κ
(t))/H˜
(s,t)
2k−1(κ
(t))) in Lemma 12 and by
using (92), we derive
u
(s,t)
2k−1 = q
(s,t)
k
H
(s,t)
k−1 (µ
(t))
κ(t)H
(s+1,t)
k−1 (µ
(t))
. (104)
Since (43) with z = µ(t) becomesH
(s,t)
k (µ
(t)) = (−1)kH
(s,t+1)
k , we see thatH
(s,t)
k−1 (µ
(t)) = H
(s,t)
k−1 (µ
(t))/H
(s,t)
k−1 =
(−1)kH
(s,t+1)
k−1 /H
(s,t)
k−1 . Thus, by combining it with (104), we obtain
u
(s,t)
2k−1 =
q
(s,t)
k
κ(t)
H
(s,t+1)
k−1 H
(s+1,t)
k−1
H
(s,t)
k−1H
(s+1,t+1)
k−1
. (105)
Considering q
(s,t)
k in (33), we can rewrite (105) as
u
(s,t)
2k−1 =
1
κ(t)
H
(s+1,t)
k H
(s,t+1)
k−1
H
(s,t)
k H
(s+1,t+1)
k−1
, k = 1, 2, . . . ,m.
Noting that u
(t)
2k−1 = κ
(t)u
(0,t)
2k−1, we have (102).
Similarly, it follows that
u
(s,t)
2k = e
(s,t)
k
κ(t)H
(s+1,t)
k−1 (µ
(t))
H
(s,t)
k (µ
(t))
= −e
(s,t)
k κ
(t)
H
(s+1,t+1)
k−1 H
(s,t)
k
H
(s+1,t)
k−1 H
(s,t+1)
k
.
By combining e
(s,t)
k in (34) with this, we obtain
u
(s,t)
2k = −κ
(t)
H
(s,t)
k+1H
(s+1,t+1)
k−1
H
(s+1,t)
k H
(s,t+1)
k
, k = 0, 1, . . . ,m.
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Therefore, the specialization u
(t)
2k = κ
(t)u
(0,t)
2k yields (103).
Using the substitution H˜
(s,t)
k := (δ
(0)δ(1) · · · δ(t−1))kH
(s,t)
k , the resulting solution is equivalent to
that shown in [7, 14]. Although the discrete-time variable s does not appear in the dLV system (3),
it plays a key role in expressing the determinant solution to the dLV system (3). It is emphasized
that the determinant solution to the dLV system (3) is given similar to the cases of the autonomous
dToda equation (1) and the non-autonomous dToda equation (2) from the viewpoint of the infinite
sequence {f
(t)
s }∞s,t=0 involving two types of discrete-time variables s and t.
Theorem 9 with Lemma 8 enables us to asymptotically analyze the dLV system (3).
Theorem 10. Let us assume that for the infinite sequence {f
(t)
s }∞s,t=0, H
(s,t)
k are all nonzero.
Moreover, let λ1, λ2, . . . , λm be constants such that |λ1 −µ
(t)| > |λ2 − µ
(t)| > · · · > |λm −µ
(t)| and
the limit δ(t) exists. Then, it holds that
lim
t→∞
u
(t)
2k−1 = λk, k = 1, 2, . . . ,m, (106)
lim
t→∞
u
(t)
2k = 0, k = 1, 2, . . . ,m− 1. (107)
Proof. From Lemma 8 and Theorem 9, we derive
lim
t→∞
u
(t)
2k−1 =
cˇ
(1)
k cˇ
(0)
k−1
cˇ
(0)
k cˇ
(1)
k−1
,
lim
t→∞
u
(t)
2k = 0.
Noting that cˇ
(1)
k cˇ
(0)
k−1/(cˇ
(0)
k cˇ
(1)
k−1) = λk, we immediately have (106) and (107).
The convergence theorem concerning the dLV system (3) is restricted in [7, 17] to the case
where δ(t) is positive at every t. In addition, in [7, 17], the dLV system (3) is associated with
matrix similarity transformations for analyzing the asymptotic behavior and the positivity of the
parameter δ(t) is shown to be a sufficient condition for convergence. Without discussing the as-
sociated similarity transformations, Theorem 10, however, claims that the convergence theorem
similar to in [7, 17] holds even if δ(t) is negative at each t. Suitable negative δ(t) in the dLV system
(3) realize the introduction of the effective shifts into the similarity transformations for acceler-
ating the convergence [8, 18]. Theorem 10 thus shows the convergence of a shifted algorithm for
computing singular values of bidiagonal matrices, which is designed based on the dLV system (3).
8 Conclusion
The main objective of this paper is to describe and understand the well-known integrable discrete
systems, the discrete Toda equations (dToda) and the discrete Lotka-Volterra (dLV) system, in
terms of their determinant solutions and asymptotic behavior. The key point is to introduce an
infinite sequence with respect to two types of discrete-time variables.
We first examined properties of the Hankel determinants and the Hadamard polynomials asso-
ciated with the infinite sequence. Then, we showed a Hankel determinant expression of solutions
with sufficient degrees of freedom for the autonomous dToda equation with no parameter and the
non-autonomous dToda equation with parameters. Next, by using asymptotic expansions of the
Hankel determinants, we presented asymptotic analysis of the autonomous and non-autonomous
dToda equations as the discrete-time variables go to infinity. We finally clarified the determinant
24
solution to the dLV system with parameters, and observed its asymptotic behavior as the discrete-
time variable goes to infinity. In particular, asymptotic analysis of the non-autonomous dToda
equation and the dLV system concluded the asymptotic convergence of the shifted qd and dLV
algorithms for computing singular values of bidiagonal matrices providing a regularity condition
on the Hankel determinants.
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