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This section is organized as follows. In subsection 7.1 we study more in detail
the denition of claim validation and show how to construct measures that violate
this property. Subsection 7.2 contains dierent characterizations of denition 1. In
Subsection 7.3 we provide extensions of Theorems 1 and 2. Finally, in subsection 7.4
we consider an alternative approach to dening claim validation.
3.1 Claim Validation
3.1.1 Guides to the future
Let a guide for the future be a function
f : f
g [
1[
t=1
f0; 1gt  ! [0; 1]
which takes as input the observed data !t (or, at period 0, the empty history f
g)
and returns as an output the probability of observing outcome 1 in the next period.
As is well known, given a path ! = (!1; :::; !n; :::) a guide to the future f induces a
unique probability Pf (!
t) for each cylinder !t, dened as
Pf
 
!t

=
tY
n=1
f (!jn)!n (1  f (!jn))1 !n
where !j1 = f
g and !jn = (!1; :::; !n 1) for all n  2. We denote by E (f) the set
of all measures P that satisfy P (!t) = Pf (!
t) for every cylinder !t. This is the set of
all measures extending the guide to the future f . The denition of claim validation
can be restated as follows.
Remark 3 For every guide to the future f , a measure P 2 E (f) satises claim
1
validation if and only if for every path ! 2 
,
lim
t!1
Pf
 
!t

> 0 =) lim
t!1
P
 f!g j!t = 1. (1)
Consider the case where ! = (1; 1; :::). If limt!1 Pf (!t) > 0 then Bob's predic-
tions do not rule out the possibility that indenitely many white swans will appear.
Whether the evidence can convince Bob the law \all swans are white" is correct will
depend on whether the extension P satises limt!1 P (f!g j!t) = 1.
The denition of claim validation can be satised vacuously when inft Pf (!
t) = 0
for every ! (e.g. if f is equal to 1
2
for every cylinder). In this case, we say that f
rules out deterministic laws.
3.1.2 A characterization
We now provide a characterization of the set of measures that satisfy claim validation.
Let ~A be the smallest algebra containing all cylinders and all singletons f!g, ! 2 
.
Theorem 4 Let A = ~A. Given a guide to the future f and for each path !, let
p! 2 [0; 1] satisfy p!  Pf (!t) for every t. There exists a unique measure P 2 E (f)
such that P (f!g) = p! for all ! 2 
. It satises claim validations if and only if
p! = limt!1 Pf (!t) for every ! 2 
.
The results show that a measure P on ~A can be dened by rst considering a
guide for the future f and then choosing the ex-ante probability of each claim !
(i.e. (p!)!2
 ). As shown in the proof of Theorem 4, once the probabilities of all
singletons are xed, the odds of all events in the algebra are derived by elementary
computation.
Theorem 5 Let A be an algebra such that ~A  A. Every measure P dened on
(
; ~A) can be extended to a measure Q dened on (
;A).
By construction, the extension Q validates claim if and only if the original mea-
sure P validates claims. Therefore, the characterization above applies to any algebra
A containing all cylinders and all singletons.
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If f does not rule out deterministic laws then there exists at least one path ! such
that limt!1 Pf (!t) > 0. In this case, depending on how the probabilities (p!)!2

are chosen, the extension P may or may not satisfy claim validation.
Corollary 6 Let f be a guide to the future that does not rule out deterministic
claims. There exist an extension P 2 E (f) that satises claim validation and an
extension Q 2 E (f) that does not satisfy claim validation.
3.2 Equivalent denitions
The idea of claim validation can be formalized in dierent, equivalent, ways. Sup-
pose that after observing several consecutive white swans, all swans appearing in an
increasingly large number of future periods are predicted to be white. A measure
validates claims if and only if, whenever the latter is true, the statement that \all
swans are white" eventually becomes a virtual certainty. In order to formalize this
idea, call a sequence of natural numbers (t)
1
t=1 an horizon if it is increasing and
unbounded.
Theorem 7 A measure P 2  validates claims if and only if for every path ! 2 
,
whenever
lim
t!1
P
 
!t+tj!t = 1 for every horizon (t)1t=1 (2)
then
lim
t!1
P
 f!g j !t = 1.
The next result provides a dierent characterization of claim validation.
Theorem 8 A measure P 2  validates claims if and only if for every path !,
P (f!g) > 0 =) lim
t!1
P
 f!g j!t = 1 (3)
and
P (f!g) = 0 =) lim
t!1
P
 
!t

= 0. (4)
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So, by (3), a claim is eventually seen as a virtual certainty if evidence in its favor
accumulates, provided that the claim was initially deemed possible. By (4), if a claim
! is deemed impossible then overwhelming evidence in its favor (!t; where t is large)
is considered unlikely.
Corollary 9 A measure P 2  validates claims if and only if for every path !,
P (f!g) > 0 =) lim
t!1
P
 f!g j!t = 1
and if P (f!g) = 0 there exists an horizon (t)1t=1 such that lim supt P (!t+tj!t) < 1.
Hence, claim validation rules out the case in which a claim is denied as impossible
and predictions are eventually made as if the denied claim were true.
3.3 Extensions
3.3.1 Deterministic laws
Let + (
) be the set of measures P for which there exists at least one path ! such
that limt!1 P (!t) > 0. These measures are extensions of guides to the future that
do not rule out deterministic claims. The main results in the paper continue to hold
if we restrict the attention to measures in + (
).
Theorem 10 Consider the case where Bob can announce any measure in + (
).
Let T be a test that + (
) controls for Type-I errors with probability 1  . The
test T can be manipulated with probability 1    , for every  2 (0; 1  "].
Theorem 11 Fix  2 (0; 1]. Consider the case where Bob's measure is required to
validate claims. There exists a rejection test T that + (
) \ v (
) controls for
Type-I error with probability 1   and is non-manipulable.
The proof of Theorem 10 follows the proof of Theorem 1. Any measure P in
 (
) can be approximated by a measure ~P belonging to + (
). This implies that
test T which + (
)-control for type-I error can be passed with probability close to
4
1   , according to P , by reporting the measure ~P . Thus, from the perspective of
a strategic expert the test  (
)-controls for type-I error with probability 1   . It
then follows as a corollary of Theorem 1 that the test is manipulable. Theorem 10
is an immediate consequence of Theorem 2.
3.3.2 Random Tests
The conclusions of Theorem 1 continue to hold if Bob does not know for sure what
test he will face, but knows the odds according to which Alice will choose her test.
Let T be the set of all tests, and denote by oT the collection of all probability
measures with nite support dened on T. We say that  prevents Type-I error with
probability 1   ifX
T2T
 (T )P (f! : T (!; P ) = passg)  1   for every P 2 (
) .
That is, under  the average probability of passing the test is larger than 1  .1
For the next result, given a randomization  and a strategy , we denote their product
by 
  .
Theorem 12 Let  prevent Type-I error with probability 1   . For every  > 0
there exists a strategy  such that
( 
 ) f(Q; T ) : T (!;Q) = passg  1    
for every ! 2 
.
Given the randomization , there exists a strategy  which guarantees Bob an
high probability of passing the test.
1It is convenient to restrict the attention to randomizations with nite support. Without this
assumption, the order of integration will matter for the denition of Type-I error.
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3.3.3 Strategies
In this subsection we consider the possibility for the expert to randomize according
to more general mixed strategies. We rst consider the case where a strategy is
any -additive probability measure on  (
). We endow  (
) with the Borel -
algebra induced by the weak* topology and denote by (
) the set of -additive
measures dened on  (
). A test T is measurable in (
) if for every ! 2 
 the
set fP : T (!; P ) = passg is Borel.
Given a path ~! 2 
, recall that a measure P validates claim ~! if limt!1 P
 
~!t

>
0 implies limt!1 P
 
~!j~!t = 1. Let ~! (
) be the set of measures that validate claim
~!.
Theorem 13 Fix  2 (0; 1]. Consider the case where Bob's measure is required to
validate claim ~!. There exists a rejection test T that ~! (
) controls for Type-I
error with probability 1   , is measurable in  (
) and such that for every  2
(
) and every  > 0 there exists a cylinder C; such that for every path
! 2 C; ,

 
P 2 (
) : ! 2 AP	  .
If Bob is restricted to measures that validate claim ~!, then there exists a test such
that for some realization of the data the probability of passing the test is arbitrarily
small. So, the result conrms the conclusions of Theorem 2 (and follows a similar
proof).
For completeness, we also consider the case where the expert can randomize ac-
cording to any nitely additive probability. Denote by o (
) the set of probabilities
on 
 with nite support. Let o (
) be the set of nitely additive probabilities
dened on o (
), when the latter is endowed with the discrete -algebra.
Theorem 14 Let T be a test measurable in  (
) that o (
) controls for Type-I
errors with probability 1  . There exists a strategy  2 o (
) such that

 
P 2 o (
) : ! 2 AP
	  1  
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for every ! 2 
.
If the expert can randomize according to a nitely additive probability then any
test that controls for Type-I error for probabilities with nite support can be manip-
ulated. Because measures with nite support validate claims, the result shows that
under this more permissive notion of mixed strategy claim validation does not allow
to discredit strategic experts. The result is based on Fan's minmax Theorem, with
one important dierence with respect to Theorem 2. In Theorem 2 the conditions
of Fan's minmax theorem are satised because of the weak* compactness of  (
).
In the proof of Theorem 14, it is the weak* compactness of o (
) which plays a
crucial role.
3.4 An Alternative Approach
In this subsection we provide an alternative approach to dening claim validation,
based on the characterization of Theorem 8. In this alternative approach, property
(4) is a background assumption, and a measure validates claims if it satises (3) for
every path.
3.4.1 Natural tests
The property
for all !, if P (f!g) = 0 then lim
t!1
P
 
!t

= 0 (5)
has an appeal that is independent of strategic considerations. Let ! = (1; 1; :::) be
the claim \all swans are white". It is natural to consider a test T! such that if Bob
considers the claim ! to be impossible, then there exists a long enough sequence of
white swans after which he is rejected. Formally, the test T! is such that for every
measure P for which P (f!g) = 0 there exist a time tP such that !tP  RP . For this
test to have arbitrarily small Type-I error with respect to a measure P such that
P (f!g) = 0, P must satisfy P (!t)! 0 as t!1. Thus, (5) allows for natural ways
to test and reject Bob if he asserts that some claim ! is impossible.
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3.4.2 Claim validation
The relationship between (5) and claim validation can be further claried if Alice has
a probabilistic belief about at least some aspects of the problem at hand. Fix a path
! and let Alice be endowed with a probability measure Pa dened on the algebra
generated by the collection of events f
; f!g ; f!t : t > 0gg. The idea is that Alice
has, compared to Bob, a very limited theory about how future data will evolve.
Given Alice's measure Pa, a basic property for a test to satisfy is that for every
measure P of Bob that satises P (f!g) = 0 there exists a time tP such that
Pa
 f!g j!tP  > 1   and !tP  RP .
That is, if Bob claims that the claim ! is impossible and Alice becomes convinced
the claim is indeed true, then Bob is discredited. For the test to have arbitrarily
small type-I error with respect to a measure P such that P (f!g) = 0, it must be
that P satises P (!t) ! 0 as t ! 1. Therefore, property (5) allows to construct
test that, from Alice's perspective, are consistent with claim validation.
3.4.3 Results
For the next result, denote by  (
) the set of measures that satisfy property (5).
Theorem 15 Consider the case where Bob can announce any measure in  (
).
Let T be a test that  (
) controls for Type-I errors with probability 1  . The
test T can be manipulated with probability 1    , for every  2 (0; 1  "].
Restricting the attention to measures that satisfy the background assumption
(5) does not aect the conclusion of Theorem 1. Conversely, suppose that Bob is
required to announce measures in  (
) that also satisfy (5). In this case, Theorem
8 implies that Bob is restricted to announce measures that satisfy claim validation
(i.e. that satisfy Denition 1). Hence, by Theorem 2, Bob can be discredited by a
non-manipulable test.
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4 Appendix
Proof of Theorem 4. Let Pf be the probability induced by f on (
;F). By
Lemma 1, E 2 ~A if and only if there exists a (unique) event FE 2 F such that
E 4 FE is nite. Dene a function P : ~A ! [0; 1] as
P (E) = Pf (FE) +
X
!2EnF
p!  
X
!2FnE
p! (6)
for every E 2 ~A.
We now show that P , as dened in (6), is additive. Let E1; E2 2 ~A be disjoint.
By denition,
P (E1 [ E2) = Pf (FE1[E2) +
X
!2EnF
p!  
X
!2FnE
p!
Moreover, FE1[E2 = FE1 [ FE2 and FE1 \ FE2 = ; (see footnote 5). Therefore
Pf (FE1[E2) = Pf (FE1) + Pf (FE2). Let E = E1 [ E2 and F = FE1 [ FE2 . Simple
computations implyX
!2EnF
p!  
X
!2FnE
p! =
X
!2E1nFE1
p!  
X
!2E1\F cE1\FE2
p! +
X
!2E2nFE2
p!  
X
!2E2\F cE2\FE1
p!
 
X
!2FE1nE1
p! +
X
!2FE1\Ec1\E2
p!  
X
!2FE2nE2
p! +
X
!2FE2\Ec2\E1
p!
=
X
!2E1nFE1
p! +
X
!2E2nFE2
p!  
X
!2FE1nE1
p!  
X
!2FE2nE2
p!
=
X
!2E1nFE1
p!  
X
!2FE1nE1
p! +
X
!2E2nFE2
p!  
X
!2FE2nE2
p!
Hence P (E1 [ E2) = P (E1) + P (E1).Therefore P is a measure (and it belongs to
E (f)).
It follows from the proof of Theorem 2 that P validates claims if and only it
satises P (!t) ! P (f!g) for every !. Equivalently, P validates claims if and only
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if limt!1 Pf (!t) = p! for every !.
Proof of Theorem 5. See, e.g., Corollary 3.3.4 in Rao and Rao (1983).
Proof of Corollary 6. By Theorem 5, it is enough to consider the case where
A = ~A. Let f and ~! be such that limt!1 P
 
~!t

> 0. Let P be an extension such
that limt!1 Pf (!t) = P (!t) for every !. Then P validates claims. Conversely,
x p~! 2 [0; 1] such that p~! < inft P
 
~!t

. By Theorem 4 we can nd an extension
Q 2 E (f) such that Q (f~!g) = p~!. By construction, it does not validate claims.
Proof of Theorem 7. Let P be a measure that validates claims, and x ! 2 
.
From the proof of Theorem 2, we know that P satises P (!t) ! P (f!g). Hence,
for every t
P
 
!t+nj!t = P (!t+n)
P (!t)
! P (f!g)
P (!t)
= P
 f!g j!t as n!1 (7)
Now suppose (7) holds with respect to !. By (7), for each t we can choose t large
enough such that P  f!g j!t  P  !t+tj!t < 2 t
for every t and the resulting sequence (t) is increasing and unbounded. By assump-
tion, limt!1 P (!t+tj!t) = 1. Hence limt!1 P (f!g j!t) = 1.
Conversely, let P be such that for each path !, if (7) holds then limt!1 P (f!g j!t) =
1. We now prove P validates claims. Let ! 2 
 be such that  = limt!1 P (!t) > 0.
We have P (!t) =  + t for some sequence (t)
1
t=1 such that t # 0. For every t and
 2 N,
P
 
!t+j!t = P (!t+)
P (!t)
=
 + t+
 + t
 
 + t
In particular, for every horizon (t)
1
t=1
P
 
!t+tj!t  
 + t
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therefore limt!1 P (!t+tj!t) = 1. Therefore (7) holds. Hence limt!1 P (f!g j!t) =
1. We can conclude that P validates claims.
Proof of Theorem 8. A measure P validates claims if and only if for every path
! it satises P (!t) ! P (f!g). The latter is equivalent to (9) in the case where
P (f!g) = 0 and, by Bayes' rule, is equivalent to (8) in the case P (f!g) > 0.
Proof of Corollary 9. Given Theorem 8, it is enough to prove that for a measure
P that satises (9) and a path ! such that P (f!g) = 0, limt!1 P (!t) = 0 if and
only if there exists an horizon (t) such that lim supt!1 P (!
t+tj!t) < 1. Suppose
limt!1 P (!t) = 0. Then, for every t, limn!1 P (!t+nj!t) = 0. Hence, for every
t, we can inductively choose a number t such that the resulting sequence (t) is
increasing and the sequence (P ((!t+tj!t))) is bounded away from 1.
Conversely, assume there exists an horizon (t) such that lim supt P (!
t+tj!t) <
1. Suppose, by way of contradiction, that  = limt!1 P (!t) > 0. By replicating the
argument in the proof of Theorem 7 we can conclude that limt!1 P (!t+tj!t) = 1.
A contradiction. Therefore, limt!1 P (!t) = 0.
Proof of Theorem 10. Consider a test T that + (
)-prevents Type-I error with
probability 1   . Fix  2 (0; 1  ) and ~! 2 
. For every P 2 (
) dene the
measure ~P = ~! + (1  )P . Then ~P 2 + (
) and
P (A
~P )  ~P (A ~P )    1    
The rest of the proof now follows the proof of Theorem 1, with one dierence. The
function V now satises
min
P2(
)
sup
2o(
)
V (P; )  min
P2(
)
V (P;  ~P )
= min
P2(
)
P (A ~P )
 1    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It follows from Fan's Minmax Theorem that for every  > 0 there exists a strategy
 such that 
 
Q : ! 2 AQ	  1     . Because  and  can be chosen to be
arbitrarily small, the proof is concluded.
Proof of Theorem 12. Consider the function
V (P; ) =
X
Q2(
)
X
T2T
 (Q) (T )P f! : T (!;Q) = passg
As in the proof of Theorem 1, we can apply Fan's Minmax Theorem and conclude
that for every  > 0 there exists  2 f(
) such that V (!; )  1       for
every ! 2 
. Equivalently,
( 
 ) f(Q; T ) : T (!;Q) = passg =
X
Q2(
)
X
T2T
 (Q) (T ) 1f(Q;T ):T (!;Q)=passg (T;Q)  1  
for every ! 2 
, where 1f(Q;T ):T (!;Q)=passg is the indicator function of the set f(Q; T ) : T (!;Q) = passg.
Proof of Theorem 13. Fix a path ~! 2 
. Let B be the Borel -algebra
generated by the weak* topology. For each  2 [0; 1] and each A 2 A, the event
fP 2 (
) : P (A) > g belongs to B. We rst show that ~! (
) 2 B. Let E! =
P 2 (
) : limt!1 P
 
~!t

> 0
	
and notice that
E! =
[
q2Q+
\
t1

P 2 (
) : P  ~!t > q	
Since

P 2 (
) : P  ~!t > q	 2 B and B is a -algebra, then E! 2 B. Moreover
~! (
) = E! \

P 2 (
) : lim
t!1
P (f~!g)
P (!t)
= 1

The function t : E! ! R dened as t (P ) = P (f~!g)P (!t) is B-measurable. By standard
arguments, the event ~! (
) = E! \ fP : limt t (P ) = 1g belongs to B.
We now show that the test T constructed in the proof of Theorem 2 can be cho-
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sen to be measurable in  (
). Fix  > 0 and for each P 2 ~! (
) let tP be the
smallest number such that P
 
~!tP   f~!g  . Dene T such that RP = ~!tP   f~!g
for every P 2 ~! (
). For each t, the sets

P 2 (
) : P  ~!t   f~!g > 	 and
P 2 (
) : P  ~!t   f~!g  	 belong to B. Hence, for each t, fP 2 ~! (
) : tP  tg
belongs to B. Therefore fP 2 ~! (
) : tP = tg 2 B.
For each !, consider the set

t : ! 2 ~!t   f~!g	 and denote by t its maximum
(set t = 0 if the set is empty). Then
fP 2 (
) : T (!; P ) = passg = fP 2 ~! (
) : tP > tg 2 B
Therefore the test is measurable in  (
).
Fix  > 0. Because fP 2 ~! (
) : tP  tg " ~! (
) there is a t0 such that
 (fP 2 ~! (
) : tP  t0g)  1  
For every ! 2 ~!t0+1   f~!g we have
 (fP 2 ~! (
) : T (!; P ) = passg) < 
Hence the test is non manipulable.
Proof of Theorem 14. Consider the function V : o (
)  o (
) ! [0; 1]
dened as
V (P; ) =
X
!2

P (f!g)   Q : ! 2 AQ	
for every (P; ) 2 o (
)o (
). The function is ane in each variable. Endow
o (
) with the weak* topology. Under this topology, for each ! 2 
 the function
 7!   Q : ! 2 AQ	
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is continuous. Finally, the set o (
) is compact. Fan's minmax theorem implies
inf
P2o(
)
max
2o(
)
V (P; ) = max
2o(
)
inf
P2o(
)
V (P; )
For every P 2 o (
), V (P; P )  1  . Hence there exists  2 o (
) such that
V (P; ) > 1   for every P 2 o (
). In particular,
V (!; ) = 
 
Q : ! 2 AQ	 > 1  
for every ! 2 
.
Proof of Theorem 15. We rst claim that for every P 2 (
) and for every
 2 (0; 1) there exists P 0 2  (
) such that supE2A jP (E)  P 0 (E)j  . To this
end, for every P 2 (
) dene the set

P =
n
! 2 
 : lim
t!1
P
 
!t

> 0
o
.
We claim that the set is countable. To see this, endow 
 with the product topology,
and let P be the Borel -additive measure that agrees with P on every cylinder. If
! 2 
P then P (f!g) > 0. Hence 
P is at most countable. Let 
P = f!1; !2; :::g.
Dene
P 0 = (1  )P + 
1X
i=1
2 i!i
and note that supA2A jP (E)  P 0 (E)j  . It remains to prove that P 0 belongs to
 (
). If P 0 (f!g) = 0 then by construction ! =2 
P . Hence limt!1 P (!t) = 0.
Therefore limt!1 P 0 (!t) = 0. Hence P 0 2  (
)
Now let T be a test that  (
)-controls for type-I error with probability 1   .
Then for every P 2 (
), we have
P

AP
0

 P 0

AP
0

    1    
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where  can be chosen to be arbitrarily small. The result now follows the proof of
Theorem 10.
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