The 
Introduction
Recently, innovations in mobile communications and low-cost of wireless biosensors have paved the way for development of mobile healthcare applications that provide a convenient, safe and constant way of monitoring of vital signs of patients. A key in the provision of mobile healthcare services is the issue of using technological innovation to support continuous monitoring of patient conditions, providing a degree of self-diagnosis and enabling effective real-time decision making to reduce fatalities. Ubiquitous Data Stream Mining (UDM) techniques [1] such as lightweight, one-pass data stream mining algorithms [2] [3] can perform real-time analysis on-board small/mobile devices while considering available resources such as battery charge and available memory. However, to perform smart and intelligent analysis of data on mobile devices, it is imperative for adaptation strategies to factor in contextual information.
Contextual information can be related to a network, application, environment, process, user or device. As a meta-level concept over context we define the notion of a situation that is inferred from contextual information [4] . Situation-awareness provides applications with a more general and abstract view of their environment rather than focusing on individual pieces of context. Situation-aware adaptive data stream mining leverages the full potential of UDM by going beyond mere available resources and can enable, if not guarantee, the continuity and consistency of the running applications.
In real-world, situations evolve and change into other situations (e.g. 'healthy' changes to 'hypertension'). Changes that occur between situations are also good indicators of situations that may emerge -albeit with some vagueness and uncertainty. To enable situation-awareness in mobile healthcare applications, it is important for the situation modeling and reasoning approach to represent uncertainty and vagueness associated with health-related situations.
Reviewing recent works in mobile healthcare reveals that most of these projects [5] [6] [7] [8] have mainly focused on using, enhancing or combining existing technologies and context-aware projects [9] [10] [11] [12] [13] mostly deal with a limited scope (i.e. not applicable to other context-aware scenarios). In mobile healthcare computing, a general approach for modeling and reasoning about uncertain, health situations and performing smart and cost-efficient analysis of data in real-time has not been introduced and is an open issue.
In this paper we propose situation-aware adaptive processing (SAAP) of data streams for mobile healthcare applications. The novelty and contribution of this project are as follows: i) situation-awareness is achieved by Fuzzy Situation Inference (FSI) that combines fuzzy logic principles with the Context Spaces (CS) model, a formal and general context modeling and reasoning for pervasive computing environments. The strengths of fuzzy logic for modeling and reasoning of imperfect context and vague situations are combined with the CS model's underlying theoretical basis for supporting contextaware pervasive computing scenarios; ii) SAAP incorporates situation-awareness into data stream mining and provides gradual tuning of data streaming parameters according to occurring situations and available resources. This approach maximizes the benefits of adaptation and improves data stream mining operations in an intelligent and cost-efficient manner. The SAAP approach enables continuity and consistency of running operations that are of high important for health monitoring applications that deal with sensitive and critical data. monitoring of his vital signs could help him to reduce his anxiety, decrease the need for routine visits to medical facilities, and also detect early warning features of a possible impending event. He has a smart phone with SAAP installed on it and is willing to wear biosensors to measure his vital signs. The data is wirelessly sent to his mobile where SAAP detects any changes not only in his vital signs but in any contextual information that is related to the application (e.g. battery charge of the mobile phone). SAAP uses this information to reason about situations in real-time and according to inferred situations, it performs intelligent and cost-efficient analysis of data. When fluctuations of vital signs are within a specified "acceptable" threshold, there is no need for frequent measurement and use of resources can be reduced and moderated. However, when these fluctuations are over the threshold, this "situation" warrants a closer monitoring by the system and more frequent measurements. This type of adaptation requires factoring in both available resources and criticality of health situations.
This paper is structured as follows: Section 2 discusses the related work. Section 3 presents the SAAP architecture. Section 4 describes the Fuzzy Situation Inference (FSI) that enables situationawareness. Section 5 discusses the adaptation engine. Section 6 and 7 describes implementation and evaluation respectively. Finally section 8 concludes the paper and discusses the future work.
Related Work
Mobile healthcare computing is a new and evolving area of research that exploits the recent development in mobile networks and communications for health monitoring applications. EPI-MEDICS [5] is a large scale European project that provides personal monitoring of ECG signals for early detection of cardiac ischemia and arrhythmia and generating different levels of alarms. Another European project called the MobiHealth project [6] uses 2.5 (GPRS) and 3G (UMTS) technologies to integrate all the sensors and actuators into a wireless network called Body Area Network (BAN). The project of ubimon (Ubiquitous Monitoring Environment for Wearable and Implantable Sensors) [7] aims to provide continuous management of patients mainly focusing on sensors and wireless technology rather than data analysis techniques. Personalization is another area of focus in developing mobile health monitoring applications that has been studied in [8] .
Context-awareness is another main requirement of health monitoring systems that enables autonomous operations without patient's intervention and enhances decision making of healthcare professionals on patient condition [9] . However, there are limited researches that have attempted to fully address the contextawareness or provide a general and formal representation of context [10] [11] [12] . One of the works in mobile healthcare that incorporates both contextawareness and adaptation is proposed in [13] but the paper does not provide the details of how and when the proposed adaptation strategies are applied. Studies in data stream processing [14] [15] are very applicationspecific and focus on very limited areas of research.
Review of mobile healthcare applications shows that these works do not provide a formal and unified context/situation modeling and reasoning approach and have limited support for ubiquitous data stream mining. A general approach for smart and costefficient analysis of data for mobile healthcare systems has not been introduced in the current state-of-the-art and is still an open issue.
Situation-Aware Adaptive Processing (SAAP) of Data Streams
The architecture for Situation-Aware Adaptive Processing (SAAP) of data streams consists of two main components of Fuzzy Situation Inference (FSI) and Adaptation Engine (AE) as shown in Figure 1 . FSI enables situation-awareness using fuzzy logic principles. The second component, AE, is responsible for gradual tuning of data stream processing parameters in real-time according to the occurring situations and available resources. Resource Monitor (RM) is a software component that continuously monitors available resources such as available memory and battery usage and reports their availability to the adaptation engine. The SAAP layer is built on the top of the data stream mining algorithms running on mobile devices and provides them with situation-aware adaptation.
The next section discusses the FSI technique and its subcomponents.
Fuzzy Situation Inference (FSI)
The Fuzzy Situation Inference (FSI) is a situation modeling and reasoning approach that integrates fuzzy logic into the Context Spaces model [4] . FSI uses the benefits of the CS model for supporting pervasive computing environments while incorporating fuzzy logic to deal with uncertainty associated with human concepts and real-world situations.
The Context Spaces model
The Context Spaces model (hereafter CS) represents contextual information as geometrical objects in multidimensional space called situations [4] . The concept of a 'situation space' is characterized by a set of regions. Each 'region' is a set of acceptable values of a context attribute that satisfies a predicate. In addition to basic concepts and techniques for situation modeling and reasoning, the CS model provides heuristics developed specifically for addressing context-awareness under uncertainty. These heuristics are integrated into reasoning techniques that are utility-based data fusion algorithms and compute the confidence level in the occurrence of a situation [16] .
The CS deals with uncertainty mainly associated with sensors' inaccuracies. Yet there is another aspect of uncertainty in human concepts and real-world situations that needs to be represented by the context model and reflected in the results of situation reasoning. Fuzzy logic uses multi-value logic and has the benefit of dealing with this level of uncertainty by assigning membership degrees to values.
Situation Modeling
FSI consists of three subcomponent including fuzzifier, rules and inference engine. Fuzzifier, as a software component, maps crisp input (i.e. values of context attributes) into fuzzy sets using trapezoidal membership functions. In a fuzzy set, membership of an item is gradual and is represented by a degree between 0 and 1 [17] . In FSI, situations of interest are defined using fuzzy rules by domain experts and stored in a rule repository. Each FSI rule consists of multiple conditions joined with the AND operator but a condition can itself be a disjunction of conditions [18] . To model the importance of conditions, we assign a weight w to each condition with a value ranging between 0 and 1. The sum of weights is 1 per rule. A weight represents the importance of its assigned condition relative to other conditions in defining a situation. An example of a FSI rule is as follows:
if Room-Temperature is 'hot' and Heart-Rate is 'fast' and ( Age is 'middle-aged' or 'old) then situation is 'heat stroke'
The next subsection discusses situation reasoning.
Situation Reasoning
To reason about a situation, rules need to be evaluated to produce a single output that determines the membership degree of the consequent [19] . The conditions joined with the OR operator are evaluated using the maximum function. However, to evaluate the conditions joined with the AND operator, FSI provides four reasoning techniques as shown in Table 1 . 
These techniques integrate fuzzy logic into the CS reasoning methods to provide another aspect of uncertainty (i.e. uncertainty of situations and delta changes of context) in the computation of confidence value for the occurrence of a situation.
The situation reasoning techniques of CS are based on four heuristics that are introduced to manage uncertainty in pervasive computing environments. These heuristics are as follows: i) relative weights of context attributes and confidence level of values; ii) sensors' inaccuracy; iii) symmetric and asymmetric context attributes; iv) and partial and complete containment of symmetric context attributes. Table 1 depicts reasoning methods of CS, their FSI equivalent that are combined with fuzzy logic and their underlying heuristics and theoretical concepts.
The next subsections discuss each heuristic and reasoning technique in more detail.
Weights and contribution level.
The first reasoning technique of CS is based on the weights of context attributes and the level of confidence of attributes' values. Weights are assigned to context attributes and represent relative importance of each context attribute for inferring a situation. Level of confidence is assigned to each element and reflects how that element relates to the modeled situation. In this heuristic, the contribution function that computes the contribution level is proposed at a conceptual level and its implementation is later introduced in the second reasoning technique based on sensors' inaccuracy.
In FSI, the concept of weights is associated with linguistic variables (i.e. context attributes). The concept of contribution level is similar to the membership degree of elements in a fuzzy set but they are implemented using membership functions. 
Sensors' inaccuracy.
To provide automatic computation of the contribution level at run-time, the second reasoning method of CS uses the impact of sensor inaccuracies and unreliability as a determining factor to compute the contribution level. This method computes the probability of a context attribute correct value t i â being contained in the region i A . To compute the probability value based on the reliability of a sensor, the reliability of reading (e.g. 95%) is used to represent the probability value (i.e. =0.95). Second option to compute the probability value is to integrate the sensors' inaccuracy of reading rather than the reliability of reading. Using this option, the probability value is calculated in the following format: ). An asymmetric context attribute increases the confidence in inferring a situation if its value is within the corresponding region but would not decrease the confidence if it is outside that region (e.g. reasoning about the 'heat stroke' situation based on 'age').
Whenever an asymmetric attribute is not contained within its region, the redistribution method assigns 0 to the weight of the attribute and recalculates the relative weights for the remaining attributes as follows. The concept of symmetric and asymmetric attributes and its corresponding reasoning technique is applied into FSI (as shown in Table 1 ). However, since values that linguistic variables take are not numeric (i.e. these values are called terms that represent fuzzy sets), the concept of symmetric and asymmetric concepts are applied to the values of fuzzy sets associated with linguistic variables.
Partial and complete containment. The fourth
To address the trade-off between complete and partial containment, this reasoning technique presents each aspect of containment with a dimension using utility weights (i.e 1 q and 2 q ) and combines them towards inferring the occurrence of a situation. The utility weights of two dimensions determine which aspect of containment is more important (i.e. complete or partial). The concept of partial and complete containment and its reasoning technique are applied to FSI. Similar to the third reasoning method, FSI maps values of symmetric context attributes into the values of fuzzy sets corresponding to symmetric linguistic variables.
Results of situation reasoning using the techniques discussed earlier suggests the degree of confidence in the occurrence of a situation. In FSI, if the output of a rule evaluation for the 'hypertension' situation yields a degree of 0.885, we can suggest that the level of confidence in the occurrence of 'hypertension' is 0.885. This value can be compared to a confidence threshold ε between 0 and 1 (i.e. predefined by the application's designers) to determine whether a situation is occurring.
Next section discusses the component of the AE (Adaptation Engine) for situation-aware adaptation.
Adaptation Engine (AE)
The AE (Adaptation Engine) is responsible for gradual tuning of data stream processing parameters according to the occurring situation/s and available resources in real time. Lightweight data stream mining techniques such LWC, LWCLass, LWF, RA-Cluster, ERA-Cluster, and DRA-Cluster [2] [3] [20] [21] [22] are adaptive to availability of resources via adjusting the algorithm parameters. These parameters control output, input and/or the process of the algorithm.
The adaptation process is done through Algorithm Granularity (AG) approach. AG has three different variations. The first and most commonly used in our work is Algorithm Output Granularity (AOG) [21] . AOG controls the algorithm output rate via changing the data stream mining algorithm parameters to encourage or discourage the creation of new output structures. Similarly Algorithm Input Granularity (AIG) [22] and Algorithm Processing Granularity (APG) [22] control the input rate and consumption of processing power respectively.
LWC, LWClass and LWF algorithms are based on the AOG approach [21] that controls the output of the data stream mining according to the available memory. We have used the concept of AOG for developing three different adaptation strategies. These strategies include resource-aware, situation-aware and integrated strategies as shown in Figure 2 .
Figure 2. Adaptation of data stream mining
AE constantly monitors occurring situations that are inferred by FSI and availability of resources reported by RM. Inferred situations are also assigned a pre-defined criticality value (i.e. a value between 0 and 1) that indicates their importance. RM assigns computational resources a value that shows the level of their criticality regarding their usage. The higher the value is, the higher the usage is. Controller is a subcomponent of AE that makes decisions on which strategy needs to be performed based on certain thresholds that are shown in Figure 3 .
Figure 3. Levels of Criticality
For both situations and computational resources, there are two thresholds that indicate normal, medium and critical levels. Based on the levels of criticality for situations and resources shown in Figure 3 , there are nine possible variations (cases) of adaptation that are considered by the Controller. These cases are presented in Table 2 .We have allocated the adaptation strategies according to these nine cases. When resources are critical (R3) it means that the mobile device can not continue the mining operations and the adaptation strategies that we provide are not adequate to address the issue. Therefore other strategies such as migration of the data or the process need to be performed that are out of the scope of this paper. Other strategies e.g. migration
Resource-aware Adaptation Strategy
Resource-aware adaptation strategy occurs when the situation is at normal level but resource availability is at medium level. This is because normal situations do not require frequent monitoring and the results of resource-aware adaptation do not contradict the requirements of normal situations. Resource-awareness is inspired by the AOG approach. One of the AOGbased clustering algorithms is called LightWeight Clustering (LWC) [29] . LWC considers a threshold distance measure for clustering of data. Increasing this threshold discourages forming of new clusters and in turn reduces resource consumption.
AOG is a three-stage, resource-aware distancebased mining data streams approach. The process of mining data streams using AOG starts with a mining phase. In this step, a value of threshold distance measure is determined. This threshold has the ability to control the output rate of the running mining algorithm.
The second stage in AOG-mining approach is the adaptation phase. In this phase, the threshold value is adjusted to cope with the data rate of the incoming stream, available memory, and time constraints to fill the memory with generated knowledge (data mining output).
The last stage in AOG approach is the knowledge integration phase. This stage represents the merging of generated results when the memory is full. This integration allows the continuity of the mining process on resource-constrained devices.
The next subsection discusses situation-aware adaptation strategy based on the results of the FSI.
Situation-aware Adaptation Strategy
Situation-aware adaptation in AE is performed when resources are available and at normal level. Situation-aware adaptation occurs based on occurring situations inferred by FSI. These results are multiple situations with different level of confidence. To provide a fine-grained adaptation and reflecting the level of confidence of each situation in the adaptation phase, we compute weighted average of the data mining parameter value based on confidence values of situations and the pre-specified value of the parameter for each situation. Situation-aware adaptation itself results in costefficiency because when the situation is at normal level, the set value of parameter for normal situation (i.e. a higher number) will be used and this decreases the output of the mining algorithm (if LWC is used).
The next subsection describes how integrated adaptation strategy combines resource-aware and situation-aware strategies and deals with the trade-off.
Integrated Adaptation Strategy
When resources are at medium level but situations are at medium or critical level (i.e. R2, S2 or R2, S3), the controller applies integrated adaptation strategy. With the adaptation case R2S2 or R2S3 occurs, resource-aware and situation-aware adaptation compute different values of parameters according to resource availability and occurring situations respectively. There is a trade-off between the results of these two strategies. Integrated adaptation strategy addresses this issue by computing the average value of parameter based on the results of the two strategies and criticality of the situation and resource as follows:
Having discussed the theoretical framework of our work, the following section presents the implementation and evaluations we have performed.
Implementation
We have implemented a prototype of health monitoring application based on FSI in J2ME and deployed it on a Nokia N95 (shown in Figure 6 ). The prototype reasons about situations of 'normal', 'prehypotension', 'hypotension', 'pre-hypertension' and 'hypertension'. This application can be used by patients who suffer from blood pressure fluctuations. A trapezoidal membership function is used to compute membership degree of context values. Contextual information used includes systolic and diastolic blood pressure (SBP and DBP) and heart rate (HR). To capture the patient's heart rate, we have used a two lead ECG biosensor from Alive Technologies [23] that transmits ECG signals using Bluetooth to the mobile phone. For the blood pressure, we have used randomly generated data that simulates blood pressure fluctuations. The health monitoring application performs situation reasoning and situation-aware adaptation in real-time on the mobile device using LWC. Status bars on the mobile phone displays the level of certainty and confidence in the occurrence of each situation.
The evaluation of FSI and adaptation engine is presented in the next section.
Evaluation
For evaluation of SAAP, we have performed two evaluations. First evaluation is a comparative evaluation of FSI, CS and Dempster-Shafer and second evaluation focuses on adaptation of threshold parameter according to occurring situations.
Evaluation of FSI
To evaluate the FSI model, we have compared the FSI situation reasoning technique to the CS and Dempster-Shafer (hereafter DS) reasoning approaches. The purpose of this evaluation is first to validate the FSI model against a well-known reasoning technique such as DS and a context model developed for pervasive computing environments such as CS. The second objective of the evaluation is to highlight the benefits of the FSI to deal with uncertain situations.
In this evaluation, we have considered situations of 'hypotension', 'normal' and 'hypertension'. These situations are defined using context attributes of systolic blood pressure (SBP) and diastolic blood pressure (DBP) with the scale of 40-170 and 20-150 mm Hg and heart rate (HR) with the range of 20-150 bpm. Table 3 The modeling of the three situations in the FSI model is presented in Table 4 . Weights of conditions for the FSI rules conform to the weights used in CS. To apply the DS algorithm for reasoning about situations, we use the Dempster's rule of combination. The normalized version of the combination rule is as follows.
5)
where m(R) denotes the mass value computed for a proposition R given the evidences i and j. If R represents a situation, considering all existing propositions, the intersection of some of these propositions denoted as P and Q results in the proposition R (i.e. ) and the intersection of other combinations of propositions results in an empty set.
To model the three situations of Hypotension (L), Normal (N) and Hypertension (H) with DS, we first need to define propositions and events. Since all three situations are incompatible we include a proposition of Unknown (U) that would consist of three situations. Then we identify the events and mass values that reflect the association of an event with the occurrences of each proposition as depicted in Table 5 . Mass values are assigned in a way that they reflect to what degree each event indicates a situation. Since we have based our situations on three context attributes, we define three mass functions corresponding. Then we apply DS combination over all propositions and evidence.
The dataset used for the evaluation consists of 131 context states and their scales contribute to the occurrence of each pre-defined situation as well as the uncertain situations that occurs when situations evolve. Figure 6 presents the results of the evaluation of CS, DS and FSI for situation reasoning about 'hypotension', 'normal' and 'hypertension'. Figure 6 shows three approaches of CS, DS and FSI have a relatively similar trend according to context changes. When the data corresponds to a pre-defined situation the results of three approaches almost overlap. However, when changes of data indicate the occurrence of an unknown and uncertain situation, differences of reasoning results between CS, DS and FSI are more apparent. Compared to FSI, the results of situation reasoning by the CS and DS methods show sudden rises and falls with sharp edges when situations change which do not match the real-life situations. This is because the DS and CS approaches do not deal with delta changes of the values and are not able to reflect the gradual evolution of one situation to another situation. When the value of context attributes decreases or increases, its membership degree also increases and decreases accordingly and gradually.
This enables FSI to provide more accurate situation reasoning results in terms of reflecting very minor changes of context.
The evaluation validates the accuracy of the FSI model for situation modeling and reasoning and it also shows that FSI is able to reflect very minor changes of context in situation inference and represent changes in a more gradual and smooth manner. The evaluation shows that the FSI model is more appropriate approach for representation of human concepts and for reasoning about the real-world situations that are defined by continuous values. Health-related situations are examples of these types of scenarios where FSI can prove to be more fitting approach compared to the DS and CS reasoning approaches.
Evaluation of Adaptation Engine
In the implementation of the SAAP we have used the LightWeight Clustering (LWC) [29] algorithm as the data stream mining algorithm. This algorithm is one-pass and operates using the AOG principals as discussed earlier in the paper. The LWC algorithm provides adaptability by adjusting the parameter of threshold distance measure according to the available memory on a device such as a PDA. In our evaluation, we have used the parameter of threshold for the situation-aware adaptation. We have set the threshold value for the situation of 'normal' to 42, 'prehypotension' to 36, 'hypotension' to 26, 'prehypertension' to 18 and 'hypertension' to 10. This is because these values are acceptable given a variation of 12 (i.e. 42 divided by 3) for any of the context attributes of SBP, DBP and HR has no significant impact on a healthy individual while a variation of 3 for 'hypertension' can be significant.
To evaluate the situation-aware adaptation, we have used the same 131 context states used for the first evaluation. Figure 7 shows that the threshold value is adjusted according to the confidence value of each situation. Decreasing the threshold value increases the number of the output (clusters) that is required for closer monitoring of more critical situations. We have performed a similar evaluation for situation-aware adaptation of the parameter of window size that controls the frequency of readings. Figure 8 shows the results of this evaluation. 
Conclusion and Future Work
In this paper we proposed and validated a general approach for situation-aware adaptive processing (SAAP) of data streams that incorporates situationawareness into data stream processing using fuzzy logic. The fuzzy situation inference model allows modeling and reasoning about real-world and healthrelated situations. The SAAP architecture enables realtime analysis of data emanating from multiple sensors including bio-sensors onboard mobile devices while factoring in contextual/situational information and resource availability. This approach significantly enhances a range of mobile healthcare applications.
There are several directions in which we are extending this work. We are finalizing implementation and evaluation of resource-aware and integrated adaptation. We are working on extensive testing our prototype in real-world situation in conjunction with relevant healthcare professionals and domain experts in order to develop an understanding of high risk situations for the monitoring of patients and identifying what information is required from bio-sensors.
