We describe and analyze three simple and fast algorithms on the average for solving the problem of string matching with a bounded number of mismatches. These are the naive algorithm, an algorithm based on the Boyer-Moore approach, and ad-hoc deterministic nite automata searching. We include simulation results that compare these algorithms to previous works.
Introduction
The problem of string matching with k mismatches consists of nding all occurrences of a pattern of length m in a text of length n such that in at most k positions the text and the pattern have di erent symbols. In the following, we assume that 0 < k < m and m n. The case of k = 0 is the well known exact string matching problem, and if k = m the solution is trivial.
Landau and Vishkin LV86] gave the rst e cient algorithm to solve this particular problem.
Their algorithm uses O(kn + km log m)) time and O(k(n + m)) space. While it is fast, the space required is unacceptable for most practical purposes. Galil and Giancarlo GG86] improved this algorithm to O(kn + m log m) time and O(m) space. However, this algorithm uses a static lowest common ancestor algorithm over a su x tree. Thus, the constant of the O(kn) term is quite large, and the nal algorithm is slower in practice than Landau-Vishkin's algorithm.
We present and analyze the naive or brute-force algorithm to solve this problem. While the worst case time is O(mn), the expected time is only O(kn) without using any extra space (that is, using only the space needed to store the text and the pattern). We also introduce a Boyer-Moore approach to the problem BM77] that has the same complexity, using O(m ? k) extra space, but the probability of the worst case is much lower. On average, this algorithm runs faster for longer patterns. We also use nite automata theory to solve the problem in time O(m k+2 + n log m) and O(m k+2 ) space. This algorithm is better when k is comparable to m and m is not too large (or when n is large compared to m k ). Finally, we present an obvious improvement to LandauVishkin's algorithm that reduces the extra space to O(km), which is acceptable in practice. We include empirical results of all the above algorithms. Most of this work is part of BY89b].
The work of the rst author was also supported by Grant C-11001 of Fundaci on Andes and that of the second author by a Natural Sciences and Engineering Research Council of Canada Grant No. A-3353. Email contact: rbaeza@dcc.uchile.cl. To appear in Information and Computation, 1994 2 Naive Algorithm The naive algorithm is basically, for each possible position, to count the number of mismatches found. If more than k have been found, try the next position. When we reach the end of the pattern we report a match. Clearly, the worst case number of comparisons is m(n ? m + 1).
Let the text and the pattern be random strings of length n and m, respectively, over an alphabet of nite size c > 1. The probability that two symbols, one from the pattern and one from the text, are equal is p = 1/c. Lemma 2.1 Let P j;k be the probability of nding at most k mismatches in a substring of length j of the text. The value of this probability is given by P j;k =
( 1 ? (1 ? p) k+1 P j?k?1 i=0
? k+i i p i j > k : 1 j k :
Proof: Clearly P j;k = 1, if j k; hence, we can de ne P j;k recursively as P j;k = pP j?1;k + (1 ? p)P j?1;k?1
The solution to this recurrence is the one given above. where P j;k is the probability de ned on the previous lemma, because we perform one comparison at position j with probability of success P j?1;k .
Hence, for m > k, we Because all the terms of the sum are positive, we obtain the upper bound. 
A Boyer-Moore Approach
The idea in this method is to search from right to left (as in the Boyer-Moore string matching algorithm BM77]) until we nd a match or too many mismatches. At this point, using a precomputed table, we decide how much we can shift the pattern. This is equivalent to the dd table used in the Boyer-Moore string searching algorithm BM77, KMP77].
Suppose that we have found a partial match of length j, from the right, with at most k mismatches such that the next character is another mismatch. We de ne s j as the maximum shift that can be made without missing a partial match of at most k mismatches, given the information that the last j characters of the pattern have partially matched the text, with at most k mismatches. That is, if we overlap two copies of the pattern shifted by`characters, for`from 1 to s j ? 1, there are at least 2k + 1 mismatches between both strings. This is to ensure that there are at least k + 1 mismatches in the overlap (at most k mismatches are overridden by the mismatches in the partial match) (see Figure 2 also).
The above observation can also be derived by noting that the number of mismatches between two substrings is a metric function called Hamming distance. Thus, the number of mismatches obeys the triangular inequality. Hence, if the pattern and a shift of the pattern are at distance at least 2k + 1 from each other and the pattern is at distance k from the text string, then the shifted pattern must be at distance at least k + 1 from the text string and thus, need not be compared with the text at that point. we slide two copies of the pattern until we nd less than 2k + 1 mismatches. For example, if all the characters of the text are di erent, then s j = m ? 2k, for j > 2k. Therefore, this procedure is useful for k < m/2. Figure 3 shows an example; clearly s j+1 s j , because if we slide s j positions and we have a partial match of j or more elements, then we have at least 2k + 1 mismatches.
Also, because we have more characters in the partial match, potentially we have more mismatches. The worst case is 2kn for many patterns (still O(mn) in general but only for periodic patterns) using m?2k space. On average this algorithm is slightly better than the naive algorithm, improving it for long patterns. where P 2k+1;k is the probability of nding at most k mismatches while comparing 2k + 1 characters, as de ned in Lemma 2.2.
Proof: In the best case, when all characters are di erent, the average shift is S = 1 + (m ? 2k ? 1)P 2k+1;k ; because the shift is m ? 2k if we compare more than 2k + 1 characters and this happens with probability P 2k+1;k , otherwise the shift is one. Thus, a lower bound for random text is given by In Figure 4 we give the experimental results for random text and English text (the same used for the naive algorithm), and the lower bound for random text. The lower bound appears to be tight. It is interesting to note that the algorithm is faster for English text. A possible explanation is that the probability of two letters being equal in an English word is less than 1/c, because is a non-uniform distribution. Thus, there are more mismatches between two shifted copies of the pattern, and the values of s j are larger than for random text. For long patterns, this algorithm is clearly better, and we require (k + 1)n + O(mk) total expected time and O(m ? 2k) space.
Finite Automaton Approach
The problem can also be stated in terms of regular expressions. For example if we are searching for ab with one mismatch, then that set is described by ( b + a ), where denotes any symbol. In From this recursive de nition, it is very easy to construct a deterministic nite automaton (DFA) that recognizes the language denoted by r. Figure 5 shows the DFA construction for the string ab and k = 1, or r = (a + ab), by using Brzozowski's method of di erentiation Brz64].
Note that we have replaced accepting states (states with ) by output, and we do not have nal states and, hence, additional states. The construction rules are so simple that we can build the automaton as needed during the search, starting from the initial state. Every time that we have an unde ned transition, we generate it using the mentioned rules. That is, we use O(m k+2 ) worst case time and space only if all possible sequences of mismatches appear in the text. In many applications this is not the case.
Mismatches with Di erent Costs
All the algorithms presented can be extended to cover the case of di erent costs for di erent classes of mismatches. For example, the cost of a mismatch between a vowel and a consonant is twice the cost of a vowel-vowel or consonant-consonant mismatch. In this section we discuss the necessary changes for this case. We assume that there is a nite set of integer costs fcost 1 ; :::; cost`g and we want a match with at most cost C.
For the naive algorithm the solution is trivial. We count the total cost of the mismatches using a multiple if structure for each case. Using more space, we can replace the multiple if by a table indexed by the character in the pattern and the character in the text. This requires O(jcj 2 ) extra space, where c is the alphabet size.
For the Boyer-Moore approach additionally to the changes in the naive algorithm, we have to modify the table s j . Now, instead of sliding two copies of the pattern until we nd less than 2k + 1 mismatches, we have to slide it until we have a mismatch with cost less or equal to C + bC/ min i (cost i )c max i (cost i ) ;
where bC/ min i (cost i )c is the maximum number of mismatches in a partial match with at most cost C, and each one of them can override in the worst case a mismatch of maximal cost.
In the case of the DFA, we keep track of the total cost, associating the corresponding mismatch cost to each transition, and we output a match if the total cost is in the appropriate range in the appropriate transitions.
Summary
We have presented three simple algorithms for string matching with mismatches. Table 2 Given that all the algorithms presented in Table 2 are algorithmically di erent, we run some experiments to test the actual execution time over an English text (the same one used to count comparisons). For exact string matching we refer the reader to Smi82]. Each algorithm had to search 100 pre xes of words of length m chosen at random from the same text for small k. These simulation results (in seconds) are presented in Table 3 : Simulation results for two values of k in function of m (in seconds).
The simulation results were unexpected. First, for almost all cases (we also run the same experiment for other values of m and k) the BM algorithm was faster. The only exceptions were for k = 1 and m < 6, and k = 2 and m = 3, where DFA2 was faster. One of the surprising results was that the LV algorithm was slower than the WC algorithm. Thus, the LV algorithm is mainly a theoretic algorithm that should be used for large m (25 or more). Also, the preprocessing time for the DFA case becomes noticeable for large m (more over for DFA2 where the preprocessing time is multiplied by > m). Hence, in general the BM algorithm is the best choice for practical applications. Also, the code of this algorithm is simpler than the other ones (of course, with the exception of the naive algorithm).
For small alphabets the nite automaton approach may be the best choice, mainly because its time bound (searching phase) is independent of the maximum number of mismatches k. This is only valid when n is much larger than m k , and therefore the preprocessing time can be ignored.
All these algorithms can be extended to more general patterns (for example \don't care" symbols, a symbol that represents a class of symbols, etc.) Abr87, BYG89, BY89b]. However, the analysis done here no longer applies. For recent new approaches to the problem see BYG89, GL89, TU90].
