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Abstract
The principle of superposition is one of the main building blocks of quantum physics
and has tremendous consequences both for our fundamental understanding of nature and
for technological applications. In particular, the existence of coherent superposition leads
to the concept of unavoidable quantum uncertainty. The role played by this “coherent”
uncertainty within thermodynamics, as well as its relationship to classical lack of knowl-
edge, is the main subject of this thesis.
In Part I we study thermodynamic limitations of processing quantum coherence within
a resource-theoretic framework. Using the time-translation symmetry that arises from the
first law of thermodynamics, we find constraints on possible manipulations of coherence
and prove their irreversibility due to the second law. We also generalise to the quantum
domain Szilard’s concept of converting information into work. Namely, we show how, in
the presence of a heat bath, coherence of a system can be exploited to perform mechanical
work. Finally, we analyse the effect that coherence has on the structure of the thermo-
dynamic arrow of time, i.e., on the set of states into which a given state can freely evolve
under thermodynamic constraints.
In Part II we focus on the interplay between quantum and classical uncertainty man-
ifested in uncertainty relations. We show that separating the total uncertainty into these
two distinct components leads to a new type of “fixed-entropy” uncertainty relation. We
also analyse how classical ignorance affects the structure of states that minimise the un-
avoidable uncertainty arising from the noncommutativity of two observables. Finally, we
study error-disturbance trade-off relations and, by proving that quantum uncertainty can
be simultaneously maximised for any two observables, we clarify the unphysical nature of
state-dependent relations.
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Introduction
Although quantum mechanics owes its name to the quantisation of energy, postulated
at the beginning of the 20th century by the old quantum theory, its counter-intuitive
“weirdness” comes from the superposition principle that was discovered a quarter of a
century later. Concepts such as Schro¨dinger’s cat, quantum teleportation and quantum
computing all stem from this fundamental rule of the quantum realm: given two valid
states of a system, e.g., spin-up and spin-down, their coherent superposition is also a valid
state. This principle leads to a new kind of purely quantum uncertainty that is unavoid-
able. In classical physics, if we fully specify the state of a system then we can predict
with certainty the outcomes of all measurements performed on that system. However, in
quantum physics even if we possess complete knowledge about a system state, there will
exist measurements for which the outcomes are uncertain, and the best we can do is to
predict their probabilities. For example, if a system is prepared in an equal superposition
of spin-up and spin-down states, we know everything there is to know about the system,
but we are still uncertain about the outcome of a spin direction measurement – it will
yield the spin-up and spin-down results with 50% probability each. It is vital to emphasise
that there is a crucial difference between this inability to provide a deterministic answer
and classical uncertainty, when the system is in one of the two states but we just do not
know which. The former cannot be avoided as it reflects the structure of nature, whilst
the latter just describes our inability to get a full description of a system state.
This thesis studies the consequences of the interplay between these two different kinds
of uncertainty. In Part I we focus on thermodynamics, where classical uncertainty rep-
resented by entropy is always present, and investigate the role played by coherence in
thermodynamic processes. In Part II we study how uncertainty relations, originating
purely from quantum coherence, are affected by the presence of classical ignorance.
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Quantum thermodynamics
Fundamental laws of nature often take the form of restrictions: nothing can move faster
than light in vacuum, energy cannot be created from nothing, there exist no perpetuum
mobiles. It is due to these limitations that we can ascribe values to different objects
and phenomena, e.g., energy would not cost us money if we could obtain it for free.
The mathematical framework developed to study the influence of such constraints on the
possible evolution of physical systems is known under the collective name of resource
theories.
Perhaps the best known example of this approach was to formalise and harness the
puzzling phenomenon of entanglement [1]. Insight into such quantum correlations has
been obtained by considering the following two-party scenario: Alice and Bob each control
a part of a bigger quantum system and can only perform operations locally on their
parts. In addition they are allowed to communicate through a classical channel. With
this restricted set of operations, known as local operations and classical communication
(LOCC), entanglement cannot be created between Alice and Bob. However, if Alice and
Bob were initially handed an entangled state, they could perform otherwise impossible
operations, such as quantum teleportation [2] or superdense coding [3]. This way one may
study the power of entanglement as a resource that enlarges the set of LOCC operations,
and one can also quantify it, e.g., given a particular entangled bipartite state one may
ask how many quantum bits can be teleported between Alice and Bob.
This approach encapsulates a more general idea that underlies all resource theories.
These are formulated in terms of free objects and a set of rules specifying how we can
transform them. Within quantum theory we thus specify a subset of quantum states and a
subset of quantum operations that are considered free (these are represented by separable
states and LOCC operations in the case of the resource theory of entanglement). Every
state that is not free is considered to be a resource, and free transformations, which are
assumed to be the only ones allowed within the theory, must map the set of free states into
itself. This way no resources can be freely created and one can investigate how they can
be exploited and manipulated under free transformations. This includes, e.g., studying
the possibility of interconversion between two given states, partially ordering the set of all
states based on resource measures, and studying the advantages of possessing a resource
state in a given quantum information processing protocol.
12
Introduction
When speaking of thermodynamics one inevitably thinks of concepts such as heat
flows, thermal machines and pressure, which seem to be far removed from the ideas of
quantum information theory. However, on a more abstract level, thermodynamics can
be seen as a field studying the accessibility/inaccessibility of one physical state from
another [4, 5]. The first and second laws of thermodynamics are fundamental constraints
on state transformations, forcing thermodynamic processes to conserve the overall energy
and forbidding free conversion of heat into work. Hence, the resource-theoretic machinery
developed to study entanglement is also perfectly suited to shed light on thermodynamics.
A natural question then arises: what amounts to a resource when we are restricted by the
laws of thermodynamics? One answer is athermality – a property whereby a state has a
distribution over energy levels that is not thermal [6]. This is because such a state, during
the process of equilibration, can be exploited to perform work [7, 8], which in turn can be
used to drive another system out of equilibrium. However, coherence can also be viewed
as a second, independent resource in thermodynamics [9]. This stems from the fact that
energy conservation, implied by the first law, restricts the thermodynamic processing of
coherence. Hence, possessing a state with coherence allows one to implement otherwise
impossible transformations.
Although the resource-theoretic approach has yielded new insights into the thermody-
namics of individual quantum systems, most of them are limited to quantum states that do
not possess coherence between different energy eigenspaces [7, 8, 10, 11]. Despite partial
results [12–16] we still lack a complete understanding of coherence manipulations allowed
by thermodynamic means. This foundational question may be of interest for future ad-
vancements in nanotechnology, as interference effects are particularly relevant [17, 18] at
scales we are increasingly able to control [19–23]. Moreover, recent evidence suggests that
biological systems may harness quantum coherence in relevant timescales [24–26]. There-
fore, the main aim of Part I of this thesis is to study the problem of coherence processing
within thermodynamics.
Uncertainty relations
The proper assessment of uncertainties and measurement errors is at the very core of the
scientific method, and thus probability has been an indispensable component of physics
for centuries. On the one hand the use of statistical tools allows one to appropriately
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account for uncontrollable factors in an experiment, thus avoiding false conclusions. On
the other hand, the proper incorporation of uncertainties about the actual state of a large
and complex system results in a probabilistic description of that system. This allows
one to make statements and predictions about average global properties of the system
and fluctuations about these averages. This way one can obtain incomplete but useful
information about the system that would otherwise be completely intractable. As an
example consider a macroscopic container with gas particles, a full description of which
would require keeping track of the positions and momenta of the order of 1023 particles,
which is practically impossible. Instead, most useful information about the macroscopic
state of the gas can be recovered without such complete knowledge, but from averaged
quantities such as pressure and temperature. This approach lies at the heart of statistical
physics that at the end of 19th century formalised (and actually replaced) traditional
approaches to thermodynamics.
Hence, by the time quantum mechanics appeared on the stage in the early 1900s,
physicists were already used to probabilistic models of reality.1 However, until then the
probabilistic approach was only considered a useful tool to overcome practical difficulties
of being completely certain about a state of a physical system (as in the example with a
gas container presented above). As such, uncertainty was not considered something fun-
damental – rather it was a statement about the imperfection of our tools and observation
methods. The advent of quantum mechanics changed this perspective completely. We
now know that while classical uncertainty arises from ignorance, quantum phenomena are
irreducibly unpredictable: even for a single fixed measurement and a pure quantum state
of maximal knowledge, we can typically only make probabilistic predictions.
The situation worsens when we consider two potential measurements of a system
that do not commute – there exist fundamental constraints on our ability to make pre-
dictions about either possible set of outcomes. The most celebrated such constraint is
the Heisenberg-Robertson uncertainty relation [28]; however, over time, the study of un-
certainty relations has itself become a major topic and has played an important role
in uncovering the mysteries of the quantum realm. After the original introduction by
Heisenberg as an error-disturbance relation in his famous thought experiment [29], they
1It is worth noting that the idea of quantisation that has revolutionised our understanding of the
probabilistic nature of Nature actually originated from Max Planck’s work on the thermodynamic problem
of black-body radiation. [27]
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have been reformulated and refined in various ways over the last 90 years. Starting as
a statement about the outcome statistics of independent measurements of position and
momentum [30], they were quickly extended to generic observables [28]. Then, in the
late 1940s, the link between uncertainty and information was pointed out by Shannon,
resulting in the creation of a new field of science – information theory [31]. However, an-
other 35 years had to pass,2 until David Deutsch proposed the use of information entropy
(Shannon entropy) of measurement outcome statistics to study uncertainty relations [33].
This not only brought a paradigm shift by leading to state-independent lower bounds on
uncertainty [34], but also initiated the ongoing intimate relationship between uncertainty
relations and the field of information theory.
Thus, with the rise of quantum information theory in the 1980s and its rapid develop-
ment until this day, entropic uncertainty relations have become a widely studied subject
within this new framework. Multiple entropic measures have been used to quantify un-
certainty, allowing physicists to phrase a variety of quantum information problems in the
language of uncertainty relations (for a complete review see Ref. [35, 36] and references
therein). Let us just mention here the use of entropic uncertainty relations for quantum
cryptographic security proofs [37, 38], quantitative wave-particle duality relations [39]
and witnessing entanglement [38, 40, 41]. All these applications refocused interest in
uncertainty relations, which was originally due to the fundamental limitations they im-
pose on our ability to predict measurement outcomes. Previously, physicists were mostly
interested in extreme scenarios of quantum systems prepared in pure states of maximal
knowledge, when the origin of uncertainty lies in the coherence between eigenstates of
a given observable. However, as soon as uncertainty relations are used to study quan-
tum information problems, the investigated systems are not necessarily prepared in pure
states. In fact, most quantum states arising in theoretical considerations (e.g., in entan-
glement theory) and the ones used to describe quantum systems prepared in laboratories
are mixed. Therefore, a proper understanding of the interplay between classical lack of
knowledge and purely quantum uncertainty coming from coherence is crucial for quan-
tum information based technologies; deepening this understanding forms the main aim of
Part II of this thesis.
2Let us point out that the paper by Białynicki-Birula and Mycielski [32] that introduced entropic
uncertainty relations for continuous variables preceded the seminal paper by Deutsch [33].
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Mathematical background and
notation
Notation
Operators
Unless otherwise specified all operators will act on d-dimensional Hilbert spaces. Ap-
propriate subscripts will indicate the ancillary system that the operator acts on (e.g., AB
acts on an ancillary bath system), whereas the operators acting on the main system under
investigation will lack a subscript S unless necessary (e.g., for denoting a joint state ρSB).
The spectral decomposition of a general operator A will be given by
A =
d∑
i=1
ai |ai〉〈ai| ,
i.e., the eigenvalues and eigenvectors will be labelled by lower-case letters corresponding
to a given observable. An important exception to this rule is the energy observable. The
eigenvectors and eigenvalues of a system Hamiltonian H will be denoted by {i}, of the
bath Hamiltonian HB by {Ei}, and of the ancillary system Hamiltonian HA by {Ai }. The
identity operator will be represented by I.
The set of d× d density operators, i.e., the set of positive semi-definite operators with
unit trace that act on a d-dimensional Hilbert space, will be denoted by Sd. A pure density
matrix ρ = |ψ〉〈ψ| will sometimes be identified with the vector |ψ〉 from the corresponding
Hilbert space. Completely positive trace-preserving maps (quantum channels) will be
denoted by a calligraphic letter E .
We will make extensive use of the following Pauli operators acting on two-level systems:
σx =
 0 1
1 0
 , σy =
 0 −i
i 0
 , σz =
 1 0
0 −1
 . (M1)
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Moreover, we will denote their eigenvectors by {|+〉 , |−〉}, {|i〉 , |−i〉}, {|0〉 , |1〉}, respec-
tively. We will also use the vector of Pauli matrices σ = (σx, σy, σz) to represent general
qubit observables, A = α1I+α2a ·σ (usually with α1 = 0 and α2 = 1), and general qubit
states:
ρ =
I+ r · σ
2
, |r| ≤ 1. (M2)
Probability distributions and measurements
The set of d-dimensional probability vectors will be denoted by Pd and its elements by bold
lower-case letters starting from p. A maximally mixed probability vector will be denoted
by η = (1/d, . . . , 1/d). Given a probability vector p, we will denote by p↓ the same
vector but with elements rearranged in a nonincreasing order. Probability distributions
linked with the projective measurement of an observable A performed on a state ρ will
be denoted by pA(ρ),
pA(ρ) =
(
pA1 (ρ), . . . , p
A
d (ρ)
)
, pAi (ρ) = Tr (ρ |ai〉〈ai|) . (M3)
A map corresponding to a non-selective projective measurement of an observable A, i.e.
a dephasing map in the eigenbasis of A, will be denoted by DA,
DA(ρ) =
d∑
i=1
〈ai| ρ |ai〉 |ai〉〈ai| . (M4)
The dephasing map in the energy eigenbasis will be simply denoted by D.
Colour-coding
Throughout the thesis the important content will be colour-coded in the following way:
Definitions/Axioms/Requirements
Theorems/Lemmas/Observations/Corollaries
Examples/Remarks
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List of abbreviations
CPTP Completely positive trace-preserving
EUR Entropic uncertainty relation
GP Gibbs-preserving
LOCC Local operations and classical communication
MUB Mutually unbiased basis
MUS Minimum uncertainty state
OR Operational requirement
POVM Positive operator valued measure
QC Quantum-classical
SFEB Strong fixed-entropy bound
UR Uncertainty relation
TO Thermal operation
ZNZD Zero-noise zero-disturbance
Mathematical background
Here, we collect the important definitions and results concerning probability distributions
that will be extensively used throughout the thesis. In order to quantitatively assess how
uncertain a given probability distribution p is, we will use the following entropic measures
of uncertainty:
Definition M1: Re´nyi entropies
Re´nyi entropies of a real order α 6= 0 for a d-dimensional probability distribution p
are defined as [42, 43]:
Hα(p) :=
sgn(α)
1− α ln
(
d∑
i=1
pαi
)
. (M5)
The α→ ±∞ and α→ 1 are defined by suitable limits,
H1(p) = −
d∑
i=1
pi ln pi, H∞(p) = − ln max
i
pi, H−∞(p) = ln min
i
pi. (M6)
We define the α = 0 case by the Burg entropy,
H0(p) =
1
d
d∑
i=1
ln pi, (M7)
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and not by the limit of the Re´nyi entropy for α → 0+, i.e., H0(p) = lnn, where
n is the number of non-zero entries of p. The α = 1 case is known as the Shan-
non entropy and sometimes simply denoted by H (not to be confused with the
Hamiltonian).
The uncertainty of p can also be measured by a “distance” between p and a uniform
distribution η – the “closer” p and η are, the more uncertain p is. Similarly, within
thermodynamic scenarios we will be interested in “how far” a given distribution p is from
being a thermal distribution γ. Thus, in order to quantify how much two probability
distributions differ, we will use the following relative entropies:
Definition M2: Re´nyi divergences
Given probability distributions p and q, the α-Re´nyi divergence (or relative entropy)
is defined as [42]:
Sα(p||q) = sgn(α)
α− 1 ln
∑
i
pαi q
1−α
i , (M8)
for α 6= {0, 1}. The values at α = {0, 1,±∞} are defined through Eq. (M8) by the
corresponding limits and read [8]:
S0(p‖q) = − ln
∑
i|pi 6=0
qi, S1(p‖q) =
∑
i
pi ln
pi
qi
, (M9a)
S∞(p‖q) = ln max
i
pi
qi
, S−∞(p‖q) = S∞(q‖p). (M9b)
Given two probability distributions, p and q, we will often be interested in which of the
two is less uncertain. Although we could compare their Re´nyi entropies for a particular
α, we will also be employing a more general approach based on the partial order known
as majorisation, and defined as follows:
Definition M3: Majorisation
Given two d-dimensional probability distributions p and q, we say that p majorises
q, and write p  q, if and only if
n∑
i=1
p↓i ≥
n∑
i=1
q↓i , n = 1, ..., d− 1.
Within majorisation theory a probability distribution p is said to be less uncertain than
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q if p  q, which is justified by the following well-known result [44]:
Remark M1: Majorisation and bistochastic matrices
The relation p  q holds if and only if q = Λp for some bistochastic matrix Λ,
Λij ≥ 0,
d∑
i=1
Λij = 1,
d∑
j=1
Λij = 1.
An alternative way to order probability distributions according to their uncertainty is to
use a modified version of majorisation known as trumping:
Definition M4: Trumping
Given two d-dimensional probability distributions p and q, we say that p trumps
q, and denote it by p T q, when there exists a probability distribution r such that
p⊗ r  q ⊗ r.
The trumping partial order, also known as catalytic majorisation [45], is connected with
the measures of uncertainty via the following result:
Remark M2: Trumping and Re´nyi entropies
The results of Refs. [46, 47] link trumping and Re´nyi entropies as follows. If p↓ 6= q↓
then
p T q ⇐⇒ Hα(p) < Hα(q), ∀α ∈ R. (M10)
In thermodynamic considerations instead of comparing which of the two probabilities is
more uncertain, we will study which one is closer to the thermal equilibrium distribution.
Thus, we will use the ordering with respect to a thermal Gibbs distribution defined as
follows:
Definition M5: Thermal Gibbs distribution
Given a d-dimensional, nondecreasing set of energies {1 ≤ 2 ≤ · · · ≤ d} and an
inverse temperature β ≥ 0, the thermal Gibbs distribution is given by
γ =
1
Z
(
e−β1 , . . . , e−βd
)
, Z =
d∑
i=1
e−βi . (M11)
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The connection with uncertainty scenarios is provided by the limiting case of infinite
temperature:
Remark M3
In the infinite temperature limit, β → 0, the Gibbs state becomes a maximally
mixed state: γ → η = (1/d, . . . , 1/d).
In order to define the thermodynamic equivalent of majorisation partial order, we first
must introduce the β-ordering that will replace nonincreasing ordering at finite tempera-
tures:
Definition M6: Gibbs rescaling and β-ordering
Given a thermal Gibbs distribution γ, Gibbs-rescaled version of a probability dis-
tribution p is defined by pγ = (p1/γ1, . . . , pd/γd). The β-ordering of a probability
distribution p is defined by a permutation pip that arranges pγ in a nonincreasing
order, i.e.,
(pγ)↓ =
(
pγ
pi−1p (1)
, . . . , pγ
pi−1p (d)
)
.
Now, the β-ordered version of a probability vector p is given by
pβ =
(
ppi−1p (1), . . . , ppi−1p (d)
)
. (M12)
Remark M4
In the infinite temperature limit, β → 0, the β-ordering becomes a nonincreasing
ordering: pβ → p↓.
Thermodynamic ordering will be defined with the use of thermo-majorisation curves:
Definition M7: Thermo-majorisation curves
Given a thermal Gibbs distribution γ and a probability vector p, its thermo-
majorisation curve fp is composed of linear segments connecting the point (0, 0)
and the points (
k∑
i=1
γβi ,
k∑
i=1
pβi
)
=
(
k∑
i=1
γpi−1p (i),
k∑
i=1
ppi−1p (i)
)
, (M13)
for k ∈ {1, . . . , d}, where pip is a permutation that β-orders p.
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As we will justify in Sec. 1.2.2 of Chapter 1, a probability distribution p is said to be
further from the thermal equilibrium distribution than q is if p thermo-majorises q. This
is defined as follows:
Definition M8: Thermo-majorisation
Given a thermal Gibbs distribution γ and probability vectors p and q, we say that
p thermo-majorises q, denoting it by p β q, if the thermo-majorisation curve fp
is above fq everywhere, i.e., fp(x) ≥ fq(x).
Remark M5
In the infinite temperature limit, β → 0, the thermo-majorisation ordering of prob-
ability distributions is replaced by the majorisation ordering.
22
Part I
Quantum thermodynamics
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Summary of results
Chapter 1 serves as an introduction to the resource theory of thermodynamics, and thus
consists mainly of previously known results. After formally introducing the set of free
operations, known as thermal operations, we analyse their properties and point out that
the resulting resource theory can be seen as a hybrid theory of coherence and athermality.
The remainder of the chapter is then devoted to the restricted case of states without
coherence, which we use to explain important thermodynamic notions and problems.
We therefore present the concept of thermodynamic ordering between incoherent states,
discuss the role of catalysts and thoroughly analyse the crucial thermodynamic task of
work extraction.
In Chapter 2 we proceed to study the allowed thermodynamic transformations of gen-
eral quantum states, in particular we focus on the thermodynamic limitations of coherence
processing. The symmetry-constraints of thermal operations allow us to employ the re-
cently developed tools from the resource theory of asymmetry [48, 49]. Using these tools
we show that all quantum states can be decomposed into mode operators that quantify
the coherence present in a state, and that each such mode transforms independently under
thermal operations. We then establish general upper and lower bounds for the evolution of
quantum coherence under arbitrary thermal operations, valid for any temperature. Using
these bounds we identify primitive coherence manipulations and show that the transfer of
coherence between energy levels exhibits thermodynamic irreversibility. Finally, we point
out that the traditional Szilard result on the information-to-work conversion rate cannot
be directly generalised to quantum states with coherence, which leads us to the following
chapter.
In Chapter 3 we study the possibility of exploiting quantum coherence to perform
work. Classically, using a thermal bath one can convert the knowledge about a system
state A into the amount of work equal to the free energy of A. Within quantum formalism,
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however, energy conservation enforces a modification of this traditional result: although
coherence contributes to the free energy, it remains “locked” and cannot be extracted
as work with the use of free operations [9, 13]. In order to overcome this limitation, we
introduce an ancillary system with coherence, a reference, that allows us to “unlock” the
free energy of the system. Through a careful account of all resources involved in the
thermodynamic transformations within a fully quantum-mechanical treatment, we then
show that there exist references extracting work from coherence arbitrarily well, while
not being deteriorated. On the other hand, we show that for any reference with finite
resources not all the coherence of a state can be extracted as work. However, we also
prove that even bounded references can be reused infinitely many times in the process of
work extraction from coherence.
Finally, in Chapter 4 we switch our focus from thermal operations to transformations
that leave the thermal equilibrium state unchanged,1 and study the structure of the
induced thermodynamic ordering of states. More precisely, we investigate the structural
properties of the partial order defined by reachability of one quantum state from the
other via free thermodynamic operations. We analyse this ordering separately for the
set of classical (incoherent) states and the full set of quantum states, and point out that
in the infinite temperature limit it exhibits a lattice structure in both regimes. This
means that when energy does not matter and the only thermodynamic resource is given
by information, the thermodynamic arrow of time has a very particular property: for
any two states there exists a unique state in the past consistent with considered states
at present and with all possible joint pasts of those states. Similarly, there also exists
a unique state in the future consistent with the considered states at present and with
all possible joint futures of those states. We also show how the lattice structure in the
classical regime is broken into parts at finite temperatures, i.e., when energy is a relevant
thermodynamic resource. On the other hand, we prove that in the simplest scenario of
a two-dimensional system, within the full quantum state space (when we include states
with coherence) the lattice structure is preserved at finite temperatures.
1Note that the set of such transformations forms a superset of thermal operations.
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Chapter 1
Resource theory approach to
thermodynamics
In this work we will investigate the thermodynamics of finite dimensional systems of di-
mension d in the presence of a single heat bath at inverse temperature β = 1/kBT , where
kB denotes the Boltzmann constant. The space of quantum states is then given by the
set of density operators Sd, and the most general evolution of a quantum state ρ of a
system that is initially uncorrelated with its environment is given by a completely positive
trace-preserving (CPTP) map E , also known as a quantum channel. However, due to
thermodynamic constraints encoded by the laws of thermodynamics, not all state trans-
formations are thermodynamically allowed. For example, a pure ground state cannot be
transformed into a pure excited state for free (due to the first law of thermodynamics), or
a system cannot be taken out of thermal equilibrium without an additional cost (because
of the second law of thermodynamics). The laws of thermodynamics only have to hold
globally and thus locally we can observe their violation, e.g., using external source of work
one can decrease the entropy of a system. In order to study fundamental limitations of
thermodynamics, though, we assume that the system under investigation and its thermal
environment form a closed system. This way any external sources of energy, negentropy
or other thermodynamic resources (like coherence, as we shall see in Chapter 2) have to
be explicitly modelled by ancillary systems.
In order to define a resource theory of thermodynamics we need to identify the free
states and free operations of the theory. A state of a system that is in equilibrium with a
thermal bath at inverse temperature β is considered to be a free state. Such a state is not
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a resource, as according to the second law of thermodynamics it cannot be transformed
into any other (out-of-equilibrium) state for free. As we will argue in Sec. 1.2.4, allowing
for any other free state would trivialise the theory by, e.g., allowing one to perform infinite
amount of work for free. Therefore, for a bath at given inverse temperature β, the only
free state of the system described by a Hamiltonian H is given by the thermal Gibbs state,
γ =
e−βH
Z
, Z = Tr
(
e−βH
)
. (1.1)
The set of free operations that is the main focus of Part I of this thesis is the set of
thermal operations (TOs) [6, 8, 10, 50]. However, before we explicitly define it, let us
make a few general comments that are independent of this specific choice. A set of free
thermodynamic operations encodes the structure of the thermodynamic arrow of time by
telling us which states can be reached from a given state (and which states can evolve
into it) in accordance with the laws of thermodynamics. Specifically, we can introduce
the following:
Definition 1.1: Thermal cones
The set of states T+(ρ) that a quantum state ρ can be mapped to via free thermody-
namic operations is called the future thermal cone of ρ. The set of states T−(ρ) that
can be mapped to ρ via free thermodynamic operations is called the past thermal
cone of ρ.
Thermal cones induce ordering along the thermodynamic arrow of time within the state
space, see Fig. 1.1. We will discuss its structure in more detail in Chapter 4. In order to
characterise this ordering in a quantitative way one can introduce thermodynamic mono-
tone functions that tell us how far a given state is from being a free (thermal equilibrium)
state. As free operations, by definition, cannot increase the amount of resources present
in a state, we have the following definition:
Definition 1.2: Thermodynamic monotone
A function φ mapping the set of quantum states Sd to non-negative real numbers
R+ ∪ {0} is a thermodynamic monotone if and only if:
1. φ(E(ρ)) ≤ φ(ρ) for all states ρ and all free thermodynamic operations E .
2. φ(γ) = 0.
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Figure 1.1: Thermodynamic arrow of time. The reachability of one state from another
via free thermodynamic operations introduces the ordering of states along the thermo-
dynamic arrow of time. States that can be reached from a given state ρ form its future
thermal cone T+(ρ), whereas states that can be transformed into ρ form its past thermal
cone T−(ρ).
A function φ such that φ(ρ) = 0 for all ρ is an example of a trivial thermodynamic
monotone. A non-trivial example, the operational meaning of which will be explained in
Sec. 1.2.4 and investigated in Chapter 3, is given by the following:
Example 1.1: Free energy monotone
Quantum relative entropy between a given state ρ and a thermal Gibbs state is a
thermodynamic monotone, φ(ρ) = S(ρ||γ), because for every free operation E we
have
φ(ρ) = S(ρ||γ) ≥ S(E(ρ)||E(γ)) = S(E(ρ)||γ) = φ(E(ρ)),
where the first inequality comes from the fact that quantum relative entropy satisfies
the data processing inequality, and the second equality from the fact that free
operations must map a set of free states into itself. We can now write down S(ρ||γ)
explicitly,
S(ρ||γ) = −Tr (ρ ln γ) + Tr (ρ ln ρ) = βTr (ρHS)− S(ρ) + lnZ, (1.2)
where S(·) is the von Neumann entropy. We thus see that S(ρ||γ)/β is a generalised
free energy difference between ρ and a thermal Gibbs state γ (compare with the
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classical expression F = U−TS, where F is the free energy, U is the average energy,
S is the thermodynamic entropy, and recall that the free energy of an equilibrium
state is equal to − lnZ/β).
1.1 Thermal operations
Thermal operations are defined with the use of the following general thermodynamic
setting. A quantum system, previously isolated and characterised by a Hamiltonian H,
is brought into thermal contact with a bath described by a Hamiltonian HB. The joint
system evolves unitarly and after some time the system is decoupled from the bath.
The only assumption made is that this interaction conserves energy overall (note that
heat can still flow from and to the bath), according to the first law of thermodynamics.
Mathematically this can be formalised in the following way:
Definition 1.3: Thermal operations
The set of thermal operations {ET} consists of CPTP maps that act on a system ρ
in the following way:
ET (ρ) = TrB
(
U(ρ⊗ γB)U †
)
, (1.3)
where U is a joint unitary commuting with the total Hamiltonian of the system and
bath, [U,H +HB] = 0, and γB is a thermal Gibbs state of the bath at some fixed
inverse temperature β, γB = e−βHB/Tr
(
e−βHB
)
.
More generally the partial trace in Eq. (1.3) can be performed over any subsystem. How-
ever, within this thesis we will only focus on the case where the input and output spaces
of a TO are the same.
Thermal operations have two crucial properties that we will extensively use to inves-
tigate the structure of the resource theory of thermodynamics. These are:
1. {ET} preserve the Gibbs state,
ET (γ) = γ. (1.4)
2. {ET} are time-translation covariant [49], i.e.,
ET
(
e−iHtρeiHt
)
= e−iHtET (ρ)eiHt. (1.5)
29
Chapter 1. Resource theory approach to thermodynamics
The first property incorporates the core physical principle of the second law of thermo-
dynamics: the non-existence of a machine able to run a cycle in which thermal energy is
converted into work. The second property reflects energy conservation, a consequence of
the first law, and the fact that the thermal bath is an incoherent mixture of energy states.
We will now comment on these two properties in more detail.
1.1.1 Superset of Gibbs-preserving operations
Intuitively, based on the second law of thermodynamics, the thermodynamic arrow of
time enforces all states to evolve towards the thermal equilibrium state γ. As the set
of free states must be mapped under free operations into itself, these operations should
preserve γ. The property of having a fixed point γ is thus a minimal requirement on
any set of free thermodynamic operations, and Eq. (1.4) ensures that one cannot bring a
thermal state out of equilibrium at no work cost. Indeed, if this was not the case we could
equilibrate it back and extract work, thus constructing a perpetuum mobile of the second
kind and breaking the second law of thermodynamics. We will show how such perpetuum
mobile could be constructed in Sec. 1.2.4. Here, we conclude that the maximal set of
operations that are consistent with the thermodynamic arrow of time must preserve the
Gibbs state and is defined as follows:
Definition 1.4: Gibbs-preserving operations
We say that a CPTP map E is Gibbs-preserving, or GP for short, if the thermal
Gibbs state γ is its fixed point: E(γ) = γ.
Although GP operations may not have as clear operational interpretation as thermal
operations (whose explicit Stinespring dilation gives us an algorithm to realise them), they
are conceptually an interesting object to investigate. On the one hand, a GP condition
is a simple requirement of having a particular fixed point, and thus it is much easier
to verify whether some operation can be performed with a GP map than to check if it
can be performed using a TO. On the other hand, the condition is strong enough to
ensure the second law of thermodynamics, so that no work can be performed for free.
One can, therefore, study GP operations independently from TOs, as a maximal set of
thermodynamically meaningful operations (as we will do in Chapter 4); or, since GP
operations form a strict superset of thermal operations, one can use it to find constraints
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on what is possible to be achieved with thermal operations (as we will do in Chapter 2).
In other words, everything that cannot be realised with the use of GP operations, also
cannot be realised with TOs. Moreover, as we will show in Sec. 1.2.1, if one restricts
to transformations between states without coherence then, actually, every transformation
allowed with the use of GP maps is also achievable via TOs.
1.1.2 Superset of time-translation covariant operations
The fact that every thermal operation ET is time-translation covariant, i.e., satisfies
Eq. (1.5), has been first highlighted in Ref. [9]. To see this, let us denote the total
Hamiltonian of the system and bath by HT = H +HB, and note the following:
ET
(
e−iHtρeiHt
)
= TrB
(
U
(
e−iHtρeiHt ⊗ γB
)
U †
)
= TrB
(
Ue−iHT t(ρ⊗ γB)eiHT tU †
)
= TrB
(
e−iHT tU(ρ⊗ γB)U †eiHT t
)
= e−iHtET (ρ)eiHt,
where we have used that γB is diagonal in the eigenbasis of HB, [U,HT ] = 0 and the fact
that trace is cyclic.
The set of time-translation covariant operations is a special case of a more general set
of G-covariant operations, defined for arbitrary group G. G-covariant operations form
the set of free operations in the resource theory of asymmetry [51], also known as the
theory of quantum reference frames [52]. In this theory, states asymmetric with respect
to a symmetry group G are treated as resources under the limitation of the symmetric
evolution, i.e., being restricted to symmetric evolution one cannot create an asymmetric
state, but having one allows for otherwise forbidden operations. More formally, the set of
free states and the set of free operations in the resource theory of asymmetry are given by
the following (here we also assume that the input and output spaces of E are the same):
Definition 1.5: G-invariant states and G-covariant operations
Given a group G and its unitary representation {U(g),∀g ∈ G}, a quantum state ρ
is G-invariant if and only if
∀g ∈ G : U(g)ρU †(g) = ρ. (1.6)
CPTP map E is said to be G-covariant if and only if
∀g ∈ G : E [U(g)(·)U †(g)] = U(g)E(·)U †(g). (1.7)
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Similarly to GP operations, the set of time-translation covariant operations is a su-
perset of TOs. To see this note that the Stinespring dilation of a general time-translation
covariant map is given by Eq. (1.3), however with the dilating system thermal state γB
replaced by a general invariant state σB satisfying [σB, HB] = 0 [53–55]. Hence, all the
restrictions on state transformations that are due to covariance structure, will also hold
for TOs. Let us then note that a resource theory of thermodynamics can be seen as a
hybrid theory coming from two independent restrictions: Gibbs-preserving property and
covariance. As we will discuss in Chapter 2, the first restriction is linked with athermality
resource (the distance of the distribution over the energy levels from the thermal distri-
bution), whereas the second one is linked with coherence resource (the distance of a state
from its dephased version).
1.2 Thermodynamics of classical states
Among all the bases of Sd the energy eigenbasis {|m〉〈n|}, defined by the eigenstates
of the system Hamiltonian H =
∑
n n |n〉〈n|, is distinguished by the evolution of the
system. Namely, states diagonal in this basis evolve trivially in time under the free
evolution of the system, i.e., they are time-translation invariant. Such states are usually
referred to as classical states because their energy is well-defined up to observer’s classical
lack of knowledge and they do not exhibit quantum features of superposition. This is in
strict contrast to generic quantum states with coherence between energy eigenstates, when
even the possession of complete knowledge about a state may leave one with uncertainty
about its energy (the classical and quantum origins of uncertainty will be discussed in
Chapter 5). Formally, we thus define the following:
Definition 1.6: Classical states
Consider a d-dimensional system described by a Hamiltonian H =
∑
i i |i〉〈i|. A
state ρ of a system will be called classical if it is diagonal in the energy eigenbasis,
i.e., if 〈i| ρ |j〉 = 0 for all i 6= j. Such a state will be equivalently represented by a
d-dimensional probability vector p ∈ Pd with pi = 〈i| ρ |i〉.
The transformations between classical states, which we will also refer to as incoherent
states, can be represented by a stochastic matrix Λ transforming the diagonal of a state
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when represented as a vector (recall that a stochastic matrix describes the most general
linear mapping between probability distributions; it satisfies Λij ≥ 0 and
∑
i Λij = 1).
Also note that, since the thermal Gibbs state γ is diagonal in the energy eigenbasis, it is
a classical state and thus can be represented by a probability vector γ.
We will now present the prior results on the resource theory of thermodynamics re-
stricted to classical states. Note that with such a restriction we only focus on one aspect
of the hybrid theory – on athermality. As incoherent states are invariant under time-
translations, i.e., they are free states in the resource theory of asymmetry, the covariance
restriction plays no role in defining classically restricted thermal cones. Therefore, the
results presented in this section can be seen as the “classical” component of the full quan-
tum thermodynamics theory. In the remainder of Part I we will focus on the “quantum”
component of the theory that involves the study of general quantum states with coherence.
1.2.1 Equivalence of GP and thermal operations
We will start from showing that the thermodynamic ordering of classical states under
the restriction of thermal operations is the same as under GP operations. Therefore, by
solving the problem of interconversion of states for significantly simpler case of GP maps,
we will then obtain classically restricted thermal cones for TOs. The following theorem
(in a different, but equivalent form) and the presented proof have been first stated in
Ref. [10].
Theorem 1.1: Equivalence of classically restricted thermal cones
Restricting to classical states, the future thermal cone defined by the set of ther-
mal operations, T T+ , and the future thermal cone defined by GP operations, T GP+ ,
coincide. In other words, there exists a thermal operation ET mapping a classical
state ρ into a classical state σ if and only if there exists a GP operation EGP such
that EGP (ρ) = σ.
Proof. First of all we know that every thermal operation is a GP operation. Hence,
we only need to prove that every state transition achievable via a GP operation can be
achieved by some TO. We will prove this by showing that with an appropriate choice of
the bath system and energy-conserving unitary interaction, one can construct a thermal
33
Chapter 1. Resource theory approach to thermodynamics
operation whose action on the diagonal is described by an arbitrary GP stochastic matrix.
Consider a system described by a Hamiltonian H =
∑
i i |i〉〈i| and prepared in a
classical state ρ =
∑
i pi |i〉〈i|, represented by a probability vector p. Also, denote the
thermal Gibbs state of the system by γ =
∑
i γi |i〉〈i|, represented by a probability vector
γ. Note that for simplicity we assumed that the system has non-degenerate spectrum,
however the extension to the degenerate case is immediate. Now, we take a bath described
by the following Hamiltonian
HB =
∑
j
Ej
g(Ej)∑
g=1
|Ej, g〉〈Ej, g| , (1.8)
with g(Ej) denoting the degeneracy of the energy level Ej. Moreover, we require that the
energy spectrum of the bath satisfies the following conditions: for any two energy levels
of the system, i and j, there exist Ek and El such that i − j = Ek − El; and that
the degeneracy scales exponentially g(E+ ) = g(E)eβ. The first requirement is satisfied
for a bath with continuous spectrum and can be approached arbitrarily well with energy
splittings of the bath being small enough compared to the energy gaps of the system. The
second requirement is satisfied when the average energy of the bath is much bigger than
that of the system. To see this note that the entropy of a fixed energy shell E of the bath
is defined by S(E) := ln g(E) and for  E we have:
g(E + ) = eS(E+) ≈ eS(E)+ ∂S(E)∂E = g(E)eβ, (1.9)
where the inverse temperature is traditionally defined by β = ∂S(E)
∂E
[56].
The thermal Gibbs state of the bath is given by
γB =
1
ZB
∑
j
e−βEj
g(Ej)∑
g=1
|Ej, g〉〈Ej, g| , (1.10)
where ZB =
∑
j e
−βEjg(Ej). We thus have that the joint system-bath state ρ ⊗ γB has
the following form
∑
i
∑
j
g(Ej)∑
g=1
pi
e−βEj
ZB
|i〉〈i| ⊗ |Ej, g〉〈Ej, g| =
∑
E
∑
i
g(E−i)∑
g=1
pi
e−β(E−i)
ZB
|E, i, g〉〈E, i, g| ,
where we have changed the summation: instead of independently summing over the en-
ergies of the system, i, and bath, Ej, we sum over the total energy E = i + Ej and the
energy of the system i. By introducing normalisation factors N(E) = e−βEg(E)/ZB and
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multiplicity factors Di = g(E)e−βi , we can rewrite the above as follows:
ρ⊗ γB =
∑
E
N(E) |E〉〈E| ⊗
∑
i
Di∑
g=1
pi
Di
|i, g〉〈i, g| :=
∑
E
N(E) |E〉〈E| ⊗ ρE,
where ρE are normalised states that encode relative degrees of freedom for a fixed total
energy E.
Now, in each fixed energy block E we have a freedom to perform any unitary UE,
as the only requirement for U being energy-preserving is that it has a block-diagonal
structure in total energies: U =
⊕
E UE. Let us focus on one such block with fixed E.
The spectrum of a state ρE within this block can be divided into groups labelled by the
energy of the system i, consisting of Di copies of eigenvalues pi/Di. Let us consider
unitaries UE that are permutations between these groups, moving ni|j eigenvalues from
group j to group i. The occupations p′i of the system energy states i for the transformed
state, ρ′E = UEρEU
†
E, are given by
p′i =
∑
j
ni|j
pj
Dj
=
∑
j
ni|j
Dj
pj. (1.11)
In other words, the probability vector p representing the initial classical state is trans-
formed by a stochastic matrix Λ with Λij =
ni|j
Dj
. Hence, ensuring high enough degeneracy
of the bath spectrum (Dj  1 for all j) we can get arbitrarily close to any matrix element
Λij, by appropriately choosing the coefficient ni|j. These coefficients are only constrained
by ∑
i
ni|j = Dj,
∑
j
ni|j = Di,
which is equivalent to ∑
i
Λij = 1,
∑
j
Λijγj = γi, (1.12)
i.e., Λ is a GP stochastic matrix. Hence, within the block of fixed total energy E we can
perform any GP map. By making a similar choice of UE for every other block, we can
obtain a transformation of the diagonal of the initial state described by an arbitrary GP
stochastic matrix.
1.2.2 Thermodynamic ordering
One of the main questions within a resource theory approach is the interconversion prob-
lem: given two states, ρ and σ, we want to know whether there exists a free operation
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mapping ρ to σ. In the resource theory of thermodynamics the question is: given an
initial state ρ, does a state σ lie in the future thermal cone T+(ρ), in the past thermal
cone T−(ρ), or in neither of them? Here, we will present an answer to this question in the
restricted case when both ρ and σ are classical states, represented by probability vectors
p and q. Using Theorem 1.1, instead of looking at TOs, we will consider the set of free
operations to be given by GP operations acting on incoherent states as stochastic GP ma-
trices. Further, in Chapter 2, we will investigate additional restrictions that come from
time-translation covariance of TOs when one considers transformations between generic
quantum states.
Let us start with the infinite temperature limit that can also be seen as an information-
theoretic limit of thermodynamics. This is because when the inverse temperature β → 0,
the thermal Gibbs state is described by a uniformly distributed probability vector
η := (1/d, 1/d, . . . , 1/d). Hence, in this limit we effectively deal with energy states all be-
ing degenerate and the negentropy (or information) is the only thermodynamic resource.
The set of GP transformations acting on classical states is then given by bistochastic
matrices {Λ}, i.e., by stochastic matrices such that Λη = η. From Definition M3 and
Remark M1 we know that the existence of such Λ mapping p to q is equivalent to p  q,
where  denotes majorisation [44]. We thus obtain that, in the infinite temperature limit,
a classical state p can be transformed into q via a TO if and only if p  q.
We will now show how to use the above result for the infinite temperature limit to
understand thermodynamic ordering of incoherent states at finite temperatures. In order
to do this we will use the notion of an embedding map. To define it, we first need to
approximate the entries of the Gibbs state γ with rational numbers (the irrational values
can be approached with arbitrarily high accuracy):
γ =
(
D1
D
, . . . ,
Dd
D
)
, D =
d∑
i=1
Di. (1.13)
We now define the following transformation:
Definition 1.7: Embedding map
The embedding map Γ is sending a d-dimensional probability vector, p ∈ Pd, to a
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D-dimensional one, Γ(p) ∈ PD, in the following way:
Γ(p) =
(
p1
D1
, . . . ,
p1
D1︸ ︷︷ ︸
D1 times
,
p2
D2
, . . . ,
p2
D2︸ ︷︷ ︸
D2 times
, . . . ,
pd
Dd
, . . . ,
pd
Dd︸ ︷︷ ︸
Dd times
)
. (1.14)
Remark 1.2
The embedding map sends a thermal Gibbs state γ to a maximally mixed state:
Γ(γ) = η = (1/D, . . . , 1/D).
By writing down the embedding matrix Γ explicitly, we can also easily find its left in-
verse Γ−1:
Γ =

1
D1
0 . . . 0
...
... . . . 0
1
D1
0 . . . 0
0 1
D2
. . . 0
...
... . . . 0
0 1
D2
. . . 0
...
... . . .
...
0 0 . . . 1
Dd
...
... . . .
...
0 0 . . . 1
Dd

, Γ−1 =

1 . . . 1 0 . . . 0 . . . . . . . . . 0
0 . . . 0 1 . . . 1 . . . . . . . . . 0
...
...
...
...
...
...
...
...
...
...
0 . . . 0 0 . . . 0 . . . 1 . . . 1
 ,
where in each column i of Γ and in each row i of Γ−1 there is Di non-zero entries. We
now note that the following statements are equivalent:
Λp = q ⇔ ΓΛp = Γq ⇔ ΓΛΓ−1Γp = Γq,
which results in
Λp = q ⇔ Λ˜p˜ = q˜, (1.15)
where Λ˜ = ΓΛΓ−1 is the embedded version of Λ, whereas p˜ = Λp and q˜ = Λq are the em-
bedded versions of p and q. The last thing required to use the infinite temperature result
to study ordering at finite temperatures is the following lemma concerning embedded GP
stochastic matrices:
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Lemma 1.2: Embedded GP stochastic matrix
Given a Gibbs-preserving stochastic matrix Λ acting on Pd (Λγ = γ), an embedded
matrix Λ˜ = ΓΛΓ−1 is a bistochastic matrix acting on PD: Λ˜η = η.
Before presenting the proof let us state that as a result of the above lemma, together with
Eq. (1.15) and Remark M1, a state p can be mapped to q via a GP transformation if and
only if the embedded probability vector p˜ majorises q˜.
Proof. The matrix elements of Λ˜ are given by
Λ˜ij =
d∑
k,l=1
ΓikΛklΓ
−1
lj ,
so the conditions for bistochasticity of Λ˜ yield
∀i :
D∑
j=1
d∑
k,l=1
ΓikΛklΓ
−1
lj = 1, ∀j :
D∑
i=1
d∑
k,l=1
ΓikΛklΓ
−1
lj = 1. (1.16)
Using the explicit forms of Γ and Γ−1 we note the following. First, for all l we have∑
j Γ
−1
lj = Dl. And also, for all k we have
∑
i Γik = 1. Thus, we can simplify the
conditions specified by Eq. (1.16) to obtain the following:
∀i :
d∑
k,l=1
ΓikΛklDl = 1, ∀j :
d∑
k,l=1
ΛklΓ
−1
lj = 1.
Finally, taking into account that for a fixed i and j there is just one non-zero element of
Γ, Γik = 1/Dk, and one non-zero element of Γ−1, Γ−1lj = 1, we get
d∑
l=1
ΛklDl = Dk,
d∑
k=1
Λkl = 1. (1.17)
The first condition is fulfilled because Λ is preserving a Gibbs state (recall that γl = Dl/D),
and the second condition is fulfilled because Λ is a stochastic matrix.
Another way to quickly verify that a uniform distribution η is a fixed point of an embedded
GP stochastic map (but not that such a map is stochastic), is by the following string of
equalities:
Λ˜η = ΓΛΓ−1η = ΓΛΓ−1Γγ = ΓΛγ = Γγ = η. (1.18)
We will now show that majorisation between embedded vectors coincides exactly with
the notion of thermo-majorisation (see Definition M8). Thus, the main result concerning
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the interconversion of classical states under GP operations (so also, using Theorem 1.1,
under thermal operations) can be phrased as follows:
Theorem 1.3: Thermodynamic ordering under GP maps
At finite temperatures a classical state p can be mapped via a GP stochastic map
Λ into q if and only if p thermo-majorises q: p β q [10, 57].
Proof. We know that there exists a GP transformation Λ transforming p into q if and
only if p˜  q˜. This is equivalent to saying that
k∑
i=1
p˜↓i ≥
k∑
i=1
q˜↓i , (1.19)
for every k ∈ {1, . . . , D}. Now note that rearranging an embedded vector in a nonin-
creasing order is equivalent to the β-ordering of the original vector (see Definition M6).
More precisely, the vector p˜↓ consists of groups of entries equal to pi/Di arranged in a
non-increasing order, each group consisting of Di elements. If one replaced each group
with its sum, equal to pi, then one would obtain a β-ordered version of p, a vector
pβ. Satisfying Eq. (1.19) can be equivalently seen as a curve fp˜, consisting of points
(k,
∑k
i=1 p˜
↓
i ), lying above a curve fq˜, consisting of points (k,
∑k
i=1 q˜
↓
i ). However, as the
embedded vector p˜ consists of groups of repeated elements, the corresponding curve is
composed of linear segments connecting the extremal points (
∑k
i=1D
β
i ,
∑k
i=1 p
β
i ), where
Dβi is a vector (D1, . . . , Dd) rearranged according to β-ordering of p. Analogously, a curve
fq˜ is made of linear segments connecting the points (
∑k
i=1D
β
i ,
∑k
i=1 q
β
i ), where now D
β
i
is rearranged according to β-ordering of q. Recalling that γi = Di/D, we see that fp˜ and
fq˜ correspond exactly to the thermo-majorisation curves of p and q (see Definition M7).
Therefore, p β q is equivalent to p˜  q˜ and means that there exists a stochastic GP
map transforming p into q.
The equivalence of embedded majorisation and thermo-majorisation can be illustrated
with the following example:
Example 1.3: Embedded majorisation and thermo-majorisation
Consider the following thermal Gibbs distribution γ and two probability vectors p
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and q:
γ =
(
3
6
,
2
6
,
1
6
)
, p =
(
1
2
,
3
8
,
1
8
)
, q =
(
1
6
,
1
6
,
2
3
)
.
The embedding map Γ sends p and q into
p˜ =
(
1
6
,
1
6
,
1
6
,
3
16
,
3
16
,
1
8
)
, q˜ =
(
1
18
,
1
18
,
1
18
,
1
12
,
1
12
,
2
3
)
,
which, after rearranging in a nonincreasing order, results in
p˜↓ =
( 38︷ ︸︸ ︷
3
16
,
3
16
,
1
2︷ ︸︸ ︷
1
6
,
1
6
,
1
6
,
1
8
)
, q˜↓ =
(
2
3
,
1
6︷ ︸︸ ︷
1
12
,
1
12
,
1
6︷ ︸︸ ︷
1
18
,
1
18
,
1
18
)
.
At the same time the β-ordering of vectors p and q yields
pβ =
(
3
8
,
1
2
,
1
8
)
, qβ =
(
2
3
,
1
6
,
1
6
)
,
so that q β p, and it is equivalent to q˜  p˜.
1.2.3 Catalysts
Within a resource theory every state that is not free has to be modelled explicitly in
order to avoid consuming resources that are not accounted for. However, there exists a
possibility that an ancillary system is present and aids a transformation, but its resources
are not used up. This phenomenon is known as catalysis : a resource state allows us to
perform otherwise impossible transformations, but it is not modified itself, i.e., at the
end of the process it is returned unchanged. Within a thermodynamic scenario such an
ancillary system can be thought of as a thermal machine that works in a cyclic process.
Within the field of quantum information catalysis was first discovered while studying
entanglement theory [58]. In particular, it has been shown that it may happen that
neither p majorises q, nor q majorises p, but there exists r such that
p⊗ r  q ⊗ r, (1.20)
where r is considered a catalyst. When such a catalytic majorisation occurs we say that
p trumps q and denote it p T q (see Definition M4). From Remark M2 we know that for
p↓ 6= q↓, the probability distribution p trumps q if and only if all the α-Re´nyi entropies
(see Definiton M1) of p are smaller than for q [46, 47].
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Since the concepts of majorisation and thermo-majorisation are closely related, one
can expect that a similar result holds in the resource theory of thermodynamics, where
probability distributions p, q, r represent classical states. Indeed, the authors of Ref. [8]
performed the analysis, based mainly on the use of the embedding map, and found the
following. The existence of a classical catalyst r that allows for a transformation of a
classical state p⊗ r into q ⊗ r via TO is equivalent to
∀α ≥ 0 : Sα(p||γ) ≥ Sα(q||γ), (1.21)
where Sα(p||γ) is α-Re´nyi divergence between a state p and a thermal Gibbs state γ
(see Definition M2). Note that, unlike in Remark M2, here we only require the above
equation to hold for α ≥ 0 and not for α ∈ R. This results from the fact that the
authors of Ref. [8] showed that the conditions for α < 0 can be relaxed if one is allowed
to invest arbitrary small amount of work in the process. Let us notice that Eq. (1.21)
tells us that Sα(p||γ) is nonincreasing under thermal operations and, since it is equal
to 0 for p = γ, it is a thermodynamic monotone. Therefore, we see that a necessary
condition of nonincreasing of all thermodynamic monotones is also a sufficient one for
thermal operations with catalysts.
1.2.4 Work extraction and the Szilard engine
After describing the thermodynamic ordering between classical states we will now focus
on another central concept of classical thermodynamics – work. We will first explain the
important role of free energy in traditional thermodynamic transformations between equi-
librium states: acting as a lower/upper bound on the invested/extracted work during the
process. We will then argue how this concept can be extended to general (non-equilibrium)
classical states, emphasising the energetic value of information. This will lead us to the
description of a resource-theoretic treatment of the work extraction process, where we will
explain the concepts of average, deterministic and single-shot work extraction protocols.
Finally, we will use the results presented in this section to argue for the uniqueness of the
thermal Gibbs state as the only free state allowed in the resource theory of thermody-
namics. Let us stress that the results presented here only concern classical states, whilst
Chapter 3 will be devoted to study the problem of work extraction for general quantum
states with coherence.
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Traditional equilibrium result
Traditionally [59], one considers a system in contact with a thermal equilibrium bath and
asks: how much work is performed on a system when some external parameters (e.g.,
volume or a magnetic field) are being changed in time? Let us denote by z = (q,p)
a point in the position-momentum phase space of our classical system, and by H(z, λ)
its Hamiltonian, with the value of λ ∈ [0, 1] parametrising the path Γ in the external
parameter space. Without loss of generality we may assume a constant switching rate
λ˙ = 1/τ , where τ denotes the total time of the process. Now, if the initial state is given
by z0 then the work performed on the system is defined by its energy change along the
trajectory:
Wz0 :=
∫ τ
0
dtλ˙
∂
∂λ
H(z(t), λ). (1.22)
A system at thermal equilibrium is described by the thermal Gibbs distribution
p(z, λ) = e−βH(z,λ)/Z(λ), where Z(λ) is the partition function given by
Z(λ) =
∫
dze−βH(z,λ). (1.23)
Hence, for a system initially at equilibrium the average amount of work is given by:
〈W 〉 =
∫
dz0
e−βH(z0,0)
Z(0)
Wz0 . (1.24)
Let us now consider the limit of infinitely slow switching, τ →∞, when the system is
approximately at thermal equilibrium at all times. The average work performed on the
system is then given by
〈W 〉 =
∫ 1
0
dλ
∫
dz
e−βH(z,λ)
Z(λ)
∂
∂λ
H(z, λ), (1.25)
which can be rewritten in the following way:
〈W 〉 =
∫ 1
0
dλ
∫
dz
− 1
β
d
dλ
(
e−βH(z,λ)
)
Z(λ)
= − 1
β
∫ 1
0
dλ
d
dλ
∫
dze−βH(z,λ)
Z(λ)
= − 1
β
∫ 1
0
dλ
d
dλ
Z(λ)
Z(λ)
= − 1
β
∫ 1
0
dλ
d
dλ
lnZ(λ) = − 1
β
(lnZ(1)− lnZ(0)) = F (1)− F (0).
Here we have introduced the free energy function F (λ) = − lnZ(λ)/β, which in traditional
thermodynamics is defined as F = U(λ)−S(λ)/β, with U(λ) denoting the average energy
of the system and S(λ) its entropy. Indeed, the two definitions coincide, as can be quickly
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verified:
U(λ) =
∫
dz
e−βH(z,λ)
Z(λ)
H(z, λ) =
− ∂
∂β
∫
dze−βH(z,λ)
Z(λ)
= − ∂
∂β
lnZ(λ), (1.26a)
S(λ)
β
= − 1
β
∫
dz
e−βH(z,λ)
Z(λ)
ln
(
e−βH(z,λ)
Z(λ)
)
= U(λ) +
lnZ(λ)
β
. (1.26b)
We thus see that in the infinitely slow switching process the amount of work performed
on the system is equal to the free energy difference between the final and initial state:
∆F := F (1)− F (0). Moreover, it can be shown1 [59] that for finite switching speed
the process becomes irreversible, leading to the dissipation of heat and the following
inequality:
〈W 〉 ≥ ∆F. (1.27)
Note that when work is performed on the system, 〈W 〉 ≥ 0, then the amount of invested
work required for the transformation is bigger or equal to ∆F . On the other hand, when
the system performs work, 〈W 〉 ≤ 0, then the amount of extracted work |〈W 〉|, is bounded
by |∆F |, i.e., the free energy change is the upper limit of extracted work. This result can
also be seen as one of the manifestations of the second law of thermodynamics.
Non-equilibrium generalisation
Free energy F (λ) has been originally defined only for states at thermal equilibrium. How-
ever, taking into account its operational meaning, one can extend the definition to all
non-equilibrium states. More precisely, we will show that the traditional expression
F (λ) = U(λ)− S(λ)/β, when appropriately generalised, quantifies the maximum amount
of work that can be extracted on average from the system in an out-of-equilibrium state.
Instead of considering classical continuous systems, whose states are represented by points
z = (q,p) in the phase space, we will now start linking with the resource theoretic frame-
work that deals with finite-dimensional systems. The state space will thus be discrete
with states labelled by the set {i}, the Hamiltonian parametrised by some external pa-
rameter λ will take the values i(λ), and the distribution over energy states will be given
by a probability vector p. This corresponds exactly to a quantum system described by
a Hamiltonian H(λ) =
∑
i i(λ)|i(λ)〉〈i(λ)| when we restrict to states diagonal in the
1One of the ways to prove this is to use the Jarzynski equality: e−β∆F = 〈e−βW 〉 [59]. Then, using
Jensen’s inequality, which states that for any convex function f and a random variable X we have
f(〈X〉) ≤ 〈f(X)〉, one arrives at Eq. (1.27).
43
Chapter 1. Resource theory approach to thermodynamics
energy eigenbasis, with the diagonal given by p. The thermal Gibbs state is, as usual,
represented by a probability vector γ(λ) with γi(λ) = e−βi(λ)/Z(λ).
The average energy and entropy of a state p are now given by
U(p, λ) =
∑
i
pii(λ), S(p, λ) = S(p) = −
∑
i
pi ln pi. (1.28)
Hence, we can extend the free energy to non-equilibrium states as follows:
F (p, λ) =
∑
i
pii(λ) +
1
β
∑
i
pi ln pi =
1
β
(S(p||γ(λ))− lnZ(λ)) , (1.29)
where we have used the information-theoretic notion of relative entropy (see Defini-
tion M2):
S(p||γ(λ)) :=
∑
i
pi ln
pi
γi(λ)
=
∑
i
pi ln pi + β
∑
i
pii(λ) + lnZ(λ). (1.30)
Since the relative entropy S(p||γ(λ)) is always positive and equal to 0 if and only if
p = γ(λ), we see that the thermal equilibrium state is minimising free energy.2 The claim
now is that the maximum amount of work that can be extracted while transforming a
system with an initial Hamiltonian H(0) and in a classical state p, into a system described
by the final Hamiltonian H(1) and a classical state q, is given by
〈W 〉 = F (p, 0)− F (q, 1). (1.31)
In a particular case when the initial and final Hamiltonians are the same (an equivalent of
a cyclic process), and when we are interested in maximising the extracted work (so that
the final state is thermal, achieving the minimum of free energy) we get:
〈W 〉(p) = ∆F (p) := F (p, 0)− F (γ, 0) = 1
β
S(p||γ). (1.32)
To see how this can be achieved, let us use a simple example of a qubit system, which
is also illustrated in Fig. 1.2.
Example 1.4: Work extraction from incoherent qubit state
Consider a qubit system initially described by a Hamiltonian
H(0, ) = 0 |0〉〈0|+  |1〉〈1| ,
2A more traditional way to show this is to use Lagrange multipliers: extremise F (p) with the constraint
that p is a normalised probability distribution.
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and prepared in an excited state |1〉〈1|, i.e., in a classical state p = (0, 1). The
maximum free energy change of the system is then given by:
∆F (p) := F (p, 0, )− F (γ(0, ), 0, ) = + 1
β
lnZ(0, ).
To extract the amount of work given be the above expression one can perform the
following steps. First, we need to change the Hamiltonian H(0, ) infinitely quickly
(or at arbitrary speed, but with the system isolated from the thermal bath) into
H(0, 0), with the same eigenstates, but degenerate eigenvalues equal to 0. The state
of the system will still be given by p, but its energy will be decreased by . This is the
energetic part of the extracted work (see the upper red panel of Fig. 1.2). Secondly,
still in isolation from the bath, we change the Hamiltonian to H(∞, 0) with ∞
describing an eigenvalue that is much bigger than 1/β. As we have only changed
the energy of an unoccupied level and have not transformed the distribution, no
energy change occurs in the system. Finally, we connect the system to the thermal
bath and infinitely slowly change the Hamiltonian H(E, 0) from E =∞ to E = .
This yields the following amount of extracted work (compare with Eq. (1.25)):
−
∫ 
∞
γ0(E, 0)dE =
∫ ∞

e−βE
1 + e−βE
dE =
1
β
lnZ(0, E).
This is the information part of the extracted work (see the lower blue panel of
Fig. 1.2).
As we have seen in the above example, in the presence of a heat bath the information
about a system state, even if it is a ground state, has an energetic value. This has already
been observed in the seminal work by Szilard [60], who devised an engine that can change
1 bit of information, i.e., information about which of the two degenerate states is occupied,
into ln 2/β amount of work. The link between thermodynamics and information is even
more evident in Eq. (1.32), where the amount of work is proportional to the relative
entropy that quantifies the amount of information lost when thermal distribution γ is
used to approximate the system state p.
Finally, the qubit result presented in Example 1.4 can be generalised to arbitrary
d-dimensional systems. In Ref. [11] it has been shown that a sequence of level transfor-
mations (while the system is detached from the bath) and full thermalisations leads to
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Figure 1.2: Work extraction from an incoherent qubit state as described in Example 1.4.
the extraction of work approaching the free energy change. More precisely, given initial
Hamiltonian H(0), the corresponding thermal Gibbs state γ(0) and an initial state of
the system p, one needs to perform the following steps. First, we need to transform the
Hamiltonian into H(1) so that the new thermal state γ(1) coincides with the initial state:
γ(1) = p. Then, we connect the system to the thermal bath and infinitely slowly change
the Hamiltonian back to H(0). At the end of the process the system will be in the thermal
state of the initial Hamiltonian and we will extract S(p||γ(0))/β of work. Note that these
are exactly the steps that we have described in Example 1.4, up to the constant shift of
the energy spectrum.
Resource-theoretic treatment and the work system
So far we have discussed the importance of generalised free energy as a way to measure the
maximum amount of extractable work from the system. The work extraction protocols
described were based on controlling and changing the external parameters defining the
Hamiltonian of the system. Within a resource theoretic formulation of thermodynamics,
however, we try to avoid using any external systems (so that we do not bring in resources
for free) and we want to model everything explicitly. Therefore, it is not immediately
clear, whether one can extract the amount of work equal to the free energy change of
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the system within a resource theory formalism. We will now briefly discuss how this can
be achieved for average work extraction and introduce the concepts of deterministic and
single-shot work extractions.
First of all, in order to study the extraction of work from quantum systems we explicitly
model the ancillary work body (that we will also call the battery), and our aim is to
transform it from initially pure energy state to another pure state with higher energy.
The work system is usually described by a continuous Hamiltonian HW =
∫
dw w |w〉〈w|,
but we can as well choose a Hamiltonian with the discrete spectrum, as long as its energy
differences coincide with the amount of work we want to extract. Without loss of generality
let us focus on two states of the work body: |W 〉〈W | and |0〉〈0|. The possibility of
extracting the amount of work equal to W from a system described by a Hamiltonian H3
and prepared in a state ρ is then equivalent to the existence of a thermal operation ET
such that:
ET (ρ⊗ |0〉〈0|) = γ ⊗ |W 〉〈W | . (1.33)
The maximum value of W for which the above thermal operation exists is the maximum
amount of work that can be extracted from ρ.
The traditional result of Eq. (1.32) has been recovered within a resource-theoretic
framework for classical states in two different ways. First, the authors of Ref. [6] considered
the extraction of work from N copies of an incoherent state ρ⊗N , with ρ being represented
by a probability vector p. They proved that in the asymptotic limit N → ∞ there
exists a collective thermal operation on the joint system extracting the amount of work
approaching N · ∆F (p), i.e., reaching the limit of free energy change per copy. On the
other hand, the authors of Ref. [13] have studied thermal operations applied to a single
copy of ρ, however they allowed the work system to be transformed into a mixed state.
This way they have shown that the amount of work that can be extracted on average
from a state ρ is given by ∆F (p). By repeating their protocol on N → ∞ copies of
the system (but, crucially, transforming each copy individually) one ends up with a work
system in a mixed state, but whose distribution over energy eigenstates is strongly peaked
around N · ∆F (p). Hence, a result of ∆F (p) extractable work per copy is recovered in
the asymptotic limit.
3Note that, since we do not allow for any external controls, the Hamiltonian of the system is fixed,
and only the state is allowed to change as a result of applying a thermal operation to it.
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What if we are not interested in an average work extraction or processing many
copies of a system? Then we deal with a concept of deterministic work extraction, when
Eq. (1.33) has to be strictly satisfied. To answer how much work can be deterministically
extracted, the authors of Ref. [8] used the necessary and sufficient condition for the exis-
tence of a catalytic thermal operation between two classical states, specified by Eq. (1.21).
Namely, for a two-level work system with a Hamiltonian HW = 0 |0〉〈0|+W |W 〉〈W | ini-
tialised in a state |0〉〈0| [represented by probability distribution (1, 0)] one has:
∀α ≥ 0 : Sα(p⊗ (1, 0)||γ ⊗ γW ) ≥ Sα(γ ⊗ (0, 1)||γ ⊗ γW ),
where γ and γW denote thermal states of the system and battery, respectively. Taking
into account that
Sα(p⊗ p′||q ⊗ q′) = Sα(p||q) + Sα(p′||q′),
one obtains the following condition:
∀α ≥ 0 : Sα(p||γ) ≥ βW. (1.34)
Using the fact that Sα(p||q) is non-decreasing with α one finds that the maximum amount
of extractable work is given by
W =
1
β
S0(p||γ) ≤ 1
β
S1(p||γ) = ∆F (p). (1.35)
Finally, the problem of work extraction can also be studied in a the so-called single-shot
regime [11] that lies somewhere in between the average and deterministic work extraction.
Extracted work is then seen as a random variable, maximising the average of which yields
Eq. (1.32). What one is interested in the single-shot regime is the maximum amount of
deterministic (i.e., fluctuation-free) work that can be extracted during a single instance
of the protocol, while allowing for the failure probability ε (so that in the limit ε = 0 we
recover deterministic work extraction). In Ref. [11] it was shown that for a classical state
p this quantity is given by
W εss(p) = F
ε
0 (p)− F (γ), F ε0 (p) = −
1
β
logZε, (1.36)
where F ε0 is a single-shot free energy defined as follows. Given a subset Λ of the indices
{i} labelling the energy levels of the system, we have
Z(Λ) =
∑
i∈Λ
e−βi , Zε := min{Z(Λ) :
∑
i∈Λ
pi > 1− ε}, (1.37)
where i are the eigenvalues of H. This result is also in agreement with other work
extraction models based on thermal operations [10].
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The uniqueness of the free thermal state
Within this section we have argued, using several frameworks, that the optimal amount of
work one can extract while transforming a classical state p into q is given by the difference
between their corresponding free energies. As a thermal Gibbs state γ minimises the free
energy, no work can be extracted from it, and hence it can be treated as a free state.
However, if we were to enlarge the set of free states beyond γ, by adding to it any other
state f , we would trivialise the resource theory of thermodynamics for incoherent states.
Indeed, if f were free we could bring infinitely many copies, N → ∞, of it and extract
the amount of work N ·∆F (f)→∞. This would not only allow us to build a perpetuum
mobile (as, using a thermal equilibrium bath, we would be able to get infinite amount of
work for free), but would also mean that any incoherent state can be transformed into
any other for free. The latter comes from the fact that with enough copies of f one can
generally satisfy all conditions for catalytic thermo-majorisation (given by Eq. (1.21)).
We thus see that bringing a free state whose distribution over energy eigenstates differs
from the thermal distribution would lead to a trivial and unphysical resource theory.
However, one could still wonder, whether the set of free states could be enlarged by
adding to it a general quantum state ρ with coherence, such that 〈i| ρ |i〉 = γi. To see
that this is not the case and would also bring an unlimited source of free work, let us
consider the following example:
Example 1.5: Work extraction from many copies of |γ〉〈γ|
Consider a qubit system described by a Hamiltonian H = 0 |0〉〈0|+ 1 |1〉〈1| and
in a “coherent Gibbs state” |γ〉〈γ|, where
|γ〉 = √γ0 |0〉+√γ1 |1〉 , (1.38)
with γ = (γ0, γ1) denoting a thermal Gibbs distribution. If |γ〉〈γ| were a free state
we could also bring two copies of it:
|γγ〉 = γ0 |00〉+ γ1 |11〉+
√
2γ0γ1
|01〉+ |10〉√
2
.
However, now within a fixed energy subspace spanned by {|01〉 , |10〉} any uni-
tary U is a thermal operation, hence in particular we can perform the following
49
Chapter 1. Resource theory approach to thermodynamics
transformation:
U |γγ〉 = γ0 |00〉+ γ1 |11〉+
√
2γ0γ1 |01〉 .
After dephasing (which is also a thermal operation), the above state becomes clas-
sical and is described by a non-thermal distribution (γ20 , 2γ0γ1, 0, γ
2
1). Since one can
create such a state for free, one can also extract arbitrary amount of work for free.
We thus see that the reason for which a state with thermal distribution over energy
eigenstates, but with coherence, cannot be a free state is the following. When bringing
multiple copies of such a state we obtain a joint state that is not diagonal in fixed energy
subspaces. This in turn allows us to modify this distribution at no cost using energy-
preserving unitaries, resulting in a non-thermally distributed final state.
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coherence
The resource theory of thermodynamics was developed to study thermal processes in the
quantum regime. However, the results we have presented so far only concerned classical
states – we actually dealt with stochastic processes transforming classical probability dis-
tributions. Therefore, we have not investigated the effects of quantum interference coming
from the principle of superposition, i.e., we have not studied thermodynamic transforma-
tions between states with coherence. In fact, the only scenario involving coherence we
looked at, Example 1.5, indicates it is likely to be very interesting. In this chapter we
will study this problem and focus on the limitations of general quantum state transforma-
tions under the restriction of thermal operations. We will thus study the fully quantum
theory of thermodynamics, as a general state will be both a resource of athermality and
of coherence. On the other hand, our results can also be seen as the analysis of possible
coherence manipulations under thermodynamically free operations.
We will use the time-translation covariant structure of thermal operations, that comes
from the underlying energy-conservation within thermodynamics, to constrain free ther-
modynamic transformations of a given state, i.e., to bound the future thermal cone of
a general quantum state. The covariant structure of TOs allows us to make use of har-
monic analysis techniques, developed in Ref. [48], to track the evolution of the system
under thermodynamic transformations in terms of modes of coherence of the system state.
This constitutes a natural framework to understand coherence, thus allowing us to sepa-
rate out the constraints that stem solely from symmetry arguments from those particular
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to thermodynamics. The approach presented in this chapter also implies that the existing
thermo-majorisation results for classical states, discussed in Chapter 1, can be viewed
as a particular case of the symmetry-based analysis when only the zero-mode is present.
Beyond this classical regime we will show that every non-zero mode obeys independent
constraints and that a rich dynamics is allowed, in which coherence can be transferred
among different energy levels within a given mode. Moreover, similarly to heat flows,
coherence flows show directionality due to the limitations imposed by the second law, so
that this new kind of irreversibility adds up to the ones identified in work extraction [10]
and coherence distillation [9].
2.1 Modes of coherence
The most important fact that we will use in this chapter is that time-translation co-
variant operations, i.e., maps satisfying Eq. (1.5), naturally decompose quantum states
into modes. Mode decomposition can be seen as a generalisation of Fourier analysis to
the context of operators [48]. Physically, mode operators identify components within a
quantum state that transform independently as a consequence of the underlying symme-
try of the dynamics. They have been introduced to the field of quantum information in
Ref. [48], and here we will adapt them to our thermodynamic framework. We consider a
d-dimensional system described by a Hamiltonian H,
H =
d∑
i=1
i |i〉〈i| :=
d∑
i=1
~ωi |i〉〈i| , (2.1)
and expand its state ρ in the energy eigenbasis,
ρ =
∑
i,j
ρij |i〉〈j| .
We only focus on non-degenerate Hamiltonians, as thermal operations allow us to perform
any unitary on a fixed energy subspace. This means that coherence between degenerate
energy eigenstates is not a resource, and hence there are no limitations on transferring it
between levels within fixed energy eigenspace.
Let us now denote the set of all differences between eigenfrequencies of H by {ω}. We
then have the following definition:
52
2.1. Modes of coherence
Definition 2.1: Modes of coherence
Consider the following decomposition of a state ρ:
ρ =
∑
ω
ρ(ω), ρ(ω) =
∑
i,j
ωi−ωj=ω
ρij |i〉〈j| :=
(ω)∑
i,j
ρij |i〉〈j| , (2.2)
where we have introduced the symbol
(ω)∑
to indicate the sum over indices i, j such
that ωi − ωj = ω. The operators ρ(ω) are known as the modes of coherence of a
state ρ.
Remark 2.1: Modes as irreps
A given mode ω is characterised by its transformation property under the symmetry
group:
e−iHtρ(ω)eiHt = e−iωtρ(ω), (2.3)
and is therefore composed of multiple copies of a fixed one-dimensional irrep of the
time-translation group.
We now note that for a time-translation covariant CPTP map E such that E(ρ) = σ, we
have
e−iHtE(ρ(ω))eiHt = E (e−iHtρ(ω)eiHt) = e−iωtE(ρ(ω)).
We thus see that each mode ρ(ω) of the initial state ρ is independently mapped by a
covariant operation to the corresponding mode σ(ω) of the final state:
∀ω : E (ρ(ω)) = σ(ω). (2.4)
The above equation allows us to introduce natural measures of coherence for each
mode [48]. Since the 1-norm is contractive under general quantum operations, for any
bounded linear operator A we have the following
‖E(A)‖1 ≤ ‖A‖1 , ‖A‖1 := Tr
(√
AA†
)
. (2.5)
Now, Eqs. (2.5) and (2.4) together imply that the total amount of coherence in each mode
is nonincreasing under time-translation covariant operations. Thus, for all ω we have
(ω)∑
i,j
|σij| ≤
(ω)∑
i,j
|ρij|. (2.6)
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Since thermal operations are a subset of time-translation covariant operations, the con-
straints discussed above also affect all transformations performed with TOs.
2.2 Bounds on coherence transformations
In Sec. 1.2.2 of Chapter 1 we have discussed the problem of thermodynamic interconversion
between states diagonal in the energy eigenbasis. Here we will investigate this issue for
generic quantum states with coherence. Recall that given an initial incoherent state
ρ = ρ(0), a final state σ = σ(0) is thermodynamically accessible if and only if
ρ(0) β σ(0), (2.7)
where β denotes thermo-majorisation (see Definition M8). Now, the constraint specified
by Eq. (2.4) shows that given two general quantum states, ρ and σ, for σ to be thermally
accessible from ρ a set of independent equations must be simultaneously fulfilled, one for
each mode. The thermo-majorisation condition of Eq. (2.7) only ensures that Eq. (2.4)
is satisfied for the ω = 0 mode. Thus, the question of thermodynamic constraints on
transformations of coherence for all non-zero modes is left open. Here, we will address
it by developing upper and lower bounds on how the modes of coherence evolve under
general thermodynamic transformations. Then, in Sec. 2.3, we will discuss how we can
apply our results to study coherence manipulations allowed within thermodynamics.
2.2.1 Upper bound for covariant operations
As the modes transform independently, for any time-translation covariant operation E we
can introduce a stochastic GP matrix Λ, whose matrix elements are given by
Λi′i = pi′|i = 〈′i| E(|i〉〈i|) |′i〉 , (2.8)
and the evolution of the ω = 0 mode will be completely described by Λ. More precisely, by
identifying the zeroth mode ρ(0) with a classical state p, we can identify E(ρ(0)) with Λp.
Now, instead of directly investigating when a given state ρ can be transformed into σ via
a thermal operation, we will address this problem indirectly by focusing on the following
related question: given a covariant map E that transforms the diagonal elements of ρ
according to the stochastic (but not necessarily GP) matrix Λ, how much coherence can
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be preserved [15, 61]? In physical terms, we can think of this problem as follows: knowing
the classical action of E , i.e., the energy flows it induces, we ask what is the optimal rate
of preserving the coherence content of the system.
We provide the answer in form of the following theorem:
Theorem 2.1: Coherence preservation under covariant operations
Let E be a time-translation covariant map such that σ = E(ρ), and whose classical
action (i.e., the action transforming diagonal elements of a density matrix) is given
by the stochastic matrix Λ with Λi′i = pi′|i. Then |σi′j′ | is bounded by:
|σi′j′ | ≤
(ωi′j′)∑
i,j
√
pi′|ipj′|j|ρij|, (2.9)
where ωi′j′ = ωi′ − ωj′ .
Proof. First, let us parametrise the action of E on the matrix element |i〉〈j| as follows:
E(|i〉〈j|) =
(ωij)∑
i′,j′
c
i′|i
j′|j |i′〉〈j′ | , (2.10)
where ωij = ωi−ωj. For i 6= j the coefficients ci
′|i
j′|j describe how much the initial coherence
|i〉〈j| contributes to the final coherence |i′〉〈j′|. For i = j we have ci
′|i
i′|i = pi′|i, i.e., the
coefficients describe the classical action of E given by a stochastic matrix Λ. Now, we
need to recall the Jamiołkowski-Choi isomorphism [62], which maps a quantum channel
E into the state J [E ] := [E ⊗ I](|φ+〉〈φ+|), where |φ+〉 = ∑di=1 |ii〉 /√d is the maximally
entangled state, and I denotes the identity superoperator. In Ref. [63] it was shown that
for a time-translation covariant channel E the Choi state J [E ] satisfies
e−iH˜tJ [E ]eiH˜t = J [E ], (2.11)
where H˜ = H ⊗ I− I⊗H∗. In other words, the Choi state is time-translation invariant
under the evolution generated by H˜.
In order to ensure that E is a time translation covariant CPTP map, we can equiva-
lently demand that J [E ] is positive [64, 65] and satisfies Eq. (2.11). The latter condition
means that the Choi state is block diagonal in the eigenbasis of H˜. Hence, positivity of
J [E ] is equivalent to positivity of each block. Let us identify these blocks by writing down
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J [E ] explicitly:
J [E ] = 1
d
∑
i,j
(ωij)∑
i′,j′
c
i′|i
j′|j |i′〉〈j′ | ⊗ |i〉〈j| =
1
d
∑
i′,i
(ωi′i)∑
j′,j
c
i′|i
j′|j |i′i〉〈j′j| , (2.12)
where we have rearranged the expression to emphasise the block-diagonal structure. Each
block consists of matrix elements ci
′|i
j′|j for which ωi′ − ωi = ωj′ − ωj = ω and can thus be
labelled by ω. A necessary condition for the positivity of block ω is that for all i, j and
i′, j′ within, one has
|ci′|ij′|j| ≤
√
pi′|ipj′|j. (2.13)
Now note that from Eq. (2.10) and the triangle inequality, we have
|σi′j′| ≤
(ωi′j′ )∑
i,j
|ci′|ij′|j||ρij|. (2.14)
Using the above together with Eq. (2.13) immediately yields Eq. (2.9).
In Appendix A we also provide an alternative proof based on the Cauchy-Schwarz
inequality, which is more elementary (it does not require using the Jamiołkowski-Choi
isomorphism for a covariant channel), but does not shed much light on the origin and
attainability of the bound. On the other hand, we will now show that the construction
used in the proof above allows us to study when the bound can be attained. First of all,
let us choose each block ω of the Choi state J [E ] to be proportional to an unnormalised
pure state |ψω〉〈ψω|, given by
|ψω〉 =
(ω)∑
i′,i
ϕi′i
√
pi′|i |i′i〉 , (2.15)
where ϕi′i are phase factors, i.e., |ϕi′i| = 1. This way we ensure positivity of the Choi
state for any given classical action Λ. The corresponding quantum channel E is described,
according to Eq. (2.10), by the following parameters:
c
i′|i
j′|j = ϕi′iϕ
∗
j′j
√
pi′|ipj′|j. (2.16)
We now note the bound from Eq. (2.9) can always be attained for a particular coherence
term σi′j′ . This can be achieved by choosing for all i and j such that ωij = ωi′j′ the
following phase factors: ϕj′j = 1 and ϕi′i = ρ∗ij/|ρij|. Moreover, if for the initial state ρ
there exist a set of phase factors {φi} such that
∀i, j : ρij|ρij| = φiφ
∗
j , (2.17)
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then the bound can be simultaneously attained for all coherence terms by choosing
ϕi′i = φ
∗
i for all i
′. Such a set of phase factors exists, e.g., when ρ is a pure state or
when all off-diagonal elements of ρ are positive.
2.2.2 Upper bound for thermal operations
The bound of Theorem 2.1 applies to all time-translation covariant operations. However,
thermal operations are not only covariant, but also Gibbs-preserving. This allows us
to further refine this bound by noting that the GP condition puts restrictions on the
transition probabilities pi′|i. First of all, for a GP stochastic matrix Λ with elements
Λi′j = pi′|j we have
γi′ =
∑
j
pi′|jγj. (2.18)
After simple transformations one obtains that for every i′
pi′|i′ = 1−
∑
j 6=i′
pi′|j
γj
γi′
.
Taking into account that pi′|i′ is positive (as it represents transition probability) yields for
every i 6= i′
pi′|i ≤ γi
′
γi
−
∑
j 6=i,i′
pi′|j
γj
γi
≤ γi′
γi
= eβ~(ωi−ωi′ ). (2.19)
Hence, if the energy of the final state ~ωi′ is higher than the energy of the initial state
~ωi, the transition probability is bounded by e−β~(ωi′−ωi).
Let us now split the bound given by Eq. (2.9):
|σi′j′ | ≤
(ωi′j′ )∑
i,j
ωi≤ωi′
|ρij|√pi′|ipj′|j +
(ωi′j′ )∑
i,j
ωi>ωi′
|ρij|√pi′|ipj′|j. (2.20)
We can use the inequality given by Eq. (2.19) in the first sum, and use the time-translation
covariance condition ωi − ωj = ωi′ − ωj′ that implies ωj′ − ωj = ωi′ − ωi ≥ 0. Simple ma-
nipulations lead then to the final result given by:
|σi′j′| ≤
(ωi′j′ )∑
i,j
ωi≤ωi′
|ρij|e−β~(ωi′−ωi) +
(ωi′j′ )∑
i,j
ωi>ωi′
|ρij|. (2.21)
This bound on coherence transformations by thermal operations can be easily interpreted
physically. Time-translation covariance implies that the contributions to σi′j′ can only
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come from elements within the same mode. The Gibbs-preserving condition (necessary
for the non-existence of perpetuum mobiles) imposes an asymmetry in the contributions
to the final coherence. The initial low-energy coherences, when contributing to the final
high-energy coherences, are exponentially damped by the factor e−β~(ωi′−ωi). On the other
hand, our bound does not constrain the possibility of transforming high-energy coherences
into coherences between lower energy levels.
2.2.3 Lower bound on guaranteed coherence preservation
We now turn to a lower bound on the guaranteed fraction of coherence that can be
preserved during a transformation induced by a thermal operation. More precisely, we
will study the following scenario. Given an initial state ρ we want to transform its classical
component, the zeroth mode ρ(0), into σ(0) using a thermal operation. From Eq. (2.7) we
know that there exists a TO performing this transformation if and only if ρ(0) β σ(0).
However, we now also want to know how much quantum coherence can be preserved in
such a process. We will thus establish a lower bound on the guaranteed coherence that
relies only on the known results about thermodynamic transformations among incoherent
states (see Sec. 1.2.2 of Chapter 1).
In order to achieve this, we will first prove the following lemma:
Lemma 2.2: Thermal operations are convex
Thermal operations form a convex set, i.e., for any two given TOs, E1 and E2, a
map λE1 + (1− λ)E2 is also a TO for all λ ∈ [0, 1].
Proof. Let E1 and E2 be two thermal maps acting on a system S defined as in Eq. (1.3):
E1 by (USB1 , γB1) and E2 by (USB2 , γB2), where
γB1 =
e−βHB1
ZB1
, γB2 =
e−βHB2
ZB2
,
are the thermal Gibbs states of two baths, B1 and B2, and USBi is an energy preserving
unitary on S +Bi:
[USBi , H +HBi ] = 0, i = 1, 2.
Let us introduce a D-dimensional ancillary system A, described by a HamiltonianHA = IA
and prepared in a thermal Gibbs state γA = IA/D. Now, the total Hamiltonian of the
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system, the two baths and the ancilla is HT = H + HB1 + HB2 + HA. We define the
following unitary acting on this total joint system:
U := Π
(1)
A ⊗ USB1 + Π(2)A ⊗ USB2 , (2.22)
where Π(1)A and Π
(2)
A are respectively rank k, and rank D−k projectors onto the subspaces
of the degenerate ancillary system A, and Π(1)A +Π
(2)
A = IA. We can check that, for i = 1, 2,
[Π
(i)
A ⊗ USBi , HT ] = [Π(i)A ⊗ USBi , H +HBi ] = Π(i)A ⊗ [USBi , H +HBi ] = 0,
so that U is energy-preserving on S +B1 +B2 + A. We finally have
TrAB1B2
(
U(ρ⊗ γA ⊗ γB1 ⊗ γB2)U †
)
=
1
D
2∑
i=1
TrABi
(
Π
(i)
A ⊗ USBi(ρ⊗ I⊗ γBi)Π(i)A ⊗ U †SBi
)
=
k
D
E1(ρ) +
(
1− k
d
)
E2(ρ).
Thus (U, γA⊗γB1⊗γB2) defines a thermal operation equivalent to any rational convex com-
bination of (USB1 , γB1) and (USB2 , γB2). Irrational convex combinations are approached
with arbitrary accuracy.
We are now ready to present an algorithm to find the guaranteed amount of coherence
that can always be preserved. We illustrate the following reasoning in Fig. 2.1. Assume
Figure 2.1: Guaranteed coherence preservation. The shaded region represents the set of
incoherent states. By convexity of the set of thermal operations, if a state ζ(0) is achievable
from ρ through a thermal operation, then also all states of the form λρ + (1− λ)ζ(0) for
λ ∈ [0, 1] are achievable. Thus, finding a state ζ(0) along the line of ρ(0) and σ(0) (which
only requires verifying the thermo-majorisation condition as explained in the main text),
means that λ fraction of coherence can be preserved, while transforming the diagonal of
a state from ρ(0) to σ(0).
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that there exists a thermal operation mapping ρ(0) into σ(0). Define Σ as the set of
quantum states with the zeroth mode equal to σ(0) and denote by T+(ρ) the set of states
accessible from ρ through thermal maps. It is easy to see that Σ ∩ T+(ρ) 6= ∅, because
the dephasing operation D(ρ) = ρ(0) is a thermal operation. We now want to show how,
among these states, one can find a state that preserves a guaranteed fraction of coherence
of the initial state ρ, and what that fraction is. First, consider the set T+(ρ(0)), which is
contained in T+(ρ) and is completely characterised by thermo-majorisation. Within this
set, consider the set of incoherent states {ξ = ξ(0) : σ(0) = λρ(0) + (1− λ)ξ(0)} along the
line of ρ(0) and σ(0). For any member of the set we can define a state σ = λρ+ (1− λ)ξ(0).
One can check that σ ∈ Σ and that σ is a convex combination of two states in T+(ρ)
[ρ ∈ T+(ρ) trivially and by definition ξ(0) ∈ T+(ρ(0)) ⊆ T+(ρ)]. Moreover, since the set of
thermal maps is a convex set we have that T+(ρ) is also convex. This immediately implies
σ ∈ T+(ρ). Now note that the modes σ(ω) of the final state σ (as defined in Eq. (2.2)) can
only come from the initial state ρ, as ξ(0) has zero coherence. Therefore, we conclude that
the fraction λ gives a lower bound on the coherence that can be preserved in each mode,
as σ(ω) = λρ(ω). By extremising ξ(0) within the set T+(ρ(0)) one can obtain the optimal
fraction λ = λ∗ of guaranteed coherence in each mode:
σ(ω) = λ∗ρ(ω). (2.23)
Thus, the extremal value of λ for which the state ζ(0) = (σ(0) − λρ(0))/(1− λ) is thermo-
majorised by ρ(0) also yields the guaranteed fraction of coherence that can be preserved
while transforming the diagonal of a state from ρ(0) to σ(0) via thermal operations.
2.3 Analysis and applications of the bounds
2.3.1 Coherence shifting and merging
One of the simplifying assumption that can be made while studying coherence transforma-
tions under thermal maps is that all energy differences in the Hamiltonian of the system
are distinct [15, 16]. This results in all non-zero modes being composed of just a single
off-diagonal element, and their evolution being limited to a simple decay. Such approach,
however, does not capture all the physics of ubiquitous systems, such as harmonic oscilla-
tors or spin-j particles in a magnetic field, where modes are composed of more than one
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off-diagonal element. Here, we want to show how our results that bound only the overall
coherence in a mode, and not each single element separately, allow us to study non-trivial
dynamics within each composite mode.
In order to study this problem we will consider the simplest system with non-trivial
mode structure – a qutrit in a state ρ described by the following Hamiltonian:
H =
2∑
j=0
j~ω0 |j〉〈j| .
Using Eq. (2.2) we easily identify that the mode ω0 is composed of two off-diagonal
elements:
ρ(ω0) = ρ10 |1〉〈0|+ ρ21 |2〉〈1| ,
while, e.g., ρ(2ω0) = ρ20 |2〉〈0| consists of a single term. We will consider two primitive
operations on mode ω0 that may be used as building blocks in general coherence processing
for higher-dimensional systems. One of them is coherence shifting : shifting up or down
in energy the coherence between two given energy levels, preserving as much of it as we
can (e.g. ρ10 can be shifted “up” to ρ21, which can be then shifted “down” to ρ10). The
second primitive that we will consider is coherence merging : given two coherence terms
(e.g. ρ10 and ρ21) we want to optimally merge them into a single one (e.g., ρ10). We will
first study the limitations imposed by time-translation covariance and then show how the
situation changes in thermodynamics due to the Gibbs-preserving condition.
Coherence shifting
Assume that the only non-vanishing coherence term is |ρ10| = c and that we want to
transfer it inside mode ω0 up, so that for the final state σ we have a non-zero |σ21|, i.e., we
want to transform the coherence between energy levels |0〉 and |1〉 into coherence between
|1〉 and |2〉. From Theorem 2.1 we know that if such transformation is performed via a
time-translation covariant map, we have the following bound:
|σ21| ≤ c√p1|0p2|1 ≤ c. (2.24)
If Eq. (2.24) is tight, a perfect shift can be obtained. It is easy to check that this is
actually the case: a covariant map described by Kraus operators
M1 = |1〉〈0|+ |2〉〈1| , M2 = |2〉〈|2 , (2.25)
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perfectly shifts the coherence from |1〉〈0| to |2〉〈1|. The situation would be analogous
if we started with a coherence term |ρ21| and wanted to move it down in energy to
|ρ10|. Therefore, coherence transfer within a mode through a time-translation covariant
operation is completely reversible.
This reversibility breaks down for thermal operations, where the second law of ther-
modynamics, encoded by GP condition given in Eq. (1.4), has to hold. We now need to
distinguish two situations: either we start with a coherence term |ρ10| = c and we move
it up in energy to |σ21|, or we perform the reverse task. From Eq. (2.21) we immediately
obtain bounds for the final magnitude of the transferred coherence:
|σ10| ≤ c for shifting down, |σ21| ≤ ce−β~ω0 for shifting up. (2.26)
Also in this case these bounds are tight, i.e., there are thermal operations achieving the
above limits. To see this, consider a harmonic oscillator bath with thermal state given
by:
γB =
1
ZB
∞∑
j=0
e−βj~ω0 |Ej〉〈Ej| , ZB = (1− e−β~ω0)−1.
Now, consider the following joint unitary acting on the qutrit system and the bath:
U =
∞∑
i=2
(|1Ei−1〉〈2Ei−2|+ |0Ei〉〈1Ei−1|+ |2Ei−2〉〈0Ei|)
+ |0E0〉〈0E0|+ |0E1〉〈1E0|+ |1E0〉〈0E1| .
It is straightforward to verify the above unitary is energy conserving, as it only mixes
states with the same total energy. By direct calculation we can also verify that
TrB
(
U(|2〉〈1| ⊗ γB)U †
)
= |1〉〈0| , TrB
(
U †(|1〉〈0| ⊗ γB)U
)
= e−β~ω0 |2〉〈1| .
Hence both bounds from Eq. (2.26), for shifting down and up in energy, are achievable via
the presented thermal operations. This also proves that the irreversibility (directionality)
within each mode suggested by Eq. (2.21) is not just an artefact due to the bound being
not tight. It is actually possible to perfectly transfer coherence down in energy, whereas
the opposite task is exponentially damped due to the second law. Fig. 2.2 presents a
“shift cycle”, in which coherence between high energy levels is transferred down to lower
energies and then up again. Due to the GP condition this thermodynamic process is
irreversible.
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Figure 2.2: Irreversibility of coherence shift cycle. Coherence between high energy levels is
transferred down to low energy levels and then up again. The magnitude of the coherence
terms is proportional to the intensity of the blobs. The first operation can be achieved
perfectly, whereas the second results in damping of coherence. This directionality imposed
by the second law implies that coherence transfers, similarly to heat transfers, are generally
irreversible.
Coherence merging
Let us now analyse a second primitive operation, coherence merging. Assume we are given
a state ρ with two non-vanishing coherence terms in mode ω0: |ρ10| = a and |ρ21| = b, and
we want to merge them into a single coherence term σ10 (the results for merging into σ21
are analogous for time-translation covariant maps). The bound from Theorem 2.1 yields:
|σ10| ≤ √p1|1p0|0a+√p1|2p0|1b ≤ √p1|1a+√p0|1b ≤ √p1|1a+
√
1− p1|1b.
One can easily prove that the above bound is maximised for p1|1 = a2/(a2 + b2), so
ultimately
|σ10| ≤
√
a2 + b2. (2.27)
A time-translation covariant map achieving the above bound can be constructed in the
following way. Consider a CPTP map specified by its Kraus operator decomposition:
Mj =
1√
3
[
|0〉
(
ei
2pij
3 〈0|+ x 〈1|
)]
+ |1〉
(
ei
2pij
3
√
1− x2 〈1|+ 〈2|
)]
,
with x ∈ [0, 1] and j = {0, 1, 2}. One can verify that this map is time-translation covariant
by checking that each mode is mapped into itself. By direct calculation we can also show
that
|σ10| = 〈1|
(
2∑
j=0
Mj(a |1〉〈0|+ b |2〉〈1|)M †j
)
|0〉 =
√
1− x2a+ xb.
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Figure 2.3: Irreversibility of coherence merging cycle. Merging of coherence that are
sharing an energy level always results in irreversible losses, even if we merge into the
lower energy term. The second law, however, imposes additional irreversibility that ex-
ponentially damps the contribution to high energy coherence coming from low energy
coherence.
The choice x = b/
√
a2 + b2 thus saturates the bound given by Eq. (2.27). Let us also
note that coherence merging at the maximum rate a+ b cannot be achieved (see Fig. 2.3),
as inevitable losses arise when the two coherence terms have an overlap, i.e., both corre-
spond to the coherence between state |1〉 and one of the other two states. This property
distinguishes merging from shifting.
Let us now switch to the thermodynamic scenario. The bound for merging two coher-
ences into a single coherence term now depends on whether one merges into high energy
coherence or into low energy coherence. By applying a similar reasoning as in the case of
covariant operations we obtain bounds for coherence merging under thermal operations:
|σ10| ≤
√
a2 + b2 for merging down, |σ21| ≤
√
e−β~ω0a2 + b2 for merging up. (2.28)
Finally, let us note that the qutrit example does not exhaust all the merging scenarios.
The reason is that the non-trivial mode in the case analysed is composed of two off-
diagonal elements that are overlapping. For higher dimensional systems one can imagine
a situation in which elements of the same mode are not overlapping, e.g., |1〉〈0| and
|3〉〈2| for a system with equidistant spectrum. In contrast to the overlapping case for
time-translation covariant operations one can then perform a perfect merging using the
shift operation from the previous section, see Eq. (2.25).
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2.3.2 Qubit transformations
We will now show how our upper bound for coherence transformation can be used in order
to solve the qubit interconversion problem for time-translation covariant and thermal
operations. In other words, we will find future thermal cones for a general qubit state
ρ and, on the way, the set of states achievable from ρ via time-translation covariant
operations. Let us first parametrise the initial state of the qubit system ρ and its final
state σ, written in the energy eigenbasis, in the following way
ρ =
 p c
c 1− p
 , σ =
 q d
d 1− q
 ,
where c and d are assumed real without loss of generality, as a phase change in coherence
terms is both covariant and conserves energy. From Eq. (2.9) for time-translation covariant
operations we get
d ≤ c√p0|0p1|1. (2.29)
To obtain a distribution q = (q, 1−q) from p = (p, 1−p) the transition matrix Λ, defined
by transition probabilities pi|j with i, j ∈ {0, 1} [see Eq. (2.8)], must fulfil Λp = q. This
condition together with the stochasticity of Λ gives
p0|0 =
(p1|1 − 1)(1− p) + q
p
≤ q
p
, p1|1 =
(p0|0 − 1)p+ 1− q
1− p ≤
1− q
1− p.
Note that for q < p only the first inequality is non-trivial, whereas for q > p only the
second inequality is non-trivial. Using these conditions in Eq. (2.29) gives:
d ≤ c√α, (2.30)
where α = min
(
q
p
, 1−q
1−p
)
. One can check that the time-translation covariant CPTP map
given by the following Kraus operators:
M1 = |0〉〈0|+
√
α |1〉〈1| , M2 =
√
1− α |0〉〈1| , (2.31)
saturates this bound for q ≥ p, whereas a CPTP map given by {σxM1σx, σxM2σx}, with
σx being the Pauli x operator, saturates the bound for q < p. Of course if we can saturate
the bound, we can also obtain all states with coherence smaller than maximal, simply
by partially dephasing the optimal final state (partial dephasing is a time-translation
covariant operation). This shows that the bound of Eq. (2.30) captures all the constraints
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Figure 2.4: Extremal qubit states under constraint dynamics. Extremal achievable states
from a given initial state ρ (black points) under time-translation covariant (blue dot-
dashed lines) and thermal (solid red lines) operations presented in the Bloch sphere. Red
points correspond to thermal occupation of the ground state, here chosen to be γ0 = 2/3.
Dashed green lines correspond to the set of states obtained using the bound for guaranteed
coherence preservation. Note that the presented results are symmetric under the rotations
around the dotted line connecting Hamiltonian eigenstates.
imposed by time-translation covariance on the evolution of qubit states. In Fig. 2.4 we
depict the extremal set of obtainable states via covariant dynamics in the Bloch sphere
for exemplary initial states (blue dot-dashed lines).
We will now focus on thermal maps and see how the GP condition Λγ = γ, changes
the picture in thermodynamics [γ = (γ0, 1 − γ0) stands here, as usual, for the vector
of thermal occupation probabilities]. The choice of p and q, together with the Gibbs-
preserving condition, completely fixes Λ:
p0|0 =
q(1− γ0)− γ0(1− p)
p− γ0 , p1|1 =
γ0(1− q)− p(1− γ0)
γ0 − p . (2.32)
Hence, from Eq. (2.29) we obtain
d ≤ c
√
(q(1− γ0)− γ0(1− p))(p(1− γ0)− γ0(1− q))
|p− γ0| . (2.33)
In Ref. [15] it has been shown how a thermal operation saturating the above bound can
be constructed. Therefore, the above equation, together with the thermo-majorisation
condition, completely specify the future thermal cone T+ for a given state ρ. In Fig. 2.4
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Figure 2.5: Future thermal cones for qubits (thermal operations). Extremal achievable
states from a given initial state ρ (black points) under thermal operations at different
temperatures (coloured lines) presented in the Bloch sphere. Points on the z axis represent
thermal states for the same set of temperatures (the red point in the centre corresponds
to infinite-temperature bath, whereas the blue one at the boundary corresponds to the
low-temperature limit bath). Note that the presented results are symmetric under the
rotations around the dotted line connecting Hamiltonian eigenstates.
we depict the extremal set of obtainable states via thermal operations on the Bloch sphere
for exemplary initial states [all states lying inside the region bounded by solid red lines
belong to T+(ρ)].
Let us now proceed to the guaranteed coherence bound. Using the thermo-
majorisation condition for a qubit we find that the extremal achievable incoherent state,
characterised by a probability distribution q˜ = (q˜, 1− q˜), is given by
q˜ = 1− 1− γ0
γ0
p. (2.34)
Then λ∗, specified in Eq. (2.23), is given by
λ∗ =
q − q˜
p− q˜ =
γ0(1− q)− (1− γ0)p
γ0 − p , (2.35)
so that it is always possible to preserve at least d = λ∗c coherence, while thermodynam-
ically transforming the probability distribution over the energies from p to q. The set
of states obtained using the bound for guaranteed coherence preservation is depicted in
Fig. 2.4 (green dashed lines).
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Finally, in Fig. 2.5 we compare the set of obtainable states for different thermal distri-
butions, i.e., for different temperatures. We make two interesting observations concern-
ing thermal dependence of optimal coherence preservation. Firstly, note that as γ0 ap-
proaches 1 (the temperature goes to zero, which is the limit studied in Ref. [16]) the
set of states obtainable via thermal operations coincides with “half” of the set of states
obtainable via time-translation covariant operations - as long as q > p one can preserve
the same amount of coherence. This suggests that the limitations of low-temperature
thermodynamics can be inferred from the limitations on covariant operations, so from
the resource theory of asymmetry. Secondly, let us distinguish between heating processes
(when q < p) and cooling processes (when q > p). Then one can check that in the heating
scenario the higher the temperature of the bath, the more coherence one can preserve,
whereas for cooling processes, the lower temperature ensures better coherence preser-
vation. This shows that for general thermodynamic state transformations to optimally
preserve coherence it is necessary to use baths of different temperatures.
2.3.3 General remarks
We would like to finish this chapter with some general remarks concerning the resource
theory of thermodynamics, coming from the simple example of a qubit system that we have
just analysed. The core question of a resource theory is: given a state ρ that possesses
quantum coherence, what is the set of quantum states T+(ρ) accessible from ρ under
thermal operations? In the qubit case it is a rotationally symmetric (about the z-axis in
the Bloch sphere), convex set of states that is presented in Fig. 2.6. The boundary surface
of the red region denotes the states that preserve the maximal amount of coherence while
having a given final energy distribution. What can we learn from this picture about the
thermodynamics of a general d-dimensional system?
First of all one might expect that, due to the intrinsically dissipative interactions of a
quantum system with the heat bath, coherence is only playing a passive role in the process.
If this was the case all possible transformations would be attainable just by a combination
of dephasings and thermal operations on incoherent states. However, already for qubits,
the set of states achievable in this way is limited to the green triangle in Fig. 2.6 and
clearly does not coincide with T+(ρ). We conclude that coherence is actively contributing
to enlarge the set of thermodynamically accessible states.
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Figure 2.6: General structure. Future thermal cone T+(ρ) for a qubit system is given in
the Bloch sphere by the region bounded by the solid red line. If thermal operations on
coherent states were trivial, i.e., if they were equivalent to dephasings and operations on
incoherent states, then this set would reduce to the green triangle. Moreover, even if one
has access to arbitrary amount of work (but not coherence), the set of achievable states
is extended to the blue region C+(ρ), but not to the whole Bloch sphere.
One might also ask the following question: if we are given an unbounded source of
work, would coherence still be a resource? If the answer was no, all constraints could
be lifted by a sufficiently large work source. Work would be the universal resource of
thermodynamics. However, this is not the case. To see this suppose the unbounded
amount of work is given in the form of arbitrary number of copies of pure, zero-coherence
states, say |0〉〈0|⊗N (as explained in Sec. 1.2.4 of Chapter 1 one can extract ln 2/β
amount of work from a pure ground state of the system, so that when N →∞ we indeed
obtain an unbounded source of work). The assumption of zero coherence means that
within the resulting theory we are restricted to a subset of time-translation covariant
operations (because incoherent states are time-translation invariant they cannot lift the
covariant constraint). Conversely, any time-translation covariant operation E possesses
a Stinespring dilation E(ρ) = TrB
(
U(ρ⊗ σB)U †
)
where σB is an invariant state and U
is an energy-preserving unitary on the joint system [53]. Since thermal operations on
|0〉〈0|⊗N (for arbitrary large N) allow us to create any incoherent state, a state σB can
be formed. Therefore, when an arbitrary amount of work is provided the resource theory
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of thermodynamics is trivialised to the theory of time-translation covariant operations.
For a qubit system this means that the thermal cone T+(ρ) is extended to the set of states
C+(ρ) accessible under time-translation covariant evolution (blue region in Fig. 2.6). As
the set C+(ρ) is a strict subset of the full Bloch sphere, we can conclude that work is not
a universal resource and coherence resources should be carefully accounted for.
Finally, as we will discuss in detail in the following chapter, the standard Szilard
argument linking classical information and thermodynamic work does not simply carry
over to the quantum regime. Classically, we know that in the presence of a heat bath
at inverse temperature β a single bit has an energetic value of ln 2/β (see Sec. 1.2.4 of
Chapter 1). Thus, one might also expect that a single pure qubit state can be used to
perform ln 2/β of mechanical work. However, consider a qubit system in a “coherent Gibbs
state” |γ〉〈γ| with |γ〉 ∝ e−β0/2 |0〉+ e−β1/2 |1〉. As we will shortly show in Chapter 3, due
to total energy conservation implied by the first law of thermodynamics it is fundamentally
impossible to distinguish this state from the thermal Gibbs state γ. Therefore, no work
can be extracted from such a pure state unless we have access to coherence resources [14].
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Work extraction from coherence
Since the concept of Maxwell’s demon was devised [66], we have known that information
constitutes a thermodynamic resource: in the presence of a heat bath we can exploit the
knowledge about the state of a system to perform work [60]. In Sec. 1.2.4 of Chapter 1
we discussed this process for classical states, i.e., states incoherent in the energy eigen-
basis, and we have shown that the amount of extractable work is upper bounded by the
change of the system’s free energy ∆F . Thus, we have seen how the classical information
about which energy state of the system is occupied can be traded for work. With quan-
tum information, however, the situation gets more complicated due to the superposition
principle resulting in the existence of states that have coherence between different energy
eigenspaces. The existence of such states means that possessing full knowledge about the
system, i.e., having a pure quantum state, does not necessarily mean that one can predict
the outcome of an energy measurement. Since the classical result depends on the infor-
mation about the distribution over energy eigenstates, it is not clear how the quantum
information associated with a state with coherence can be converted into work.
In this chapter, we will analyse the process of work extraction from coherence (between
states belonging to different energy eigenspaces) within the framework of the resource
theory of thermodynamics, focusing particularly on the extraction from individual qubit
systems. After setting the scene and introducing important notions, we will present an
existing approach to the problem of work extraction and argue that, within the regime
of individually processed systems, it fails to account for all the resources used during the
process. The reason for this lies in a typical assumption that a classical external field can
be used in the process, while experiencing no back-reaction [67, 68]. Such an assumption,
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however, does not allow for a full accounting of the thermodynamic cost of maintaining
the field. Although this cost may be small in a single use, it has to be accounted for
since the work gain will also be small. On the other hand, a resource-theoretic treatment
of the problem allows us for a careful book-keeping of all the resources used during a
process. In particular, instead of employing an external field we will use the notion of a
reference – an ancillary quantum system carrying coherence. It will allow us to address
a crucial question of this chapter: how to extract work from coherence in a repeatable
way, i.e., without deteriorating ancillary coherence resources. We will show how one can
come arbitrarily close to extracting ∆F amount of work from a state with coherence,
by choosing the “size” of the reference system appropriately large. We will also prove
that even with a reference of bounded size one can exploit the coherences of individual
quantum systems to enhance the performance of work extraction protocols (both in the
average and the single-shot sense), but not to the extent that could be expected in the
classical limit.
3.1 Coherence and work
Let us start by introducing the framework and the core assumptions that our results
rest upon. There are two ways in which coherence can enter the thermodynamics of the
systems under consideration. This can happen either explicitly, by transferring it from
an external system with quantum coherence (a trivial example being a swap operation
between the system and an ancillary coherent state); or implicitly, by allowing operations
that do not conserve energy (e.g., |0〉 → (|0〉+ |1〉)/
√
2) or conserve it only on average
(e.g., |1〉 → (|0〉 + |2〉)/
√
2, with 2 = 21). As we want keep track of any coherence
resources being used, we will only allow for those transformations that do not implicitly
introduce coherence, and hence our set of free operations will be given by thermal oper-
ations (recall Definition 1.3). However, we will also take a closer look at an alternative
approach in Sec. 3.1.3 and explain in more detail why we find it not satisfactory.
In this chapter we want to study how quantum coherence can be used to perform work.
However, we do not aim here to settle the long-standing issue of what is an appropriate
definition of work in quantum thermodynamics [69, 70]. We will thus simply assume that
the following holds for classical (incoherent) states:
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Assumption 3.1: Work output from incoherent states
Let ρ be a quantum state of a system described by a Hamiltonian H, with ρ being
incoherent in the energy eigenbasis and thus described by a probability vector p.
Then, in the presence of a heat bath at inverse temperature β, an average amount
of work 〈W 〉(ρ) equal to the change of free energy of a state can be extracted from
it:
〈W 〉(p) = ∆F (p), (3.1)
where ∆F (p) is defined by Eq. (1.32). Moreover, using a single-shot protocol one
can extract a sharp amount of work W εss with failure probability ε:
W εss(p) = ∆F
ε
0 (p) := F
ε
0 (p)− F (γ), (3.2)
where F ε0 is a single-shot free energy defined in Eqs. (1.36)-(1.37).
The results that we will present in this chapter can be applied to any definition of work
satisfying the above assumption. As discussed in Sec. 1.2.4 of Chapter 1, it is consistent
with traditional thermodynamics and has been obtained using work extraction models
that differ in details, but agree on the result [6, 11, 67]. Our aim here is to extend
Eq. (3.1) and Eq. (3.2) to quantum states with coherence. In particular, we will study
whether the change of free energy generalised to quantum states by
∆F (ρ) = F (ρ)− F (γ), F (ρ) = Tr (ρH)− 1
β
S(ρ), (3.3)
where S(·) is the von Neumann entropy, properly quantifies the average amount of ex-
tractable work. Let us note that
∆F (ρ) =
1
β
S(ρ||γ) = 1
β
[S(ρ||D(ρ)) + S(D(ρ)||γ))] = 1
β
[S(ρ||D(ρ)) + S(p||γ)],
where S(·||·) denotes both relative entropy and quantum relative entropy, the latter de-
fined by S(ρ||σ) = Tr (ρ ln ρ)− Tr (ρ lnσ), whereas D is a dephasing channel that removes
all coherences between different energy eigenspaces from a quantum state,
D(ρ) :=
∑
i
Tr (Πiρ) Πi,
with Πi being the projectors on the energy eigenspaces of the system under consideration.
We thus see that the change of free energy,
∆F (ρ) = ∆F (p) +
1
β
S(ρ||D(ρ)), (3.4)
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has two components: a classical one (equal to the free energy change of a dephased version
of a state), and a quantum one (linked to the amount of coherence present in a state).
The fact that S(ρ||D(ρ)) quantifies the coherence of ρ and that the relative entropy can
be split into classical and quantum parts will be also discussed in Chapter 5.
3.1.1 Work-locking
Let us recall the resource-theoretic approach to the work extraction process that we
described in Sec. 1.2.4 of Chapter 1. We begin with a system initially in a state with
coherence ρ, and finish with a thermal state γ, while optimally increasing the free energy
of an ancillary work system W (also referred to as battery). The initial and final battery
states, ρW and ρ′W , should be incoherent, so that using Assumption 3.1 we can achieve
the coherence-to-work conversion that we are looking for. Schematically:
ρ⊗ ρW → γ ⊗ ρ′W . (3.5)
Without the use of an ancillary resource state carrying coherence the above transforma-
tion is given by a thermal operation. Note that thermal operations commute with the
dephasing channel D. Hence, we get that if the transformation described by Eq. (3.5) is
possible, the following one also is:
D(ρ)⊗ ρW → γ ⊗ ρ′W . (3.6)
This implies ∆F (D(ρ)) ≥ (F (ρ′W )− F (ρW )), because F (being a thermodynamic mono-
tone) is nonincreasing under thermal operations. From Assumption 3.1 we then have
〈W 〉(ρ) ≤ 〈W 〉(D(ρ)), so that the amount of extractable work is upper bounded by a clas-
sical component of free energy change. A similar argument gives also W εss(ρ) ≤ W εss(D(ρ)).
Note that in both cases the bound is achievable because dephasing is a thermal opera-
tion. This phenomenon, first observed in Refs. [10, 13], is known under the name work-
locking [9]. Work-locking highlights that, despite contributing to the free energy of the
state, quantum coherence does not contribute to work extraction: it is “locked”. It also
shows, in agreement with Ref. [14], that the standard formula 〈W 〉(ρ) = ∆F (ρ) applied
to every state (also the ones with coherence), implicitly assumes the access to an external
source of coherence.
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3.1.2 Different thermodynamic regimes
Within the thermodynamics of non-equilibrium quantum systems, a very important dis-
tinction to make is between “single-shot” statements, which are valid for every run of the
protocol, and “many-runs” statements, valid in the case of a large number M of runs.
In the asymptotic regime M → ∞ one is focused on studying average quantities (like
average extracted work), which is justified by the fact that the fluctuations around the
average can be made negligible in the limit of a large number of runs of the protocol
(which is often the situation of interest in the study of heat engines). On the other hand,
although the expected amount of extracted work can be studied in a single-shot regime
[67], it potentially carries little information about the system at hand due to the large
fluctuations of non-equilibrium thermodynamics [11]. Instead, the focus in the single-shot
regime is typically on probabilistic work extraction protocols that guarantee precise and
sharp amount of work with a finite probability of success, or some minimum amount of
guaranteed work [10, 11, 71, 72]. On top of this classification we can also differentiate
between individual processing scenarios, in which a single (possibly nanoscale) system
undergoes a thermodynamic process on its own; and collective scenarios, in which N > 1
copies of a state are processed together.
This classification of thermodynamic regimes in which work extraction can be analysed
is presented in Fig. 3.1. Work-locking described in the previous section is a feature
appearing in the regime of individually processed quantum systems. On the other hand,
allowing for collective processing of the systems one can “unlock” work from quantum
coherence. As briefly discussed in Sec. 1.2.4 of Chapter 1 (see Example 1.5), this can be
achieved by processing many copies of a system state ρ collectively and extracting work
from relational degrees of freedom that live in decoherence-free subspaces [6, 9, 13, 52].
The intuitive explanation is that one copy of a state ρ with coherence can act as a
reference for the other one, and we have D(ρ⊗2) 6= D(ρ)⊗2. In the case of finite number
of copies ρ⊗N a non-zero amount of work is unlocked from coherences, and in the limit
of processing collectively infinitely many independent and identically distributed (i.i.d.)
copies, the amount of work per copy that can be extracted deterministically equals ∆F (ρ).
In other words, in this limit coherence plays no role, and hence our focus will be on the
thermodynamics of individual quantum systems (N = 1, the upper half of Fig. 3.1).
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Figure 3.1: Thermodynamic regimes. Work extraction protocols can be investigated in
different thermodynamic regimes. These can be classified by the number of systems that
are processed at each run of the protocol (individual vs collective) and the number of times
the protocol is repeated (single-shot vs many-runs). The green background indicates that
in a given regime the maximal amount of work that can be extracted is consistent with
traditional thermodynamics.
3.1.3 Individual processing regime
Average energy conservation
Before we describe how to appropriately account for coherence resources involved in a
process of work extraction by introducing an ancillary reference system, let us first dis-
cuss problematic aspects of an alternative approach based on average energy conserva-
tion. Within this approach one introduces coherence implicitly by using operations that
conserve the energy only on average [67]. More precisely, one replaces sharp energy con-
servation, as expressed by the unitary dynamics commuting with the total Hamiltonian
HT (describing the system, bath and any ancillary systems used), with the condition that
such dynamics only keeps the first moment 〈HT 〉 constant. Under this weaker condition
it can be shown that an amount of energy equal to the free energy difference ∆F (ρ) can
be extracted on average from a system in an arbitrary quantum state ρ [67]. However,
several problematic issues can then be raised.
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Firstly, if one is interested in analysing the class of allowed quantum operations, then
in the average-energy scenario this set depends on the particular state one is processing,
which is conceptually less appealing and technically problematic from a resource-theoretic
perspective. Secondly, restricting energy considerations to the first moment analysis can
hide arbitrarily large energy fluctuations described by higher moments, that are not ex-
plicitly modelled, but may be highly relevant. To see this consider a system described by
a Hamiltonian H and initially prepared in a state with coherence ρ. Now, take a unitary
transformation V that conserves energy on average and maps ρ into an incoherent state
ρ′ = V ρV †. Since microscopically all processes are ultimately energy-conserving, V must
be realised through a joint energy-preserving unitary U involving ρ and some ancillary
state ρA,
U(ρ⊗ ρA)U † = ρ′ ⊗ ρ′A, (3.7)
with [U,H+HA] = 0, and HA denoting the Hamiltonian of the ancillary system. The un-
certainty of an energy measurement on ρ′A, quantified by the Shannon entropyH(p
HA(ρ′A))
(note that H as a function of probability distribution denotes the Shannon entropy,
whereas H as an operator denotes the Hamiltonian), can be decomposed as1 [73]:
H(pHA(ρ′A)) = S(ρ
′
A) + A(ρ
′
A), (3.8)
where A(σ) = S(σ||D(σ)) is the relative entropy between a state and its decohered version.
Because U commutes with the total Hamiltonian we have A(ρ⊗ ρA) = A(ρ′ ⊗ ρ′A), and as
the final state of the system ρ′ has no coherence we also have A(ρ′ ⊗ ρ′A) = A(ρ′A). Using
A(ρ ⊗ ρA) > A(ρA), one gets that A(ρ′A) > A(ρA). Moreover, from the invariance of the
von Neumann entropy under unitary transformations we know that S(ρ′A) = S(ρA), so
using Eq. (3.8) we can conclude that
H(pHA(ρ′A)) > S(ρA) + A(ρA) = H(p
HA(ρA)), (3.9)
which suggests that a more detailed analysis is required to account for all the fluctuations
created. Let us illustrate the above considerations with the following example:
1We will discuss this decomposition in more detail in Chapter 5.
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Example 3.1: Hidden energy fluctuations
Consider a system with an equally spaced energy spectrum, n = n, and a unitary V
mapping a state |ψ02〉 := (|0〉+ |2〉)/
√
2 to |1〉, which preserves energy on average.
This unitary has to be realised through a joint energy-preserving unitary U involving
|ψ02〉 and some ancillary state ρA,
U(|ψ02〉〈ψ02| ⊗ ρA)U † = |1〉〈1| ⊗ ρ′A.
Let us assume that the ancillary system was initially prepared in the energy eigen-
state |E〉, so that an energy measurement would give a sharp outcome. Then, while
the system is transformed from |ψ02〉 into |1〉, the ancilla must be transformed
into a superposition of energy eigenstates (|E + 〉+ |E − 〉)/√2. Hence an energy
measurement would show fluctuations in the final state of the ancilla that were not
present initially.
It is important to note that the protocol that extracts work from coherence within the
framework of average energy conservation [67], necessarily creates such extra fluctuations,
however these are not explicitly modelled within the formalism used. As we will see it is
exactly due to these fluctuations that our protocols require work to be invested in restor-
ing the ancillary state. Finally, as the fluctuations created by operations that conserve
energy only on average remain outside the formalism, one cannot properly account for
the fluctuations in the extracted work outside the asymptotic regime.
Repeatable use of coherence resources
In the presence of energy conservation and without additional coherence resources, work-
locking prevents us from extracting work from the coherence of individual quantum sys-
tems. Our approach to overcome this problem is to stay within the framework of strict
energy conservation, but allow for the use of an extra source of coherence. We will refer
to this extra system as a reference or a coherence reservoir. At one extreme one could
allow for the use of an infinite source of coherence (an unbounded reference [52, 74])2,
that entirely negates the constraints and experiences no back-reaction from its use on the
2Not to be confused with a reference described by Hamiltonian unbounded from below, which is
unphysical.
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quantum system. As suggested in Ref. [9], in such case we should be able to extract all
the work from coherence. However, one might worry that this involves the accounting
“∞− c = ∞”, with c being some finite resource consumed from an infinitely large co-
herence reservoir. Indeed, the use of such an unbounded reference allows one to simulate
the operations that conserve energy only on average [52], and hide the arising extra fluc-
tuations in the infinitely big reference system. This semiclassical treatment is typical for
many standard approaches that assume the existence of a classical field experiencing no
back-reaction from the system [67, 68], and works well in many circumstances. However,
we are interested in the regimes in which the systems involved in the thermodynamic
process (not only the system under study, but also the reference, battery and any other
ancillas) may be microscopic quantum systems. Hence, it seems more reasonable to firstly
consider the reference containing finite coherence resources – a bounded reference – and
only then study the limit of an unbounded coherence reservoir [69, 75, 76]. Although
a reference system may be modelled by any general quantum system, for the purpose
of studying work extraction from coherence of a qubit system we will define it here as
follows:
Definition 3.1: Reference
A reference (or coherence reservoir) is given by an infinite-dimensional ladder system
described by a Hamiltonian HR =
∑∞
j=0 j
∣∣Rj 〉〈Rj ∣∣ (we choose just a single energy
scale ω = 1). We characterise the quality of the reference through two numbers,
(〈∆¯〉,M). The first parameter, 〈∆¯〉, measures the coherence properties of the ref-
erence and is given by
〈∆¯〉 = Tr (ρR∆¯) , ∆¯ = ∆ + ∆†
2
, (3.10)
where ∆ is the shift operator defined by
∆ =
∞∑
j=0
∣∣Rj+1〉〈Rj ∣∣ . (3.11)
We have that 〈∆¯〉 < 1 and the limit case 〈∆¯〉 = 1 is called unbounded or classical
reference. The second parameter, M , describes the lowest occupied energy state,
M = min{j : 〈Rj ∣∣ ρR ∣∣Rj 〉 > 0}.
A sequence of references that come arbitrarily close to a classical one is given by, e.g.,
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uniform superpositions of L energy states when L → ∞ and coherent states with arbi-
trarily large amplitude. The use of 〈∆¯〉 and M as relevant quality parameters will soon
become clear.
Results from the field of quantum reference frames [52, 74, 77–79] suggest that the
back-reaction experienced by the reference will necessarily deteriorate it and consume the
resources. However, if the usefulness of the reference or field is continually degraded during
the work extraction process, we cannot claim that we are presenting a protocol performing
work extraction from the state alone, as extra resources are consumed. Similar issues arise
if free energy is continually taken away from the reference. To avoid such problems we
take the following approach. We allow for the use of additional coherence resources, but
demand that they are used repeatably in the following sense: the performance of the
reference-assisted work extraction protocol, while operating individually on the n-th copy
of the system, must be the same as while operating on the (n+ 1)-th copy, for all n ∈ N.
In other words, repeatability requires that the reference’s ability to perform the protocol
never degrades, but crucially its state is allowed to change. Essentially this means that
despite the possibility that the free energy of the reference may fluctuate and its coherence
properties might change, it can be used indefinitely to repeat the same protocol. To design
such a protocol we will employ the surprising result of Ref. [14] that shows how a coherence
resource can be used to lift the symmetry constraints imposed by energy conservation.3
3.2 Protocol
We are now ready to present a general protocol that processes quantum systems indi-
vidually and allows us to extract work from their coherence. Even though we will focus
only on qubit systems, this simplest case is already enough to illustrate the main concept
behind repeatable “unlocking” of work from coherence and, in principle, it could be gener-
alised to higher dimensional systems. We will then analyse two variations of our protocol.
The first one can come arbitrarily close to extracting all the coherence (all free energy of
3The author of Ref. [14] actually uses the word “catalysis”, but we prefer to use the word repeata-
bility/repeatable to avoid suggesting that there is no change in the state of the reference. Recall that
traditionally a catalyst is a system in a state χ that enables ρ⊗χ→ σ⊗χ, despite ρ→ σ being impossible
(see, e.g., Refs. [1, 8, 58]). Repeatability, on the other hand, only requires the ancillary system to be as
useful at the end as it was at the beginning, while its state may change.
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the system) as average work with arbitrarily small failure probability, provided we make
the coherence resources of the reference system large enough. However, if one does not
have access to arbitrarily large coherence resources, this variation of the protocol does
not guarantee perfect repeatability. Therefore, we will examine a second variation that is
perfectly repeatable even for bounded references. We will show then that the performance
of work extraction in both the single-shot and asymptotic regimes is enhanced only if the
quality of the reference is above a certain threshold.
Without loss of generality we can describe our qubit system by a Hamiltonian
H = |1〉〈1|, i.e., set 0 = 0 and 1 = 1 (note that 1 − 0 is tuned to the smallest energy
gap of the reference, see Definition 3.1). A general pure qubit state with coherence, |ψ〉〈ψ|,
is given by
|ψ〉 = √p |0〉+
√
1− pe−iϕ |1〉 , p ∈ (0, 1). (3.12)
We can simplify things by setting ϕ = 0, because rotations about the z axis of the Bloch
sphere conserve energy, and are hence free operations. Our aim is to unlock work from
coherence through the repeatable use of a reference, while processing each copy of |ψ〉〈ψ|
individually. This task requires possessing a reference state ρR and implementing an
energy-conserving unitary V :
ρ′SR = V (|ψ〉〈ψ| ⊗ ρR)V †, (3.13)
satisfying the following:
1. The system is pre-processed to a new state ρ′ = TrR (ρ′SR) that allows for better
work extraction than from the initial state |ψ〉〈ψ|.
2. The final reference state ρ′R = TrS (ρ
′
SR) can be processed into a state ρ
′′
R (perhaps
using some of the extracted work) in such a way that the repeatability requirement
is satisfied.
3. No collective operations, at any stage of the protocol, are allowed on multiple copies
of |ψ〉〈ψ|.
In Table 3.1, anticipating the conclusions of the following sections, we collect the results
obtained in different frameworks and in both regimes (average and single-shot) for the
paradigmatic example of a qubit in a “coherent Gibbs state” |γ〉〈γ| given by:
|γ〉 = √γ0 |0〉+
√
1− γ0 |1〉 , (3.14)
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Single-shot Asymptotic
Average energy 〈W 〉 = ∆F [67]
〈W 〉 = ∆F [67]
conservation Large fluctuations [11]
Strict energy
ε(|γ〉) = ε(γ), 〈W 〉 = 0 [9, 10, 13]
conservation
Strict energy ε(|γ〉) = 0 〈W 〉 = ∆F
conservation with for unbounded reference for unbounded reference
resource used ε(|γ〉) < ε(γ) 〈W 〉 < ∆F
repeatably for bounded reference for bounded reference
Table 3.1: Individual processing protocols extracting work from |γ〉. 〈W 〉 denotes
the average work that can be extracted from the coherent thermal state |γ〉 and ε denotes
the error probability of a single-shot work extraction from a given state. A thermal state
of the system is denoted by γ. Note that under operations strictly conserving energy, no
work extraction protocol on |γ〉 can outperform a work extraction protocol on γ, as the
two states are indistinguishable.
with (γ0, 1− γ0) being the thermal distribution for the system, so that D(|γ〉〈γ|) = γ.
3.2.1 Explicit steps of the work-extraction protocol
A protocol satisfying the introduced requirements consists of the following steps (see
Fig. 3.2):
1. Pre-processing. The system |ψ〉〈ψ| interacts through an energy-preserving unitary
V (U) with the reference ρR. The unitary acting on the joint system SR is chosen
as in Ref. [14] to be:
V (U) = |0〉〈0| ⊗
∣∣R0 〉〈R0 ∣∣+ ∞∑
l=1
Vl(U), (3.15)
with
Vl(U) =
1∑
i,j=0
〈i|U |j〉 |i〉〈j| ⊗
∣∣Rl−i〉〈Rl−j∣∣ . (3.16)
We choose
U =
 √1− p −√p√
p
√
1− p
 , (3.17)
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Figure 3.2: Basic work-extraction protocol. The evolution of the system from the
initial state |ψ〉〈ψ| to the final state ρ′ is depicted on the Bloch ball, in blue and red
respectively. The evolution of the reference from the initial state (smaller blue blob)
throughout the protocol (red blobs) is depicted on the energy level ladder.
so that U rotates the qubit system from |ψ〉〈ψ| to |1〉〈1|.4
2. Work extraction. The system is now in a state ρ′ and, due to work-locking (see
Sec. 3.1.1), is indistinguishable from its dephased version in any work extraction
protocol. So without loss of generality we can use the dephased version
D(ρ′) = q |0〉〈0|+ (1− q) |1〉〈1| . (3.18)
Now, depending on the considered regime, single-shot or average (asymptotic) work
can be extracted from the dephased state and stored in the battery.
3. Repumping. The back-reaction changes the state of the reference into ρ′R. Using
part of the extracted work (stored in the battery during the previous step) we can
repump the reference to shift it up:
ρ′R → ρ′′R := ∆ρ′R∆†. (3.19)
Although one could question such repumping, given that ∆ is not a unitary, we note
that this is actually not a problem. This is because such operation can be realised
4This interaction corresponds to a modified Jaynes-Cummings model (with excitation-dependent cou-
pling strengths). However, as shown in Ref. [14], it can also be approximately realised within the standard
Jaynes-Cummings model using a reference in a coherent state |α〉, with |α| large enough.
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through a joint energy-conserving unitary between the reference in a state ρ′R and
a qubit battery system in an excited state
∣∣W1 〉 with W1 = 1. This unitary is given
by V (U) from Eq. (3.15), where we take U = σx, the Pauli x operator. Then
V (σx) = σ− ⊗∆ + σ+ ⊗∆† +
∣∣W0 〉〈W0 ∣∣⊗ ∣∣R0 〉〈R0 ∣∣ , (3.20)
where σ+ =
∣∣W1 〉〈W0 ∣∣ and σ− = ∣∣W0 〉〈W1 ∣∣. As a result the final state of the weight
system is
∣∣W0 〉 and the final state of the reference is given by Eq. (3.19). We will
describe how often we perform the repumping while analysing different variations
of the protocol.
4. Repeat. We can repeat the protocol using ρ′′R and a fresh copy of |ψ〉〈ψ|.
3.2.2 Performance
During the pre-processing stage the joint unitary V (U) approximately induces U on the
system:
ρ′ ≈ U(|ψ〉〈ψ|)U † = |1〉〈1| . (3.21)
The degree to which the above equation holds depends on the quality of the reference
as defined in Ref. [14]. In particular, the system’s final occupation in the excited state
(1− q) = 〈1| ρ′ |1〉 is given by
1− q = 1− 2p(1− p)(1− 〈∆¯〉)− p2R00, (3.22)
where R00 =
〈
R0
∣∣ ρR ∣∣R0 〉 and 〈∆¯〉 is the quality parameter from Definition 3.1. From
Eq. (3.22) it is easy to see that (1 − q) → 1 when R00 → 0 (i.e., when the reference
quality parameter M > 0) and 〈∆¯〉 → 1. Therefore, R00 and 〈∆¯〉 are operationally well-
defined quality parameters of the reference, because they directly measure the ability of
the reference to induce the unitary U that we want to perform on the qubit. At the same
time the reference undergoes a back-reaction induced by the joint unitary V (U). This is
described by the following Kraus operators:
A0 = (1−
√
1− p)√p ∣∣R0 〉〈R0 ∣∣+√p(1− p)(I−∆), A1 = (1− p)I+ p∆†, (3.23)
so that the reference state after performing the pre-processing stage is given by:
ρ′R = A0ρRA
†
0 + A1ρRA
†
1. (3.24)
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From Eqs. (3.18) and (3.22) the only two parameters relevant for work extraction are
the reference population in the ground-state, R00, and the parameter 〈∆¯〉. Using the
Kraus operators specified by Eq. (3.23), the change in 〈∆¯〉 during the pre-processing
stage (i.e., the difference between the final and initial value of 〈∆¯〉) can be computed and
is found to be:
δ〈∆¯〉 = p
[
(
√
1− p− 1)Re(R01)−
√
1− pR00
]
, (3.25)
where as before Rij =
〈
Ri
∣∣ ρR ∣∣Rj 〉. A sufficient condition for 〈∆¯〉 to stay constant is
R00 = 0, i.e., M > 0. Therefore, if the initial state satisfies R00 = 0 exactly, performing
the pre-processing stage does not change 〈∆¯〉, as noted in Ref [14]. We require Step 3 of
the protocol to ensure that
〈
R0
∣∣ ρ′′R ∣∣R0 〉 = 0. If this is the case, at the end of the protocol
we are left with the reference described by the same quality parameters R00 and 〈∆¯〉 as
at the beginning, and the reference ρ′′R is as good as ρR within the protocol.
Finally, because the state of the reference changes, its free energy can fluctuate. How-
ever, notice firstly that the reference has a Hamiltonian bounded from below, so for fixed
average energy it has a finite amount of free energy. Secondly, repeatability requires that
the reference can be used an arbitrary number of times and the performance of the pro-
tocol never changes. It is then easy to see that on average the free energy of the reference
cannot be extracted as work, as this would be incompatible with repeatability. In the
worst-case scenario the free energy change in the reference fluctuates around zero. To
show this let us denote by ∆FR,n the change in the free energy of the reference at the
n-th repetition of the protocol. The total free energy change of the reference after M
repetitions of the protocol satisfies
M∑
n=1
−∆FR,n ≤ F (ρR)− F (γR), (3.26)
where γR is the thermal state of the reference. Hence, the average change in the free
energy of the reference as M →∞ is
−∆FR := lim
M→∞
1
M
M∑
n=1
−∆FR,n = 0. (3.27)
Moreover, these fluctuations vanish in the limit of an unbounded reference 〈∆¯〉 → 1,
as then the entropy of the reference stays constant, while its average energy increases.
Therefore its free energy must increase at every step of the protocol.
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3.3 Fundamental limitations of coherence-to-work
conversion
We will now analyse how well the presented protocol does in terms of work extraction
from coherence. First, we will emphasise the limitations that arise due to the reference
being bounded, i.e., when we have access to limited coherence resources. More precisely,
we will explain why the use of a bounded reference does not allow one to extract (from
a state with coherence) an average amount of work equal to the free energy difference.
However, we will then also show that one can construct a series of bounded reference
states that come arbitrarily close to extracting the free energy ∆F (|ψ〉〈ψ|), with protocols
arbitrarily close to perfect repeatability. Thus, we will prove that in the limit of an
unbounded reference all coherence can be converted into work in a repeatable way. The
limiting case does not generate any entropy in the reference system and, being a reversible
transformation, is optimal.
3.3.1 Limitations of bounded references
In order to illustrate the limitations arising from using a bounded reference we will consider
a particular model of work extraction from coherence described in Refs. [67, 68]. It was
proven there that the free energy difference ∆F (ρ) can be extracted from a system ρ as
work if one allows for the use of operations that conserve energy only on average. Let us
briefly recall the protocol used to achieve this. Without loss of generality we can write
any state ρ as
∑
i pi |ψi〉〈ψi| with pi+1 ≤ pi. Let us also denote the Hamiltonian of the
system by H =
∑
i i |i〉〈i| with i+1 ≥ i. The protocol is composed of two stages. First,
the system ρ interacts with a weight system in a gravitational field via the unitary
Uav =
∑
i
|i〉〈ψi| ⊗ ΓEi , (3.28)
where ΓEi is the shift operator on the weight system that shifts it up in energy by
Ei = 〈ψi|H |ψi〉 − i. Since Uav is a unitary, the decrease in the average energy of the
system,
∑
i piEi, is interpreted as work performed on the weight system. The resultant
state ρ′ is incoherent and can be described by a probability vector p.
In the second step, work is extracted from the classical state p. In accordance with
Assumption 3.1, this process extracts ∆F (p). Hence, the extraction of the full free energy
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∆F (ρ) from a state ρ is equivalent to the possibility of extracting during the first step
the amount of work equal to
∆F (ρ)−∆F (p) = 1
β
S(ρ||D(ρ)) + ∆F (q)−∆F (p), (3.29)
where q is the probability vector describing the incoherent state D(ρ). This is equivalent
to extracting S(ρ||D(ρ))/β from the coherence of ρ (recall that this quantity is a known
measure of quantum coherence [80] that we will also study in Chapter 5). Hence, the
amount of work that needs to be extracted on average from the coherence of a quantum
state to achieve the free energy extraction limit for arbitrary quantum states is
Wcoh(ρ) =
1
β
S(ρ||D(ρ)). (3.30)
However, as Uav does not strictly conserve energy, it is not a free thermodynamic
operation. One can instead ask if it can be achieved by an energy-preserving unitary
V (Uav) on a larger system that exploits some ancillary system ρA. In other words, we are
looking for the energy-preserving unitary V (Uav) such that
E(ρ) := TrA
(
V (Uav)(ρ⊗ ρA)V (Uav)†
)
= Uav ρU
†
av. (3.31)
Due to the imposed constraints, the ancillary system ρA must carry quantum coherence. In
fact, if ρA were incoherent, then the left-hand side of Eq. (3.31) would be a time-translation
covariant quantum map (meaning that [E ,D] = 0) [61], whereas the right-hand side is
not.
Now the crucial point is that Eq. (3.31) cannot hold exactly unless ρA contains an
unbounded reference. If ρA is bounded, then the reduced evolution of ρ is not exactly
unitary and not all the energy change can be identified with work. To see this, first
assume that ρ is a pure state. This means that the mutual information of the final state
vanishes, I(ρSA) = 0. However, the only way this is possible is if V (Uav) = V1 ⊗ V2, and
further we would need V1 = Uav. But this is not possible, because from the fact that
V (Uav) is strictly energy-preserving we can prove that V1 and V2 must both be as well.
Similar reasoning can be applied for a mixed state ρ if we demand that the entropy of
the ancillary system should not increase. Hence, the right-hand side of Eq. (3.31) cannot
be a unitary if ρA contains only a bounded reference frame. In fact, Eq. (3.31) can only
hold as a limiting case of using a larger and larger coherence resource. In summary, the
framework of thermal operations and Assumption 3.1, together with identification of work
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with energy change during unitary processes, imply that without an unbounded reference
the work extraction protocol from Refs. [67, 68] cannot extract an amount of work equal
to ∆F (ρ) from a state with coherence.
The strength of this point is that we do not even need to require the repeatability of
the protocol using the same ancillary system. In fact, the argument is rather general. In
order to extract all the free energy from a state ρ one needs to transform it into a thermal
state. This cannot be achieved by only changing the energy spectrum of H, but also
requires the rotation of the energy eigenbasis, so that the system is incoherent at the end
of the transformation. This can be performed perfectly only with the aid of an unbounded
reference frame, because it involves unitaries that do not strictly conserve energy.5
3.3.2 Approaching free energy limit of work extraction
A key fact about the Carnot efficiency is that, despite being achieved only by ideal heat
engines that do not actually exist in nature, we can get arbitrarily close to it through
a sequence of real engines. In a similar spirit, we will now explain how to construct
a sequence of bounded references that can get arbitrarily close to the coherence-to-work
conversion limit set by Eq. (3.30). In other words, we will show that there exists a sequence
of bounded references that allow one to approach the ideal conversion with arbitrarily
high probability of success and with an arbitrarily small change in the reference quality
parameters. Moreover, the limiting case is reversible and thus Eq. (3.30) provides the
ultimate limit of converting coherence to average work.
After this non-technical summary of the main result of this section, let us now proceed
to a detailed and rigorous statement. We want to show how one can perform the pro-
tocol described in Sec. 3.2 to extract an amount of work arbitrarily close to the free
energy difference, ∆F (|ψ〉〈ψ|), while succeeding with arbitrarily high probability and
changing the quality of the reference by only a negligible amount. For simplicity, de-
fine f(x) = −x− h2(x)/β, where h2(x) = −x lnx− (1− x) ln(1− x) denotes the binary
entropy. Our claim can be now made technically precise with the following theorem:
5A useful point of view is also given by the theory of quantum reference frames and recovery maps [52,
81].
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Theorem 3.1: Approaching the ideal coherence to work conversion
Let ρR be an arbitrary reference state described by (〈∆¯〉,M). In the presence of
a thermal bath at inverse temperature β and if M is large enough, there exists a
protocol individually extracting from M copies of |ψ〉〈ψ| [given by Eq. (3.12)] an
average amount of work M〈W 〉, with
〈W 〉 ≥ ∆F (|ψ〉〈ψ|)− f(2p(1− p)(1− 〈∆¯〉))−O(M− 13 ). (3.32)
The probability of success psucc of the protocol is
psucc & [1− 2p(1− p)(1− 〈∆¯〉)]M , (3.33)
i.e., it approaches unity when M(1 − 〈∆¯〉) → 0. The protocol changes the quality
parameters of the reference as follows:
δM = 0, δ〈∆¯〉 ≤ 2
√
1− psucc. (3.34)
Before presenting the main steps of the proof of this theorem (the details of calculations
can be found in Appendix B), let us first comment on its scope. Note that the same
result holds when a reference (〈∆¯〉,M) is used a number of times M ′ < M , as long as
M ′  1 (this will be clear from the proof). In the case in which M ′ > M , we can apply
the Theorem every M uses of the reference. The changes in the quality parameters will
eventually sum up, but the theorem gives a bound on them. Also, it will be clear from
the proof that failure of the protocol implies a destruction of the coherence properties of
the reference.
The theorem is proven by constructing an explicit variation of the protocol introduced
in Sec. 3.2 and showing that it performs as claimed. Recall that by an energy conserving
unitary we can rotate |ψ〉〈ψ| around the z axis of the Bloch sphere. Hence, without loss
of generality, we can set ϕ = 0 in Eq. (3.12). We then perform Steps 1-2 of the protocol
described in Sec. 3.2 M times, i.e., individually processing each of M copies of |ψ〉〈ψ|
using a reference ρR described by (〈∆¯〉,M). The choice of ρR ensures that during this
process the reference state will have no population in the ground state, and so 〈∆¯〉 will
stay constant. Then, the final state of the reference is described, with probability pM1 , by
ρR,1 = A
M
1 ρRA
†M
1 /p
M
1 , where p1 = (1− 2p(1− p)(1− 〈∆¯〉)). Notice that having access to
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a reference described by parameters 〈∆¯〉 and M such that M(1−〈∆¯〉)→ 0, the probability
pM1 can be made arbitrarily close to 1. This happens because by taking 〈∆¯〉 close enough
to 1, we can get arbitrarily close to unitary evolution of a system state |ψ〉〈ψ| into a pure,
incoherent state |1〉〈1|. As the final state of the system is almost pure, the final joint
state of the system and the reference factorises and an arbitrarily small amount of entropy
is generated (the back-reaction on the reference is given by the Kraus operator A1 alone).
Next, we repump the reference M¯ + sσ4/3M times, where M¯ = Mp, σM =
√
Mp(1− p)
and s > 0. This guarantees that the reference has arbitrarily small population in states
{∣∣R0 〉 . . . ∣∣RM〉}, so that by performing a measurement we can project the reference to
a state ρ′′R with support on the subspace spanned by {
∣∣Ri 〉}i>M with arbitrarily high
probability (s fixes the confidence level, see Appendix B for details). More precisely,
after repeating Steps 1-2 of the protocol M times and repumping as explained above, the
reference is described by a state ρ′′R with probability
psucc ≥ [1− 2p(1− p)(1− 〈∆¯〉)]MEs(M1/6), (3.35)
where Es(x) = erf(sx/
√
2) and erf denotes the error function. The final state is given by
ρ′′R, described by (〈∆¯〉′′,M ′′), where M ′′ = M and
δ〈∆¯〉 := 〈∆¯〉′′ − 〈∆¯〉 ≤ 2
√
1− psucc ≤ 2
√
1− pM1 Es(M1/6). (3.36)
Notice that by taking s large enough (but finite) we can make the factor Es(M1/6) in
the previous two equations arbitrarily close to 1, Es(M1/6) ≈ 1. In the appropriately
chosen limit 〈∆¯〉 → 1 and M →∞ the quality parameters of the reference state are then
unchanged with probability 1. Let us also note that the cost of the measurement WE
described above is bounded by h2(psucc)/β (see Appendix B).
We have just shown that following the procedure above we can guarantee repeatability
with arbitrary confidence level. Hence, we now proceed to proving that it also allows for
extracting an average amount of work per system arbitrarily close to the free energy
difference ∆F (|ψ〉〈ψ|). To see this, note that after repeating the protocol on M copies
of |ψ〉〈ψ| we are left with M copies of a state D(ρ′) from Eq. (3.18) with (1 − q) given
by Eq. (3.22), (1− q) = 1− 2p(1− p)(1− 〈∆¯〉). This state is diagonal in the energy
eigenbasis and the average work 〈W˜ 〉 extracted from it is given by ∆F (D(ρ′)):
〈W˜ 〉 = 1 + 1
β
logZ − 2p(1− p)(1− 〈∆¯〉)− 1
β
h2(2p(1− p)(1− 〈∆¯〉)), (3.37)
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where as before h2(·) denotes the binary entropy. By choosing M large enough, we can
ensure that the extracted work is arbitrarily peaked around the average given by the
above equation (M can be bounded using the results of Ref. [11]). This ensures that
when we need to repump the reference, we actually have enough work to invest to do it.
The repumping costs M¯ + sσ4/3M units of extracted work and the cost of measurement WE
is independent from M . Hence, the net gain per processed copy of |ψ〉〈ψ| is given by
〈W˜ 〉 − (M¯ + sσ
4/3
M ) +WE
M
= 〈W 〉 −O
(
M−1/3
)
, (3.38)
where
〈W 〉 = ∆F (|ψ〉〈ψ|)− 2p(1− p)(1− 〈∆¯〉)− 1
β
h2(2p(1− p)(1− 〈∆¯〉)). (3.39)
Therefore, the deficit per copy scales as M−1/3 and by choosing M large enough it can be
made arbitrarily small. Moreover, the previous equation gives us the relation between the
quality of the reference and the average extracted work, showing that 〈W 〉 → ∆F (|ψ〉〈ψ|)
as 〈∆¯〉 → 1,M →∞, M(1− 〈∆¯〉)→ 0.
We conclude that it is possible, with arbitrarily large success probability, to extract an
amount of work arbitrarily close to the free energy change from a pure state with coher-
ence. Moreover, it can be achieved, while processing the states individually and properly
taking account of all the resources used, i.e., ensuring arbitrarily exact repeatability.
3.4 Extracting work with perfect repeatability and
bounded references
In the previous section we have shown how to extract an amount of work equal to the
free energy of a pure quantum state with coherence. However we allowed for
1. The limiting case of an unbounded reference, 〈∆¯〉 → 1.
2. An asymptotic protocol individually processing a large number M of copies of the
system.
These assumptions may be too strong if the reference itself is a microscopic system in-
volved in the thermodynamic processing, and their applicability to single-shot scenarios
91
Chapter 3. Work extraction from coherence
is excluded. What if we only want to process a small number of systems? This requires
us to go beyond the results of the previous section.
Moreover, even if we only want to release the first of the two assumptions, i.e., put a
bound on the coherence properties of the reference, we are still left with open questions.
In this case the general result stated by Theorem 3.1 is applicable, however the presented
work extraction protocol always entails a failure probability 1 − psucc that can lead to a
complete destruction of coherent properties of the reference. Even if this probability is
relatively small, we may not be willing to take this risk. Also, the reference inevitably
deteriorates, even if by a small amount bounded by Eq. (3.36). A crucial question is then:
are there work extraction protocols with 〈∆¯〉 < 1 such that δ〈∆¯〉 = 0 and psucc = 1? In
other words, can we extract work from coherence using a protocol that never fails and
gives back the reference with exactly the same quality parameters, even if the reference is
bounded?
Here we will construct such protocols for both average and single-shot work extraction.
These ensure perfect repeatability, but the price we pay is that the average amount of
extracted work is strictly smaller than the free energy difference and it is only possible
for 〈∆¯〉 above a certain threshold value ∆¯crit. In the case of single-shot work extraction
we show similarly that there exists a threshold over which the reference allows us to
outperform the single-shot protocol with no coherence. For clarity of the discussion, we
focus on the paradigmatic case of the class of states |γ〉〈γ| introduced in Eq. (3.14).
3.4.1 Average work extraction
In absence of an external source of coherence no work can be extracted from the state
|γ〉〈γ| on average [9, 13]. However, if we allow for a repeatable use of the reference, positive
work yield can be obtained. In order to achieve this, during Step 2 of the protocol we
perform average work extraction from the state D(ρ′) specified by Eq. (3.18). As D(ρ′) is
diagonal in the energy eigenbasis, by Assumption 3.1 we have that the average work yield
is given by the free energy difference ∆F (D(ρ′)) = ∆F (q). To ensure perfect repeatability
we repump the reference at each run, so that if 〈0| ρR |0〉 = 0, then 〈0| ρ′′R |0〉 = 0, and
the reference quality parameters do not change. The repumping requires a unit of work,
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Figure 3.3: Coherence boost to average work extraction from |γ〉. Work can be unlocked
from the coherence of the system using a reference that never deteriorates. The quality
of the reference, measured by 〈∆¯〉, must be bigger than some threshold value (boundary
of the gray region) to ensure 〈W 〉 > 0 (γ0 denotes the thermal occupation of the ground
state, γ0 = 1/Z). Over the threshold, the higher the quality the greater is the average
work yield from quantum coherence. Graph plotted for γ0 ∈ [0.55, 1] as 〈W 〉 diverges
when γ0 → 0.5, which corresponds to a heat bath at infinite temperature.
so that the work extracted on average during one run of the protocol is given by:
〈W 〉 = ∆F (q)− 1 = 1
β
(logZ − h2(q))− q, (3.40)
where Z = 1 + e−β is the partition function (recall that we have chosen 0 = 0 and 1 = 1,
so that γ0 = 1/Z). The connection between the properties of the reference and the work
yield, described above by q, is given by Eq. (3.22) with R00 = 0 and p = γ0, i.e.,
q = 2γ0(1− γ0)(1− 〈∆¯〉). (3.41)
In Fig. 3.3 we show how much work on average, 〈W 〉, can be unlocked through our
protocol as a function of the quality of the reference 〈∆¯〉 and the thermal occupation γ0 of
the ground state. The graph shows that the quality of the reference needs to be above a
certain threshold in order to get positive average work yield. As expected, the advantage
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is the most significant for low γ0, because the states |γ〉〈γ| and γ differ most in this case
(the amount of coherence to be unlocked is bigger), and because the heat bath has higher
temperature .
As already mentioned in Sec. 3.1, in the asymptotic regime of individually processing
large number of copies of |γ〉〈γ|, the fluctuations in the work yield, Eq. (3.40), become
negligible. Notice, however, that even if 〈W 〉 > 0 we may not be able to perform Step 3
every time, as the fluctuations around the average mean that we will not always have
enough work to invest in the repumping. To resolve this problem we can follow a strategy
analogous to the case of unbounded reference. That is, we repump after having extracted
work M times, where M is sufficiently large to neglect the fluctuations around 〈W 〉. The
protocol will be repeatable up to an arbitrarily small probability of failure, if the support
of the reference initially starts high enough in the energy ladder. It is important to stress,
however, that the “failure” in this case does not entail a destruction of the coherence
properties of the reference, as in Sec. 3.3.2. It only requires the investment of extra work
in order to ensure perfect repeatability.
3.4.2 Single-shot work extraction
Finally, we proceed to a single-shot protocol for an individual quantum state. This ver-
sion of the protocol does not assume possessing an unbounded reference nor it requires
asymptotic number of runs. In absence of an external source of coherence we can perform
ε-deterministic work extraction from |γ〉〈γ| – as |γ〉〈γ| is indistinguishable from γ, we can
extract logZ/β work with failure probability ε0 := (1− γ0) or (1 + logZ/β) with failure
probability γ0 [see Eq. 3.2 and Eqs. (1.36)-(1.37)]. We now note that while exploiting the
reference in a perfectly repeatable way, the failure probability ε0 for extracting logZ/β can
be decreased – and the higher the quality of the reference, the stronger the improvement.
To achieve this, during Step 2 of the protocol we perform ε-deterministic work extraction
from the state D(ρ′) specified by Eq. (3.18), in accordance with Assumption 3.1. With
probability (1− q) we extract 1 + logZ/β work and with probability ε˜ := q our protocol
fails. As we need one unit of work to repump the reference [see Eq. (3.19)], the net gain
is logZ/β. When the protocol fails (with probability q), the reference is returned in the
state ρ′R and one has to invest one unit of work to ensure repeatability.
In Fig. 3.4 we present the relative decrease in the failure probability achieved by our
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Figure 3.4: Coherence boost to single-shot work extraction from |γ〉. A reference used
in a repeatable way can exploit the quantum coherence of the system to decrease the
failure probability in single-shot work extraction. Similarly to the case of average work
extraction, the quality of the reference 〈∆¯〉 must be over some threshold value to lead
to any improvement (γ0 denotes the thermal occupation of the ground state). As 〈∆¯〉
increases, the relative change in the failure probability increases to 1, i.e., to the point
when the single-shot work extraction from the pure quantum state |γ〉 becomes fully
deterministic.
protocol as compared to work extraction from γ:
δε
ε0
=
ε0 − ε˜
ε0
= 1− 2γ0(1− 〈∆¯〉). (3.42)
We see that if the quality of the reference is high enough (the threshold value being
1− (2γ0)−1), the coherence content of |γ〉〈γ| can be exploited to provide an advantage in
the work extraction. In the limit of a very high quality (unbounded) reference, 〈∆¯〉 → 1,
the failure probability can be sent to zero, i.e., the work extraction from |γ〉〈γ| becomes
deterministic.
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In the previous two chapters we have studied the symmetry constraints on thermodynamic
processing of quantum states that arise from the fact that thermal operations are time-
translation covariant. However, as already discussed in Sec. 1.1 of Chapter 1, another
crucial property of thermal operations is that they preserve the thermal Gibbs state.
In order to better understand the consequences of this property, in this final chapter of
Part I we will focus solely on Gibbs-preserving maps. Thus, we will study only “entropic”
aspects of thermal operations – recall that GP operations form the biggest set of CPTP
maps that does not allow one to create a perpetuum mobile, and thus, in a sense, the
restriction of free operations to GP maps captures the very essence of the second law. Our
main aim will be to investigate the structural properties of the thermodynamic ordering
of states. This ordering (that we will rigorously define later) is induced by the laws of
thermodynamics on the system state space: whenever a state ρ can freely, i.e., without
any extra thermodynamic resources used, evolve to a state σ, then ρ precedes σ. In other
words, the ordering under scrutiny, which we will also refer to as the thermodynamic arrow
of time, is defined by thermal cones (recall Definition 1.1): states in the future thermal
cone T+(ρ) succeed ρ, whereas the ones in the past thermal cone T−(ρ) precede it.
In classical equilibrium thermodynamics the ordering of states is particularly simple.
A transformation from a state A to B is possible if and only if the final state has smaller
free energy than the initial one (as then no work has to be invested, see Sec. 1.2.4 of
Chapter 1). The ordering between equilibrium states is then fully specified by one function
and, therefore, we deal with a total order: either A can be freely transformed to B, or B
can be freely transformed to A. However, as we have seen in Sec. 1.2.2 of Chapter 1, the
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ordering that arises in the resource theory of thermodynamics between classical states is
much more complicated. Recall that to be able to transform a classical state p into q, it
is required that a whole family of α-Re´nyi divergences, Sα(p||γ), has to decrease. Hence,
we deal with a partial order, as not every two states are comparable, i.e., it may happen
that neither p can be transformed to q, nor the other way round.
Here, instead of studying the ordering induced by GP maps for a particular state, we
will focus on the global properties of the thermodynamic arrow of time. More precisely,
a partial order is a very general structure, studied within the field of mathematics known
as order theory, defined as follows:
Definition 4.1: Partial order and preorder
A partial order is a binary relation  over a set S that satisfies for all s1, s2, s3 ∈ S
the following three conditions:
1. Reflexivity: s1  s1.
2. Transitivity: if s1  s2 and s2  s3 then s1  s3.
3. Antisymmetry: if s1  s2 and s2  s1 then s1 = s2.
Binary relations satisfying only the first two properties are known as preorders and
are usually denoted by %.
Being such a broad and general concept, it seems natural to ask whether thermodynamic
ordering has a more rigid and specific structure. Inspired by order-theoretic studies we
will focus on a special kind of partial order known as a lattice1 and interpret it from
a thermodynamic perspective. We will show that in the infinite temperature limit the
thermodynamic arrow of time actually reflects the structure of a lattice, but it is lost
in the classical regime at finite temperatures. Surprisingly, however, we will also prove
that in the simplest quantum scenario of a two-dimensional system, the lattice structure is
preserved at finite temperatures. This suggests that coherence can play a role in providing
structure to the thermodynamic arrow of time.
1It is interesting to note that the order-theoretic concept of a lattice has been used in physics before
to study the structure of quantum logic [82].
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4.1 Order theory
We will start by introducing the necessary concepts from the field of order theory, so
that we can investigate the structure of thermodynamic ordering more rigorously. As the
considerations from this section can be applied to both classical states (represented by
probability distributions), as well as to general quantum states, for the clarity of discussion
we will just restrict to the latter generic case. To obtain classical statements one simply
needs to replace a density matrix ρ ∈ Sd with a probability vector p ∈ Pd and a GP
quantum channel E with a GP stochastic matrix Λ.
4.1.1 Partial order
Since the identity operation is a Gibbs-preserving CPTP map and a composition of two
GP operations is also GP, we have that ρ ∈ T±(ρ) and
(ρ ∈ T±(σ) and σ ∈ T±(τ))⇒ ρ ∈ T±(τ).
Hence, the relation of one state belonging to a thermal cone of another state is reflexive
and transitive. Thus, the set of all past thermal cones induces a preorder %− “oriented
along” the thermodynamic arrow of time, i.e., ρ precedes σ, ρ %− σ, if ρ ∈ T−(σ). On the
other hand the set of all future thermal cones induces a preorder %+ “oriented against”
the thermodynamic arrow of time, i.e., ρ precedes σ, ρ %+ σ, if ρ ∈ T+(σ). As these
two preorders are dual, meaning that ρ %+ σ is equivalent to σ %− ρ, without loss of
generality we will focus only on the preorder %− oriented along the thermodynamic arrow
of time and simply denote it by %. In other words, instead of writing ρ ∈ T−(σ) we can
write ρ % σ, meaning that ρ precedes σ in the thermodynamic preorder.
For two states ρ and σ it may happen that ρ % σ and σ % ρ. We then say that ρ and
σ are reversibly interconvertible under GP operations and denote it by ρ ∼ σ. Since the
relation ∼ is reflexive, transitive and symmetric, it is an equivalence relation and thus the
set of states that are reversibly interconvertible forms a thermodynamic equivalence class.
Using thermodynamic equivalence classes we can simplify thermodynamic preorders in the
following way. Instead of considering the ordering between all states, we can restrict our
study to the ordering between single representatives of each thermodynamic equivalence
class. This results in promoting the thermodynamic preorder % into a partial order 
(not to be confused with majorisation, which is just a particular example of a partial
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order), which has an additional property of being antisymmetric, i.e., if ρ  σ and σ  ρ
then ρ = σ. Let us explain this construction with the use of the following example:
Example 4.1: Thermodynamic equivalence class
Consider a qubit system described by a Hamiltonian H = σz prepared in a general
state with Bloch vector r = (r cosφ, r sinφ, z). Since a unitary U(t) = e−iHt, map-
ping r to r′ = (r cosφ′, r sinφ′, z), is a reversible GP map, states with fixed r and
z belong to the same thermodynamic equivalence class. Hence, we can focus only
on one representative of each class parametrised by r and z, e.g., with φ = 0 (see
Figure 4.1: Decomposition of preorder into partial order between equivalence classes. (a)
States on the unitary orbit generated by U(t) = e−iHt are all reversibly interconvertible
under GP transformations, as U(t) is GP. Hence, if a state ρ can thermodynamically
evolve to σ then any state U(t)ρU †(t) can evolve to any state U(t′)σU †(t′). Thus, without
loss of generality one can only study the ordering between single representatives of each
orbit. (b) States that are reversibly interconvertible by GP operations can be thought of
as living in a plane “perpendicular” to the thermodynamic arrow of time, i.e., members
of a thermodynamic equivalence class are at the same stage of the evolution towards
equilibrium. The thermodynamic ordering of states is then given by the partial order
between planes.
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Fig. 4.1).
In fact we have just used a standard procedure that allows one to decompose any pre-
order % on a generic set S into a partial order  between equivalence classes (subsets of S
with elements connected via an equivalence relation ∼). Let us summarise this section
by stating a formal definition of thermodynamic ordering:
Definition 4.2: Thermodynamic ordering
Consider a preorder % on the set Sd of quantum states defined by a relation of
belonging to the past thermal cone, i.e., ρ % σ if and only if ρ ∈ T−(σ). Identify
each set of states that are reversibly interconvertible via a GP map, i.e., ρ % σ
and σ % ρ, with a thermodynamic equivalence class ∼. Thermodynamic ordering
is a partial order  between those equivalence classes, i.e., a partial order on the
quotient set Sd/ ∼.
4.1.2 Lattice
We will now provide a definition and interpret a special kind of partial order: a lat-
tice. However, before we can do it we first need to introduce a few more notions, which
are illustrated in Fig. 4.2. For any two states ρ and σ let us introduce a set of states
T−(ρ, σ) = T−(ρ) ∩ T−(σ), i.e., the set of all states whose future thermal cones contain
both ρ and σ. The thermodynamic interpretation of T−(ρ, σ) is that of a set of states
in the past that are allowed by the thermodynamic arrow of time to evolve both into ρ
and σ at present. Similarly, let us introduce a set of states T+(ρ, σ) = T+(ρ) ∩ T+(σ), i.e.,
the set of all states whose past thermal cones contain both ρ and σ. Thermodynamically
T+(ρ, σ) is the set of states in the future that are allowed by the thermodynamic arrow of
time to be reached from both ρ and σ at present.
Now, if there exists τ− ∈ T−(ρ, σ) such that for all τ ∈ T−(ρ, σ) we have τ  τ−
then τ− is called the join of ρ and σ and is usually denoted by ρ ∨ σ. The notation is
justified by the fact that T+(τ−) is the smallest thermal cone that contains T+(ρ) ∪ T+(σ).
Thermodynamically we can interpret the join of ρ and σ as the unique state in the past
that is consistent both with ρ and σ at present, as well as with all possible joint pasts
of ρ and σ. The join can also be seen as the extremal moment in the past evolution, at
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Figure 4.2: Visualising the join and meet. (a) The intersection of past thermal cones of ρ
and σ, denoted by T−(ρ, σ), is a set of states that can thermodynamically evolve to both
ρ and σ. The join ρ ∨ σ is the unique state belonging to T−(ρ, σ) that can be thermo-
dynamically reached from all states in T−(ρ, σ). (b) The intersection of future thermal
cones of ρ and σ, denoted by T+(ρ, σ), is a set of states that can be thermodynamically
reached from both ρ and σ. The meet ρ∧σ is the unique state belonging to T+(ρ, σ) that
can thermodynamically evolve to all states in T+(ρ, σ).
which the system has to “decide” whether to evolve into ρ or σ.
Similarly, if there exists τ+ ∈ T+(ρ, σ) such that for all τ ∈ T+(ρ, σ) we have τ+  τ
then τ+ is called the meet of ρ and σ and is usually denoted by ρ ∧ σ. Again, the
notation is justified by the fact that T+(τ+) is the biggest thermal cone that is contained
in T+(ρ) ∩ T+(σ). Thermodynamically the meet of ρ and σ is the unique state in the
future that is consistent both with ρ and σ at present, as well as with all possible joint
futures of ρ and σ. The meet can also be seen as the extremal moment in the future
evolution, after which the system “forgets” whether it evolved from ρ or σ, as its state is
consistent with both pasts.
Definition 4.3: Thermodynamic lattice
The thermodynamically ordered set of quantum states (Sd,) forms a thermody-
namic lattice if for every pair of states ρ, σ ∈ Sd there exists a join and meet.
The existence of a thermodynamic lattice would not only bring a new understanding of
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the thermodynamic arrow of time (with a unique consistent future and past for each subset
of states), but could also allow us to use new algebraic tools to study thermodynamics.
Namely, if (Sd,) forms a thermodynamic lattice, then it can be fully described as an
algebraic structure (Sd,∨,∧) consisting of a set of quantum states Sd and two binary
operations ∨ and ∧ satisfying the following axioms for all ρ, σ, τ ∈ Sd:
ρ ∨ σ = σ ∨ ρ, (4.1a)
ρ ∨ (σ ∨ τ) = (ρ ∨ σ) ∨ τ (4.1b)
ρ ∨ (ρ ∧ σ) = ρ, (4.1c)
and another three obtained from the above by exchanging ∨ with ∧. In Fig. 4.3 we present
examples of partial orders that do and do not form a lattice.
4.2 Ordering of classical states
We are now ready to analyse the structure of the thermodynamic ordering of states. We
will start with classical states described by probability distributions p ∈ Pd, considering
separately the infinite temperature limit, β → 0, and the case of finite temperatures. The
former can also be thought of as an information-theoretic limit, because with energy states
all being degenerate, negentropy (or information) is the only thermodynamic resource. In
this case, as we will show, the thermodynamic arrow of time exhibits the structure of a
lattice (known as the information lattice [83]). However, we will also prove that as soon as
different energy states become distinct, the lattice structure is broken within the classical
theory.
4.2.1 Infinite temperature and a lattice structure
As discussed in Sec. 1.2.2 of Chapter 1 in the infinite temperature limit a classical state p
can be transformed into q if and only if p majorises q (recall Definition M3). Within the
space of d-dimensional probability distributions Pd, majorisation forms a preorder, not a
partial order, because for two probability distributions p and q that are connected by a
permutation, q = Πp, we have p majorising q and q majorising p, but p 6= q. However,
if we identify all probability distributions that are connected by some permutation (which
is a reversible bistochastic map) with an equivalence class, we arrive at a partial order
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Figure 4.3: Examples of lattice and non-lattice partial orders. Partially ordered sets can
be represented by their Hasse diagrams: an arrow from a to b denotes a  b. (a) The
power set of any set A forms a lattice under the partial order induced by subset inclusion.
The join and meet are given by set union and intersection, respectively. Here we choose
a three-element set A = {x, y, z}. (b) Natural numbers partially ordered by divisibility,
i.e., a  b if and only if b is a divisor of a, form a lattice. The join and meet are given
by the operations of taking the least common multiple and greatest common divisor,
respectively. Here we present a sublattice of divisors of 30. (c) A set {a, b, c, d, e, f} with
partial ordered defined by the presented Hasse diagram does not form a lattice. Although
b and c have common upper bounds d, e, and f , neither of them is a join, i.e, the least
upper bound.
between those equivalence classes. It is known that majorisation partial order forms a
lattice: for any two probability distributions, p and q, there exists meet p ∧ q and join
p ∨ q. Here we will provide their construction as described by the authors of Ref. [83].
The meet is given by a probability vector l with components given by
li = min
{
i∑
j=1
p↓j ,
i∑
j=1
q↓j
}
−min
{
i−1∑
j=1
p↓j ,
i−1∑
j=1
q↓j
}
. (4.2)
To explain why this is the case, let us use thermo-majorisation curves in the limit of
infinite temperatures (recall Definition M7), that we will simply refer to as majorisation
curves. Such curves, fp and fq, consist of linear segments connecting points (i,
∑i
j=1 p
↓
j)
for i ∈ {0, . . . , d}, and analogously for q. Now, the condition p  q is equivalent to
fp ≥ fq everywhere. Hence, for the meet, l = p∧q, its majorisation curve fl must be the
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Figure 4.4: Meet of a majorisation lattice. Majorisation curves fp and fq (solid
lines) for p = 1
100
(60, 15, 15, 10) and q = 1
100
(50, 25, 20, 5), together with their meet
p ∧ q = 1
100
(50, 25, 15, 5) (given by the line consisting of triple-crossed segments).
“maximal” curve lying below both fp and fq. The expression in Eq. (4.2) ensures that,
as the resulting majorisation curve fl is equal to min{fp, fq} at each point. We illustrate
this for exemplary probability vectors in Fig. 4.4.
The join p∨q can be constructed with the use of the following algorithm. First, define
a probability vector g(0) with components given by
g
(0)
i = max
{
i∑
j=1
p↓j ,
i∑
j=1
q↓j
}
−max
{
i−1∑
j=1
p↓j ,
i−1∑
j=1
q↓j
}
. (4.3)
Now, the iterative application of the following transformation on g(k) results in p ∨ q in
no more than d − 1 steps. Start with k = 0. Denote by n ≥ 2 the smallest integer such
that g(k)n > g
(k)
n−1 and by m ≤ n− 1 the greatest integer such that
g
(k)
m−1 ≥
∑n
i=m g
(k)
i
n−m+ 1 := ak. (4.4)
Define g(k+1) by setting its components g(k+1)i = ak for i ∈ {m. . . n} and g(k+1)i = g(k)i
otherwise. Repeat until for some k′ the vector g(k
′) has components ordered in a decreas-
ing order. The join p ∨ q is then given by g(k′). The procedure just described starts
similarly to the one used to define meet: we introduce a state g(0), whose majorisation
curve is the “minimal” curve lying above both fp and fq, i.e., fg(0) is equal to max{fp, fq}
at each point. The problem is that the resulting curve may not be concave, and since
the majorisation curve is constructed from the components arranged in a decreasing or-
der, each such curve must be concave. What the described algorithm does to overcome
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Figure 4.5: Join of a majorisation lattice. Majorisation curves fp and fq (solid lines) for
p = 1
100
(60, 15, 15, 10) and q = 1
100
(50, 25, 20, 5), together with the curve corresponding
to g(0) = 1
100
(60, 15, 20, 5) from Eq. (4.3) (given by the line consisting of triple-crossed
segments). This curve is not concave, since g(0) is not arranged in the decreasing order.
Hence, in order to obtain the join p ∨ q, one needs to “smooth” the curve between the
points i = 1 and i = 3 (dashed black line).
this problem, is to identify points at which the curve breaks concavity, and “smooth” it
over sufficient number of points to guarantee concavity. We illustrate this for exemplary
probability vectors in Fig. 4.5.
4.2.2 Finite temperatures and a broken lattice structure
We will now first show that in the simplest case of a two-level system the partial order
induced by thermo-majorisation on the full state space P2 does not form a lattice. Then
we will present how to generalise this result for d > 2. However, we will also prove
that a lattice structure is preserved within subspaces of Pd containing probability vectors
belonging to the same β-ordering (recall Definition M6). In other words, for two states p
and q belonging to the same β-ordering, there may be many incomparable “candidate”
states for meet and join; but within the subset consisting only of probability vectors with
the same β-ordering as p and q, the meet and join will be defined uniquely.
For any given two-dimensional thermal state γ = (γ0, 1 − γ0) with γ0 6= 1/2, let us
choose two states, p = (p, 1− p) and q = (q, 1− q), with
p =
1 + γ0
2
≥ γ0, q = 2γ0 − 1
γ0
≤ γ0. (4.5)
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We will prove that there does not exist a join for these two states. A generic two level
system is described by r = (r, 1 − r). It is easy to verify that for r ≥ γ0 the only state
that thermo-majorises both p and q is given by r = 1. On the other hand, for r ≤ γ0
we get that r thermo-majorises both p and q if r ≤ γ0/2. Among these states the ones
with r < γ0/2 thermo-majorise the one with r = γ0/2. Hence, we are left only with two
candidates for the join of p and q, namely (1, 0) and (γ0/2, 1−γ0/2). By direct inspection
we find that those states are incomparable under thermo-majorisation partial order, so
no join exists and we do not have a lattice structure. In a similar fashion one can prove
that there always exists states p and q for which no meet exists [for example by choosing
p = (3 + γ0)/4 and q = (γ20 + 2γ0 − 1)/(4γ0)].
Let us now consider two d-dimensional probability distributions p = (0, . . . , 0, p, 1− p)
and q = (0, . . . , 0, q, 1− q), i.e., classical states with only the two highest energy levels
d−1 and d occupied. For simplicity let us assume that these two energy levels are non-
degenerate. This simplifying assumption allows us to map a d-dimensional problem to
a two-dimensional one, showing that thermo-majorisation does not have the structure
of a lattice for d > 2. Let us now choose p ≥ γd−1
γd+γd−1
and q ≤ γd−1
γd+γd−1
. This way the
corresponding thermo-majorisation curves fp and fq (see Fig. 4.6 and Definition M7) will
consist of linear segments joining the following points:
fp : {(0, 0), (γd−1, p), (γd + γd−1, 1)}, (4.6a)
fq : {(0, 0), (γd, 1− q), (γd + γd−1, 1)}. (4.6b)
We will now try again to find a candidate state for the join of p and q. We first note
that any state r that has non-zero occupation in at least two levels that are not the highest
energy levels, let say i and j, does not thermo-majorise either p or q. This is because the
thermo-majorisation curve of such a state can only reach 1 at γi+γj, which is bigger than
γd + γd−1, and hence fr will not lie above either fp or fq. Let us now focus on the states
r(i) that have a single non-zero entry at i-th position for i ∈ {1, . . . , d− 2}. The thermo-
majorisation curve fr(i) of such state at a point γd−1 will take the value γd−1/γi < 1.
Hence, the curve fr(i) will not lie above fp as long as p > maxi γd−1/γi = γd−1/γd−2. The
choice
p =
1 + max
(
γd−1
γd−2
, γd−1
γd+γd−1
)
2
(4.7)
guarantees this, as well as the consistency with the initial assumption p ≥ γd−1
γd+γd−1
. Thus
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Figure 4.6: Thermo-majorisation order is not a lattice. Thermo-majorisation curves fp
and fq (solid lines), together with the candidates for the join p ∨ q, i.e., optimal curves
(plotted with dashed lines) thermo-majorising both p and q. Satisfying the inequalities
given by Eq. (4.8) guarantees that: 1. fq > fp at γd; 2. fq < fp at γd−1; 3. Point A lies
below 1, which results in the existence of two incomparable candidates for p ∨ q.
the only candidate states for the join of p and q are of the form r = (0, 0, . . . , 0, r, 1− r).
But this is exactly a two-level case discussed before and, using the same reasoning, one
can show that for any p and q, consistent with our initial assumptions, the choice of q
satisfying
γd
γd−1
p < (1− q) < min
(
γd
γd−1
, 1− γd−1
γd
(1− p)
)
, (4.8)
guarantees that no join for p and q exists. The first inequality on the left guarantees that
fq will be above fp at the point γd (refer to Fig. 4.6). For (1− q) being smaller than the
second argument of the minimum guarantees that fq will be below fp at the point γd−1.
Hence, p and q are incomparable. Finally, ensuring (1− q) to be smaller than the first
argument of the minimum guarantees that there exist exactly two candidates for a join
of p and q and that these are incomparable.
A careful reader would have noticed that in our two-dimensional example we have
γ0 = 1/2 not only for infinite temperatures, but also at finite temperatures if the two
energy levels are degenerate. More generally, the transformations within any degenerate
subspace are governed by the same rules as the infinite temperature limit from the previous
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section.2 Hence, the lattice structure arises within subspaces of states whose energies
cannot be distinguished. But degenerate energy subspaces are not the only ones in which
the lattice structure can be preserved, as there exist subspaces of Pd in which thermo-
majorisation is effectively described by majorisation. These consist of probability vectors
that belong to the same β-ordering, i.e., the same permutation matrix rearranges their
Gibbs-rescaled versions into a decreasing order (recall Definition M6). To see this, consider
two probability vectors p and q with the same β-ordering that we will denote by β1. Let
us also denote by γβ1 the β1-ordered version of the thermal Gibbs state γ. Now, the
extremal points of the segments that constitute thermo-majorisation curves fp and fq
will have the same x coordinates: xi =
∑i
j=1 γ
β1
j . Hence, to verify if one curve lies above
the other, one only needs to compare their y coordinates. This means that p thermo-
majorises q if and only if pβ1  qβ1 , where  denotes standard majorisation. This allows
us to use a slightly modified version of the construction presented in Sec. 4.2.1 to find the
meet and join. Meet is given by Eq. (4.2) simply by replacing the entries of p arranged
in a decreasing order with the β1-ordered entries (and similarly for q). To verify that
the resulting probability vector is β1-ordered, note that its thermo-majorisation curve is
concave. To find the join we also replace decreasing order with β1-ordering in Eq. (4.3),
and modify the described iterative procedure in the following way. We define n as the
smallest integer such that g(k)n /γβ1n > g
(k)
n−1/γ
β1
n−1, and by m the greatest integer satisfying
g
(k)
m−1
γβ1m−1
≥
∑n
i=m g
(k)
i∑n
i=m γ
β1
i
:= bk. (4.9)
Finally, we define g(k+1) by setting its components g(k+1)i = bkγ
β1
i for i ∈ {m. . . n} and
g
(k+1)
i = g
(k)
i otherwise. The role of this modified procedure is the same as in Sec. 4.2.1:
to ensure that the thermo-majorisation curve of the resulting join p∨q is concave, which
also guarantees that p ∨ q is β1-ordered.
As a final remark, let us notice that in the infinite temperature limit states connected
by a permutation are reversibly interconvertible, and so they belong to the same thermal
equivalence class. Hence, when we speak of a join r = p∨q, it is unique only because states
r and Πr, where Π denotes arbitrary permutation, are equivalent. At finite temperature,
however, this permutation invariance is broken and so is the the uniqueness of join and
2Also, an important point to note is that if some energy states are degenerate, then thermo-
majorisation actually forms a preorder. It can be replaced with a partial order only once we identify all
states connected via a permutation between degenerate states with corresponding equivalence classes.
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meet. It is preserved only if we restrict our considerations to a particular class of states
described by the same β-ordering.
4.3 Ordering of quantum states
Let us now proceed to analysing the structure of the thermodynamic ordering of quantum
states. In the infinite temperature limit we will show that, similarly to the classical case,
we are dealing with a lattice structure. This could be expected as in this limit the unitary
operations are GP and, since unitaries are reversible, for every state with coherence there
exists a diagonal (classical) state belonging to the same thermodynamic equivalence class.
Therefore, the quantum and classical states share the same structure of thermodynamic
ordering.
The situation becomes much more complicated at finite temperatures. In fact, the set
of states that a given state ρ ∈ Sd can be mapped to via a GP map has not been explicitly
found for any dimension d. Therefore, we solve this problem in the simplest case of d = 2
and provide future thermal cones T+(ρ) for all states ρ ∈ Sd. This will allow us to prove
that the thermodynamic arrow of time for qubit systems exhibits a lattice structure. This
contrast with a classical two-level system provides evidence that coherence may play an
important role in thermodynamics by adding structure to the thermodynamic ordering of
states. However, whether the lattice structure persists beyond the qubit case for d ≥ 3
remains an open question for future investigation.
4.3.1 Infinite temperature and a lattice structure
In the infinite temperature limit the Gibbs state is the maximally mixed state γ = I/d.
Hence, GP maps are replaced by unital maps E(I) = I. The existence of a unital map E
satisfying E(ρ) = σ is equivalent to the spectrum of ρ majorising the spectrum of σ. This
is due to the fact that the set of unital maps contains all unitaries, so that ρ and σ can be
brought to a diagonal form in the same basis, and then the transformation between two
diagonal states via a unital CPTP map is described by a bistochastic matrix. Thus, the
problem can be mapped to the one discussed in the previous section. The slight difference
only lies in thermodynamic equivalence classes. Namely, in the classical case these were
composed of probability vectors connected via a permutation, whereas in the quantum
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case these are composed of density matrices connected via a unitary. Regardless of this
difference, the partial order between density matrices modulo unitaries forms a lattice.
4.3.2 Finite temperatures: qubit evidence for a lattice structure
We will consider a generic qubit system described by a Hamiltonian H = 1 |1〉〈1|. Let
us denote a thermal state of such a system with respect to inverse temperature β by
γ = e−βH/Z, where as usual Z = Tr
(
e−βH
)
. In what follows we will describe qubit states
ρ, ρ′ and a thermal state γ using the Bloch sphere representation,
ρ =
I+ rρ · σ
2
, (4.10)
where σ = (σx, σy, σz) denotes the vector of Pauli matrices. The Bloch vectors will be
parametrised in the following way:
rρ = (x, y, z), rρ′ = (x
′, y′, z′), rγ = (0, 0, ζ), (4.11)
where ζ = 2Z−1 − 1 ≥ 0.
The following theorem, which may be of independent interest (as it provides geometric
characterisation of the family of qubit CPTP maps with a given fixed point), specifies the
necessary and sufficient conditions for the existence of a GP quantum channel between
generic qubit states ρ and ρ′:
Theorem 4.1: Existence of a GP transformation between qubit states
Given two qubit states ρ and ρ′ there exists a GP quantum channel E such that
E(ρ) = ρ′ if and only if R±(ρ) ≥ R±(ρ′) where R±(ρ) = δ(ρ)± ζz and
δ(ρ) :=
√
(z − ζ)2 + (x2 + y2)(1− ζ2), (4.12)
with analogous (primed) definitions for ρ′.
The future thermal cone T+(ρ) of any qubit state ρ can be found as a corollary of the
above theorem:
Corollary 4.2: Future thermal cone of a qubit system
Consider a generic qubit state ρ and orient the Bloch sphere so that its xz plane
coincides with the plane containing ρ and a thermal state γ, i.e., rρ = (x, 0, z).
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Define two disks, D1(ρ) and D2(ρ) with corresponding circles C1(ρ) and C2(ρ), of
radii
R1(ρ) =
R−(ρ) + ζ2
1− ζ2 , R2(ρ) =
R+(ρ)− ζ2
1− ζ2 , (4.13)
centred at
z1(ρ) = [0, 0, ζ(1 +R1(ρ))], z2(ρ) = [0, 0, ζ(1−R2(ρ))]. (4.14)
Then the set of qubit states that a state ρ can be mapped to by a GP quantum
channel is given, in the Bloch sphere, by the region obtained from revolving the
intersection D1(ρ) ∩ D2(ρ) around the z axis. In other words, it is given by the
intersection of two balls of radii R1(ρ) and R2(ρ) centred at z1(ρ) and z2(ρ).
Figure 4.7: Future thermal cones for qubits (GP operations). A general qubit state ρ
and a thermal state γ with rγ = (0, 0, 0.5) presented in the Bloch sphere. The disk
D1(ρ) corresponds to a set of states {σ} with R−(σ) ≤ R−(ρ), whereas the disk D2(ρ)
correspond to a set {σ} with R+(σ) ≤ R+(ρ). The equalities are obtained at the edges
of the disks, i.e., on circles C1(ρ) and C2(ρ). The set of states ρ can be mapped to via a
GP quantum channel is given by the intersection D1(ρ) ∩D2(ρ) (which can also be freely
revolved around the z axis). (a) A mixed state with rρ = (0.4, 0, 0.6). (b) A pure state
with rρ = (0.6, 0, 0.8).
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The proof of the above results is based on the Alberti-Uhlmann theorem [84] and can be
found in Appendix C. We illustrate the statement of Corollary 4.2 in Fig. 4.7. Let us also
briefly discuss a few particular cases. For every pure state ρ we have x2 + y2 + z2 = 1,
which results in R+(ρ) = 1 and R−(ρ) = 1 − 2zζ. Hence, pure qubit states are totally
ordered by the value of z: the top state is described by a Bloch vector (0, 0,−1), and the
bottom one by (0, 0, 1). For every incoherent state ρ one of the disks, D1(ρ) or D2(ρ),
is always contained within the other. Hence, for an incoherent state ρ with z ≥ ζ the
future thermal cone is given by D1(ρ), whereas when z ≤ ζ it is given by D2(ρ). Finally,
note that when ζ = 0, i.e., we consider the infinite temperature limit, both disks are
centred at the origin and have the same radius equal to the length of rρ. We thus recover
the majorisation result, as the spectrum of the state ρ majorises that of ρ′ if and only if
rρ ≥ rρ′ .
We are now ready to state the anticipated result that the thermodynamic ordering of
qubit states at finite temperatures, unlike the ordering of classical states of a two-level
system, forms a lattice. Fig. 4.8 serves as na illustration of the following theorem:
Theorem 4.3: Thermodynamic lattice for qubits
The thermodynamically ordered set of qubit states forms a lattice. The partially
ordered thermodynamic equivalence classes consist of states connected via a unitary
conjugation with U = exp−iHt. For two distinct equivalence classes consider their
representatives, ρ and ρ′, lying in the xz plane of the Bloch sphere with x ≥ 0. The
join and meet of ρ and ρ′ are defined as follows. Introduce
ρmaxm = arg max{Rm(ρ), Rm(ρ′)}, (4.15a)
ρminm = arg min{Rm(ρ), Rm(ρ′)}, (4.15b)
for m ∈ {1, 2}. The join is then given by a state lying in the Bloch sphere at the in-
tersection of two circles C1(ρmax1 ) and C2(ρ
max
2 ), and the meet is defined analogously
by replacing max with min.
Proof. First of all, we can restrict our considerations to states lying in the xz plane of the
Bloch sphere with Bloch vectors (x, 0, z) and (−x, 0, z) being equivalent. Now, assume
that two states, ρ and ρ′, are comparable, ρ  ρ′. Then, by Theorem 4.1 and Corollary 4.2,
the two disks D1(ρ′) and D2(ρ′) are fully contained inside D1(ρ) and D2(ρ). As a result
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Figure 4.8: Thermodynamic lattice for qubits. A thermal state γ and two states ρ and ρ′
presented in the Bloch sphere. (a) States described by rρ = (0.4, 0, 0.6), rρ′ = (0.3, 0, 0.2),
rγ = (0.0, 0, 0.5). The join Ω of ρ and ρ′ lies at the intersection of C1(ρ′) and C2(ρ),
whereas their meet ω lies at the intersection of C1(ρ) and C2(ρ′). (b) States described by
rρ = (0, 0,−0.8), rρ′ = (0.4, 0, 0.4), rγ = (0.0, 0, 0.2). The join Ω of ρ and ρ′ lies at the
intersection of C1(ρ) and C2(ρ) (which coincides with ρ), whereas their meet ω lies at the
intersection of C1(ρ′) and C2(ρ′) (which coincides with ρ′).
ρmax1 = ρ, ρ
max
2 = ρ, ρ
min
1 = ρ
′ and ρmin2 = ρ
′. Hence, the join is given by ρ and the meet by
ρ′, consistently with the fact that for every lattice if ρ  ρ′ then ρ ∨ ρ′ = ρ and ρ ∧ ρ′ = ρ′.
Now, let us consider the case when ρ and ρ′ are incomparable, i.e., neither ρ  ρ′ nor
ρ′  ρ. Then without the loss of generality we have R+(ρ) > R+(ρ′) and R−(ρ) < R−(ρ′).
Consider a set states T−(ρ, ρ′) whose future thermal cones contain both ρ and ρ′. Accord-
ing to Theorem 4.1, τ ∈ T−(ρ, ρ′) if and only if R+(τ) ≥ R+(ρ) and R−(τ) ≥ R−(ρ′). Now,
if there existed a state Ω such that R+(Ω) = R+(ρ) and R−(Ω) = R−(ρ′) it would clearly
be a join ρ ∨ ρ′. This is because one could reach both ρ and ρ′ from Ω and also Ω itself
could be reached from any τ ∈ T−(ρ, ρ′). We will now prove that such a state Ω exists for
any choice of incomparable states ρ and ρ′. The condition R+(Ω) = R+(ρ) means that
Ω ∈ C2(ρ), whereas the condition R−(Ω) = R−(ρ′) means that Ω ∈ C1(ρ′). Hence, such a
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state exists if and only if the circles C2(ρ) and C1(ρ′) intersect (see Fig. 4.8). To prove
this first note that a thermal state γ is contained inside both circles [straightforward from
Eqs.(4.13)-(4.14)]. This means that either the circles intersect or one is fully contained
inside the other. However, the latter is not possible, because a circle C2(ρ) contains a
point ρ that is inside C1(ρ′); and a circle C1(ρ′) contains a point ρ′ that is inside C2(ρ).
We thus conclude that the circles C2(ρ) and C1(ρ′) do intersect and that a state Ω lying
at their intersection is a join ρ ∨ ρ′.
Analogously, if a state ω exists such that R+(ω) = R+(ρ′) and R−(ω) = R−(ρ), then
it would be a meet ρ ∧ ρ′. The existence of such state is equivalent the circles C1(ρ) and
C2(ρ
′) intersecting. Again, the state γ is contained in both circles, so that they either
intersect or one is contained inside the other. The latter is impossible, because a circle
C1(ρ) contains a point ρ that is outside C2(ρ′); and a circle C2(ρ′) contains a point ρ′ that
is outside C1(ρ). Hence, the circles C1(ρ) and C2(ρ′) do intersect and that a state ω lying
at their intersection is a meet ρ ∧ ρ′.
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Uncertainty relations
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In Chapter 5 we study uncertainty relations for mixed states, when some of our inability
to make perfect predictions is actually classical. We are interested in separating the un-
certainty that arises from classical ignorance and the “genuinely quantum” uncertainty
coming from coherence in a particular basis. In other words, we want to ask: how much
of the uncertainty in predicting measurement outcomes for noncommuting quantum ob-
servables is de facto quantum mechanical? Within the framework of entropic uncertainty
relations we provide a natural decomposition of the uncertainty (as measured by the
Shannon entropy of the outcome statistics) into a classical component, and an intrinsi-
cally quantum mechanical component (which is also a proper measure of coherence). We
show that the sum of quantum components for two noncommuting observables is never
lower or upper bounded by any state-independent quantities. Instead, this total quantum
uncertainty admits fixed-entropy lower bounds that generalise entropic formulations of
uncertainty relations such as the one provided by Maassen and Uffink [34]. These re-
lations reveal a non-trivial interplay between quantum and classical randomness in any
finite-dimensional state. We further develop certain fixed-entropy bounds, compare them
with other recently developed entropic bounds [38, 85, 86], and discuss their nonlinear
character. Finally, we point out that the constraint on the von Neumann entropy of a
state affects the structure of states minimising the total uncertainty, which leads us to
the following chapter.
In Chapter 6 we analyse how classical lack of knowledge affects quantum states that
minimise the unavoidable uncertainty arising from the noncommutativity of two observ-
ables. We first note that, due to the plethora of uncertainty measures, there are many
minimum uncertainty states, each optimal with respect to a different measure. Instead
of restricting our study to a particular measure, as in Chapter 5 where we focus on the
Shannon entropy, we follow a “universal” approach introduced in Refs. [85, 87, 88]. We
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thus present plausible axioms for the set F of bona-fide information-theoretic uncertainty
functions, and then discuss the existence of states minimising uncertainty with respect
to all members of F , i.e., universal minimum uncertainty states (universal MUSs). We
prove that such states do not exist within the full state space, i.e., when there are no
constraints on purity of the system under study. However, we present an explicit example
of a universal MUS for a qubit that arises when purity is constrained by introducing a
threshold amount of noise. For higher dimensional systems we derive several no-go results
limiting the existence of noisy universal MUSs, but also conjecture that universality may
emerge in an approximate sense. We conclude by discussing connections with thermody-
namics, and highlight the privileged role that one particular non-equilibrium free energy
functional plays close to equilibrium.
Finally, in Chapter 7, we focus on the difference between quantum and classical infor-
mation reflected by the fact that the former can be destroyed solely by observation. Our
investigations are thus concerned with error-disturbance trade-off relations, i.e., how the
information gained about one observable disturbs the information about another observ-
able that does not commute with the first one. More precisely, we want to clarify some
confusing aspects of these trade-off relations for sequential measurements by questioning
the commonly used state-dependent measures of error and disturbance. Inspired by the
operational approach of quantum information theory, we argue for an operational require-
ment (OR) that all state-dependent measures of disturbance should satisfy. Motivated
by this natural criterion, we prove that in any d-dimensional Hilbert space and for any
pair of noncommuting operators, A and B, there exists a set of at least 2d−1 zero-noise,
zero-disturbance states (ZNZD states), for which the first observable can be measured
without noise and the second will not be disturbed. Moreover, we show that it is pos-
sible to construct such ZNZD states for which the expectation value of the commutator
[A,B] does not vanish. Therefore, any state-dependent error-disturbance relation, based
on the expectation value of the commutator as a lower bound, must violate the OR. We
also discuss Ozawa’s state-dependent error-disturbance relation in light of our results and
show that the disturbance measure used in this relation exhibits unphysical properties.
We conclude that the trade-off is inevitable only between state-independent measures of
error and disturbance.
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Quantum and classical sources of
uncertainty
The Heisenberg-Robertson uncertainty relation [28] is indisputably the most celebrated
constraint on our ability to make predictions about measurement outcomes, sometimes
simply referred to as “the”uncertainty relation (UR). For measurement outcomes of two
observables, A and B, it bounds the product of their variances in a given quantum state
ρ in terms of the expectation of the commutator [A,B],
V (A, ρ)V (B, ρ) ≥ 1
4
|Tr (ρ[A,B]) |2, (5.1)
where V (A, ρ) = Tr (ρA2)− Tr (ρA)2. A weakness of this formulation, however, lies in
its dependence on the particular quantum state of the system to be measured, as such
a bound becomes trivial for states lying in the kernel of the commutator. A different
approach, pioneered by Deutsch [33], is to lower bound the total uncertainty about both
measurement outcomes in a state-independent manner. Here, the most famous result is
due to Maassen and Uffink [34], who bounded the sum of the Shannon entropies H(·)
(recall Definition M1) of the measurement outcome probability distributions,
H(pA(ρ)) +H(pB(ρ)) ≥ −2 ln cAB, (5.2)
where pA(ρ) and pB(ρ) denote outcome probability distributions for measurements of A
and B in a state ρ, and cAB = maxij |〈ai|bj〉| yields the state-independent lower bound.
This entropic uncertainty relation (EUR) has been improved in many respects. A
tighter relation for observables fulfilling cAB > 1/
√
2 has been found using the Landau-
Pollak uncertainty relation [89]. The study of EURs in the presence of classical or quantum
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side information brought other improvements [38, 90]. In particular, the case of a trivial
memory gives a bound on H(pA(ρ)) +H(pB(ρ)) in terms of the von Neumann entropy
of ρ [38]. Recently a majorisation approach [85, 88] led to improvements based on a more
fine-grained measure of overlap between observables, where one looks at all |〈ai|bj〉| [86].
In this chapter we want to broaden our understanding of entropic uncertainty relations
by investigating the ways classical lack of knowledge affects them. Hence, we focus on
EURs for mixed states, which arise not only due to imperfect experimental preparations,
but also in scenarios of pure entangled states when we are interested in the uncertainties
of two observables A and B on a particular subsystem. We will answer how one can
cleanly separate the uncertainty that arises due to the intrinsic noncommutativity of the
observables (i.e., due to the eigenstates of one observable being a coherent superposition
of the eigenstates of the other observable) from that which does not. Moreover, using this
splitting, we will show how the quantum component of uncertainty is unconstrained, but
instead can be bounded relative to the amount of classical uncertainty present in the state.
Finally, we will present a general result about the nonlinearity of all fixed-entropy bounds
and introduce the concept of minimum uncertainty states in the presence of classical noise
(studied in more detail in Chapter 6).
5.1 Splitting total uncertainty into quantum and
classical parts
While intuitive and operationally meaningful, the entropic measure H(pA(ρ)) quantifies
total uncertainty and, as such, does not yield information about its origin: whether it is
classical or quantum. To illustrate the difference between these two kinds of uncertainty,
let us use the following example:
Example 5.1: Classical vs quantum uncertainty for qubits
Consider a qubit system and the Pauli observable σz. Then, the Shannon entropy of
the measurement outcome distribution is maximal and equal to ln 2 for both states
|+〉〈+| and I/2. However, it is evident that in the former case the uncertainty
is entirely quantum mechanical (as it arises from the fact the |+〉 is a coherent
superposition of |0〉 and |1〉), whereas in the latter case it is entirely classical.
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Although there is no single correct way to decompose the total measurement uncer-
tainty of an observable A in a state ρ into quantum and classical components, it is quite
straightforward to establish natural criteria that such a decomposition should obey. Such
a set of conditions was formulated by Luo [91], and represents the minimal requirements
that any quantum uncertainty measure Q(pA(ρ)) and any classical uncertainty measure
C(pA(ρ)) should satisfy. To these criteria we add additional two conditions specific to an
entropic scenario, resulting in the following requirements:
Criteria for quantum-classical splitting of uncertainty
1. If a state ρ is pure, then C(pA(ρ)) should vanish.
2. If [ρ,A] = 0, then the state is diagonal in the eigenbasis of the observable A
and so Q(pA(ρ)) should vanish.
3. Classical mixing increases the classical, but not the quantum, uncertainty,
and so Q(pA(ρ)) should be convex and C(pA(ρ)) should be concave.
4. 0 ≤ Q(pA(ρ)), C(pA(ρ)) ≤ H(pA(ρ)).
5. Q(pA(ρ)) and C(pA(ρ)) are functions of the probability distribution over the
measurement outcomes of observable A and not of its eigenvalues.
The relative merits or weaknesses of these conditions can certainly be debated, but in
what follows we simply use them as a guide for our entropic decomposition. We first
focus on non-degenerate observables and then show how to extend our results also to the
degenerate ones.
In light of the presented criteria, we observe that the central measurement entropy for
non-degenerate observables can be expressed as H(pA(ρ)) = S(DA(ρ)), where S(ρ) is the
von Neumann entropy of a quantum state ρ, and DA(·) is the dephasing map in the basis of
the eigenstates ofA. The projective measurement ofA is repeatable, and so it is reasonable
to demand that a second measurement of A (in which the prior classical outcome of the
first measurement is discarded) should not reveal any quantum uncertainties in the state,
and be entirely classical. Therefore, we propose the relative entropy S(ρ||DA(ρ)) as the
appropriate measure of quantum uncertainty for the measurement of A in the state ρ.
The following geometrical characterisation [80] of the relative entropy as a “distance”
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from the manifold of classical states, further justifies our definition:
Q(pA(ρ)) := S(ρ||DA(ρ)) = min
σ∈IA
S(ρ||σ), (5.3)
where IA denotes the set of states diagonal in the eigenbasis of A. Moreover, if we define
C(pA(ρ)) := S(ρ) (5.4)
as our measure of classical uncertainty, we obtain an additive decomposition of the total
entropic uncertainty,
H(pA(ρ)) = Q(pA(ρ)) + C(pA(ρ)). (5.5)
To prove the equality in Eq. (5.5) we note that
Tr (ρ ln(DA(ρ))) = Tr (ρDA[ln(DA(ρ))]) = Tr (DA(ρ) ln(DA(ρ))) = −S(DA(ρ)),
where we have used the fact that the dephasing operator is idempotent,
DA(DA(ρ)) = DA(ρ), and that trace is cyclic. By inserting the above result into the
definition of Q(pA(ρ)) we thus obtain
Q(pA(ρ)) = S(ρ||DA(ρ)) = −S(ρ)− Tr (ρ ln(DA(ρ))) = −S(ρ) + S(DA(ρ)).
To verify that the introduced measures conform to the presented criteria note that the
von Neumann entropy is concave and vanishes for pure states, whilst the relative entropy
S(ρ||DA(ρ)) vanishes if and only if ρ = DA(ρ), i.e., when ρ commutes with A. Finally,
convexity of Q follows from the joint convexity of relative entropy.
In addition to providing an additive decomposition, let us note that our choice of
quantum uncertainty Q(pA(ρ)) has a natural interpretation as a measure of the superpo-
sitions present in ρ with respect to the eigenbasis of A [92], and as a resource within the
resource theories of coherence [93] and U(1)-asymmetry [54]. Indeed, for the Hamilto-
nian observable H, the quantity Q(pH(ρ)) coincides with the coherence measure that we
used to study the resource theory of thermodynamics within Part I (see Eq. (3.4), where
S(ρ||DH(ρ)) is the quantum component of the free energy of ρ). Moreover, within the
quantum memory approach our choice of Q(pA(ρ)) corresponds to quantum side informa-
tion introduced by the system E purifying ρ, i.e., it is equivalent to conditional entropy
H(A|E), as discussed in Ref. [94]. These connections make the measure Q additionally
attractive, and facilitate interpretation within a broader framework.
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Note that our measure of classical uncertainty does not depend on the choice of the
observable. This is due to the fact that we are considering here non-degenerate observ-
ables, projective measurements of which are perfectly sharp. In this situation any classical
uncertainty can only be due to the fact that we are sampling a mixed state. A similar
situation would be true for perfectly sharp measurements in classical physics. However,
similarly to coarse-grained measurements in classical physics, the projective measurements
of degenerate observables in quantum physics can be the source of additional classical un-
certainty dependent on the degeneracy. We will now proceed to analyse this case in more
detail.
5.1.1 Extension to general projective measurements
In the case of general degenerate observables the corresponding projective measurement
is no longer sharp (rank-1), and so it is natural to demand that the classical uncertainty
should reflect this degeneracy. Intuitively, the more a measurement coarse-grains the
Hilbert space, the smaller the classical uncertainty will be. Consider a state ρ and a
projective measurement {Πi}. Define
ρi =
ΠiρΠi
pi
, (5.6)
where pi = Tr (ρΠi). Let us also define the measurement map
ρ 7−→ DΠ(ρ) =
∑
i
piρi =
∑
i
ΠiρΠi, (5.7)
which associates to each state the post-measurement state (without post-selection). The
relative entropy between the initial state and the post-measurement state is given by
S(ρ||DΠ(ρ)) = −S(ρ)− Tr (DΠ(ρ) lnDΠ(ρ)) = −S(ρ) + S(DΠ(ρ)).
Given that {ρi} have orthogonal supports, one has
S(DΠ(ρ)) = S
(∑
i
piρi
)
= H(pΠ(ρ)) +
∑
i
piS(ρi),
so that
S(ρ||DΠ(ρ)) = −S(ρ) +H(pΠ(ρ)) +
∑
i
piS(ρi), (5.8)
which yields the final splitting
H(pΠ(ρ)) = Q(pΠ(ρ)) + C(pΠ(ρ)), (5.9)
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with
Q(pΠ(ρ)) = S(ρ||DΠ(ρ)), (5.10a)
C(pΠ(ρ)) = S(ρ)−
∑
i
piS(ρi). (5.10b)
Notice that the classical uncertainty is now a function of the measurement {Πi}. This
is because the uncertainty depends on degeneracy of the measured observable, so on the
coarse-graining (sharpness) of the corresponding measurement, and in general it will be
lower than the von Neumann entropy, which is the uncertainty for a perfectly discrimi-
nating measurement. Let us illustrate this with the following example:
Example 5.2: Unsharp measurement of a qutrit
Consider a qutrit state
ξ =
1
2
(|0〉〈0|+ |1〉〈1|),
and a projective measurement {Πi} with
Π1 = |0〉〈0|+ |1〉〈1| , Π2 = |2〉〈2| .
Even though the von Neumann entropy of ξ is non-zero, the classical uncertainty of
such {Πi} measurement on ξ should vanish (as the outcome associated with Π1 has
probability 1) and, as can be easily checked with the definition given by Eq. (5.10b),
it does vanish.
Let us now verify that the introduced quantities satisfy the basic criteria we imposed.
As the Criteria 1 and 5 are clearly satisfied, we will only comment on the remaining ones:
2. Q(pΠ(ρ)) = 0 if and only if the measurement is classical, i.e., [ρ,Πi] = 0 ∀i.
3. Q(pΠ(·)) is a convex function as it is defined in terms of relative entropy. To show
that C(pΠ(·)) is a concave function simply note that H(pΠ(·)) is a concave function
and taking into account the additive splitting, Eq. (5.9), together with convexity of
Q(pΠ(·)), it is straightforward to show that C(pΠ(·)) must be concave.
4. Q(pΠ(ρ)) ≥ 0 as it is defined in terms of relative entropy. To show that C(pΠ(ρ)) ≥ 0
it suffices to observe that it is equal to the quantum-classical mutual information
introduced by Sagawa [95] (and independently by Groenewold [96] and Ozawa [97]),
which is known to be positive. The upper bound for both classical and quantum
123
Chapter 5. Quantum and classical sources of uncertainty
uncertainty clearly holds, as both quantities are positive and their sum equals the
upper bound H(pΠ(ρ)).
Finally, let us note one more property, which is not among the introduced criteria, but that
supports our interpretation of C(pΠ(ρ)) as classical uncertainty. Namely, if a measurement
Π′ is a refinement of a measurement Π,
Πi =
∑
j
Π′ij, p
′
ij = Tr
(
ρΠ′ij
)
, ρ′ij =
Π′ijρΠ
′
ij
p′ij
(5.11)
then
∀ρ C(pΠ(ρ)) ≤ C(pΠ′(ρ)). (5.12)
In other words, C(pΠ(ρ)) decreases under coarse-graining, as expected. To prove this, we
simply need to show that ∑
i
piS(ρi) ≥
∑
ij
p′ijS(ρ
′
ij).
Since all the terms are positive it is sufficient to prove that for every i we have
S(ρi) ≥
∑
j
p′ij
pi
S(ρ′ij), (5.13)
which can been done in the following way [98]. We first note that for any linear operator
L we have S(LL†) = S(L†L), as the eigenvalues of LL† and L†L are the same (which can
be seen with the use of singular value decomposition). Using this fact and the concavity
of the von Neumann entropy we get:
∑
j
p′ij
pi
S(ρ′ij) =
∑
j
p′ij
pi
S
(√
ρΠ′ij
√
ρ
p′ij
)
≤ S
(∑
j
√
ρΠ′ij
√
ρ
pi
)
= S
(√
ρΠi
√
ρ
pi
)
= S(ρi).
Therefore, the inequality stated in Eq. (5.13) holds, so that the measure of classical
uncertainty introduced in Eq. (5.10b) decreases under coarse-graining.
5.2 Non-existence of state-independent bounds
Whereas the Maassen-Uffink relation, Eq. (5.2), bounds the total entropic uncertainty
H(pA(ρ)) +H(pB(ρ)), we would like to establish a finer set of conditions on the quantum
component of the total uncertainty. However, as we will now show, a direct approach to
bound Q(pA(ρ)) +Q(pB(ρ)) fails, as for uncertainty measures satisfying the introduced
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criteria this expression is entirely unconstrained over the set of all states, i.e., no state-
independent lower (or upper) bound is possible for the total quantum uncertainty of A
and B in the state ρ. Thus, in the next section we will present an indirect approach that
bounds Q(pA(ρ)) +Q(pB(ρ)) conditioned on the amount of classical uncertainty in the
state.
While we are interested in a particular quantum-classical splitting, the following ar-
gument applies more generally. As we will discuss in detail in Chapter 6, one can define
general families of functions satisfying some basic axioms and use any member of the
family as a measure of uncertainty. The most general such family, introduced in Ref. [88],
contains all functions u : p 7−→ R+ invariant under relabelling of the probability vector
p and monotonically increasing under random relabelling.1 The results presented below
apply to any such function u that is Schur-concave, i.e., whenever p majorises q we have
u(p) ≤ u(q) (see Definition M3 for details on majorisation).
We start with the following general result concerning the total uncertainty of the
measurement outcomes of two observables.
Lemma 5.1: Existence of maximally uncertain pure state
For every pair of observables A and B, and any general uncertainty function u,
there exists a pure state |ψ?AB〉 that simultaneously maximises the total uncertainty
of both observables,
u(pA(|ψ?AB〉〈ψ?AB|)) = u(pB(|ψ?AB〉〈ψ?AB|)) = max
p
u(p). (5.14)
Proof. For every pair of observables A, B there exists a pure state |ψ?AB〉 that is unbiased
in the eigenbases of both observables2 [99]:
pA(|ψ?AB〉〈ψ?AB|) = pB(|ψ?AB〉〈ψ?AB|) = (1/d, ..., 1/d) = η.
The uniform distribution η is majorised by all other distributions. Hence, as u is Schur-
concave, one gets
∀q : u(q) ≤ u(pA(|ψ?AB〉〈ψ?AB|) = u(pB(|ψ?AB〉〈ψ?AB|)). (5.15)
1For every q ∈ [0, 1] and every permutation pi, u(p) ≤ u(qp+ (1− q)pip).
2This result will be discussed in more detail in Sec. 7.2.1 of Chapter 7.
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Suppose we now want to split the general measure of total uncertainty into the sum
of classical and quantum uncertainty components,
u(pA(ρ)) + u(pB(ρ)) =
[
uQ(p
A(ρ)) + uQ(p
B(ρ))
]
+
[
uC(p
A(ρ)) + uC(p
B(ρ))
]
, (5.16)
where we have two non-negative real-valued functions uQ : (A, ρ) 7→ R+, the quantum
uncertainty, and uC : (A, ρ) 7→ R+, the classical uncertainty. Given the additive splitting,
defined by Eq. (5.16), we could wonder if we can find a state-independent upper or lower
bound on uQ(pA(·)) + uQ(pB(·)) only. From the previous lemma we immediately infer
this is impossible, if one demands that quantum and classical uncertainties satisfy the
introduced criteria. Specifically, we have the following,
Theorem 5.2: No state-independent bounds
No additive splitting admits a non-trivial state-independent bound for
uQ(p
A(·)) + uQ(pB(·)) if the Criteria 1 and 2 are satisfied. In other words, there
are no A, B, c(A,B) > 0 and d(A,B) < 2 maxp u(p) such that:
∀ρ : c(A,B) < uQ(pA(ρ)) + uQ(pB(ρ)) < d(A,B). (5.17)
Proof. Let us fix general observables A and B. From Lemma 5.1 there is always a pure
state |ψ?AB〉 achieving
u(pA(|ψ?AB〉〈ψ?AB|)) = u(pB(|ψ?AB〉ψ?AB)) = max
p
u(p).
But from Criterion 1, uC vanishes on pure states, so
uQ(p
A(|ψ?AB〉〈ψ?AB|)) + uQ(pB(|ψ?AB〉〈ψ?AB|)) = 2 max
p
u(p).
The maximally mixed state is diagonal in any basis, therefore from Criterion 2
uQ(p
A(I/d)) + uQ(pB(I/d)) = 0.
Remark 5.3
Given the additive splitting and the fact that the sum of uQ’s is unconstrained, we
can also deduce that there is no constraint on the sum of classical components.
The above theorem implies that for the particular quantum-classical splitting with uQ = Q
126
5.3. Quantum uncertainty relations and fixed-entropy lower bounds
and uC = C, as defined in Eqs. (5.3)-(5.4), we have
0 ≤ Q(pA(ρ)) +Q(pB(ρ)) ≤ 2 ln d, (5.18)
and only the total uncertainty has a state-independent lower bound.
5.3 Quantum uncertainty relations and fixed-entropy
lower bounds
Since there are no non-trivial state-independent bounds for the sum of quantum uncer-
tainties, we will seek bounds that are conditional on the degree of classical uncertainty
in the state. For our choice of classical and quantum uncertainties, this will lead us to a
refinement of the Maasen-Uffink relation in terms of fixed-entropy lower bounds. Schemat-
ically, we would like to obtain entropic relations for the total quantum uncertainty of the
form
uQ(p
A(ρ)) + uQ(p
B(ρ)) ≥ f(A,B, “mixedness of ρ”). (5.19)
Specialising to the particular case where uQ(pA(ρ)) and uQ(pB(ρ)) are the entropic quan-
tum uncertainties of Eq. (5.3), and the mixedness is measured by the von Neumann
entropy, we are looking for
Q(pA(ρ)) +Q(pB(ρ)) ≥ f(A,B, S(ρ)). (5.20)
Among all fixed-entropy bounds we will be particularly interested in these that are tighter
than the known results, and thus we define the following:
Definition 5.1: Strong fixed-entropy bound (SFEB)
We say that a fixed-entropy bound is strong if it satisfies the following two condi-
tions:
1. Being at least as strong as the Maassen-Uffink bound:
∀ρ, ∀A,B, Eq.(5.20)⇒ H(pA(ρ)) +H(pB(ρ)) ≥ −2 log cAB.
2. For d-dimensional systems f(A,B, ln d) = 0.
The second requirement captures the classical feature of the maximally mixed state,
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namely that it should not exhibit any quantum uncertainty, consistently with the vanish-
ing of all coherences.
As the quantum uncertainty measure is the relative entropy between the state ρ and
its dephased version following the projective measurement, we can make use of certain
well-known entropic properties to develop meaningful lower bounds on the total quantum
uncertainty in a state. Let us define the states ρA = DA(ρ) and ρB = DB(ρ) to shorten
the notation. We then have
Q(pA(ρ)) +Q(pB(ρ)) = S(ρ||ρA) + S(ρ||ρB) ≥ S(ρB||DB(ρA)) + S(ρ||ρB),
where the inequality follows from the fact that the relative entropy is contractive under
CPTP maps, so in particular under a dephasing map. We further have
S(ρB||DB(ρA)) = −S(ρB)− Tr (ρB ln(DB(ρA))) = −S(ρB)− Tr (ρ ln(DB(ρA)) ,
which implies that
Q(pA(ρ)) +Q(pB(ρ)) ≥ −S(ρ)− Tr (ρ ln(DB(ρA))) , (5.21a)
Q(pA(ρ)) +Q(pB(ρ)) ≥ −S(ρ)− Tr (ρ ln(DA(ρB))) , (5.21b)
where the second inequality is obtained simply by inverting the roles of A and B.
For the special case of the observables A and B being mutually unbiased, we have that
DA(ρB) = DB(ρA) = I/d, which implies
Q(pA(ρ)) +Q(pB(ρ)) ≥ ln d
(
1− S(ρ)
ln d
)
. (5.22)
We see that in that case one can factor out a “mixedness” factor of (1− S(ρ)/ ln d) that
accounts for the contribution from the classical uncertainty in the state. This bound turns
out to be an optimal one, as it is achieved for states diagonal in the eigenbasis of either A
or B. Let us also note that Eq. (5.22) implies a refinement of the Maassen-Uffink relation
for mutually unbiased observables:
H(pA(ρ)) +H(pB(ρ)) ≥ ln d+ S(ρ), (5.23)
which agrees with the result found in Ref. [38] for the case of a trivial quantum memory.
Beyond the case of mutually unbiased observables we see that the right-hand sides of
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inequalities (5.21a)-(5.21b) may be written as
−S(ρ)−
d∑
i=1
pBi (ρ) ln
(
d∑
j=1
|cij|2pAj (ρ)
)
, (5.24a)
−S(ρ)−
d∑
i=1
pAi (ρ) ln
(
d∑
j=1
|cij|2pBj (ρ)
)
, (5.24b)
where cij = 〈ai|bj〉. One can obtain a convenient lower bound by replacing the terms |cij|
with their maximum value cAB, which yield the following relation
Q(pA(ρ)) +Q(pB(ρ)) ≥ −2 ln cAB
(
1 +
S(ρ)
2 ln cAB
)
. (5.25)
Let us again note that Eq. (5.25) implies a refinement of Maassen-Uffink uncertainty
relation, specified in Eq. (5.2),
H(pA(ρ)) +H(pB(ρ)) ≥ −2 ln cAB + S(ρ). (5.26)
We note that the above refinement was also obtained in Refs. [38] and [100] using different
techniques.
5.3.1 Strong fixed-entropy lower bounds are nonlinear for d > 2
In contrast to the MUB case, the bound given by Eq. (5.25) has the disadvantage of
having a mixedness factor which is not independent of the observables A and B. We
might conjecture that a stronger bound holds, where the mixedness factor is independent
of the observables, just like for the mutually unbiased observables [Eq. (5.22)],
Q(pA(ρ)) +Q(pB(ρ)) ≥ −2 ln cAB
(
1− S(ρ)
ln d
)
. (5.27)
We note that this bound would be an SFEB that is linear in von Neumann entropy S(ρ).
By the following theorem, it cannot hold for any dimension d > 2.
Theorem 5.3: No linear SFEB for d ≥ 3
For all d ≥ 3 all strong fixed-entropy bounds are nonlinear in S(ρ).
Before presenting the proof let us note that since H(pA(ρ)) = Q(pA(ρ)) + S(ρ), the same
conclusion applies to the usual entropic uncertainty relations. Hence, all bounds proposed
so far in the literature that are linear in S(ρ), are inevitably either weaker than Maassen-
Uffink for at least some states and observables, or they are not tight for the maximally
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mixed state. The case of d = 2 is special and will be discussed separately in the next
section.
Proof. The proof proceeds in three steps: first, we construct the weakest linear bound
satisfying SFEB conditions 1 and 2. A violation of this bound will imply the violation
of any other bound with the same properties. Second, we produce counterexamples for
dimension 3, 4, 5, i.e., construct observables A and B as well as states ρ3, ρ4 and ρ5 for
which the weakest bound is violated. Third, we show that these already imply that a
counterexample exists in any dimension d > 5.
Step 1. All bounds linear in S(ρ) have the form
f(A,B, S(ρ)) = a+ bS(ρ), (5.28)
for some a, b ∈ R. Condition 2 implies b = −a/ ln d, hence
f(A,B, S(ρ)) = a
(
1− S(ρ)
ln d
)
.
Condition 1 implies a ≥ −2 ln cAB, so
f(A,B, S(ρ)) ≥ −2 ln cAB
(
1− S(ρ)
ln d
)
:= fw(A,B, S(ρ)), (5.29)
where fw denotes the weakest linear bound satisfying the requirements 1 and 2. Notice
that for any d > 2,
fw(A,B, S(ρ)) ≥ −2 ln cAB
(
1− S(ρ)
ln 3
)
. (5.30)
Step 2. Let |ai〉 and |bi〉 denote the eigenstates of observables A and B acting on
a d-dimensional Hilbert space. Assume that these two bases are linked by a rota-
tion Rd = exp(θdSd), where Sd is the d−dimensional skew-symmetric matrix such that
|Sij| = 1− δij and θd are real numbers. We choose
θ3 =
4pi
7
, θ4 =
pi
2
, θ5 = pi.
The following states, written in the {|ai〉} basis, violate the bound of Eq. (5.29) in dimen-
sions d = 3, 4, 5, respectively:
ρ3 =
1
100

61 −15 0
−15 26 8
0 8 13
 ,
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ρ4 =
1
100

8 3 4 −3
3 6 −3 0
4 −3 8 −3
−3 0 −3 78
 ,
ρ5 =
1
100

19 5 −6 −2 −5
5 49 −11 0 0
−5 −11 22 −3 2
−2 0 −3 5 0
−5 0 2 0 5

.
Step 3. We will now show that the existence of the counterexample in dimension 3
immediately implies the existence of counterexamples in any dimension d > 5. Hence
our counterexamples for d = 3, 4, 5 immediately imply the result for all d > 2. Fix a
d-dimensional Hilbert space Hd and consider the 3-dimensional subspace H3 spanned by
{|ai〉} and {|bi〉} given by the counterexample of Step 2. We can complete {|ai〉} and
{|bi〉} to a basis in Hd = H3 ⊕H⊥3 by choosing
〈ai|bj〉 = 1√
d− 3 , ∀i, j = 4, ..., d. (5.31)
This can be done as H⊥3 is a d− 3 dimensional Hilbert space and one can always find two
mutually unbiased bases as long as d > 4. Let us call c(3)AB = max
3
i,j=1 | 〈ai|bj〉 | = 0.6851.
Notice that
c
(d)
AB :=
d
max
i,j=1
| 〈ai|bj〉 | = max
{
c
(3)
AB,
1√
d− 3
}
= c
(3)
AB, (5.32)
for all d ≥ 6. Exploiting this construction and Eq. (5.30) it is easy to see that ρ3 (seen now
as a quantum state in Hd) violates the bound of Eq. (5.29) in any dimension d > 5.
5.3.2 Linear strong fixed-entropy lower bound for qubits
As is a common situation in quantum information, the case of a qubit system is special
and the bound conjectured in Eq. (5.27) holds. Thus, we have the following theorem:
Theorem 5.4: SFEB for qubit systems
Given arbitrary qubit observables A and B, for all states ρ we have
Q(pA(ρ)) +Q(pB(ρ)) ≥ −2 ln cAB
(
1− S(ρ)
ln 2
)
. (5.33)
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Figure 5.1: Parametrisation of the Bloch sphere.
Proof. A general qubit observable has the form A = α1I+ α2a · σ. However, as entropic
uncertainty measures depend only on the eigenstates of observables and not on their
eigenvalues, we can restrict our considerations to observables A = a · σ and B = b · σ.
Without loss of generality one can choose
a = (0, 0, 1), b = (sin γ, 0, cos γ), (5.34)
and it is enough to restrict to γ ∈ [0, pi/2], as for entropic quantities a and −a are
indistinguishable. In this setting one has cAB = cos γ2 . A general qubit state can now be
written as
ρ =
I+ r · σ
2
, r = r(sin θ cosφ, sin θ sinφ, cos θ), (5.35)
with r ∈ [0, 1], θ ∈ [0, pi] and φ ∈ [0, 2pi]. All three Bloch vectors a, b and r are depicted
in the Bloch sphere in Fig. 5.1. The probability distributions of the outcomes of A and
B in a state ρ are given by
pA(ρ) =
(
1 + r cos θ
2
,
1− r cos θ
2
)
, pB(ρ) =
(
1 + r cosϑ
2
,
1− r cosϑ
2
)
, (5.36)
where cosϑ = cosφ sin θ sin γ + cos θ cos γ.
Introducing the binary entropy to shorten the notation,
h2(p) = −p ln p− (1− p) ln(1− p), (5.37)
the conjectured entropic uncertainty relation for qubits, Eq. (5.33), takes the following
form
h2
(
1 + r cos θ
2
)
+ h2
(
1 + r cosϑ
2
)
+ 2 ln
(
cos
γ
2
)
− 2h2
(
1 + r
2
)(
1 +
ln
(
cos γ
2
)
ln 2
)
≥ 0.
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In order to prove that the above inequality always holds let us first denote its left hand
side by F (θ, ϑ, γ, r). We will find its minimum and show that it is greater or equal to
zero. Computing the derivative with respect to r,
∂
∂r
F (θ, ϑ, γ, r) = − tanh−1(r cos θ) cos θ − tanh−1(r cosϑ) cosϑ
+2 tanh−1(r)
(
1 +
ln
(
cos γ
2
)
ln 2
)
,
we will show it is always non-negative. Using the Taylor series representation of tanh−1
one finds that the above derivative is given by
∞∑
n=0
r2n+1
2n+ 1
(
2− cos2n+2 θ − cos2n+2 ϑ+ 2
ln 2
ln
(
cos
γ
2
))
.
Now, let us denote the coefficient in parentheses standing by the n-th term by an and
note that for all n we have a0 ≤ an. Therefore, if we can show that a0 ≥ 0 then all
the coefficients are positive and, taking into account the positivity of r, the considered
derivative is positive for all θ, ϑ and γ. Using the explicit dependence of cosϑ on θ, γ
and φ we see that
a0 ≥ sin2 θ + 2
ln 2
ln
(
cos
γ
2
)
+ min
+,−
sin2(θ ± γ).
Introducing δ = θ ± γ/2 one gets that for a0 ≥ 0 to be true one has to prove that
1− cos 2δ cos γ + 2
ln 2
ln
(
cos
γ
2
)
≥ 0.
The minimum of the left hand side of above inequality is achieved for δ = 0, hence it is
enough to prove that
2 sin2
γ
2
+
2
ln 2
ln
(
cos
γ
2
)
≥ 0,
which requires just a straightforward calculation. Therefore, we have proven that
∀θ, ϑ, γ ∂
∂r
F (θ, ϑ, γ, r) ≥ 0, (5.38)
and, since F (θ, ϑ, γ, 0) = 0, we get F (θ, ϑ, γ, r) ≥ 0.
Let us now compare this qubit-specific uncertainty relation with other known bounds:
the Maassen-Uffink bound [34] given by Eq. (5.2), the bound coming from uncertainty
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Figure 5.2: QC uncertainty plots for qubits. Sum of classical vs sum of quantum un-
certainties plotted for 105 random qubit states. The red line is the strong fixed-entropy
bound, the green line is the Maassen-Uffink bound, the black line is the bound coming
from uncertainty relations with trivial quantum memory, and the blue line is the strong
majorisation bound. The bounds are shown for (a) A and B mutually unbiased; (b)
Eigenstates of A and B separated by angle γ = pi/3 on the Bloch sphere, corresponding
to cAB ≈ 0.8660.
relations with trivial quantum memory [38] and the strong majorisation bound of Ref. [86].
The latter two for qubit systems read:
H(pA(ρ)) +H(pB(ρ)) ≥ −2 ln cAB + S(ρ), (5.39a)
H(pA(ρ)) +H(pB(ρ)) ≥ h2(cAB), (5.39b)
where h2 is the binary entropy defined in Eq. (5.37). In order to provide the comparison
we plot the sum of classical uncertainties, C(pA(ρ)) + C(pB(ρ)) = 2S(ρ), versus the sum
of quantum uncertainties, Q(pA(ρ)) +Q(pB(ρ)), for random quantum states ρ (we will
refer to such plots as quantum-classical, or QC, uncertainty plots). In Fig. 5.2 this data
is presented for qubit systems, together with all four discussed bounds. As can be seen,
for states with low von Neumann entropy the majorisation bound outperforms Eq. (5.33),
whereas for states with high von Neumann entropy the discussed bound outperforms the
majorisation bound. None of the bounds are however optimal as they are linear in the von
Neumann entropy, whereas numerical investigations show that the minimum uncertainty
curve in the Q(pA(ρ)) +Q(pB(ρ)) versus 2S(·) plane is nonlinear (apart from the case of
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A and B being mutually unbiased). Hence, none of these bounds can be optimal for all
values of von Neumann entropy. Finally, let us note that the discussed relation for qubits
implies that
H(pA(ρ)) +H(pB(ρ)) ≥ −2 ln cAB + 2S(ρ)
(
1 +
ln cAB
ln 2
)
, (5.40)
which yields an even stronger refinement of the Maassen-Uffink bound for qubits than the
one presented in Eq. (5.26).
5.4 Minimum uncertainty states with fixed von Neu-
mann entropy
As demonstrated, the fixed-entropy bounds on the sum of quantum uncertainties are
generally nonlinear in the von Neumann entropy S. Therefore, in order to get more
insight into their form, we will now focus directly on the states with fixed S that minimise
Q(pA(ρ)) +Q(pB(ρ)). We will refer to them as minimum uncertainty states (MUS) with
fixed von Neumann entropy (these are the states that form the optimal curve in the
QC uncertainty plots). In this chapter we will only consider the case of d = 2 in order
to point out that even in this simplest scenario mixed MUSs have non-trivial structure
that is independent of the pure MUS with S(ρ) = 0. Hence, we will show that finding
the optimal pure state is not enough to construct an optimal state with fixed S(ρ) > 0.
We will then investigate this issue more deeply in Chapter 6.
The form of minimum uncertainty pure states for qubits has been studied previously
in Refs. [101, 102] and it has been shown that they exhibit the following dependence
on γ. For γ < γc (where γc ≈ 1.17056 was found numerically [102]) the optimal state is
represented by the Bloch vector
r< =
(
sin
γ
2
, 0, cos
γ
2
)
, (5.41)
i.e., it lies in the middle between the eigenstates of A and B on the Bloch sphere. For
γ > γc a parametric bifurcation occurs – the number of optimal states doubles and they
are represented by the Bloch vectors
r> =
(
sin
(γ
2
± β
)
, 0, cos
(γ
2
± β
))
, (5.42)
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where β is a non-elementary function of γ that increases from β = 0 for γ = γc to β = γ/2
for γ = pi/2. In the Bloch sphere picture when γ exceeds γc the two optimal states start
to move away from the vector lying symmetrically between the eigenstates of A and B,
and move towards these eigenstates, eventually overlapping with them for γ = pi/2, i.e.,
for A and B being mutually unbiased.
One might suspect that a general MUS with fixed von Neumann entropy can be
Figure 5.3: MUSs with fixed von Neumann entropy for qubits. (a-b) Sum of classical vs
sum of quantum uncertainties plotted for 105 random qubit states. Red line represents
numerically optimised MUSs with fixed von Neumann entropy, whereas the black line
represents mixtures of a pure MUS with the maximally mixed state. In (a) the eigenstates
of A and B are separated by γ = 60o < γc, in (b) they are separated by γ = 75o > γc. (c-
d) The trajectory of MUSs with fixed von Neumann entropy in the first quadrant of the
plane spanned by a and b. In (c) A and B are given as in (a), in (d) as in (b).
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obtained just by mixing the pure MUS with the maximally mixed state. Interestingly,
however, we will show that this is not the case, which supports the claim that MUSs with
fixed von Neumann entropy are not just a trivial extension of pure MUSs. The behaviour
of such a qubit MUS is shown in Fig. 5.3. It is straightforward to prove that a qubit
MUS, independently of its von Neumann entropy, must lie in the plane spanned by a and
b, thus having the form
r = r(sin θ, 0, cos θ), (5.43)
where r ∈ [0, 1]. One can numerically verify that for γ < γc, when a pure MUS is
represented by the Bloch vector r<, a general MUS with fixed von Neumann entropy
is given by rr<, i.e., the same Bloch vector, just shorter [see Fig. 5.3(a-c)]. Hence in
this regime a general MUS is obtained by mixing the pure MUS with the maximally
mixed state. However, for γ > γc this is no longer the case, as for a given r> increasing
the mixedness decreases β, and MUSs flow towards the rr< solution [see Fig. 5.3(b-d)].
Numerical investigations performed for qutrits (see Fig. 5.4) suggest that this non-trivial
Figure 5.4: QC uncertainty plots for qutrits. Sum of classical vs sum of quantum uncer-
tainties plotted for 105 random qutrit states. Red line represents numerically optimised
MUSs with fixed von Neumann entropy, whereas the black line represents mixtures of a
pure MUS with the maximally mixed state. Observables A and B chosen so that the
eigenstates of B are connected with the eigenstates of A by a rotation around (1,1,1) axis
by α. (a) α = pi/6, corresponding to cAB ≈ 0.9107 and (b) α = pi/3, corresponding to
cAB ≈ 0.6667.
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structure of MUSs is a general feature, not only limited to qubits. We devote the following
chapter to further investigate this problem.
Finally, we would also like to make a short comment on the states that are the opposite
of MUS with fixed von Neumann entropy - the maximal uncertainty states with fixed
von Neumann entropy. Such states are important from the point of view of certainty
relations [103], where one is interested in the upper (instead of lower) bound on the total
uncertainty. As can be seen in Figs. 5.2-5.4, these states form a straight line in QC
uncertainty plots, connecting maximally mixed state and the pure state |ψ?AB〉, which is
unbiased in eigenbases of both observables (see Lemma 5.1). Thus, the states of fixed von
Neumann entropy that maximise the sum of quantum uncertainties have a particularly
simple form: pI/d+ (1− p) |ψ?AB〉〈ψ?AB|. Note that this means that for every fixed von
Neumann entropy there exists a state ρ that maximises the sum of total uncertainties,
i.e., for which H(pA(ρ)) +H(pB(ρ)) = 2 log d.
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Minimum uncertainty states in the
presence of classical noise
Entropic uncertainty relations quantify the impossibility of preparing a quantum state
with the statistics of two noncommuting observables being simultaneously sharp. As such,
they describe fundamental features of the quantum world. On the other hand, whenever
a given uncertainty relation is based on a specific choice of uncertainty measure, it is
biased. Although this choice may be justified by other assumptions, it unavoidably limits
the universality of the results obtained. The particular example of this problem that we
will focus on in this chapter is the form of minimum uncertainty states (MUSs). Already
in the simplest case of two qubit observables, A = a · σ and B = b · σ, one easily finds
that a MUS is not unique and depends on the chosen measure. Indeed, if as a measure
of uncertainty we choose the Shannon entropy H1 of the outcome probabilities (as we did
in Chapter 5), a pure MUS may be given by eigenvectors of either A or B [101, 102]; if
we choose the min-entropy H∞ instead, pure MUSs are always described by the Bloch
vector lying in the middle between the two closest eigenvectors of A and B. Moreover, as
we have shown in the previous chapter, the structure of a state minimising a particular
uncertainty measure can be affected by the introduction of classical noise (mixedness
constraint). Hence, the problem of finding an optimal MUS being constrained by some
level of classical ignorance, has many solutions corresponding to different uncertainty
measures. Although each such solution may shed some light on new aspects of uncertainty
relations, the general effect of classical noise may be hard to grasp.
In this chapter we follow a recent “universal” approach [85–88] that overcomes this
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problem by making statements that are independent of the particular measure of un-
certainty being used. It is based on a minimal requirement that all valid uncertainty
functions should satisfy: the act of forgetting information about a random variable can-
not decrease its uncertainty. This approach restricts uncertainty functions to the family
of Schur-concave functions, so that any relation valid for all such functions provides a
general statement about uncertainty. Here, we also analyse the effect of two additional
requirements: the additivity of uncertainty for independent random variables and conti-
nuity. Adding these further restrictions one after the other gives two more frameworks
for studying uncertainty. These allow us to restrict the set of all uncertainty measures to
the one-parameter family of Re´nyi entropies Hα with parameter α ∈ R or α ∈ R+.
Within these three frameworks we will then study the structure of quantum states
that minimise uncertainty. In the spirit of the universal approach we ask: what quantum
states - if any - simultaneously minimise all possible uncertainty measures? In other words
we will be looking for a universal minimum uncertainty state that minimises uncertainty
of the measurement outcome distributions of two noncommuting observables with respect
to all information-theoretic uncertainty measures belonging to a chosen family. As we will
prove, such state does not exist within the full unconstrained state space for any choice
of the family of uncertainty functions. However, we will show that the introduction
of classical noise simplifies the structure of MUSs and can lead to the emergence of a
universal MUS or its approximate notion. We will also identify the crucial role played
by Re`nyi entropy of order α = 2 for MUSs in the presence of classical noise. Finally,
exploiting relations between the measures of uncertainty and the measures of departure
from thermodynamic equilibrium, we will link the results on uncertainty presented in this
chapter with the thermodynamic considerations from Part I of this thesis. In particular,
we will point out how a so-far neglected measure of non-equilibrium, the α = 2 Re´nyi
divergence between a given state and a thermal Gibbs state, plays a crucial role in near-
equilibrium thermodynamic transformations.
6.1 General families of uncertainty measures
Intuitively, an uncertainty measure u is a function that assigns a real positive number to
every probability distribution p, reflecting the “spread” of p. However, there is no unique
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way of measuring the uncertainty of a probability distribution; quite the contrary, there
exists a plethora of different information-theoretic functions [42]. This is linked to the fact
that there are different ways of assessing uncertainty and making bets, depending on the
rules of the probabilistic game being played. For example, making a bet on a single event
is very different from making bets on many, independent and identically distributed ones.
In the former case one would look at a single-shot entropy, whereas in the latter one may
choose the Shannon entropy. Also, depending on the stake, one may want to follow a very
risk-adverse strategy (and, e.g., look at the Hartley entropy H0) or, on the contrary, be
risk-prone (and, e.g., look at the min-entropy H∞). This is reflected by different choices
of the relevant uncertainty functions, as each of them captures a different aspect of the
“spread” of p. However, one can ask: what is the set of all possible uncertainty functions?
The basic idea is that all uncertainty functions must satisfy some elementary require-
ments; e.g., all of them should assign zero uncertainty to the sharp probability distribution
p = (1, 0, . . . 0). In what follows we will describe and motivate conditions defining gen-
eral families of bona-fide uncertainty functions. We will call a probability distribution p
universally less uncertain than q – according to some chosen set of uncertainty measures
F – if u(p) ≤ u(q) for all u ∈ F .
6.1.1 Minimal requirement of Schur-concavity
Recently, a general condition has been proposed that a function u should satisfy in order
to measure uncertainty [88]. It is given by
u(p) ≤ u(λp+ (1− λ)Πp) for λ ∈ [0, 1], (6.1)
where Π is any permutation of the probability vector. In other words, a random rela-
belling of a probability distribution cannot decrease the uncertainty. Notice that since
permutations are reversible, this immediately implies that any u must be a function of
the probability vector only and not of the way we label events, i.e., u(p) = u(Πp).
This is in accordance with a much older concept, introduced by Deutsch [33], that an
information-theoretic measure of uncertainty for a given observable should not depend on
its eigenvalues.
As Birkhoff’s theorem states that the convex hull of permutation matrices is given by
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the set of bistochastic matrices {Λ} [44], the above axiom is equivalent to
u(p) ≤ u(Λp) for all bistochastic matrices Λ. (6.2)
Notice that q = Λp if and only if p majorises q, p  q [44] (recall Definition M3 and
Remark M1). Therefore, functions satisfying Eq. (6.2), the Shannon entropy being the
best known example, are Schur-concave. We shall denote this set by U0. Hence, the
condition given by Eq. (6.1) specifies that a minimal requirement for u to be a bona-
fide uncertainty function is to be Schur-concave. In Ref. [88] no further properties are
imposed, i.e, it is assumed that actually any u ∈ U0 can be considered as a meaningful
uncertainty function. Thus, within this approach a probability distribution p is universally
less uncertain than q if and only if p  q.
6.1.2 Requirement of context-independence
We note that not all Schur-concave functions may be appropriate uncertainty measures,
as some of them possess potentially undesired properties. In particular, one can show
that there exist probability distributions p, q and r such that
1. ∃u ∈ U0 : u(p) > u(q),
2. ∀u ∈ U0 : u(p⊗ r) ≤ u(q ⊗ r).
Notice, that this is linked with the phenomenon of catalysis studied within entanglement
theory [58]. Therefore, allowing any Schur-concave function to measure uncertainty leads
to the existence of a measure u according to which p is more uncertain than q, but p⊗ r
is less uncertain than q ⊗ r.1 As a result, uncertainty functions are allowed to be context-
dependent, i.e., an independent random variable r can change our assessment of which
of two probability distributions, p or q, is more uncertain. Here we will be interested in
uncertainty functions that are context-independent, in the sense that independent events
do not affect the uncertainty ordering between probability distributions.
In order to remove context-dependence we propose a single and natural additional
assumption restricting the set of allowed measures of uncertainty. We require that all
1As a particular example one can take: p = (0.5, 0.25, 0.25, 0), q = (0.4, 0.4, 0.1, 0.1), r = (0.6, 0.4)
and u to be the sum of two smallest elements of a probability vector [58].
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bona-fide measures of uncertainty should not only be Schur-concave, but also additive:
u(p⊗ q) = u(p) + u(q). (6.3)
The above condition reflects the extensiveness of uncertainty for independent events, a
standard assumption for information and uncertainty measures [42]. Thus, we define the
general family of uncertainty functions by the set of additive Schur-concave functions and
denote it by U . It is straightforward to check that by getting rid of non-additive functions
the problem of context-dependence is solved. Indeed, due to additivity, for any u ∈ U we
have
u(p) > u(q)⇔ u(p⊗ r) > u(q ⊗ r) ∀r.
As before we can ask when one random variable is universally less uncertain than another.
The answer is that if p is not simply a permutation of q this is the case if and only if
Hα(p) < Hα(q) ∀α ∈ R, (6.4)
where Hα are the Re´nyi entropies (see Definition M1). The fact that Eq. (6.4) implies
the same inequality for all u ∈ U is non-trivial and it is a consequence of the results of
Refs. [46, 47] that show the equivalence between Eq. (6.4) and the trumping relation T
(see Definition M4 and Remark M2). A probability distribution p is said to trump q
if there exists a context in which p majorises q. Therefore, choosing U as the set of
uncertainty functions, we can alternatively say that p is universally less uncertain than q
if and only if p trumps q, p T q.
6.1.3 Requirement of decidability
We will now show that allowing Re´nyi entropies of non-positive order α ≤ 0 to measure
uncertainty leaves us with an important problem of undecidability; more precisely, ar-
bitrarily small changes in the probability of events can switch our assessment of which
between two probability distributions is more uncertain. Note that this is a physically sig-
nificant issue, as any physical experiment allows us to determine the probability of events
only up to an arbitrarily small, but non-zero error. Hence, using such non-continuous
uncertainty functions may lead to a situation in which we need to change our assessment
of which of two probability distributions is more uncertain according to an unobservable
event.
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To illustrate this problem, let us consider the example of two distributions p⊗ r and
q⊗r (both with full support) and fix α < 0. Then if Hα(p) > Hα(q) we have that p⊗r is
more uncertain than q⊗r according to the chosen measure Hα. However, as we can only
know the probabilities of events up to an arbitrarily good approximation, the probability
distribution r on the right hand side may actually be r with ||r − r||1 ≤  and some
arbitrarily small  (here || · ||1 denotes the `1 norm). Then by choosing r = (1, 0) and
r = (, 1 − ) we get that p ⊗ r is less uncertain than q ⊗ r, according to Hα, for any
non-zero , whereas it is more uncertain if  = 0 exactly. Hence, our assessment of which
probability distribution is more uncertain is reversed by an undecidable fact (i.e., if  is
exactly zero or not).
To overcome the problem of undecidability one can simply require the continuity of
uncertainty functions: given any p, for all δ there should exist  such that
||p− p||1 ≤  =⇒ |u(p)− u(p)| ≤ δ. (6.5)
It is then clear that given p and q, with u(p) > u(q), also all elements of an -ball around
p are more uncertain than all elements of an -ball around q, for  > 0 small enough.
Note that Re´nyi entropies of order α ≤ 0 and the Burges entropy are not continuous
for distributions without full support. Hence, if we decide to exclude measures affected
by this problem, we further restrict the set of uncertainty functions to Schur-concave,
continuous and additive functions, denoted by U+. As before, a probability distribution
p is universally less uncertain than q if and only if Hα(p) < Hα(q) for all α > 0.
Let us now summarise the main message of this section. We have defined three families
of bona-fide uncertainty functions (see Fig. 6.1) by means of three natural axioms:2
Axioms for measures of uncertainty
1. Non-increasing under random relabelling, Eq. (6.1), as introduced in Ref. [88].
2. Additivity for independent random variables.
3. Continuity.
Within U0, p is universally more uncertain than q if and only if p  q; within U , if and
2It may be also worth exploring the set of Schur-concave and continuous functions. In fact, if any
of the three presented conditions may be dropped and still give a physically reasonable framework, this
seems to be Axiom 2.
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Figure 6.1: Three families of uncertainty functions. Schur-concave functions U0 satisfy
Axiom 1, Re´nyi entropies of any real order U satisfy Axioms 1-2 and, finally, Re´nyi
entropies of positive order U+ satisfy Axioms 1-3.
only if Hα(p) < Hα(q) for all α ∈ [−∞,∞]; and within U+, if and only Hα(p) < Hα(q)
for all α ∈ (0,∞].
6.2 Minimum uncertainty states
Having identified the set of conditions that characterise when one probability distribution
is universally more uncertain than another, we now have a general framework to study
the uncertainty relations. We can investigate the unavoidable uncertainty of the outcome
statistics for two noncommuting observables independently of the chosen uncertainty mea-
sure. In particular, we will be interested in answering the following question: are there
quantum states that simultaneously minimise uncertainty with respect to all uncertainty
measures?
In fact, any uncertainty function u defines an uncertainty relation for given observables
A and B:
u(pA(ρ)⊗ pB(ρ)) ≥ cuAB ∀ρ ∈ S ′d. (6.6)
Here S ′d is some subset of the set of d-dimensional quantum states Sd (often S ′d = Sd),
pA(ρ) and pB(ρ) denote the probability distributions over the outcomes of measurements
A and B on state ρ, and cuAB > 0 is a constant that does not depend on ρ ∈ S ′d. As
an example, consider the well-known Maassen-Uffink uncertainty relation, see Eq. (5.2),
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where u is chosen to be the Shannon entropy H, S ′d = Sd, and
cHAB = −2 ln
(
max
ij
|〈ai|bj〉|
)
, (6.7)
with |ai〉 and |bj〉 denoting eigenstates of A and B, respectively.
6.2.1 Universal minimum uncertainty states
States minimising the left-hand side of Eq. (6.6) for some choice of u and S ′d will be called
minimum uncertainty states (MUSs). These have been found in the case of u = H1 (the
Shannon entropy) [101, 102] and u = H2 (collision entropy) [104] for S ′d = S2 (qubit
systems). However, if we restrict the study of uncertainty relations to a particular uncer-
tainty function, then anything we can say about the structure of MUSs will, in general,
not hold for a different measure. Instead, having argued for the general sets of bona-fide
uncertainty measures U0, U and U+, we can introduce the notion of universal minimum
uncertainty state: a state that minimises all u ∈ F simultaneously, with F being one of
the three sets of uncertainty measures introduced in the previous section.
Definition 6.1: Universal MUS
A universal minimum uncertainty state within a subset S ′d ⊆ Sd is a state ρ ∈ S ′d
that is universally less uncertain than any other element in S ′d (modulo permutations
of the outcomes). More precisely,
u(pA(ρ)⊗ pB(ρ)) < u(pA(σ)⊗ pB(σ)),
for all u ∈ F and for all σ ∈ S ′d such that pi[pA(ρ)⊗ pB(ρ)] 6= pA(σ)⊗ pB(σ), with
pi being an arbitrary permutation.a
aNote that there are no probability distributions, other than those linked by permutations,
that have the same uncertainty with respect to all u ∈ F .
The existence of such special states is conceptually very intriguing. Does quantum me-
chanics permit their existence for some natural choice of S ′d? An obvious choice that
we will consider is the full state space S ′d = Sd. However, we will also focus on another
physically motivated subset of states S ′d arising while studying the uncertainty relations
in the presence of classical noise (where S ′d ⊂ Sd is chosen to be a subset with a given
level of mixedness [73, 86, 105, 106]).
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Investigating the existence of a universal MUS, or even some approximate version of
it – briefly discussed later in Sec. 6.4.3 – can also be practically relevant. This is because
a universal MUS simultaneously minimises all possible uncertainty measures over a con-
sidered set of states, and different u are operationally relevant in different situations. As
uncertainty relations have a range of applications in cryptography and quantum informa-
tion [35], we conjecture that universal a MUS may be useful when we want to perform a
protocol, but we do not know in advance what the rules of the probabilistic game are.
In what follows we first provide a general no-go theorem forbidding the existence of a
universal MUS within the full state space Sd. This shows that the best (least uncertain)
state always depends on the details of the probabilistic game being played; no ultimate
top element exists. However, in many physically relevant scenarios the only available
quantum states are mixed. Hence, in the next section, we will explore features emerging
from the interplay between noncommutativity and noise.
6.2.2 No-go theorem for a pure universal MUS
In the case of two commuting observables (or more generally observables sharing an
eigenstate) the existence of a universal MUS is trivial: any common eigenstate has a
sharp distribution with respect to both measurements. However, the problem is non-
trivial for observables that do not share an eigenstate. In fact, the following result shows
that in this case no top element exists within the full unconstrained state space Sd for all
three choices of F :
Theorem 6.1: No pure universal MUS
Given observables A and B acting on d-dimensional Hilbert space Hd and not
sharing any common eigenstate, no universal MUS within the full state space Sd
exists.
Proof. The proof consists of two steps. First, we prove that if there exists a universal
MUS ρ ∈ Sd then it must be pure. Next, we find all pure states {|ψm∞〉} that minimise
H∞ and show that there exist pure states that have smaller Hα than any of the {|ψm∞〉}
for some α > 0. Therefore we conclude that no state can simultaneously minimise all
uncertainty measures u ∈ F over the full state space Sd.
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Step 1. Given any mixed state ρ, let us decompose it in its own eigenbasis {|ψi〉}:
ρ =
∑
i
λi |ψi〉〈ψi| :=
∑
i
λiρi.
The strict concavity and additivity of the Shannon entropy H implies that
H(pA(ρ)⊗ pB(ρ)) >
∑
i,j
λiλjH(p
A(ρi)⊗ pB(ρj)) =
∑
i
λiH(p
A(ρi)⊗ pB(ρi))
≥ min
i
H(pA(ρi)⊗ pB(ρi)),
so that for every mixed state ρ there exists a pure state ρk that is characterised by lower
Shannon entropy. This immediately implies that no mixed state can be a universal MUS
and hence we can consider only pure states.
Step 2. We will now find the set of pure states {|ψm∞〉} that min-
imise H∞(pA(|ψ〉)⊗ pB(|ψ〉)) among all pure states |ψ〉. Let us remind that
H∞(p) = − ln maxi pi, so that we are actually looking for states that maximise the largest
entry of the probability vector pA(|ψ〉)⊗ pB(|ψ〉). Let V be the unitary connecting eigen-
bases of A and B, i.e., |ai〉 = V |bi〉 for all i = 1, ..., d. Since, by assumption, A and B do
not share an eigenstate we have ∀i, j |Vij| := |〈bi|V |bj〉| < 1. Let c denote the absolute
value of the matrix element of V that has the largest absolute value, i.e.,
c := max
i,j
|Vij| := |ViM jM | < 1, (6.8)
where (iM , jM) denotes the indices corresponding to one of such largest elements of V .
Now, let’s decompose a general normalised pure state |ψ〉 into the eigenstates of A:
|ψ〉 =
d∑
k=1
αk |ak〉 = √p |akM 〉+
√
1− p ∣∣a⊥kM〉 , (6.9)
where maxk |αk| = |αkM | :=
√
p, and we absorbed a phase in the definition of |akM 〉. Also,∣∣a⊥kM〉 := 1√1− p ∑
k 6=kM
αk|ak〉. (6.10)
Let pmax(|ψ〉) denote the maximal element of the joint probability distribution
pA(|ψ〉)⊗ pB(|ψ〉):
pmax(|ψ〉) := max
k,l
pAk (|ψ〉)pBl (|ψ〉) = pmax
l
pBl (|ψ〉). (6.11)
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We have
pmax(|ψ〉) = max
l
p
∣∣∣√p〈bl|akM 〉+√1− p〈bl|a⊥kM 〉∣∣∣2
:= p
∣∣∣√p〈blM |akM 〉+√1− p〈blM |a⊥kM 〉∣∣∣2
= p
∣∣∣√p|VlMkM |+ eix√1− p√1− |VlMkM |2∣∣∣2
≤ p
(√
p|VlMkM |+
√
1− p
√
1− |VlMkM |2
)2
,
where lM is the index l satisfying the first maximisation problem and
x := arg〈blM |akM 〉 − arg〈blM |a⊥kM 〉. (6.12)
The inequality is tight only if x = 0 and then we have
pmax(|ψ〉) ≤ (1 + |VlMkM |)
2
4
≤ (1 + c)
2
4
, (6.13)
where the first inequality is attained for p = (1 + |VlMkM |)/2 and the second inequality is
attained only if lM = iM and kM = jM . One easily finds that the tightness of all of the
above inequalities implies that
|biM 〉 = eiφ
(
c |akM 〉+
√
1− c2 ∣∣a⊥kM〉) , (6.14)
where φ = arg〈akM |biM 〉. We can now solve the above equation for
∣∣a⊥kM〉 and substitute
the result to Eq. (6.9). Finally using kM = jM and optimal p = (1 + c)/2 one finds that
states maximising pmax(|ψ〉) are of the form
|ψm∞〉 =
|ajM 〉+ e−iφ |biM 〉√
2(1 + c)
, (6.15)
where m enumerates all pairs (iM , jM) for which |Vij| attains maximum. It is also worth
noting that states of the above form actually saturate the bound found by Landau and
Pollak [107], for the product of maximum outcome probabilities for noncommuting ob-
servables (see Eq. (9) of Ref. [34]).
Now, we just need to show that there exists a pure state |ψ〉 for which
Hα(p
A(|ψ〉)⊗ pB(|ψ〉)) is smaller than for any of the states {|ψm∞〉} for some α > 0.
This can be proven in the following way. First, define H˜0(p) = ln |supp p|, where
|supp p| denotes the number of non-zero elements of p. Then, note that the distribution
pA(|ψm∞〉)⊗ pB(|ψm∞〉) has a higher H˜0 than the probability distribution corresponding to
|biM 〉. Finally, note that limα→0Hα(p) = H˜0(p) and Hα is continuous in α > 0, which
means that there exists α > 0 such that Hα is bigger for any of {|ψm∞〉} than for |biM 〉.
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Although a universal MUS does not exist within the full state space, it may still
appear in many physical scenarios where some degree of noise is unavoidable. Noise may
be present due to inevitable imperfections in the experimental apparatus, or because the
system under scrutiny is entangled with some other degrees of freedom we do not have
access to. Hence, one is left to wonder whether the no-go result we derived is robust
to noise and, more generally, what is the effect of noise on the structure of minimum
uncertainty states. We will discuss this in the next section, starting from some conceptual
remarks about assessing uncertainty in the presence of classical uniform noise.
6.3 Noise and uncertainty
6.3.1 Role of noise and H2 in the classical case
To build up intuition as to why the introduction of noise can make a difference in assessing
uncertainty, it is useful to start with a simple yet suggestive example. Whereas the
importance of H0, H1 and H∞ Re´nyi entropies has been previously stressed [108], here
we emphasise the special role played by the collision entropy H2 in the presence of noise.
Example 6.1: The effect of noise on compression rates
Consider two probability distributions
p = (0.77, 0.10, 0.10, 0.03), q = (0.63, 0.35, 0.01, 0.01),
and two sources P and Q that produce messages by drawing from a four-element
alphabet according to these probability distributions. One can immediately check
that H1(p) > H1(q), which means that the messages produced by Q will have a
higher compression rate than those produced by P . However, now assume that
there is an additional noise channel that affects the messages produced by sources
P and Q, so that the effective probability distributions become
p = η + (1− )p, (6.16)
and similarly for q, where η = (0.25, 0.25, 0.25, 0.25) is a uniform distribution. It
is then easy to verify that, for  ≥ 0.05, we have H1(p) < H1(q). According to the
Shannon entropy, p is more uncertain than q (and hence more difficult to compress),
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but the situation is reversed once enough noise is introduced. This shows that the
noise more strongly affects the information content of the message produced by Q,
as measured by H1.
The above example leads us to the following question: under what conditions the
information content encoded in a source P (as measured by a generic Hα) is more strongly
affected by uniform noise than the information encoded in Q? The answer is provided by
the following result:
Observation 6.2: Classical ordering by H2
Given two probability distributions p and q, with H2(p) 6= H2(q), the following
statements are equivalent for any given α ∈ (−∞,∞):
1. There exists α ∈ [0, 1) such that
Hα(p
) < Hα(q
) ∀ ≥ α.
2. H2(p) < H2(q).
Proof. The proof is based on the fact that, for every α, Hα(p) has a maximum at  = 1
(as p then corresponds to a uniform distribution), so that the dominating term in the
Taylor expansion around this maximum is quadratic in the probabilities {pi}. Then, for
a finite α, the ordering between Hα(p) and Hα(q) for  close enough to 1 depends solely
on the ordering of the α = 2 Re´nyi entropy. To see this let us first calculate
Hα(p
)−Hα(q) = sgn(α)
1− α lnA, (6.17)
where
A =
∑
i[rpid+ 1− r]α∑
i[rqid+ 1− r]α
, (6.18)
and r := 1 − . Hence Hα(p) < Hα(q) is equivalent to A > 1 for α < 0 and α > 1,
whereas for α ∈ (0, 1) it is equivalent to A < 1. Expanding around r = 0 one gets
∑
i
[rxid+ 1− r]α = d+ α(α− 1)
2
(∑
i
x2i d
2 − d
)
r2 +O(r3), (6.19)
where {xi} denotes the entries of either p or q. Hence, for any given α, we can rewrite
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Hα(p
) < Hα(q
) as ∑
i
(p2i − q2i )d2r2 +O(r3) > 0. (6.20)
Then, it is clear that if
∑
i p
2
i >
∑
i q
2
i , i.e., H2(p) < H2(q), the above inequality is satisfied
for rα > 0 small enough. An analogous proof can be used to show that the statement is
valid for α = 0 and α = 1. On the other hand, for a given α let Hα(p) < Hα(q) for
all r ≤ rα with rα > 0. Then it must be that
∑
i p
2
i ≥
∑
i q
2
i and so H2(p) ≤ H2(q). By
assumption however H2(p) 6= H2(q), hence H2(p) < H2(q).
Remark 6.2
The ordering for the limiting cases of α = ±∞, as well as α = 2, can never be
changed by introducing noise.
Too see this, first note that H2(p) < H2(q) is equivalent to
∑
i p
2
i >
∑
i q
2
i . Recall that
we denote by pi the elements of p
 = (1− )p+ η. Then, introducing r := 1−, we have
∑
i
(pi)
2 =
∑
i
(
1− r
d
+ rpi
)2
=
1− r2
d
+ r2
∑
i
p2i .
It is then immediate to see that H2(p) < H2(q)⇔ H2(p) < H2(q) for all r ∈ (0, 1], i.e.,
for every  ∈ [0, 1).
Similarly note that H∞(p) < H∞(q) is equivalent to maxi pi > maxi qi. We will thus
consider
max
i
pi = max
i
(
1− r
d
+ rpi
)
=
1− r
d
+ rmax
i
pi.
Again, it is easy to see that H∞(p) < H∞(q) is equivalent to H∞(p) < H∞(q) for all
 ∈ [0, 1). An analogous reasoning works for H−∞. Moreover, from Observation 6.2, no
other Hα has this property.
Observation 6.2 shows that noise can indeed play a crucial role in uncertainty relations:
it induces an order within the set of probability distributions, with H2 playing a leading
role.3 However, the problem is more complicated than one might initially expect. Recall
that the crucial question unanswered by Observation 6.2 is whether a “finite” amount of
noise is sufficient to induce an ordering between all Re´nyi entropies; in other words, if there
3Note that the Re´nyi entropy of order two is also distinguished from a geometric point of view: the
isoentropic states (with fixed value of H2) form hyperspheres inside the probability simplex [65]. This
means that for any two states the one that is closer to the uniform distribution η with respect to the
standard Euclidian metric will be described by larger entropy H2.
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exists an ˜ < 1 independent of α such that Hα(p˜) < Hα(q˜) for all α. In fact, given two
generic probability distributions, the condition Hα(p) < Hα(q) for α = 2 and α = ±∞
is necessary, but not sufficient, to induce ordering between Re´nyi entropies for all α. A
counterexample is given by p = (0.37, 0.32, 0.24, 0.07) and q = (0.36, 0.35, 0.19, 0.10). A
direct calculation shows that H2(p) < H2(q), but for any amount of noise  we have
Hα(p) > Hα(q) for α = 4/(1 − ). This implies that for α → ∞ the required amount of
noise must go to 1, so there is no single ˜ < 1 that ensures the relation Hα(p˜) < Hα(q˜)
is satisfied for all α.
6.3.2 Role of noise and H2 in the quantum case
Given the discussion and results above, it is natural to define a quantum analogue of
Eq. (6.16) by the set -noisy states Sd that can be written in the form
Sd := {ρ : ρ = I/d+ (1− )ρ, ρ ∈ Sd} , (6.21)
for a generic state ρ and a fixed  ∈ [0, 1]. However, by the same reasoning as in Theo-
rem 6.1, i.e., using the strong concavity and additivity of the Shannon entropy, one can
show that among all states in Sd only the ones for which ρ is pure can be a universal
MUS. This means that considerations concerning universal MUS can be restricted to the
set of pseudo-pure states,4 first introduced in the field of NMR spectroscopy [109]:
Definition 6.2: Pseudo-pure states
A state belongs to the subset of -pseudo-pure states if it can be written in the form
ρψ = I/d+ (1− ) |ψ〉〈ψ| ,  ∈ [0, 1]. (6.22)
Note that, unlike in Chapter 5 when the amount of classical noise was quantified by the
von Neumann entropy, here we do not conform to any particular measure. Instead, the
amount of noise is quantified by the admixture of a maximally mixed state.
We now provide a modified version of Observation 6.2 suited for probability distribu-
tions arising from the measurement of two noncommuting observables in the presence of
4Note that instead of considering a projective measurement described by projectors {|ai〉〈ai|} on
pseudo-pure states, one can equivalently consider a noisy positive operator valued measure (POVM)
with POVM elements {I/d+ (1− ) |ai〉〈ai|}.
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noise. Let us define
∆Hα := Hα(p
A(ρ)⊗ pB(ρ))−Hα(pA(σ)⊗ pB(σ)). (6.23)
We then have the following:
Observation 6.3: Quantum ordering by H2
Let ρ and σ denote any two quantum states and A and B any two observables. If
e−H2(p
A(ρ)) + e−H2(p
B(ρ)) 6= e−H2(pA(σ)) + e−H2(pB(σ), the following two conditions are
equivalent for any given α:
1. There exists α:
∆Hα < 0, ∀ ≥ α,
2. e−H2(pA(ρ)) + e−H2(pB(ρ)) > e−H2(pA(σ)) + e−H2(pB(σ)).
Proof. Introducing r := 1−  one can compute
pA(ρ)⊗ pB(ρ) = (1− 2r)
d2
+ 2rP AB(ρ) + r2QAB(ρ), (6.24)
where
P AB(ρ) =
pA(ρ) + pB(ρ)
2d
, (6.25a)
QABij (ρ) = p
A
i (ρ)p
B
j (ρ)−
pAi (ρ) + p
B
j (ρ)
d
+
1
d2
. (6.25b)
Notice that the same expression holds for σ. We now proceed as in the proof of Obser-
vation 6.2. We have ∆Hα = sgn(α) ln B/(1− α) with
B =
∑
ij [2rP
AB
ij (ρ)d
2 + 1− 2r + r2d2QABij (ρ)]α∑
ij [2rP
AB
ij (σ)d
2 + 1− 2r + r2d2QABij (σ)]α
:=
gα(ρ)
gα(σ)
. (6.26)
Hence, ∆Hα ≤ 0 is equivalent to B > 1 for α < 0 and α > 1, whereas for α ∈ (0, 1) it is
equivalent to B < 1. Expanding around r = 0 one gets
gα(ρ) = d
2 + 2α(α− 1)
(∑
ij
PABij (ρ)
2d4 − d2
)
r2 +O(r3). (6.27)
Therefore, for any α we can rewrite ∆Hα < 0 as∑
ij
(PABij (ρ)
2 − PABij (σ)2)r2d4 +O(r3) > 0. (6.28)
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Let us fix α. If Condition 2 holds, then
∑
ij P
AB
ij (ρ)
2 >
∑
ij P
AB
ij (σ)
2. Hence, there exists
rα small enough such that Eq. (6.28) is satisfied, i.e., Condition 1 holds. On the other
hand, if for a given α Condition 1 holds for all  ≥ α (i.e., for all r ≤ rα) then one must
have
∑
ij P
AB
ij (ρ)
2 ≥∑ij PABij (σ)2, which is equivalent to
e−H2(p
A(ρ)) + e−H2(p
B(ρ)) ≥ e−H2(pA(σ)) + e−H2(pB(σ)).
However, by assumption the equality does not hold, so we obtain Condition 2.
For any given measure of uncertainty Hα, Observation 6.3 shows that the knowledge
of H2 is sufficient to answer the following question: “which of two states has outcome
statistics of two noncommuting measurements more uncertain in the presence of large
enough uniform noise?”. Nevertheless, similarly to the classical case, we have no guarantee
that a finite amount of noise will generate an ordering between all Re´nyi entropies. In
the next section we will explore this question.
6.4 Existence of a noisy universal MUS
6.4.1 General results
Let us start by presenting three general results concerning a noisy universal MUS that
are valid for all three choices of F . One will give us an explicit candidate for such state;
the other two prevent the existence of a universal MUS in a broad set of situations. First,
however, we provide a technical lemma that may be of interest independently from the
question of finding a noisy universal MUS:
Lemma 6.4: -pseudopure state minimising H∞
Given observables A and B, the -pseudopure state ρψ∞ minimising
H∞(pA(·)⊗ pB(·)) is given by
ρψ∞ = I/d+ (1− ) |ψ∞〉〈ψ∞| , (6.29)
with
|ψ∞〉 ∝ |ai〉+ e−iφ |bj〉 , (6.30)
where |ai〉 and |bj〉 are the eigenstates of A and B that maximise |〈ai|bj〉| and
φ = arg〈ai|bj〉.
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Proof. The proof follows a route similar to the one used in proving Theorem 6.1. We want
to show that among -pseudo pure states ρψ defined in Eq. (6.22), the ones with |ψ〉 = |ψm∞〉
for some m (see Eq. (6.15)) are those minimising the quantity H∞(pA(·)⊗ pB(·)). Instead
of minimising this entropic quantity we can equivalently maximise over all pure states |ψ〉
the maximal element pmax(ρψ) of the probability vector p
A(ρψ)⊗ pB(ρψ). We have
pmax(ρ

ψ) =
2
d2
+
(1− )
d
max
k,l
(
pAi (|ψ〉) + pBj (|ψ〉)
)
+ (1− )2 max
k,l
(
pAi (|ψ〉)pBj (|ψ〉
)
.
From the proof of Theorem 6.1 we know that the last term is maximised for |ψ〉 = |ψm∞〉.
We will now show that the second term is also maximised for the same state and, therefore,
the whole expression for pmax(ρψ) is maximised for this choice of |ψ〉.
To shorten the notation let us introduce
smax(|ψ〉) = max
k,l
(
pAk (|ψ〉) + pBl (|ψ〉)
)
. (6.31)
Using the same reasoning that led us in the proof of Theorem 6.1 to the bound on
pmax(|ψ〉), we can obtain a bound on smax(|ψ〉). More precisely we have
smax(|ψ〉) ≤ p+
(√
p|VlMkM |+
√
1− p
√
1− |VlMkM |2
)2
, (6.32)
where we use the same notation as in the proof of Theorem 6.1. It is straighforward to
show that the above expression is maximised for |VlMkM | = c and p = (1 + c)/2. Similarly
as in the proof of Theorem 6.1, this leads to the conclusion that smax(|ψ〉) is maximised
by the states |ψm∞〉.
Corollary 6.5: Explicit form of a noisy universal MUS
Given observables A and B that do not share a common eigenstate, if there exists
a universal MUS in Sd, then it must be -pseudo-pure with the pure state |ψ∞〉.
We now proceed to the first no-go result concerning mutually unbiased observables:
Theorem 6.6: No-go for mutually unbiased observables
Given observables A and B that are mutually unbiased, no universal MUS exists
within Sd, for any  ∈ [0, 1).
Proof. Note that the Shannon entropy H1(pA(ρ)⊗ pB(ρ)) is minimised among -noisy
states by -pseudo-pure state given in Eq (6.22) with |ψ〉 being an eigenstate of either A
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or B. This is because such states saturate the tight bound ln d+ S(ρ) found in Sec. 5.3 of
Chapter 5 [see Eq. (5.23)]) for mixed states in the case of mutually unbiased observables.
Then, by direct calculation, one can check that for an -pseudo-pure state defined in
Lemma 6.4, the Shannon entropy is higher. Hence such a state cannot be a universal
MUS and so, from Corollary 6.5, no universal MUS exists.
For higher dimensional systems, d ≥ 3, we can provide a general no-go result severely
limiting the existence of a universal MUS in the presence of noise for the choices F = U0
and F = U . Specifically, we have:
Theorem 6.7: No-go for d ≥ 3
Consider two observables A and B with eigenstates {|ai〉} and {|bj〉} such that
Vij = 〈ai|bj〉 6= 0. If the dimension of the system d ≥ 3 then the introduction of
noise does not lead to the emergence of a universal MUS for F = U0 and F = U .
Proof. From Corollary 6.5 we know that a noisy universal MUS must be of the form
specified by Eq. (6.29), so that
H−∞(pA(ρψ∞)⊗ pB(ρψ∞)) > 2 ln /d, (6.33)
the inequality being strict because Vij 6= 0. Now consider the state
ρξ = I/d+ (1− ) |ξ〉〈ξ|, where |ξ〉 = a1 |a1〉+ a2 |a2〉 and a1, a2 are chosen such that
|ξ〉 is orthogonal to |b1〉. Then computing the left hand side of Eq. (6.33) for ρξ gives
exactly 2 ln(/d). Hence, the state minimising H−∞ does not coincide with ρψ∞ . From
Corollary 6.5 it implies that no universal MUS exists for F = U0 and F = U .
6.4.2 Universal MUS for qubit systems
The general results we have presented cannot be applied to the scenario with two distinct
qubit observables when they are not mutually unbiased. In fact, as it often happens,
qubits are special and thus require separate treatment. As all considered uncertainty
measures depend only on the eigenstates of the observables and not on their eigenvalues,
without loss of generality we can choose qubit observables as in Chapter 5. Hence, we
choose A = a · σ and B = b · σ, where σ denotes the vector of Pauli operators, while a
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and b are the Bloch vectors. Let us also denote the angle between the two Bloch vectors
by γ, so that a · b = cos γ.
The detailed analysis and calculations can be found in Appendix D, and here we
will only state the main results. First of all, for the choice F = U0 (the framework
of majorisation uncertainty relations) there exists no universal MUS in the presence of
noise, i.e., no amount of noise  < 1 can lead to the emergence of such state. However,
for the two other choices of the family of uncertainty functions (F = U and F = U+) a
universal MUS may emerge after introducing a threshold amount of noise. Specifically,
in Appendix D we prove that for γ = pi/4 the amount of noise  = 1/2 leads to the
emergence of a universal MUS.
In panel (a) of Fig. 6.2 we illustrate on the Bloch sphere this emergence of a universal
MUS with the introduction of noise. We plot the states that for a given purity minimise
different α-Re´nyi entropies. As can be seen in the figure, above a threshold level of noise
all the Re´nyi entropies are minimised by a state described by a Bloch vector lying on the
bisection of the angle γ. Note that, according to a numerical investigation, the level of
noise  = 1/2 used in the proof is actually much larger than required. In panel (b) of
Fig. 6.2 we similarly plot the position of MUSs for different α, but in the case of qubit
observables separated by γ = 5pi/12. Notice that now the amount of noise required for a
universal MUS to appear is larger and, from Theorem 6.6, one can expect that it grows
with γ up to the point when  = 1 for γ = pi/2 (corresponding to mutually unbiased
bases). A numerical investigation supports the conjecture that a universal MUS exists for
generic qubit observables.
6.4.3 Approximate notion of universality for higher dimensions
For dimensions d ≥ 3 the no-go theorems presented so far do not apply to the choice
F = U+ (corresponding to uncertainty measures that are both continuous and context-
independent) when the considered observables are not mutually unbiased. As in higher di-
mensions the analytical verification of the emergence of an -noisy universal MUS becomes
extremely complicated, we numerically verify whether a universal MUS could emerge with
the introduction of noise. The following lemma provides an additional necessary condition
for such emergence that can be checked numerically by only investigating pure states:
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Figure 6.2: Emergence of a universal MUS for qubits. The blue curves described by
arrows show the position of MUSs with respect α-Re´nyi entropies of different orders, as
a function of the purity (distance from the origin) for qubit observables A and B. A and
B are separated by angle γ = pi/4 [panel (a)] and γ = 5pi/12 [panel (b)], and the plot
presents the Bloch sphere in the first quadrant of the plane spanned by eigenvectors of
A and B. The bisecting line (in red) denotes the set of states approached by all MUSs
and, ultimately, containing the universal MUS. For simplicity we only plot MUSs for
θ ∈ [0, γ/2], as the case θ ∈ [γ/2, γ] is symmetric. Note that MUSs with respect to α ≥ 1
[panel (a)] and α ≥ 2 [panel (b)] lie on the bisecting line for all purities. Dashed grey
lines correspond to states with fixed purity (length of the Bloch vector equal to 1− n/10
for n ∈ {1, . . . 5}).
Lemma 6.8: Necessary condition for a noisy universal MUS
A necessary condition for a universal MUS to emerge with the introduction of noise
is that the expression
e−H2(p
A(ρ)) + e−H2(p
B(ρ)) (6.34)
is maximised among pure states by ρ = |ψ∞〉〈ψ∞| (for the definition of |ψ∞〉 see
Lemma 6.4).
Proof. By contradiction, suppose that there exists a pure state φ ≡ |φ〉〈φ| such that
e−H2(p
A(ψ∞)) + e−H2(p
B(ψ∞)) < e−H2(p
A(φ)) + e−H2(p
B(φ)),
where ψ∞ ≡ |ψ∞〉〈ψ∞|. Let ρψ∞ = I/d+ (1− )ψ∞ and ρφ = I/d+ (1− )φ be the
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corresponding -pseudo-pure states and fix α = 1. Then by Observation 6.3 there exists
˜ such that for all  ≥ ˜, one has ∆H1 > 0. This implies that, for any of the three choices
of F , there is no  close enough to 1 such that ρψ∞ is a universal MUS in Bd. However, by
Corollary 6.5, this implies that a universal MUS does not exist within Bd for any amount
 of noise introduced.
Given two observables A and B we can now use the above result to numerically verify
whether the universal MUS emerges with the introduction of noise. This can be done in
the following way. First, we need to find |ψ∞〉. Then, using a numerical optimisation
procedure we search for a state |ψopt〉 that minimises Eq. (6.34). Finally we can compare
|ψ∞〉 with |ψopt〉 and if these states differ we can conclude that no universal MUS exists
for A and B, even for the choice F = U+.
We numerically investigate d ∈ {3, 4, 5}, each time generating 1000 pairs of observables
(A,B) whose eigenvectors are connected by a unitary, randomly chosen according to the
Haar measure. Our analysis shows that |ψ∞〉 does not coincide with |ψopt〉, showing that
in general no universal MUS exists in higher dimension even with the choice F = U+.5
However, we also observe that the two states are very close. More precisely, we numerically
found that their average overlap |〈ψopt|ψ∞〉| is approximately equal to 0.9996, 0.9904 and
0.9842 for dimension d equal to 3, 4 and 5, respectively. From Observation 6.3 we know
that for any given α ∈ (0,+∞), ρopt = I/d+ (1− ) |ψopt〉〈ψopt| has smaller Hα(pA⊗ pB)
than any other given pseudo-pure state if  is taken to be bigger than some α < 1. So,
for any arbitrarily fine sample of α’s and pseudo-pure states, there would be some ˜ large
enough such that ρ˜opt is the best pseudo-pure state. At the same time, the case α =∞ is
optimised by the pseudo-pure state ρψ∞ that, as we said above, has pure component with
large overlap with |ψopt〉. This leads naturally to the conjecture that noise can lead to the
emergence of a universal MUS in an approximate sense. We leave this as an interesting
open question for future work.
In Fig. 6.3 we present an example of the emergence of such approximate universal
MUS for a qutrit system. We choose the observables A and B such that the eigenstates of
B are connected to the eigenstates of A by a rotation around (1, 1, 1) axis by angle pi/6.
As can be seen in panel (a) of Fig. 6.3, without noise the candidate universal MUS ρψ∞
5Even more strongly, no universal MUS exist whenever F contains both H∞ and any Hα for finite α,
e.g., F = {H1, H∞}.
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Figure 6.3: Emergence of an approximate universal MUS for qutrits. Re´nyi entropies for
ρ∞ (black pluses), the -noisy eigenstate of A (black circles) and numerically optimised
-noisy states minimising a given α-Re´nyi entropy (red X’s), for the qutrit system and
observables A and B as described in the main text. (a) Level of noise  = 0; (b) Level of
noise  = 0.25 (note the change of vertical scale).
has larger Re´nyi entropies of order α < 1 than the optimal state. For example, for zero
noise the optimal states for H0.1 are close to the eigenstate of either A or B. However,
the introduction of noise  = 0.25 results in the approximate equality (discrepancy on the
order of 10−4 at worst) between Re´nyi entropies of the candidate and optimal state for the
investigated region of α ∈ [0, 2]. Numerical investigations also show that this approximate
equality holds for α > 2.
6.5 Thermodynamic considerations
In this final section of Chapter 6, we will exploit the links between measures of uncertainty
in information theory and measures of the departure from equilibrium in thermodynam-
ics, to get some insight into the thermodynamic ordering of classical states discussed in
Chapter 1. Namely, we will extend our observation on the role of collision entropy to the
field of thermodynamics and point out some interesting properties of thermalisation.
Let us recall (see Sec. 1.2.3 of Chapter 1) that given a system described by a free
Hamiltonian H, and in contact with a heat bath at inverse temperature β, the free ther-
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modynamic transformations between classical states (recall Definition 1.6) are governed
by the α-Re´nyi divergences Sα(·||·), see Eq. (1.21). More precisely, a classical state de-
scribed by a probability distribution p can be freely transformed to another state q, if and
only if Sα(p||γ) ≥ Sα(q||γ) for all α, where γ is the equilibrium Gibbs state of the sys-
tem. Hence, each Sα(p||γ) is a thermodynamic monotone and can be used as a measure
of non-equilibrium.
A similar reasoning to the one showing that Hα(·) constitute a canonical family of
uncertainty functions satisfying two simple and natural axioms can be applied to the
quantification of non-equilibrium, with Sα(·||γ) playing the role of Hα(·). In order to
introduce the thermodynamic analogue of the Axioms 1 and 2 from Sec. 6.1, let us denote
by ΛGP any Gibbs-preserving map, i.e., any stochastic map satisfying ΛGP(γ) = γ. As
discussed in Part I, Gibbs-preserving maps are the most general set of transformations
between classical states that can be performed without using work [61, 110]. In fact,
any operation outside this set brings an initially thermal state out of equilibrium, which
would allow for building a perpetuum mobile of the second kind by extracting work from
a single heat bath, thus violating the second law of thermodynamics. We then require
all functions f that quantify departure of the system from thermodynamic equilibrium to
satisfy the following two axioms:
Axioms for measures of the departure from equilibrium
1. Non-increasing under Gibbs-preserving maps: f(ΛGP(p)) ≤ f(p).
2. Additivity for independent systems: f(p⊗ q) = f(p) + f(q).
As we have shown in Sec. 1.2.2 of Chapter 1, using the reasoning analogous to the one
presented in Sec. 6.1.1 together with the embedding map (see Definition 1.7), one can prove
that the first of the above axioms implies that f must respect the ordering induced by a
thermodynamic generalisation of the notion of majorisation – thermo-majorisation. The
second requirement then leads us to a thermodynamic analogue of the notion of trumping,
which in Ref. [8] was proven to be characterised exactly by the α-Re´nyi divergences
Sα(·||γ). Hence Sα(·||γ) play the same canonical role in quantifying the departure from
equilibrium as the Re´nyi entropies in the case of measuring uncertainty. Finally, notice
that by requiring continuity we would restrict to Re´nyi divergences of positive order.
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We will now translate Observation 6.2 into the language of thermodynamics and anal-
yse the consequences for near-equilibrium processes. In order to do this let us introduce
the set of classical -thermal states (compare with the set of -noisy states Sd):
T d := {q = γ + (1− )p, p ∈ Pd}. (6.35)
Notice that Eq. (6.35) describes classical states that are the outcome of an elementary
model of thermalisation [111]. We then have the following result:
Observation 6.9: Thermal ordering by S2(·||γ)
Consider two classical states described by probability vectors p and q, such that
S2(p||γ) 6= S2(q||γ). Then the following statements are equivalent:
1. For every α ∈ R there exists α ∈ [0, 1) such that
Sα(p
||γ) > Sα(q||γ) ∀ ≥ α.
2. S2(p||γ) > S2(q||γ).
The proof is a trivial generalisation of Observation 6.2 and it is hence omitted.
Observation 6.9 provides operational meaning to a so-far neglected thermodynamic
quantity: the α = 2 Re´nyi divergence defined by
S2(p||γ) = ln
∑
i
p2i
γi
. (6.36)
Notice that S2(·||γ) is linked to the thermal average of (pi/γi)2. Given any valid measure
of non-equilibrium, for  large enough S2(·||γ) determines which of two the states, p or
q (partially thermalised versions of states p and q), is farther from thermal equilibrium.
Hence, S2(·||γ) provides an ordering between different near-equilibrium states.
As an application of Observation 6.9, consider a system in state p that we want
to transform into a target state q by putting it in contact with a heat bath. Let us
assume that Re´nyi divergences satisfy S1(p||γ) < S1(q||γ), so that such transforma-
tion is forbidden by the second law of thermodynamics. However, it is still possible
that S2(p||γ) > S2(q||γ). If this is the case then close enough to equilibrium we have
S1(p
||γ) > S1(q||γ). This implies that we can transform many copies of p into many
copies of q [6]. It also means that we can extract on average a positive amount of work
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by transforming p into q, even though work is required to transform p to q. Moreover,
as shown in Ref. [112], for  large enough we can transform p into q by thermal opera-
tions using a source of stochastic independence. Finally, note that taking into account the
thermalisation interpretation of Eq. (6.35), the reversal of free energy S1(·||γ) ordering
between states p and q can arise from a thermalisation process. For example, if initial
states p(0) and q(0), with S2(p(0)||γ) > S2(q(0)||γ), thermalise according to Eq. (6.35)
at the same rate (t) [(t) monotonically increases with t], then for all times t > tr for
some finite tr we will have S1(p(t)||γ) > S1(q(t)||γ).
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Error-disturbance relations
The best known modern formulation of Heisenberg uncertainty relation (also known as
the Heisenberg-Robertson UR [28]) concerns the outcome statistics of two independent
measurements of noncommuting observables performed on an ensemble of identically pre-
pared quantum states. As explained in Chapter 5, it states that the product of variances
of these two outcome statistics is lower-bounded by the mean value of the commutator of
measured observables in a given quantum state. Although this formulation says nothing
about the effect of one measurement on the outcome statistics of the other, it is often
misinterpreted in the spirit of the original Heisenberg microscope thought experiment [29],
i.e., that the bigger the precision of the measurement of one observable, the bigger the dis-
turbance to a subsequent measurement of the other one (with which it does not commute).
Indeed, the formulation of uncertainty relation in terms of precision and disturbance of
sequential measurements was Heisenberg’s original concept and is often referred to as the
error-disturbance uncertainty relation (see Fig. 7.1). The problem has its origin in the
fact that the act of measuring observable A collapses the measured system into one of
the eigenstates of A. Thus, after discarding the measurement outcome, the uncertainty
about observable A is purely classical, i.e., a non-selective measurement of A can be seen
as transforming quantum uncertainty about A into classical uncertainty. However, this
collapse into a mixture of eigenstates of A may disturb the information (affect the uncer-
tainty) one has about another observable B that is not commuting with A. In the extreme
case the measurement of A may even change the complete certainty about observable B
(when the system is prepared in one of the eigenstates of B) into complete uncertainty
(described by the maximally mixed state). Interestingly, despite almost a century of re-
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Figure 7.1: Uncertainty relations vs error-disturbance trade-off relations. The role of the
uncertainty relations is to find a bound f(A,B, ρ) on the spread of the outcomes (mea-
sured, e.g., by the variance) of two noncommuting measurements, A and B, performed
on independent systems prepared in the same state ρ. In contrast, the scenarios studied
by error-disturbance relations involve both measurements sequentially performed on the
same system. The first measurement EA approximates the measurement of A with an
error (A, ρ), and modifies the state of the system, so that the statistics of the subsequent
measurement of B will be affected by disturbance η(B, ρ). One is then interested in the
trade-off between (A, ρ) and η(B, ρ), looking for a bound g(A,B, ρ).
search on quantum theory, in the last few years the error-disturbance trade-off relations
have become again the topic of much discussion [113–123].
Most of the controversies around the error-disturbance relation arose due to disagree-
ment about proper definitions of error (noise) and disturbance. Let us recall that the
original Heisenberg argument suggests that for a system prepared in any state ρ one
has (X, ρ)η(P, ρ) ∼ h/2, where (X, ρ) denotes the error of the approximate position
measurement and η(P, ρ) is the disturbance to the subsequent measurement of momen-
tum. It was suggested by Ozawa [113] that more generally a Robertson-like relation
(A, ρ)η(B, ρ) ≥ |Tr (ρ[A,B]) |/2 should bound the error and disturbance of sequential
measurements of arbitrary operators A and B performed in a given state ρ. This gave
rise to state-dependent trade-off relations that use the expectation value of the commu-
tator in a given state to bound some function of error and disturbance for that state.
[113, 118, 124–128].
In this chapter we critically review such approaches by examining the consequences
of the accepted and operationally motivated requirement that all physically meaningful
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notions of disturbance should satisfy [114, 121]. Specifically, we focus on operationally
detectable disturbances for which it is natural to define the following:
Definition 7.1: Operational disturbance
Consider a non-selective measurement of an observable A on a system in state ρ that
is described by a CPTP map EA, so that the resulting final state is given by EA(ρ).
We say the measurement of A, given ρ, is operationally disturbing to a subsequent
measurement of B if and only if the statistics of B differ for ρ and EA(ρ).
Moreover, we require that any measure of disturbance should assign the value 0 to oper-
ationally non-disturbing measurements. This is the central operational requirement (OR)
around which we will build results in this chapter. Although it is clearly an uncontrover-
sial demand, we will show that OR rules out a broad class of “natural” error-disturbance
relations, including recent prominent examples in the literature [118, 124, 127] that fail
to adhere to this basic requirement.
To show this, we shall prove that for any finite dimensional quantum system, and any
two noncommuting observables A and B there always exist pure states {|ψ?AB〉}, such
that a perfect (projective and sharp) measurement of A can be performed (so there is
no error in the statistics of A) and the disturbance (in the subsequent statistics of B)
vanishes. Moreover, we show that the expectation value of the commutator [A,B] for
such a state |ψ?AB〉 generically does not vanish. Therefore, any state-dependent error-
disturbance relation for sequential measurements of A and B that uses the expectation
value of [A,B] in a given state as a lower bound must violate the operational requirement.
In other words, the measures of disturbance used in all such relations must take non-zero
values even in the situations, when the measurement statistics have not been changed,
which is an unphysical conclusion. We will illustrate this explicitly by analysing the
“universally valid error-disturbance uncertainty relation” obtained by Ozawa [113].
7.1 General framework
7.1.1 State-dependent notions
A state-dependent approach to error and disturbance is based on the following scenario.
Given an initial quantum state ρ of the system we look for an approximate POVM mea-
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surement EA that tries to reproduce the perfect measurement of an observable A on this
state. The failure of reproducing the proper statistics is quantified by error (A, ρ). At
the same time a given measurement EA disturbs the system and leaves it in the final state
EA(ρ). Hence, the subsequent measurement of the observable B is performed on EA(ρ)
and the outcome statistics may differ from the one obtained from ρ. This disagreement
between the two statistics is quantified by the disturbance η(B, ρ). We see that any state-
dependent measures of error, (A, ρ), and disturbance, η(B, ρ), depend on three aspects:
the approximate measurement EA used, the observables to be measured (A and B) and
the initial state of the system ρ. This is a broad setting that also may be used to define
state-independent notions of error and disturbance. This can be done, e.g., through av-
eraging (A, ρ) and η(B, ρ) over all possible initial states or by finding the maximum and
minimum values of (A, ρ) and η(ρ,B) over the full set of states [120]. Additionally, we
can utilise the prior knowledge of the measured state. As an example consider a qubit
system prepared in an unknown state. On average, the projective measurement σz will
then disturb the subsequent measurement of σx. However, if we know that the investi-
gated system is prepared in one of the two eigenstates of the measured σz operator, then
clearly such a measurement does not change the system state. Hence, the subsequent
measurement of σx will not be disturbed.
The goal of state-dependent trade-off relations between error and disturbance is to
put a bound on some function of (A, ρ) and η(B, ρ), that holds for all approximate mea-
surements EA performed on a system prepared in a given state ρ. One of such relations is
the modified Heisenberg noise-disturbance uncertainty relation proposed by Ozawa [113]:
(A, ρ)η(B, ρ) ≥ |Tr (ρ[A,B])|
2
. (7.1)
We will refer to the above as to the restricted Ozawa’s relation, as it is a special case of his
“universally valid error-disturbance uncertainty relation” [113], which will be discussed in
more detail in Sec. 7.3 [where we will also provide the explicit definitions of  and η used
to derive Eq. (7.1)]. Here we use its simplified form to emphasise the main component
present in all such relations. Namely, Eq. (7.1) states that an approximate measurement
on ρ may reproduce the ideal projective measurement of observable A on this state with
precision limited by noise (A, ρ), only if it also produces a disturbance η(B, ρ) of the
subsequent projective measurement of B, such that the product of (A, ρ) and η(B, ρ) is
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lower-bounded by |CAB|, where
CAB :=
Tr (ρ[A,B])
2i
. (7.2)
7.1.2 Disturbance of a measurement
As the measurement outcomes of EA cannot be controlled, when one describes the dis-
turbing effect of EA on the the subsequent measurement of B, one focuses on the average
over all outcomes. This means that one is considering the effect of a non-selective POVM
measurement EA – in this way one captures the disturbing effect of the measurement it-
self, independently of which outcome is recorded. Furthermore, it is important to make
a strict distinction between the disturbance of a quantum state and the disturbance to a
subsequent quantum measurement. In general, performing a projective measurement of
some observable A on a state ρ will affect (disturb) the state and change it into ρ′ 6= ρ
(apart from the special case, when ρ is diagonal in the basis of eigenstates of A). The
same holds true for a POVM measurement EA. The trade-off between information gain
and state disturbance is itself a very subtle subject [129, 130], especially from the view-
point of quantum information processing. However, let us stress that we are interested in
the disturbance to a subsequent measurement of B and not of the system state. As even
a perfect (projective and sharp) measurement of observable B gives us only insight into
the probability distribution of a state ρ over the eigenstates of B, any state disturbance
causing solely a change of the relative phases between eigenstates of B (the off-diagonal
terms) should not be treated as disturbance to the measurement of B. In other words,
disturbance of the measurement of B occurs if and only if diagonal elements of ρ in the
basis of eigenstates of B change.
This is the essence of the OR, which is operationally motivated by the fact that only
the change in the measurement statistics can be detected by the measurement (otherwise
one would call a measurement disturbed even though it is indistinguishable from the
perfect one). To be more precise let us denote the outcome probability distribution of a
perfect measurement of B in a state ρ by pB(ρ) and the outcome probability distribution
of a measurement of B on a state EA(ρ) (obtained after the measurement of an observable
A performed on the original state ρ) by pB(EA(ρ)). Then our requirement can be written
as
pB(ρ) = pB(EA(ρ))⇔ η(B|EA, ρ) = 0, (7.3)
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which is simply the mathematical expression of Definition 7.1. Let us emphasise that
Eq. (7.3) describes a state-dependent requirement for no disturbance. One might, how-
ever, require a stronger condition that a perfect (not disturbed) measurement should be
state-independent, i.e., that the Born statistical formula should be satisfied for all initial
states. As explained before, this can be achieved because state-independent notions can
be recovered from the state-dependent ones.
7.2 Vanishing error and disturbance
As we have discussed, the definition of state-dependent disturbance should only depend
upon operational distinguishability between the outcome statistics of a disturbed mea-
surement and the ideal one. Although one can define an infinite number of different
distance measures between probability distributions, all of them must assign zero for a
pair of identical probability distributions. In this section we will investigate the conse-
quences of this for notions of disturbance and constrain any state-dependent definitions
of disturbance that fulfil the OR. We focus on the measurements in a finite d-dimensional
Hilbert space and consider the following sequential measurement scenario. We perform a
perfect (projective and sharp) measurement EA = DA of an observable A, and look at the
disturbance to the measurement of an observable B that this projective measurement of
A induces. The observables A and B are assumed to have non-degenerate spectra only
for the sake of clarity, as this is not a necessary condition for the results presented in this
section, unless stated otherwise. Within this framework we will analyse the possibilities
for the existence of states for which a perfect measurement of observable A can be per-
formed that causes no disturbance to the measurement of B. We will call such states
zero-noise, zero disturbance states (ZNZD) and formally define them as follows:
Definition 7.2: Zero-noise, zero-disturbance state
A state ρ is a zero-noise, zero-disturbance (ZNZD) state with respect to observables
A and B if a perfect (projective and sharp) measurement EA = DA of an observable
A does not change the probability distribution of a subsequent projective measure-
ment of B.
Before presenting the main result of this section let us focus on two cases that one
might consider trivial. Firstly, whenever a system state ρ is diagonal in the basis of the
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eigenstates of A, the state after the non-selective projective measurement of A is clearly
not disturbed as DA(ρ) = ρ, so also no subsequent measurement is disturbed. That means
that in such a case for every B we have η(B, ρ) = η(B,DA(ρ)) = 0. The second trivial case
is when the system is prepared in a maximally mixed state ρ = I/d, so that it is diagonal
in every basis. Since the maximally mixed state is unchanged by any measurement,
and every measurement has the same uniform outcome probability distribution1, one has
η(B, I/d) = 0 for all A and B. We also note that both cases trivially satisfy the restricted
Ozawa’s (and any commutator-based) relation, in the sense that the noise, disturbance
and CAB all simultaneously vanish for these states. The existence of these trivial zero-
noise, zero-disturbance (ZNZD) states is therefore consistent with the commutator-based
bounds.
We can now ask if there exist other ZNZD states, specifically ones for which the average
value of the commutator [A,B] does not vanish. If the answer to this question is positive,
then it means that state-dependent trade-off relations between error and disturbance
satisfying the OR cannot be based only on the expectation value of the commutator,
CAB. In what follows we prove the existence of a family of pure ZNZD states for every
pair of noncommuting observables A and B, and show that the expectation value of [A,B]
generically does not vanish on these states.
7.2.1 Mutually unbiased ZNZD states
We start with the following straightforward lemma:
Lemma 7.1: Sufficient condition for the existence of a pure ZNZD state
If for any two observables, A and B, there exists a pure state |ψ?AB〉 that is unbiased
in eigenbases of both A and B,
∀i |〈ai|ψ?AB〉|2 = |〈bi|ψ?AB〉|2 =
1
d
, (7.4)
then for any two observables A and B there exists a pure ZNZD state given by |ψ?AB〉.
Proof. After the projective measurement of A the system initially in a state |ψ?AB〉 will
be transformed into a maximally mixed state I/d. Therefore, the outcome probability
1Note, however, that the uncertainty here is entirely classical, and not associated with noncommuta-
tivity of A and B.
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distribution of the subsequent measurement of B will be uniform, which is the same as
before the measurement of A. Hence, the disturbance η(B, |ψ?AB〉) vanishes.
We can now prove that, indeed, such pure ZNZD states |ψ?AB〉 exist for every pair of
observables A and B:
Theorem 7.2: State unbiased with respect to two bases
For any two bases {|ai〉} and {|bi〉} of a d-dimensional Hilbert space there exists a
state |ψ?AB〉 that is unbiased in both bases, i.e., that satisfies Eq. 7.4.
Proof. Let U † =
∑
i |bi〉〈ai| denote the unitary connecting the {|ai〉} basis to the {|bi〉}
basis. We need to show that there exists a pure quantum state |ψ?AB〉 such that for every i
we have
|〈ai|ψ?AB〉|2 =
1
d
, |〈ai|U |ψ?AB〉|2 =
1
d
. (7.5)
These two conditions imply that such a state must simultaneously satisfy the following
|ψ?AB〉 =
1√
d
∑
i
eiφi |ai〉, U |ψ?AB〉 =
1√
d
∑
j
eiθj |aj〉, (7.6)
with phases {φi} and {θj} belonging to the interval [0, 2pi). We will now show that one
can always make a choice of {φi} defining |ψ?AB〉 so that U |ψ?AB〉 has the desired form.
From Ref. [131] we know that every unitary matrix can be decomposed into Sinkhorn
normal form given by U = LV R, where L and R are diagonal unitary matrices and V is a
unitary matrix satisfying
∑
i Vij =
∑
j Vij = 1. By choosing the phases so that e
iφi = R∗ii,
we get |ψ?AB〉 = 1√dR†
∑
i |ai〉. This, however, results in the following:
U |ψ?AB〉 =
1√
d
LV RR†
∑
i
|ai〉 = 1√
d
L
∑
i,j,k
Vjk |aj〉〈ak| |ai〉 = 1√
d
L
∑
j
|aj〉
∑
k
Vjk
=
1√
d
L
∑
j
|aj〉 = 1√
d
∑
j
eiθj |aj〉 ,
where the phases {θj} are given by eiθj = Ljj.
Let us also provide a sketch of an alternative proof that does not involve the use of a
decomposition of a unitary into Sinkhorn normal form (in fact, the reasoning presented
below is also the main ingredient in proving that decomposition in Ref. [131]). The set of
states of the form 1√
d
∑
i e
iφi |ai〉 defines a Clifford torus in the complex projective space
CP d−1 and, moreover, it is known [132] that the action of the unitary group induces a
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Hamiltonian flow on CP d−1. However, it has been shown [133, 134] that this torus is not
“Hamiltonian displaceable”, meaning that the image of the torus resulting from the action
of U must intersect the original torus (in at least 2d−1 points). This immediately implies
the existence of at least 2d−1 pure quantum states {|ψ?AB〉} that satisfy the required
conditions. Let us illustrate the above reasoning on the simplest example of a qubit
system:
Example 7.1: Qubit states unbiased with respect to two bases
For a qubit system the Clifford torus in CP 1 is simply given by the states lying on
the equator of the Bloch sphere. Now, the unitary change of basis U corresponds to
the rotation of the Bloch sphere. The fact that the considered torus in not displaced
by U is equivalent to the statement that there does not exist a rotation resulting in
a transformed great circle that would not intersect the original equator. Two states
lying on the intersection points are unbiased in both the original basis and the one
obtained by a unitary transformation U .
It is also intuitively clear that Theorem 7.2 cannot extend unconditionally to non-
uniform distributions. Specifically, for any given state |ψ〉 = ∑i√pieiφi |ai〉, such that
not all of {pi} are equal to 1/d, there should exist a basis {|bn〉} in which the probability
distribution differs from the one given by {pi}, no matter what the choices of {φi} are
made. Let us again use a qubit example to illustrate this statement. Consider a qubit
system with the outcome probability distribution of σz measurement (p, 1 − p). States
corresponding to this statistics form a circle on the Bloch sphere. Now if p 6= 1/2, i.e., if
we are not dealing with the great circle, one can find a rotation of the Bloch sphere U ,
such that its action will transform the considered circle to the one not intersecting with
the initial one. However, if we limit to “small rotations”, so that the “distance” between
two bases is small enough (with respect to some appropriately defined distance measure,
e.g., ‖I− U‖ in the operator norm) then the circles will intersect and there will exist a
state that has the same statistics with respect to the two bases.
7.2.2 Existence of non-trivial ZNZD states
We are now in the position that we know that for any observables A and B there exist at
least 2d−1 ZNZD states |ψ?AB〉, but we lack the construction of such states. Therefore it is
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not a priori obvious whether CAB, defined in Eq. (7.2), is non-zero when [A,B] 6= 0. We
will now show that CAB is in fact non-vanishing unless a special choice of eigenvalues of
A and B is made. In other words, we will prove that for two eigenbases {|ai〉} and {|bi〉}
there always exists a choice of eigenvalues {ai} and {bi} such that CAB 6= 0. Notice that
this is in contrast with trivial ZNZD states (states diagonal in the eigenbasis of A), where
CAB vanishes independently of the eigenvalues of A and B. Before proving this general
result, however, we will consider a particular case of complementary observables, whose
eigenstates form mutually unbiased bases (MUBs), as in this special case we can provide
an explicit construction of |ψ?AB〉 states.
For mutually unbiased observables A and B the eigenstates are related by
∀i |ai〉 = 1√
d
d∑
j=1
eiφij |bj〉 , φij ∈ [0, 2pi)]. (7.7)
Now, it is known that for every d-dimensional Hilbert space there exist at least three
mutually unbiased bases [135], which means that apart from {|ai〉} and {|bi〉} bases there
also exist a basis {|ci〉}, such that any |ci〉 can be taken as |ψ?AB〉. Also, the construction
of such three bases is known for all d (e.g., by using the Heisenberg-Weyl group method
[135]), so one can find explicit forms of |ψ?AB〉. For dimensions that are power of primes
there actually exist (d + 1) MUBs. Hence, the existence of d(d − 1) states |ψ?AB〉 is
guaranteed, which is bigger than 2d−1 for d ∈ {3, 4, 5}. Moreover, as has been found in
Ref. [131], for d = 4 and MUBs connected by the discrete Fourier transform unitary,
U =
1
2

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i
 , (7.8)
there exists a continuous family of |ψ?AB〉 states given by
|ψ?AB〉 =
1
2
(|a1〉+ ie−iφ |a2〉+ |a3〉 − ie−iφ |a4〉) , (7.9)
for φ ∈ [0, 2pi).
Since in the case of complementary observables we know the form of |ψ?AB〉, we can
simply check if CAB is non-zero. In the simplest case of d = 2, let us consider the mutually
unbiased observables A = σx and B = σy. The state |ψ?AB〉 is then the eigenstate of σz
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and, as we have [σx, σy] = 2iσz, we obtain |CAB| = 1. For d = 3 one can choose the
following three unbiased bases
{|ai〉} = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} , (7.10a)
{|bi〉} = 1√
3
{
(1, 1, 1), (1, ω3, ω
2
3), (1, ω
2
3, ω3)
}
, (7.10b)
{|ci〉} = 1√
3
{
(1, ω23, ω
2
3), (1, ω3, 1), (1, 1, ω3)
}
, (7.10c)
where ω3 = exp(2pii/3). In this case CAB also does not vanish for at least one of |ci〉 states,
unless [A,B] = 0, which can only be the case when A or B is completely degenerate and
thus proportional to identity. As an example let us choose eigenvalues of A and B to
be ai = bi = i − 2, for i ∈ {1, 2, 3}. Then |CAB| = 1/2
√
3 for |ψ?AB〉 ∈ {|c1〉 , |c2〉}, and
|CAB| = 1/
√
3 for |ψ?AB〉 = |c3〉. Similarly, for d = 4 one can choose the eigenstates of
A to be the two-qubit computational basis, and the eigenstates of B to be defined by
{|bi〉 = H ⊗H |ai〉}, where H is the 2-dimensional Hadamard matrix. These two bases
are mutually unbiased and, since for d = 4 there exist five mutually unbiased bases, it
leaves 12 states (four from each of the remaining three bases) that are ZNZD states with
respect to A and B. Again, unless [A,B] = 0, at least for one of this states we have
CAB 6= 0.
We have seen that for complementary observables CAB does not vanish, unless a
particularly special choice of eigenvalues {ai} and {bi} is made. We will now show that
this is true for general observables. First of all note that
CAB =
1
d
∑
ij
aibj Im
(
ei(θj−φi) 〈ai|bj〉
)
, (7.11)
where the phases {φi} and {θj} are defined by Eq. (7.6). We will also make use of the
following relation
e−iθj =
∑
i
e−iφi 〈ai|bj〉 . (7.12)
We are now ready to prove that if CAB = 0 then by modifying only the eigenvalues of A
and B we can obtain CAB 6= 0.
We start by noting that Im
(
ei(θj−φi) 〈ai|bj〉
)
cannot vanish for all i and j, unless
[A,B] = 0. To prove this let us assume that this expression vanishes for all i and j. Then
we would have
〈ai|bj〉 = rijei(φi−θj), rij ∈ R, (7.13)
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which, using Eq. (7.12), would mean that
∑
i rij = 1. However, from normalisation we
have
∑
i r
2
ij = 1, so that the only solution would be that the eigenstates of A and B
coincide, and hence [A,B] = 0.
It is therefore guaranteed that there exist k and l such that Im
(
ei(θl−φk) 〈ak|bl〉
) 6= 0.
Now, assume that CAB = 0. By modifying the eigenvalue ak to ak + k and bl to bl + l,
one gets
CAB =
1
d
(
la˜+ kb˜+ kl Im
(
ei(θl−φk) 〈ak|bl〉
))
, (7.14)
with
a˜ =
∑
i
ai Im
(
ei(θl−φi) 〈ai|bl〉
)
, b˜ =
∑
j
bj Im
(
ei(θj−φk) 〈ak|bj〉
)
. (7.15)
We need to consider the following four possibilities:
1. a˜ = 0 and b˜ = 0: the choice of any non-zero k and l guarantees CAB 6= 0;
2. a˜ = 0 and b˜ 6= 0: the choice of l = 0 any non-zero k guarantees CAB 6= 0;
3. a˜ 6= 0 and b˜ = 0: the choice of k = 0 any non-zero l guarantees CAB 6= 0;
4. a˜ 6= 0 and b˜ 6= 0: either choices from points 2. and 3. guarantee CAB 6= 0.
We have thus proven that for noncommuting observables, A and B, the average value of
the commutator in a state |ψ?AB〉 generically does not vanish.
7.2.3 Consequences for error-disturbance relations
As already mentioned, the existence of pure ZNZD states |ψ?AB〉 for every pair of noncom-
muting observables A and B, such that the average of [A,B] does not vanish implies that
any relation of the form
∞∑
m,n=0
cmn(A,B)
m(A, ρ)ηn(B, ρ) ≥
∑
m=0
dm(A,B)|CAB|m, (7.16)
with c00 = 0, dm ≥ 0 and at least one non-zero dm, must violate the operational re-
quirement. This includes the relations developed and used in Refs. [113, 118, 124–128],
in particular the restricted Ozawa’s relation, Eq. (7.1), Ozawa’s “universally valid error-
disturbance uncertainty relation” given by
(A, ρ)η(B, ρ) + (A, ρ)
√
V (B, ρ) + η(B, ρ)
√
V (A, ρ) ≥ |CAB|, (7.17)
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and Branciard’s trade-off relation:
2(A, ρ)V (B, ρ) + η2(B, ρ)V (A, ρ) + 2(A, ρ)η(B, ρ)
√
V (A, ρ)V (B, ρ)− C2AB ≥ |CAB|2. (7.18)
We conclude that the physical meaning of all such relations can be questioned on the
basis of using disturbance measures that do not conform to the operational requirement.
7.3 Analysis of the Ozawa error-disturbance relation
In this final section we will analyse the well-known state-dependent Ozawa’s trade-off
relation [113], given by Eq. (7.17), focusing on the fact that it violates the OR, and em-
phasising that care should be taken in its interpretation. We have decided to discuss
this particular relation separately from the general case presented in the previous sec-
tion, due to the recent experimental investigations of Ozawa’s error-disturbance trade-off
relation with the use of qubit systems [124, 126]. These works claim to experimentally
verify Ozawa’s relation, which implies that any measurement of an observable A in a
state ρ with error (A, ρ) causes disturbance η(B, ρ) on another observable B satisfying
Eq. (7.17). What we want to stress here is that the notion of disturbance being used has
the non-operationally motivated properties, and so the sense in which it can describe how
a disturbed measurement on any given state differs from the perfect one is debatable. If
one insists on using what we consider better operationally motivated definition, then such
a trade-off between error and disturbance will not be inevitable in general (i.e. applying
for all states).
To see this more clearly let us analyse Ozawa’s relation, specifically the experimentally
investigated case of d = 2. Central to the relation are the error and disturbance terms
which are defined for two observables A and B, and a pure state |ψ〉 in the following
way [136]:
O(A)
2 =
∑
k
‖Mk(k − A)|ψ〉‖2 , ηO(B)2 =
∑
k
‖[Mk, B]|ψ〉‖2 , (7.19)
where {Mk} are the POVM elements induced by the actual measurement performed on
the system, and k denote the corresponding eigenvalues of the observable. These terms,
together with the variances V (A, ρ) and V (B, ρ) of A and B in the state |ψ〉 can be
shown to obey the error-disturbance relation given by Eq. (7.17), which is argued to be
a rigorous generalisation of Heisenberg’s microscope relation [113]. The above measures
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of error and disturbance have been accused of being problematic, both in terms of what
they quantify [114, 121] and in relation to interpretative issues [116]. Here, we address
the non-operational meaning of the disturbance term ηO, as well as its apparent state
dependence.
First of all, let us note that if a perfect (projective and sharp) measurement of observ-
able A is performed on a state |ψ〉 then O(A, |ψ〉) = 0 and
ηO(B, |ψ〉)2 =
∑
k
‖[|ak〉〈ak| , B]|ψ〉‖2 . (7.20)
Focusing on the disturbance for the initial state of the system being |al〉, i.e. the eigenstate
of A, one has
ηO(B, |ψ〉)2 =
∑
k 6=l
‖|ak〉〈ak|B |al〉‖2 + ‖(〈al|B |al〉 −B) |al〉‖2 . (7.21)
The sum on the right hand side of the above equation vanishes only when |al〉 is the
eigenstate of B (as B |al〉 must be orthogonal to all |ak〉). Therefore, unless all the
eigenstates of A coincide with the eigenstates of B (which implies [A,B] = 0), for at least
one of such eigenstates the disturbance is non-zero. We identify this as an unphysical
property of the state-dependent disturbance measure, as the measurement of A performed
on the eigenstate of A not only does not change the outcome probability distribution of
the subsequent measurement of B, but also does not change the state of the system at
all.
Let us now turn to the qubit scenario. Consider sequential projective measurements
of A = a · σ and B = b · σ on a pure qubit state
|ψ〉〈ψ| = I+ r · σ
2
, (7.22)
where σ denotes the vector of Pauli matrices and a, b and r are the Bloch vectors. It is
then straightforward to compute [124] that ηO is given by
ηO(B, |ψ〉) =
√
2 |sin γ| , (7.23)
where γ is the angle between the Bloch vectors a and b, cos γ = a ·b. For this elementary
scenario, we find that although the definition of ηO appears to be state-dependent, the
resultant expression for a qubit system turns out to have no dependence on the system
state |ψ〉. Further insight can be obtained by the following observation. Let us introduce
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a state-dependent measure of disturbance ηK defined by the Kolmogorov distance between
outcome probability distributions of a perfect and disturbed measurement, i.e.,
ηK(B, |ψ〉) := 1
2
∑
i
∣∣pBi (|ψ〉〈ψ|)− pBi (DA(|ψ〉〈ψ|))∣∣ . (7.24)
The operational meaning of the introduced measure of disturbance is as follows: the op-
timal success probability with maximum likelihood estimation for distinguishing between
the perfect and disturbed probability distributions is given by (1 + ηK(B, |ψ〉))/2. Now
it can be shown that the expression for Ozawa’s disturbance ηO can be recovered by
averaging the disturbance ηK , over all possible states of the system,
〈ηK(B, |ψ〉)〉Bloch = 1
4
|sin γ| = 1
4
√
2
ηO(B, |ψ〉). (7.25)
Thus, for d = 2 the definition of disturbance proposed by Ozawa coincides with the
average over the state-dependent notion defined here. It follows that ηO(B, |ψ〉) does not
satisfy the operational requirement.
Finally, let us note that in a qubit case the set of non-trivial ZNZD states is not
only limited to states |ψ?AB〉, i.e., the states unbiased in the bases of eigenstates of
A and B. Without loss of generality one may choose the Bloch vectors representing
considered observables to be a = (0, 0, 1) and b = (sin γ, 0, cos γ). Consider then pure
qubit states |ψ(θ)〉 described by Eq. (7.22) with Bloch vectors r = (0, sin θ, cos θ) and
θ ∈ [0, pi). A projective measurement of B on such states yields a probability distribution
pB(|ψ(θ)〉〈ψ(θ)|) = (p, 1− p), with
p =
1 + b · r
2
=
1 + cos γ cos θ
2
. (7.26)
If a projective measurement EA of A was performed before measuring B then one would
get a probability distribution pB(EA(|ψ(θ)〉〈ψ(θ)|)) = (p′, 1− p′) with
p′ =
1 + a · r
2
· 1 + b · a
2
+
1− a · r
2
· 1− b · a
2
=
1 + cos γ cos θ
2
. (7.27)
Since p = p′, meaning that a projective measurement of A on any of the states |ψ(θ)〉 does
not change the statistics of the subsequent measurement ofB, these states are ZNZD states
for observables A and B. Moreover, the average value of commutator CAB = sin θ sin γ,
so it does not vanish unless [A,B] = 0 or |ψ(θ)〉 is the eigenstate of A.
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Scientia potentia est, knowledge is power, the latin aphorism goes. In fact, it is not just a
maxim, but a statement that can be formalised and studied with scientific scrutiny. The
pioneering works of Claude Shannon provided us with the tools to quantitatively assess
the amount of information we have about a system: the further the probability distribu-
tion representing our knowledge is from being uniform, the more information we have.
Moreover, looking through an information-theoretic lens on classical thermodynamics, we
can see it as a theory of “biased” uncertainty. By exchanging the distance from a uniform
distribution with a distance from a thermal distribution, our measures of uncertainty are
replaced by free energy measures. These quantify how much mechanical work (“potentia”)
we can perform by trading our knowledge (“scientia”) about a system state in the presence
of a thermal bath. However, such considerations have been, until recently, restricted to
classical information represented by probability distributions. Within the quantum realm
the state of the system is represented by a density matrix, whose off-diagonal elements
(coherences) lead to a new, purely quantum uncertainty. A proper understanding of its
role in thermodynamics, as well as its interplay with classical uncertainty, was the main
aim of this thesis.
In Part I we focused on thermodynamic scenarios, where the second law of thermo-
dynamics enforces evolution towards thermal equilibrium. We have shown that the first
law of thermodynamics leads to additional symmetry constraints on processing quantum
coherences between different energy eigenstates. This in turn means that coherence is
a thermodynamic resource and cannot be created for free. Moreover, without an exter-
nal source of coherence (a reference system) no amount of work performed can overcome
these constraints – coherence and energy are independent resources within thermodynam-
ics. Thermodynamic processing of quantum information can thus be split into processing
of its classical component (linked with the distribution over energy eigenstates) and purely
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quantum component (coming from coherences between these states). As a result, coher-
ence can be transferred only between pairs of energy states that belong to the same mode
of coherence, and this transfer reflects thermodynamic irreversibility. Although we have
formulated these restrictions in a mathematically rigorous way, there are still many open
questions. First of all, our results concerning qubit systems suggest that it may be pos-
sible to infer the thermodynamic constraints on processing higher-dimensional quantum
systems in the low-temperature limit [16] based solely on symmetry considerations. This
would shed new light on the resource theory of thermodynamics in this particular limit,
and would make a link with asymmetry theory even stronger. One could also try to use
our bounds in order to solve the state interconversion problem under the evolution con-
strained to thermal operations (note that up till now this problem has been fully solved
only for incoherent states [8]). In principle, this would require solving a maximisation
problem over the constrained set of stochastic matrices. Thus, it seems (at least from
a numerical point of view) that this problem should be tractable using semidefinite pro-
gramming techniques. Finally, one could investigate how our results can be specialised to
a particularly interesting case of Markovian evolution of coherences in an open quantum
system, i.e., under the assumption of memoryless thermal bath [137]. In other words,
how the bounds on coherence processing derived in this thesis can be translated into the
Kossakowski-Linblad formalism [138, 139], and what they can tell us about the relation
between relaxation and decoherence times.
One of the most important consequences of symmetry constraints in thermodynamics
covered in this thesis is that the traditional Szilard argument [60] must be modified. The
classical result links the information we have about a system with the amount of work we
can perform using it – it is the free energy of the system that specifies its energetic value.
Due to limitations of processing coherence this does not extend straightforwardly to the
quantum case as was initially suggested [67]. Instead, one needs to use an ancillary refer-
ence system carrying coherence [14] in order to access the quantum information encoded
in the system. Moreover, to fully exploit this information, one has to use a reference with
unbounded coherence resources, the access to which should be questioned in the nanoscale
regime. We showed that a bounded reference can still improve the performance of work
extraction protocols (by either increasing the average extracted work or decreasing the
failure probability of single-shot protocols), however the optimal way to achieve this re-
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mains one of the important open problems. Another issue that requires deeper analysis
is the transition between processing a single copy of a system and asymptotically many
copies [6]. Although the two extremal scenarios have been discussed in detail in this the-
sis, the intermediate and most realistic regime is still not fully explored. Finally, taking
into account recent experimental realisations and verifications of the generalised Jarzynski
equality [21], Landauer’s erasure [140] and Szilard’s engine [141], one may try to devise
an experimental setup that would demonstrate the extraction of work from coherence of
a quantum system.
In this thesis we have also presented evidence that coherence can affect the structure of
the thermodynamic arrow of time. Unlike previous direct studies on the state interconver-
sion problem in thermodynamics [6, 8, 15], here we have focused on structural properties of
the induced ordering of states. More precisely, the second law of thermodynamics induces
an ordering between states that allows us to distinguish past from future. In the infinite
temperature limit this ordering has a particular lattice structure: for any two states there
exists a unique state in the past consistent with the considered states at present and with
all possible joint pasts of those states; and there exists a unique state in the future con-
sistent with the considered states at present and with all possible joint futures of those
states. We proved that whereas this structure is lost at finite temperatures for incoherent
states, it is preserved for states with coherence in the simplest quantum scenario of a
two-dimensional system. Since partial order is the basic notion used within all resource
theories, one may wonder whether a lattice structure appears and could be employed in
the studies on resource theories of entanglement [1], coherence [93] or asymmetry [51]. In
the first two cases it is suggested by the fact that the majorisation lattice describes the
ordering between pure entangled [142] and pure coherent [143] states. In fact, very re-
cently the lattice structure was used to investigate approximate transformations between
pure bipartite entangled states [144]. On the other hand, already in the simplest case of a
qubit system under the restriction of time-translation covariant evolution there is no top
state (i.e., the one that could be freely transformed to all other states). This means that
it is unlikely that the ordering of states in the resource theory of asymmetry exhibits a
lattice structure.
The results we have presented in Part I suggest that a full theory of thermodynamics
in the quantum regime will require a better understanding of the accounting of coherence
resources. Despite our improving description of the role of coherence in quantum heat
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engines [145], biological systems [146], and fluctuation theorems [147], we are still far from
having a complete picture. Due to the fact that within thermodynamics the processing of
coherence is constrained by time-translation covariance, it seems that we could get more
insight into the problem by studying the role of references – systems that, like clocks,
transform non-trivially under time translations. Most thermodynamic transformations
rely on proper timing: whether it is time-dependence of the Hamiltonian controlled by
some external parameter, performing an operation at a particular time of the evolution or
even precisely performing a given operation (which, after all, comes from interaction with
an external ancillary system and depends on the coupling strength and the interaction
time). As we have shown in Part I, the only way to ignore the potential thermodynamic
cost of such operations is to assume access to a classical clock. Instead, by introducing
and investigating quantum clocks, we could obtain a more fundamental description of
thermodynamic processes.
In Part II we turned to scenarios where quantum uncertainties have been traditionally
investigated – the uncertainty relations. Although seemingly unrelated to thermodynam-
ics, they are actually strongly linked with problems studied in Part I, as the measures
of quantum uncertainty are mathematically equivalent to the measures of coherence used
within the resource theory of thermodynamics. We studied the possibility of decompos-
ing total uncertainty about a given observable into quantum and classical parts (which
parallels the decomposition of free energy into these two parts). Unlike for variance-based
measures [91], the sum of quantum uncertainties about two different observables measured
by any entropic function satisfying basic desiderata, is not subject to state-independent
constraints. Instead, it can be bounded relative to the degree of von Neumann entropy
present in the state. When the total uncertainty is measured by the Shannon entropy, it
can be cleanly separated into a sum of quantum and classical components. We proved
that this natural decomposition leads to fixed-entropy bounds, which provide general-
isations of the traditional entropic relations (that has recently been extensively stud-
ied [38, 85, 86, 88]), and emphasise the role of classical noise. In, particular we have
observed that the number of distinct states that minimise uncertainty with respect to two
noncommuting observables A and B depends on the “distance” between the eigenbases
of A and B, as well as on the amount of classical noise present in a state. The rigorous
formulation of this simple observation seems to be a promising avenue in further studies
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of uncertainty relations.
We also investigated the interplay between quantum and classical uncertainty man-
ifested in the non-trivial structure of minimum uncertainty states (MUSs). These are
quantum states that minimise the total uncertainty of two given observables. Although,
there are a plethora of uncertainty measures resulting in many different MUSs (as many
as one for each measure), we have shown that a particular entropic function, Re´nyi en-
tropy H2, plays a crucial role in understanding the structure of all MUSs when classical
uncertainty is present. Namely, a strong enough uniform noise transforms all MUSs and
brings them “closer” to the MUS linked with H2. Therefore, even though each uncertainty
measure may have its own operational meaning relevant in a specific scenario, for qubit
systems (and, in a weaker sense, also for higher dimensions), there exist states that are
universally optimal in a noisy enough environment. In order to fully exploit our results,
however, further studies on the operational meaning of each uncertainty measure are
needed. In Chapter 6 we also found that close to thermal equilibrium the interconversion
of incoherent states is approximately ruled by a single quantity - the Re´nyi divergence of
order two between a given state and a thermal Gibbs state. An interesting open question
is whether a similar relation holds also for states with coherence. Many “coherent” out-
of-equilibrium measures are known [9], however a complete set has not yet been found.
Based on the incoherent result it is tempting to conjecture that close to equilibrium also
all coherence measures collapse to a single quantity.
Finally, this thesis also addressed the problem of state-dependent trade-off relations
between error and disturbance. We proved the existence of a state |ψ?AB〉 that simultane-
ously maximises quantum uncertainty with respect to any two given observables A and
B. This in turn allowed us to identify the set of zero-noise zero-disturbance states, for
which a perfect measurement of A can be performed without disturbing the subsequent
measurement of B. We thus showed that error-disturbance trade-off is inevitable only
for state-independent measures of error and disturbance, which questions the physical
meaning of recently developed state-dependent relations [113, 118, 124–128]. A natural
extension to the considerations presented in this thesis is to study error-disturbance re-
lations for measurements of more than two noncommuting observables. Since in general
there does not exist a state that is unbiased with respect to more than two bases [103], it
is possible that such non-trivial state-dependent relations can be formulated.
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Alternative proof of Theorem 2.1
The Stinespring dilation theorem states that any CPTP map E can be realised in the
following way [148]:
E(ρ) = TrA
(
U(ρ⊗ τA)U †
)
, (A.1)
where τA is a state of an ancillary system and U is a unitary acting on the joint sys-
tem. By denoting the final state by σ = E(ρ) and expanding τA in its own eigenbasis,
τA =
∑
i λi |i〉〈i|, the above equation can be rewritten as [137]
σ =
∑
k,l
WklρW
†
kl, (A.2)
withWkl =
√
λk 〈l|U |k〉. The final off-diagonal element (coherence between energy states)
σi′j′ = 〈i′ | E(ρ) |j′〉 is thus given by
σi′j′ =
∑
i,j
ρi,j
∑
k,l
〈i′|Wkl |i〉 〈j|W †kl |j′〉 . (A.3)
We can now introduce a matrix X(xx
′) with matrix elements given by X(xx
′)
kl = 〈x′|Wkl |x〉
that allows us to rewrite the above equation in the following way:
σi′j′ =
∑
i,j
ρijTr
(
X(ii
′)X(jj
′)†
)
. (A.4)
The triangle inequality ensures that |σi′j′ | ≤
∑
ij |ρij||Tr
(
X(ii
′)X(jj
′)†) |, so that using the
Cauchy-Schwarz inequality we obtain:
|σi′j′| ≤
∑
i,j
|ρij|
√
Tr (X(ii′)X(ii′)†) Tr (X(jj′)X(jj′)†). (A.5)
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Note that the transition probability between diagonal states, as defined by Eq. (2.8), is
given by
pi′|i =
∑
k,l
|〈i′|Wkl |i〉|2 = Tr
(
X(ii
′)X(ii
′)†
)
. (A.6)
Therefore, by substituting the above into Eq. (A.5), we arrive at a bound for processing
coherence under a general CPTP map:
|σi′j′| ≤
∑
i,j
√
pi′|ipj′|j|ρij|. (A.7)
Finally, the fact that E is time-translation covariant greatly simplifies the obtained bound.
From Eq. (2.4) we know that each mode of a quantum state transforms independently.
This immediately implies that we can refine Eq. (A.7) to get Eq. (2.9).
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Details of the proof of Theorem 3.1
We provide here the details of the repumping stage of the protocol. We start from a
generic reference state ρR such that
supp(ρR) ∩ span{
∣∣R0 〉 , ..., ∣∣RM〉} = ∅,
where
∣∣Ri 〉 are eigenstates of the reference Hamiltonian. We impose the requirements
Mp 1 and M(1− p) 1, where p is fixed by Eq. (3.12).
We now compute the probability of the occurrence of the Kraus A1 on a generic
reference state σR. From Eq. (3.23) and the fact that ∆∆† = I we obtain
p1(σR) := Tr
(
A1σRA
†
1
)
= 1− 2p(1− p)(1− Tr (∆¯σR)), (B.1)
where recall that ∆¯ = (∆+∆†)/2. Define the state of the reference after performing work
extraction on n ≥ 1 qubits through the following recurrence formula
ρ
(n)
R := A0ρ
(n−1)
R A
†
0 + A1ρ
(n−1)
R A
†
1, (B.2)
where ρ(0)R = ρR. Because ρR has initially no support in the first M energy levels, we
can extract work from M qubits before there is any overlap with the ground state. In
other words,
〈
R0
∣∣ ρ(n)R ∣∣R0 〉 = 0, ∀n ∈ {1, ..,M}. The previous formula, together with
Eq. (3.25), implies that ∆¯ is conserved throughout the protocol. Hence we deduce that
Tr
(
AM1 ρRA
†M
1
)
= pM1 (ρR) = (1− 2p(1− p)(1− 〈∆¯〉))M . (B.3)
For notational convenience, we will now drop the explicit dependence of p1 on ρR (initial
state of the reference).
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Using Eq. (B.2) we have
ρ
(M)
R = p
M
1 ρR,1 + (1− pM1 )E (M)else (ρR), (B.4)
where E (M)else contains all strings of A0’s and A1’s different from the string consisting only
of A1’s, and
ρR,1 =
AM1 ρRA
†M
1
pM1
. (B.5)
We can now compute AM1 :
AM1 =
M∑
k=0
(
M
k
)
(1− p)M−kpk∆†k. (B.6)
We see that AM1 is binomially distributed in the number of lowering operations ∆
†. The
average number of lowerings is M¯ = Mp and the standard deviation is σM =
√
Mp(1− p).
We can perform a number of repumpings as in Eq. (3.19). Let us denote this operation
by P . We have chosen M sufficiently large so that the confidence levels associated to σM
are approximately gaussian. Hence, we can repump the reference M¯ + sσ4/3M times, which
guarantees that the reference has arbitrarily small population in states
∣∣R0 〉 . . . ∣∣RM〉 with
a confidence level controlled by s > 0 and increasing with M . More precisely, if PM is the
projector on the subspace spanned by {∣∣R0 〉 , ..., ∣∣RM〉} and P⊥M = I− PM ,
Tr
(
P⊥MP(ρR,1)
) ≥ erf(sM1/6/√2) := Es(M1/6), (B.7)
where erf(x) = 2√
pi
∫ x
0
exp(−t2)dt denotes the error function. Now, using Eq. (B.4) and
Eq. (B.7)
psucc := Tr
(
P⊥MP(ρ(M)R )
)
≥ pM1 Es(M1/6). (B.8)
This implies that in performing the two-outcome measurement {PM , P⊥M} we would find
the outcome P⊥M with probability given by Eq. (B.8).
Performing such a measurement guarantees that the final state of the reference will
have no support on a subspace spanned by {∣∣R0 〉 . . . ∣∣RM〉}, similarly to the initial state.
However, performing a selective measurement has a thermodynamic cost that we have
to take into account. More precisely, such a measurement can be performed using an
ancillary memory qubit system A described by trivial Hamiltonian HA = 0. Then, taking
the initial state of A to be a pure state |0〉, we can perform an operation on the joint
reference-ancillary state described by the Kraus operators M1 = P⊥M ⊗ I and M2 = PM ⊗
σx. This operation is energy conserving, as the Kraus operators commute with the total
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Hamiltonian HR + HA. Hence, it is free of thermodynamic cost. Now, the projective
measurement on states |0〉 and |1〉 can be performed on the ancillary memory system.
Observing the result 0 will project the reference on a subspace P⊥M , whereas observing
the result 1 will project the reference on PM . The thermodynamic cost associated with
this projective measurement is the cost of erasing the memory system afterwards. This is
given by
WE =
1
β
h2(psucc), (B.9)
which can be made arbitrarily small as psucc → 1. Notice that we only needed to use a
classical memory to record the measurement outcome. Also note that this cost has to be
paid only after extracting work from M copies, hence the cost per copy scales as M−1.
Define
ρ′′R :=
P⊥MP(ρ(M)R )P⊥M∥∥∥P⊥MP(ρ(M)R )P⊥M∥∥∥ . (B.10)
Now, using the gentle measurement lemma [149, 150], Eq. (B.8) also implies∥∥∥ρ′′R − P(ρ(M)R )∥∥∥ ≤ 2√1− psucc. (B.11)
From Eq. (B.11), and the following characterisation of the trace norm (see Ref. [148]),
‖ρ− σ‖ = max
0≤A≤I
Tr (A(ρ− σ)) ,
we find that
Tr
(
∆¯ρ′′R
) ≥ Tr (∆¯P(ρ(M)R ))− 2√1− psucc = Tr (∆¯ρR)− 2√1− psucc, (B.12)
where the last equality comes from the fact that 〈∆¯〉 is conserved in the protocol, up to
the measurement. The last equation can be rewritten as
Tr
(
∆¯(ρR − ρ′′R)
) ≤ 2√1− psucc. (B.13)
Exchanging the roles of ρR and ρ′′R and introducing
δ〈∆¯〉 = Tr (∆¯ρ′′R)− Tr (∆¯ρR) , (B.14)
we conclude
|δ〈∆¯〉| ≤ 2
√
1− psucc. (B.15)
Using Eq. (B.8), this bounds the maximum allowed change of the quality parameter of
the reference.
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Proof of Theorem 4.1
The proof of Theorem 4.1 is based on the Alberti-Uhlmann theorem [84]. In the qubit
case it yields necessary and sufficient conditions for the existence of a CPTP map E such
that E(ρ) = ρ′ and E(σ) = σ′. These conditions are given by:
‖λρ− (1− λ)σ‖1 ≥ ‖λρ′ − (1− λ)σ′‖1 ∀λ ∈ [0, 1], (C.1)
where ‖A‖1 = Tr
(√
AA†
)
. Thus, by simply setting σ = σ′ = γ, we obtain necessary and
sufficient conditions for the existence of a GP quantum map E such that E(ρ) = ρ′. Using
the fact that norms are non-negative, these can be expressed by
∆λ := Dλ(ρ)−Dλ(ρ′) ≥ 0 ∀λ ∈ [0, 1], (C.2)
where we have defined Dλ(ρ) := ‖λρ− (1− λ)γ‖21.
Before we find the necessary and sufficient conditions for Eq. (C.2) to hold, let us first
simplify the problem. Namely, note that states connected via a unitary U(t) = eiHt are
reversibly interconvertible under GP operations, and thus belong to the same equivalence
class. Hence, we can focus only on one representative of this class lying in the xz plane
of the Bloch sphere with x ≥ 0. This means that instead of considering general Bloch
vectors of the form rρ = (x, y, z) we can focus only on the ones given by rρ = (x, 0, z).
Now, using the parametrisation of qubit states introduced in Eqs. (4.10)-(4.11), we
can write
D2λ(ρ) = a(ρ) +
√
a(ρ)2 − b(ρ)2, (C.3)
where
a(ρ) =
(
2 +
x2 + (z + ζ)2
2
)
λ2 − (2 + ζ(z + ζ))λ+ 1 + ζ
2
2
, (C.4a)
b(ρ) = (1− 2λ)
√
ζ2 − 2ζ(z + ζ)λ+ (x2 + (z + ζ)2)λ2. (C.4b)
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Figure C.1: Possible orderings of eigenvalues. The orderings 1–4 of eigenvalues
{λ1, λ′1, λ2, λ′2}, together with labels I-V corresponding to different regions of the [0, 1]
interval.
However, notice that
a(ρ)2 − b(ρ)2 = [a(ρ)− (1− 2λ)2]2 := c(ρ)2,
which means that
D2λ(ρ) =
 (1− 2λ)2 : c(ρ) ≤ 0,(1− 2λ)2 + 2c(ρ) : c(ρ) > 0. (C.5)
Since c(ρ) is quadratic in λ, one can explicitly express the regions of λ with different
solutions for D2λ(ρ) by finding the zeros of c(ρ) = A(λ− λ1)(λ− λ2). Using elementary
calculus one can show by direct calculation that 0 ≤ λ1 ≤ 12 ≤ λ2 ≤ 1 and A ≤ 0. Hence,
we can rewrite Eq. (C.3) as
D2λ(ρ) =
 (1− 2λ)2 : λ ∈ [0, λ1] and λ ∈ [λ2, 1],(1− 2λ)2 + 2c(ρ) : λ ∈ (λ1, λ2). (C.6)
Thus, by analogously introducing c(ρ′) with solutions given by λ′1 and λ
′
2, the necessary
and sufficient conditions for the existence of a GP map E such that E(ρ) = ρ′ [specified by
Eq. (C.2)] can be expressed as follows. There are four ways the eigenvalues {λ1, λ′1, λ2, λ′2}
can be ordered and these are depicted in Fig. C.1. In regions I and V (see Fig. C.1),
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independently of the ordering, we have ∆λ = 0. Now, in region II we have ∆λ = 2c(ρ) ≥ 0
for orderings 1. and 3., whereas for orderings 2. and 4. we have ∆λ = −2c(ρ′) ≤ 0.
Similarly, in region IV one has that ∆λ is equal to 2c(ρ) ≥ 0 for orderings 1. and 2.,
whereas for orderings 3. and 4. it is equal to −2c(ρ′) ≤ 0. Therefore, for ∆λ to be positive
for all λ ∈ [0, 1], the eigenvalues must be ordered according to ordering 1. The remaining
condition to check is whether within region III this ordering also results in ∆λ ≥ 0. We
have ∆λ = 2[c(ρ)− c(ρ′)] and since both quadratic functions, c(ρ) and c(ρ′), share the
same constant term and λ 6= 0, the problem can actually be simplified to comparing two
linear functions. This, in turn, can be done by simply comparing the functions at the edge
of the region III, where c(ρ) ≥ 0 and c(ρ′) = 0. Therefore, we conclude that Eq. (C.2)
holds if and only if λ1 ≤ λ′1 and λ2 ≥ λ′2.
In the final step of the proof we need to use explicit expressions for λ1 and λ2,
λ1 =
2− ζ(z + ζ)− δ
4− (z + ζ)2 − x2 , λ2 =
2− ζ(z + ζ) + δ
4− (z + ζ)2 − x2 , (C.7)
where δ is given by Eq. (4.12). By solving the above equations for z with fixed λm (with
m ∈ {1, 2}), one can find that the region of fixed λm is given by a circle centred at
zm = [0, 0, ζ(λ
−1
m −1)] and of radius Rm = |λ−1m − 2|. It is a straightforward calculation to
show that these centres and radii correspond exactly to the ones stated in Corollary 4.2.
Moreover, since 0 ≤ λ1 ≤ 12 ≤ λ2 ≤ 1, we have
λ1 ≤ λ′1 ⇔ R1(ρ) ≥ R1(ρ′), (C.8a)
λ2 ≥ λ′2 ⇔ R2(ρ) ≥ R2(ρ′). (C.8b)
Hence, the necessary and sufficient condition for the existence of a GP map between ρ
and ρ′, specified by Eq. (C.2), is that R1(ρ) ≥ R1(ρ′) and R2(ρ) ≥ R2(ρ′). This can
be equivalently expressed with the use of simplified variables R±(ρ) as in Theorem 4.1.
Finally, we note that given two circles of radii R1 and R′1, centred at (0, 0, ζ(1 + R1))
and (0, 0, ζ(1 +R′1)), respectively, we have that the circle with smaller radius is contained
within the circle of bigger radius. The same holds true for circles of radii R2 and R′2
centred at (0, 0, ζ(1 − R2)) and (0, 0, ζ(1 − R′2)). We have thus finished the proof of
Corollary 4.2.
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Existence of a universal MUS for
qubit systems
Setting the scene
The Bloch sphere can be parametrised as in Chapter 5, so that a = (0, 0, 1) and
b = (sin γ, 0, cos γ), with γ ∈ (0, pi/2). Now, according to Lemma 6.4, if there exists
an -noisy universal MUS it will be described by
ργ/2 =
I+ r · σ
2
, r = ±|r|
(
sin
γ
2
, 0, cos
γ
2
)
, (D.1)
with |r| = (1− ), i.e., its Bloch vector r will lie in the middle between ±a and ±b, and
its length will differ from identity by the amount of noise .
We will first prove that there is no universal MUS for qubit systems when we choose
F = U0, i.e., within the framework of majorisation uncertainty relations. Let ρ0 be a state
described by a Bloch vector r′ = (0, 0, |r|). Then, by direct calculation, one can check that
for any given  the distribution pA(ρ0)⊗ pB(ρ0) is not majorised by pA(ργ/2)⊗ pB(ργ/2).
Now, in order to prove that there exists 0 <  < 1 such that ργ/2 is a universal
MUS within S2 for F = U and F = U+, we must show that all Re´nyi entropies of
pA(ργ/2)⊗ pB(ργ/2) are smaller than for any other state ρ ∈ S2 that can generally be
described by a Bloch vector q,
ρ =
I+ q · σ
2
, q = |q|(sin θ cosφ, sin θ sinφ, cos θ), (D.2)
with |q| ≤ (1−). As we will show in the next subsection it is actually sufficient to restrict
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the comparison to states described by Bloch vectors
qθ = (1− )(sin θ, 0, cos θ), θ ∈ [0, γ], (D.3)
i.e., one may assume |q| = (1 − ), θ ∈ [0, γ] and φ = 0 in Eq. (D.2) (note that this
corresponds to Bloch vectors lying between±a and±b). Thus, the existence of a universal
MUS in S2 can be proven by showing that among the distributions
pAB := (pA1 , 1− pA1 )⊗ (pB1 , 1− pB1 ), (D.4)
with
pA1 =
1 + (1− ) cos θ
2
, pB1 =
1 + (1− ) cos(γ − θ)
2
, (D.5)
the one with θ = γ/2 minimises all Re´nyi entropies. As our main goal is to prove that
a universal MUS can exist for F = U and F = U+, we will just focus on the particular
choice of γ = pi/4. In the last subsection of this appendix we will prove that for a noise
level  = 1/2 (Bloch vector length 1/2) the above condition holds, so that a state specified
by Eq. (D.1) is in fact the -noisy universal MUS.
Simplifying the set of states
The way to prove that we can restrict the comparison to states ρθ, described by Bloch
vectors qθ specified by Eq. (D.3), is to show that for every state ρ
 ∈ S2 there exists an
-pseudo-pure state ρθ such that
pA(ρθ)⊗ pB(ρθ)  pA(ρ)⊗ pB(ρ). (D.6)
Since majorisation implies trumping relation, it means that for any state in S2 there exists
a state ρθ for which all Re´nyi entropies Hα are lower. Hence, if ρ

γ/2 minimises all Hα
among ρθ states, all the remaining states in S2 must necessarily have higher Hα for all α.
Using the transitivity of majorisation we will prove our claim by restricting the subset
S2 in a few steps, each time removing states that are majorised by states in the remaining
subset. First, note that for any state ρ with |q| < (1− ) there exists a state τ  with
|q| = (1− ) and the same (θ, φ), such that pA(τ )  pA(ρ) and pB(τ )  pB(ρ), so that
pA(τ )⊗ pB(τ )  pA(ρ)⊗ pB(ρ). Hence, we can restrict the states that we need to
compare ργ/2 with to states having a Bloch vector of length |q| = (1− ). Next, we note
that states with fixed |q| and θ have a fixed pA, but pB that depends on φ. Moreover,
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pB for φ = 0 or φ = pi majorises all other pB with different φ. Hence we can restrict the
considered set of states to the ones that lie in the plane spanned by a and b. Additionally,
due to the symmetry of the problem, we only need to look at θ ∈ [0, pi] and γ ∈ (0, pi/2)
(we exclude γ = 0 as it is a trivial case, and γ = pi/2 because Theorem 6.6 holds).
Finally, we need to show that for any state ρ that lies in this plane, has |q| = (1− )
and θ ∈ [0, pi] there exists ρθ also in that plane and with the same length of the Bloch
vector, but with θ ∈ [0, γ], such that Eq. (D.6) holds. It is straightforward to check that
for a state with θ = γ both pA and pB majorise the corresponding distributions obtained
for a state described by θ ∈ (γ, pi/2]. Similarly the probability distribution with θ = 0
majorises the ones described by θ ∈ [γ + pi/2, pi]. The only thing left is to show that
for every state described by θ ∈ [pi/2, pi/2 + γ] there is a state with θ ∈ [0, γ] such that
Eq. (D.6) holds. One can achieve this by mapping θ of every state from the first set to
θ − pi/2 in the second set. This ends the proof.
Proving the existence of a universal MUS
As already announced, here we will prove that among distributions
pAB := (pA1 , 1− pA1 )⊗ (pB1 , 1− pB1 ), specified by Eq. (D.5) with γ = pi/4 and  = 1/2, the
one with θ = pi/8 minimises Re´nyi entropies for all α. In order to simplify the calcu-
lations we use a slightly different parametrisation. Namely, we perform a substitution
θ → θ − pi/8 and, due to symmetry, we only consider θ ∈ [0, pi/8] (hence θ, instead of
measuring the angle from the z axis, measures the angle from the state we want to prove
is a universal MUS). To shorten the notation let us also introduce
t±± =
[
2± cos
(pi
8
± θ
)]α−1
, (D.7)
where the subscript refers to the sign ± in front of θ.
It is straightforward to show that independently of α the Re´nyi entropy Hα of the
distribution pAB has an extremum for θ = 0. However, we need to show that this is the
only extremum and that it is actually a minimum. Once we prove the former, the latter
can be easily verified by checking that Hα of the distribution at the extremum θ = 0 is
smaller than at the edge of the region θ = pi/8. To prove the uniqueness of the extremum
we will show that ∂
∂θ
Hα(p
AB) = 0 has only a single solution for θ = 0. Unless α = 0 or
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α = 1 (which will be handled separately) vanishing of this derivative is equivalent to
ζ := A sin θ +B cos θ = 0, (D.8)
where
A =
(
2 cos
pi
8
− cos θ
)
t−−t
−
+ −
(
2 cos
pi
8
+ cos θ
)
t+−t
+
+, (D.9a)
B =
(
2 sin
pi
8
+ sin θ
)
t+−t
−
+ −
(
2 sin
pi
8
− sin θ
)
t−−t
+
+. (D.9b)
The proof consists of two main parts. First we will show that for all α ≥ 2 and θ ∈ (0, pi/8]
we have ζ < 0. We achieve this by finding a function ζ ′ that upper-bounds ζ in the
considered parameter region and proving that it is negative. Next, we will prove that
for all α ≤ −3 and θ ∈ (0, pi/8] we have ζ > 0, this time by finding a function ζ ′ that
lower-bounds ζ and showing that it is always positive. Finally, in the remaining region
α ∈ [−3, 2] the non-vanishing of ζ can be easily verified numerically (with α = 0 and
α = 1 considered separately).
Let us start with α ≥ 2. For θ ∈ (0, pi/8] we have that a function ζ ′ obtained by
exchanging A with −2t+−t++ cos θ upper-bounds ζ (this is because t++t+− ≥ t−−t−+). To show
that ζ ′ is always negative we divide it by the positive quantity t+−t
+
+ cos θ, and show that
the obtained expression ζ1 + ζ2 is always negative, where
ζ1 = − sin θ + s+ sin θ, (D.10a)
ζ2 = − sin θ + 2s− sin pi
8
, (D.10b)
and
s± =
t−+
t++
± t
−
−
t+−
. (D.11)
Now, using the fact that (a+ b)x ≥ ax+ bx for a, b > 0 and x ≥ 1 one can easily show that
s+ < 1, which results in ζ1 < 0. In order to show that also ζ2 is negative it is sufficient to
prove that ζ2 is a monotonically decreasing function with θ (since for θ = 0 it vanishes).
This can be shown by upper-bounding terms dependent on θ ∈ (0, pi/8] in the expression
for ∂ζ2
∂θ
that leads to
∂ζ2
∂θ
≤ − cos pi
8
+
8
√
2 sin pi
8
(cos pi
8
− 2)4
α− 1
2α
. (D.12)
The above expression is maximised for α = (1 + ln 2)/ ln 2 and it is then negative, so that
ζ2 is negative for θ ∈ (0, pi/8]. This ends the first part of the proof.
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We now turn to the case when α ≤ −3. For θ ∈ (0, pi/8] we then have that a function ζ ′
obtained by exchanging the second term in the expression for A by − (2 cos pi
8
+ cos θ
)
t+−t
−
+
lower-bounds ζ (this is because t++ ≤ t−+). Moreover, substituting 1 for all cos θ will also
lower-bound the expression for ζ, as for α ≤ −3 we have B ≤ 0. We further lower-bound
the expression by performing a sequence of divisions and subtractions of positive numbers:
first dividing by t−−t
−
+, then subtracting t
+
+ sin θ/t
−
+ and finally dividing again by 2 sinpi/8.
This leaves us with the lower-bound of the form:
sin θ
2 cos pi
8
(
1− t
+
−
t−−
)
− 1
2 sin pi
8
+
(
t+−
t−−
− t
+
+
t−+
)
. (D.13)
As the term standing by sin θ is a monotonically decreasing function of α it achieves
minimum at the edge of the considered parameter space, i.e., for α = −3. It is then
straighforward to verify that it is always bigger than 1, so we can actually lower-bound ζ
with
sin θ +
(
t+−
t−−
− t
+
+
t−+
)
. (D.14)
To show that the above equation is always positive for α ≤ −3 one can equivalently show
that sin θ − s− is positive for α ≥ 3. This can be achieved using a method analogous
to the one used to show that ζ2 < 0. Thus, the function lower-bounding ζ for α ≤ −3
is always positive unless θ = 0 and so is ζ itself. This completes the second part of the
proof.
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