Complex high-dimensional systems represent an important area of interdisciplinary research in systems biology. Gene expression values obtained by microarray data represent a good example, owing to their various features that depend on biological network dynamics. This work emphasizes the role of blind source separation for dealing with dimensionality reduction and feature selection, and their useful combination with fuzzy rules, embedding principles and entropic measures. In particular, entropy and embedding are useful tools for controlling the robustness and stability of the decomposition of a system with larger than intrinsic dimensionality. As a result, the convergence to a small intrinsic dimensionality occurs by the means of least dependent components, seen as a minimal number of salient features.
Introduction
Information retrieval and signal extraction from high-dimensional data require a comprehensive effort aimed to integrate different biological information sources and obtain computationally efficient fusion of data streams in an automated way.
A general strategy to better understand the complex interactions occurring at the cellular level relies on building quantitative models from genomics (the study of genes and their functions), transcriptomics (the quantitative measurement of gene expression in a cell or tissue of a given organism), and proteomics (the study of the set of proteins encoded by a genome) data obtained by the means of high throughput technologies.
High dimensionality and redundancy are typical features of many real world complex systems, especially biological ones. Usually, through some form of dimensionality reduction, computational and methodological improvements can be achieved, and statistical inference can contribute to shed light on the interactions between variables.
We describe the role that a technique well-known in signal processing, machine learning and statistics, i.e. independent component analysis (ICA) [5, 7, 9] , can play in genomics. In particular, it works as a dimensionality reduction methodology that allows for a convergence of the observed to the intrinsic genome data dimensionality, thus dealing with the typical large variable and small sample trade-off; it combines model flexibility with computational efficiency in decomposing the original signal space into statistically independent components, thus leading to a natural attempt to identify genes with different biological process, pathway, function characterization; last, it offers a straightforward feature selection tool, which allows for gene grouping according to co-expressed activity and for inference about the underlying regulatory dynamics.
We deal with microarray genomic data obtained from perturbation experiments where, in general, specific drugs are injected in the cells so as to observe the changes in the gene expression levels. It is normally accepted to treat the measurements via mining, normalization, and preprocessing steps, and we do that; but we also study possible ways to control the stability of the genomic system through fuzzy rules, embedding theory and entropy principles. We thus want to characterize a stable and robust least dependent decomposition of the genomic system under study that reveals the complex dynamics determined by the perturbation experiments.
The paper is organized as follows: Section 2 introduces the main methodological issues; Section 3 refers to data analysis aspects; Section 4 describes entropy fluctuation analysis, and Section 5 concludes the paper.
Methodological Aspects

Model Building
ICA is mainly designed for extracting latent structure from observed data mixtures; it is linked to projection pursuit regression (see for review of concepts and applications linked to ICA [10, 11, 12, 15, 18, 16, 17] ), semiparametric modelling, and estimating equations theory (see, among others, [2] ). Recently, ICA has started to play a role in genomics too, and interesting results have been obtained by [3, 4, 8, 20, 21, 14] .
We believe that this method can simplify inference by approximating the gene system intrinsic dimensionality with a small set of estimated components. These components, when found to exist and are estimated, turn out to be statistically independent, or approximately so. This property would allow an efficient decomposition of the gene network dynamics and simplify their reconstruction, a task typically addressed in inverse (or ill-posed) systems biology problems by reverse engineering techniques.
A particular property of ICA is that the unobserved components that are identified (all but one) should be non-Gaussian for uniqueness and stability of solutions to be guaranteed. Intuitively, non-Gaussian directions in the projected space are considered the most interesting ones, as in this case the structure is maximally deviating from randomness and thus delivers relevant information. components) S, consisting of k−dimensional vectors s j , j = 1, . . . , m, mixed linearly or nonlinearly according to a mixing matrix A. The underlying random system may be non-linear, such as Y = f (X) + error; thus, a linear ICA is just an approximation for the system's dynamics, where both S and A must be estimated, given S ∈ R m , X ∈ R n , and A ∈ R n×m .
More specifically, consider at time t:
ICA deals with this model through an approximate method that induces suitable variable decomposition by a linear (or non-linear) model representation. Consider a whitening transform, say, A = UΣV t , with U ∈ R n×m and V ∈ R m×m matrices with orthonormal columns, and Σ an m− diagonal matrix. Apply then a rotational step, i.e. G = QA = QΣ −1 U t , for Q orthogonal under ICA and Q = I under PCA. U t projects the data into an m−dimensional source space, and Σ −1 scales the projections to leave unit variance. Furthermore, the final step is a numerical optimization search of the solution space, based on some criteria (from statistics, information theory, etc.) and depending on an algorithm (numerical, iterative, etc.).
Theoretical studies have stated that if the number of observed mixtures (n) is greater or equal than the number of sources (m), then it is possible to separate statistically independent sources provided that at most one of them is Gaussian ( [5, 16] ). The assumption underlying all ICA models is that the sources are statistically independent; since the sources S together generate a multi-dimensional probability density function (pdf) P (S), in order to satisfy the basic assumption of statistical independence one needs the following joint source density factorization (at time t):
The independence condition is hard to verify in practice, as we can only approximate the unknown variables and their distributions, up to a certain degree. Also, noise and source interference can justify variable deviation degrees from a perfect source separation.
Various statistical assumptions may play an important role for identification and estimation purposes, even if one may adopt the quite simple non-parametric view of statistical inference, and thus work under relaxed assumptions. In particular, this last aspect has an important consequence: neither a parametric model nor a Gaussian context is required in order to carry out ICA.
Furthermore, ICA overcomes some limitations of principal component analysis (PCA); the latter is valuable under Gaussianity and deals with covariance-based or second-order statistics, thus only with linear independence (i.e. it can only decorrelate the data), while ICA exploits the higher order moments of the data distribution, or the the statistical information beyond the covariance function, and thus can detect stronger forms of dependence in the data.
unknowns, the mixing matrix and the sources, several numerical algorithms can be efficiently applied.
The most popular choices are the JadeR or Joint Approximate Diagonalization of Eigenmatrices [7] and the fastICA [16, 17] ; while the former offers a better control of the sequence of operations done by ICA, the latter is particularly useful for doing data pre-processing and for performing numerical optimization under different conditions.
Once obtained the estimates for the separating or de-mixing matrix W (= A −1 ) through its pseudo-inverse pinv(W ), one would get back to an estimated version of the mixing matrix, and through Y = W X retrieve S. While under conditions of perfect separation (and no noise) it is expected that Y = W AS = S, usually the solution can only be approximately true, up to permutation P and scaling D matrices, i.e. Y = DP S.
In other words, the model structure implies well-known ICA ambiguities; however, the scale of the sources (which are usually normalized) can always be adjusted by ad hoc factors inserted in the mixing matrix, while the order of the sources can be fixed according to some criterion (like the energy content, as in the JadeR algorithm).
Dimensionality
The intrinsic dimensionality, roughly speaking, represents the least number of functionally independent parameters needed to identify any observation or signal from a given class. Correspondingly, one goal in applications is to employ approximating systems with relatively small degrees of freedom such that only a few principal modes can be used to infer or reconstruct the internal dynamics, select the features of interest, and obtain reliable predictions for the target variables.
With ICA, the original dimensionality can be substantially reduced so as to reflect either the number of column vectors of the estimated mixing matrix (i.e. the directions of the data projections along which one hopes to detect structure), or equivalently the number of the component signals that are identified. The general interpretation is that the high-dimensionality of the observed data manifold can be gradually absorbed by a linear approximating subspace where the number of dominant singular values establishes the intrinsic dimensionality.
In real-world applications, decomposing systems with ICA leads to configurations with reduced dimensionality, in either the dominant modes which are ideally statistically independent or in possibly least dependent modes. Note that linearity in ICA is not a limiting structural property, as the usually required numerical optimization step implies a non-linear search for a solution (locally optimal). As the relations among variables in complex systems are likely to be nonlinear, one goals is thus to find the information on the curvature of the manifold embedded by the data, instead of just examining locally linear regions.
Shrinkage
One problem in mining high-dimensional data spaces involves the separation of signal from noise, which often requires some kind of shrinkage. This idea refers to an established statistical technique for smoothing parameter estimates in stochastic systems endowed with sparse data structure and thus obtain more robust and/or parsimonious signal reconstructions. A thresholding step is usually found to be a built-in component of estimation procedures where it is key to discriminate between informative and non-informative signal content according to some statistical criteria.
In genomics, experimentalists perturb genetic networks because they need to identify genes sensitive to some drugs, check cascade effects in the regulatory or transcriptional networks, distinguish between primary and secondary effects induced by the drugs on the genome. One thus needs to discriminate between the specific inherent biological characterization of the potential gene groups, and also with regard to noise-dependent dynamics.
Thresholding is the instrument that may validate hypotheses about the observed expression values, i.e. whether they are or not significantly different from an average test statistic, as done in significance tests, for instance. Shrinkage is a suitable tool for gene selection, by exploiting the discriminatory power of each estimated component; the genes significantly deviating from, say, the mean value computed over the gene profile in each estimated component, support with a certain confidence level the rejection of the null hypothesis of no presence of outlying effects.
The genes considered as outliers are thus endowed with a differentially expressed value compared to the average value computed in a specific component. The gene selection can be done via fixed intervals, i.e. by taking a scalar q times the standard deviation from the mean (approximately the 95% or 99% confidence levels), and thus identifying as outliers the genes whose values are outside the computed interval. A simple algorithm, described in Table 1 , is proposed; it can be repeated for each estimated component through the following steps:
Gene Selection Algorithm
Step 1: a pivot component j is considered;
Step 2: a confidence interval centered on a statistic and a related measure of deviation is computed from the available sample, while a critical level q is fixed depending on the desired degree of stringency in isolating the outliers;
Step 3: a thresholding step is then operated gene-wise along the k−dimensional genomic profile which is attached to each component. A possible formulation for the confidence intervals is also introduced. When the mean and standard deviation are computed for the gene expression k−dimensional values s j (given the source j), the interval is straightforward:
As mq j k delivers lower and upper limits l and u, respectively, the outlying genes are out j / ∈ (l, u).
However, the selected genes may be subject to the influence of different biological processes underlying the same components that approximately and independently represent them. Equivalently, some genes might be detected by more than one component. Moreover, due to the fact that genes sharing the same biological pathway are expected to show relatively strong connectivity, it is expected that the component-selected groups include co-expressed genes, and also co-regulated ones (even if not necessarily).
Conversely, the fact that some genes may belong to different groups reflects the simultaneous presence of different underlying biological influences in each component. As a result, a certain level of source interference should be observed, and whose biological characterization (natural interference) should be ideally distinguished by the noise-dependent one (artificial interference).
Consequently, the presence of a certain degree of natural interference suggests that the hypothesis of least dependence fits well in a biological context. Thus, biological reasons support the fact that a small degree of dependence remains from ICA in the overlapping groups, without preventing ICA from the ability to perform an accurate gene feature selection.
Data Analysis
Pre-processing
The Escherischia coli genome has been here analyzed to monitor the SOS pathway response to DNA damages induced by perturbation experiments. These are carried out by calibrating drug (Norfloxacin, 10µg/ml) injection in the cells at a certain initial time, and taking records of the gene expression changes at regular (twelve minutes) time intervals, until the steady state is reached. Thus, during one hour there are six measurements that have been considered, while two extra conditions refer to no-drug states.
The microarray data have been treated by the Affy MAS 5.0 normalization algorithm. Then, after running the usual t and rank tests to eliminate the genes showing random or no variation at all, a reduced genome of 2330 genes (approximately half of the original size) remains for further investigation aimed to find significant gene relationships.
Next, pre-processing has involved log-transformation of the gene measurements so as to smooth out wild fluctuations among gene expression values, followed by normalization to the initial time so as to obtain comparable orders of magnitude for the gene expression changes across time points, relatively to the effects of the perturbation experiments.
Fuzzy Rules
The application of the ICA algorithm (JadeR) to the data yields four independent components, based on the spectrum of eigenvalues given by a PCA pre-processing step. The four components represent a near-minimal (up to inherent noise) system able to capture the gene network dynamics along the main paths of variation. The inclusion of an extra eigenvalue would allow for five components to be considered, thus testing the system's robustness to noise. We have checked these sensitivity aspects too.
Another useful instrument here employed is the z-score transform, usually aimed to standardize the data. In our study, we adapt it to perform a change of coordinates that is useful for controlling how different variability laws may affect the performance of the thresholding computed over the components, and consequently the gene group selection power.
The z-scores are computed for each gene in the k−dimensional genomic profile of each of the j = 1, . . . , m sources. From a profile indicated by s j k , its transformed value is obtained as follows:s
As these calculations assign a membership probability for each gene with respect to every estimated component, they basically apply a fuzzy rule. In other words, the gene expression values are now assigned to the estimated components simultaneously and according to certain normalized weights, due to the z-scores.
The adapted z-scores measure the log-probability that a gene expression value computed by each component would be obtained by chance, rather than according to the outlying information content assigned originally to that gene by the components.
Mixing Parameter Estimation
The estimated mixing matrix values computed at each time point for each component is reported in Table 2 1 . By taking a closer look at A, the third and fourth columns (associated with a fourcomponent system) are quite sparse, which indicates a minor contribution of these sources in explaining the dynamics of the mixture profile observed at each time. Thus, it is likely that incremental redundancy would be found by adding extra components; Table 3 
Bootstrap
Bootstrap analysis has also been carried to verify that the computed statistics can calibrate the gene selection process by accounting for random variation. The gene selection is variable due to the randomness in the system, and also due to the ICA inherent ambiguities. Thus, the randomization step by bootstrap represents a way to overcome some of the computational difficulties in finding good estimators from individually estimated components.
The gene expression values have been sampled from each estimated independent component, and the statistics used for thresholding have been re-computed from each bootstrap sample. The examination of the bootstrap means for the estimated components shows that their distributions are approximately Gaussian when 1000 samples are taken, and only a small bias is present in our outcomes, due to the asymptotic and alignment properties of the bootstrap distributions (Figure 1) . When comparing the bootstrap-derived gene groups with those formed by thresholding from the estimated components, the differences are almost negligible (see Table  4 ).
Gene Feature Selection
The following tables and figures report descriptive and diagnostic evidence from the estimated components. Table 4 By looking at the groups selected under the two cases, with four or five components, we want to account for the differentially expressed genes which overlap the groups and are thus selected by different estimated components. We believe that these genes have more chances to be possibly co-regulated by different biological factors. The lists of these genes are reported in Table 6 , where the numbers identify the frequency with which genes overlap between 4, 3, or 2 groups.
With regard to the qualitative information content (i.e. biological validation) obtained from our gene grouping, note that in the first component of 
How many good sources?
A good practice in many applications with complex data structures is turning the data to an uncorrelated form, via whitening or sphering transforms. A classical decorrelation method is based on sorting the eigenvalues from a Singular Value Decomposition (SVD) ( [1, 13] ) of the data, or equivalently after an application of PCA to their covariance matrix.
Such transforms are popular in statistics and signal processing, where often the goal is to obtain the smallest possible signal subspace (S) from the originally noisy space (Y ) where the data lie, i.e., Y = S + . The whole space rank, say n, is thus decomposed by the m-component for the signal part, and the n − m-component for the noise part, depending on the relative magnitude of the singular values which are identified.
In order to exploit this subspace split, ICA can be implemented as a two-step algorithm. A whitening (projection) step is followed by a rotation step directing the final step, i.e. optimization (based on diagonalization of empirical statistical functionals, mutual information minimization, etc.). As a result, from orthogonal mixtures of sources one finds components that are statistically independent (thus, beyond the simple decorrelation achieved under linear dependence).
In particular, projecting the data onto the space generated by the principal components enables the detection of those m strong sources able to capture the most relevant information in the data. It thus follows the possible elimination of the n − m weaker sources related to the noise terms (see [22] for a detailed analysis).
Furthermore, numerical problems can be avoided, or at least minimized, when the final optimization is performed on a clean signal space; conversely, the presence of weak sources and the corresponding inclusion of too small eigenvalues lead to a singular mixing matrix.
However, due to the limited information from the samples, one may be able to achieve only a sub-optimal signal subspace from the most informative sources, with a dimension smaller than the optimal one (delivered by the true sources characterizing the system dynamics). In order to explore this possibility, we found useful to explore further the redundancy previously introduced. Figure 2 illustrates the difference between a system with four (top) and five components, for both the estimated sources (left) and the z-scores. Through this visualization we investigate ways to discriminate information from noise in the system, or equivalently explore whether the projected space is endowed with more or less instability.
A well-known fact from signal processing is that the presence of redundancy in a system may increase the robustness to noise level, as often shown in several applications of regularization problems. Noise reduction and better component separation power may be obtained by inserting variables independent from those already included in the system; otherwise, when dependent components are observed, redundancy becomes only detrimental to the system, and no additional information is gained.
Numerical Perturbation Analysis
As a consequence of having inserted an extra component, we would also like to know whether the increased complexity of the system yields a better group separation power by ICA, or just more instability.
The exploratory work has been integrated by numerical perturbation analysis, and is reported with Figures 3 and 4 . The method requires injection of zero mean Gaussian noise with variable standard deviation (see Figure 3) . The noise has thus a different magnitude (std 1, 0.1 and 0.01) and is added directly to the estimated components before taking the z-scores.
When computed at each target gene, the adapted z-scores represent new contributions of the components to the gene expression values. To visualize this aspect, we consider projections onto a sphere that make the values more compact in terms of variability range (or energy dis- persion). Note that four more than five components appear to yield z-scores more concentrated around the border, and thus define a smoother sphere's surface (see Figure 4) .
In our experiments, we also applied the perturbations directly to the gene data; then, the sources are estimated and the z-scores computed. The difference in the energy dispersion of the values projected onto the sphere indicates that a different degree of inherent randomness is characterizing the two systems. In particular, less noise seems to characterize the system with four components.
Overall, systems with more than a minimal number of components indicate the presence of undesirable redundancy due to a noise cover masking the informative signal.
Entropy Fluctuation Analysis
In order to avoid the limitation of an infinite number of linear transforms able to yield decorrelation, ICA can leverage on dependence measure such as mutual information (MI), as explained in this section, but other contrast functions based on high-order distributional moments are also capable of capturing extra dependence in the data. 
In order to deal with our application, consider a partition of the sources, S = [S,S], where the split into only two subsets is used to simplify the representation. The conditional entropy ofS givenS is then defined as:
and the MI can now be obtained as:
I[S,S] = H[S] + H[S] − H[S,S] = H[S] − H[S |S]
In general, the relationships with entropy can be given; for a random vector Z it works as follows:
The same principles can be applied to the estimated components, and the MI can be associated to redundancy. When the recovered sources are independent, this quantity is zero and the source separation results successful. ICA thus finds a separating transform, or matrix under linear mixing, that minimizes the MI between the estimated sources.
Since the entropy H(Z) remains constant under a transformation given by the product of whitening and orthogonal matrices, I(Z) varies with the remaining quantity in Eqn. (8), i.e., the sum of the marginal entropies. We show with a simple example how this aspect helps in discriminating between redundant and non-redundant systems.
There is an interesting connection between ICA and the entropy reduction method of [23] .
Given that non-linearities in the data are better described when higher moments of the involved distributions are accounted for, the method of these authors suggests to concentrate the nonlinear variation in a certain random variable over a restricted subset of the other variables in the systems. While this is basically the same principle behind ICA, it works by minimizing the differential entropy of the original variable over the concentrated ones.
The Sample Approximate Entropy (SApEn), from [19] , is an ad-hoc statistic quantifying the degree of unpredictability or randomness in a sequence of observations, and can be used as a plug-in empirical estimate for the entropy functional.
A sequence of values becomes more predictable if patterns of fluctuations are repeated; thus, the SApEn values reflect the chance that similar patterns are observed or not, and when many repeated patterns are present, the SApEn estimate is relatively small, which makes more predictable the sequence. Otherwise a more complex and random sequence delivers a bigger SApEn value. The parameter "m" indicates epochs or sub-sequences which are used to test the similarities of patterns, and more specifically it addresses their length.
This procedure mimics a time delay embedding technique; through a time lag τ a sampling rate is determined, while the embedding dimension m governs the length of the filter. Consequently, a sequence of data can be represented in phase-space by a set of delayed vectors
If the term mτ is too small, then the signal variation within the vector is dominated by noise; thus, an adjustment is required. For instance, τ = 1 and m is set to some value, so as to find a good compromise between the scale of the hidden dynamics and the inherent complexity of the sequences of interest, i.e. the IC-based gene profiles.
The parameter values that have been selected, τ = 1 combined with m = 1 up to m = 5, yield a phase space representation that best reflects the dynamics of the system and identifies a near optimal embedding, i.e. one endowed with minimal differential entropy (or minimal disorder). Tables 7 and 8 report these results.
As we are in a linear setting by model construction, the embedding attempts to localize the linear structure and let the changes occur smoothly over the phase space. When switching between the two systems, we might expect that the modes or eigen-vectors vary not so smoothly across the points, particularly because of the degeneracy of some eigen-values and their noise sensitivity.
One may hope that the extra structures inserted in the approximating model brings in also a correspondingly higher degree of smoothness sufficient to balance some potential instability. When we measure the information with a redundant system, we might lose stability as we move away from the desired minimum.
It was mentioned before that the z-scores for the system with four or five components address a different degree of stability; the rougher shape of the sphere's surface for the case of five components reflects the presence of instability due to noise. We validate that graphical evidence with numerical computation of dispersion and empirical entropy measures.
In Table 7 , by looking at the estimated values, the five-component system appears always more random in the representation obtained by the z-scores compared to the four-component system. We note a peak of magnitude at the fourth component when z-scores are considered, followed by a decrease at the fifth component, probably due to a loss of stability.
Furthermore, the z-scores with four or five components show a decreasing pattern along m for every component, with a stable pattern (first decreasing first and then increasing) at each value, except for ICz4 where a flat range of values appears across m. Once more, the fourth component is the crucial one for stability.
In Table 8 , where the estimated entropy refers to perturbed sources, we underline two aspects: A) in the system with four components there is a jump of the entropy for components other than IC1 at every m; B) the error propagation in general masks the previously observed decreasing patterns across m, even if with z-scores this feature appears again, except for ICz4. The same can be observed for the system with five components, where the error propagation effects are a consequence of the noise injection that makes the pattern across m even more random than before. Tables 7 and 8 . It seems even harder to detect a system switch from the sample variances of Table 9 . We may note jumps in IC4 with the SApEn variance estimates, in both the four-and five-component system, with and without zscores. Then, it appears an increasing trend in the system with five components due to error propagation effects combined with the inherent component variability.
Conclusions
Overall, ICA achieves substantial dimensionality reduction and high-quality performance in gene selection via thresholding computed over the gene profile of each estimated components (or their bootstrapped versions), and through significance tests built around simple IC-based statistics so as to isolate outlying genes.
Even in its simplest linear form, ICA appears endowed with a great power of approximating the complex gene network dynamics, due to the very limited number of parameters which are estimated in the mixing matrix, or correspondingly to the capacity of decomposing the highdimensional, and likely non-linear, system in just a few modes influencing each other almost independently.
It has been shown how the number of components can be estimated with quite good reliability, and tools like numerical perturbation and sample entropy measures have been computed to .B support these findings.
Redundancy in the system can in principle hold when more than a minimal number of components is present, but this has effects on the quality of the gene selection and on the system robustness to noise. The insertion of extra components may just bring into the system weak sources that deteriorate the discriminatory power of thresholding when forming gene groups.
The z-scores play an interesting role when they are computed for each gene across the estimated components in a fuzzy fashion; they have revealed that a misleading discriminatory power can appear in a system embedded with noise, which is then responsible for boosting the expression values in the significance region.
