In this note, we give a list of all non-isomorphic quasitriangular structures on the 8-dimension Kac algebra K8.
Introduction
Our original motivation comes from the following well-known fact: There is a one to one correspondence between the conjugacy classes irreducible depth 2 inclusions of hyperfinite II 1 factors with finite index and the isomorphism classes of all Kac algebras, that is, finite dimensional C * -Hopf algebras. A natural question is: If a Kac algebra is quasitriangular, then what can say about the corresponding subfactor? Soon, we realized that it seems quite hard to determine when a Hopf algebra is quasitriangular. Actually, for the 8-dimensional Kac algebra K 8 , which is the lowest dimensional noncommutative noncocommutative semisimple Hopf algebra, we even don't know whether it is quasitriangular or not up to the authors's knowledge. In this note, as the start point of our research along this line, we want to give all quasitriangular structures on K 8 . Our final result states that up to isomorphisms of quasitriangular Hopf algebras, there are exactly 6 kinds of quasitriangular structures on K 8 and 4 of them are minimal. This note is organized as follows. In Section 2, we recall the definition of the 8dimensional Kac algebra K 8 at first. Then we find that there are two possible forms of quasitriangular structures on it. At last, we show that every quasitriangular structure on K 8 must belong to one of these two forms. The question of Hopf automorphisms of K 8 is settled in Section 3 and combining the results gotten in Section 2 the final result is formulated.
Throughout the note we work over an algebraically closed field k of characteristic 0. Since we will use the group Z 2 × Z 2 frequently, we will simply denote it by G in this note. For the symbol δ here, we mean the classical Kronecker's symbol.
All quasitriangular structures on K 8
In this section, we recall the definition of the noncommutative noncocommutative 8-dimensional Kac algebra at first and then give all possible universal R-matrices on it.
2.1. The definition of K 8 and an equivalent form. Definition 2.1. [3, Theorem 2.13] As an algebra, the 8-dimensional Kac algebra K 8 is generated by a, b, x subjecting to the following relations: a 2 = 1, b 2 = 1, x 2 = 1 2 (1 + a + b + ab), ab = ba, xa = bx, xb = ax.
The coproduct, counit and antipode are defined by
For our convenience, we will use an equivalent form of K 8 in this note. For this, let Z 2 = {1, x} be the cyclic group of order 2 and G = Z 2 × Z 2 = a, b|a 2 = b 2 = 1, ab = ba . We need the following data
The equivalent form can be described as follows.
Definition 2.2. [1, Section 2.3.1] The Hopf algebra K 8 is generated by {e g , x} g∈G satisfying e g e h = δ g,h e g , xe g = e g⊳x x, x 2 = g∈G σ(g)e g , g, h ∈ G.
The coproduct, counit and antipode are given by
ǫ(x) = 1, ǫ(e g ) = δ g,1 1,
In fact, take
and then it is not hard to see that these two definitions are indeed the same. 
Proof. By definition, it is easy to see that ∆ op (e g )R = R∆(e g ) for g ∈ G and R is invertible. Therefore, (K 8 , R) is quasitriangular if and only if the following equations are fulfilled:
As a well-known fact, we know that the equations (∆ ⊗ Id)(R) = R 13 R 23 and (Id ⊗∆)(R) = R 13 R 12 are equivalent to the condition (i), that is, the map w is bichacter on G. Now, we have
and
Therefore, ∆ op (x)R = R∆(x) if and only if w(g ⊳ x, h ⊳ x) = w(g, h)η(g, h) where η(g, h) = τ (g, h)τ (h, g) −1 . Note that η is also a bichacter on G now, therefore w(g ⊳ x, h ⊳ x) = w(g, h)η(g, h) is equivalent to the following two equations
To give the second form of R-matrices, we need the following Lemmas 2.4-2.6 which will help us to check the braiding conditions. The first lemma is well-known. 
Lemma 2.5. Denote the dual basis of {e g , e g x} g∈G by {E g , X g } g∈G , that is, E g (e h ) = δ g,h , E g (e h x) = 0, X g (e h ) = 0, X g (e h x) = δ g,h for g, h ∈ G. Then the following equations hold in the dual Hopf algebra K * 8 :
Proof. Direct computations show that
for g, h, k ∈ G. As a result, we have E g E h = E gh . Similarly, one can get the last two equations.
Let K 8 as before and recall the G = Z 2 ×Z 2 = a, b|a 2 = b 2 = 1, ab = ba in Definition 2.2. If we denote S = {1, ab} and T = {a, b}, then the following lemma is obvious.
The notations appeared in the above lemmas will be used freely in this note. Now we can give the second form of the R-matrices. For this, let
Our first observation is the following. Proposition 2.7. Take R as in (2.1) and denote w 4 (a, b) by γ for short. If (K 8 , R) is quasitriangular, then
Proof. Since (K 8 , R) is quasitriangular Hopf algebra, (ǫ ⊗ Id)(R) = (Id ⊗ǫ)(R) = 1 which implies that (i) and (ii). On the one hand,
on the other hand,
Therefore, ∆ op (x)R = R∆(x) implies the following equations hold
In particular, if we take s = ab, t = a, t 1 = t 2 = a, t 1 = a, t 2 = b, then the above equations become the following equations
Let w 2 (ab, a) = α, w 3 (a, ab) = β, w 4 (a, b) = γ, w 4 (a, a) = ζ, then from the above equations (2.2)-(2.4) we can get R = [e 1 ⊗ e 1 + e 1 ⊗ e ab + e ab ⊗ e 1 + w 1 (ab, ab)e ab ⊗ e ab ]+
It is easy to see that the following equations are true:
we get the following result:
Similarly, due to r(X a )r(X b ) = ζ 2 e a x 2 + γ 2 e b x 2 = ζ 2 e a + γ 2 e b and r(X b X a ) = −r(X ab ) = −β(e a − e b ), the following equation holds
It is easy to see that l(X a ) 2 = ζγ(e a + e b )x 2 = ζγ(e a + e b ) and l(X a X a ) = l(X 1 ) = e a + e b . Thanks to l(X a ) 2 = l(X 1 ), we obtain the following equation
Combine with equations (2.2)-(2.4) and equations (2.5)-(2.7), the condition (iii) is proved.
It remains to show (iv). By Lemmas 2.4 and 2.5, l(X ab ) 2 = l(X ab X ab ) = −l(X 1 ). This implies that α 2 (e a + e b ) = −(e a + e b ) and hence α 2 = −1. Since α = −γ 2 by (2.5), we know the following equation holds
Since we already know that β 2 = γ 4 = −1 by (2.6) and (2.8), as a result the following equation holds
Combining with equations (2.8)) and (2.9), we get the condition (iv).
The following proposition shows that conditions (i)-(iv) in Proposition 2.7 are also sufficient. That is, we have
for some γ ∈ k satisfying γ 4 = −1. Then (K 8 , R) is quasitriangular Hopf algebra.
By definition, it is not difficult to see that the following equations are true
Therefore, l(X g )l(E h ) = l(E h )l(X g ) = 0, r(X g )r(E h ) = r(E h )r(X g ) = 0 and l(E a )l(E b ) = (e 1 x + γ 2 e ab x)(e 1 x − γ 2 e ab x) = e 1 x 2 − γ 4 e ab x 2 = l(E ab ),
Therefore as a conclusion we have
It remains to show that l(X g )l(X h ) = l(X g X h ) and r(X g )r(X h ) = r(X h X g ) for g, h ∈ G. It is easy to see that l(X g )l(X 1 ) = l(X g ) = l(X 1 )l(X g ). For X a , X b , X ab , we have the following equations
Therefore we get l(X a )l(X b ) = l(X ab ), l(X b )l(X a ) = −l(X ab ), l(X a ) 2 = l(X 1 ), l(X b ) 2 = l(X 1 ).
Using these, we can get the following formulas
Due to above equations, we have l(X g )l(X h ) = l(X g X h ). Similarly, one can check that r(X g )r(X h ) = r(X h X g ) for g, h ∈ G.
Next, we show R is invertible and ∆ op (z)R = R∆(z) for z ∈ K 8 . For this, define
It's easy to see that In order to show ∆ op (e g )R = R∆(e g ), we need only to show that ∆ op (e g )D = D∆(e g ). It's easy to check that the following equations hold 
which implies that ∆ op (x)R = R∆(x).
2.3.
Determination of universal R-matrices. We will use Lemmas 2.9 and 2.10 to show that all possible universal R-matrices on K 8 must come from the R's given in above Subsection 2.2. 
If R satisfies ∆(e g )R = R∆(e g ) for g ∈ G, then
Proof. Since ∆(e g )R = R∆(e g ) for g ∈ G, we have the following equations Observe that if h ∈ G, k ∈ T such that hk = g, then e h ⊗ e k x will appear in (2.18) while not in (2.19) . Therefore w 3 (h, k) = 0 for h ∈ G, k ∈ T and (ii) is proved. Note that if h ∈ S, k ∈ T , then e h x ⊗ e k x and e k x ⊗ e h x will appear in (2.20) and not in (2.21), and hence w 4 (h, k) = w 4 (k, h) = 0 for h ∈ S, k ∈ T and (iii) has been proved.
Lemma 2.10. Let R be the element given in Lemma 2.9 and assume that (∆ ⊗ Id)(R) = R 13 R 23 , (Id ⊗∆)(R) = R 13 R 12 . Then the following equations hold
Proof. We have known l(X g )l(X h ) = l(X g X h ) for g, h ∈ G due to Lemma 2.4. Let t 1 , t 2 ∈ T , we know t 1 t 2 ∈ S from Lemma 2.6 and hence the following equation holds
At the same time,
Since l(X t 1 )l(X t 2 ) = l(X t 1 X t 2 ), we get w 4 (t 1 t 2 , s) = w 2 (t 1 t 2 , s) = 0 for s ∈ S, t 1 , t 2 ∈ T . By Lemma 2.6, T T = S and thus w 4 (s 1 , s 2 ) = w 2 (s 1 , s 2 ) = 0 for s 1 , s 2 ∈ S. Similarly since r(X t 1 )r(X t 2 ) = r(X t 2 X t 1 ) , we know w 3 (s 1 , s 2 ) = 0 for s 1 , s 2 ∈ S and (i) has been proved.
It remains to show (ii) and (iii). We have known l(E g )l(X t 1 ) = 0 due to Lemma 2.5. However l(E g )l(X t 1 ) = t∈T w 1 (g, t)w 4 (t 1 , t)e t x and therefore w 1 (g, t)w 4 (t 1 , t) = 0 for g ∈ G, t 1 , t ∈ T . Similarly, we know r(E g )r(X t 1 ) = 0 and r(E g )r(X t 1 ) = t∈T w 1 (t, g)w 4 (t, t 1 )e t x, so w 1 (t, g)w 4 (t, t 1 ) = 0 for g ∈ G, t 1 , t ∈ T and (ii), (iii) are proved.
The following proposition shows that all universal R-matrices on K 8 comes from either the R in Proposition 2.3 or the R in Proposition 2.8. Proposition 2.11. Let R be the element given in Lemma 2.9 and assume that (K 8 , R) is quasitriangular. Then R must belong to one of the following two cases:
Proof. By Lemma 2.10, we can assume R has the following form:
If w 4 (t 1 , t 2 ) = 0 for t 1 , t 2 ∈ T , then l(X t 1 ) = l(X t 2 ) = 0. Using Lemma 2.5 we know that l(X t 1 )l(X t 2 ) = l(X t 1 X t 2 ) and as a result l(X t 1 X t 2 ) = 0. Meanwhile we have l(X t 1 X t 2 ) = τ (t 1 , t 2 )( t∈T w 2 (t 1 t 2 , t)e t ) and thus w 2 (t 1 t 2 , t) = 0 for t 1 , t 2 , t ∈ T . But T T = S by Lemma 2.6, and hence w 2 (s, t) = 0 for s ∈ S, t ∈ T . Similarly, since r(X t 1 ) = r(X t 2 ) = 0 and r(X t 2 X t 1 ) = t∈T τ (t 2 , t 1 )w 3 (t, t 1 t 2 )e t , we have w 3 (t, t 1 t 2 ) = 0. Therefore w 3 (t, s) = 0 for s ∈ S, t ∈ T by T T = S. Since w 2 (s, t) = w 3 (t, s) = 0 for s ∈ S, t ∈ T , we know R = g,h∈G w 1 (g, h)e g ⊗ e h and we get the case 1.
If there are t 0 , t ′ 0 ∈ T such that w 4 (t 0 , t ′ 0 ) = 0, then we will show w 1 (t, g) = w 1 (g, t) = 0 for all g ∈ G, t ∈ T . For any g ∈ G, we have w 1 (g, t ′ 0 )w 4 (t 0 , t ′ 0 ) = 0 by (ii) of Lemma 2.10 and as a result w 1 (g, t ′ 0 ) = 0. Since R is invertible and (e t ⊗e t 0 )R = w 4 (t, t ′ 0 )e t x⊗ e t ′ 0 x, we know w 4 (t, t ′ 0 ) = 0 for t ∈ T . Next, we use (ii) and (iii) of Lemma 2.10 repeatedly. We have w 1 (t, g)w 4 (t, t ′ 0 ) = 0 due to (iii) of Lemma 2.10. Thus w 1 (t, g) = 0 for t ∈ T, g ∈ G. Since R is invertible and (e t 1 ⊗ e t 2 )R = w 4 (t 1 , t 2 )e t 1 x ⊗ e t 2 x for t 1 , t 2 ∈ T , w 4 (t 1 , t 2 ) = 0 for t 1 , t 2 ∈ T . Because w 1 (g, t)w 1 (t 1 , t) = 0 by (ii) of Lemma 2.10, we know w 1 (g, t) = 0 for g ∈ G, t ∈ T and we get the case 2.
Let α, β, γ ∈ k such that α 2 = β 2 = −γ 4 = 1, define R α,β as follows 
By Propositions 2.11,2.3 and 2.8, the following conclusion is true now. It's easy to see that R γ in above theorem can give a minimal quasitriangular structure on K 8 while R α,β can not. This implies that Corollary 2.13. If (K 8 , R) is minimal quasitriangular, then R = R γ for some γ satisfying γ 4 = −1.
The Hopf automorphism group on K 8 and the final result
In this section, we will determine the group of Hopf automorphisms K 8 firstly. Then as a consequence, we can give all non-isomorphic quasitriangular structures on K 8 . For convenience, we use Aut Hopf (K 8 ) to denote this group which consists of all Hopf automorphisms of K 8 . Proof. Clearly, ϕ(e g ) = e ρ(g) for some ρ ∈ Aut(G). Therefore, ϕ(e 1 ) = e 1 . Observing that e ab ∈ Z(K 8 ) (the center of K 8 ) while e a , e b / ∈ Z(K 8 ), ϕ(e ab ) = e ab and {ϕ(e a ), ϕ(e b )} = {e a , e b }. So the proof of (i) is done.
Next, we show (ii). Since we have proved (i), we know (ϕ(e a ), ϕ(e b )) = (e a , e b ) or (ϕ(e a ), ϕ(e b )) = (e b , e a ). If (ϕ(e a ), ϕ(e b )) = (e a , e b ), then ϕ(x)e a = e b ϕ(x) due to xe a = e b x and ϕ is an algebra map. Using the same argument, we find that we also have ϕ(x)e a = e b ϕ(x) in the case (ϕ(e a ), ϕ(e b )) = (e b , e a ). In one word, ϕ(x)e a = e b ϕ(x) holds in both cases. Let ϕ(x) = g∈G λ g e g + g∈G m g e g x, then ϕ(x)e a = λ a e a + m b e b x and e b ϕ(x) = λ b e b + m b e b x. Therefore λ a = λ b = 0 by ϕ(x)e a = e b ϕ(x). We claim m g = 0 for all g ∈ G. If there is g 0 ∈ G such that m g 0 = 0, let ϕ(e h 0 ) = e g 0 , then ϕ(e h 0 x) = 0. But ϕ is injective, this is a contradiction and hence m g = 0 for all g ∈ G. Since (e 1 x) 2 = e 1 and (e ab x) 2 = −e ab , we know that [ϕ(e 1 )ϕ(x)] 2 = ϕ(e 1 ) and [ϕ(e ab )ϕ(x)] 2 = −ϕ(e ab ). This implies λ 1 m 1 = 0 and λ ab m ab = 0. Since m 1 = 0 and m ab = 0, as a consequence λ 1 = λ ab = 0. From the above discussion, we know ϕ(x) = g∈G m g e g x for some m g ∈ k × and (ii) has been proved.
Lemma 3.2. Suppose ϕ ∈ Aut Hopf (K 8 ), then ϕ has only the following two forms:
Case 1: ϕ(e g ) = e g for g ∈ G, ϕ(x) = (e 1 + αe a + αe b + e ab )x for some α ∈ k such that α 2 = 1. Case 2: ϕ(e 1 ) = e 1 , ϕ(e ab ) = e ab , ϕ(e a ) = e b , ϕ(e b ) = e a , ϕ(x) = (e 1 + αe a + αe b − e ab )x for some α ∈ k such that α 2 = 1.
Proof. By Lemma 3.1, we can assume ϕ(x) = g∈G m g e g x for some m g ∈ k × . If ϕ(e g ) = e g for all g ∈ G. Because ϕ is coalgebra map, we get m 1 = ǫ(ϕ(x)) = 1 and ∆(ϕ(x)) = (ϕ ⊗ ϕ)(∆(x)). Let g, h ∈ G, then (X g ⊗ X h )(∆(ϕ(x))) = (X g ⊗ X h )((ϕ ⊗ ϕ)(∆(x))). As a result X g X h (ϕ(x)) = (X g •ϕ)(X h •ϕ)(x) for g, h ∈ G. It is easy to see that X g •ϕ(e k ) = 0 and X g •ϕ(e k x) = X g (m k e k x) = m g δ g,k , therefore X g •ϕ = m g X g for g ∈ G. Due to X g X h (ϕ(x)) = τ (g, h)m gh and (X g • ϕ)(X h • ϕ)(x) = τ (g, h)m g m h , we have m gh = m g m h . If we let m a = α, m b = β for short, then α 2 = 1 , m ab = αβ by m 2 a = m 1 = 1 and m a m b = m ab . Since e a x 2 = e a , ϕ(e a )ϕ(x) 2 = ϕ(e a ). Direct computations show that ϕ(e a )ϕ(x) 2 = m a m b e a = αβe a and ϕ(e a ) = e a which means αβ = 1. However α 2 = 1, thus α = β. Therefore, ϕ(x) = (e 1 + αe a + αe b + e ab )x for some α 2 = 1 and we get the Case 1. Similarly, in the case of ϕ(e 1 ) = e 1 , ϕ(e ab ) = e ab , ϕ(e a ) = e b , ϕ(e b ) = e a , one can apply the same process to get the Case 2. Now we can determine the group of Hopf automorphisms of K 8 now. At first, it is straightforward to show that the morphisms given in Lemma 3.2 are indeed Hopf automorphisms. Secondly, if we take the morphisms in Lemma 3.2 out, then they should be all Hopf automorphisms of K 8 . In one word, let α ∈ k such that α 2 = 1 and define ϕ α and ψ α as follows:
ϕ α : K 8 → K 8 e 1 → e 1 , e a → e a , e b → e b , e ab → e ab , e 1 x → e 1 x, e a x → αe a x, e b x → αe b x, e ab x → e ab x. and ψ α : K 8 → K 8 e 1 → e 1 , e a → e b , e b → e a , e ab → e ab , e 1 x → e 1 x, e a x → αe a x, e b x → αe b x, e ab x → −e ab x.
Then by Lemma 3.2 we have the following description:
Our final result of this note can be formulated as follows. Theorem 3.3. Let R α,β , R γ are those elements given in Theorem 2.12. Then (i) (K 8 , R α 1 ,β 1 ) ∼ = (K 8 , R α,β ) ⇔ (α 1 , β 1 ) = (α, β) or (α 1 , β 1 ) = (α, −β) (ii) (K 8 , R γ 1 ) ∼ = (K 8 , R γ ) ⇔ γ 1 = γ (iii) there are 6 kinds of non-isomorphic quasitriangular structures on K 8 and these 6 non-isomorphic quasitriangular structures can be given by {R (α,1) , R γ } α 2 =−γ 4 =1 .
Proof. Let α 0 ∈ k such that α 2 0 = 1. Direct computations show that (ϕ α 0 ⊗ ϕ α 0 )(R α,β ) = R α,β , (ψ α 0 ⊗ ψ α 0 )(R α,β ) = R α,−β ,
This implies (i) and (ii). Clearly, (iii) is followed by (i) and (ii).
