In this paper we investigate the coded bit-error rate (BER) in an orthogonal frequency-division multiplexing (OFDM) system in a Rayleigh-fading channel. The system uses a pilot-based channel estimator and the effects of non-ideal channel knowledge and non-ideal interleaving are analysed. The coded BER is estimated with an analytical method proposed by Cavers and Ho, which involves truncation of the union bound. For channels with several propagation paths the estimated BER agrees well with simulations. The transfer function bound may however in some cases diverge, thus reducing the accuracy of the estimated BER. We show that this can be the case for channels with few propagation paths.
I Introduction
Orthogonal frequency-division multiplexing (OFDM) is an emerging technique for wireless communication. It is used in Europe in digital audio broadcasting (DAB) [l] and is proposed for digital video broadcasting [2] . Its resistance to multipath fading has shown it to be useful in broadcasting applications and it is currently also considered for multiuser systems [3] .
For coherent systems, channel estimation is needed. They are usually evaluated by their mean-squared error performance. However, in a communication system the average bit-error rate (BER) is a more relevant measure. The BER can be obtained by simulations but that is time consuming and offers little or no insight to the design problem of a channel estimator. There are analysis tools for coded systems with non-ideal interleaving and channel estimation. The technique derived in [4, 51 involves finding the probability of an error event in the decoder and truncating the union bound. However, as pointed out in [6] , the union bound may diverge and a good estimate of the BER may not be found by truncating it. We investigate this technique for coded OFDM systems with interleaving across the tones and illustrate the accuracy of this estimation technique for several channels.
The model of the OFDM system, the channel estimator structure and the code is described in Section 11. In Section I11 the error analysis method is described and in Section IV the results from the analytical method are compared with simulations. Finally in Section V the results are discussed.
I1 System description 1I.A OFDM model
An OFDM system decomposes the available bandwidth into N overlapping narrow frequency bands [7] . The effective symbol length is T = NT,, where T, is the sampling period of the system. The channel g (7; t ) is assumed to be slowly fading and we consider it to be constant during one OFDM symbol. Furthermore, we assume that the use of a cyclic prefix (CP) [7] of length Tcp both preserves the orthogonality of the subchannels and eliminates intersymbol interference (ISI) between consecutive OFDM symbols. In this case we can describe the system as a set of parallel Gaussian channels [7] , see Fig. 1 . The received signal on subchannel k can thus be described as where XI, is the transmitted symbol, nk is additive channel noise and
is the attenuation at subcarrier k and G ( f ; t ) is the frequency response of the channel g (7; t) during the OFDM symbol at time t.
1I.B Scenario
The system we are considering is a wireless multiuser system, e.g. a third generation mobile telephone system. It is operating at the 2.2 GHz-band with a bandwidth of 5 MHz and 1024 subcarriers. This means that the intertone spacing is 4.88 kHz and the symbol duration (excluding the cyclic prefix) is T = 205ps. The length of the cyclic prefix is chosen to be Tcp = 10 ps, which makes the effective OFDM symbol length 215ps. In this paper we assume perfect synchronization between transmitter and receiver. We will only deal with the downlink although the methods are general and are applicable to the uplink as well. The system is operating in an environment that can be characterized by a Rayleigh-fading channel with a maximum Doppler frequency of fo = 240 Hz (corresponding to 120 km/h) and a maximum time dispersion of T , , , = 10 ps. Normalized to the intertone spacing and sampling interval respectively, this means 5% maximum Doppler frequency and 50 samples delay spread.
The impulse response of the channel at time t is modelled as
where the fading amplitudes am(t) are independent, complex Gaussian random variables and the delays 0 < T~ < 7max are fixed. This dispersion is shorter than the length of the cyclic prefix and hence IS1 is avoided. The amplitudes am@) are fading according to the Jakes spectrum [SI.
In this paper we will use frequency interleaving on a symbol level, i.e. interleaving is performed after the bits have been assigned to constellation points. The symbols are block interleaved such that two consecutive symbols are separated by 32 subcarriers after interleaving.
1I.C Channel estimation
To estimate the channel we use two-dimensional pilotsymbol assisted modulation as described in [9] . Pilot symbols, known to the receiver, are multiplexed into the transmitted symbol stream. The fading channel is estimated by interpolating between these pilot symbols. The number and positions of the pilots, depicted in Fig. 2 , were chosen after some trial-and-error investigation to be a good trade-off between data rate and bit-error probability. To keep the complexity low, separable estimators [9] are used. First the channel attenuations on all subcarriers are estimated in only those OFDM symbols that contain pilot symbols, see Figure 2 . Then all channel attenuations are
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1I.D Coding and modulation
For error protection, a convolutional code is used. To make the analysis tractable, a 4-state code with constraint length 3 is used, which has been found to be very effective on fading channels [ll] . The in-phase and quadrature signals are encoded separately [9, 111 with a rate 1/2 code with generator polynomials: The encoded outputs are modulated using 4PAM, see Fig.  3 , and concatenated to a 16QAM symbol. For a fading channel the diversity order of a code is not the free distance but the effective length of the shortest error event [12] . An error event is defined as a path in the trellis that starts at the same node as the correct path, diverges and re-emerges some stages later with the correct path. The effective length of an error event is the number of symbols on an erroneous path that differs from the correct path. The code in (4) with 4PAM modulation has a shortest error event with effective length Lmin = 3 [13] . The receiver first equalizes the received signal Y k using the channel estimate i k and then separates the signal into its in-phase and quadrature parts
The decoding is performed separately with the decoding metric (5) where ?& is the sequence for which the metric is computed and & is either zr' or ziQ'. Using the Viterbi algorithm, the sequence 81, that minimizes this metric is found. It should be noted that the metric in ( 5 ) is not the maximum likelihood metric when multiamplitude modulation is used [4] , but we will nevertheless use it for simplicity.
I11 Performance analysis
To estimate the probability of error for a code, we will use the analysis introduced by Cavers and Ho [4) . Section 1II.A and 1II.B describe their technique of calculating the probability of an error event and also how to enumerate them. Section 1II.C describes the channel correlation for the system in this paper.
1II.A Bit-error probability
Cavers and Ho's analysis is as follows: the average bit-error probability is estimated by truncating the union bound, i.e. where the sum is over a (finite) number of error events and Pr (ci -+ c j ) denotes the probability that the transmitted sequence ci has larger metric than c j , i.e. an error event will occur. Note that ci = ( ... QL ) contains transmitted symbols Zk, see Sec. II.A, but in the order given by the interleaving pattern. The number of information bits associated with the error event is denoted by mij and n is the number of bits per symbol. The error event probability is [4] 
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RHP poles where D denotes the difference in metrics between the two sequences ci and cj and @D (s) is the two-sided Laplace transform of its probability density function. The sum is over the poles in the right halfplane (Re > 0) and the poles can be found from eigenvalues of the matrix RM.
The matrices R and M are defined and discussed in the following two sections.
1II.B Error events
The matrix M is determined by the code, The distance W(10) comes from the fact that when the error 10 occurs, the associated distance will be 61 when 01 or 11 is transmitted and 63 when 00 or 1Ois transmitted, see Table 1 .
1II.C Channel correlation
The mat-R denotes the autocovariance matrix of ( y I ; )?' [15] , i.e.
R = E { ( C ) ( C ) * } = ( R y y Rxv
where y = ( y1 y~ ) are the received samples and i; = ( & ... hL ) are the estimates of the channel.
The correlations in (7) for the system in this paper can be calculated in the following manner. For the channel model in (3), the correlation function is . . . where JO (.) is the zeroth order Bessel function of the first kind. Each estimate of the channel is a linear combination of the observed channel at the pilot positions. Thus the channel estimate may be written as h = wHp, where w is the estimator and p the observed channel. Using this vector notation it is straightforward to obtain the desired correlations. As an example, take the crosscorrelation
where pl are the observed channel attenuations used to estimate hl. The channel correlations E { hkpy} are determined by first finding their relative positions to each other, e.g. m subcarriers and n OFDM symbols, and then using the channel correlation (8)
where 1/T is the intertone spacing and T + Tcp is the OFDM symbol length (including the cyclic prefix). Remaining correlations in (8) are found in a similar way. Note that the index k is after interleaving, so the channel attenuations hk and hk-1 are separated by 32 subcarriers (see Sec. 1I.B). More details on the correlations are available in [13] .
IV Simulation
We have simulated the described system with the channel model in (3) and the parameters as given in Table 2 , where the delays are given in samples.
I # of paths I Delays, T~ I Powers, E { lam ( t ) I 2 } I Error events of length 5 L,,, = 6, see Table 1, were considered. The signal-to-noise ratio is defined as
where b denotes the number of information bits per symbol. The estimated and simulated BER for the 1-and 2-path channel are shown in Fig. 5 . For these channels, the BER is overestimated. With few propagation paths, the channel correlation after interleaving is still high. As pointed out in [6], the union bound of the BER may diverge and a good estimate cannot be obtained by truncating it. Note that the diversity of the coded system in a 1 and 2-path channel is less than 3, the diversity of the code. For the 3-and 5-path channels, the estimated BER agrees better with the simulations, see Fig. 6 . Here the interleaved channel attenuations are more decorrelated. In this case the truncated union bound provides a better estimate of the BER.
V Conclusions
In this paper we have applied an analysis method [4, 51 to a coded OFDM system. This method is most useful in 
