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Abstract –We consider the one-dimensional dynamics of nonlinear non-dispersive waves. The
problem can be mapped onto a linear one by means of the hodograph transform. We propose an
approximate scheme for solving the corresponding Euler-Poisson equation which is valid for any
kind of nonlinearity. The approach is exact for monoatomic classical gas and agrees very well with
exact results and numerical simulations for other systems. We also provide a simple and accurate
determination of the wave breaking time for typical initial conditions.
Introduction. – In the long wavelength limit, many
physical models lead, in the one-dimensional regime, to
equations of wave propagation equivalent to the equations
of inviscid gas dynamics
ρt + (ρu)x = 0, ut + uux +
c2
ρ
ρx = 0, (1)
where u is interpreted as a local “flow velocity”, and
c = c(ρ) has a meaning of a local “sound velocity” which
depends on a local “density” ρ. These nonlinear equations
were studied very intensively in the framework of gas dy-
namics (see, e.g., Ref. [1]) and a number of exact solutions
have been obtained for various problems in the particular
case of polytropic gases for which, up to a normalization
constant which can be rescaled to unity:
c(ρ) = ρ(γ−1)/2, (2)
where γ is the adiabatic index (γ > 1). However, even
in this apparently simple case, the solutions become quite
complicated if the parameter
β =
3− γ
2(γ − 1) (3)
is not an integer number. This difficulty is encountered
for instance in the study of the evolution of a nonlinear
pulse with initial density and velocity distributions
ρ(x, 0) = ρ(x), u(x, 0) = 0, (4)
where ρ is a specified function of x; see, e.g., the solution of
the problems pulse evolution in optical systems with Kerr
nonlinearity [2] or of collision of two rarefaction waves in
the dynamics of a Bose-Einstein condensed system [3], for
which γ = 2 (and β = 1/2).
In Refs. [4, 5] it was noticed that for the case γ = 2
one can obtain a very accurate and simple approximate
solution of the problem of evolution of the pulse (4). The
aim of the present paper is to generalize this approach to
arbitrary dependence c = c(ρ). We first present the hodo-
graph transform which maps the nonlinear system onto
a linear Euler-Poisson equation which can be solved by
Riemann’s method. We then propose an approximate ex-
pression for the Riemann function which leads to a simple
solution of the problem. The approach is discussed and
compared with numerical simulations. We also discuss an
approximate determination of the time of shock formation
in the system.
Hodograph transform and Riemann method. –
The term in ρx in (1) being positive, the system is hyper-
bolic. It can be cast to a diagonal form by introducing the
Riemann invariants
r±(x, t) = 12u(x, t)± 12
∫ ρ(x,t)
0
c(ρ′)dρ′
ρ′
. (5)
r+ and r− obey dynamical equations equivalent to (1)
which take the form
∂r±
∂t
+ v±
∂r±
∂x
= 0, (6)
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where
v± = u± c (7)
can be expressed in terms of the Riemann invariants. In-
deed, it follows from Eq. (5) that the physical variables u
and c can be written as
u = r+ + r−, c = c(r+ − r−), (8)
where the expression of c as a function of r+ − r− is ob-
tained by inverting the relation1
r+ − r− =
∫ ρ
0
c(ρ′)dρ′
ρ′
(9)
and substituting ρ(r+ − r−) into c = c(ρ). Then, the ve-
locities v± in Eq. (7) can be considered as known functions
of r+ and r−:
v±(r+, r−) = r+ + r− ± c(r+ − r−). (10)
The equations (6) can be linearized by the hodograph
transform (see, e.g., Refs. [1, 6]). This consists in con-
sidering x and t as functions of the independent variables
r± and leads to the following system of linear equations:
∂x
∂r+
− v−(r+, r−) ∂t
∂r+
= 0,
∂x
∂r−
− v+(r+, r−) ∂t
∂r−
= 0.
(11)
We look for the solutions of these equations in the form
x− v+(r+, r−)t = w+(r+, r−),
x− v−(r+, r−)t = w−(r+, r−).
(12)
A simple test of consistency shows that the unknown func-
tions w±(r+, r−) should verify the Tsarev equations [7]
1
w+ − w−
∂w+
∂r−
=
1
v+ − v−
∂v+
∂r−
,
1
w+ − w−
∂w−
∂r+
=
1
v+ − v−
∂v−
∂r+
.
(13)
Now we notice that since the velocities v± are given by
expressions (10), the right-hand sides of both Eqs. (13)
are equal to each other:
1
v+ − v−
∂v+
∂r−
=
1
v+ − v−
∂v−
∂r+
=
1− c′(r+ − r−)
2 c(r+ − r−) , (14)
where c′(r) ≡ dc(r)/dr. Consequently ∂w+/∂r− =
∂w−/∂r+ and w± can be sought in the form
w± =
∂W
∂r±
. (15)
1The dependence of c on r+−r− is different from its dependence
on ρ. In the following, we always specify the argument of c to avoid
confusion.
Substitution of Eqs. (14) and (15) into Eqs. (13) shows
that the function W obeys the Euler-Poisson equation
∂2W
∂r+∂r−
− 1− c
′(r+ − r−)
2c(r+ − r−)
(
∂W
∂r+
− ∂W
∂r−
)
= 0. (16)
A formal solution of Eq. (16) in the (r+, r−) plane (the
so-called hodograph plane) can be obtained with the use
of the Riemann method (see, e.g., Ref. [8]). We introduce
the notation
a(r+, r−) =
c′(r+ − r−)− 1
2c(r+ − r−) = −b(r+, r−), (17)
and the so-called Riemann function R(r+, r−; ξ, η) which
satisfies an equation conjugate to (16)
∂2R
∂r+∂r−
− ∂(aR)
∂r+
− ∂(bR)
∂r−
= 0, (18)
with the boundary conditions:
∂R
∂r+
− bR = 0 along the characteristic r− = η,
∂R
∂r−
− aR = 0 along the characteristic r+ = ξ,
(19)
and
R(ξ, η; ξ, η) = 1. (20)
Then, at a point P with coordinates (ξ, η) of the hodo-
graph plane, W can be expressed as:
W (P ) = 12 (RW )A+
1
2 (RW )B−
∫ B
A
(V dr++Udr−), (21)
where
U =
1
2
(
R
∂W
∂r−
−W ∂R
∂r−
)
+ aRW,
V =
1
2
(
W
∂R
∂r+
−R∂W
∂r+
)
− bRW.
(22)
We use here doubled notation for the coordinates in the
hodograph plane: (ξ, η) and (r+, r−). P = (ξ, η) is the
“observation” point and the integral in (21) is taken over
the curve C of the initial data in this plane which has
parametric equation (r+(x, 0), r−(x, 0)). The points A and
B are projections of P onto C along the r+ and r− axis
respectively. The advantage of the expression (21) is that
it gives the value of W at P in terms of its values (and
of the one of its derivatives) along the curve C of initial
conditions.
Once the Riemann function R has been determined,
Eq. (21) gives the solution of the problem under consider-
ation.
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Approximate solution. – We now proceed and con-
sider the specific problem formulated in the Introduction.
To simplify the discussion we assume that the initial dis-
tribution ρ(x) reaches an extremum at x = 0 and is an
even function of x: ρ(−x) = ρ(x). The generalization to
non-symmetric distributions is straightforward.
First of all, we have to understand how the initial profile
(4) fixes the boundary conditions for W on curve C in the
hodograph plane. To this end, we compute the initial
distribution of the Riemann invariant r+ for positive x at
t = 0:
r(x) ≡ r+(x > 0, t = 0) = 1
2
∫ ρ(x)
0
c(ρ)dρ
ρ
. (23)
Denoting as x(r) the reciprocal function, we obtain for the
value of x on the curve C:
x =
{
x(r) if x > 0,
−x(r) if x < 0. (24)
Besides that, since at t = 0 the values r+ = r and r− = −r
correspond to the same value of x, we find that x(r) is an
even function, x(−r) = x(r). As an illustration, for an
initial profile of the form
ρ(x) = ρ0 + ρ1 exp(−x2/x20) , (25)
(with ρ0 and ρ1 > 0) one obtains in the case of a polytropic
gas (2):
x(r) = x0
√
ln ρ1 − ln
[
|(γ − 1) r| 2γ−1 − ρ0
]
. (26)
For such a “single-bump” type of initial conditions
which we consider, there exist two values rm = r(0) and
r0 = r(x→∞) (rm > r0 > 0) such that r+(x, t) ∈ [r0, rm]
and r−(x, t) ∈ [−rm,−r0]. At a given time t, the space
can be separated in three different regions 1, 2 and 3, de-
pending on the values of ∂r±/∂x, as illustrated in Fig. 1.
In each region both r+ and r− vary concomitantly, and
this is the reason why we have to resort to Riemann’s
method2. For determining the value of W in each of the
three regions 1, 2 and 3, we follow Ludford [9] and un-
fold the hodograph plane into three sheets as illustrated
in Fig. 2(b).
For the specific initial condition (4), the curve C is repre-
sented by the anti-diagonal (r− = −r+) and the points A
and B of Eq. (21) have coordinates A(−η, η) and B(ξ,−ξ).
Eqs. (12) with t = 0 give
∂W
∂r+
∣∣∣∣
C
=
∂W
∂r−
∣∣∣∣
C
= x.
2We note that for some initial conditions there might also ex-
ist simple-wave regions which cannot be tackled by the Riemann
method. The density and velocity profiles in such regions are easily
described (see the case studied in Ref. [4]) and we do not consider
here their possible occurrence so as not to burden the discussion.
r±
(x
,t
=
0) rm
31
−rm
0 x −→
(a)
r±
(x
,t
>
0) rmr
+
1|2
321
−rm
x −→
(b)
Fig. 1: Sketch of the distributions r±(x, t) at time t = 0 (a)
and at finite time t > 0 (b). In each panel the upper solid
curve represents r+ (always larger than r0), and the lower one
r− (always lower than −r0). For t > 0, r+ (r−) moves to the
right (to the left) and regions 1 and 3 start to overlap. This
leads to the configuration represented in panel (b) where a new
region (labeled region 2) has appeared. The value of r+ at the
interface between regions 1 and 2 is denoted as r+1|2.
This implies that W keeps a constant value along C. The
value of this constant is immaterial, we take W |C = 0 for
simplicity, and Eqs. (22) then reduce to
U =
x
2
R(r,−r; ξ, η), V = −x
2
R(r,−r; ξ, η). (27)
We thus obtain from (21) W =
∫ ξ
−η xRdr which gives in
regions 1 and 3 the explicit expressions
W (1,3)(ξ, η) = ∓
∫ ξ
−η
x(r)R(r,−r; ξ, η)dr, (28)
where the sign− (+) applies in region 1 (3). The difference
in signs comes from the fact that x = ∓x(r) depending
on if one is in region 1 or 3 [see Eq. (24)].
When P is in region 2 one applies formula (21) with an
integration path different from the one used in regions 1
and 3, see Fig. 2. Upon integrating by parts one obtains
W (2)(P ) =
(
RW (1)
)
B2
+
(
RW (3)
)
A2
+
∫ C
A2
(
∂R
∂r−
− aR
)
r+=rm
W (3) dr−
−
∫ B2
C
(
∂R
∂r+
− bR
)
r−=−rm
W (1) dr+,
(29)
where the coordinates of the relevant points are:
A2(rm, η), B2(ξ,−rm) and C(rm,−rm) (see Fig. 2). For
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Fig. 2: (a) Behavior of the Riemann invariants in the character-
istic plane at a given time t. The red straight line is the curve
C. The black solid line is the curve with parametric equation
(r+(x, t), r−(x, t)). (b) The same curves on the four-sheeted
unfolded surface. The colored regions 1, 2 and 3 are the same
as the ones identified in Fig. 1. In our problem, the whole
gray shaded domain above C is unreachable. A generic point
P of has coordinates (ξ, η) and points A1, B1, A3, B3 and C
lie on the initial curve C. Points A2 and B2 lie on a bound-
ary between two regions. The arrows indicate the direction of
integration in Eqs. (21) and (29).
small enough time of evolution, ξ is close to rm and η is
close to −rm, the integrand functions in Eq. (29) are then
small by virtue of Eqs. (19). A simple approximation thus
consists in keeping only the two first terms in the right-
hand side of (29).
It now remains to determine the Riemann function R
for computing expression (28) of W in regions 1 and 3
and completely solving the problem. One first remarks
that the conditions (19) and (20) yield
R(r+, η; ξ, η) =
√
c(ξ − η)
c(r+ − η) exp
(∫ r+−η
ξ−η
dr
2 c(r)
)
,
R(ξ, r−; ξ, η) =
√
c(ξ − η)
c(ξ − r−) exp
(∫ ξ−r−
ξ−η
dr
2 c(r)
)
.
(30)
These expressions suggest that R can be sought in the
form
R(r+, r−; ξ, η) = R(r+ − r−, ξ − η)F (r+, r−; ξ, η), (31)
where F (r+, η; ξ, η) = 1 = F (ξ, r−; ξ, η) and
R(r1, r2) =
√
c(r2)
c(r1)
exp
(∫ r1
r2
dr
2 c(r)
)
=
√
c(r2)ρ(r1)
c(r1)ρ(r2)
.
(32)
The final expression in the above formula has been ob-
tained by means of a change of variable ρ = ρ(r) in the
integral, where the function ρ(r) is the reciprocal function
of r(ρ) given in (9)
r(ρ) =
∫ ρ
0
c(ρ′)dρ′
ρ′
, (33)
and c(r) = c(ρ(r)), so that dr/c(r) = dρ/ρ.
We note here that the approximation previously used
for discarding the integrated terms in the right-hand side
of Eq. (29) amounts to assume that F ' 1. Similarly, in
expression (28) for W (1) and W (3), since at short time −η
and ξ are close, the integration variable r is close to ξ and
one can again assume that F ' 1. That is to say, we are
led to make in the whole hodograph plane the approxima-
tion
R(r+, r−; ξ, η) ' R(r+ − r−, ξ − η). (34)
We can now write the final approximate results, making
the replacements ξ → r+, η → r− in the above expres-
sions, so that they can be used in Eqs. (12) and (15):
W (1,3)(r+, r−) ' ∓
∫ r+
−r−
x(r)R(2r, r+ − r−)dr,
W (2)(r+, r−) ' R(r+ + rm, r+ − r−)W (1)(r+,−rm)
+R(rm − r−, r+ − r−)W (3)(rm, r−),
(35)
where R is given by Eq. (32). Formulae (34) and (35)
are the main results of the present work. It is important
to stress that Eq. (32) has a universal form and can be
applied to any physical system with known dependence
c(r+ − r−), see Eqs. (8) and (9).
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Examples. – In the case of the dynamics of a poly-
tropic gas with c(ρ) = ρ(γ−1)/2, an easy calculation gives
R(r1, r2) =
(
r1
r2
)β
, where β =
3− γ
2(γ − 1) . (36)
It is worth noticing that the approximation (34) yields
the exact expression of the Riemann function for a clas-
sical monoatomic gas with γ = 5/3 (β = 1). For other
values of β the function F in (31) can be shown to obey
the hypergeometric equation (see, e.g., Ref. [8]) and our
approximation corresponds to the first term in its series
expansion. Thus, we obtain
W (1,3)(r+, r−) ' ∓
(
2
r+ − r−
)β ∫ r+
−r−
rβ x(r)dr,
W (2)(r+, r−) '
(
2
r+ − r−
)β
×
{∫ rm
−r−
rβ x(r)dr +
∫ rm
r+
rβ x(r)dr
}
.
(37)
For the case of “shallow water” equations with γ = 2 (β =
1/2) these formulae reproduce the results of Refs. [4, 5].
The approximation (37) cannot be distinguished from the
exact result of Riemann’s approach for the type of initial
condition considered in Ref. [4].
We now study in some details a case where the depen-
dence of c on ρ is less simple than the one of Eq. (2): this
is the case of a zero temperature Bose-Einstein conden-
sate transversely confined in an atomic wave guide. For a
harmonic trapping, the transverse averaged chemical po-
tential can be represented by the interpolating formula
[10]
µ⊥(ρ) = h¯ω⊥
√
1 + 4aρ, (38)
where ω⊥ is the angular frequency of the transverse har-
monic potential, a > 0 is the s-wave scattering length, and
ρ(x, t) is the linear density of the condensate. We note that
other expressions for µ⊥ have also been proposed in the
literature [11,12]. Expression (38) yields the correct sound
velocity mc2 = ρdµ⊥/dρ both in the low (aρ  1) and
in the high (aρ  1) density regimes. In these two limit-
ing cases the long wave length dynamics of the system is
thus correctly described by the hydrodynamic equations
(2) with, in appropriate dimensionless units:
c2(ρ) =
ρ√
1 + ρ
, (39)
where one has made the changes of variables 4aρ → ρ,
u/u0 → u, x/x0 → x and t/t0 → t, where 2mu20 = h¯ω⊥
and t0 = x0/u0. The length x0 used to non-dimensionalize
the dispersionless equations is a free parameter: we will
chose it equal to the parameter x0 appearing in the initial
condition (25). We note here that the initial condition
(25) can be realized by several means in the context of
BEC physics. One can for instance suddenly switch on
at t = 0 a blue detuned focused laser beam [13]. An
alternative method has been demonstrated in Ref. [14]: by
monitoring the relative phase of a two species condensate,
one can implement a bump (or a through) in one of the
components.
In the case characterized by Eqs. (38) and (39), expres-
sions (32) and (33) yield
R(r1, r2) =
(
ρ2(r1) + ρ
3(r1)
ρ2(r2) + ρ3(r2)
)1/8
, (40)
where ρ(r) is the reciprocal function of
r(ρ) = 2
∫ √ρ
0
du
(1 + u2)1/4
. (41)
In order to evaluate W it then suffices to determine x(r)
by inverting the relation (23) and to compute the appro-
priate integrals (35). Once W (r+, r−) is known in all
three regions 1, 2 and 3, it is possible to compute r+(x, t)
and r−(x, t), and then ρ(x, t) and u(x, t) as explained in
Refs. [4, 5]:
• One first determines the value r+1|2(t) reached by
r+ at the boundary between regions 1 and 2, see
Fig. 1(b). This boundary corresponds to the point
where r− = −rm at time t. From Eqs. (12), r+1|2(t) is
thus determined by solving
w
(1)
+ (r
+
1|2,−rm)− w(1)− (r+1|2,−rm)
v+(r
+
1|2,−rm)− v−(r+1|2,−rm)
+ t = 0 , (42)
where w
(1)
+ = ∂W
(1)/∂r+. We then know that, in
region 1 at time t, r+ takes all possible values between
r0 and r
+
1|2(t) (cf. Figs. 1 and 2).
• One then let r+ vary in [r0, rm]. From Eqs. (12), at
time t, the other Riemann invariant r− is solution of
w
(1,2)
+ (r
+, r−)− w(1,2)− (r+, r−)
v+(r+, r−)− v−(r+, r−) + t = 0 , (43)
where the superscript should be (1) if r+ ∈ [r0, r+1|2(t)]
and (2) if r+ ∈ [r+1|2(t), rm].
• At this point, for each value of t and r+ we have
determined the value of r−. The position x is then
obtained by either one of Eqs. (12). So, for given t
and r+ in regions 1 and 2, one has determined the
values of r− and x. In region 3 we use the symmetry
of the problem and write r±(x, t) = −r∓(−x, t).
The above procedure defines a mapping of the whole
physical (x, t) space onto the hodograph (r+, r−) space.
The density and velocity profiles are then obtained by
means of Eqs. (5). The results are compared with numer-
ical simulations in Fig. 3 for an initial profile (25) with
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Fig. 3: Density and velocity plotted as a function of x/x0 for
dimensionless times t/t0 = 0.5, 1, 1.5, 2, 3 and 4 respectively.
The initial conditions are given by Eqs. (4) and (25) with ρ0 = 1
and ρ1 = 1, they are represented by the gray solid lines. The
blue solid lines are the results of the hydrodynamic system (1)
obtained from the approximate Riemann’s approach described
in the text. The dashed lines are the results of the numerical
simulations of Eq. (44).
ρ0 = 1 and ρ1 = 1. The simulations have been performed
by solving numerically a generalized nonlinear Schro¨dinger
equation of the form
iψt = − 12ψxx + 2ψ
√
1 + ρ, (44)
where ρ(x, t) = |ψ|2, u(x, t) = (ψ∗ψx − ψ ψ∗x)/(2iρ) and
ψ(x, 0) =
√
ρ(x, 0). This effective Gross-Pitaevskii equa-
tion reduces to the system (1) with the speed of sound
(39) in the dispersionless limit3. It yields an excitation
spectrum always of Bogoliubov type, which is incorrect in
the large density limit (ρ  1). However, one can show
that Eq. (44) is acceptable even in this limit provided one
remains in the long wave-length, hydrodynamic regime.
It is not appropriate when rapid oscillations appear in the
density and velocity (if ρ 1) such as observed in Fig. 3
for t/t0 = 3. These oscillations correspond to the onset of
a dispersive shock wave, which occurs at a time denoted
as the wave breaking time: tWB. For t > tWB the numeri-
cal simulations can be considered as accurately describing
the physical system only when ρ  1. But for t > tWB
our dispersionless approach also fails (see below): we are
thus safe when comparing our results with numerical sim-
ulations at earlier times.
One sees in Fig. 3 that our solution of the hydrody-
namic equations (1) agrees very well with the numerical
3It would be easier and more natural to compare our approximate
Riemann approach with the numerical solution of Eqs. (1). However,
the difference between the two results is so small that the discussion
of this comparison has little interest.
simulations of the dispersive equation (44) at short time.
For larger times the profile steepens, eventually reaching
a point of gradient catastrophe at time tWB. It is thus
expected that for t ' tWB the solution of the dispersion-
less system (1) departs from the numerical simulations, as
seen in the figure. However, this difference is not a sign of
a failure of our approximation, but it rather points to the
breakdown of the hydrodynamic model (1). After tWB the
system (1) leads to a multi-valued solution if not corrected
to account for dispersive effects, as can be seen in Fig. 3.
Wave breaking time. – We now turn to the deter-
mination of the wave breaking time tWB at which a shock
is formed. After tWB the system (1) has to be modified
in order to account for viscous and/or dispersive effects,
depending on the physical situation under consideration.
We treat the case of an initial profile roughly of the type
(25): a bump over a uniform background. Wave breaking
corresponds to the occurrence of a gradient catastrophe
for which ∂r±/∂x = ∞. If one considers for instance the
right part of the profile (region 3), from Eq. (12), this
occurs at a time t such that
t = − ∂w
(3)
+ /∂r+
1 + c′(r+ − r−) = −
∂w
(3)
+ /∂r+
1 + d ln c
d ln ρ
∣∣∣
r+−r−
, (45)
and tWB is the smallest of the times (45). It is worth notic-
ing that this formula yields an expression for the breaking
time obtained from our approximate solution of the initial
value problem and in this sense it provides less general
but more definite result than the upper estimate of the
breaking time obtained by Lax in Ref. [15].
One can easily compute tWB approximately when the
point of largest gradient in ρ(x) lies in a region where
ρ ' ρ0. This occurs for some specific initial distributions
(such as the inverted parabola considered in Ref. [4]) or
when the initial bump is only a small perturbation of the
background. In this case, it is legitimate to assume that
wave breaking is reached for r− ' −r0 and that
r+ − r− ' 12
∫ ρ
0
c(ρ′)
ρ′
dρ′ + 12
∫ ρ0
0
c(ρ′)
ρ′
dρ′. (46)
Eqs. (15) and (35) then lead to w
(3)
+ ' x(r+) and (45)
becomes
t ' − 2
1 + d ln c
d ln ρ
∣∣∣
ρ
× ρ
c(ρ)
dρ
dx
, (47)
where ρ stands for ρ(x(r+)). Within our hypothesis, it is
legitimate to assume that the shortest of times t is reached
close to the point x(r+) for which |dρ/dx| is maximal. We
note x∗ the coordinate of this point and ρ∗ = ρ(x∗). One
thus obtains
tWB ' 2
1 + d ln c
d ln ρ
∣∣∣
ρ∗
× ρ
∗
c(ρ∗) · max
∣∣∣dρdx ∣∣∣ . (48)
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Fig. 4: Wave breaking time tWB and position of the wave break-
ing event xWB for different values of ρ1/ρ0. The system consid-
ered is a quasi-1D BEC for which the speed of sound in given by
(39). The initial profile is given by Eqs. (4) and (25). The blue
solid lines are the approximate results (49) and (50). The red
dots are the results obtained from Riemann’s approach. The
black solid lines are obtained by replacing ρ∗ by ρ0 in Eqs. (49)
and (50), see the text.
In a “shallow water” case with γ = 1/2 and for an initial
profile where the bump is an inverted parabola, such as
considered in Ref. [4], the above formula is exact.
For the initial profile (25), in the case where the speed
of sound is given by (39), formula (48) yields
tWB '
√
e
2
8(1 + ρ∗)
6 + 5ρ∗
x0
c(ρ∗)
ρ∗
ρ1
. (49)
The location xWB of the wave breaking event can be ob-
tained from (12). Within our approximation scheme, this
yields, for the right part of the profile:
xWB ' x∗ + c(ρ∗)tWB. (50)
These results are compared in Fig. 4 with the values de-
termined from the Riemann approach. The overall agree-
ment is excellent. We also note that replacing ρ∗ by ρ0
in Eqs. (49) and (50) gives a result which is less accurate,
but still quite reasonable, see Fig. 4.
Conclusion. – We have presented an approximate
method for describing the hydrodynamic evolution of a
nonlinear pulse. The method is quite general and applies
for any type of nonlinearity. It has been tested for cases of
experimental interest in the context of nonlinear optics in
Ref. [4] and here for studying the spreading of a nonlinear
pulse in a guided atomic Bose-Einstein condensate. This
last example is of particular interest for bench-marking
the approach because the nonlinearity at hand has a non-
trivial density dependence.
One could imagine to extend the present study in sev-
eral directions. A possible track would be to solve the
dispersionless shallow water equations [Eqs. (1) and (2)
with γ = 2] for more general initial conditions than dis-
cussed in the present work, as considered for instance in
Refs. [16,17] in the context of the initial stage of formation
of a tsunami. Future studies could also test the present
approach in the optical context for pulses propagating in
a nonlinear photo-refractive material, where, up to now,
no theoretical method was known for dealing with the dis-
persionless stage of evolution. In this context we note
that the simple and accurate approximate analytic results
obtained for tWB and xWB [Eqs. (49) and (50)] should be
helpful for determining the best parameters for an exper-
imental observation of the wave breaking phenomenon.
We finally stress that the approximate scheme presented
in this work, providing an accurate account of the stage
of non-dispersive propagation of a pulse, is an important
and necessary step for studying the post wave breaking dy-
namics, and particularly the formation of dispersive shock
waves in non-integrable systems.
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