Cloud computing has permeated into the IT industry in the last few years, and it is nowadays emerging in scientific environments. Science user communities are demanding a broad range of computing power to satisfy high-performance applications needs, such as local clusters, High Performance Computing (HPC) systems and computing grids. Different workloads need from different computational models, and the cloud is already considered as a promising paradigm.
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A. López García et al be rapidly provisioned and released with minimal management effort or service provider interaction." (44) . This model allows many enterprise applications to scale and adapt to the usage peaks without big investments in hardware, following a pay-as-you-go model without needing an upfront commitment (4) for acquiring new resources.
This computing paradigm has achieved great success in the IT industry but it is still not common in the scientific computing field. Cloud computing leverages virtualization (40) to deliver resources to the users, and the associated performance degradation was traditionally considered as not compatible with the computational science requirements (54) . However, nowadays it is widely accepted that virtualization introduces a CPU overhead that can be neglected (5, 12, 53) . This has been confirmed by several studies that have evaluated the performance of the current cloud offerings both in public clouds such as Amazon EC2 (2, 19, 20, 49, 51, 55, 70, 73) or on private and community clouds (12, 18, 25, 26, 29, 57, 65) . Moreover, other authors consider that the benefits that virtualization and cloud computing introduces are often more important than a small performance penalty (7, 12) .
Therefore, and considering the expectations created around its promising features, scientific communities are starting to look with interest in the cloud. Some of the main characteristics are not novel ideas as they are already present in current computing environments (23) : academic researchers have used shared clusters and supercomputers since long, and they are being accounted for their usage in the same pay-per-use basis -i.e. without a fixed fee or upfront commitment-based on their CPU-time and storage consumption. Nevertheless, facts such as the customized environments, resource abstraction and elasticity can fill some of the existing gaps in the current scientific computing infrastructures (23, 74) .
Besides, current cloud middleware is designed to satisfy the industry needs. In a commercial cloud provider users are charged in a pay-as-you-go basis, so the customers pay according to their resource consumption. A commercial resource provider might not worry about the actual usage of the resources, as long as they are getting paid by the consumed capacity, even if they are idle resources. This situation is not acceptable in scientific facilities where the maximum utilization of the resources is an objective. Idle resources are an undesirable scenario if it prevents other users from accessing and using the infrastructure. Access to scientific datacenters is not based on a pay per use basis, as user communities are granted with an average capacity over long periods of time. This capacity, even if accounted, is not paid by the users, but it is rather supported by means of long-term grants or agreements.
In traditional scientific datacenters users execute their tasks by means of the well known batch systems, where the jobs are normally time-bounded (i.e. they have a specific duration). Different policies are then applied to adjust the job priorities so that the resources are properly shared between the different users and groups. Even if the user does not specify a duration, a batch system is able to stop its execution after a given amount of time, configured by the resource provider.
However, there is no such duration concept in the cloud model, where a virtual machine is supposed to live as long as the user wants. Users may not stop their instances when they have finished their job (they are not getting charged for them), ignoring the fact that they are consuming resources that may be used by other groups. Therefore, resource providers have to statically partition their resources so as to ensure that all users are getting their share in the worst situation. This leads to an underutilization of the infrastructure, since a usage spike from a group cannot be satisfied by idle resources assigned to another group. To illustrate this problem we have collected the usage patterns for several months from a batch system specially configured to support this kind of tasks, regarding one application widely used by the High Energy Physics (HEP) community: the Parallel ROOT Facility (PROOF) (3). This tool is used to perform interactive analysis of large datasets produced by the current HEP experiments. Figure 1 shows the number of requests regarding the task duration. As it can be seen, all the requests can be considered short-lived, since its maximum duration is below 2 hours, with the highest concentration being below 1 hour. Figure 2 depicts the request pattern for a 3.5 year period.
As it can be seen, this kind of jobs are executed in bursts or waves, meaning that a set of users will have a high demand of resources for short periods of time -i.e. when an analysis is at a final stage.
This kind of usage (i.e. short lived executions that are not constant over the time) is quite common for scientific applications (12, 22, 34, 48, 72) and presents a demanding challenge for resource providers. It is needed to deliver enough computing capacity for absorbing this kind or request, minimizing the reserved resources that will be idle for long periods of time.
Ja n u a ry Ju ly Ja n u a ry Ju ly Ja n u a ry Ju ly Ja n u a ry Ju ly Implementing an effective scheduling and resource allocation policies to ensure that the elasticity is perceived as true is a challenging task. The issue in this context is the need of maximizing the utilization of the Infrastructure as a Service (IaaS) resources, so that a minimal amount of physical resources are provisioned and maintained. An allocation policy that is driven by a resource provider decision can result in a low value from the user standpoint, whereas an allocation under user control may result in a high cost for the provider (40) .
In addition, satisfying elastic requests in an efficient way is not the sole challenge that a resource provider will face. Scientific applications have unique requirements, therefore Science Clouds shall provide unique features and face unique challenges. In this work we will focus on a gap analysis for a scientific IaaS provider, so that an effective resource allocation can be done. We will not focus in the mere virtual to physical resource mapping, but we will also cover other resource allocation problematic.
The rest of the paper is organized as follows. In Section 2 we will perform a review of the related work in the area.
In Section 3 we will cover the open challenges that we have identified from the resource provisioning point of view.
Finally, our conclusions are presented in Section 4.
Related work
To the best of our knowledge, there are not so many studies considering the resource allocation problematic from the resource provider point of view that take into account the specificity of the scientific application requirements.
There is a considerable amount of research works addressing cloud resource provisioning and scheduling from the user or consumer perspective (14, 31, 71, 72) . Some authors have studied how to implement hybrid provisioning of resources between several cloud providers (47, 63) , or even between different computing infrastructures such as grids and clouds (11) . The workflow model is widely used in many scientific computing areas, and there is a vast amount of studies regarding the feasibility and challenges of executing workflows in the cloud (27, 33, 38, 39, 56, 59, 67 to define how to deliver the resources to the users.
There is large number of research works regarding energy aware resource provisioning in the clouds (6, 10, 50).
Smith et al. (60) modelled how different workloads affected energy consumption, so that an accurate proper power prediction could be made to perform an efficient scheduling. Several authors have studied how the consolidation of virtual servers in a cloud provider could lead to a reduction of the energy consumption (17, 64) . This fact can be used to increase the revenues by implementing energy-aware resource allocation policies (42).
Kune et al. (37) elaborated an exhaustive taxonomy of big data computing, including a discussion on the existing challenges and approaches for big data scheduling (among others). This work also includes an study of the underpinning technologies for big data cloud computing, as long as a gap analysis in the current architectures and systems.
Manvi et al. (40) performed an exhaustive review of the resource provisioning, allocation and mapping problems for a IaaS resource provider, stating some open challenges like i) how to design a provisioning algorithm for optimal resource utilization based on arrival data; ii) how and when to reallocate VMs; iii) how to minimize the cost of mapping the request into the underlying resources; iv) how to develop models that are able to predict applications performance ; among many others.
On the other hand, there are previous studies regarding the general challenges for Science Clouds. The work by
Blanquer et al. (8) , in the scope of the VENUS-C project, evaluated the requirements of scientific applications by performing a broad survey of scientific applications within the project. Their study showed that the cloud computing model is perceived as beneficial by the users (being one of the key expectations the elasticity), although some drawbacks need to be tackled so as to improve its adoption (such as interoperability, learning curve, etc.).
Juve et al. (35) outlines what is expected from a Science Cloud in contrast with a commercial provider (shared memory, parallel applications, shared filesytems) so as to effectively support scientific workflows. Besides, it concluded that cloud can be beneficial for scientific users, assuming that Science Clouds will be build ad-hoc for its users, clearly differing from commercial offers.
The United States Department of Energy (DOE) Magellan project elaborated an extensive report on the usage of cloud computing for science (75) by deploying several cloud infrastructures that were provided to some selected mid-range computing and data intensive scientific applications. Their key findings include i) the identification of advantages of the cloud computing model, like the availability of customized environments for the user or flexible resource management; ii) the requirement of additional programming and system administration skills in order to adopt the cloud computing model; iii) the economic benefit of the cloud computing model from the provider perspective due to the resource consolidation, economies of scale and operational efficiency; and iv) some significant gaps that exist in several areas, including resource management, data, cyber-security and others.
Regarding this last finding, the study concluded that there are several open challenges that science clouds need to address in order to ensure that scientists can harness all the capabilities and potential that the cloud is able to offer. These needs derive from the special requirements that scientific applications have, and were collected in a further publication by Ramakrishnan et al. (52) . The authors conclude that science clouds i) need access to lowlatency interconnects and filesystems; ii) need access to legacy data-sets; iii) need MapReduce implementations that account for characteristics of science data and applications; iv) need access to bare metal provisioning; v) need preinstalled, pre-tuned application software stacks; vi) need customizations for site-specific policies; and vii) need more sophisticated scheduling methods and policies. Some of those findings are coincident with the gaps that we have identified in this work specially those regarding with resource management (like access to specialized hardware) and scheduling policies, but further elaboration is needed on them.
Resource provisioning in Science Clouds
Scientific workloads involve satisfying strong requirements. Resource allocation for scientific applications appears then as a demanding task that should take into consideration a number of hardware and software variables. As scientific applications started to move to cloud solutions, this number of requirements got increased: on top of the already existing needs, new requirements arose from the defining characteristics that the new paradigm of cloud computing offered to users: on-demand self-service provisioning needs richer computing capabilities definitions for applications with e.g. very specific demanding hardware requirements like guaranteeing a minimum network bandwidth for remote data access, commonly found in scientific environments. In the same line, elastic provisioning is required to be highly customizable for the sake of minimizing customers' budgets and administrative costs for the service providers. Granular and customizable environments increase predictability so that the providers can offer performance guarantees to customers while estimating accurately the costs of resource utilization. Elasticity needs to be rapid as well: reducing e.g. instance startup will benefit a fast (auto-)scaling of resources.
In this section we will also cover other non-cloud inherent scientific requirements, most of which were traditionally tackled in previously proposed computing paradigms, such as grid computing and HPC clusters. Science Clouds will need to provide resource provisioning methods and policies to satisfy complex requirements such as resource co-allocation or performance and data aware-based provisioning. But popular open source cloud frameworks do not count with schedulers that have built-in mechanisms and policy-definition to satisfy these requirements. Cloud schedulers surely are not meant to offer the advanced set of scheduling possibilities that a standard batch system has, but they definitely need to address those requirements commonly found in scientific computations. A clear example is the execution of non-interactive applications. Batch executions are needed in multiple scientific use cases, so it appears to be reasonable to add flexible allocation policies to deal with this type of executions.
In the following lines we elaborate on the above identified requirements and, for some cases, depict what resource allocation challenges and solutions can be applied within Science Clouds.
Instance co-allocation
Compute and data intensive scientific workloads tend to use parallel techniques to improve their performance. Parallel executions are complex since they require intercommunication between processes, usually located in distributed systems, scenario in which resource provisioning task becomes even more challenging. Based on the assumption that a provider is capable of satisfying a request involving different instances, one have to consider the fact of managing them as a whole so to assure that these instances are actually being provisioned at the same time i.e. they are being co-allocated (in this context, instance co-allocation is not related with executing several instances in the same physical node, but rather that the instances are provisioned to the user at the same time). Proper co-allocation policies should take into account network requirements, such as satisfying low latencies and appropriate bandwidths, and fulfil any constraints imposed by the parallel framework being used, as e.g. OpenMPI's intra-subnet allocation check (19) .
If a proper co-allocation mechanism is not in place, users and resource providers would need to coordinate in order to pre-provision the required instances (32), therefore hindering the on demand and self-service experience that is expected from a cloud system.
In homogeneous and static environments, guaranteeing ordered co-allocation of resources can be easily tackled, if compared to heterogeneous scenarios. In the specific case of cloud computing, the flexibility that it introduces, makes multi-resource allocation a challenging task that must take into consideration not only the synchronized startup (see more at Section 3.7) of master and worker instances, but also how these resources are geographically distributed and what are the hardware constraints (network, cpu, memory) to be considered. Only by doing this, parallel tasks provisioned in clouds would have a similar application performance than what can be obtained with homogeneous ad-hoc resources, but getting rid of the rigidity that the introduce.
Instance co-allocation open challenges
The open challenges in this area are as follows:
• How to offer a proper SLA to ensure that instances need to be co-allocated.
• How to ensure that instances that need co-allocation are actually started at the same time.
• How to account (or not account) for instances that requiring co-allocation have been provisioned with an unacceptable delay. When a user is requiring this feature but the requirement cannot be fulfilled this should be taken into account.
• How to ensure that when the instances are already scheduled they are allocated within a time-frame. VM management introduces overheads and delays that should be taken into account to ensure a proper co-allocation.
Licensed software management
One of the major barriers scientists find when moving their applications to the cloud relies in licensing troubles.
Software vendors that count with policies about how to deal with licensing in virtualized environments propose the usage of Floating Network Licenses (FNL). These special licenses usually increment costs, as they can be used by different virtual instances, and require the deployment of license managers in order to be able to use the software in the cloud infrastructures. Additionally, the license managers might need to be hosted within a organization's network.
Using FNLs are the most popular solution provided by vendors, but the imposed requirements mentioned above can be difficult to satisfy in some cases: hosting a license manager is not always possible by some scientific communities and it introduces maintenance costs, whose avoidance is one of the clear benefits of moving to a cloud solution.
The need for a more straightforward way of getting licensed or proprietary software to work in virtualized environments is a must that software vendors should consider. In commercial cloud infrastructures, like Amazon AWS, customers can make use of pre-configured images, license-granted, with the proprietary software locally available and ready to use. At the time of writing, Amazon AWS does not have agreements with all of the major software vendors, but it appears as a neat and smooth solution that requires no extra work from the end users side.
Besides the above administrative difficulties, the actual technical challenge in resource allocation for licensed software is that cloud schedulers are not license-aware. This gap needs to be filled by the cloud middleware stacks, as it was solved years ago in HPC clusters.
Licensed software management open challenges
• Persuade commercial vendors to release more flexible licensing methods, specific for the cloud.
• How to deal with license slots within the scheduler.
Performance aware placement
In order to improve resource utilization, cloud schedulers can be configured to follow a fill-up strategy that might end up in multiple virtual machines running concurrently on the same physical server. This scenario leads to resource competition which surely will affect application performance. In this regard, the scheduler that is in charge of provisioning the resources in Science Clouds needs to be performance-aware (or even degradation-aware), so that performance demanding instances do not share the physical resources with other instances that may impact its performance.
Several approaches have been raised in order to diminish degradation. Some do not act directly on pro-active scheduling but instead in reactive reallocation of the affected virtual instances by using underneath hypervisor capabilities like live migration. But, instead of relying in monitoring the application performance and take reallocation decisions based upon its degradation, a more pro-active scheduling is needed so to improve the suitability of the resource selection. Feeding the scheduler with more fine-grained hardware requirements, provided by the user request, such as low-latency interconnects (e.g. Infiniband, 10GbE) or GPGPU (16) selection, provides a better resource categorization and, consequently, will directly contribute to a more efficient execution of the application. To accomplish this, the specialized hardware must be exposed into the virtual instances, by means of PCI passthrough with IOMMU or Single Root I/O Virtualization (SR-IOV) techniques, and eventually managed by the cloud middleware using the underlying virtualization stack.
Therefore, consolidating virtual machines into the same physical host should not be applied when the instances are executing performance demanding applications. Virtualization in these cases is used only a as a way to provide customized environments for scientists. However, it should be noted that science clouds can apply consolidation techniques for non demanding applications, such as web portals or science gateways.
The hypervisor providing the virtualization appears as an important factor when measuring performance. It is widely accepted that virtualization introduces a penalty when compared with bare metal executions. However this Performance degradation according to various VM configurations (45) benchmark, taking into account different virtual machine sizes and configurations for one host. The physical node consists on a node with two 8-core Intel Xeon E5-2670 2.60GHz processors, 128GB RAM and the virtual machines were dimensioned so as to consume -in aggregateall the resources available on the host. The label "noept" means that the Extended Page Tables (EPT) support has been disabled. The label "cpupin" means that the virtual CPUs have been pinned to the physical CPUs penalty depend on how the hypervisor is being used. Figure 3 shows the degradation of the aggregated performance delivered by a physical machine, using different vCPUs sizes.
Science Clouds need to deliver the maximum performance possible. Therefore, the cloud middleware should take this fact into account, by implementing scheduling policies that would help to prevent the above identified performance drops.
Performance aware placement open challenges
• How to minimize the performance loss when scheduling various virtual machines inside one host.
• How to proactively scheduling could be used to minimize resource competition.
• How to detect performance interferences between VMs and take appropriate actions (like live migration) to minimize them.
• How to redistribute the running instances between the resources without impacting the running applications.
• How to apply consolidation techniques that do not interfere with a scheduling strategy ensuring that performance demanding applications are not executed in a time sharing manner.
Data-aware scheduling
Several scientific disciplines -such as High Energy Physics (HEP), Astronomy or Genomics just to cite some of them-generate considerably large amounts of data (in the order of Petabytes) that need to be analyzed. Location and access modes have clear impacts to data-intensive applications (36, 37, 58, 68) and any platform that supports these kind applications should provide data-locality and data-aware scheduling to reduce any possible bottlenecks that may even prevent the actual execution of the application.
Storage in clouds is normally decoupled from the virtual machines and attached during runtime upon user's demand.
This poses a bigger challenge to the scheduler since the location of data to be accessed is not known a priori by the system. Science Clouds should be able to provide high-bandwidth access to the data, which is usually accessed over the network (e.g. block storage may use ATA over Ethernet or iSCSI; object storage usually employs HTTP). This may require enabling the access to specialized hardware from the virtual machines (e.g. Infiniband network) or relocating the virtual machines to hosts with better connectivity to the data sources. Data-locality can also be improved by using caches at the physical nodes that host the VMs, by replicating locally popular data hosted externally to the cloud provider, or by leveraging tools like CernVMFS (9) that deliver fast access to data using HTTP proxies.
Data-aware scheduling open challenges
• How to take into account cloud data management specificities when scheduling machines.
• How to ensure that the access delivers high performance for the application being executed.
Flexible resource allocation policies
Long-running tasks are common in computational science. Those kind of workloads do not require from interactivity and normally are not time-bounded. Such tasks can be used as opportunistic jobs that fill the computing infrastructure usage gaps, leading to a better utilization of resources.
In traditional scientific datacenters and time-sharing facilities this is normally done in by means of several techniques, such as backfilling, priority adjustments, task preemption and checkpointing. Some of these techniques require that the tasks are time-bounded, but in the cloud a virtual machine will be executed as long as the user wants.
Commercial cloud providers have tackled this issue implementing the so called spot instances or preemptible
instances. This kind of instances can be terminated without further advise by the provider if some policy is violated (for example, if the resource provider cannot satisfy a normal request -in the preemptible case-or because the user is paying a prize that is considered too low over a published price baseline -in the spot mode, where the price is governed by a stock-options like market.
The usage of this kind of instances in Science Clouds could make possible that the infrastructure is filled with opportunistic (28) jobs that can be stopped by higher priority tasks, such as interactive demands. The Vacuum computing model (43) , where resources appear in the vacuum to process some tasks and then disappear is an ideal candidate to leverage this kind of spot instances. Tools such as Vcycle (1) or SpotOn (66) are already being used to profit from opportunistic usage in existing commercial or scientific infrastructures.
Flexible resource allocation policies open challenges
• How to maximize the resource utilization without preventing interactive users from accessing the infrastructure.
• How to specify dependencies between virtual machines so that workflows can be scheduled in a more easy way.
• How to account for resources that are suitable for being stopped or preempted.
• How to select the best instances that can be stopped to leave room for higer priority requests, with the compromise of reducing the revenue loss and with the smallest impact to the users.
Performance predictability
Popular open-source Infrastructure as a Service frameworks do not currently expose mechanisms for customers to define a specific set of hardware requirements that would guarantee a minimum performance when running their applications in the cloud. Real time demanding or latency sensitive applications are indeed seriously hit by this limitation, which appears as a big obstacle for integrating this type of applications into clouds.
Computing capabilities provide only a magnitude of multi-threading efficiency based on the number of virtual CPUs (vCPUs) selected. Customers are then tied to a generic vCPU selection that may be mapped to different processors by the underlying framework, in which case different performance results could be obtained based on the same set of requirements. This unpredictability will be increased whenever resource overcommit is in place, that could lead to CPU cycle sharing among different applications.
Lack of network performance guarantees contribute also to unexpected application behaviour. Enforcing network Quality of Service (QoS) to achieve customer-required network bandwidth can greatly improve application predictability, but network requirement selection are seldom offered by cloud providers (46) .
Improved performance predictability is a key requirement for users (21) but also to providers. The lack of predictability leads to uncertainty (69), a fact that should be mitigated for both users and providers. An accurate provision of customer needs in terms of computing and network capabilities will not only boost customer experience but also will provide a clear estimation of cost based on the different service levels that the resource provider can offer.
Performance predictability open challenges
• How to expose enough granularity in the request specification without exposing the underlying abstracted resources.
• How to guarantee the performance predictability between different requests with the same hardware requirements.
Short startup overhead
When a request is made, the corresponding images have to be distributed from the catalogue to the compute nodes that will host the virtual machines. If the catalogue repository is not shared or the image is not already cached by the compute nodes, this distribution will introduce a penalty on the start time of the requested nodes. This overhead can be quite significant (52) and has a large influence in the startup time for a request. This is specially true when large (41) requests are made by a user. Figure 4 shows this effect in an OpenStack test infrastructure. The 2GB images were distributed using HTTP transfers to 35 hosts over a 1GbE network interconnect. As it can be seen, the time needed to get all the machines within a single request increased with the size of the request.
Parallel applications are common in scientific workloads, so a mechanism should be provided to ensure that these large request are not penalized by this transfer and deployment time. Users requiring interactivity cannot afford to wait for several minutes for an instance to be spawned, since interactivity implies immediateness. This is specially important for the co-allocation of instances, as described in Section 3.1, since the VM provision time may impact in the delivery time to the users, hindering the co-allocation of resources.
Short startup overhead open challenges
• How to deploy the images into the nodes in an efficient way.
• How to deal with spikes on the requests, so that the systems are not saturated transmitting the images into a large number of nodes. • How to implement cache mechanisms in the nodes, implementing sanity checks so that similar workloads are not constrained into a few nodes.
• How to forecast workloads, so that images can be pre-deployed, anticipating the user's requests.
Conclusions
In this paper we have depicted and elaborated on the resource allocation open challenges for cloud frameworks, based on the analysis of scientific applications requirements. In this context, we have identify cloud providers as Science Clouds, since they might not have the same expectations, requirements and challenges as any other private or commercial cloud infrastructure.
Cloud Management Frameworks (CMFs) are normally being developed taking into account the point of view of a commercial provider, focusing on satisfying the industry needs, but not really fulfilling academia demands. Scientific workloads are considered as high-performance computing tasks that need strong requirements. Some of them were tackled in previous computing paradigms and now there is the need to address them in Science Clouds. Other resource allocation requirements identified in this paper are inherent to cloud computing and would provide the predictability that cloud frameworks currently lack. These requirements naturally evolve into challenges that, as the time of writing, appear as obstacles for moving certain scientific workflows to Science Clouds.
The cloud is not a silver bullet for scientific users, but rather a new paradigm that will enter the ecosystem. In the upcoming years scientific computing datacenters have to move towards a mixed and combined model, where a given user will have access to the more traditional computational power, but also they should provide their users with additional cloud power that will complement the former computing infrastructures. These Science Clouds should need to be tuned to accommodate the demands of the user communities supported. This way, either the users the users will benefit from a richer environment, and resource providers can get a better utilization of their resources, since they will allow for new execution models that are currently not available.
