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Physics 198-730B:
Quantum Field Theory
James M. Cline1
Dept. of Physics, McGill University
3600 University St.
Montreal, PQ H3A 2T8 Canada
This course builds on the introduction to QFT you received in 198-610A. We will start
with the loop expansion in scalar field theory to illustrate the procedure of renormalization,
and then extend this to QED and other gauge theories. My goal is to introduce all of the
most important concepts and developments in QFT. We cannot treat them all in depth, but
you will learn the basic ideas. The topics to be covered (time permitting) will include:
• Perturbation theory: the loop expansion; regularization; dimensional regularization;
Wick rotation; momentum cutoff; λφ4 theory; renormalization; renormalization group
equation; Wilsonian viewpoint; the epsilon expansion; relevant, irrelevant and marginal
operators; Callan-Symanzik equation; running couplings; beta function; anomalous
dimensions; IR and UV fixed points; asymptotic freedom; triviality; Landau pole
• The effective action: generating functional; connected diagrams; one-particle-irreducible
diagrams; Legendre transform
• Gauge theories: QED; QCD; anomalies; gauge invariance and unitarity; gauge fixing;
Faddeev-Popov procedure; ghosts; unitary gauge; covariant gauges; Ward Identities;
BRS transformation; vacuum structure of QCD; instantons; tunneling; theta vacuua;
superselection sectors.
This is as far as the course was able to go in the time that we had.
Topics for a continuation course with more topics beyond perturbation theory could
include:
• the strong CP problem; axions; lattice gauge theory; lattice fermion doubling; confine-
ment; the strong coupling expansion; the large N expansion.
• Effective field theories: chiral lagrangians; the standard model; spontaneous symmetry
breaking; Goldstone’s theorem; the Higgs mechanism; supersymmetry; the minimal
supersymmetric standard model; Grand Unified Theories; convergence of gauge cou-
plings
• Field theory at finite temperature and density
1e-mail: jcline@physics.mcgill.ca
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1 Introduction
Physics, like all sciences, is based upon experimental observations. It’s therefore a good
thing to remind ourselves: what are the major experimental observables relevant for particle
physics? These are the masses, lifetimes, and scattering cross sections of particles. Poles
of propagators, and scattering and decay amplitudes are the quantities which are related to
these observables:
pole of
1
p2 −m2 ↔ (mass)
2 (1)
Ta→bc ↔ decay rate (2)
Tab→cd ↔ scattering cross section (3)
These observables, which are components of the S-matrix (scattering matrix) are the main
goals of computation in quantum field theory. To be precise, T is the transition matrix,
which is related to the S-matrix by eq. (7.14) of [3]:
Sfi = 1fi + (2π)
4iδ(4)(pf − pi)Tfi (4)
Toward the end of 198-610A you learned about the connection between Green’s functions
and amplitudes. The recipe, known as the LSZ reduction procedure (after Lehmann, Szy-
manzik and Zimmerman) [1, 2], is the following. For a physical process involving n incoming
and m outgoing particles, compute the corresponding Green’s function. Let’s consider a
scalar field theory for simplicity:
G(n+m)(x1, . . . , xn, y1, . . . , ym) = 〈0out|T ∗[φ(x1) · · ·φ(xn)φ(y1) . . . φ(ym)]|0in〉 (5)
The blob represents the possibly complicated physics occurring in the scattering region, while
the lines represent the free propagation of the particles as they are traveling to or from the
scattering region. It is useful to go to Fourier space:
G˜(n+m)(p1, . . . , pn, q1, . . . , qm) = i
n+m (2π)
4δ(4)(
∑
pi −
∑
qi)Γn+m(p1, . . . , pn, q1, . . . , qm)
(p21 −m2) . . . (p2n −m2)(q21 −m2) . . . (q2m −m2)
(6)
The delta function arises because we have translational invariance in space and time, so mo-
mentum and energy are conserved by the process. This equation makes the picture explicit.
We see in the denominator the product of all the propagators for the free propagation. In
the numerator we have the function Γn+m, called the proper vertex function, which repre-
sents the blob in the picture. This function contains all the interesting physics, since we are
interested in the interactions between the particles and not the free propagation.
{ }mn
Figure 1.n→ m scattering process.
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Now we can state the LSZ procedure: to convert the Green’s function to a transition
amplitude, truncate (omit) all the external line propagators. In other words, the proper
vertex Γn+m is the T-matrix element we are interested in. I will come back to the nontrivial
proof of this statement later. First, we would like to use it to get some concrete results. The
problem is that, in general, there is no analytic way to compute Γn+m if it is nontrivial. In free
field theory, the only nonvanishing vertex function is Γ2 = i(p
2−m2), the inverse propagator.
Once we introduce interactions, we get all the vertex functions, but they can’t be computed
exactly. We have to resort to some kind of approximation. Since we know how to compute
for free fields, the most straightforward approximation is that in where the interactions are
weak and can be treated perturbatively. In nature this is a good approximation for QED
and the weak interactions, and also for the strong interaction at sufficiently high energies.
However, these realistic theories are a bit complicated to start with. It is easier to learn
the basics using a toy model field theory. The simplest theory with interactions which has a
stable vacuum is λφ4. We simply add this term to the Klein-Gordon Lagrangian for a real
scalar field:2
L = 1
2
(
∂µφ∂
µφ− (m2 − iε)φ2)− λ
4!
φ4. (7)
The factor of 1/4! is merely for convenience, as will become apparent. There are several
things to notice. (1) The iε is to remind us of how to define the pole in the propagator
so as to get physical (Feynman) boundary conditions. We always take iε → 0 finally, so
that (2) the Lagrangian is real-valued. The latter is necessary in order for e−iS/~ to be a
pure phase. Violation of this condition will lead to loss of unitarity, i.e., probability will
not be conserved. (3) The λφ4 interaction comes with a − sign: the Lagrangian is kinetic
minus potential energy. The − sign is necessary so that the potential energy is bounded
from below. This is the reason we consider λφ4 rather than µφ3 as the simplest realistic
scalar field potential. Although µφ3 would be simpler, simpler, it does not have a stable
minimum—the field would like to run off to −∞.
The above Lagrangian does not describe any real particles known in nature, but it is
similar to that of the Higgs field which we shall study later on when we get to the standard
model. The coupling constant λ is a dimensionless number since φ has dimensions of mass.
We will be able to treat the interaction as a perturbation if λ is sufficiently small; to determine
how small, we should compute the first few terms in the perturbation series and see when
the corrections start to become as important as the leading term.
The tool which I find most convenient for developing perturbation theory is the Feynman
path integral for the Green’s functions. Let’s consider the generating function for Green’s
functions:
Z[J ] =
∫
Dφ eiS[J ]/~ (8)
where
S[J ] =
∫
d 4x (L+ J(x)φ(x)) (9)
Recall the raison d’eˆtre of Z[j]: the Green’s functions can be derived from it by taking
2I use the metric convention pµp
µ = E2 − ~p 2.
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functional derivatives. For example, the four-point function is
G4(w, x, y, z) =
1
i4Z
δ4Z[J ]
δJ(x1)δJ(x2δJ(y1)δJ(y2)
∣∣∣∣
J=0
(10)
=
1
Z[0]
∫
Dφ eiS[0]/~φ(w)φ(x)φ(y)φ(z) (11)
If we had no interactions, this Green’s function could be computed using Wick’s theorem to
make contractions of all possible pairs of φ’s as shown in figure 2. This is not very interest-
ing: it just describes the free propagation of two independent particles. The corresponding
Feynman diagram is called disconnected since the lines remain separate. The disconnected
process is not very interesting experimentally. It corresponds to two particles in a collision
missing each other and going down the beam pipe without any deflection. These events are
not observed (since the detector is not placed in the path of the beam).
x
y
z
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y
Figure 2. 4-point function in the absence of interactions.
But when we include the interaction we get scattering between the particles. This can
be seen by expanding the exponential to first order in λ:
G4(w, x, y, z) ∼= 1
Z[0]
∫
Dφ eiS[0]/~φ(w)φ(x)φ(y)φ(z)
∫
d 4x′
(
− i
~
λ
4!
φ4
)
. (12)
Before evaluating this path integral, I would like to digress for a moment to discuss its
much simpler analog, the ordinary integral
Z =
∫ ∞
−∞
dx√
2π
e
i
2
ax2 (13)
This is related to the well-known trigonometric ones, the Fresnel integrals, and they can be
computed using contour integration [4] along the contour shown in fig. 2.5:
Z = 2
∫ ∞
0
dx√
2π
e
i
2
ax2 = −2eiπ/4
∫ 0
∞
dy√
2π
e−
1
2
ay2 =
eiπ/4√
a
(14)
The second equality is obtained by using the fact that the integral around the full contour
vanishes, as well as that along the circular arc (at ∞). Therefore we have shown that the
oscillatory Gaussian integral is related to the real one. The integral Z is analogous to the field
4
theory generating functional Z[0]. And the analogy to the 2-point function (the propagator)
is
1
Z
∫ ∞
−∞
dx√
2π
e
i
2
ax2x2 =
1
Z
2
i
dZ
da
=
i
a
(15)
If we carry out the analogous procedure in field theory, we obtain the momentum-space
propagator G˜2 = i/(p
2 −m2). This little exercise shows you where the factor of i is coming
from. It also belies the statement you will sometimes hear, that the Feynman path integral
only rigorously exists in Euclidean space.
x
y
Figure 2.5. Complex contour for evaluating complex Gaussian integral.
Now let’s return to the 4-point function. When we do the contractions, we have the
possibility of contracting the external fields with the fields from the interaction vertex. This
new connected contribution (figure 3) comes in addition to the disconnected one shown in
figure 4. In the latter, we contract the φ’s within the interaction only with themselves.
This results in a loop diagram, in fact a two-loop diagram. There is also another kind of
disconnected diagram where one of the particles is freely propagating, while the other feels
the effect of the interaction, figure 5. We are going to focus on the connected contribution,
fig. 3, for right now. This kind of diagram is called a tree diagram because of its stick-like
construction, to distinguish it from loop diagrams, such as the figure-eight appearing in fig.
4.
w
x’
y
x
z
Figure 3. Connected 4-point function at linear order in λ: a tree diagram.
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Figure 4. Contribution to disconnected 4-point function at linear order in λ.
w
x y
z
x’ + permutations
Figure 5. Another contribution to the disconnected 4-point function at linear order in λ.
In evaluating the connected diagram, we have to take into account all the possible ways
of Wick-contracting. Start with φ(w): it has 4 possibilities among the 4 fields of φ(x′)4; let
us choose one of them. Then φ(x) has 3 remaining possibilities. φ(y) has 2 and φ(z) is left
with 1. Thus there are 4 · 3 · 2 · 1 = 4! contractions which all give the same result. This is
called the statistical factor of the Feynman diagram, and it is the reason for including 1/4!
in the normalization of the coupling: the 4! factors cancel out in the physical amplitude,
making the final result look nicer.
G4(w, x, y, z) = −iλ
∫
d 4x′G2(w, x
′)G2(x, x
′)G2(y, x
′)G2(z, x
′), (16)
where G(2)(x, x′) is the Klein-Gordon propagator,
G2(x, x
′) =
∫
d 4p
(2π)4
e−ip(x−x
′)
(p2 −m2 + iε) (17)
When we carry out the LSZ procedure to find the proper 4-point vertex, it is very simple:
Γ4 = −iλ (18)
Note that I have slipped into the habit of setting ~ = 1 here. We will work in these
units except briefly below when we will want to count powers of ~ to distinguish quantum
mechanical from classical contributions to amplitudes.
Let’s pause to give the physical application: this is the transition matrix element which
leads to the cross section for two-body scattering, by eq. (7.25) of [3]. The formula for the
cross section can also be found in section 34 of the very useful Review of Particle Properties,
available on the web [5]. The differential cross-section is given in eq. (34.30) of that reference
as
dσ
dt
=
1
64πs
1
|p1cm|2 |M|
2 (19)
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where the Mandelstam invariants are s = (p1 + p2)
2, t = (p1 − p3)2 in terms of the 4-
momenta of the incoming (p1, p2) and outgoing (p3, p4) particles. The matrix element M
is just another name for the proper vertex (18). If the scattering occurs at energies much
larger than the mass of the particle, we can approximate it as being massless. Then s = 4E2
if each particle has energy E, and |p1cm|2 = E2. Furthermore, the total cross section in the
massless limit is given by
σ =
∫ 0
−s
dt
dσ
dt
=
λ2
64πE2
(20)
in the center of mass frame. Suppose that λ is of order unity. For particles whose energy
is 100 GeV, near the limiting energy of the LEP accelerator, this is a cross section of order
5 × 10−7 GeV−2 × (0.197 GeV-fm)2 = 10−8 fm2 = 10−38 m2 = 10−10 barn = 100 pb. For
comparison, the cross section for e+e− → Z at the Z resonance, measured by LEP, is 30 nb,
some 300 times larger.
2 The Loop Expansion
In the previous example of the 4-point function, the first connected diagram arose at linear
order in λ. However, if we consider the 2-point function, we already have a connected piece
at zeroth order: it is simply the propagator, G˜2 = i/(p
2 −m2). When we compute the first
order correction to this, we get the diagram of figure 6. There are 4 ways of doing the first
contraction and 3 of the second, so the statistical factor is 4 · 3/4! = 1/2. In position space,
this diagram is a correction to the 2-point function given by
δG2(x, y) = −iλ
2
∫
d 4x′G2(x′, x′)G2(x, x′)G2(y, x′) (21)
When we transform to momentum space and remove the overall factor of (2π)4δ(4)(p1 − p2)
for 4-momentum conservation, we are left with
δG˜2 = −iλ
2
G2(x
′, x′)(G˜2)2 = −iλ
2
(G˜2)
2
∫
d 4p
(2π)4
i
p2 −m2 + iε (22)
What is the physical meaning of this correction? This is most easily seen by expanding the
following expression in δm2:
i
p2 −m2 − δm2 =
i
p2 −m2 +
iδm2
(p2 −m2)2 + · · · (23)
This expansion has exactly the same form as G˜2 + δG˜2. We can therefore see that the loop
diagram of figure 6 is nothing more nor less than a correction to the mass of the particle:
m2phys = m
2 + δm2; δm2 = i
λ
2
∫
d 4p
(2π)4
1
p2 −m2 + iε (24)
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yx
x’ Figure 6. Correction to the 2-point function.
This interpretation is not merely a consequence of expanding to first order in λ. We
could continue the procedure of expanding eq. (23) to arbitrary orders. It corresponds to
the series of diagrams in figure 7. This is not to say that fig. 7 is the complete answer for
the corrections to the mass. There are other corrections starting at two loops which come
in addition to the one we have calculated. Notice that the extra diagrams in fig. 7 relative
to fig. 6 have no effect on our expression (24) for the mass shift. What we have computed
is the one-loop contribution to the mass of the particle. The extra diagrams in fig. 7 which
contain two or more loops are just an iteration of our one-loop result when we expand (23)
to higher order in δm2. An example of a higher order diagram which gives an intrinsically
two-loop contribution to the mass is fig. 8, called the “setting sun” diagram.
+ . . .+ y x
x’
y
x’’
+ x
x’
x y
Figure 7. A series of corrections to the 2-point function.
yx
x’ x’’
Figure 8. A two-loop correction to the 2-point function.
At some point above, I started using the units ~ = 1. However, it is enlightening to
restore the ~’s for a moment to see how they enter the loop expansion. Recall that each
power of λ is accompanied by 1/~. On the other hand, each propagator, since it is like the
inverse of the action, comes with ~ in the numerator. The series for the propagator can be
written as
i~
p2 −m2 +
i~2δm2
(p2 −m2)2 + · · · (25)
We see that the tree diagram comes with one power of ~, the one-loop diagram has ~2, etc..
If we were to imagine taking ~→ 0, the tree diagram would be the leading contribution. It is
easy to see that the same is true not just for two-point functions, but for any Green’s function.
The important conclusion is that tree diagrams represent the classical contributions to a given
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process, while loops are quantum corrections. We can check this on another example, the
4-point function, whose first loop correction is shown in fig. 9. Let us now truncate the
external legs for simplicity, a` la LSZ:
Γ4 = −iλ
~
+O
(
λ2
~2
(
~
p2 −m2
)2)
(26)
Again, the loop contribution is suppressed by an additional power of ~ relative to the tree
diagram.
w
x
y
z
w
x
y
z
++
z
w
x
y
x’ x’’
x’ x’
x’’ x’’
(a) (b) (c)
Figure 9. One-loop corrections to the 4-point function.
3 The Feynman Rules
While we are discussing this diagram, we might as well work out its value. We have to
expand the interaction in eiS to second order, so that
δG4 =
1
Z[0]
∫
Dφ eiS[0]/~φ(w)φ(x)φ(y)φ(z)1
2
[∫
d 4x′
(
− i
~
λ
4!
φ4
)]2
. (27)
=
1
Z[0]
∫
Dφ eiS[0]/~φ(w)φ(x)φ(y)φ(z)1
2
[∫
d 4x′
(
− i
~
λ
4!
φ4(x′)
)][∫
d 4x′′
(
− i
~
λ
4!
φ4(x′′)
)]
.
Notice that there are three topologically distinct ways of contracting the external legs with
the vertices. This will be more clear when we go to momentum space (figure 10). The
distinction occurs because I have already decided that positions w and x will correspond to
the incoming particles, and y and z will be for the outgoing ones. Let’s first treat diagram
9(a); the other two will then follow in a straightforward way.
First the statistical factor: To connect φ(w), we can choose either the x′ or the x′′ vertex.
That gives a factor of 2. Let’s choose x′. We have 4 choices of contraction here. Next
connect φ(x) to one of the remaining legs on the x′ vertex; this is a factor of 3. We know
that φ(y) must go with the x′′ vertex, and there are 4 ways of doing this. That leaves 3 ways
of connected φ(z). Finally, there are 2 ways of connecting the remaining legs between the
vertices. So the statistical factor is (2 · 3 · 4/4!)2/2 = 1/2. In position space, we have
δG
(a)
4 =
(−iλ)2
2
∫
d 4x′
∫
d 4x′′G2(w, x′)G2(x, x′)G2(x′, x′′)G2(x′, x′′)G2(x′′, y)G2(x′′, z)
(28)
Next we want to Fourier tranform. Suppose the momentum going into and out of the graph
is q = p1 + p2. There is also momentum going around the loop, p. Momentum is conserved
at each vertex, as shown in figure 9, so one internal line carries momentum p, the other has
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p+ q. When we Fourier transform the external legs, it just undoes the momentum integrals
for those propagators, and replaces the 1/(q2i − m2) factors with 1/(p2i − m2), where qi is
the integration variable appearing in the position space propagator, and pi is the external
momentum. For the two internal progators, one of the momentum integrals is for overall
4-momentum conservation. The remaining one is the only one that is left. When we remove
the external legs and the overall delta function, we get
δΓ
(a)
4 (q) =
(−iλ)2
2
∫
d 4p
(2π)4
i
p2 −m2 + iε
i
(p+ q)2 −m2 + iε (29)
The contributions (b) and (c) are the same but with external momenta r and l replacing
q. The three respective graphs are called the s-, t- and u-channels, after the Mandelstam
invariants s = q2, t = r2 and u = l2.
r = p1−p3
q
p+q
p
p1
p2
p3
p4
+
r
(a) (b)
p1
p2
p3
p4
p p+r +
p1
p2
p3
p4
l = p1−p4
l
(c)
p p+lq=p1+p2
Figure 10. Momentum space version of figure 9.
After going through this procedure enough times, one comes to realize that there is no
need to start in position space and then Fourier transform. One can write down directly
the expression for the truncated loop diagram by associating the proper factors with each
element:
• for each vertex a factor −iλ;
• for each internal line, a propagator i
p2 −m2 + iε ;
• for each closed loop, a momentum integral
∫
d 4p
(2π)4
In addition, one should
• conserve momentum at each vertex
• compute the statistical factor
These are the Feynman rules for the λφ4 theory, which make it relatively easy to set up the
computation for a given loop diagram. Every theory (QED, QCD, etc.) will have its own
Feynman rules corresponding to the detailed way in which the particles couple to each other.
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4 Evaluation of diagrams; regularization
We now have formal expressions for the loop diagrams, but we still have to evaluate them.
Let’s start with the easiest diagram, fig. 6, eq. (24). The first thing we have to do is to
make sense out of the pole in the propagator. This is what the iε is for. The procedure is
called the Wick rotation. We will do the integral over p0 separately, and use the techniques
of contour integration. Notice that the poles in the complex p0 plane are located at
p0 = ±(
√
~p 2 +m2 − iε) (30)
Their positions are indicated by the x’s in fig. 11. According to the theory of complex
variables, we can deform the integration contour without changing the value of the integral
as long as we don’t move it though the poles. This defines the sense in which we are allowed
to rotate the integration contour from being along the real p0 axis to the imaginary one, as
shown by the arrow. When we do the Wick rotation, we are making the replacement
p0 → ip0 (31)
everywhere in the integral. This is equivalent to going from Minkowski to Euclidean space,
so we can also denote the new momentum variable by pE, for the Euclidean momentum.
Notice that because I am using the mostly − convention for the Minkowski space metric,
the square of the 4-momentum vector transforms as
p2 → −p2
E
(32)
when Euclideanizing. We thus obtain
δm2 = −i2λ
2
∫
d 4pE
(2π)4
1
p2E +m
2
(33)
Notice that the iε prescription is no longer necessary once we have Wick-rotated. Also, the
factor of i coming from the integration measure is just what we needed to cancel the explicit
one that was already present, so that our mass shift is real-valued.
Im(p0)
Re(p0)x
x
11
Figure 11. Integration contours for the Wick rotation.
Now we have made sense out of the pole in the propagator, so the integral is looking a
bit nicer, but there is just one problem: it diverges quadratically as p → ∞! This is one of
the famous ultraviolet divergences of quantum field theory, which comes from the fact that
we have infinitely many degrees of freedom: virtual pairs of φ particles with arbitrarily large
momentum are contributing to the quantum correction to the mass. We have to cut off this
divergence somehow.
We don’t really believe this theory is a correct description of nature up to arbitrarily
high energies and momenta. Let us suppose we only think it is true up to some very high
scale Λ. Then it makes sense to cut off the integral at this scale. This gives us a way of
defining the correction. The integral can be factored into angular and radial parts by going
to spherical coordinates in 4 dimensions:
p1 = p sin θ1 sin θ2 cos φ
p2 = p sin θ1 sin θ2 sin φ
p3 = p sin θ1 cos θ2
p4 = p cos θ1 (34)
Then we get
δm2 =
λ
2(2π)4
∫
dΩ3
∫ Λ
0
dpEp
3
E
1
p2
E
+m2
(35)
where the volume of the 3-sphere is given by∫
dΩ3 =
∫ π
0
sin2 θ2dθ2
∫ π
0
sin θ1dθ1
∫ 2π
0
dφ = 2π2 (36)
The radial integral can be rewritten using u = p2E as
1
2
∫ Λ2
0
du
u
u+m2
=
1
2
∫ Λ2+m2
m2
du
(u−m2)
u
(37)
=
1
2
(
u−m2 ln u ∣∣Λ2+m2
m2
(38)
=
1
2
(
Λ2 −m2 ln(1 + Λ2/m2)) (39)
so that finally
δm2 =
λ
32π2
(
Λ2 −m2 ln(1 + Λ2/m2)) (40)
The procedure of rendering the Feynman diagram finite is called regularization. There
are many ways of doing it; we have used the momentum space cutoff method here. A
more elegant but less physically transparent method, dimensional regularization, will be
introduced a little later on.
The result is that the mass which is physically measured is only approximately given by
the original parameter m2 which was in the Lagrangian. We refer to this parameter as the
bare mass and we rename it m20 to emphasize that it is not yet corrected by perturbation
theory. The physical mass is m20 + δm
2, to linear order of accuracy in perturbation theory.
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5 Renormalization
The physical mass is something that is experimentally measured, whereas the cutoff is an
arbitrary parameter which is not very well defined. It might by 10 TeV or it might be
1019 GeV. The experimentally measured values must not depend on our arbitrary choice
of Λ. This tells us that the bare parameter m20 must really be a function of Λ. Defining
λˆ = λ/(32π2),
m20(Λ) = m
2
r − λˆ
(
Λ2 −m20 ln(Λ2/µ2)
)
−→ m20(Λ) =
m2r − λˆΛ2
1− λˆ ln Λ2/µ2
∼= m2r(1 + λˆ ln Λ2/µ2)− λˆΛ2 (41)
where mr and µ are parameters which do not depend on Λ. The second equality in (41)
takes account of the fact that we are only working to first order in λ. Now when we combine
the bare mass and the correction to get the physical value, we obtain
m2phys = m
2
r(1 + λˆ lnm
2
r/µ
2), (42)
which does not depend on the cutoff. The terms we added to m20 which diverge as Λ → ∞
are called counterterms. If the original Lagrangian was naively considered to have m2r as
the mass parameter, then the one-loop counterterms are what we need to add to it so that
physical mass is finite at one loop order. Of course, we should continue the process to higher
orders in λ and higher loops to be more accurate.
The procedure we have carried out here is known as renormalization. If m20 was the bare
mass, then m20+ δm
2 is the renormalized one, at least up to finite corrections. So far it looks
like this business has been somewhat pointless. We did all this work to find corrections to
the mass, yet it did not allow us to predict anything, since in the end we simply fixed the
parameters of the theory by comparing to experiment. However, when we continue along
these lines for all the other relevant amplitudes, we will see that renormalization allows us
to make very detailed predictions relating masses and scattering cross sections, and telling
us how these quantities scale as we change the energy scale at which they are being probed.
To appreciate this, we should next turn to the 4-point function, which controls 2-body
scattering.
Before doing that however, we can already draw a very interesting conclusion from our
computation of the mass. Suppose that we were talking about the Higgs boson, even though
this isn’t exactly the right theory for it. It is known that the Higgs mass is close to or above
about 115 GeV, since LEP II finished running with a suggestive but not overwhelmingly
convincing hint of a signal at that mass. On the other hand, our theory might be cut off
at a scale many orders of magnitude greater, perhaps even the Planck mass at ∼ 1019 GeV.
If this is the case, then there had to be a very mysterious conspiracy between the bare
parameters and the quantum corrections: they had to cancel each other to a part in 1017
or so. This does not look natural at all, leading us to believe that there must be some
physical mechanism at work. This mystery is known as the gauge hierarchy problem. Either
there is some approximate symmetry like supersymmetry which explains why the quantum
corrections aren’t really as large as our theory predicts, or else there is some other new
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physics which invalidates our theory at energy scales which are not that much greater than
the 100 GeV scale where we are presuming that it works.
Now to continue our discussion of renormalization to the 4-point function, recall that we
computed the scattering cross section at tree level in eq. (20), which is simply related to
the tree level value of the 4-point proper vertex, Γ4 = −iλ. To correct this, we should add
the one-loop contribution δΓ4 from eq. (29). Evaluating this kind of integral is harder, and
Feynman has invented a very useful trick for helping to do so. The trick is to combine the
two denominator factors into a single denominator, using the identity3
1
AB
=
∫ 1
0
dx
1
(xA + (1− x)B)2 (44)
The integral over x is known as the Feynman parameter integral. When we apply this to
(29), it becomes
δΓ
(a)
4 (q) =
λ2
2
∫
d 4p
(2π)4
1
(p2 + 2xp · q + xq2 −m2 + iε)2
=
λ2
2
∫
d 4p
(2π)4
1
((p+ xq)2 + x(1− x)q2 −m2 + iε)2
=
λ2
2
∫
d 4p
(2π)4
1
(p2 + x(1 − x)q2 −m2 + iε)2 (45)
= i
λ2
2
∫
d 4pE
(2π)4
1
(p2E − x(1 − x)q2 +m2)2
(46)
and the crossed diagrams (b,c) are the same but with q → r and q → l. In (45) we assumed
that it is permissible to shift the variable of integration, and in (46) we did the Wick rotation
on p, but not on q—the latter is still a Minkowski 4-momentum. Notice that the shift of
integration variable might be considered somewhat of a cheat, if we were thinking that the
original p variable was cut off at Λ. That cutoff will get shifted when we change variables.
However, this only introduces an error of order q2/Λ2, which vanishes in the limit Λ → ∞.
Now we can do the integral as we did before. Defining M2(q) = m2 − x(1− x)q2,
δΓ
(a)
4 (q) = i
λ2
32π2
∫ 1
0
dx
∫ Λ2
0
du
u
(u+M2(q))2
(47)
= i
λ2
32π2
∫ 1
0
dx
∫ Λ2+M2(q)
M2(q)
du
u−M2(q)
u2
(48)
= i
λ2
32π2
∫ 1
0
dx
[
ln(1 + Λ2/M2(q))− (1 +M2(q)/Λ2)−1] (49)
3the more general expression, useful for more complicated diagrams, is
k∏
i=1
1
Daii
=
Γ(
∑k
i ai)∏k
i=1 Γ(ai)
∫ 1
0
dx1 · · ·
∫ 1
0
dxk
δ
(
1−∑ki xi)∏ki=1 xai−1i(∑k
i Dixi
)∑k
i
ai
(43)
in terms of gamma functions.
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∼= i λ
2
32π2
∫ 1
0
dx
[
ln(Λ2/M2(q))− 1] (50)
This result is much richer than our computation of the mass shift: here we have found
the the quartic coupling gets renormalized not just by a constant shift, but in fact a function
of the external momentum. Let’s defer the study of this finite part for later, since we are
discussing the renormalization of the theory. First, notice that this result is less divergent
than the mass shift; this is only log divergent rather than quadratic. Second, there is no
momentum dependence in the divergent part, which is important for renormalizability. The
divergence can be removed by defining the bare coupling λ0 as
λ0 = λr +
3λ2r
16π2
ln Λ/µ (51)
where, again, λr and µ are independent of Λ. (The factor of 3 comes from adding the
crossed contributions.) If we had found that the nontrivial function of external momenta
was multiplied by a divergent coefficient, we would be in trouble. In that case we would
have to modify the original (bare) theory with a counterterm that did not resemble the
simple operators in the action we started with. In fact, a theory with a nontrivial function
of momentum in the action would be nonlocal. If you Fourier transform a generic function
f of momentum back to position space, you would generally need arbitrarily large numbers
of derivatives. For example, by Taylor-expanding f ,
f(q1 + q2)φ˜(q1)φ˜(q2)φ˜(q3)φ˜(q4) =
∑
n
fn(q1 + q2)
2nφ˜1φ˜2φ˜3φ˜4 (52)
→
∑
n
fn∂µ∂
µ(φ1φ2)φ3φ4, (53)
which would be a rather ugly term to add to a Lagrangian. We say that an interaction with
arbitrarily large number of derivatives is nonlocal because we know that
φ(x)φ(x+ a) = φ(x)ea
d
dxφ(x) (54)
= φ(x)
∑
n
1
n!
(
a
d
dx
)n
φ(x) (55)
for example. This would be something like a theory with instantaneous action at a distance
(the distance being a). Such an interaction contradicts our cherished belief that all interac-
tions are fundamentally local in nature, occuring at a specific point in spacetime, at least
down to the (100 GeV)−1 distance scales which have been experimentally explored.
Fortunately, we are able to absorb the new infinity simply into the coupling constant λ.
In this way, the scattering cross section computed at one loop is independent of Λ, just like
the mass shift was. Similarly to that example, we must determine an unknown combination
λr − λ
2
r
16π2
lnµ by comparing the theory to the measured value of the cross section.
Again, we come to the question: where is the predictive power of the theory if we are
merely fixing the unknown parameters in the Lagrangian by comparing to measured quan-
tities? The answer is that by fixing just these two quantities, the mass and the coupling,
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we are able to compute everything else, and thus make predictions for an arbitrarily large
number of other physical processes. This is the crux of renormalizability: a theory is said to
be renormalizable if only a finite number of parameters need to be shifted in order to remove
all the infinities.
For example, we could consider an inelastic scattering process, in which two particles
collide to create four particles. Some of the tree diagrams for this process are shown in
fig. 12. Now consider a one-loop correction, fig. 13. For simplicity, let’s assume that the
net external momentum entering and leaving the graph is zero. This assumption can’t be
true for a real process in which all the external particles are on their mass shells (on-shell,
meaning each particle satisfies p2 = m2), since in that case we should have at least 4m of
energy entering the diagram in order to produce four particles at rest. However, the point I
want to make concerns the contribution to this diagram from very high-momentum virtual
particles, which is insensitive to the small external momentum. The Feynman rules tell us
that (after Wick-rotating)
Γ6 ∼
∫
d 4pE
(2π)4
1
(p2E +m
2)3
(56)
which is a convergent integral. Similarly, it is easy to see that higher-point functions are
even more convergent. At one loop order, the only divergent quantities are Γ2 and Γ4, and
this is why we can renormalize the theory using only two parameters, m2 and λ.
1
3
6
5
4
2
1 3
4
5
6
2
+
Figure 12. Tree-level contributions to 2→ 4 scattering.
1
2
3
4
5
6
Figure 13. One-loop contribution to 2→ 4 scattering.
The estimate (56) is an example which leads the way to a general power-counting argu-
ment of the type which was first introduced by S. Weinberg, for establishing the renormal-
izability of a theory. The argument goes like this: let’s consider an arbitrarily complicated
Feynman diagram, which has L loops, V vertices, and E external legs. We would like to
know which diagrams in the theory are divergent, to extend the concept of renormalization
beyond just one loop. We know that each loop will give us an integral of the form
∫
d 4p
(2π)4
;
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how badly these integrals can diverge in the UV (ultraviolet, high momentum) depends on
how many propagators there are. To count the number of propagators, we need the number
of internal lines, I. Before doing contractions, there are 4V − E lines available to contract,
and afterwards there are
I = 2V − E/2 (57)
internal lines. There is also a relationship between these quantities and the number of
loops. Each internal line has a momentum associated with it, and each vertex must conserve
momentum. The total number of internal lines minus vertices is related to the number of
independent momenta, which is also the number of loops:
L = I − V + 1 = V −E/2 + 1 (58)
By dimensional analysis, the diagram must be divergent if 4L exceeds 2I (since each propa-
gator goes like 1/p2), and we call this difference the superficial degree of divergence, D:
D = 4L− 2I = 4V − 2E + 4− 4V + E = 4−E (59)
D is the minimum power of Λ with which a diagram with E external legs can be expected
to scale: E = 2 gives the quadtratic divergence D = 2, and E = 4, D = 0 is log divergent.
We did not yet discuss the vacuum diagrams, with no vertices, as in fig. 14, but it is easy
to see that they also obey this rule, being quartically divergent. (Vacuum diagrams give
contributions to the energy density of the vacuum, i.e., the cosmological constant.)
Figure 14. “Figure eight” vacuum diagram, which is quartically divergent.
According to this superficial counting, one might expect all the higher point functions to
be finite, as indeed our one-loop examples proved to be. However, one can always embed one
of the divergences from Γ2 or Γ4 inside a diagram with an arbitrary number of external legs,
rendering it divergent, which is why this kind of power-counting criterion is superficial. For
example, insertion of a mass correction on the external legs of the 6-point function produces a
quadratic divergence, while the other diagram shown (b) is log divergent (fig. 15). However,
it should not be too surprising that these divergences, which are not accounted for by the
simple power-counting argument, do not pose any new problems—in fact, they are already
automatically taken care of by the renormalization of the mass and coupling which we have
already done!
1 3
4
5
6
2
+
1
3
6
5
4
2
(a) (b)
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Figure 15. Divergent contributions to 6-point function.
For example, fig. 15(a) corresponds to correcting the mass of one of the external legs.
Really, we should correct the masses of all the external particles, not just one of them. Mass
renormalization is somewhat special in this respect. To correct the propagator, we had to
imagine summing up the entire geometric series of diagrams which were of the form of fig.
7. As the great theorist and pedagogue of field theory Sidney Coleman put it, this is the
one nonperturbative step you must always do in perturbation theory. In practical terms, it
means that we don’t really have to write down the diagrams like fig. 15(a); we merely keep
in mind that masses will get renormalized.
What about the log divergence in fig. 15(b)? It is pretty obvious that this gets canceled
by the counterterm (divergent part) from the corresponding vertex of the tree diagram shown
in fig. 16.
1
3
6
5
4
2
Figure 16. Divergent counterterm contribution to 6-point function, which cancels the divergent
part of fig. 15(b).
We can make a distinction between the kinds of diagrams which are intrinsically impor-
tant for renormalization, versus those for which renormalization automatically works because
of taking care of the first kind. Notice that the diagrams in fig. 15 can be chopped up into
smaller diagrams by severing just a single line. These are call one-particle reducible graphs,
abbreviated 1PR. On the other hand, the diagrams like figs. 6, 8, 9 cannot be split into
two separate graphs by cutting a single line. They are called one-particle irreducible, 1PI.
The latter are the important ones from the point of view of renormalization; they are the
primitively divergent diagrams, if they are divergent. Any other divergences that occur can
be considered to come from the embedding of the primitively divergent diagrams inside a
more complicated diagram.
So far we have concentrated mainly on one-loop effects. Does anything qualitatively new
happen at two loops? In fact, yes. Notice that our counterterms so far only include two of
the three operators of the original Lagrangian:
Lc.t. = −1
2
λˆ(m2r ln Λ
2/µ2 − Λ2)φ2 − 3λ
2
r
4! 16π2
ln(Λ/µ)φ4 (60)
These are the divergent parts of the bare Lagrangian. But we might have also expected to
obtain a term of the form
Zφ(Λ)∂µφ∂
µφ (61)
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where Zφ is some divergent function of Λ. This is the normal situation, but in the present
theory, it happens to first arise at two loops, through the setting sun diagram, fig. 8. The
thing that distinguishes this from the mass shift, fig. 6, is that the divergent part of fig. 8
does have momentum dependence. It gives a contribution
δΓ2(q) =
(−iλ)2
6
∫
d 4p
(2π)4
d 4r
(2π)4
i
((p− r)2 −m2)
i
((p+ q)2 −m2)
i
(r2 −m2) (62)
which we can Taylor-expand in powers of the external momentum q. Notice that odd powers
of q must have vanishing coefficients because δΓ2(q) is a Lorentz scalar, and there is no
4-vector to contract with other than qµ. Let us write
δΓ2(q) =
∑
n=1
q2nδΓ
(n)
2 (Λ) (63)
By counting powers, it is easy to see that the only divergent terms in this expansion are
δΓ
(0)
2 = δΓ2(0) ∼ Λ2 (64)
δΓ
(1)
2 ∼ ln Λ (65)
The first term, with no momentum dependence, is a new, two-loop contribution to the mass
correction. The second term, since it goes like q2, is the Fourier transform of the operator
∂µφ∂
µφ. All the higher terms in the expansion are convergent without the cutoff and do not
require renormalization. Let us suppose that δΓ
(1)
2 has the form
δΓ
(1)
2 = a + b ln Λ (66)
Then if we add a term
Lc.t. = previous terms + 1
2
δZφ ∂µφ∂
µφ (67)
to the counterterm Lagrangian, with
δZφ = −(b ln Λ/µ) (68)
for some µ, then the divergent part of the new contribution will be canceled. Let’s verify
this by treating Lc.t. as a perturbation to the 2-point function. In the path integral, it gives∫
Dφ eiSφ(x)φ(y) i
2
∫
d 4x′ δZφ ∂µφ∂µφ (69)
which contributes
δΓ2(q) = q
2δZφ + . . . (70)
to δΓ2(q). The factor of 1/2 is canceled by the number of ways of doing the contractions.
This result therefore cancels the divergent part of fig. 17.
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Figure 17. Momentum-space version of setting sun diagram.
This last kind of correction is called wave function renormalization, because it can be
absorbed into a rescaling of the field. Indeed, the renormalized Lagrangian has the form
Lren = 1
2
(1 + δZφ(Λ)) ∂µφ∂
µφ− 1
2
m˜20(Λ)φ
2 − λ˜0(Λ)
4!
φ4 (71)
I have used tildes on m˜20 and λ˜0 to distinguish them from the final renormalized couplings
which we will now define. If we rescale the field by φ = φ0/
√
Zφ, where Zφ = 1 + δZφ, then
Lren = 1
2
∂µφ0∂
µφ0 − 1
2
m˜20
Zφ
(Λ)φ20 −
1
4!
λ˜0
Z2φ
(Λ)φ40 (72)
In light of this, we should redefine the bare mass and coupling to include the effect of wave
function renormalization:
Lren → 1
2
∂µφ0∂
µφ0 − 1
2
m20(Λ)φ
2
0 −
λ0
4!
(Λ)φ40 (73)
where
m20 =
m˜20
Zφ
; λ0 =
λ˜0
Z2φ
(74)
The final form (73) is how the renormalized Lagrangian is conventionally defined: the kinetic
term of the bare field is canonically normalized. The divergences appearing in the newly
defined counterterms for the mass and the coupling no longer exactly cancel the divergences
of the diagrams like fig. 6 and fig. 9 and their higher-loop generalizations; they also include
the effects of wave function renormalization.
For example, the divergent δZ terms we have absorbed into λ are such as to partially
cancel out the corresponding divergences in fig. 18. However, we truncate the external lines,
including the setting sun diagrams, when we implement the LSZ procedure, so the extra
factors of 1 + δZ in λ0 have to be taken out again to get a finite 1PI amplitude if we are
computing it from the renormalized Lagrangian (73). For the 4-point function, we write the
renormalized amplitude (which is finite) in terms of the bare one (the one computed from
(73)
Γ
(r)
4 =
√
Zφ
4
Γ
(0)
4 (75)
= (1 + δZφ)
2Γ
(0)
4 (76)
∼= (1 + 2δZφ)Γ(0)4 (77)
where we expanded perturbatively in the last approximation. The factor of 2 = 4/2 is there
because there are 4 external legs in the diagram. Notice that the amplitudes in question are
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the 1PI vertices. Also, in the above description, Γ
(0)
4 is the proper vertex that was computed
from the renormalized Lagrangian (73), including all the loop corrections to the relevant
order. But we call it the unrenormalized vertex since it is not finite until w.f.r. is applied.
+ + +
Figure 18. Two-loop divergent contributions to the 1PR Green’s functions, which are partially
canceled by the δZ factors hidden in λ0.
Another example of how wave function renormalization works is provided by fig. 19. Four
of the eight δZ/2 factors hidden in the vertices cancel the divergence associated with w.f.r.
in the internal lines. However, the remaining four would like to do the same for the external
lines, which are not present in the proper vertex. So again eq. (61) must be applied.
In this discussion we have stressed the removal of divergences, but you should keep
in mind that w.f.r. would still be necessary even if δZ was completely finite. Otherwise
the amplitudes we compute would not be correctly normalized. A field φ is canonically
normalized if its creation and annihilation operators give the actual number of particles in a
state (the number operator) when acting upon that state: a†a|Φ〉 = N |Φ〉. Such a field has
a propagator i/(p2 −m2), not iZφ/(p2 −m2). But in general it is necessary to start with a
tree-level propagator of the latter form so that when we add the loop corrections to it, the
physical propagator has the correct normalization.
N.B. when you solve problem 4(c), compute the renormalized 3-point function, so you
can get some practice with implementing w.f.r.
+
Figure 19. Three-loop divergent contributions to the 1PR Green’s functions, which are only
partially canceled by the δZ factors hidden in λ0.
Let’s take a moment to clarify some potentially confusing terminology. The original
Lagrangian we write down before worrying about renormalization is the bare Lagrangian,
while (73) is the renormalized one, even though it is written in terms of the bare parameters
and the bare field. We can split Lren into two pieces, a finite part and a counterterm part:
Lren = L+ Lc.t., (78)
where Lc.t. contains all the pieces which diverge as Λ → ∞. The parameters which appear
in L are closely related to what we call the renormalized parameters, and to the physical
measured values:
physical parameter = (parameter in L) + (finite part of loop calculations) (79)
There is another way of specifying what we mean by the renormalized parameters. It is
always possible to write the bare parameters as
m20(Λ) = Zm(Λ)m
2
r; (80)
λ0(Λ) = Zλ(Λ)λr, (81)
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where m2r and λr are finite and Λ-independent—these are the renormalized values—while
all the Λ-dependence is contained in the factors Zm and Zλ. It is important to notice that
this definition does not uniquely specify the values of the renormalized parameters, however.
The reason is the ambiguity in separating divergent from convergent contributions. Since Λ
has dimensions of mass, we cannot simply subtract ln Λ; we have to subtract ln Λ/µ, where
µ is some arbitrarily chosen mass scale. This arbitrariness will play a crucial role in defining
the concept of the renormalization group.
It is remarkable that our renormalized Lagrangian has exactly the same form as the
bare one. In fact this is the definition of a renormalizable theory: no new operators are
required to be added to the theory to make it finite. This did not have to be the case by any
means: renormalizable theories are a set of measure zero in the space of all possible theories.
Consider the result of adding an interaction term of the form
Lint = − gn
Mn−4
φn (82)
to the Lagrangian. We can repeat the power counting argument we did previously to find
out which diagrams are superficially divergent. To be even more general, let’s suppose we
are working in d spacetime dimensions instead of 4. Then
I = nV/2− E/2; (83)
L = I − V + 1 = (n/2− 1)V −E/2 + 1; (84)
D = dL− 2I = (d(n/2− 1)− n)V − (d/2− 1)E + d (85)
= (n− 4)V − E + 4 for d = 4 (86)
This gives us the important result that when d = 4 and n > 4, an E-point function becomes
more and more divergent as we add more vertices (hence loops). Then in addition to the
0-, 2- and 4-point functions being divergent, as we had in λφ4 theory, we get divergences in
amplitudes with arbitrarily large numbers of external legs, provided we go to high enough
order in perturbation theory. To remove the infinities from this theory, we have to add
counterterms of the form (82) to all orders, i.e., infinitely many of them. But to fix the
values of the finite parts of the counterterms, we would have to match to the measured
values of the cross sections for 2 → n scattering processes, for all n. Hence there is no
predictive power in such a theory—it requires infinitely many experimental inputs.
For this reason, nonrenormalizable theories were considered to be unphysical in the early
days of quantum field theory—and even until relatively recent times. This viewpoint has
changed since the crucial contributions of K.G. Wilson to the theory of renormalization. We
now recognize that operators of the form (82) will be present in any realistic theory, which
does not pretend to be accurate to arbitrarily high energies. The reason the new operators
are not a problem is that their coefficients are small, because the mass scales which suppress
them are large. For example if we have a heavy particle ψ of mass M , coupled to φ with the
interaction gφ3ψ, then the virtual exchange of a ψ particle as shown in fig. 20 produces the
effective interaction
− g
2
M2
φ6 (87)
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at low external momenta, p2 ≪ M2. But at large momenta, one sees that the factor of 1/M2
is really coming from the internal propagator,
− g
2
M2
φ6 → g
2
p2 −M2φ
6 (88)
In this way, what looked like a nonrenormalizable operator at low energy can be seen to
originate from a renormalizable theory, that contained an additional heavy particle. We say
that we have integrated out the heavy particle (in the sense of having done the path integral
over ψ) to obtain the effective interaction (87).
(a) (b)
Figure 20. (a) Virtual exchange of a heavy particle (dashed line) giving rise to (b) an effective
φ6 interaction.
From (85) we can see which theories are renormalizable in other dimensions. In d =
6, φ3 is the highest power that is allowed. For larger d, any n greater than 2 gives a
nonrenormalizable theory. On the other hand, in d = 2, all operators are allowed.
6 Running couplings and the renormalization group
So far we have introduced renormalization merely as a trick for removing the ultraviolet
divergences from a quantum field theory. However, it has much deeper implications than
that. The major concept that will be revealed is that physical parameters like the coupling
constant are not really constants, but they depend on the scale of energy at which the
experiment is performed. The couplings are said to run in response to changes in the energy
scale.
We can see this behavior in λφ4 theory if we return to the one-loop correction to the
4-point function, which was partially calculated in eq. (50). Let’s finish the computation
now. All that remains is to do the Feynman parameter integration. If we write M2(q) =
m2(1 + (4/a)(x2 − x)) where a = 4m2/q2, then [6]
δΓ
(a)
4 = i
λ2
32π2
∫ 1
0
dx
[
ln(Λ2/m2)− 1− ln(1 + (4/a)(x2 − x))] (89)
= i
λ2
32π2
[
ln(Λ2/m2) + 1−√1− a ln
(√
1− a+ 1√
1− a− 1
)]
(90)
For q2 ≫ m2 (a≪ 1), this becomes
δΓ
(a)
4 = i
λ2
32π2
[
ln(Λ2/q2) + 1
]
(91)
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and, by adding to this the counterterm, (i.e., by replacing λ by λ0), and the crossed-channel
contributions, the complete 4-point function at one loop is given by
Γ4 = −iλr
1 + λr
32π2
∑
q2=s,t,u
ln
q2
µ2
 (92)
−→ λeff(E) ∼= λr
(
1 +
3λr
32π2
ln
4E2
µ2
)
(93)
The last approximation is assuming that s, t and u are of the same order of magnitude,
which is true for generic scattering angles.4
This result has the important implication that the effective value of λ is energy-dependent,
and it increases logarithmically as we go to higher energies. (Recall that in the center of mass
frame, q2 = s = 4E2.) This is our first example of a running coupling, and it gives a hint
about how renormalization determines the running. Notice that the dependence on energy
is tracked by the dependence on the arbitrary scale µ which was introduced in the process
of renormalization. This µ-dependence in turn goes with the dependence on the cutoff Λ.
The divergent part of the diagram was much easier to compute than the finite part, yet it
appears that we could possibly have deduced the dependence on q2 (when q2 ≫ m2) just by
knowing the divergent part. This is just what the renormalization group does for us, as I
shall now try to explain.
It was mentioned earlier that there is a fundamental ambiguity in choosing the countert-
erms because there is no unique definition of the divergent part of a diagram. This ambiguity
manifests itself in the fact that the value of µ is arbitrary. Suppose we measure the cross
section at some energy E0. From this we deduce the value of λeff(E0). This effective cou-
pling is the value of λ that gives the measured value for the cross section when we just do a
tree-level calculation. However, this only fixes some combination of the two parameters λr
and µ. We can always choose a different value of µ and compensate by shifting the value of
λr. Since the value of µ is arbitrary, no physical quantity can depend upon it. Thus, similar
to the way in which λ0 had to be a function of Λ, λr must be regarded as function of µ:
λeff(E) = λr(µ)
(
1 +
3λr(µ)
32π2
ln
4E2
µ2
)
(94)
µ is known as the renormalization scale. It is closely related to the subtraction point. The
latter is another name for the value of the external momenta at which the experiment was
done, that was used to fix the value of the renormalized coupling. (It is the scale at which the
divergent parts of the amplitude were subtracted, hence the name.) If we choose µ = 2E0,
the renormalized coupling is equal to the effective coupling, which is rather nice.
A technical point: it is also permissible to choose the subtraction point to be an unphys-
ical value of the external momenta, that is, where the vertex is off-shell. For example, it is
4You might worry about the fact that t is negative, so that we have the logarithm of a negative number
for the t-channel contribution. This is not an intrinsically bad thing since Γ4 is allowed to be complex. We
will discuss the analytic behavior of this amplitude in more detail later on. Suffice it to say that for large
|t|, the term in parentheses is dominated by its real part, which is gotten from taking the absolute value of
the argument of the log.
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sometimes mathematically simpler to renormalize for vanishing external momenta, pi = 0.
The subtraction point can be different for each amplitude Γn. For Γ4 one might choose
pi ·pj = M2(δij−1/4) since this gives s = t = u =M2. However it is done, the renormalized
couplings will then be simply related to an amplitude which is analytically continued away
from its physical value. One could always translate this back into a more physical subtrac-
tion scheme, since it is similar to a change in the choice of µ, upon which no physics can
depend.
Now let’s explore the consequences of demanding that no physical quantity depends on
µ. In the present discussion, λeff has direct physical meaning, being defined in terms of the
measured value of the cross section. Thus
µ
∂
∂µ
λeff(E) = 0 = µ
∂λr
∂µ
− 3λ
2
r
16π2
+O
(
λr µ
∂λr
∂µ
)
(95)
which implies that
β(λr) ≡ µ∂λr
∂µ
=
3λ2r
16π2
+O(λ3r) (96)
This is known as the beta function for the coupling λ, and it will play a very important
role in the theory of renormalization. We can integrate β(λr) between µ0 and µ to find the
µ-dependence of λr:
λr(µ) =
λr(µ0)
1− 3λr(µ)
16π2
ln µ
µ0
(97)
= λr(µ0)
(
1 +
3λr(µ0)
16π2
ln
µ
µ0
)
+O(λ3r) (98)
The expansion (98) is in recognition of the fact that we have not yet computed higher
order terms in the perturbation series, so we cannot trust (97) beyond order λ2r (be warned
however that I am going to partially take back this statement in a moment!). We see that
λr(µ) depends on µ in exactly the same way as λeff(E) depends on E (on 2E, to be precise—
due to the fact that the total energy entering the diagram is 2E). Thus the renormalized
coupling is very closely related to the physically measured coupling, and the way it runs
does tell us about the energy-dependence of the latter. We quickly become accustomed to
thinking about the two quantities interchangeably. This is the real power of renormalization.
Moreover, there is a way of making the connection between λeff and λr stronger. Since we
have the freedom to choose the value of µ at will, we can ask whether some choices are more
convenient than others. Suppose we are doing measurements near some fixed energy scale,
like the mass of the Z boson, E = MZ . It makes sense to choose µ = 2E, because then the
correction of order λ2r vanishes in eq. (94), and we have λeff(E) = λr(µ). For this value of µ,
we get the correct answer already from the tree-level calculation. Of course this is neglecting
higher orders in perturbation theory, but it seems plausible that minimizing the size of the
first order corrections will also lead to the higher order corrections being relatively small.
This point can be seen explicitly in the expansion of the integrated result (97). Suppose
we could believe this result to all orders in λr, and further suppose that we had chosen the
logarithm to be large so that the O(λ2r) correction is sizeable compared to λr. Then it easily
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follows that all the higher order corrections are large too, since the expansion has the form
1+x+x2+ · · ·. On the other hand, we wondered if such a conclusion could really be drawn,
since we have not computed the O(λ3r) contributions. Interestingly, the higher terms in our
expansion do have meaning: they contain what are known as the leading logarithms in the
perturbative expansion of the 4-point function. Consider the effect of the 2-loop contribution
to λeff on the beta function, which could be written generically in the form
β(λr) = b1λ
2 + b2λ
3 + · · · (99)
If we truncate at the cubic order and integrate, we get
λr(µ) =
λr(µ0)
1− b1λr(µ0) ln µµ0 + b2b1λr(µ0) ln
(
1/λr(µ)+b2/b1
1/λr(µ0)+b2/b1
) (100)
∼= λr(µ0)
1− b1λr(µ0) ln µµ0 − b2λ2r(µ0) ln
µ
µ0
+ . . .
(101)
If we expand this again in powers of λr(µ0), we get
λr(µ) ∼= λr(µ0)
(
1 +
(
b1λr(µ0) + b2λ
2
r(µ0)
)
ln
µ
µ0
+
(
b1λr(µ0) ln
µ
µ0
)2
+ · · ·
)
(102)
We see that the b2 term is subleading to the b
2
1 term if the log is large. This is what is meant
by leading and subleading logs. By integrating the beta function at order λ2r, we sum up
all the leading logs to all orders in perturbation theory. The b2 term gives us the next-to-
leading order (NLO) logs, b3 the next-to-next-to leading (NNLO), and so on. The existence
of leading and subleading logs can also be guessed from comparing some of the higher order
diagrams for the 4-point function, as in fig. 21. The first of these (a) is just a product of the
one loop diagram, as far as the dependence on external momentum goes, so it has two powers
of logs. The second (b) can have only a single log because the loop with three propagators is
UV convergent, and only the loop with the single propagator contributes a log. The miracle
is that the renormalization is able to tell us how diagram (a) contributes to the leading
dependence on energy of λeff even though we only computed the one-loop contribution, fig.
10. This process of summing up the leading logs is called the Renormalization Group (RG)
improved perturbation expansion.
(a) (b)
Figure 21. (a) Leading and (b) subleading log contributions to the running of λ.
By now you must be really wondering what the Renormalization Group is. It is only
trivially a group in the sense of group theory. An element of the renormalization group is a
scale transformation of the renormalization scale [7]:
µ→ etµ (103)
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Two successive transformations of this kind are another scale transformation,
et1et2µ = et1+t2µ (104)
so it is obviously a group, but that is not really the point. The goal is to deduce how Green’s
functions scale with the external momenta, as we have illustrated in the case of the 4-point
function. Let’s now do it more generally, for an n-point function.
Imagine starting with the renormalized theory and computing the n-point proper vertex
with a cutoff. It depends on the bare parameters, the cutoff, and the external momenta pi:
Γn(λ0, m0,Λ, pi). Recall that it is not enough to just use the properly defined parameters
λ0, m0 to get finite results as Λ→∞; we also need to do wave function renormalization:
Γ(r)n = Z
n/2
φ Γ
(0)
n (105)
Γ
(r)
n is a physical observable, and therefore you might guess that it must not depend
on the arbitrary renormalization scale that was introduced in the process of removing UV
divergences. Strangely, however, it is Γ
(0)
n which is really independent of µ. Γ
(0)
n is a function
of m20, λ0, and Λ, and m
2
0, λ0 are actually independent of µ. Indeed, you can see from
comparing (51) and (98) that λ0 does not depend on µ because the implicit µ dependence
in λr(µ) cancels the explicit dependence from ln(Λ/µ). Similarly, the implicit µ dependence
in m2r(µ) cancels the explicit dependence from ln(Λ/µ) in eq. (41). Hence we can write
µ
∂
∂µ
Γ(0)n (λ0(Λ), m
2
0(Λ),Λ) = 0 (106)
On the other hand, Zφ does depend explicitly on µ, with the functional form
Zφ = 1 + cλ
2
r ln(Λ/µ) (107)
for some constant c, and it is clear from the way in which λr is known to depend on µ that
the µ dependence in Zφ is not canceled by that of λr. Γ
(r)
n actually does depend on µ. The
general form of the renormalization group equation (RGE) exploits the µ-independence of
Γ
(0)
n to determine just how Γ
(r)
n must depend on µ:
µ
∂
∂µ
Γ(0)n = 0 (108)
−→ 0 = µ ∂
∂µ
(
Z
−n/2
φ Γ
(r)
n (λr, mr, pi, µ)
)
(109)
= Z
−n/2
φ
(
µ
∂
∂µ
+ β(λ)
∂
∂λ
+ γmm
∂
∂m
− nγ(λ)
)
Γ(r)n (λ,m, pi, µ) (110)
where the dimensionless functions are defined as
β(λ) = µ
∂λ
∂µ
; (111)
γm = µ
∂
∂µ
lnm (112)
γ(λ) = µ
∂
∂µ
ln
√
Zφ (113)
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The function γ(λ) is called the anomalous dimension, for reasons that will become clear.
We want to use the renormalization group equation to deduce how Γ
(r)
n changes if we
rescale all the momenta:
pi → etpi (114)
But since the procedure is a little complicated, I want to first illustrate what is going on
using the 4-point function at one loop as an example. We had
Γ
(r)
4 (pi, λr, µ) = λr
1 + ∑
q2=s,t,u
λr
32π2
ln
q2
µ2

→ Γ(r)4 (etpi, λr, µ) = λr
1 + ∑
q2=s,t,u
λr
32π2
ln
etq2
µ2

= Γ
(r)
4 (pi, λr, e
−tµ) (115)
But we know that a change in µ can always be compensated by changing the value of λr:
5
Γ
(r)
4 (pi, λr(µ), µ) = Γ
(r)
4 (pi, λr(e
tµ), etµ). (116)
By simply renaming the slot for the explicit dependence on µ, this becomes
Γ
(r)
4 (pi, λr(µ), e
−tµ) = Γ(r)4 (pi, λr(e
tµ), µ). (117)
Putting this together with (115), we get
Γ
(r)
4 (e
tpi, λr, µ) = Γ
(r)
4 (pi, λr(e
tµ), µ) (118)
We see (again) that going to higher energy scales for the external particles is equivalent to
changing the renormalized coupling constant, by rescaling µ. Recall that the µ dependence
of λr was determined by integrating the beta function (111).
There were three things in the above example that made it special: (1) The 4-point
function is dimensionless. (2) It did not depend on the mass. (3) There is no effect of wave
function renormalization at one loop. Concerning (1), when the vertex has nonvanishing
dimensions, then the first step, rescaling pi by e
t, cannot be undone simply by absorbing it
into µ. This is obvious with the 2-point function (inverse propagator) at tree level:
Γ2 = p
2 → e2tp2. (119)
In general, the dimension of Γ
(r)
n is (mass)4−n, i.e.,
Γ(r)n ∼ |pi|4−nf
(
λr(µ),
pi
µ
,
mr(µ)
µ
, µ
)
(120)
→ e(4−n)t|pi|4−nf
(
λr(µ),
etpi
µ
,
mr(µ)
µ
, µ
)
(121)
= e(4−n)t|pi|4−nf
(
λr(µ),
pi
e−tµ
,
e−tmr(µ)
e−tµ
, µ
)
(122)
5we can ignore the effect of w.f.r. here because we are only working at one loop in this example
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so that when we do the first step, we pick up a factor of e(4−n)t which wasn’t there for the
4-point function. Concerning point (2), we see that the effect of et inside f can no longer
be absorbed into a redefinition of the explicitly-appearing µ, since it can now be combined
with both m and with pi. And even if we could ignore the mass, point (3) implies that
the function f is not invariant under a combined change of µ and λr, since we have to take
w.f.r. into account as well. The final step is to use the µ-independence of the unrenormalized
vertex to let µ→ etµ:
Γ(r)n ∼ e(4−n)t
(
Zφ(λ(e
tµ), etµ)
Zφ(λ(µ), µ)
)−n/2
︸ ︷︷ ︸ |pi|4−nf
(
λr(e
tµ),
pi
µ
,
e−tmr(etµ)
µ
, µ
)
(123)
e−n
∫ t
0
γ(λr(etµ))dt
Putting it all together, we get
Γ(r)n (e
tpi, λr(µ), mr(µ), µ) = e
(4−n)t−n ∫ t
0
γ(λr(etµ))dtΓ(r)n (pi, λr(e
tµ), e−tmr(etµ), µ) (124)
This is the most general form of the solution to the RGE. Notice that I did not actually
refer to the RGE to write it down; rather I used the µ-independence of the unrenormalized
vertex. However, you can verify that (124) does satisfy the RGE. What was the point of
differentiating Z
−n/2
φ Γ
(r)
n with respect to µ and then integrating again? Remember that by
doing this for Γ4, we were able to go from the simple one-loop result (98) for the effective
coupling, to the RG-improved version (97) which summed up the leading logs. Integrating
the RGE allows us to do likewise for the other proper vertices.
Now we can see the origin of the name anomalous dimension. If γ(λ) was a constant,
the overall rescaling factor in front of the vertex function would be
e(4−n−nγ)t (125)
so having a nonzero value for γ is akin to changing the dimension of the vertex. It transforms
as though its overall momentum dependence was of the form |pi|4−n−nγ instead of |pi|4−n.
This is the physical consequence of wave function renormalization.
Another point worth noting is that the presence of the mass generally makes it much
more difficult to explicitly solve the RGE’s in realistic problems, where we typically have
several coupling constants whose RGE’s are coupled to each other. If the external momenta
are sufficiently large, then it is usually a good approximation to ignore the dependence on
m.
Let’s illustrate the RGE’s for one more physical process, the 2 → 4 scattering. How
does Γ6(pi) scale with changes in the energy scale pi → etpi? Naively, we would expect the
dependence
Γ6(e
tpi) ∼ e−2tΓ6(pi) (126)
from the dimensionality of the process: the diagrams of figure 12 contain one propagator,
which at high energies looks like 1/p2. But we know that the loop corrections to the vertices
will alter this, in particular diagrams like fig. 15(b) which introduce logarithmic dependence
on the external momenta. If we ignore the mass dependence (assuming p2 ≫ m2 in the
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virtual propagators) and the effect of w.f.r. (since this is higher order in λ), then the RGE
tells us that
Γ6(e
tpi) ∼= e−2t
(
λr(e
tµ)
λr(µ)
)2
Γ6(pi) (127)
since the tree diagram is of order λ2. The significant thing is that the λr(µ) factors appearing
here are the renormalization group improved ones (97), so indeed we have summed up the
leading logs in getting this expression. If we further improve this by including the effect of
w.f.r., we will see the anomalous dimension coming in, e−2t → e−(2+γ)t in the approximation
where the anomalous dimension γ is relatively constant over the range of scales of interest.
Finally, if we are working at scales where the masses are not negligible, we will have functions
like 1/(p2 −m2r(µ)) in the amplitude, which scales like e−2t/(p2 − e−2tm2r(etµ)).
7 Other regulators
The momentum space cutoff we have been using is the most intuitive form of regularization,
but it is not the most efficient one. For a scalar field theory which does not have any gauge
symmetries to preserve it is fine. But in a gauge theory, the momentum space cutoff is bad
news. Under a gauge transformation, the vector potential and the electron field transform
like
Aµ(x)→ Aµ(x) + ∂µΩ(x); ψ(x)→ eieΩ(x)ψ(x) (128)
Suppose we have limited the quantum fluctuations of these fields to having (Euclidean)
momenta with |p| < Λ. But if Ω(x) is rapidly varying in space, then the fields will have
larger momenta, exceeding the cutoff, after the gauge transformation. In other words, the
momentum cutoff does not respect the gauge symmetry. And breaking the gauge symmetry
leads to all sorts of technical problems in defining the theory and insuring its consistency.
In the process of trying to define and prove the renormalizability of the SU(2) electroweak
theory of the SM, ’t Hooft invented a very elegant alternative called dimensional regulariza-
tion (DR). One regards the dimension of spacetime as a continuous parameter, under which
physical quantities can be analytically continued. A loop diagram of the form∫
d dp
(2π)d
1
(p2 +m2)α
(129)
converges for d < α/2. By evaluating loop integrals in the region of d where they converge,
and then analytically continuing back to d = 4 (or close to 4), we are able to regularize
the divergences. The expressions so obtained will have poles of the form 1/(d − 4) which
prevent us from taking d→ 4 until the divergences have been subtracted. So in this method,
quantities which diverge as Λ→∞ using a cutoff display divergences in the form of 1/(d−4)n.
In scalar field theory, DR is very simple to implement; we just need to analytically
continue the momentum space integral:
d 4p
(2π)4
→ dΩd−1p
d−1dp
(2π)d
(130)
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There is a nice trick for deriving the volume Ωd−1 of the d−1-sphere. Evaluate the following
integral (in Euclidean space) using either Cartesian or spherical coordinates:∫
d dp
(2π)d/2
e−(p
2
1+···+p2d)/2 =
(∫ ∞
−∞
dp
(2π)1/2
e−p
2/2
)d
= (1)d (131)
=
∫
dΩd−1pd−1dp
(2π)d/2
e−p
2/2 (132)
=
Ωd−1
(2π)d/2
2d/2−1
∫ ∞
0
du ud/2−1e−u (133)
=
1
2
Ωd−1
πd/2
Γ(d/2) (134)
Therefore
Ωd−1 =
2πd/2
Γ(d/2)
(135)
and we thus know how to define all the integrals that will arise.
In particular, the integral (129) evaluates to∫
d dp
(2π)d
1
(p2 +m2)α
=
1
2
Ωd−1
(2π)d
∫ ∞
0
du
ud/2−1
(u+m2)α
(136)
(137)
=
1
2
Ωd−1
(2π)d
(m2)d/2−α
∫ ∞
0
dy yd/2−1(1 + y)−α︸ ︷︷ ︸ (138)
Γ(d/2)Γ(α− d/2)
Γ(α)
(139)
=
Γ(α− d/2)
(4π)d/2Γ(α)
md−2α (140)
In four dimensions, we know that the integral diverges for the common values of α = 1 and
2. Let us write the number of dimensions as
d = 4− 2ǫ (141)
with the limit ǫ → 0 representing the removal of the cutoff (analogous to Λ → ∞). The
analytic properties of the gamma function tell us how the integral diverges. For positive
integer values n,
Γ(−n + ǫ) = (−1)
n
n!
[
1
ǫ
+ ψ(n+ 1) +
ǫ
2
(
π2
3
+ ψ2(n+ 1)− ψ′(n+ 1)
)
+O(ǫ2)
]
(142)
where ψ is the logarithmic derivative of the gamma function, ψ(n+1) = 1+1/2+. . .+1/n−γ,
ψ′(n) = π2/6+
∑n
k=1 1/k
2, ψ′(1) = π2/6 and γ = ψ(1) = −0.5772 . . . is the Euler-Masheroni
constant [6]. Normally one does not need to know all these finite parts; the 1/ǫ pole is the
most interesting part.
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There is one more subtlety with DR: the action no longer has the right dimensions unless
we adjust the coupling constant. The renormalized action now reads
S =
∫
d dx
(
1
2
(∂φ0)
2 − 1
2
m20φ
2
0 −
λ0
4!
φ40
)
(143)
φ0 has mass dimension of d/2 − 1 to make the kinetic term dimensionless; then the mass
term is still fine, but λ0 must now have mass dimension of d − 2d + 4 = −d + 4 = 2ǫ. To
make this explicit, we will keep λ0 dimensionless, but introduce an arbitrary mass scale µ
into the quartic coupling,
S →
∫
d dx
(
1
2
(∂φ0)
2 − 1
2
m20φ
2
0 −
λ0
4!
µ2ǫφ40
)
(144)
If we compute the 1-loop correction to the mass using DR, the result turns out to be
δm2 =
λm2
32π2
(
4πµ2
m2
)ǫ
Γ(−1 + ǫ)
=
λm2
32π2
(
1 + ǫ ln
(
4πµ2
m2
)
+ · · ·
)(
−1
ǫ
+ ψ(2) + · · ·
)
=
λm2
32π2
(
−1
ǫ
+ ψ(2)− ln
(
4πµ2
m2
)
+O(ǫ)
)
(145)
Similarly, the s-channel correction to the 4-point can be computed, with the result
δΓ
(a)
4 (q) = iµ
2ǫ λ
2
0
32π2
(
1
ǫ
+ ψ(1) +
∫ 1
0
dx ln
(
4πµ2
M2(q)
)
+O(ǫ)
)
(146)
where M2(q) = m2 − q2x(1 − x) as in the momentum space cutoff computation, eq. (50).
Notice that we kept one factor of µ2ǫ in front, not expanding it in powers of ǫ, because we
want Γ4 to have the same dimension as the tree level diagram, −iλ0µ2ǫ. This factor will
disappear at the end of any computation, after we have subracted the divergences so that
the cutoff can be removed, ǫ→ 0.
In comparing the results in DR with those of the momentum space cutoff we can notice
that the 1/ǫ poles correspond exactly to the factors of ln Λ2 in the latter. In fact, at one
loop the poles always appear in combination with ln 4πµ2, and this quantity takes the place
of ln Λ2. Recall that when we renormalized the parameters, the ln Λ’s always got replaced
by the log of the renormalization scale. In DR, the factors of lnµ appear already in the loop
diagrams, rather than being put into the counterterms. Nevertheless, the µ in DR plays
exactly the same role as the renormalization scale we introduced previously.
To reiterate, the 1/ǫ poles keep track of the log divergences. In an n loop diagram, we will
get leading divergences of the form 1/ǫn, and these will be associated with the leading logs.
This is one reason DR is such an efficient regulator: the dominant divergences of any diagram
allow one to immediately deduce the leading log contributions to running couplings. But
what about the quadratic divergences, such as δm2 ∼ λΛ2? These are completely missing
in DR. The process of analytic continuation has set them to zero. It is as though DR
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automatically provides the counterterms to exactly cancel the quadratic divergences, and
only exhibits the logarithmic ones. This might seem like a way of avoiding the hierarchy
problem for the Higgs boson mass, but our experience with the p-space cutoff tells us that
the quadratic divergences must really be there, even if DR does not see them.
As for the finite parts of the diagrams, involving terms like ψ(n), these are not very
interesting, since the counterterms also have finite parts which could be chosen to cancel
the ψ(n)’s. The different schemes for choosing finite parts for the counterterms are called
renormalization prescriptions. There is one extremely simple prescription due to ’t Hooft
and Weinberg: take the counterterms to cancel the poles exactly, and nothing else. This is
called minimal subtraction (MS). (There is also a variant called MS in which one subtracts
all the factors of ψ(1) + ln 4π along with the 1/ǫ’s.) The detailed form of the RGE’s is
prescription-dependent, and they take a particularly simple form in the MS scheme.
Before leaving the subject of dimensional regularization, let’s do one more computation,
since it is a bit more subtle than the cutoff regulator. The beta function in dimensions other
than 4 gets a new contribution of order ǫ. This is because he full bare coupling constant
is λbare = λ0µ
2ǫ, so even at tree level the renormalized coupling has µ dependence. The
argument goes like this [8]. When we compute the counterterms to the coupling, we find
λbare = µ
2ǫλr
(
1 +
3λ
32π2ǫ
+ finite + higher order
)
(147)
More generally we could write
λbare = µ
2ǫ
(
λr +
a1(λ)
ǫ
+
a2(λ)
ǫ2
+ . . .
)
(148)
Now λbare is regarded as being independent of µ, which only comes in when we try to fix the
value of the renormalized coupling. Therefore
µ
∂
∂µ
λbare = 0 = 2ǫλbare + µ
2ǫ µ
∂
∂µ
λr︸ ︷︷ ︸
(
1 +
a′1(λ)
ǫ
+
a′2(λ)
ǫ2
+ . . .
)
(149)
β(λr) (150)
We can solve this for the beta function
β(λr, ǫ) = −2ǫ
(
λr +
a1(λr)
ǫ
− λr a
′
1(λr)
ǫ
+ . . .
)
= −2ǫλr + 3λ
2
r
16π2
+ . . . (151)
Usually we will be interested in the limit ǫ→ 0, but below we will show that this new term
can have physical significance. Aside from the new term, this exercise illustrates how one
computes the nonvanishing part of the beta function in DR. Interestingly, the terms of order
1/ǫn in β which would blow up as ǫ→ 0 must actually vanish due to relations between the
ai’s. This harks back to our discussion of leading logs: the one loop result fully determines
the leading logs, and this is why the higher ai’s are determined by a1.
Although DR is the most popular regulator on the market, there are others which are
sometimes useful. I’ll introduce a few of them briefly.
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Pauli-Villars regularization is carried out by adding fictitious fields Φi with large masses
Mi whose function is to cancel the divergences. Once this is done, the limit Mi → ∞ can
be taken, so that any low-energy effects of the fictitious fields vanish. In order to make
the divergences due to the Φi’s cancel those of the physical fields, one needs to make them
anticommuting instead of commuting:
{Φi(t, ~x), Φ˙j(t, ~y)} = iδi,jδ(3)(~x− ~y) (152)
When we get to the discussion of fermions, we will learn that diagrams with a loop of
anticommuting fields get an extra minus sign relative to those with commuting fields. Thus
consider adding to the λφ4 Lagrangian the terms
1
2
(
(∂Φ)2 −M2Φ2))− λ
4
φ2Φ2 (153)
for a single Pauli-Villars field Φ. It is not hard to verify that, with the normalization of the
coupling as given, the combinatorics of the new diagrams are correct for cancelling the leading
UV divergences in Γ2 and Γ4. Unfortunately, this only cures the quadratic divergences in
Γ2. For the log divergences, we are left with something proportional to (M
2 −m2) log(Λ2),
which means we could not get away with just having one Pauli-Villars field. Since there are
two kinds of divergences (quadratic and logarithmic) we need two PV fields, whose masses
M1 and M2 are chosen in such a way as to eliminate both kinds. In general one needs several
fields to render all the loop integrals finite. Therefore this is rather messy compared to DR.
However, it does have the virtue of preserving gauge invariance in gauge theories, and this
is why it was commonly used before the invention of DR.
+(b)
+(a)
Figure 22. Cancellation of divergences in (a) Γ2 and (b) Γ4 by Pauli-Villars field (dashed line).
A variant on the sharp momentum space cutoff is to insert a smooth function f(p,Λ) in
the Euclidean space loop integrals, with the property that limp→∞ f(p,Λ) = 0 for fixed Λ
and limΛ→∞ f(p,Λ) = 1 for fixed p. For example, f = e−p
2/Λ2 has this property.
Yet another way of regularizing loop diagrams is to give a parametric representation of
the propagators (in Euclidean space),
1
p2 +m2
= lim
Λ→∞
∫ ∞
1/Λ2
dαe−α(p
2+m2) (154)
For any α > 0, the momentum integrals converge, and are easy to do because of the Gaussian
factors. The hard work is postponed to performing the integrals over the α parameters. From
these integrals we will get divergences of the same form as in the p-space cutoff method.
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An extremely important form of regularization for nonperturbative computations is the
lattice cutoff, where we imagine spacetime consists of discrete points on a hypercubic lattice
with spacing a on each side. Every point in spacetime can be labeled by a set of integers nµ,
with mu = 0, 1, 2, 3. The action (in Euclidean space) is discretized by writing
S =
∑
nµ
a4
(
1
2
[∑
ν
1
(2a)2
(φnµ+eν − φnµ−eν )2 −m2φ2nµ
]
+ V (φnµ)
)
(155)
where eν is the unit vector in the ν direction, and the fields are defined only on the points
of the lattice. Going to momentum space, the kinetic term in the action becomes
Skin =
1
2
∫
d 4p
(2π)4
φ∗p
[∑
ν
(
eiapν − e−iapν
2a
)2
+m2
]
φp (156)
where the integration region is the hypercube defined by
−π
a
≤ pν ≤ π
a
. (157)
So 1/a plays the role of Λ. This method is not very useful for doing perturbative calculations
since the propagator has a complicated form,
P (p) =
1
a−2
∑
ν sin
2(apν) +m2
(158)
which makes loop integrals very difficult to do. Furthermore Lorentz invariance is broken
by this method, and only restored in the continuum limit (a→ 0). Nevertheless, the lattice
regulator is the only one which allows for a nonperturbative evaluation of the Feynman path
integral. By discretizing spacetime, we have simply converted the functional integral into
a regular finite-dimensional multiple integral, assuming we have also put the system into a
finite box of size L4. Then there are (L/a)4 degrees of freedom, and the path integral can be
evaluated on a computer, without perturbing in the coupling constant. This idea, applied
to QCD, was one of the great contributions of K.G. Wilson, to which we shall return later
in the course.
A final method called zeta function regularization deserves mention, even though it is
not useful for loop integrals. Rather, it comes into play when one wants to evaluate the
Feynman path integral itself. Formally we can write∫
Dφe i2
∫
d 4x((∂φ)2−m2φ2) =
∫
Dφe− i2
∫
d 4xφ(∂2+m2)φ (159)
=
(
det(∂2 +m2)
)−1/2
(160)
This comes from the finite-dimensional formula∫
dnx√
2πi
exp
(
i
2
∑
a,b
xaAa,bxb
)
=
∫
dny√
2πi
exp
(
i
2
∑
a
λay
2
a
)
(161)
=
n∏
a=1
√
1
λa
=
√
1
detA
(162)
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To evaluate the determinant of an operator, we can use the famous identity that
ln detA = tr lnA = − d
ds
∣∣∣∣
s=0
trA−s = lim
s→0
d
ds
∑
n
λ−sn︸ ︷︷ ︸ (163)
≡ lim
s→0
d
ds
ζA(s) (164)
where λn is the nth eigenvalue of the operator A. In QFT the sum is UV divergent because
A = p2 − m2, but for sufficiently large values of s it converges. The nice thing about the
zeta function ζA(s) associated with this operator is that its analytic continuation to s = 0
exists, so the limit is well defined.
The function ζA(s) associated with an operator A can be defined in terms of a “heat
kernel,” G(x, y, τ), which satisfies the diffusion-like equation
∂
∂τ
G(x, y, τ) = AxG(x, y, τ) (165)
where in the present application Ax = ∂
2
x +m
2. The solution can be written in terms of the
eigenvalues λn and the normalized eigenfunctions fn(x) as
G(x, y, τ) =
∑
n
e−λnτfn(x)fn(y), (166)
which has the property G(x, y, 0) = δ(x − y) by completeness of the eigenfunctions. The
zeta function is defined as
ζA(s) =
1
Γ(s)
∫ ∞
0
dτ τ s−1
∫
dxG(x, x, τ) (167)
=
1
Γ(s)
∑
n
∫ ∞
0
dτ τ s−1e−λnτ =
∑
n
λ−sn (168)
Now the difficulty is in computing G(x, x, τ). For further details, see chapter III.5 of Ramond
[6].
8 Fixed points and asymptotic freedom
In our derivation of the RG-improved coupling constant (97), we noted that λr(µ) grows
with µ; in fact it blows up when µ reaches exponentially large values:
λr(µ)→∞ as µ→ µ0e
16π2
3λr(µ0) (169)
which is called the Landau singularity—Landau observed that the same thing happens to
the electron charge in QED. However, we cannot be sure that this behavior really happens
unless we investigate the theory nonperturbatively. Since the coupling constant becomes
large, perturbation theory is no longer reliable, and it is conceivable that λ(µ) could turn
around at some scale and start decreasing again. Lattice studies of φ4 theory have confirmed
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that the Landau singular behavior is in fact what happens. One finds that it is not possible
to remove the cutoff in this kind of theory while keeping the effective coupling nonzero at low
energies. This can be seen by summing the leading log contributions to the bare coupling:
λ0 =
λr
1− 3λr
16π2
ln Λ/µ
(170)
Unless λr = 0, the coupling blows up at a finite value of Λ. If we insist on taking the limit
Λ→∞, we must at the same time take λr → 0. This means that the interactions disappear
and we are left with a free field theory. This is what is meant by the triviality of φ4 theory.
Triviality was considered a bad thing in the old days when it was felt that the ability to
take the limit Λ→∞ should be a necessary requirement for a consistent field theory. That
would be true if we demanded the theory to be a truly fundamental description. But if we
are satisfied for it to be an effective theory, valid only up to some large but finite cutoff,
there is no need to take Λ → ∞. Thus φ4 theory can still be physically meaningful despite
its triviality.
Here we see an example of a fixed point of the renormalization group: λr(µ) → 0 as
µ → 0. We call it an infrared stable (IRS) fixed point since it occurs at low (IR) energy
scales. This example happens to be a trivial fixed point. Much more interesting would be
a nontrivial fixed point, where λr flows to some nonzero value as µ → 0. If this were to
happen, it would lead to the startling conclusion that λr at low energies is quite insensitive
to the value of the bare coupling we put into the theory. In this situation, the theory itself
predicts the coupling, rather than us having to fix its value by adjusting a parameter.
There is one famous example of an IRS fixed point, due to K.G. Wilson and M.E. Fisher
[9], which occurs in the φ4 theory in d < 4 dimensions. We can find this using the β function
(151), by noting that β(λ∗) must vanish at an infrared fixed point λ∗,∫
λ∗
dλ
β(λ)
=
∫
µ=0
d lnµ =∞ (171)
as well as at an ultraviolet one,∫ λ∗ dλ
β(λ)
=
∫ µ=∞
d lnµ =∞ (172)
Solving (151) for β = 0, we obtain the usual trivial fixed point at λ∗ = 0, and in addition
the nontrivial one
λ∗ =
32
3
π2ǫ (173)
which can be seen in fig. 23. As advertised, this value is completely insensitive to the initial
value of the coupling at very large renormalization scales, so it seems that we have indeed
found a theory with the remarkable property that there are no free parameters determining
the strength of the interaction at very low energies. We must be a little more careful however;
remember that the full coupling constant is dimensionful in 4− 2ǫ dimensions:
λ∗,phys = λ∗µ2ǫ (174)
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As we move deeper into the infrared, λ∗,phys does get smaller even if the fixed point has
been reached, but it does so in a way which is completely determined. Its absolute size is
fixed by the dimensionless coupling λ∗ and the energy scale µ at which we are measuring the
coupling.
β
λ
β
λ
ε > 0 ε = 0(a) (b)
non AFAFAF non AFAF
Figure 23. β(λ) for (a) ǫ > 0 (d < 4) and (b) ǫ = 0 (d = 4). Arrows show the direction of flow
of λ in the UV. Asymptotically free regions are denoted by AF.
How do we know whether this is a UV or an IR fixed point? This depends on the sign of
β(λ) for λ near λ∗. If β(λ) < 0 for λ < λ∗ [this is true in the region 0 < λ < λ∗ in fig. 23(a)],
then λ(µ) is a decreasing function of µ. λ flows away from the fixed point as µ increases, and
toward it as µ decreases. Similarly If β(λ) > 0 for λ > λ∗ λ flows toward λ∗ as µ decreases.
Therefore the Wilson-Fisher fixed point is IR stable. I have shown the direction of flow of
the coupling as µ increases in fig. 23.
For a nonvanishing physical value of ǫ like ǫ = 1, the value of λ∗ is quite large, and so one
cannot necessarily trust the perturbative approximation that was used to derive it. However,
it was shown by Wilson that the expansion in ǫ gives surprisingly accurate results even for
such large values of ǫ, especially if one includes a few higher orders of corrections. This
method has given useful results for statistical mechanics systems in three spatial dimensions
at finite temperature. This works because in Euclidean space, the Lagrangian looks like
a Hamiltonian, and the Feynman path integral becomes a partition function. After Wick
rotating, ∫
Dφ eiS →
∫
Dφ e−H/T (175)
We can rewrite the Euclidean space Lagrangian as
1
2
(
(∇φ)2 +m2φ2)+ 1
4!
λφ4 =
1
T
(
1
2
(
(∇φ˜)2 +m2φ˜2
)
+
1
4!
λ˜φ˜4
)
(176)
where φ = φ˜/
√
T and λ = λ˜T .
We have seen an example of an IR fixed point, but what about UV fixed points? In fig.
23 (a), the trivial fixed point is reached as µ→∞, so this is a UV fixed point. The coupling
λ flows toward zero in the ultraviolet. This is very different from the behavior in 4D when
λ > 0, where we had λ→∞, which was the Landau singularity. It is an example of the very
important phenomenon of asymptotic freedom (AF), so called because the theory becomes
a free field theory for asymptotically large values of µ. Asymptotic freedom is a marvelous
property from the point of view of perturbative calculability: the coupling gets weaker as one
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goes to higher energies, and perturbation theory becomes more accurate. Since such theories
make sense up to arbitrarily large scales, they have the potential to be truly fundamental.
Furthermore, it might seem that, just like in the case of an IR fixed point, this could provide
an example of a theory with no free parameters, since we can generate a physical coupling
at low energies starting with an infinitesimally small one at high scales. But this is not the
case. Since the coupling becomes larger in the infrared, eventually one reaches a scale µ = Λ
where it can no longer be treated pertubatively. Thus we get to trade what we thought
was a dimensionless input parameter to the theory (λ) for a dimensionful one Λ, where in
this context Λ is defined to be the energy scale at which λ(Λ) ∼ 1. This exchange of a
dimensionless for a dimensionful parameter is called dimensional transmutation.
In the case of d = 4, λ < 0, the φ4 theory is AF, but since the potential is unbounded
from below, this is not a physically interesting case. Until 1974 there were no convincing
examples of asymptotic freedom in d = 4, but then it was discovered by ’t Hooft, Politzer
(working independently) and Gross and Wilczek that nonAbelian gauge theories, like the
SU(3) of QCD, have a negative β function at one loop, and are therefore AF. Now that
’t Hooft has received the Nobel Prize for proving the renormalizability of the electroweak
theory, some expect that Politzer, Gross and Wilczek will soon be so honored for their
discovery of AF. (At the time, Politzer was a graduate student at Harvard, and was the
first to get the sign of the β function right after his senior competitors Gross and Wilczek
at Princeton had initially made a sign error in their calculation.) The important difference
between nonAbelian theories and U(1) theories like QED is the interaction of the gauge
boson with itself, as in fig. 24.
Figure 24. Some diagrams appearing in nonAbelian gauge theories.
To make dimensional transmutation more explicit, the one-loop GR-improved coupling
in QCD runs like
g2(µ) =
g2(µ0)
1 + b1g2(µ0) ln(µ2/µ20)
(177)
and the beta function is
β(g) = −b1g3 (178)
where for nf = 6 flavors of quarks and N = 3 for SU(3) gauge theory, b1 = (11N/3 −
2nf/3)/(8π
2) = 21/(24π2). (The dependence on number of flavors comes from internal
quark loops as in fig. 25, which means that actually nf also depends on µ, since a given
quark will stop contributing when µ falls below its mass mq.) Let us define a new scale ΛQCD
(not to be confused with the cutoff) such that
1 + 2b1g
2(µ0) ln(µ/µ0) ≡ 2b1g2(µ0) ln(µ/ΛQCD) (179)
and
g2(µ) =
1
2b1 ln(µ/ΛQCD)
(180)
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which illustrates the claim that the renormalized coupling becomes independent of the value
g2(µ0) at the reference scale. But the dimensionful parameter ΛQCD still remains: it has
become the free parameter in the theory. It has the interpretation of being the energy scale
at which the coupling starts to become nonperturbatively large.
Figure 25. Quark loop contribution to running of QCD coupling.
Another way of thinking about dimensional transmutation is that the theory has sponta-
neously generated a mass scale. This phenomenon is always associated with nonperturbative
effects. Indeed, solving for ΛQCD in terms of the coupling, we get
ΛQCD = µe
− 1
2b1g
2(µ) (181)
which is independent of µ by construction. It is nonperturbative because e
− 1
2b1g
2(µ) has
no expansion in powers of g2(µ). ΛQCD cannot be predicted since it is the experimentally
determined input parameter to the theory; its measured value is approximately 1.2 GeV,
although the precise value depends on the renormalization scheme one chooses.
9 The Quantum Effective Action
In problem 5, you showed that iW [J ] = ln(Z[J ]) is the generator of connected Green’s
functions.6 These of course are much more physically useful than the disconnected ones.
But we have seen that the 1PI vertices are yet more important than the full set of connected
diagrams. It is natural to wonder if there is generating functional which can give just the
amputated 1PI diagrams. There is: it is called the effective action, Γ[φc]. It is defined in
terms of the proper vertices Γn by
Γ[φc] =
∑
n
1
n!
∫ ( n∏
j=1
d 4xj φc(xj)
)
Γn(x1, . . . , xn) (182)
where Γn(x1, . . . , xn) is the 1PI amputated n-point vertex, written in position space. Thus
the φc factors mark the positions of the external lines in our usual way of computing dia-
grams.7 The physical significance of Γ[φ] is that we can get all the diagrams of the theory,
6Warning: I invert the meanings of W and Z relative to Ramond. I think this notation is more standard
than his.
7Note: my earlier definition of Γn had the factor of i from e
iΓ in the Γn’s, whereas here I
am defining Γn to be real. I should go back to the earlier sections and remove the i’s from the
Γn’s to be consistent.
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both 1PI and 1PR, by thinking of Γ[φc] as an effective action from which we construct tree
diagrams only. For example, the complete 6-point amplitude has the form shown in fig. 26,
where each external leg is associated with a factor of φc, and there is no propagator for the
external legs. The heavy dots represent the complete 4-point proper vertices and propagators
summed to all orders in the loop expansion. One could imagine generating such diagrams
from doing the path integral with eiΓ[φc] but only including the tree diagrams.
x
x
x x
x
x
Figure 26. Generating all diagrams from 1PI vertices for the 6-point function.
There are different ways of computing Γ[φc]. One which is especially nice for one-loop
computations is the background field method [10]. We do it by splitting the field into two
parts, a classical background field φc and a quantum fluctuation φq:
eiΓ[φc] =
∫
Dφq eiS[φc+φq] (183)
Let us now expand S in powers of φq. At zeroth order, we get S[φc], which can be brought
outside the functional integral. At first order, we get
φq
(
−∂2 −m2 − λ
3!
φ2c
)
φc ≡ 0 (184)
To perform the functional integral, it is convenient to make this term vanish so there is no
tadpole for φq. It does vanish provided that φc satisfies its classical equation of motion,
hence the identification of φc as the classical field. Now when we rewrite the integrand, we
get
eiΓ[φc] = eiS0[φc]
∫
Dφq exp
(
iS0[φq]− i
∫
d 4x[V (φc + φq)− φqV ′(φc)]
)
(185)
where S0 is the free part of the action. The subtracted part is removed due to the interaction
term in the equation of motion for φc. This is the key to getting rid of the 1PR diagrams:
they are diagrams constructed from vertices that have only a single internal line. Since all
the internal lines are due to φq, we eliminate such diagrams by removing the term linear in
φq from the interaction.
How this works at tree level is clear, but in loop diagrams it is possible to induce mixing
between φq and φc which feeds into 1PR diagrams. In φ
4 theory such mixing starts at one
loop, as shown in fig. 27, and it will give rise to corrections like fig. 28 which are no longer 1PI.
x φq
Figure 27. Diagram which mixes φc (the ”x”) with the quantum flucutation φq.
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xx
x
x
Figure 28. 1PR diagram induced by the mixing shown in fig. 28.
The reason is that once we introduce loops, the classical equation will get quantum correc-
tions; thus (184) is no longer quite right. At one loop we get the correction
φq
(
−∂2 −m2 − λ
3!
φ2c −
λ
3!
〈φ2q〉
)
φc = 0 (186)
Adding this correction will take care of the unwanted mixing terms. Let’s now show how
things work at lowest nontrivial order using the background field method.
I often find this to be a nice way of keeping track of the signs of the quantum corrections
to mass and coupling. For the mass correction in φ4 theory, we can write
iΓ ∼=
∫
DφeiS0
∫
d 4x
(
−i λ
4!
4!
2!2!
φ2cφ
2
q
)
(187)
−→ − i
2
δm2φ2c = −
iλ
4
φ2cG2(x, x) (188)
−→ δm2 = λ
2
∫
d 4p
(2π)4
i
p2 −m2 + iε (189)
which agrees with our previous calculation (24). This way of determining the sign is more
direct than our previous reasoning. Similarly we can obtain δλ:
iΓ ∼=
∫
DφeiS0 1
2
(∫
d 4x
(
−i λ
4!
4!
2!2!
φ2cφ
2
q
))2
(190)
−→ − i
4!
δλ
∫
d 4xφ4c = −
λ2
16
∫
d 4x
∫
d 4y φ2c(x)φ
2
c(y)G2(x− y)2 (191)
(192)
We can Taylor-expand φ2c(y) = φ
2
c(x)+(y−x)·∂φ2c(x)+· · ·. The higher order terms represent
the momentum dependent parts of the 4-point function, which we could keep track of if we
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wanted to, but if we just want to confirm the p-independent part of the coupling, we can
neglect these. Then
− i
4!
δλ
∫
d 4xφ4c = −
λ2
16
∫
d 4xφ4c(x)
∫
d 4y G2(x− y)2 (193)
−→ − i
4!
δλ = −λ
2
16
∫
d 4p
(2π)4
(
i
p2 −m2 + iε
)2
(194)
This also agrees with the sign and magnitude of our previous computation of the divergent
part of δλ.
In general the effective action Γ[φ] is a nonlocal functional of the classical fields: unlike
the action which is of the form
∫
d 4xL(x), which has exclusively local terms, Γn(x1, . . . , xn)
depends on noncoincident positions of the fields. This is of course not a violation of our
requirement that the fundamental interactions should be local. The nonlocality in Γ is due
to us having accounted for the effects of propagation: virtual φ particles transmit interactions
over a distance, in a way which respects causality, thanks to our proper choice of Feynman
boundary conditions in the propagators. This would not be the case for a generic function
of the xi’s we might randomly write down. That is an important distinction between the
underlying theory and the effective theory.
Since we can always reexpress nonlocalities in terms of higher derivatives using Taylor
expansions, another way of writing Γ which makes it look more like a local functional is
Γ[φc] =
∫
d 4x
[−V0(φc) + V2(φc)(∂φc)2 + V4(φc)(∂φc)4 + · · ·] (195)
If we now specialize to constant fields, the derivative terms drop out and we are left with
only V0, which is called the effective potential. Let’s give one very famous example [11] due
to Coleman and Weinberg. They noticed that it is possible to sum up all the one-loop terms
to all orders in φc because of the fact that these terms just amount to a field-dependent
shift in the mass. This is illustrated in fig. 29, where the x’s represent φc’s (with no internal
propagator). The diagram © is the value of ln(Z[0])/i, that is, the log of free path integral
with no insertions of the external field:
© = −i ln
(
det−1/2(−∂2 −m2)
)
=
i
2
tr ln(−∂2 −m2)
=
i
2
∫
d 4p
(2π)4
〈p| ln(p2 −m2)|p〉
=
i
2
〈p|p〉
∫
d 4p
(2π)4
ln(p2 −m2 + iε)
=
i
2
∫
d 4x
∫
d 4p
(2π)4
ln(p2 −m2 + iε)
(196)
Here we have used that fact that 〈p|q〉 = ∫ d 4xei(p−q)·x to get the factor of the volume of
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spacetime. Now the claim is that when we add up the series in fig. 29, we get precisely
©• = −
∫
d 4xVCW(φc) =
i
2
∫
d 4x
∫
d 4p
(2π)4
ln(p2 −m2 − λφ2c/2 + iε)
= −1
2
∫
d 4x
∫
d 4pE
(2π)4
ln(p2E +m
2 + λφ2c/2) + const (197)
To see that it is true, one just has to expand (197) as a power series in λ and compare each
term to the corresponding Feynman diagram. The infinite imaginary constant from ln(−1)
has no physical significance since we could have avoided it by normalizing our path integral
measure appropriately.
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Figure 29. Resummation for Coleman-Weinberg potential.
To evaluate the Coleman-Weinberg potential, it is convenient to first differentiate it with
respect to m2; we can then use our favorite regulator to evaluate it. With the momentum
space cutoff, and defining M2 = m2 + λφ2c/2,
∂VCW
∂M2
=
1
2
∫
d 4pE
(2π)4
1
p2E +m
2 + λφ2c/2
=
1
32π2
∫ Λ2+M2
M2
du
u−M2
u
=
1
32π2
(
Λ2 −M2 ln(1 + Λ2/M2)) (198)
Ignoring terms which vanish as Λ→∞ and an irrelevant constant, the integrated potential
is
VCW =
1
64π2
(
2Λ2M2 −M4 ln
(
Λ2
M2
)
− 1
2
M4
)
(199)
You can easily see that the only divergent terms if we reexpand this in powers of φc are the
φ2c and φ
4
c terms, and moreover the log divergent shift in the φ
4
c term agrees with our previous
calculations. The quadratically divergent part can be completely removed by renormalizing
the mass (and the cosmological constant, but we shall ignore the latter), so the M4 term
is the most interesting one. After renormalization, and adding the one-loop result to the
tree-level potential, we obtain
V (φc) =
1
2
m2φ2 +
1
4!
λφ4 +
1
64π2
(
m2 +
1
2
λφ2
)2
ln
(
m2 + 1
2
λφ2
µ2
)
(200)
I have defined µ here in such a way as to absorb the M4 which is not logarithmic into the
log. We can see the µ-dependence of the effective coupling constant by taking
λeff =
∂4V
∂φ4c
∣∣∣∣
φc=0
= λ+
3λ2
32π2
(
ln
(
m2
µ2
)
+
3
2
)
(201)
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Notice that since we are computing the effective potential, we have set all external momenta
to zero. Therefore, roughly speaking, the coupling is evaluated at the lowest possible energy
scale in the theory, m2. This result thus has the same basic form as our energy-dependent
effective coupling (94).
A curiosity about the Coleman-Weinberg potential can be observed for sufficiently large
values of µ: the minimum of the potential is no longer at φ = 0, but at some nonzero value,
as illustrated in fig. 30. If this behavior occurred, it would be an example of spontaneous
symmetry breaking. Although the tree-level potential has the symmetry φ→ −φ, the quan-
tum theory gives rise to a nonzero vacuum expectation value (VEV), 〈φ〉, which breaks the
symmetry. In the present case, we call it radiative symmetry breaking since it is induced by
radiative corrections—another term for loop corrections. Spontaneous symmetry breaking
is an important feature of the standard model; the Higgs field gets a VEV which breaks the
SU(2)×U(1) gauge group to the U(1) of electromagnetism, and gives masses to the fermions.
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Figure 30. Coleman-Weinberg potential at very large µ.
It would be interesting if a theory gave rise to spontaneous symmetry breaking without
having to put in a negative value for m2 by hand, which is the usual procedure. Unfortu-
nately, the Coleman-Weinberg potential cannot be relied upon to do this since the value of
µ required is nonperturbatively large. For simplicity we consider the massless case:
µ2 ∼= λ
2
〈φ〉2 exp
(
32π2
λ
)
(202)
For such large value of µ, the loop correction is so big that we have already reached the
Landau singularity. This can be seen by RG-improving the one-loop result to get the log
into the denominator. Thus the calculation cannot be trusted in this interesting regime.
However, it is possible to get radiative symmetry breaking in more complicated models, in
a way that does not require going beyond the regime of validity of perturbation theory.
Now I would like to discuss a more formal definition of the effective action, in which Γ is
related to W [J ] through a functional Legendre transformation. In this approach we define
the classical field φc by
φc[J ] =
δW
δJ
(203)
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where we do not set J = 0 (until the end of the calculation). φc is the expectation value of φ
when there is a source term +
∫
d 4xφJ in the action; thus it satisfies the classical equation(
∂2 +m2 +
λ
2
φ2c
)
φc(x) = J(x) (204)
plus the quantum corrections like we derived in eq. (186). Hence
φc =
(
−∂2 −m2 − λ
2
φ2c
)−1
(−J)
=
[
(−∂2 −m2)
(
1− (−∂2 −m2)−1 λ
2
φ2c
)]−1
(−J)
= −
[
G2 · J +G2 · λ
2
φ2c ·G2 · J +G2 ·
λ
2
φ2c ·G2 ·
λ
2
φ2c ·G2 · J + · · ·
]
(205)
where I am using the notation8
G2 · J =
∫
d 4y G2(x− y)J(y)
G2 · λ
2
φ2c ·G2 · J =
∫
d 4y
∫
d 4z G2(x− y)λ
2
φ2c(y)G2(y − z)J(z) etc. (206)
This could be evaluated perturbatively by taking φ0 = G2 · J , substituting this into (205)
to obtain φ1 = φ0 + G2 · λ2φ20 ·G2 · J , and continuing this process to the desired order in λ.
However we won’t need an explicit solution in order to carry out the proof of the following
claim: the effective action is related to W [J ] by
Γ[φc] =W [J ]− J · φc (207)
To prove this, we will start functionally differentiating Γ[φ] (let’s drop the subscript c
and replace it with φc(x) = φx when necessary) with respect to φ:
δΓ
δφ
=
δW
δJ
· δJ
δφ
− δJ
δφ
· φ− J = −J (208)
The latter equality follows from the fact that δW
δJ
= φc. In passing, we note that
δΓ
δJ
= 0
when J = 0; similarly δW
δφ
= 0 when φ = 0.
Next let’s differentiate again:
δ2Γ
δφxδφy
= −δJx
δφy
= −
[
δφx
δJy
]−1
= −
[
δ2W
δJxδJy
]−1
(209)
8Note: I am henceforth defining G2 to be the inverse of (−∂2 − m2), which in momentum
space looks like 1/(p2−m2), not i/(p2−m2) This differs from my previous usage. Furthermore I
am redefining the source term in the Lagrangian to be +Jφ in order to match the convention
which is more standard in the derivation of the effective action below.
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If we recall problem 5,9
δ2W
δJxδJy
= −i 〈(iφx)(iφy)〉con
= Gcon2 (x− y) (211)
Here Gcon2 (x − y) is the connected part of the full propagator, to all orders in perturbation
theory. Because Γ2 is the full propagator with both legs multiplied by inverse propagators,
we see that
δ2Γ
δφxδφy
= Γ2[φ] (212)
as promised. Notice that the inverse propagator is automatically 1PI, in analogy to the fact
that (1 + x+ x2 + · · ·)−1 = 1− x.
We can continue this procedure to find higher derivatives of Γ[φ] and inductively prove
the desired relation. Things get a little more complicated as we go to higher point functions.
To obtain Γ3 (which does not exist in φ
4 theory, but it does in φ3 theory), it is useful to
differentiate relation (203) with respect to φ [12]:
δ2W
δJxδJy
· δJy
δφz
= δx,z (213)
Using (209) we can substitute for δJy
δφz
to write this as
δ2W
δJxδJy
· δ
2Γ
δφyδφz
= −δx,z (214)
and take a derivative with respect to J :
δ3W
δJwδJxδJy
· δ
2Γ
δφyδφz
+
δ2W
δJxδJy
· δφy
δJu
· δ
3Γ
δφuδφyδφz
= 0 (215)
Now using (213) and (214) this can be solved for δ
3Γ
δφuδφyδφz
:
δ3Γ
δφuδφvδφw
= −
∫
d 4x
∫
d 4y
∫
d 4z
δ3W
δJxδJyδJz
δ2Γ
δφxδφu
δ2Γ
δφyδφv
δ2Γ
δφzδφw
(216)
To see why the− sign should be there, note that eq. (210) implies that δ3W
δJxδJyδJz
= −〈T (φxφyφz)〉con.
For the 1
3!
µφ3 interaction, we would thus get (in momentum space)
δ3W
δJ1δJ2δJ3
δ2Γ
δφ1δφ1
δ2Γ
δφ2δφ2
δ2Γ
δφ3δφ3
= −(−iµ) i
p21 −m2
i
p22 −m2
i
p23 −m2
× (p21 −m2)(p22 −m2)(p23 −m2) = µ (217)
9Note the important generalization that
δnW
δJ1 · · · δJn = −i
n+1〈T (φ1 · · ·φn)〉con (210)
which follows from the fact that W = −i lnZ, so δnW
δJ1···δJn
= −iZ−1 δnZ
δJ1···δJn
+ (terms that remove the
disconnected parts) = −i〈T (iφ1 · · · iφn)〉con
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whereas we know that δ
3Γ
δφ1δφ1δφ3
= −µ (since the action is the kinetic term minus the poten-
tial). Therefore the right hand side of (216) is indeed the connected 3-point function with
external propagators removed by the δ
2Γ
δφδφ
factors, which is the same as the proper vertex Γ3.
I will leave as an exercise for you to show how things work for the 4-point function.
In the previous manipulations we have been referring to the effective action at all orders
in the loop expansion. However, it is also possible to truncate it, and work with the 1-loop
or 2-loop effective action. To reiterate: the complete result for any amplitude at this order
will be given by the tree diagrams constructed from Γ.
I will quote one other interesting result from Ramond [6] without deriving it. It can be
shown that the equation satisfied by the classical field is
(∂2 +m2)φx − Jx = − 1
Z[J ]
∂V
∂φ
(
−i δ
δJx
)
Z[J ] (218)
where the argument of V ′ instead of being φx is the operator −i δδJx . This is a general result;
specializing to φ4 theory, we get
(∂2 +m2)φx − Jx = − λ
3!
φ3x + i
λ
4
δφ2x
δJx
+
λ
3!
δ2φx
δJxδJx
(219)
By restoring factors of ~, one can show that the three terms on the r.h.s. of (219) are of order
~
0, ~1 and ~2 respectively. Therefore the last term arises at two loops. It can be seen that
the quantum correction we derived in (186) does correspond to the one-loop term in (219).
To conclude this section, I would like to mention another kind of effective action which
is due to Wilson [9]. Suppose we have computed the renormalized Lagrangian L for some
particular value of the cutoff Λ. We can define the effective value of L at a lower scale, Λ′,
by splitting the field in Fourier space into two pieces:
φ˜(p) =
{
φ˜IR, 0 < |p| < Λ′
φ˜UV , Λ
′ < |p| < Λ (220)
The corresponding fields in position space are obtained by doing the inverse Fourier trans-
form. It is easiest to define what we mean by |p| if we are working in Euclidean space. The
Wilsonian effective action, at the scale Λ′, is given by integrating over the UV degrees of
freedom only:
e−S
′[φIR; Λ
′] =
∫
DφUV e−S[φIR+φUV ; Λ] (221)
In practice, this is accomplished by integrating all Feynman diagrams over the region Λ′ <
|p| < Λ instead of 0 < |p| < Λ. Notice that this way of splitting the field into UV and IR
parts respects our desire to have no mixing between φIR and φUV in the kinetic term, since
it is diagonal in the momentum basis. Thus φIR is similar to φc and φUV is like φq in the
above discussion.
This process of integrating out the dynamical degrees of freedom above a certain scale is
Wilson’s way of defining a RG transformation. Suppose the original Euclidean action had
been
S[φ; Λ] =
1
2
(
(∂φ)2 +m2(Λ)φ2
)
+
λ(Λ′)
4!
φ4; (222)
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then we expect the effective action to have the form
S ′[φ; Λ′] =
1
2
((
1 + δZ
(
φ
Λ′
))
(∂φ)2 + mˆ2(Λ′)φ2
)
+O
(
(∂φ)4
Λ′ 4
)
+
λˆ(Λ′)
4!
φ4 +O
(
φ6
Λ′2
)
(223)
To make this look more like the original Lagrangian, we should renormalize φ = φ′/
√
1 + δZ:
S ′[φ′; Λ′] =
1
2
(
(∂φ′)2 +m2(Λ′)φ′2
)
+O
(
(∂φ′)4
Λ′ 4
)
+
λ(Λ′)
4!
φ4 +O
(
φ′ 6
Λ′2
)
(224)
In this approach, the cutoff is now playing the role of the renormalization scale. The
parameters like λ′ appearing in S ′ are telling us what physics looks like at the scale Λ′. It is
not hard to see why when considering loop diagrams like fig. 9: if all the external legs have
large momenta, then it is impossible to get contributions from the loops where the internal
lines have small momenta. There is only a set of measure zero which conserves momentum
at the vertices while restricting |p| < Λ′. So we can use just the tree diagrams generated by
S ′[φ′; Λ′] to compute physical amplitudes at the scale of the cutoff. This is similar in spirit
though different in detail to the way the quantum effective action works. In particular, the
Wilsonian effective action does contain the effects of 1PR diagrams, whereas these have to
be constructed from the proper vertices of the quantum effective action.
Wilson does one further step in his way of defining S ′[φ′; Λ′]. Notice that even in the
case of free field theory, S ′ does not keep exactly the same form as S in the way we have so
far defined it, since Λ appears in the upper limit of momentum integrals:
S0[φ; Λ] =
1
2
∫ Λ
0
d dp
(2π)4
φ˜
−p(p
2 +m2φ2)φ˜p (225)
To make S0 appear really independent of the cutoff, we can define a dimensionless momentum
q = p/Λ:
S0[φ; Λ] = Λ
d1
2
∫ 1
0
d dq
(2π)4
φ˜
−q(Λ
2q2 +m2)φ˜q (226)
and rescale the fields by φ→ ζ0φ where ζ0 = Λ−d/2−1:
S0[φ; Λ]→ 1
2
∫ 1
0
d dq
(2π)4
φ˜
−q(q
2 + (m2/Λ2))φ˜q (227)
This is equivalent to taking the unit of energy to be Λ at any stage in the renormalization
procedure. When we integrate out momenta in the range Λ′ < |p| < Λ, we will pick up an
additional factor of (Λ′/Λ)−d/2−1 in the step where we renormalize the fields. One notices
that the effective massm2/Λ2 gets continously bigger as one integrates out more fluctuations.
We call φ2 a relevant operator because its coefficient gets bigger as we go deeper into the
infrared. On the other hand, consider the coefficient of an operator of the form φn:
Sint = cn
n∏
i=1
(∫ Λ
0
d dp
(2π)4
φ˜pi
)
(2π)dδd
(
n∑
i
pi
)
(228)
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scales like Λ(n−1)dζn ∼ Λ−nd/2+d+n. For d = 4 this is Λ−d+n, which we recognize to be simply
the dimension of the operator. An operator which does not scale with Λ, such as λφ4 in 4D,
is called marginal. Its effects neither become very strong nor very weak in the infrared. Of
course this naive argument does not take into account the running due to quantum effects.
If the coupling runs logarithmically to larger values in the IR, as is the case in QCD, then
it is called marginally relevant, and if it runs to smaller values, as it does for λφ4 in 4D, it
is marginally irrelevant. Finally, we see that higher-dimension operators run according to
a power law, Λn−d, and these are called irrelevant. The term is used in a technical, not a
literal sense. One might find it surprising that a diagram like fig. 31 which contributes to
the 6-point function is considered to be irrelevant in the IR—after all, the propagator for
the internal line gets bigger at low energies! However, we are assuming there is a mass in
the theory, so when we go really deeply into the IR, the propagator can no longer grow.
Figure 31. Contribution to the 6-point function in Wilsonian effective action.
From this discussion we can get more insight into our calculation of the Wilson-Fisher
fixed point (151). We only get the interesting term −2ǫλ because we defined λ to be di-
mensionless. This is precisely what we have done to all the couplings when we went to the
dimensionless momentum variable in Wilson’s approach. We are taking the running cutoff
to be the unit of energy—the renormalization scale played the same role in the previous
calculation. It should now be clear that the cutoff in Wilson’s language is really the same
thing as what we called the renormalization scale in our first approach to renormalization.
We have touched only briefly on the profound implications of Wilson’s viewpoint. One
of the important concepts which is closely tied to his work is that of universality. As a result
of the irrelevant nature of higher dimensional operators, we can modify the Lagrangian at
high scales in an infinite variety of ways without affecting the low energy physics at all,
provided the system approaches the IR fixed point. The microscopic Lagrangian may look
very different, yet the IR limit is insensitive to this. Any two theories which flow to the same
IR fixed point are said to belong to the same universality class.
Before leaving Wilson’s contributions, let us note the relation between the fixed point and
critical phenomena, namely second order phase transitions [8]. Recall the scaling behavior
of renormalized amplitudes with energy,
G(r)n (E, θi, λ(µ), m(µ), µ) = E
D
[
Z(E)
Z(µ)
]n/2
f(θi, λ(E), m
2(E)/E2) (229)
where θi are dimensionless kinematic variables, and D is the dimension of the operator giving
rise to the n-point amplitude. Near the fixed point, we can write
m2(µ) ∼ Cµ2γ∗m ; Z1/2(µ) ∼ C ′µγ∗ (230)
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Therefore
G(r)n ∼ ED+nγ
∗
f(CE2(γ
∗
m−1)) (231)
In a second order phase transition, the correlation length ξ diverges:
ξ−1 = lim
r→∞
G2(r)
′
G2(r)
= lim
r→∞
(e−mr)′
e−mr
= m (232)
That is, the mass goes to zero. We see that as long as γ∗m > 0, the behavior of m(µ) in (230)
is such that m → 0 as µ → 0, corroborating our claim that the fixed point corresponds to
a phase transition. In statistical physics, the correlation length diverges as a power of the
deviation of the temperature from its critical value in a second order phase transition:
ξ ∼ (T − Tc)−ν (233)
The relation between the critical exponent ν and γ∗m is obtained from rewriting the amplitude
in terms of distance scales L ∼ 1/E,
G(r)n ∼ L−D−nγ
∗
f(m2(L)L2) (234)
and the fact that m2 vanishes analytically with (T − Tc):
C ∼ T − Tc (235)
Therefore
f = f((T − Tc)L2−2γ∗m) = f(L/ξ) (236)
which means that
ξ ∼ (T − Tc)1/(2−2γ∗m) (237)
and the critical exponent is given by
ν−1 = 2− 2γ∗m = 2− ǫ/3 +O(ǫ2) (238)
This exponent has been computed to order ǫ3 in an expansion in powers of ǫ, which is then
evaluated at ǫ = 1, corresponding to 3 dimensions (I have switched to d = 4 − ǫ in this
subsection. This expansion gives surprisingly good results; the Ising model (in the same
universality class as φ4 theory) is measured to have ν = 0.642± 0.003, while the ǫ expansion
gives 0.626. There are other critical exponents as well; the power of L in front of the two-
point function is
η = 2γ∗ =
ǫ2
54
+O(ǫ3) (239)
which gives 0.037 in the ǫ expansion, compared to 0.055± 0.010 for the Ising model.
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10 Fermions
Up to now we have been dealing with scalars only, but in the real world all known matter
particles (as opposed to gauge bosons) are fermions. Let’s recall the Lagrangians for spin
1/2 particles:
left-handed Weyl: ψ†L(iσ¯ ·∂)ψL (240)
right-handed Weyl: ψ†R(iσ ·∂)ψR (241)
Dirac: ψ¯(i/∂ −m)ψ (242)
Majorana:
1
2
ψ¯(i/∂ −m)ψ (243)
where σµ = (1, σi), and σ¯µ = (1,−σi). Weyl spinors are two component. Recall why the
equation of motion iσ¯ ·∂ ψ = 0 implies a left-handed fermion: we can write it as
i(σ¯µ∂µ)e
−ipνxνu(p) = (σ¯µpµ)e−ipνx
ν
u = (E − σipi)e−ipνxνu
= (E + σipi)e−ipνx
ν
u = (E + ~σ ·~p)e−ipνxνu (244)
Therefore, since |~p| = E for a massless particle,
~σ · pˆ u(p) = − E|~p| u(p) = −u(p), (245)
hence u(p) is an eigenstate of helicity with eigenvalue −1. In the massless limit, helicity and
chirality coincide, and the spin being anti-aligned with the momentum is what we mean by
left-handed.
Dirac spinors are four-component, made from two Weyl spinors by
ψ =
(
ψR
ψL
)
(246)
using the chiral representation of the gamma matrices, where
γ0 =
(
0 1
1 0
)
; γi =
(
0 −σi
σi 0
)
; γ5 =
(
1 0
0 −1
)
; (247)
they obey the anticommutation relations
{γµ, γν} = 2gµν (248)
A Majorana spinor is made from a single Weyl spinor using the fact that the charge conjugate
of ψL, σ2ψ
∗
L, behaves in the same way as ψR under Lorentz transformations:
ψ =
(
σ2ψ
∗
L
ψL
)
(249)
If one writes out the Majorana Lagrangian in terms of two-component spinors, it becomes
clear why the factor of 1
2
is needed:
LDirac = ψ†L(iσ¯ ·∂)ψL + ψ†R(iσ ·∂)ψR −mψ†LψR −mψ†RψL (250)
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whereas for the Majorana case, the term coming from ψ†R(iσ·∂)ψR would be a double-counting
of ψ†L(iσ¯ ·∂)ψL without the extra factor of 12 .
You have already learned that the Feynman propagator for a Dirac fermion is
SF (x
′, x)βα = −i〈0|T (ψβ(x′)ψ¯α(x))|0〉 (251)
=
∫
d 4p
(2π)4
e−ip·(x
′−x)
/p−m+ iε =
∫
d 4p
(2π)4
e−ip·(x
′−x) /p+m
p2 −m2 + iε (252)
For Weyl fermions, we can write similar expresssions, for example
SF (x
′, x)βα = −i〈0|T (ψβ(x′)ψ¯α(x))|0〉 (253)
=
∫
d 4p
(2π)4
e−ip·(x
′−x)
σ · p+ iε =
∫
d 4p
(2π)4
e−ip·(x
′−x) σ¯ · p
p2 + iε
(254)
Here I used the identity σ ·p σ¯ · p= p2. However, it is usually more convenient to work in
terms of four-component fields using the Majorana or Dirac form of the Lagrangian. In
this way we can always use the familiar Dirac algebra instead of having to deal with the
2 × 2 sigma matrices. For massless neutrinos, there is no harm in pretending there is an
additional right-handed neutrino in the theory, as long as it has no interactions with real
particles. This is why we can use the Dirac propagator in calculations where the neutrino
mass can be ignored. If we are considering a Weyl field which has a mass, one must use the
Majorana form of the Lagrangian. In this case one has to be more careful when computing
Feynman diagrams because there are more ways of Wick-contracting the fermion fields, as I
shall explain below.
Note: there is another kind of mass term one can write down for Dirac or Majorana
fermions:
mψ¯ψ + im5ψ¯γ5ψ (255)
To solve (/p−m− im5γ5)u(p) = 0, consider the form u(p) = (/p+m− im5γ5)v(p) where v(p)
is an arbitrary spinor. The equation of motion gives
p2 −m2 −m25 = 0 (256)
so m2 +m25 is the complete mass squared. In fact it is possible to tranform the usual Dirac
mass term into this form by doing a field redefinition
ψ → eiθγ5ψ = (cos θ + i sin θγ5)ψ (257)
Then
m→ eiθγ5meiθγ5 = (cos 2θ + i sin 2θγ5)m (258)
showing that one can freely transform between the usual form of the mass and the parity-
violating form. Of course, this will also change the form of the interactions of ψ, so it is
usually most convenient to keep the mass in the usual form.
In analogy with bosons, the Feynman rule for a fermion line is given by
p
=
i
/p−m+ iε (259)
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Unlike bosons, fermions have a directionality attached to their lines because of the fact that
the propagator is not symmetric under p→ −p. So we need to pay attention to the direction
of flow of momentum.
In addition to the rule for internal lines, we need to include spinors for the external lines.
From the canonical formalism, it is straightforward to derive:
u(p, s) for each particle entering graph
v(p, s) for each antiparticle entering graph
u¯(p, s) for each particle leaving graph
v¯(p, s) for each antiparticle leaving graph (260)
As an example of using these rules, let’s compute the cross section for charged-current scat-
tering of a neutrino on a neutron into electron plus proton. At low energies, the interaction
Lagrangian has the form
√
2GF [p¯(cv − caγ5)γµn] [e¯γµPLν] + h.c. (261)
where the Fermi constant GF arises from the internal propagator of the W boson, which we
have integrated out to obtain the nonrenormalizable effective interaction (261). The nucleon
vector and axial vector couplings are given by cv = 1 (which can be derived on theoretical
grounds) and ca = −1.25, which is experimentally measured.
The amplitude for νn→ ep is
M =
√
2GF [u¯p(cv − caγ5)γµun] [u¯eγµPLuν ] (262)
and the amplitude squared is
|M|2 = 2G2F [u¯p(cv − caγ5)γµun] [u¯eγαPLuν] [u¯n(cv − caγ5)γαup] [u¯νγµPLue] (263)
To get this, one uses the result that
(u¯1Xu2)
∗ = u†2X
†γ†0u1 (264)
and
γµ†γ0
†
= γ0γµ; γ5
†γ0
†
= −γ0γ5 (265)
Next we sum over final polarizations and average over initial ones using the formulas∑
s
u(p, s)u¯(p, s) = /p+m;
∑
s
v(p, s)v¯(p, s) = /p−m (266)
to obtain
〈|M|2〉 = 1
4
∑
|M|2 = 1
2
G2F tr [PL(/pe +me)γ
αPL/pνγ
µ] · tr
[
(/pn +mn)Xγα(/pp +mp)Xγµ
]
(267)
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where now X = cv − caγ5. Thus, ignoring the electron mass,
〈|M|2〉 = 1
2
G2F tr
[
/peγ
α/pνγ
µ1
2
(1 + γ5)
]
·
(
tr
[
/pnXγα/ppXγµ
]
+mnmptr [XγαXγµ]
)
=
4
4
G2F (p
µ
ep
α
ν + p
α
e p
µ
ν − pe ·pνηµα + iǫρµσαpe,ρpν,σ)
·
(
tr
[
γα/pnγµ/pp(cv − caγ5)2
]
+mnmptr [γµ(cv + caγ5)(cv − caγ5)γα]
)
=
16
4
G2F (p
µ
ep
α
ν + p
α
e p
µ
ν − pe ·pνηµα + iǫρµσαpeρpνσ)
(
[pn,αpp,µ + pp,αpn,µ − pn ·ppηαµ](c2v + c2a)
− 2icvcaǫαρ′µσ′pρ′n pσ
′
p +mnmp(c
2
v − c2a)ηαµ
)
= 4G2F
(
2(pe ·pp pν ·pn + pe ·pn pν ·pp)(c2v + c2a) +mnmp(c2v − c2a)(2pe ·pν − 4pe ·pν)
+ 2cvca(2δ
ρσ
ρ′σ′)pe,ρpν,σp
ρ′
n p
σ′
p
)
= 8G2F
(
pe ·pp pν ·pn(cv − ca)2 + pe ·pn pν ·pp(cv + ca)2 −mnmppe ·pν(c2v − c2a)
)
(268)
Note that I used the identity ǫαρ′µσ′ǫ
αρµσ = 2δρσρ′σ′ To simplify this, let’s go to the low energy
limit where the proton and neutron are at rest, and the neutrino energy is much smaller
than the nucleon mass. Then
〈|M|2〉 ∼= 8G2Fmnmp
(
2EeEν(c
2
v + c
2
a)− pe ·pν(c2v − c2a)
)
∼= 8
16
G2Fmnmp(91EeEν − 9~pe ·~pν) (269)
Recall that the differential cross section is given by
dσ
dt
=
1
64πs
1
|p1,cm|2 〈|M|
2〉 (270)
where p1,cm = p1,labmn/
√
s = Eνmn/
√
s. Ignoring the small ~pe·~pν term, we can then estimate
dσ
dt
∼= 1
64π
1
E2νm
2
n
〈|M|2〉
∼= 91
2
G2FmnmpEνEe
∼= 46
64π
G2F (271)
We used that fact that, by energy conservation, since Eν ≪ mn, Ee ∼= Eν . The maximum
momentum transfer is
√−t = 2Eν , when the electron comes out in the opposite direction to
the neutrino, thus the total scattering cross section is
σ =
∫ 0
−(2Enu)2
dσ
dt
∼= 46
16π
G2FE
2
ν (272)
The fact that the ~pe ·~pν term was small meant that the differential scattering cross section
is not very directional. If we were to obtain a result which was closer to the form pe ·pν, the
55
electron would be preferentially emitted in the same direction as the neutrino originally had.
This is the principle which allows neutrino detectors like SuperKamiokande to have some
sensitivity to the direction of the neutrinos. This makes me suspect there is an error in the
above calculation, since there is no value of ca/cv (which can vary for different nuclei) which
makes the pe ·pν term more important that the isotropic EeEν term.
Now that we have reviewed fermions at tree level, we can look at how they behave
in loop diagrams. For this purpose we would like to introduce interactions. The 4-fermion
Lagrangian we just studied is not renormalizable, since by power counting diagrams like those
in fig. 32 are divergent. On the other hand, interactions with scalars can be renormalizable:
µǫφ ψ¯(g1 + ig2γ5)ψ (273)
These are called Yukawa couplings; g1 is called a scalar coupling and g2 is a pseudoscalar
coupling, meaning that under parity, if φ was even and g2 = 0, the interaction would be
invariant, whereas if φ was odd and g1 = 0, it would also be invariant. In the first case, φ
is a scalar under parity, and in the second it is a pseudoscalar, hence the terminology. In
either case, the dimension of the operator in d = 4− 2ǫ dimensions requires the factor of µǫ.
For simplicity, let’s consider the case of the scalar coupling, and denote g1 = g. Then there
are a few divergent diagrams we can consider, shown in fig. 33.
Figure 32. Divergent loop diagrams in 4-fermion theory.
(a) (b) (c)
(d) (e) (f) (g)
Figure 33. Divergent loop diagrams with Yukawa couplings to a scalar field (dashed lines).
From now on I will leave detailed computations to be presented in the lecture and just
give an outline here of what we will cover. We start with fig. 31(d), the correction to the
scalar inverse propagator. The important points are the following. (1) the fermion loop gets
an extra minus sign relative to boson loops; this occurs because one has to anticommute one
pair of fermion fields in order for them to be in the right order to give the propagator when
the Wick contractions are done. (2) There is a trace over the Dirac indices associated with
each fermion loop. When we use dimensional regularization, we have to know how Dirac
matrices generalize to higher dimensions. Here are some relevant formulas:
γµγ
µ = d (274)
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tr 1 = d (275)
tr γµγα = dηµα (276)
tr γµγαγνγβ = d(ηµαηνβ + ηµβηνα − ηµνηαβ (277)
γµγαγ
µ = −γµγµγα + 2γµδµα = (2− d)γα (278)
γµ /a /b γ
µ = 4a·b+ (d− 4)/a /b (279)
γµ /a /b /c γ
µ = −2/c /b /a + (4− d)/a /b /c (280)
As for formulas involving γ5, there is no natural way to continue them to ogher dimensions,
so we are forced to use the 4D formulas. This turns to out be consistent for many purposes,
but we will see later that it leads to some problems in rigorously defining a theory with chiral
fermions with gauge interactions.
From the result of evaluating the diagram of fig. 33(d), we can verify that the divergent
part of the correction to the mass has the opposite sign to what we found in φ4 theory:
δm2scalar =
g2
16π2
12
ǫ
m2fermion (281)
In fact the divergences of the fermion and scalar loops cancel each other if the Yukawa and
quartic couplings are related by
g2 =
λ
4!
(282)
and if the masses of the fermion and scalar are equal to each other. If there was no symmetry
in the theory to enforce this kind of relationship, these would be a kind of fine-tuning.
However, supersymmetry (which we will hopefully have time to study toward the end of
this course) enforces precisely this kind of relationship. In SUSY theories, this kind of
cancellation also leaves the corrections to the scalar quartic coupling finite; notice that fig.
33(f) goes like g4/ǫ, whereas fig. 9 (the scalar loop contribution to the quartic coupling) goes
like λ2/ǫ, so these do have the correct form to cancel each other.
On the other hand if we look at wave function renormalization, diagram 33(f) gives
−−©−− ∼ i g
2
16π2
2
ǫ
p2 (283)[
compare to −−−− = i(p2 −m2) ] (284)
whereas we know that the setting sun diagram of scalar field theory goes like λ2/ǫ. Thus
these two diagrams do not have the right form to cancel each other. This shows that while
SUSY can prevent divergences in masses and couplings, it does not do so for wave function
renormalization.
Another consequence of SUSY is that the vacuum diagrams of the form © must cancel.
We would like to see how the diagram 33(b) gets the opposite sign to that of the scalar loop.
This comes about because of the properties of the fermionic form of the path integral:
© = Γ = 1
i
ln
(∫
DψDψ¯eiS
)
(285)
Consider the Grassmann integral∫ ∏
i
dη∗i dηi e
iη∗iMijηj = detM (286)
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This is in contrast to the bosonic path integral which gives (detM)−1/2. The important thing
here is the sign of the exponent. When we take the log, this explains why the fermionic loop
has the opposite sign to the bosonic one. As for the factor of 1/2 which we had for bosons,
this was due to the fact that a real scalar field is just one degree of freedom, whereas a Weyl
fermion has two spin components, and therefore is two degrees of freedom. If we consider
the path integral over a complex scalar field φ = (φ1+ iφ2)/
√
2, we would obtain (detM)−1.
We now do a detailed computation of this determinant for fermions to show that indeed the
cancellation is exact between a Weyl fermion and a complex scalar if they have the same
mass, or between a Dirac fermion and two such complex scalars. In SUSY theories, scalars
are always complex, and their corresponding fermionic partners are always Weyl.
Just like for bosons, we can construct the Coleman-Weinberg potential for a scalar field
due to the fermion loop, and the result is the fermion determinant with the mass of the
fermion evaluated using the background scalar field:
VCW = − N
64π2
(m+ gφ)4 ln
(
(m+ gφ)2
µ2
)
(287)
where N = 4 for a Dirac and 2 for a Majorana or Weyl fermion. This follows from the result
that
Γ = −i ln det(i/∂ −m) = −iN
2
∫
d 4x
∫
d 4p
(2π)4
ln(p2 −m2) (288)
Notice that when we Wick-rotate, Γ gets a positive contribution from fermions. This means
the vacuum energy density gets a negative contribution, since action ∼ (− potential).
We return to the diagrams of fig. 33. The tadpole is similar to that which arises in φ3
theory and must be renormalized similarly, by introducing a counterterm which is linear in
φ. Let us focus on diagram (a) instead; we call this a contribution to the self-energy of
the fermion. To help get the sign of this contribution right, I will use the background field
method. This gives
iΓ1loop =
1
2!
(−igµǫ)2
〈∫
d 4x
(
ψ¯cφqψq + ψ¯qφqψc
) ∫
d 4y
(
ψ¯cφqψq + ψ¯qφqψc
)〉
= (−igµǫ)2
∫
d 4x
∫
d 4y ψ¯c(x) 〈φq(x)φq(y)〉 〈ψq(x)ψ¯q(y)〉ψc(y)
= −g2µ2ǫ
∫
d 4p
(2π)4
ψ¯c(p)
∫
d 4q
(2π)4
i
/p + /q −mf
i
q2 −m2s
ψc(p) (289)
since there are two ways of contracting the quantum fermion fields. This expression is to be
compared to the tree-level one,
Γtree =
∫
d 4p
(2π)4
ψ¯c(p)(/p−mf)ψc(p) (290)
We can in this way identify the corrections to the mass and wave function renormalization.
The correction to the fermion inverse propagator is often called the self-energy, Σ(p). The
full inverse propagator is then /p−m+ Σ. Comparing the above equations, we see that
Σ = ig2µ2ǫ
∫
d 4q
(2π)4
/p + /q +mf
(p+ q)2 −m2f
1
q2 −m2s
(291)
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Evaluating it in the usual way, we find the result
Σ = g2µ2ǫ
∫ 1
0
dx
Γ(ǫ)
(4π)2−ǫΓ(2)
/p(1− x) +mf
(M2)ǫ
(292)
where M2 = xm2f + (1− x)m2s − p2x(1 − x). The most divergent part is
= Σ ∼ g
2
16π2ǫ
(
1
2
/p+mf
)
(293)
Finally, let’s evaluate the remaining divergent diagram, fig. 33 (g), which is called the
vertex correction. To simplify things, let’s evaluate it at vanishing external momenta, since
this is all we need for getting the divergent contribution to the Yukawa coupling. Evaluating
the diagram directly, we find the combinatoric factor is 1, hence
iΓvertex = (−igµǫ)3
∫
d 4q
(2π)4
i
/q −mf
i
/q −mf
i
q2 −m2s
= (gµǫ)3
∫
d 4q
(2π)4
(/q +mf)
2
(q2 −m2f)2(q2 −m2s)
= (gµǫ)3
∫
d 4q
(2π)4
(
1
(q2 −m2f )(q2 −m2s)
+ convergent piece
)
= i(gµǫ)3
∫ 1
0
dx
Γ(ǫ)
(4π)2−ǫ(M2)ǫ
(
M2 ≡ xm2f + (1− x)m2s
)
∼ i(gµ
ǫ)3
16π2ǫ
(294)
which should be compared to the tree level result iΓ = −igµǫ.
Now we can put together the above results to do the renormalization of this theory
and find the beta function for the Yukawa coupling. Let us write the tree plus 1-loop,
unrenormalized effective action in the form
Γ =
∫
d 4p
(2π)4
[
1
2
φ−p
(
p2 −m2s +
a
ǫ
p2 − b
ǫ
m2s
)
φp + ψ¯p
(
/p−mf + c
ǫ
/p− d
ǫ
mf
)
ψp
]
− g
(
1 +
e
ǫ
) ∫
d 4x ψ¯φψ (295)
Comparing with our previous results, and defining gˆ = gµǫ/4π, we can identify
a = 2gˆ2; b = 12
m2f
m2s
gˆ2; c =
1
2
gˆ2; d = −gˆ2; e = −gˆ2. (296)
The first step is to renormalize the fields to absorb the a and c terms. We define
ψ =
√
Zψψr ∼=
(
1− c
2ǫ
)
ψr; φ =
√
Zφφr ∼=
(
1− a
2ǫ
)
φr (297)
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The effective action becomes
Γ =
∫
d 4p
(2π)4
[
1
2
φr,−p
(
p2 −m2s
(
1 +
b− a
ǫ
))
φr,p + ψ¯r,p
(
/p−mf
(
1 +
d− c
ǫ
))
ψr,p
]
− gµǫ
(
1 +
e− c− a/2
ǫ
)∫
d 4x ψ¯rφrψr (298)
It is now clear how to define the bare parameters in order to absorb the divergences:
m2s,0 =
(
1− b− a
ǫ
)
m2s,r; mf,0 =
(
1− d− c
ǫ
)
mf,r; g0 =
(
1− e− c− a/2
ǫ
)
gr (299)
Using the determined values for e, c and a, and remembering that g0 has dimensions given
by µǫ, the full bare coupling is (see the parallel discussion starting at (147) for the quartic
scalar coupling)
gbare = µ
ǫ
(
1 +
5gˆ2r
2ǫ
)
gr ≡ µǫ
(
g +
a1(g)
ǫ
)
(300)
Now we can compute the β function for the Yukawa coupling,
0 = µ
∂
∂µ
gbare = ǫ
(
g +
a1(g)
ǫ
)
+ β(g)
(
1 +
a′1
ǫ
)
−→ β(g) ∼= ǫ
(
g +
a1(g)
ǫ
)(
1− a
′
1
ǫ
)
= ǫg +
5g3
16π2
(301)
Thus, like the quartic coupling, the Yukawa coupling is not asymptotically free; it flows to
larger values in the ultraviolet.
I must confess that this way of computing the beta function from dimensional regular-
ization still seems rather abstract and unintuitive to me. Here is another way which is more
down-to-earth. Go back to the 1-loop effective action (298) which has been wave-function-
renormalized, and imagine what the 3-point function would look like if we had computed
it using a momentum-space cutoff, and at nonvanishing external momentum. Remember-
ing that 1/ǫ corresponds to lnΛ2, and taking the external momentum to be p, the effective
coupling would have the form
geff = g
(
1− 5g
2
32π2
ln(Λ2/p2)
)
(302)
When we renormalize, this will become
geff = g(µ)
(
1− 5g
2(µ)
32π2
ln(µ2/p2)
)
(303)
Notice that the energy-dependent coupling increases with p2 as expected from the sign of
the beta function. We can now compute the beta function by demanding that the physical
coupling geff be independent of µ:
µ
∂
∂µ
geff = 0 = β
(
1 +O(g2)
)− 5g3
16π2
(304)
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which gives the same result as DR to the order we are computing. You can see the parallels
between this way of doing it and the DR method. I tend to think that the DR procedure is a
set of manipulations that are mathematically equivalent to using a momentum space cutoff,
but the latter gives a more concrete way of understanding what we are actually doing.
To conclude this section about fermions, I want to discuss the differences between Ma-
jorana and Dirac particles. The previous computation for the beta function was for a Dirac
fermion. Implicit in this discussion was the fact that only Green’s functions like 〈ψψ¯〉 were
nonzero, whereas 〈ψψ〉 was assumed to be zero. Here I would like to show that this is true
for Dirac fermions, but not Majorana ones. To put the discussion in context, let’s suppose
that we are doing the Wick contractions for a combination of fields like
〈(ψ¯Xψ)x(ψ¯Y ψ)y〉con (305)
where X and Y are matrices such as 1, γµ, γ5, γµγ5, etc., and we are only interested in the
connected contributions. As we have noted before, one possible contraction gives
−tr(X〈ψxψ¯y〉Y 〈ψyψ¯x〉) (306)
To write the other possible contraction involving 〈ψxψy〉〈ψ¯xψ¯y〉 in a convenient way, let’s
first rewrite (305) by making use of the fact that
(ψ¯Xψ) = −ψTXTγ0ψ∗
= −ψT (−γ2†γ0)(−γ2†γ0)−1XTγ0(−γ2)−1(−γ2)ψ∗
≡ ψ¯cXcψc (307)
where we have defined the charge-conjugated spinor
ψc = −γ2ψ∗ (308)
and
Xc = −γ0(−γ2†)−1XTγ0γ2 = γ0γ2XTγ0γ2 (309)
Notice that γ2 is antihermitian in the representation we are using. The leading minus signs
in (307) and (309) come from anticommuting the two fields. When we rewrite (ψ¯Xψ)x in
this way, we see that the other possible contraction of the fields takes the form
−tr(Xc〈ψcxψ¯y〉Y 〈ψyψ¯cx〉) (310)
The fact that 〈ψcxψ¯y〉 vanishes for a Dirac fermion follows simply from the fact that fermion
number is a conserved quantity in the Dirac Lagrangian. The latter is symmetric under the
transformations
ψ → eiθψ, ψ¯ → e−iθψ¯ (311)
However, ψc → e−iθψc under this symmetry, so that 〈ψcxψ¯y〉 → e−2iθ〈ψcxψ¯y〉. A nonvanishing
VEV for ψcxψ¯y would therefore break the symmetry, in contradiction to the fact that the
61
symmetry does exist in the underlying Lagrangian. You can see this explicitly by considering
the path integral, and changing variables from ψ to ψ′ = eiθψ:
〈ψcxψ¯y〉 =
∫
DψDψ¯eiS(ψ¯,ψ)ψcxψ¯y
=
∫
Dψ′Dψ¯′eiS(ψ¯′,ψ′)ψ′cxψ¯′y
(
ψ′ = eiθψ
)
=
∫
DψDψ¯eiS(ψ¯,ψ)ψ′cxψ¯′y
= e2iθ〈ψcxψ¯y〉 (312)
Both the action and the path integral measure are invariant under this phase transformation.
For the action this was obvious; for the measure, we note that the determinant of the Jacobian
matrix is unity: ∣∣∣∣∂(ψ′, ψ¯′)∂(ψ, ψ¯)
∣∣∣∣ = ∣∣∣∣ eiθ 00 e−iθ
∣∣∣∣ = 1 (313)
Since 〈ψcxψ¯y〉 = e2iθ〈ψcxψ¯y〉, it must vanish.
This argument does not work for massive Majorana fermions however, since their action
is not invariant under the phase transformation. More precisely, it does not make sense to
perform such a phase transformation on a Majorana spinor since it is defined as
ψ =
(
σ2ψ
∗
L
ψL
)
(314)
which obeys the identity
ψc = ψ (315)
Clearly, a spinor which satisfied this property (being self-conjugate) would no longer do so if
we multiplied it by a phase. Therefore we cannot define a symmetry operation which forbids
Green’s functions of the form 〈ψcxψ¯y〉 for Majorana fermions. In fact, since ψc = ψ, we see
that 〈ψcxψ¯y〉 = 〈ψxψ¯y〉.
Now we can see how to compute Feynman diagrams with Majorana fermions. We have
to compute all possible contractions of the fermi fields, by charge-conjugating one of the
bilinears in order to put terms like ψψT into the more familiar form ψψ¯c = ψψ¯. One has
to know how the matrix X transforms under charge conjugation. For example, it is easy to
show that
1c = 1; γc5 = +γ5; (γ
µ)c = −γµ; (γ5γµ)c = −γ5γµ (316)
The fact that ψ¯γµψ changes sign under charge conjugation is intuitively clear: for electrons
this is the electric current, which should change sign when transforming from electrons to
positrons.
We can now redo the previous calculations (fig. 33) in a theory where the fermion is
Majorana. In this case, it is convenient to normalize the interaction term with an additional
factor of 1
2
, as we do for the kinetic term, since this preserves the relationship between the
Yukawa coupling and the mass if we give a classical expectation value of the scalar field φ:
L = 1
2
ψ¯ (i/∂ −m− gφ)ψ (317)
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When we redo the diagrams of fig. 33, we find that the results are identical to those of
the Dirac fermion for all diagrams where the fermions are in the external states, because
the new factor of 1
2
in the coupling in (317) is exactly compensated by the number of new
contractions that can be done with the fermion fields. However in the vacuum polarization
diagram 33(d), there are only two ways of contracting the fermions, while there are two
factors of 1
2
. This makes sense: there are only half as many fermions circulating in the loop
for the Majorana case, relative to the Dirac one. Therefore the only change in computing
the beta function is that the factor a in (298) is divided by 2:
β =
4g3
16π2
(Majorana case) (318)
11 The Axial Anomaly
Sometimes a symmetry which seems to be present in a theory at the classical level can be
spoiled by quantum (loop) effects. We have already seen such an example without knowing
it. A theory with no massive parameters such as
S =
∫
d 4x
(
1
2
(∂φ)2 + ψ¯/∂ψ − λ
4!
− gψ¯φψ
)
(319)
has a dilatation or scale transformation symmetry
φ→ eaφ, ψ → e3a/2ψ, xµ → e−axµ (320)
since there is no mass scale in the Lagrangian. However, the Coleman-Weinberg potential
breaks this symmetry due to factors like ln(λφ2/µ2) and ln(g2φ2/µ2) which are introduced
through renormalization. It is impossible to avoid introducing the massive scale µ. A
symmetry broken by quantum effects is said to be anomalous.
When we introduced dimensional regularization, one of our motivations was that it was
important to try to preserve the symmetries which are present in the theory. In the previous
section, we noted an example of one of these symmetries, the transformation ψ → eiθψ
for Dirac fermions. Recall that for any symmetry of a Lagrangian, there is a conserved
(No¨ther) current which is constructed by promoting θ from a global constant to a locally
varying function θ(x). The No¨ther procedure is to find the variation of the action under and
infinitesimal transformation of this kind. If it is a symmetry, then the result can always be
written in the form
δL =
∫
d 4x ∂µθJ
µ = −
∫
d 4x θ∂µJ
µ = 0 (321)
where Jµ is the conserved current corresponding to the symmetry. In the case of ψ → eiθψ,
the current is
Jµ = ψ¯γµψ (322)
If ψ was the electron field, then this would be simply the electric current (modulo the charge
e). For a generic fermion field, it is the particle current, and its conservation implies that
the net number of fermions of that kind does not change in any interaction. The current Jµ
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in (322) is called the vector current for the field ψ, since it transforms like a vector under
the Lorentz group. This symmetry is sometimes denoted by U(1)V .
We noted that for Majorana fermions, one cannot define a symmetry transformation ψ →
eiθψ; however, it does make sense to consider the axial or chiral transformation ψ → eiθγ5ψ,
which is denoted by U(1)A. In this case we have(
σ2ψ
∗
L
ψL
)
→
(
eiθσ2ψ
∗
L
e−iθψL
)
(323)
which is self-consistent. Similarly, we could do the same transformation for Dirac fermions,
ψ =
(
ψR
ψL
)
→ ψ =
(
eiθψR
e−iθψL
)
(324)
In either case, the corresponding current is given by the axial vector current,
Jm5 u = ψ¯γ5γ
µψ (325)
The charge associated with this current, Q5 =
∫
d 3x J05 , counts the number of right-handed
fermions minus the number of left-handed ones. But in a massive theory, there is not a
conserved quantity because the mass term m(ψ†LψR + ψ
†
RψL) can convert left-handed states
into right-handed ones and vice versa. For Majorana particles, the corresponding statement
is that the mass term can flip a left-handed particle into a right-handed antiparticle, so the
notion of a conserved particle number is spoiled. Only if the theory is massless is the axial
rotation a symmetry. We can see this using the classical equation of motion:
i∂µJ
µ
5 = ψ¯γ5(i
←−
/∂ + i
−→
/∂ )ψ = ψ¯γ5(m+m)ψ (326)
Only if m = 0 is the axial symmetry a good one for the classical Lagrangian.
Now for the surprising subject of this section: even though the vector and axial-vector
currents may be conserved in the classical theory, it may be impossible to preserve both of
these symmetries once loop effects are introduced. In the present case, there is no regular-
ization scheme that respects both symmetries. Dimensional regularization does not work
because there is no generalization of γ5 to higher dimensions. Pauli-Villars fails because
the masses of the regulator fields do not respect chiral symmetry. We shall now show that
in the case of a single Dirac fermion, it is possible to preserve one or the other of the two
symmetries, but not both [8].
The quantity where the problem shows up is in the Green’s functions of composite oper-
ators which are products of three currents. Define
−iΓµνλ = 〈0|T ∗(J5µ(x3)Jν(x1)Jλ(x2)|0〉 (327)
On the basis of the classical symmetries, we would expect Γµνλ to satisfy the three Ward
identities for conservation of the currents:
∂xµ3Γ
µνλ = ∂xν1Γ
µνλ = ∂xλ2Γ
µνλ = 0 (328)
We will show that, due to the contribution of the triangle diagrams in fig. 34, it is impossible
to satisfy all of the above relations.
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Figure 34. Triangle diagrams for the axial anomaly.
There are two diagrams because of the two possible ways of contracting the fermion fields.
In the figure we have gone to momentum space, and in the second diagram we have added
an arbitrary shift a to the momentum in the internal line, which correponds to a change of
integration variables k → k + a in the integral for the second diagram. If everything was
well-behaved, the choice of a should have no effect on the final answer. However, we will
find that because the diagrams are UV divergent, the choice of a does matter. The result
of evaluating the diagrams (details to be presented in the lecture) is that the divergences in
(328) are given by
pµ3Γµνλ = −
1
8π2
ǫνλαβa
αpβ3 (329)
pν1Γµνλ = −
1
8π2
ǫλµαβ(a+ 2p2)
αpβ1 (330)
pλ2Γµνλ = −
1
8π2
ǫµναβ(a− 2p1)αpβ2 (331)
To obtain this result, we can use a fact from vector calculus which saves us from having
to evaluate the loop integrals in great detail. Namely, if we cut off the loop integral by a
momentum space cutoff in Euclidean space, then it is an integral over a finite volume, the
4-sphere. We can write
I(a)− I(0) =
∫
S4
d 4k (f(k + a)− f(k))
=
∫
S4
d 4k
(
aµ∂µf(k) +O(a
2)
)
= ~a·
∫
S3
d~S f(k) + . . . = aµ
∫
S3
dΩkk
2kµf |k2→∞ (332)
For an integral which is linearly divergent in k before subtracting the two terms, we can
ignore the terms of higher order in a, because these involve more derivatives with respect to
k, and their correponding surface terms vanish at infinity. For example, if f = kν/(k
2+ b2)2,
then
I(a)− I(0) = aµ
∫
dΩkk
2 kµkν
(k2)2
=
1
4
aµδµν
∫
dΩkk
2 k
2
(k2)2
=
π2
2
aν (333)
The dependence on the arbitrary vector a can be considered to be part of our choice of
regularization. For a general choice of a, neither the vector nor axial vector currents are
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conserved (although there might some linear combination of them which is conserved). We
can make one choice which preserves the vector symmetry however, which is the relevant
one if we are talking about electrons since we certainly want electric charge to be conserved:
a = 2(p1 − p2) (334)
With this choice, both of the vector current divergences (330) and (331) vanish, and the
axial anomaly takes on a definite value,
−ipµ3Γµνλ =
1
2π2
ǫνλαβp
α
1 p
β
2 (335)
The axial anomaly is also known as the Adler-Bardeen-Jackiw (ABJ) anomaly after the
people who first published a paper about it. However it was first discovered by Jack Stein-
berger, then a graduate student in theoretical physics. He was so dismayed and perplexed by
this result that he decided to quit theoretical physics and became instead a very successful
experimentalist.
In the above derivation we constructed a rather unphysical quantity (correlator of three
currents) to uncover the existence of the anomaly. There is a more physical context in which
it arises; suppose we have a background U(1) gauge field Aµ(x) to which the fermions are
coupled via
L = ψ¯(i/∂ + e/A)ψ (336)
With the gauge interaction, it is no longer necessary to consider the 3-current Green’s func-
tion; we can compute 〈∂µJµ5 〉 directly. The other two vertices in the triangle diagram arise
from perturbing to second order in the interaction. We get an extra factor of 1
2!
from second
order perturbation theory, so (335) becomes
p3µJ
µ
5 (p3) =
e2
4π2
ǫνλαβp
α
1A
ν(p1)p
β
2A
λ(p2)
=
e2
16π2
ǫνλαβ
(
pα1A
ν(p1)− pν1Aα(p1)
)(
pβ2A
λ(p2)− pλ2Aβ(p2)
)
(337)
Transforming back to position space, this gives
∂µJ
µ
5 =
e2
16π2
ǫνλαβF
νλF αβ ≡ e
2
16π2
F νλF˜νλ (338)
The quantity F νλF˜νλ can be shown to be the same as 2 ~E·~B. If we integrate (338) over space,∫
d 3x ∂µJ
µ
5 = Q˙5 =
e2
8π2
∫
d 3x ~E · ~B (339)
This has a remarkable interpretation: it says that if electrons were massless, then in the
presence of a region of space with parallel electric and magnetic fields, axial charge would
be created at a constant rate given by (339). In other words, there would be a constant rate
of production of pairs of left-handed particles and right-handed antiparticles, or vice versa.
These particles would start out with zero energy (remember that they are massless), but
they would be accelerated by the electric field thereafter.
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The way this happens can be visualized in terms of the migration of single particle states
as shown in fig. 35. If we put the system in a box, only discrete momentum values will be
allowed. Due to the electric fields, the momentum of a given state will increase linearly with
time. Let’s focus on states with spin Sz = +1/2. We would call them left-handed if they
are moving with negative group velocity (pz < 0) and right-handed if pz > 0—except for the
negative energy particles in the filled Dirac sea we interpret things oppositely since these
denote the absence of the corresponding antiparticle. When there is a mass gap m and the
electric field is smaller than m2, no transitions between negative and positive energy states
take place, so the chirality violation is not observable (it just corresponds to a constant
production of new LH states in the filled Dirac sea). If m = 0, the gap disappears, and
then the filled states of the Dirac sea jump to occupy positive energy states regardless of
how small the electric field is. The production of chiral pairs (particles with Sz = +1/2 and
antiparticles with Sz = −1/2, moving in opposite directions) occurs and chirality violation is
observable. But one might wonder what the role of the magnetic field is in all of this—these
pictures make no reference to B after all. Indeed if B = 0, we could draw the same diagrams
for the Sz = −1/2 states, and these would produce an equal and opposite amount of chiral
charge to the Sz = +1/2 states. However, in the presence of the magnetic field, we have
new contributions to the energy of a particle; there are Landau levels due to the electrons
circulating around the B field lines, and there is also a magnetic moment coupling to the
spin, so that the dispersion relation takes the form
E2 = p2z + (2n+ 1)eB +−2eBSz +m2 (340)
Therefore only the states with Landau level n = 0 and Sz = +1/2 have zero energy; the
rest get an effective contribution to their mass. This heuristic discussion makes the physical
origin of the anomaly more plausible.
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Figure 35. Creation of axial charge in parallel electric and magnetic fields for (a) massive and
(b) massless electrons.
There are numerous ways of deriving the axial anomaly, which give equivalent results.
One way is to regularize the axial current by point-splitting:
Jµ5 = lim
ǫµ→0
ψ¯(x+ ǫ/2)γµγ5e
i
∫ x−ǫ/2
x−ǫ/2
dxνAν(x)ψ(x+ ǫ/2) (341)
67
The exponential factor is required if one wants to keep the current invariant under the
electromagnetic gauge symmetry:
ψ → eieΩ(x)ψ; Aµ → Aµ + ∂µΩ (342)
The small separation vector ǫµ cuts off the UV divergence of the momentum integral in
the triangle anomaly, and gives the result we have computed when one averages over the
directions of ǫµ to restore Lorentz invariance.
Yet another derivation (due to Fujikawa [13]) derives the axial anomaly from the path
integral, by showing that the path integral measure is not invariant under the U(1)A symme-
try when one carefully defines it in such a way as to preserve the U(1)V symmetry. Consider
a theory with several fields which we will collectively denote by φ, having action S[φ] and
some symmetry transformation φ → φ + ǫAφ, where A is a matrix. In evaluating the path
integral, we can change variables from φ to φ′ = φ+ ǫAφ,∫
DφeiS[φ] =
∫
Dφ′eiS[φ′]
=
∫
Dφ′eiS[φ]+i
∫
d 4x∂µǫJµ
=
∫
Dφ′eiS[φ]
(
1 + i
∫
d 4x∂µǫJ
µ
)
(343)
If it is true that Dφ′ = Dφ, then we see after integrating by parts that∫
DφeiS[φ]
∫
d 4xǫ∂µJ
µ = 0
−→ 〈∂µJµ〉 = 0 (344)
The latter equality follows from the fact that ǫ(x) can be any function, including a delta
function with support at an arbitrary position.
The above argument can be applied to the U(1)A symmetry, and it would imply that there
is no anomaly if it was true. The one questionable assumption we made in the derivation
was that Dφ′ = Dφ. Evidently this is not true in the case of the U(1)A transformation. If
we define the transformation as
ψ → eiǫγ5/2ψ, ψ¯ → ψ¯eiǫγ5/2 (345)
then the No¨ther current has the conventional normalization, and the Jacobian is∣∣∣∣∂(ψ′, ψ¯′)∂(ψ, ψ¯)
∣∣∣∣ = ∣∣∣∣ eiǫγ5/2 00 eiǫγ5/2
∣∣∣∣ = eiǫγ5 (346)
for the field at each point x. We must multiply these together for all x, so the Jacobian is
det eiǫγ5 in field space. Let us compute
ln det eiǫγ5 = tr ln(eiǫγ5) = tr ln(1 + iǫγ5) = i tr ǫ γ5 (347)
Since trγ5 vanishes naively, we might think that this can lead nowhere. However since
this is a trace in field space, we have to find all the eigenvalues of the Dirac operator and
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sum the expectation value of γ5 over them. If there are more left-handed than right-handed
solutions, we can get a nonvanishing result. We know that the anomaly shows up most
readily if we quantize in a background U(1)V gauge field, so let us do this. Then the explicit
meaning of tr γ5 is
tr ǫ γ5 =
∑
n
∫
d 4x ǫ ψ¯nγ5ψn (348)
where the functions are eigenfunctions of the Dirac operator in a background gauge field:
(i/∂ + e/A)ψn = λnψn (349)
Notice that we can rewrite the fields as ψ(x) =
∑
n anψn(x), ψ¯(x) =
∑
n bnψ¯n(x), where an
and bn are Grassmann numbers, and the path integral becomes∫
DψDψ¯eiS =
∏∫
dandbn exp
∑
n
bnλnan =
∏
λn = det(i/∂ + e/A) (350)
Now the problem is that the sum in (348) is not well-defined without being regulated in the
ultraviolet, and we must do so in a way that respects the U(1)V symmetry.
12 Abelian Gauge Theories: QED
We have focused on some toy model theories so far, to keep things relatively simple. Although
φ4 and Yukawa interactions are part of the standard model, they appear in a somewhat more
complicated way than we have treated them. Gauge interactions are the major ingredient
we have not yet discussed. In this section we will treat the Abelian case, which includes
QED.
You were already exposed to the quantization of gauge fields in your previous course.
Let’s review. The gauge field can be derived from promoting the global U(1)V symmetry of
a Dirac fermion ψ → eieθψ to a local symmetry, ψ → eieθ(x)ψ. We have now factored out the
charge of the electron e in our definition of the symmetry operation, since a particle with a
different charge, like the up quark, would transform as u → ei 23 eθ(x)u. The new term which
arises due to the spatial variation of θ is
δL = ψ¯(−/∂θ)ψ (351)
This can be canceled by adding the gauge interaction
Lint = ψ¯(e/A)ψ (352)
if we allow the gauge field to transform as
Aµ → A+ ∂µθ (353)
which of course is just a gauge transformation, which leaves the field strength Fµν unchanged.
The action for the gauge field is
Lgauge = −1
4
FµνF
µν =
1
2
(
~E2 − ~B2
)
(354)
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To get more insight, let’s make a choice of gauge, say Coulomb gauge, where ~∇· ~A = 0. The
Lagrangian density can be written as
1
2
(
( ~˙A− ~∇A0)2 − (~∇× ~A)2
)
=
1
2
(
~˙A
2
+ (~∇A0)2 − (~∇× ~A)2 − 2~∇A0 · ~˙A
)
integrate by parts → 1
2
(
− ~A∂20 ~A+ ~A · ~∇ 2 ~A−A0~∇ 2A0
)
(355)
where we used the fact that ~∇ · ~A = 0 to get rid of the term 2~∇A0 ·~˙A. Roughly speaking, ~E
looks like the time derivative and ~B looks like the spatial derivative of the three components
of ~A (which therefore resemble three scalar fields), but we also get the zeroth component,
which is strange because it has no kinetic term and its gradient term has the wrong sign. If
we couple the gauge field to an external electromagnetic current Jµ, the path integral over
the gauge fields is ∫
DAµeiS[A]−i
∫
d 4xAµJµ (356)
We can rewrite the exponent as∫
d 4x
(
1
2
[
− ~A ~A + A0~∇2A0
]
−A0J0 + ~A · ~J
)
=
1
2
[
−
(
~A− 1

~J
)

(
~A− 1

~J
)
+
(
A0 +
1
~∇2J0
)
~∇2(A0 + 1~∇2J0)
]
+
1
2
[
~J · 1

~J − J0 1~∇2J0
]
(357)
By shifting the integration variable in the functional integral, we see the result is∫
DAµeiS[A]−i
∫
d 4xAµJµ = e
i
2
∫
d 4x
[
~J · 1

~J−J0 1~∇2 J0
] ∫
DAµeiS[A]
= e−
i
2
∫
d 4xAµ[J ]Jµ (358)
where Aµ[J ] is the gauge field which is induced by the external current (see eqs. (4.16) and
(4.17) of [3]) in Coulomb gauge:
Ai[J ] =
1

Ji; A0[J ] =
1
~∇2J0 (359)
The exponent in (358) is the action due to the electromagnetic interaction of the current
with itself, so the result makes sense.
However, I was sloppy in my treatment of the path integral in this derivation. How is the
constraint that ~∇· ~A = 0 implemented in the path integral? You have already learned about
this—it is the Faddeev-Popov prodedure. The problem with trying to do the path integral
(356) without gauge fixing is that it does not exist due to an infinite factor associated with
the gauge symmetry. Namely, at each point in spacetime, one can change Aµ by the gauge
transformation Aµ → Aµ + ∂µΛ(x) without affecting the action. The problem can be seen
when we try to compute the gauge field propagator. In momentum space the action looks
like
1
2
∫
d 4p
(2π)4
Aµ(−p)
(−p2ηµν + pµpν)Aν(p) (360)
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but the matrix p2ηµν−pµpν is singular; it has an eigenvector pµ with zero eigenvalue. There-
fore we cannot invert it to find the propagator. Of course, this eigenvector is proportional
to the Fourier transform of a pure gauge configuration,
Aµ = 0 → Aµ = ∂µΛ
Aµ(p) = 0 → Aµ = pµΛ(p) (361)
which must have vanishing action since E = B = 0 in this case. We would somehow like to
avoid integrating over such gauge transformations when doing the path integral.
If we fix the gauge, this puts one constraint on the four fields Aµ, which means that only
three of them are independent. The path integral measure therefore can be expressed in the
form
DAµ = DAµg.f.DΛ (362)
where Ag.f. is constrained to lie in a lower-dimensional surface in the space of fields (the
gauge fixing surface in fig. 36) and the gauge transformations generated by Λ move each
gauge-fixed field configuration (points in the subspace) off this surface, along curves called
gauge orbits, along which the field strength does not change. Since the action does not
depend on Λ,
∫ DΛ is the infinite factor which we want to remove from the path integral.
The FP procedure extracts this infinity in a well-defined way, by inserting a cleverly designed
factor of unity into the path integral before gauge fixing:
1 =
∫
DΛ δ[f(Aµ + ∂µΛ)] det
(
δf(A+ ∂Λ)x
δΛy
)
≡
∫
DΛ δ[f(Aµ + ∂µΛ)]∆FP[Aµ; Λ] (363)
When we insert this into the path integral, we can use the fact that S[A + ∂Λ] = S[A] to
make the shift A→ A− ∂Λ everywhere (since this is just shifting the integration variable),
so that the path integral becomes∫
DΛDAµeiS[A]δ[f(Aµ)]∆FP[Aµ; 0] (364)
The infinite factor of the gauge group volume now comes out cleanly since nothing in the
remaining functional integral depends upon it.
gauge orbits
gauge fixing
surface
Fig. 36. Gauge orbits piercing a gauge fixing surface.
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The problem is now how to evaluate the remaining integral. Let’s consider the Coulomb
gauge choice again. In that case
f(A) = ~∇ · ~A (365)
and the FP Jacobian matrix is
δf(∂Λ)x
δΛy
=
δ (∂µη
µi∂iΛ(x))
δΛ(y)
= ~∇2δ(x− y) (366)
The determinant can be expressed using
ln det ~∇2δ(x− y) = tr ln ~∇2δ(x− y) =
∫
d 4x
∫
d 4p
(2π)4
ln(~p 2) (367)
similarly to our discussion of the vacuum diagrams ©. However, although this determinant
is UV divergent, it does not depend on the gauge field. It is a harmless numerical factor
which can be absorbed into the normalization of the path integral, and we can ignore it.
More complicated choices of gauge would have resulted in a FP determinant which was a
function of Aµ; this will often be unavoidable when we come to QCD in the next section.
We must still find a way of dealing with the delta functional which enforces the gauge
condition. We can make things tractable by a suitable choice for how we represent the delta
function. For example,
δ(x) = lim
M→∞
√
M
2π
e−M
2x2/2 (368)
To express a delta functional, we need one such factor for each point of spacetime:
δ[f(x)] = lim
C→∞
∏
xµ
√
C
2π
e−C
2f2(x)/2
= lim
C→∞
det
(
C
2π
)
e−
1
2
C2
∫
d 4x f2(x) (369)
Like the FP determinant, det (C/2π) is another harmless infinity we can absorb into the
measure. (Remember that the vacuum generating functional is always normalized to be
unity anyway). Now in the case of f = ~∇· ~A, it would be nice if the exponential term looked
more like part of the action. We can accomplish this by taking C2 → −iC2 (this is also a
good representation of a delta function–the oscillations rather than exponential decay are
what kill the integral away from the support of the delta function), so for Coulomb gauge
we get
δ[f(A)] = lim
C→∞
ei
1
2
C2
∫
d 4x (~∇· ~A)2 (370)
The action now becomes
1
2
∫
d 4p
(2π)4
Aµ(−p)
(−p2ηµν + pµpν − C2pµ⊥pν⊥)Aν(p) (371)
where we defined the transverse momentum vector pµ⊥ as just the spatial components:
pµ⊥ = p
µ − δµ0 p0 (372)
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One can check that for nonzero values of C, the tensor −p2ηµν + pµpν − C2pµ⊥pν⊥ is now
nonsingular and therefore invertible—the propagator exists.
What about taking the limit C →∞? We now see that this is not really necessary. We
can use any nonzero value of C and still define the propagator. In fact, this is generally
more convenient than taking C → ∞. For example when C = 1, most of the terms in
−pµpν +C2pµ⊥pν⊥ cancel each other, making the propagator take a simpler form. In terms of
our picture (fig. 36), it means we are no longer integrating over a thin gauge fixing surface,
but rather a fuzzy region centered about the thin slice, which nevertheless gives a finite
result for the path integral. In other words, we are summing over a number of different
gauge fixing surfaces, with different weights. There is nothing wrong with this; we only care
about making the path integral finite.
There is another way we could arrive at the same result, which is somewhat more com-
monly given in textbooks. Instead of representing the delta functional an exponential factor,
suppose we have a true delta functional, but let the gauge condition be
∂iAi = ω(x) (373)
for an arbitrary function ω(x). Then functionally average over different ω’s with a Gaussian
weight:
δ[∂iAi − ω(x)]→
∫
Dω e iC
2
2
∫
d 4xω2 (374)
Not only does it lead to the same result as above, but it makes even more evident the physical
picture of restricting the path integral to a “fuzzy” gauge fixing surface.
In the previous example, even with C = 1 the propagator still has a rather complicated
form which is not Lorentz invariant. A much more convenient choice is the set of covariant
gauges where we take f = ∂µAµ so that the action can be written as
1
2
∫
d 4p
(2π)4
Aµ(−p)
(−p2ηµν + pµpν − pµpν/α)Aν(p) (375)
(we have replaced C2 by 1/α). Now when α = 1 (Feynman gauge) we get the simple result
that the photon propagator is given by
Dµν(p) = 〈Aµ(−p)Aν(p)〉 = ηµν−i
p2
(376)
Notice the minus sign (−i) relative to the Feynman rule for scalar field propagators. It is
there solely to counteract the minus sign in ηij for the spatial components. We want the
fields which correspond to the real photon degrees of freedom (the components of ~A which are
transverse to ~p) to have the correct sign for their kinetic term. The longitudinal component
A0 has the wrong sign for its kinetic term. In a generic theory, this would be disastrous since
a wrong sign kinetic term usually implies a breakdown of unitarity in the S matrix. We will
see that gauge invariance saves us from this in gauge theories.
For the case α 6= 1, we can find the propagator using Lorentz invariance. The propagator
must have the form
Dµν = Aηµν +Bpµpν (377)
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since these are the only Lorentz invariant tensors available. Contracting this with the inverse
propagator, we obtain
Dµν(D
−1)νρ = Ap2δ ρµ +
[
(1/α− 1)A+Bp2 + (1/α− 1)Bp2] = δ ρµ (378)
which implies
A =
1
p2
; B =
α− 1
p4
(379)
At first it looks worrisome that the arbitrary parameter α is appearing in the propagator,
since we are free to choose any value we like. Again, we will see that gauge invariance saves
us: no physical quantities can depend on gauge parameters like α. Greens’s functions and
amplitudes will depend on α, but not S-matrix elements. This can provide a useful check
on complicated calculations, if one is willing to do them in a general covariant gauge with α
not fixed to be the most convenient value.
The fact is that S-matrix elements, so long as they only involve the physical states (the
transverse photon polarizations, and not the longitudinal or time-like ones), do not depend
on the gauge parameter, as long as the electrons are on their mass shells (i.e., they obey the
Dirac equation (/p−m)ψ = 0). Before proving this statement in general, let’s illustrate how
it works for a one-loop diagram. The simplest example which involves a photon propagator
is the correction to the electron self-energy, fig. 37. In dimensional regularization, it is
iΣ(p) = (ieµǫ)2
∫
d 4q
(2π)4
γµ
i
/p+ /q −mγν
−i
q2
(
ηµν +
α− 1
q2
qµqν
)
(380)
Notice the factor of µǫ which is needed to keep the charge dimensionless in d = 4 − 2ǫ
dimensions. When we evaluate the divergent part of this diagram which is proportional to
the gauge-fixing term, we get
Σgauge−dep. ∼ (1− α)c
ǫ
(/p−m) (381)
This means that the mass counterterm will not depend on the gauge parameter. In the
renormalization procedure, even though one might first think that (381) requires mass renor-
malization, we know that the true mass counterterm is determined after doing wave function
renormalization. The latter completely absorbs the α dependence in (381). Notice that
whereas mass and charge are associated with physical observables, wave function renormal-
ization is not, so it is permissible to have α dependence in the latter, though not in the former.
γ
ep
p+q
q
p
Fig. 37. Electron self-energy in QED.
There are further restrictions on the form of the counterterms coming from gauge invari-
ance. These come from the Ward-Takahashi identities, which are relations between Greens’
74
functions which we can deduce in a similar manner to Fujikawa’s derivation of the axial
anomaly–though now much simpler because in the present case, the path integral measure
really is invariant under gauge transformations, by construction. The Ward identities are
most easily stated in terms of the 1PI proper vertices generated by the effective action. As
we did for the axial anomaly, let us first derive the procedure for a generic collection of fields
denoted by φi, which transforms linearly under an infinitesimal gauge transformation,
δφi(x) = (Aijφj + A
′
i)δω(x), (382)
where the inhomogeneous piece A′i could be a differential operator (which is the case for the
change in the gauge field). Furthermore, suppose that the change in the action is also linear
in δφi(x),
δS =
∫
d 4x (Biφi +B
′)δω(x) (383)
We will assume that the path integral measure is invariant. Now consider how the path
integral changes form when we change integration variables from φ to φ+ δφ:
eiW [J ] =
∫
Dφ eiS[φ]+
∫
d 4x Jiφi
=
∫
Dφ eiS[φ]+
∫
d 4x Jiφi
(
1 +
∫
d 4x (Biφi +B
′ + Ji(Aijφj + A
′
i)) δω(x)
)
(384)
It follows that
0 =
∫
DφeiS[φ]+
∫
d 4x Jiφi
∫
d 4x (Biφi +B
′ + Ji(Aijφj + A
′
i)) δω(x) (385)
When we take the expectation value of φ in the presence of a classical source, this gives us
precisely the classical field φc =
δW
δJ
. Furthermore J = − δΓ
δφc
, so we can rewrite (385) as∫
d 4x
δΓ
δφc
δφc =
∫
d 4x (Bφc +B
′)δω(x) =
∫
d 4x δS[φc] (386)
But
∫
d 4x δΓ
δφc
δφc = δΓ[φc], the change in the effective action. In other words, the change in
the effective action is the same as the change in the original action. This is the general form
of the Ward identities. We can now apply it to the specific case of QED.
For QED, we have
δAµ = ∂µδω, δψ = ieδωψ (387)
The action is invariant except for the gauge-fixing part,
Sg.f. = − 1
2α
∫
d 4x (∂µA
µ)2 (388)
(note the minus sign corresponds to that in (375); we get one minus from ∂2 → −p2 and
another one from integrating by parts) so the change in the action is given by
δS = − 1
α
∫
d 4x ∂µA
µ∂2δω (389)
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This is the r.h.s. of the Ward identity. On the l.h.s we have, after integrating by parts,∫
d 4x
δΓ
δφc
δφc = e
∫
d 4x δω(x)
(
δΓ
δψ
iψ +
δΓ
δψ¯
(−iψ¯)− 1
e
∂µ
δΓ
δAµ
)
(390)
The result is true for any function δω, in particular a delta function, so we can remove the
integration and write
i
(
δΓ
δψ
ψ − δΓ
δψ¯
ψ¯
)
=
1
e
(
∂µ
δΓ
δAµ
− 1
α
∂2∂µA
µ
)
(391)
All the fields here are understood to be the classical fields, although for clarity we have
omitted the subscript. Eq. (391) is in fact the starting point for an infinite number of
relations between amplitudes because we can perform a functional Taylor expansion in the
classical fields, and demand that the equation is true at each order. Let us first dispose of
the gauge fixing term. At order A1, ψ0, ψ¯0, the only terms present are
∂µΓ(2A)µν A
ν − 1
α
∂2∂νA
ν = 0
−→ pµΓ(2A)µν Aν +
1
α
p2pνA
ν = 0 (392)
At tree level, we know that the inverse propagator is
Γ(2A, tree)µν =
(−p2ηµν + pµpν − pµpν/α) (393)
where the superscript 2A means we have two gauge fields as the external particles. Therefore
the gauge-dependent term in the Ward identity exactly cancels its counterpart in the tree-
level inverse propagator. Although the gauge-fixing term does get renormalized by loops, it
remains true that it has no effect on the Ward identities involving external fermions or more
than two gauge bosons.
An interesting consequence of the previous result is that beyond tree level, the vacuum
polarization must be transverse:
pµΓ(2A,loops)µν = 0 (394)
A more conventional notation instead of Γ
(2A,loops)
µν is Πµν ; we define it to be the part of the
inverse photon propagator that comes from beyond tree level:
Γ(2A) =
1
2
∫
d 4p
(2π)4
Aµ(−p)
(−p2ηµν + (1− α−1)pµpν +Πµν(p))Aν(p) (395)
Of course, eq. (394) corresponds to our naive expectation that the electromagnetic current
is conserved, since we can obtain Γ(2A) from the currents:
Πµν = 〈JµJν〉 = 〈(ψ¯eγµψ)(ψ¯eγνψ)〉 (396)
The only way this can come about is if Πµν has the tensor structure
Πµν ∝ p2ηµν − pµpν (397)
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since these are the only Lorentz-covariant tensors around. This is an example of how gauge
invariance provides constraints that can give a nontrivial consistency check in practical cal-
culations. The form (397) also has an important practical consequence: it gaurantees that
the photon will not acquire a mass through loop effects. A mass term would have the form
1
2
m2γAµA
µ, which would show up as m2γηµν in the inverse propagator. The only way we could
get this behavior would be if Πµν had the form
Πµν ∝
(
p2ηµν − pµpν
)(m2γ
p2
+ . . .
)
(398)
This kind of behavior would imply that Πµν has an infrared divergence as p
2 → 0 (notice
that we can keep pµ nonzero even though p
2 = 0 in Minkowski space). However, at least at
one loop, one does not expect any infrared divergence because Πµν is generated by a fermion
loop, and the internal electron is massive. In fact, even if it was massless, power counting
indicates that the diagram would still be convergent in the infrared, since it has the form∫
d 4q/q2. On the other hand, in two dimensions, the integral is indeed IR divergent, and
it is not hard to show that we indeed get a photon mass term as in (398), with the value
m2γ = e
2/π (e has dimensions of mass in 2D), which was shown by Schwinger [14] to be an
exact result. In fact, QED in 2D is known as the Schwinger model.
γ γ
p, µ
p+q
p,ν
q
e
e
Fig. 38. Vacuum polarization in QED.
To avoid generating a photon mass in 4D, it is important to use a gauge invariant reg-
ularization. Notice that gauge invariance forbids us from writing an explicit mass term
1
2
m2γAµA
µ in the Lagrangian. Therefore the massless of the photon is guaranteed if we do
not spoil gauge invariance. This is different from gauge fixing. In the Faddeev-Popov proce-
dure, we did not spoil gauge invariance in an arbitrary way, but carefully manipulated the
path integral so that the underlying gauge symmetry is still present. If we randomly changed
the Lagrangian by adding nongauge invariant pieces, we can expect a photon mass to be
generated by loops. This can be easily seen by examining the vacuum polarization diagram
at zero external momentum:
iΠµν(0) = −(ieµǫ)2
∫
d dp
(2π)d
tr γµ
/p+m
p2 −m2γν
/p+m
p2 −m2
= −(ieµǫ)2d
∫
d dp
(2π)d
(2pµpν − p2ηµν +m2ηµν)
(p2 −m2)2
= −(ieµǫ)2d ηµν
∫
d dp
(2π)d
(2/d− 1)p2 +m2
(p2 −m2)2
= −(ieµǫ)2d ηµν
∫
d dp
(2π)d
(2/d− 1)(p2 −m2) + (2/d)m2
(p2 −m2)2 (399)
If we were to regularize this using a momentum space cutoff instead of dimensional regu-
larization, we would get a quadratically divergent contribution to the photon mass. But in
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DR, we get
iΠµν(0) = −i(ieµǫ)2
∫
d dpE
(2π)d
[
2− d
p2
E
+m2
− 2m
2
(p2
E
−m2)2
]
= 2i
(eµǫ)2
(4π)2−ǫ
[(−1 + ǫ)Γ(−1 + ǫ)− Γ(ǫ)] = 0 (400)
Similarly, we could regularize using Pauli-Villars fields and also get zero, and this was the
standard approach before the invention of DR. You can now appreciate (having done problem
11) what an improvement DR was.
The next interesting Ward identity comes from considering the terms of order A0, ψ1,
ψ¯1:
i
(
δΓ(ψ¯ψ)
δψ(x)
ψ(x)− δΓ
(ψ¯ψ)
δψ¯(x)
ψ¯(x)
)
=
1
e
∂
∂xµ
δΓ(ψ¯Aψ)
δAµ(x)
(401)
Since Γ(ψ¯ψ) =
∫
d 4xψ¯(i/∂ −m)ψ and Γ(ψ¯Aψ) = e ∫ d 4xψ¯/Aψ at tree level, we obtain
i
∫
d 4y
[
ψ¯(y)(i/∂y −m)(−δ(x − y))ψ(x) + ψ¯(x)δ(x− y)(i/∂y −m)ψ(y)
]
=
1
e
e
∫
d 4y ∂µ,xψ¯(y)δ(x− y)γµψ(y) (402)
which indeed is an identity, since the mass terms cancel and the derivatives terms match
on either side of the equation. More generally, let S(x, y) be the fermion propagator and
Γµ(x, y, z) be the vertex function. Then we can write the Ward identity as
∂
∂yµ
Γµ(x, y, z) = −iS−1(x− z)δ(z − y) + iS−1(x− z)δ(x− y) (403)
which in momentum space is
(p− k)µΓµ(p, p− k, k) = S−1(p)− S−1(k) (404)
At tree level, Γµ = iγµ and S
−1(p) = i(/p−m). This tells us nothing new yet.
However at the loop level, things become more interesting. To appreciate this, let’s first
look at the general structure of the renormalized Lagrangian for QED. Following the notation
of F. Dyson,
Lren = Z2ψ¯i/∂ψ −mZmψ¯ψ + eµǫZ1ψ¯/Aψ + 1
4
Z3FµνF
µν +
1
2
Zα(∂µA
µ)2
= ψ¯0i/∂ψ0 −m0ψ¯0ψ0 + e0ψ¯0/A0ψ0 +
1
4
F0,µνF
µν
0 +
1
2α0
(∂µA
µ
0 )
2 (405)
where we can see that the relation between bare and renormalized parameters is
ψ0 =
√
Z2ψ, A
µ
0 =
√
Z3A
µ
0 , e0 = eµ
ǫ Z1
Z2
√
Z3
, m0 = m
Zm
Z2
, α0 =
Z3
Zα
(406)
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Were it not for gauge invariance, we would have to compute all three coefficients Z1, Z2,
and Z3, to obtain the beta function for the coupling e. But now at the loop level, the Ward
identity is telling us that
Z1(p− q)µΓµ(p, p− q, q) = Z2(S−1(p)− S−1(q)) (407)
which implies that Z1 = Z2.
γ
ep
q
p+q q+k
k−p
k
Fig. 39. Vertex correction in QED.
Therefore, we can compute the relation between the bare and renormalized charges with-
out having to evaluate the more complicated diagram of fig. 39, which determines Z3. Instead,
we can just compute the vacuum polarization diagram, fig. 38. It is given by
iΠµν = −(ieµǫ)2
∫
d 4+2ǫq
(2π)4+2ǫ
tr
(
γµ
i
/p+ /q −mγν
i
/q −m
)
(408)
If we are only interested in Z3, we can evaluate this in the limit of vanishing photon momen-
tum. Let’s define
Πµν =
(
p2ηµν − pµpν
)
Π(p2) (409)
We see that the effective action generated by the loop diagram has the form
1
4
(1−Π(0))FµνF µν (410)
so that we should start with the renormalized Lagrangian
1
4
(1− Π(0))−1F0,µνF µν0 (411)
in order to keep the photon kinetic term correctly normalized. Hence we see that
Z3 = (1−Π(0))−1 ∼= 1 + Π(0) (412)
Now we can find the bare charge with respect to the renormalized charge, using (406):
e0 =
eµǫ√
Z3
∼= eµǫ
(
1− 1
2
Π(0)
)
(413)
Computation of the divergent part of the vacuum polarization gives
Π(0) ∼ − e
2
12π2ǫ
(414)
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The usual computation of the β function gives
β(e) = −ǫe + e
3
12π2
(415)
which shows that QED is not asymptotically free; the scale-dependent coupling runs like
e2(µ) =
e2(µ0)
1− e2(µ0)
12π2
ln µ
2
µ20
(416)
and the electric charge has a Landau singularity at high scales, like the quartic coupling did.
The result (414) also tells us how the gauge-fixing term is renormalized. The longitudinal
part of the unrenormalized one-loop inverse propagator is
pµpν(1− α−1) + Πµν = (p2ηµν part) + pµpν(1− α−1 −Π(0))
→ pµpν(1− α−1 − Π(0))/(1− Π(0))
= pµpν(1− α−1(1−Π(0))−1)
The arrow above means “after renormalizing the gauge field wave function.” We want the
divergent contribution to the effective action to be canceled by the counterterm in 1
2
Zα(∂·A)2,
so we see that we should take
Zα = (1−Π(0)) = 1/Z3 (417)
We have touched upon the important one-loop effects in QED, figures 37–39. But what
about diagrams with an odd number of photons, as in fig. 40? These would render the theory
unrenormalizable if they were nonzero. It is easy to see that the first one vanishes, however:∫
d 4p
(2π)4
tr[γµ(/p+m)]
p2 −m2 = 0 (418)
Each term is zero either because of Dirac algebra or antisymmetry of the integrand. The
second diagram is the triangle diagram in disguise, but without the γ5. It is harder to directly
show that it vanishes, but a simple observation shows that all diagrams with an odd number
of external gauge bosons vanishes. This is Furry’s theorem. The Lagrangian is invariant
under charge conjugation symmetry:
ψ → ψc = Cψ¯T , Aµ → −Aµ (419)
This works because of the fact that ψ¯γµψ = −ψ¯cγµψc, so the interaction term ψ¯/Aψ remains
invariant. Because of this symmetry of the original Lagrangian, the effective action must
also have the symmetry. This includes diagrams with only external photons. For them, the
amplitude must be invariant under simply Aµ → −Aµ. This insures that if there is an odd
number of external photons, the diagram vanishes. Intuitively, the reason the first diagram
vanishes is that electrons and positrons give equal and opposite contributions to the electric
potential. In a medium that has more electrons than positrons (unlike the vacuum), such
diagrams would no longer be forced to vanish. Of course, this condition breaks the charge
conjugation symmetry.
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Fig. 40. Diagrams forbidden by Furry’s theorem.
12.1 Applications of QED
A new technical problem arises in QED which we have not encountered before: infrared
divergences. For some loop diagrams, the momentum integral can diverge for low momenta
where virtual particles are going on their mass shell rather than at high momenta. This
problem typically arises when there is a massless particle in the theory. The vacuum polar-
ization diagram does not suffer from this problem because the internal electrons only go on
their mass shell when the external photon momentum p goes to zero, but in this case we
are saved by the explicit factors of p2ηµν − pµpν which must be in the numerator, thanks
to gauge invariance. But the diagrams like the electron self-energy and vertex correction do
not have this saving grace. The divergence can be seen for example in the vertex correction
even before doing any integrals,
iΓµ(p, p− k, k) = (ieµǫ)3
∫
d 4q
(2π)4
γα
i
/q + /k −mγµ
i
/q + /p−mγβ
−iηαβ
q2
(420)
Suppose that one of the electrons is on its mass shell, so p2 −m2 = 0. Then as q → 0, not
only do we get a divergence from the photon propagator, but also the electron propagator
(/p − m)−1 = (/p + m)/(p2 − m2). This would not happen if the photon had a mass: it is
kinematically imossible for an electron to decay into another electron and a massive particle,
whereas it is possible for an electron to emit a zero-energy photon. This is why massless
particles give rise to infrared divergences. In the above example, assuming the external
photon momentum is not also zero, the second electron will have to be off shell, so we won’t
get an additional divergence from the other propagator. One therefore expects a logarithmic
IR divergence, and this is what happens.
There are two ways to handle this divergence; one is to put in a small regulator mass mγ
for the photon, so that its propagator becomes −iηαβ/(q2 − m2γ). One might worry about
the fact that this spoils gauge invariance, but it turns out that for QED, this does not lead
to any disastrous consequences—it is possible to add a mass to a U(1) gauge boson without
destroying the unitarity or renormalizability of the theory, even though gauge invariance is
lost. (The same statement does not hold true for nonAbelian theories.) Another way of
regulating the IR divergences is through DR: there will be additional poles in ǫ associated
with them.
However, unlike UV divergences, there is a general theorem that IR divergences do not
require further modifications of the theory like counterterms or renormalization. Instead,
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one has to carefully define what the physical observables are. It is guaranteed that IR
divergences will cancel out of these physical quantities. In the case of the vertex function,
the cancellation is somewhat surprising at first—it involves the amplitude for emission of an
additional photon, that is, Brehmsstrahlung. In fig. 41 I have illustrated this for the case of
Compton scattering, but I could just as well have omitted the second electron and assumed
the first one was scattering off of an external electromagnetic field. Note that we can never
add two diagrams that have different particles in the initial or final states—that would be
like adding apples and oranges. However, when the emitted photon has a sufficiently small
energy, it will unobservable in any real experiment. A real experiment will not be able to
distinguish an event with just an electron in the final state from one which has an electron
and a very soft photon, whose energy is below the resolution of the detector. Therefore,
referring to the diagrams in figure 41, the cross section we measure will have the form
dσ
dΩ
(e→ e) + dσ
dΩ
(e→ eγ) ∼ |(a) + (b)|2 + |(c)|2
= |(a)|2 + (a)(b)∗ + (a)∗(b) + |(c)|2 +O(e8) (421)
The terms (a)(b)∗+(a)∗(b)+|(c)|2 are all of the same order (e6) in the perturbation expansion,
so it makes sense to combine their effects. Amazingly, there is an IR divergence in (c)
which exactly cancels the one coming from interference of the vertex correction with the tree
diagram, (a)(b)∗+(a)∗(b). This divergence is due to the fact that the virtual electron goes on
shell (so its propagator blows up) as the photon energy goes to zero. The divergence comes
from doing the phase space integral for the photon. It can also be cut off by introducing a
small regulator mass for the photon.
The specific form of the IR-divergent parts of the above differential cross sections is (see
p. 200 of [15])
dσ
dΩ
(e→ e) =
(
dσ
dΩ
(e→ e)
)
0
[
1− α
π
log
(−l2
m2
)
log
(−l2
µ2
)
+O(α2)
]
;
dσ
dΩ
(e→ eγ) =
(
dσ
dΩ
(e→ e)
)
0
[
+
α
π
log
(−l2
m2
)
log
(−l2
µ2
)
+O(α2)
]
; (422)
where l = p − k is the momentum transfer carried by the t-channel photon, and these
expressions are in the limit of large −l2. Notice that the interference term is the negative
one, which had to be the case since the cross section itself must be positive.
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p+q q+k
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k−p
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+
Fig. 41. Cancellation of IR divergences between the vertex correction and soft Brehmsstrahlung diagrams.
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The Brehmsstrahlung cross section given above is integrated over all the emitted pho-
tons. To compare with a real experiment, we should only integrate over photons up to the
experimental resolution Er:
dσ
dΩ
(e→ eγE<El) =
(
dσ
dΩ
(e→ e)
)
0
[
+
α
π
log
(−l2
m2
)
log
(
E2l
µ2
)
+O(α2)
]
(423)
So the experimentally measured cross section has the form
dσ
dΩ expt.
=
(
dσ
dΩ
(e→ e)
)
0
[
1− α
π
log
(−l2
m2
)
log
(−l2
E2l
)
+O(α2)
]
, (424)
still in the limit that −l2 ≫ m2.
Before we leave the subject of QED, it should be said that the few computations we
have touched upon don’t begin to describe the fantastic successes of the theory in explaining
experimental data. A notable example is the anomalous magnetic moment of the electron
and muon. The electron couples to a magnetic field via
Lint = −~µ · ~B (425)
where the magnetic moment is related to the spin by
~µ = g
( e
2m
)
~S (426)
and g is the Lande´ g factor. At tree level, the Dirac equation predicts that g = 2. But this
prediction is altered by the finite part of the vertex correction:
g − 2
2
=
α
2π
=
e2
8π2
(427)
plus higher order corrections in α. These corrections are called anomalous magnetic moment.
In fact they have been computed to O(α4). The calculations are so accurate that it is not
useful to go to yet higher orders since the uncertainties due to loop diagrams with hadrons
are greater than the size of the QED corrections. At the present, there is a small discrepancy
between the predicted and measured values of g − 2 for the muon, which has led to a flurry
of papers exploring how supersymmetric particles in the loops might be able to account for
the result. The discrepancy is so far only at the 3σ level, however. To derive this result, it
is useful to invoke the Gordon identity for the vector current of on-shell Dirac fermions:
u¯(p′)γµu(p) = u¯(p′)
[
p′µ + pµ
2m
+
iσµν(p′ν − pν)
2m
]
(428)
where −iσµν = 1
2
[γµγν ]. It is the σµν part of the current which couples to the magnetic
field, and one can see explicitly where the factor of e/m in the electron magnetic moment
is coming from. Eq. (428) is the tree-level current, which gets corrected at the loop level to
the form
Γµ(p′, p) = γµF1(q2) +
iσµνqν
2m
F2(q
2) (429)
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where q = p′ − p is the photon momentum, and the functions Fi(q2) are called form factors.
These of course are obtained from a complete computation of the vertex function, including
the finite parts. The magnetic moment interaction is defined in terms of a uniform magnetic
field, whose momentum q is therefore zero, and so by comparing the above expressions we
can deduce that
g − 2
2
= F2(0) (430)
One other very famous prediction is the Lamb shift, which is the splitting between the
2S1/2 and 2P1/2 states of the hydrogen atom. In the Dirac theory, these states are exactly
degenerate because the spin-orbit interaction energy of the 2P1/2 state (using the tree-level
value of the Lande´ g-factor) is exactly canceled by the relativistic correction to its kinetic
energy, relative to that of the 2S1/2 state. In 1947, Willis Lamb and R. Retherford observed
that the energy of the 2P1/2 state was lower than that of the 2S1/2 by an amount correspond-
ing to the energy of a photon with a frequency of δω = 1057.77 MHz (or Mc/sec). This was
the experimental puzzle which motivated much of the early work on QED. The theoretical
contributions which account for the Lamb shift consist of several parts: those from the two
form factors Fi, and one from the vacuum polarization.
The contribution from F2 is easy to understand; this just modifies the usual contribution
of the splitting from the spin-orbit coupling in the obvious way. This is a small contribution
to the total Lamb shift: only 68 MHz. The contribution from the vacuum polarization is
also small, −27 MHz, but it has an interesting interpretation, which explains its mysterious
name. The one-loop computation of Πµν in DR gives
Π(p) =
e2
2π2
[
1
6ǫ
− 1
6γ
−
∫ 1
0
dx x(1− x) ln
[
m2 − p2x(1 − x)
µ2
]]
(431)
To interpret it physically, we have to fix the finite part of the counterterms. We saw that by
choosing Z3 = (1−Π(0))−1, the photon wave function had the proper normalization at one
loop. This tells us that the physically relevant part of Π(p) is simply Πˆ(p) = Π(p)−Π(0):
Πˆ(p) = − e
2
2π2
∫ 1
0
dx x(1− x) ln
[
m2 − p2x(1− x)
m2
]
(432)
Notice that this is the same integral which appeared in the one-loop correction for the
quartic coupling in λφ4 theory. We will come back to discuss its significance for large values
of p2 > 4m2 later. For now, we are interested in p2 ≪ m2 because the typical momenta
of virtual photons in the hydrogen atom are of order the electron momentum, which is
suppressed relative to m by a factor of α. Furthermore the Coulomb potential is static, so
its Fourier transform depends only the spatial components of the momenta, which means we
can take p2 ∼= −~p 2. In that limit,
Πˆ(p) = − e
2
2π2
∫ 1
0
dx x(1− x)~p
2x(1− x)
m2
= − e
2
60π2
~p 2
m2
(433)
We would like to see how this result modifies the Coulomb potential. Recall our results (358)
and (359). In the static limit, we can ignore the vector potential relative to the scalar one;
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it is the latter which gives the Coulomb self-interaction energy:
−Scoul = Ecoul = 1
2
∫
d 3x
∫
d 3y ρ(x)ρ(y)
∫
d 3q
(2π)3
ei~q·~x
−1
|~q|2[1− Πˆ(−|~q|2)]
∼= −1
2
∫
d 3x
∫
d 3y ρ(x)ρ(y)
∫
d 3q
(2π)3
ei~q·~x
1
|~q|2
[
1 + Πˆ(−|~q|2)
]
= +
1
2
∫
d 3x
∫
d 3y ρ(x)ρ(y)V (|~x− ~y|) (434)
where the modified Coulomb potential can be read off as
V (|~x|) = − 1
4π
(
1
|~x| +
4πe2
60π2
δ(3)(~x)
)
(435)
We see that the delta function contribution will lower the energy of the S-states of the
hydrogen atom, but have no effect on the P states since their wave functions vanish at the
origin. Hence it gives a negative contribution to the
The extra term was evaluated in the limit |~q|2 ≪ m2. A more careful evaluation can be
done. If we restore the factor of e2 which is conventional to put in the Coulomb potential,
the result is the Uehling potential, which is still an approximation that assumes r ≫ 1/m.
V (|~x|) = −α
r
(
1 +
α
4
√
π
e−2mr
(mr)3/2
)
≡ −α(r)
r
(436)
In the limit m → ∞, we recover the delta function, showing that the latter is a good
approximation for distance scales much greater than the Compton wavelength of the electron.
We have defined an effective distance-dependent coupling α(r) based on this result. We see
that α(r) gets larger as one goes to shorter distances. We already knew this from another
perspective: our calculation of the β function gave us the analogous result for α as a function
of the energy scale, though it was valid for large energies, hence small distances. The two
results give the same qualitative behavior however: the effective electric charge increases
at short distances. This is where the picture of vacuum polarization comes in. We can
understand this behavior if the vacuum itself is polarized by the presence of a bare electric
charge, due to the appearance of virtual electron-positron pairs. These pairs will behave
like dipoles which tend to screen the bare charge. At large distances, the screening is most
effective, but as we get close to the bare charge, the effect of the screening is reduced.
So far we have accounted for only 68 − 27 = 41 MHz of the total Lamb shift of 1058
MHz. The biggest contribution is coming from the F1 form factor in the vertex correction.
It is the most difficult part to compute, because it contains an infrared divergence. In the
limit of small q2, it can be shown that
F1(q
2) = 1 +
α
3π
q2
m2
[
ln
(mγ
m
)
+
3
8
]
(437)
(Sometimes you will see in addition to the term 3
8
another term 1
5
, which is due to the vacuum
polarization. We could push the latter into the vertex by doing a momentum-dependent field
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redefinition of the photon, but we have chosen not to do so.) To arrive at this result, we
have chosen the finite parts of the counterterms in such a way that F1(0) = 1; then the
renormalized charge e couples to the electric current with the conventional normalization.
Notice that q is the momentum of the photon. If we consider how F1 corrects the Dirac
equation, we get
(i/∂ −m+ eF1(−)/A)ψ = 0 (438)
To treat the hydrogen atom, we would normally use eAµ = η0µα/r, the Coulomb potential.
The above equation is telling us that we should correct this, effectively replacing the Coulomb
potential by
α
r
→
(
1 + F1(~∇2)
) α
r
=
α
r
− 4α
2
3m2
[
ln
(mγ
m
)
+
3
8
]
δ(3)(~r) (439)
We can treat the extra term as a perturbation in the Schro¨dinger equation and compute its
effect immediately for a given wave function. Like the vacuum polarization contribution,
it has no effect on the P states. The only problem is that it is IR divergent; how do we
interpret the photon mass?
To understand what is going on, one has to go back to the original form of the self-
energy, a complicated expression, but the salient feature is that its IR divergence is only
there because of the external electrons being on shell. In a bound state however, they are
not exactly on shell; rather,
E =
√
~p 2 +m2 − Eb (440)
where Eb ∼ α2mc2 is the binding energy. This means that
p2 −m2 ∼= 2mEb (441)
and we should expect to replace m2γ by something of order |2mEb|. This crude procedure
does in fact give a rather good estimate of the bulk of the Lamb shift. To do better and
compute it exactly requires special techniques of bound state computations, and many pages
of calculation.
13 Nonabelian gauge theories
13.1 Group theory for SU(N)
We have dealt with the simplest kind of gauge theory, which is based on the gauge symmetry
U(1). It is an Abelian group because any two U(1) transformations commute with each other:
eiθ1eiθ2 = eiθ2eiθ1 (442)
On the other hand, U(N), the group of N × N unitary matrices, is noncommutative: in
general
U1U2 6= U2U1 (443)
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for two such matrices. To express this in a way that looks more like (442), we use the fact
that any U(N) matrix can be written in the form
U = ei
∑
a θaT
a
(444)
where the matrices Ta are Hermitian, and are known as the generators of the group. The
noncommutativity of the U(N) matrices in (443) is due to that of the generators. For two
matrices which are only infinitesimally different from the unit matrix, Ui ∼= 1 + iθi,aT a,
U1U2 − U2U1 = iθ1,aθ2,b[T a, T b] (445)
The generators obey the Lie algebra
[T a, T b] = ifabcT c (446)
where the structure constants fabc are real and antisymmetric on any two indices. The
number of different generators is called the rank of the group, and is given by N2 for the
group U(N).
However, the group U(N) is not simple except for the case of U(1): we can decompose
any U(N) matrix into the product of a special unitary SU(N) matrix and a U(1) phase:
U(N) = SU(N) × U(1). Therefore the rank of SU(N) is N2 − 1. You are already familiar
with SU(2), which is generated by the Pauli matrices:
T a =
1
2
σa, a = 1, 2, 3 (447)
The factor of 1
2
assures the generators are normalized in the conventional way
trT aT b =
1
2
δab (448)
For SU(3), the generators are given by T a = 1
2
λa, where the λa’s are the Gell-Mann matrices,
λ1 =
 0 1 01 0 0
0 0 0
 λ2 =
 0 −i 0i 0 0
0 0 0
 λ3 =
 1 0 00 −1 0
0 0 0

λ4 =
 0 0 10 0 0
1 0 0
 λ5 =
 0 0 −i0 0 0
i 0 0
 λ6 =
 0 0 00 0 1
0 1 0

λ7 =
 0 0 00 0 −i
0 i 0
 λ8 = 1√
3
 1 0 00 1 0
0 0 −2

(449)
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The structure constants for SU(3) are given by
abc fabc
123 1
147 1/2
156 −1/2
246 1/2
257 1/2
345 1/2
367 −1/2
458
√
3/2
678
√
3/2
(450)
In addition, one can consider the anticommutators,
{λa, λb} = 4
3
δabI + 2dabcλc (451)
where I is the N × N unit matrix. See the particle data book for a table of the dabc’s for
SU(3). Some other identities:
T aT b =
1
2N
δabI +
1
2
dabcT
c +
i
2
fabcT
c;∑
a
T aT a =
N2 − 1
2N
I (452)
∑
a
T aijT
a
kl =
1
2
(
δilδjk − 1
N
δijδkl
)
tr(T aT bT c) =
1
4
(dabc + ifabc)
tr(T aT bT cT d) =
1
4N
δabδcd +
1
8
(dabe + ifabe)(dcde + ifcde)
facdfbcd = Nδab (453)
13.2 Yang-Mills Lagrangian with fermions
Now we would like to use this to do some physics. A fermion ψi which transforms in the
fundamental representation of SU(N) will have an index i, which in the case of QCD (SU(3))
we call color, and in the case of the electroweak theory (SU(2)) we call isospin. It transforms
as
ψi → Uijψj =
(
eig
∑
a ωaT
a)
ij
ψj (454)
Here we have introduced a charge g which is analogous to the electric charge. To gauge
this symmetry, we need to find a generalization of the covariant derivative. The ordinary
derivative transforms as
∂µψ → U∂µψ + (∂µU)ψ = U
(
∂µ + U
−1(∂µU)
)
ψ (455)
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The obvious way to cancel the unwanted term (∂µU)ψ is to introduce the covariant derivative
Dµψ = (∂µ − igAaµT a)ψ (456)
In other words, the gauge field has become a Hermitian matrix which can be expanded in
the basis T a. It must transform like
Aµ ≡ AaµT a → UAµU−1 +
i
g
U∂µU
−1 = UAµU † +
i
g
U∂µU
† (457)
Notice that this reduces to the usual expression in the Abelian case, where U = eigΛ(x) for a
simple function Λ: Aµ → Aµ + ∂µΛ.
The Feynman rules for the fermion propagator and the interaction of the gauge field with
fermions are easy to read off from the interaction vertex. They are just like those of QED
with the obvious changes,
ji = i
δij
/p−m ;
a,
j
µ
i
= igγµT
a
ij (458)
Next we need to specify the dynamics of the gauge field. In QED this was given by the
Lagrangian 1
4
FµνF
µν . For SU(N) we expect that the field strength will be a matrix. If we
try to define it in the same way as in the U(1) case, Fµν = ∂µAν − ∂νAµ, then under a gauge
transformation we would get
Fµν
?
→ UFµνU
† +
i
g
∂µ
(
U∂νU
†)− i
g
∂ν
(
U∂µU
†)
?
=
UFµνU
† +
i
g
[∂µU∂νU
† − ∂νU∂µU †] (459)
If it weren’t for the term in brackets, we could take the gauge field Lagrangian to be
Lgauge = −1
2
trFµνF
µν = −1
4
∑
a
F aµνF
a,µν (460)
But this does not work with F as we naively tried to define it. To discover the right definition
for the field strength, we can appeal to a different identity which also works in the case of
QED:
Fµν =
i
g
[Dµ, Dν ] = ∂µAν − ∂νAµ − ig[Aµ, Aν ] (461)
The new commutator term vanishes in the U(1) case, but under U(N) it transforms in just
the right way to cancel the unwanted terms in (459). This term is the key to all that
makes nonAbelian gauge theories very different from QED; without it, our theory would be
equivalent to one with N2 − 1 kinds of photons, i.e. a U(1)N2−1 gauge theory. When we
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expand (460), not only do we get the inverse propagator for the gauge fields, but also a cubic
and a quartic interaction, as shown in figure 42.
g2
g
p,a,
r,c,
k,b,ν µ
λ
(a) (b)
b,a,
c, d,
ν
σρ
µ
Fig. 42. New self-interactions of the gauge bosons in Yang-Mills theory.
We have already studied theories with cubic and quartic interactions, with no sign of
dramatic effects like the confinement of quarks. Yet in the case of nonAbelian gauge theories,
these new terms completely change the character of the physics, giving rise to asymptotic
freedom at high energies, and confinement of quarks. Although confinement cannot be
seen in perturbation theory, we can at least show that the gauge coupling runs to larger
values in the infrared, which is circumstantial evidence for confinement, since the interaction
becomes increasingly strong. To study this, we need to find the Feynman rules for the new
interactions. In position space, the interaction terms are
Lint = −g
2
fabcA
µ
bA
ν
c (∂µA
a
ν − ∂νAaµ)−
g2
4
fabcfadeA
µ
bA
ν
cA
d
µA
e
ν (462)
The first term can be simplified to −gfabcAµbAνc∂µAaν since the factor fabcAµbAν is already
antisymmetric under µ ↔ ν. In momentum space, we can write the corresponding action
for this term as
S3 = −g
∫
d 4p
(2π)4
d 4k
(2π)4
d 4r
(2π)4
(2π)4δ(4)(p+ k + r)fabcipµA
a
ν(p)A
µ
b (k)A
ν
c (r) (463)
To get the Feynman rule, we need to do all 6 possible contractions of the fields in (463) with
the external fields whose momenta, color and Lorentz indices are shown in fig. 42 (a). This
is the same thing as taking functional derivatives, remembering that all the momenta and
indices in (463) are dummy variables:
cubic Feynman rule =
1
(2π)4δ(4)(p+ k + r)
i
δ3S3
δAaν(p)δA
b
µ(k)δA
c
λ(r)
= gfabcηνλpµ + permutations of (aνp, bµk, cλr)
= gfabc [ηνλ(p− r)µ + ηνµ(k − p)λ + ηµλ(r − k)ν ] (464)
Carrying out a similar procedure for the quartic coupling, we get
quartic Feynman rule = −ig2 [fabcf cde(ηµρηνσ − ηµσηνρ) + facef bde(ηµνηρσ − ηµσηνρ)
+ fadef bce(ηµνηρσ − ηµρηνσ)
]
(465)
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Notice that there are 4! terms as in φ4 theory, but due to the symmetry of the interaction,
each of the six shown above appears 4 times, which canceled the factor of 1
4
in the original
interaction.
The propagator for the gauge bosons has the same structure as in QED; the only difference
is that now there are N2 − 1 of them, so we must include a Kronecker delta factor δab for
the group structure. However, the gauge fixing process gives us something new; in QED we
could ignore the Faddeev-Popov determinant because it was independent of the fields, but
this will no longer be possible (in general) in SU(N). The generalization of the FP procedure
to SU(N) is to insert the following factor into the path integral:
1 =
∫
DU δ[f(AU)] det
(
δf(AU)x
δUy
)
≡
∫
DUδ[f(AU)]∆FP[A;U ] (466)
where AU = UAµU
−1 + i
g
U∂µU
−1, and DU is the functional generalization of the group
invariant measure dU for SU(N) which has the property that
∫
dU =
∫
d(U ′U) for any
fixed element U ′ of SU(N). We will not have to concern ourselves with the detailed form
of this measure since it just goes into the overall infinite factor which we absorb into the
normalization of the path integral. But we do have to compute the determinant, which looks
formidable. Fortunately though, we can compute it using the infinitesimal form of the gauge
transformation:
AU = (1 + igω
aT a)Aµ(1− igωaT a) + i
g
(−ig)∂µωaT a
−→ δA = igωaAbµ[T a, T b] + ∂µωaT a
= −gfabcωaAbµT c + ∂µωaT a (467)
Therefore
δAcµ = ∂µω
c − gfabcωaAbµ (468)
Let’s consider the form of the gauge condition for covariant gauges. In analogy to QED, we
would like to take
f(A) = ∂µAµ = ∂
µAaµTa = 0 (469)
We see that there are really separate conditions for each gauge boson, so our gauge condition
should have a color index as well: f → fa. Then the FP determinant takes the form
∆FP[A] = det
∂fa
∂Acµ
δ(δAcµ)x
δ(ωdy)
= det
∣∣∂µ(δad∂µ − gf dbaAbµ)δ(x− y)∣∣ (470)
Unlike in QED, the nonAbelian nature of the theory has introduced field-dependence into
the FP determinant, so we will no longer be able to ignore it.
The problem now is how to account for this new factor in a way which we know how to
compute. We know from previous experience though that an anticommuting field produces
a functional determinant when we perform its path integral. Therefore it must be possible
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to rewrite the FP determinant as a path integral over some new fictitious fields ca, c¯a which
we call ghosts
∆FP[A] =
∫
Dc¯Dc eiSghost (471)
where
Sghost =
∫
d 4x c¯aδad
(−∂µ∂µ + gf dba∂µAbµ) cd (472)
Similarly to our derivation of the self interactions of the gauge bosons, we can obtain the
Feynman rules for the ghost propagator and the ghost-ghost-gluon vertex,
a b = i
δab
p2
;
b,
c
p
µ
a
= −gfabcp (473)
The ghosts are fermionic fields, whose path integral produces the determinant with a
positive power, unlike bosons which give a negative power. Loops of the ghost fields will
therefore come with a minus sign, just like those of fermions. On the other hand, their
propagator looks like that of a scalar field. Therefore the ghosts violate the spin-statistics
theorem, which says that a scalar particle should be quantized as a boson. However, the
ghosts are not physical fields; their purpose is to cancel out the unphysical contributions
of the longitudinal and timelike polarizations of the gauge bosons. In QED the unphysical
polarizations never contributed to physical amplitudes in the first place, so it was not nec-
essary to cancel them. But in Yang-Mills theory, the unphysical states participate in the
interaction vertices, so their effects must be explicitly counteracted. This will always come
about through loops of the ghost fields; at tree level they are not necessary. To appreciate
this important fact, let’s look at the issue of unitarity of the S-matrix in greater detail.
13.3 Unitarity of the S-matrix
Conservation of probability in quantum mechanical scattering theory is expressed by the
unitarity of the scattering matrix,
S†S = 1 (474)
Let us change notation slightly from that used in [3] to that of [15] to express the relationship
between the S matrix, the T matrix, and the transition amplitude M:
S = 1+ iT (475)
where 1 is the identity operator. Then unitarity says that
S†S = 1+ i(T − T †) + T †T = 1 (476)
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The matrix elements of T for a 2→ n scattering process, for example, are related to M by
〈p1 · · ·pn|T |q1q2〉 = (2π)4δ(4)(q1 + q2 − p1 · · · − pn)M(qi → pi);
〈q′1q′2|T †|p1 · · ·pn〉 = (2π)4δ(4)(q′1 + q′2 − p1 · · · − pn)M∗(q′i → pi) (477)
One of the most common uses of unitarity is to take the matrix element of (476) between a
pair of two-particle states (though we could equally well consider any number of particles):
−i (〈q′1q′2|T |q1q2〉 − 〈q′1q′2|T †|q1q2〉) = 〈q′1q′2|T †T |q1q2〉
=
∑
i
〈q′1q′2|T †|i〉〈i|T |q1q2〉 (478)
The explicit form for the complete set of states inserted in (478) is
∑
i
|i〉〈i| =
∑
n
(
n∏
i=1
∫
d3pi
(2π)3
1
2Ei
)
|p1 · · ·pn〉〈p1 · · ·pn|
=
∑
n
(
n∏
i=1
∫
d4pi
(2π)3
δ(p2i −m2i )θ(p0i )
)
|p1 · · ·pn〉〈p1 · · ·pn|
≡
∑
f
∫
dΠf |f〉〈f | (479)
When we eliminate T in favor of M, this equation takes the form
−i (M(qi → q′i)−M∗(q′i → qi)) =
∑
f
∫
dΠfM(qi → pi)M∗(q′i → pi) (480)
Equation (480) clearly requires the existence of an imaginary part of the amplitude for
the l.h.s. to be nonzero. For example, at tree level in λφ4 theory, we have M = λ, so the
l.h.s. vanishes. At one loop however, an imaginary part can occur at certain values of the
external momenta. Recall the result (90):
M(2→ 2) =
∑
q2=s,t,u
λ2
32π2
[
ln(Λ2/m2) + 1−
√
1− 4m2/q2 ln
(√
1− 4m2/q2 + 1√
1− 4m2/q2 − 1
)]
(481)
This expression is rather ambiguous because it does not tell us which branch we should take
when the argument of the square root becomes negative. This can be determined by more
carefully comparing to the original expressions before carrying out the Feynman parameter
integral, and paying attention to the iǫ factors. Nevertheless, it can be seen that the function
z ln((z+1)/(z−1)) is purely real when z is purely imaginary, which corresponds to q2 < 4m2,
whereas it has both real and imaginary parts when z is real, i.e., when q2 > 4m2. This
function has the analytic behavior shown in fig. 43: a branch cut develops in the complex q2
plane at 4m2.
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Fig. 43. Analytic structure of the 2→ 2 amplitude in λφ4 theory in the complex q2 plane.
The significance of the value 4m2 can be seen by considering the special case where q′i = qi
in (478). Then M(qi → qi) is the forward scattering amplitude, and the r.h.s. of (478) is
proportional to the total cross section for q1, q2 → anything, since the integrals are of the
same form as the phase space for the final states. This is the optical theorem,
2ImM(qi → qi) =
√
(q1 · q2)2 −m21m22 σtot(q1, q2 → anything) (482)
The factor
√
(q1 · q2)2 −m21m22 is often written as 2Ecmpcm =
√
spcm, and is related to the
relative velocity of the colliding particles by vrel =
√
(q1 · q2)2 −m21m22/(E1E2). Notice that
we are allowed to evaluate the l.h.s. of the equation off-shell, for example at vanishing external
momenta. But in the case of λφ4 theory, the cross section does not exist for these unphysical
values of the initial momenta, so the r.h.s. is zero. Only when we have enough energy in the
initial state to produce at least two real particles does the scattering cross section begin to
be nonzero. This requires a minimum value of s = (m+m)2 = 4m2.
The optical theorem (482) tells us something about the analytic properties of amplitudes
as a function of the kinematic variables. For example if we considerM(s) as a function of s,
then in the region s < 4m2, we can analytically continueM(s) away from the real axis. Using
the identityM(s) = (M(s∗))∗ which holds in some neighborhood of the region s < 4m2, and
the fact that M(s) is an analytic function of s in this region, we can analytically continue
to deduce that M(s) = (M(s∗))∗ holds everywhere in the complex s plane. Now if we go
to the region s > 4m2 and consider points just above and below the real axis, s± iǫ, we see
that
ReM(s+ iǫ) = ReM(s− iǫ); ImM(s+ iǫ) = −ImM(s− iǫ) (483)
There is a discontinuity in the imaginary part across the cut.
The iǫ prescription of the Feynman propagators give us a nice way of computing the
imaginary parts of diagrams. We use the identity
1
x+ iǫ
=
x− iǫ
x2 + ǫ2
= P
(
1
x
)
− i2πδ(x) (484)
where P (1/x) denotes the principal value of 1/x. In the case of a bosonic propagator, this
gives
1
p2 −m2 + iǫ = P
(
1
p2 −m2
)
− i2πδ(p2 −m2) (485)
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One can show that the imaginary part of the amplitudes we have considered is due to the
second term in (485). One should not be misled into thinking that the imaginary part of the
product of all propagators as per (485) gives the imaginary part of the amplitude however.
The optical theorem tells us that all the internal lines must be on shell. Moreover, the delta
function in (485) gets contributions from both positive and negative energy states, whereas
the optical theorem tells us that the ImM is associated with positive energy particles only.
Therefore it is not trivial to show the link between (485) and ImM. The result, which I shall
not prove, but which follows from the optical theorem, is known as the Cutkosky rules: to
find ImM, make the following replacement on all the internal lines which are going on shell:
i
p2 −m2 + iǫ → 2πθ(p
0)δ(p2 −m2) (486)
Now let’s relate this ideas to gauge theories. Our concern is that unphysical states of the
gauge boson must not contribute to the imaginary part of an amplitude. If they did, then
unitarity would require them to also appear as external states in tree-level processes. For ex-
ample, the optical theorem requires the relation depicted in fig. 44 for scattering of two gauge
bosons. Notice that this process did not arise in the Abelian theory. Explicit calculations
show that in fact this relationship fails because the longitudinal and timelike polarizations of
the gauge fields do contribute to the imaginary part of the loop amplitude. This is why the
Faddeev-Popov ghosts are necessary in the nonAbelian theory: their contribution subtracts
the unphysical one from the loop amplitudes.
( ) = Σ 22 Im /
Fig. 44. Apparent failure of unitarity in Yang-Mills theory.
(2 Im ) = Σ 2+
Fig. 45. Restoration of unitarity by Faddeev-Popov ghost loop contribution.
13.4 Loop structure of nonAbelian gauge theory
Now that have shown the importance of the ghosts for unitarity, let’s return to the renor-
malization of the nonAbelian theory. Now there are more counterterms, because of the new
cubic, quartic, and ghost interactions of the gauge bosons. These new terms also make the
analog of the QED Ward identities, called the Slavnov-Taylor identities, much more com-
plicated than in QED. First, let’s consider the form of the renormalized Lagrangian. If we
write out explicitly the new gauge interactions, it has the form
Lren = Z2ψ¯i/∂ψ −mZmψ¯ψ + gµǫZ1ψ¯/Aψ + 1
4
Z3(∂µAν − ∂νAµ)(∂µAν − ∂νAµ)
95
− Z4gµǫfabcAµaAνb∂µAcν +
1
2
Z5g
2µ2ǫfabcfadeAbµA
c
νA
µ
dA
ν
e +
1
2
Zα(∂µA
µ)2
+ Z6∂µc¯
a∂µ − 1
2
Z7gµ
ǫfabcAcµc¯
a
↔
∂µc
b − 1
2
Z8gµ
ǫfabc∂µAcµc¯
acb (487)
Note that we have suppressed color indices in some places. In the case of QED, we were
able to simplify some calculations due to the relation Z1 = Z2 which came from the Ward
identities. In QCD this is no longer possible; the ghost Lagrangian presents a new source
of gauge noninvariance when we try to carry out the same path integral argument that led
to the U(1) Ward identities. The problem can be seen by looking at the form of the ghost
Lagrangian; at tree level it can be written as
Lghost = c¯a∂µDµabcb (488)
where Dµab is the covariant derivative in the adjoint representation. The adjoint is the rep-
resentation under which the gauge bosons themselves transform, where the generators T aij
which we introduced for the fermions are replaced by new generators tabc = if
abc, which are
the structure functions themselves:
Dµabc
b =
(
δac∂µ + gf
abcAbµ
)
cb (489)
The expression (488) is “almost” gauge invariant, but one of the derivatives is the ordinary
one, not covariant. So even if we let the ghosts transform under SU(N) in the same way as
the fermions, which is suggested by the fact that they carry the same kind of index, this term
is not invariant. Indeed, if the gauge fixing condition is Ga(A) = 0, then the gauge-fixing
term 1
2α
GaGa and the ghost Lagrangian transforms to themselves plus the following piece
that expresses the lack of invariance under an infinitesimal gauge transformation ωa:
δLg.f.+ghost = 1
α
δGa
δAbµ
Dbcµ ω
c + δc¯a
δGa
δAbµ
(Dµc)
b + c¯a
δGa
δAbµ
δ(Dµc)
b (490)
Notice that we are not forced to assume that the ghosts transform in exactly the same way
as the fermions in (490), so we have left δc¯ and δc unspecified. In fact, it is possible to choose
them in a clever way that makes δLg.f.+ghost vanish. This was discovered by Becchi, Rouet
and Stora and around the same time by Tyutin, and is known as the BRST symmetry. This
elegant technique is not only helpful for proving the renormalizability of Yang-Mills theory,
but also has applications in string theory. The symmetry requires the gauge transformation
to depend on the ghost itself:
ωa = ζca; δc¯a = − 1
α
Gaζ (491)
where now ζ(x) must also be a Grassmann-valued field so that ωa can be a c-number (an
ordinary commuting number). The motivation for this choice is that now the first two
terms of (490) cancel each other. Now we only need to define δca in such a way that
δ(Dµc)
b vanishes. One might think that we no longer have the freedom to do this since the
transformation of c¯a has been defined, but in fact it is kosher to treat c¯ and c as independent
fields in the path integral. (This can be proven by explicitly writing everything in terms
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of the real and imaginary parts of c and c¯.) It can be verified that the magic form of the
transformation of c is
δcb =
1
2
ζf bceccce (492)
We now have a new continuous symmetry of the gauge-fixed Lagrangian which can be
used to find relations between amplitudes in the nonAbelian theory. In terms of the effective
action, these relations (the Slavnov-Taylor identities) can be written by introducing new
source terms which couple to the changes that are induced in the fields under the BRST
transformations:
Lsource = τaµ(Dµc)a/g + uafabccbcc/2 + λ¯caT aψ + ψ¯T acaλ (493)
The new sources τaµ , u
a, λ¯ and λ are analogous to the source terms JµAµ for the gauge field
or Jφ for a scalar field. Notice that λ and λ¯ are fermionic source terms since the couple to
the change in the fermionic field ψ. The utility of these source terms is that if we compute
the effective action as a function of the new sources and functionally differentiate it with
respect to the sources, we get the expressions for the changes in the classical fields with
respect to the BRST transformations. The Slavnov-Taylor identities can then be written as∫
d 4x
(
δΓ
δAbµ
δΓ
δτµb
− 1
αg
∂µA
µ
b
δΓ
δc¯b
− δΓ
δcb
δΓ
δub
+ i
δΓ
δψ
δΓ
δλ¯
− i δΓ
δψ¯
δΓ
δλ
)
= 0 (494)
Although it may not be obvious, these identities actually reduce to the Ward identities in
the U(1) case. Essentially, each functional relation contained in the Ward identities is also
contained in the Slavnov-Taylor relations, except multiplied by a power of the ghost fields.
So instead of looking for a term which is of order ψ0, ψ¯0, A1, we would look for the same
term but also of order c1 in the ghost field. For example, δΓ
δτµb
gives us ∂µc
b at lowest order
in perturbation theory, whereas δΓ
δc¯b
gives us ∂2cb. Thus the terms of order A1, c1 are∫
d 4x
(
δΓ
δAbµ
∂µc
b − 1
αg
∂µA
µ
b ∂
2cb
)
(495)
which agrees with the QED Ward identity (392).
These identities are still quite complicated (but they would have been even worse had
we tried to work with the broken gauge symmetry rather than the BRST transformations).
They can be used to prove the following relations between the renormalization constants:
Z1
Z2
=
Z4
Z3
=
√
Z5√
Z3
=
Z7
Z6
=
Z8
Z6
(496)
In particular, we no longer have Z1 = Z2, due to the new complications from the ghosts.
This means that we can no longer simplify the relation between the bare and renormalized
couplings,
g0 = gµ
ǫ Z1
Z2Z
1/2
3
(497)
to get away with computing only Z3 as we did in QED. Rather, we are forced to compute
all the diagrams contributing to the fermion vertex and wave function renormalization, in
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addition to the new ghost loop contributions to the vacuum polarization. There is one
exception to this statement: in the axial gauge
nµA
µ
b = 0 (498)
for some fixed vector nµ, the ghosts have no interaction with the gauge bosons, and they can
be ignored once again. This can be seen by considering the form of the determinant:
∆FP[A] = det
∂fa
∂Acµ
δ(δAcµ)x
δ(ωdy)
= det
∣∣nµ(δad∂µ − gf dbaAbµ)δ(x− y)∣∣
= det |nµ(δad∂µ)δ(x− y)| (499)
We used the fact that this determinant is multiplied by δ[nµA
µ
a ] in the path integral to set
nµA
µ
a = 0. The problem with this gauge is that the gauge boson propagator is so complicated
that it hardly makes life easier,
Dabµν(p) = −
δab
p2
(
ηµν − 1
n · p(nµpν + nνpµ)−
pµpν
(n · p)2 (αp
2 − n2)
)
(500)
There is a way we could have guessed the relations (496) without going through all the
machinery of the Slavnov-Taylor relations. When we rewrite the renormalized Lagrangian
in terms of the bare fields, it takes the form
Lren = ψ¯i/∂ψ −mψ¯ψ + g0ψ¯/Aψ + 1
4
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ)
− g(1)0 fabcAµaAνb∂µAcν +
1
2
(g
(2)
0 )
2fabcfadeAbµA
c
νA
µ
dA
ν
e +
1
2α0
(∂µA
µ)2
+ ∂µc¯
a∂µ − 1
2
g(3)fabcAcµc¯
a
↔
∂µc
b − 1
2
g(4)fabc∂µAcµc¯
acb (501)
For clarity I have omitted the subscript “0” on all the bare fields in (501). The various bare
couplings are related to the renormalized one by
g0 = gµ
ǫ Z1
Z2Z
1/2
3
(502)
g
(1)
0 = gµ
ǫ Z4
Z
3/2
3
(503)
g
(2)
0 = gµ
ǫZ
1/2
5
Z3
(504)
g
(3)
0 = gµ
ǫ Z7
Z6Z
1/2
3
(505)
g
(4)
0 = gµ
ǫ Z8
Z6Z
1/2
3
(506)
(507)
If all these bare couplings are equal to each other, then we can rewrite the whole Lagrangian
in terms of covariant derivatives and field strengths, so that its form is gauge invariant except
for the gauge fixing and ghost term. And even though the ghost term is not invariant, it takes
its original tree level form, c¯a∂µ(D
µc)a. These equalities are insured if the renormalization
constants obey the relations (496).
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13.5 Beta function of Yang-Mills theory
If we want to show that QCD is asymptotically free, the above arguments indicate that we
have to compute the divergent parts of all of the following diagrams. For Z2, the fermion
wave function renormalization, there are no new kinds of diagrams; the self-energy diagram
is the same as fig. 37 for QED. The only difference is that there is a group theory factor
from the vertices:
p+q
q
p,kp,i
= T aijT
a
jk × (QED result)
=
N2 − 1
2N
δij × (QED result) (508)
where we used the result (452) for T aijT
a
jk.
For the vertex correction, we have the diagram similar to fig. 39 for QED, but in addition
the new contribution of fig. 46.
k−p,a,
q
p+q
q+p−k
p,i k,j
µ
Fig. 46. New vertex correction in nonAbelian theory.
I will not go through the computation of this new diagram. However, it is rather straight-
forward to compute the one which is similar to QED,
q
p+q q+k
k−p,a,
k,jp,i
µ
= T bilT
a
lmT
b
mj × (QED result) (509)
We can write the group theory factor as
T bT aT b = [T b, T a]T b + T aT bT b = if bacT cT b +
N2 − 1
2N
T a
=
i
2
f bac[T c, T b] +
N2 − 1
2N
T a
= −1
2
f bacf cbdT d +
N2 − 1
2N
T a
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= −1
2
NT a +
N2 − 1
2N
T a (510)
We used the identity (453) to obtain the last line. (The minus sign in −1
2
NT a is erroneously
missing in Ramond (6.52) and (6.53).)
The biggest complications in the computation of the beta function are all the new dia-
grams contributing to the vacuum polarization, shown in fig. 47. These have no counterpart
in QED.
Fig. 47. New contributions to the vacuum polarization in nonAbelian theory.
In the preceding description, we assumed that we would use the result (502) to find the
relation between the bare and the renormalized gauge coupling; this was the procedure most
analogous to QED. But we could have used any of the other relations (503-506) to get the
same result. For example, it looks like using (503) or (504) could save some work because
then we would only have to compute two renormalization constants instead of three. The
new diagrams that would be needed to determine Z4 or Z5 are the renormalization of the
cubic and quartic gauge coupling vertices, shown in figures 48 and 49. It is clear that, even
though there are fewer constants, there are more diagrams, so we don’t save any work by
doing thing this way.
(a) (b)
Fig. 48. Contributions to renormalization of (a) cubic and (b) quartic gauge couplings.
It is remarkable that these very different and complicated ways of computing the renor-
malized coupling give the same answer, thanks to the gauge symmetry. The result for the
beta function can be expressed in a way which is applies to gauge groups which are more
general than SU(N),
β(g) = − g
3
16π2
(
11
3
C2(A)− 4
3
nfC(f)− 1
3
C(s)
)
(511)
where nf is the number of flavors of fermions, and the numbers C2 and C are group the-
oretic factors which are a function of the representation of the gauge group under which
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the argument transforms. I have also shown the additional effect we would get from en-
larging our theory to have complex scalar fields which are charged under the gauge group.
They contribute just like fermions, except we have assumed the fermions are Dirac particles
with 4 degrees of freedom, so each fermion carries as much weight as 4 complex scalars.
C2(A) is the quadratic Casimir invariant for the gauge fields, which transform in the adjoint
representation. This invariant is defined by the identity∑
a
T aRT
a
R ≡ C2(R)IR (512)
where T aR is the group generator in the representation R and IR is the unit matrix which has
the same dimensions as the generators. Even if you have not taken a course in group theory,
you are familiar with the fact that the matrix elements of the angular momentum operators
form matrices whose dimension is (2l + 1) × (2l + 1) for states with angular momentum
l. It so happens that for the rotation group SO(3), since there are three generators, the
adjoint representation coincides with the fundamental representation, since 3-vectors are
the fundamental objects which are transformed by SO(3). But in general the adjoint and
fundamental representations are different. From the identities (452) and (453) we deduce
that for SU(N),
C2(R) =
N2 − 1
2N
, C2(A) = N (513)
The other group invariant is C(R), called the Dynkin index for the representation R, and
defined by
tr
(
T aRT
b
R
)
= C(R)δab (514)
It is easy to find a relation between C(R) and C2(R); simply take the trace over generator
indices in (512) and over ab in (514), and equate the two left-hand sides. Since δab = d(A),
the dimension of the adjoint representation (which is just the number of generators of the
group) and trIR = d(R), the dimension of the representation R, we get
C2(R)d(R) = C(R)d(A) (515)
For fermions in the fundamental representation of SU(N) this gives
C(f) =
N2 − 1
2N
×N/(N2 − 1) = 1
2
(516)
Putting these together and ignoring the effect of possible scalar fields, we get the beta
function in SU(N),
β(g) = − g
3
16π2
(
11
3
C2(A)− 4
3
nfC(f)
)
= − g
3
16π2
(
11− 2
3
nf
)
(517)
It is clear that the new term which makes this negative (if nf is not too large!) is due to
the gauge bosons. Roughly speaking, the factor C2(A) counts how many gauge bosons are
going around the new loops due to gauge boson self-interactions, whereas nfC(f) counts the
contributions from fermion loops. If we set C2(A) = 0 we can recover our old QED result by
taking nf = 1 and identifying g =
√
2e. The reason for the factor of 2 is the conventional
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way in which generators of SU(N) are normalized: trTaTb =
1
2
δab. In QED we take T = 1,
not T = 1/
√
2.
Although the fermions weaken asymptotic freedom, in the real world of QCD there are
only 6 flavors of quarks. We would need 17 flavors to change the sign of the beta function.
13.6 Heuristic explanation of asymptotic freedom
We see from (517) that there is a competition between the gauge bosons and the fermions for
determining the sign of the beta function. If we add enough flavors of fermions, they win and
spoil the asymptotic freedom of the theory. We know that fermions have this effect in QED,
because their vacuum fluctuations screen the bare charge of the electron at long distances,
causing the coupling to become weaker at low energy. Apparently the gauge bosons in the
nonAbelian theory have the effect of antiscreening a bare color charge. Can we understand
why this happens? Peskin has a nice explanation (section 16.7 of [15]), but I will instead give
one found in [8], originally found in papers of N.K. Nielsen (1980) and R. Hughes (1981).
In the following discussion we will make use of our intuition from ordinary electromag-
netism. In the Yang-Mills theory it is also possible to talk about electric and magnetic
fields,
Eai = F
a
0i, B
a
i =
1
2
ǫijkF
a
jk, (518)
but now there are N2 − 1 components labeled by the group index. Without the new self-
interactions of the gauge bosons, this would just be N2 − 1 copies of QED. So for the
interaction of the gauge bosons with fermions, at lowest order in the coupling, we can use
our intuition from QED. Of course all the new effects will come from the gauge bosons’
interactions with themselves.
We can think of the beta function as telling us about the energy dependence of the
dielectric constant for a bare charge, due to fluctuations of the vacuum:
g2(E) = g20/ǫ(E)
=
g20
1− 2b0g20 ln(E/Λ)
(519)
where I am using E for the renormalization scale and Λ for the cutoff. The constant b0 is
related to the beta function by
β(g) = b0g
3 + · · · (520)
We can thus identify the “running electric permeability” as
ǫ(E) = 1− 2b0g20 ln(E/Λ) (521)
In QED we know that ǫ(E) > 1 always, corresponding to screening. Apparently in QCD we
have antiscreening, corresponding to ǫ(E) < 1.
Instead of thinking about the electric polarizability of the vacuum, we could also consider
the magnetic permeability µ, since
µǫ = c2 = 1 (522)
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Therefore, if we can understand why µ > 1 for nonAbelian theories, this will explain why
ǫ < 1. In fact, the coefficient of the beta function is very directly related to the magnetic
susceptibility,
χ(E) = 1− 1/µ(E) = −2b0g20 ln(Λ/E) (523)
Thus the sign of the beta function is the negative of the sign of the susceptibility.
We are quite familiar with an effect that leads to µ > 1 in ordinary electromagnetism:
place a piece of iron inside a solenoid, and it increases the magnetic field by a factor µ > 1, due
to the fact that the spin magnetic moments of the iron atoms like to align with the external
field, thus increasing the total field. This effect is known as paramagnetism. However, there is
another effect which leads to µ < 1: if a charged particle undergoes cyclotron motion around
the magnetic field lines, it creates a current loop whose magnetic dipole moment opposes the
direction of the external field and causes a decrease in the net field, leading to µ < 1. This
effect is called diamagnetism. Clearly, if we have quantum fluctuations of virtual fermions
and gauge bosons in the vacuum (in an external magnetic field), both effects are possible. It
becomes a quantitative question of which one is stronger. Apparently, diamagnetism must
be the stronger effect for fermions, since otherwise we would get µ > 1 and ǫ < 1 even in
QED. So if this is the correct explanation, it must be because paramagnetism is the bigger
effect for the nonAbelian gauge bosons. In QED they were irrelevant because of the fact that
photons don’t couple to themselves, so they can’t act as a source of magnetic field. But in
QCD, a vacuum fluctuation of the gauge bosons can act as a source of magnetic field, since
the gauge field equation of motion (ignoring fermionic sources) is
∂µFµν + ig[A
µ, Fµν ] = ∂
0F0ν + ∂
iFµi + ig[A
0, F0ν ] + ig[A
i, Fiν ] = 0; (524)
this is the generalization of Maxwell’s equations to the nonAbelian case. To find the magnetic
part, take ν = j,
∂0Ej + ∂
iǫjikBk + ig[A
0, Ej] + ig[A
i, ǫjikBk] = 0 (525)
We see that if the background gauge fields have Ej = 0 butBk 6= 0, then a vacuum fluctuation
of A can give rise to a source of color magnetic field due to the last term.
To compute the beta function from this argument, we will use another result from classical
electromagnetism: the self-energy of a magnetic field configuration in a magnetic medium is
given by
U = −1
2
χB2 (526)
We will compute the correction to U due to the fluctuations of the vacuum, and from this
infer the beta function. The argument is similar in spirit to our intuitive explanation of the
axial anomaly. We want to see how the energy levels of the quantum states of the theory are
affected by a background magnetic field, due to the interactions of the states with the field.
First let’s compute the diamagnetic contribution. If the B field is in the zˆ direction, then
the energy eigenstates of a charged particle are the Landau levels,
E2 = p2z +m
2 + (2n+ 1)eB (527)
with n ≥ 0, and e = g/√2, according to the observation below (517). Here we should
imagine that the B field is pointing in one particular direction in the adjoint representation
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color space, say a, so the fermion or gauge boson which has the Landau levels is some linear
combination associated with the generator T a. Because of gauge invariance, it should not
matter which generator we choose, so for convenience consider one of the diagonal generators,
like T3 for the fermions. Then we see that fermions with color indices ψi, i = 1, 2 couple
to this external field, while i = 3 does not. Since the effect we are looking for in (526)
is quadratic in B, it will not matter that i = 1 and i = 2 couple with different signs.
According to this argument, the effect we are looking for will be proportional to the trace
of the square of the generator, and this is the same for all generators, so this supports our
claim that the choice of the B field’s direction in color space will not affect our answer.
Note that the extra factor of two we get here will cancel the factors of 1/
√
2 which arise
from the relation e = g/
√
2, so that we could have done the whole computation ignoring the
distinction between e and g if we had also forgotten about counting how many fermions the
external field couples to.
Now we must compute the energy of the vacuum due to the magnetic interaction in (527).
In quantum mechanics we learn that the zero-point energy of a harmonic oscillator is 1
2
~ω.
In quantum field theory, each energy eigentstate of the field acts like a harmonic oscillator
whose zero-point energy is simply ω =
√
p2z +m
2 + (2n+ 1)eB, and the excited states have
energy (N + 1
2
)~ω, where the N here refers to the number of particles having energy ω, not
to be confused with the Landau level of a given eigenstate. The zero-point energy density is
given by the sum over all possible states,
Udia =
1
2
∑
n
gn
∫
dpz
2π
√
p2z +m
2 + (2n+ 1)eB (528)
where gn is the degeneracy of Landau levels per unit area of the x-y plane. We can easily
deduce the value of gn by taking the limit B → 0, since then Udia must reduce to the usual
expression in the absence of any magnetic field,
Udia → 1
2
∫
d 3p
(2π)3
√
p2z +m
2 (529)
If we identify (2n+1)eB = p2x+ p
2
y ≡ ρ2, and
∫
dpxdpy = 2π
∫
dρρ, then 2ρ∆ρ = 2neB, and∑
n gn = 2π
∑
ρ∆ρgn/(2πeB)→
∫
dpxdpygn/(2πeB). Comparison shows that therefore
gn =
eB
2π
(530)
and
Udia(B) =
1
2
∑
n
eB
2π
∫
dpz
2π
√
p2z +m
2 + (2n+ 1)eB (531)
The sum (531) is obviously quite divergent in the UV, but we don’t care about the
most divergent part; we only care about the difference U(B) − U(0) since the true vacuum
contribution U(0) is unobservable. To evaluate this difference, we can use the following
identity:∫ (N+ 1
2
)ǫ
−ǫ/2
dxF (x) =
N∑
n=0
∫ (n+ 1
2
)ǫ
(n− 1
2
)ǫ
dxF (x)
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=
N∑
n=0
∫ (n+ 1
2
)ǫ
(n− 1
2
)ǫ
dx
[
F (nǫ) + (x− nǫ)F ′(nǫ) + 1
2
(x− nǫ)2F ′′(nǫ) + . . .
]
=
N∑
n=0
[
ǫF (nǫ) +
1
24
ǫ3F ′′(nǫ) + · · ·
]
(532)
therefore
N∑
n=0
ǫF (nǫ) =
∫ (N+ 1
2
)ǫ
−ǫ/2
dxF (x)− 1
24
N∑
n=0
ǫ3F ′′(nǫ) + · · ·
=
∫ (N+ 1
2
)ǫ
−ǫ/2
dxF (x)− 1
24
ǫ2
∫ (N+ 1
2
)ǫ
−ǫ/2
dxF ′′(x) +O(ǫ4)
=
∫ (N+ 1
2
)ǫ
−ǫ/2
dxF (x)− 1
24
ǫ2F ′(x)
∣∣∣∣(N+ 12 )ǫ
−ǫ/2
+O(ǫ4) (533)
We can apply this to U(B)−U(0) using ǫ = 2eB, F (x) = (16π2)−1 ∫ dpz√p2z + x, to obtain
U(B)− U(0) = 1
16π2
∑
n
∫
dpz
(
− 1
24
)
(2eB)2
2
[p2z +m
2 + (2n + 1)eB]−1/2
∣∣∣∣n=∞
n=0
=
1
24 · 8π2 (eB)
2
∫ Λ
−Λ
dpz
[p2z +m
2 + eB]1/2
=
1
96π2
(eB)2 ln(Λ/m) (534)
which gives the diamagnetic contribution to the susceptilibity
χdiag = − 1
48π2
e2 ln(Λ/m) (535)
from each spin state. However, there is an implicit assumption in this calculation that we
are dealing with bosons. Notice that
U(0) =
1
2
∫
d 3p
(2π)3
√
~p2 +m2 (536)
is simply the contribution to the vacuum energy density which we know is positive for
bosons and negative for fermions. Somehow our computation above misses the minus sign
for fermions. Let’s first see how (536) relates to our previous computations of the one-loop
contribution to the vacuum energy density, which is
V = − i
2
∫
d 4p
(2π)4
ln(−p2 +m2 − iǫ) (537)
It is easiest to compare dU/dm2 and dV/dm2. Note that
dU(0)
dm2
=
1
4
∫
d 3p
(2π)3
(~p2 +m2)−1/2 (538)
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and letting ω =
√
~p2 +m2, we can integrate over p0 by completing the contour in the upper
half plane to get
dV
dm2
=
i
2
∫
d 3p
(2π)3
∫
dp0
2π
1
p2 −m2 + iǫ
=
i
2
∫
d 3p
(2π)4
1
2ω
∫
dp0
2π
(
1
p0 − ω + iǫ −
1
p0 + ω − iǫ
)
=
i
2
∫
d 3p
(2π)4
1
2ω
(−2πi) (539)
This confirms (536), except that since we know V comes with a minus sign for fermions, it
must also be the case for U .
Next we must consider the paramagnetic contribution to the energy, due to the intrinsic
magnetic moment of the particles:
E2 = ~p2 +m2 + (2n+ 1)eB − ge ~B · ~S ≡ E2Landau − ge ~B · ~S (540)
If we expand E in powers of the magnetic moment energy, we get
E = ELan.
[
1− 1
2
geBSz
E2Lan.
− 1
8
(
geBSz
E2Lan.
)2]
(541)
and we must sum the new contributions to 1
2
ω over all the Landau levels and pz’s. Picking
out the term of order B2 (note that the linear term will give no contribution when we sum
over the spin polarizations) we get the paramagnetic contribution to the susceptibility,
Upara = −1
2
χparaB
2 = − 1
16
(geSzB)
2
∫
d 3p
(2π)3(p2 +m2)3/2
(542)
giving
χparaB
2 =
1
8
(geSzB)
2
∫
d 3p
(2π)3(p2 +m2)3/2
× (sign)
∼= 4π
8 · 8π3 (geSzB)
2 ln(Λ/m)
(
+1, boson
−1, fermion
)
(543)
where we used the same reasoning for the sign. The Lande´ g factor is always 2 for an
elementary particle, at lowest order in perturbation theory—this is true for the gluons as
well as the fermions. Putting the two contributions (paramagnetic and diamagnetic) together
we obtain
χtotal =
1
16π2
[
4S2z −
1
3
]
e2 ln(Λ/m)
(
+1, boson
−1, fermion
)
(544)
Comparing to (523), we can read off the contributions to the coefficient of the beta function,
δb0 = − 1
32π2
[
4S2z −
1
3
]
e2 ln(Λ/m)
(
+1, boson
−1, fermion
)
× (no. of polarizations) (545)
106
First, let’s check this result against QED. In that case, the photon carries no charge, so
we get only the contribution from the fermions, which have Sz = 1/2. The way we have
normalized the vacuum energy, each Dirac fermion has 4 polarization states (antiparticles
must be counted separately), so this gives a beta function coefficient of b0 = +1/(12π
2), in
agreement with (415).
Now let’s look at the contribution from the vector gauge bosons in the nonAbelian theory.
They have Sz = 1, and two polarization states. Therefore each virtual gluon which can couple
to the external color B field contributes −(11/3)/(16π2) to b0. Comparing to (511), we see
that the form seems to be correct—we understand the factor of 11/3, and C2(A) is counting
the virtual gluons. We can check that C2(A) = N is the correct factor in the context of our
present computation by looking at the nonvanishing structrue constants fabc given in (450)
for the case of QCD. Above we argued that we should compute the trace of the square of
each generator which couples to the external field. For example, if we take the external field
to be in the a = 1 color direction, we see that there are three generators which have this
index, and ∑
bc
f 1bcf 1bc = 2(1 + 1/4 + 1/4) = 3 (546)
which agrees with our expectation. We could of course have gotten the same answer using
any value of a, as the identity (453) guarantees.
Thus we see that asymptotic freedom can be understood as a consequence of the fact
that the gauge bosons themselves have magnetic interactions with an external B field, and
being bosons they contribute with the opposite sign to the vacuum energy, hence the mag-
netic susceptibility. The virtual gauge bosons thus do cause antiscreening of a color charge,
opposite to the screening behavior in QED.
14 Nonperturbative aspects of SU(N) gauge theory
To conclude this course, I would like to treat one important subject which goes beyond the
realm of perturbation theory, namely the role of instantons in gauge theories. We will see
that the vacuum state of QCD is much more complicated than that of QED, which is simply
described by Aµ = 0 or its gauge-equivalent copies. The reason for this is topology.
To motivate this, let’s first consider a simpler model: QED in 1+1 dimensions, where the
spatial dimension is compactified on a circle. Let’s parametrize it by θ ∈ [0, 2π]. A possible
gauge transformation is one that winds around the circle n times:
Ω(θ) = einθ (547)
If we started from the vacuum state Aµ = 0 and performed such a gauge transformation on
the fermions, ψ → Ωψ, then we would obtain a new value for the gauge field,
Aµ → − i
e
Ω∂µΩ
−1; A0 = 0, Aθ = −n
e
(548)
The interesting thing about this is that n has to be an integer; otherwise the gauge trans-
formation is not continuous around the circle. Therefore it is not possible to transform it
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back to Aµ = 0 using a family of gauge transformations which are continuously connected to
the identity. This means that we would have to pass through some field configuration with
nonvanishing field strength if we were to try to go between the different vacuum states.
The gauge transformations (547) with n 6= 0 are called large gauge transformations,
and the vacuum states (548) are called n-vacua. Even though physics looks the same in
any of these vacuum states, it is not obvious that we can choose just one of them. The
“true” vacuum state could be a superposition of the different n-vacua. An analogous thing
happens when we consider the quantum mechanics of a double well potential, as in fig. 50.
Classically, there are two vacuum states, at x0 and −x0. But quantum mechanically, the
true vacuum state is the symmetric superposition |+〉 = 1√
2
(| + x0〉 + | − x0〉), which has a
lower energy than the antisymmetric one, |−〉 = 1√
2
(|+x0〉+ |−x0〉). In quantum mechanics
we learn that this is related to the possibility of tunneling between the two states. The
states | ± x0〉 are not eigenstates of the Hamiltonian because the amplitude for tunneling is
nonzero: 〈+x0| − x0〉 6= 0. Furthermore, the energy difference between the symmetric and
antisymmetric combinations is related to the tunneling amplitude:
E+ −E− = 〈+|H|+〉 − 〈−|H|−〉
=
1
2
(〈+x0|H| − x0〉+ 〈−x0|H|+ x0〉)
∼= 〈±x0|H| ± x0〉 〈−x0|+ x0〉 (549)
x
V(x)
x−x0 0
Fig. 50. A double well potential.
In field theory we expect a similar phenomenon whenever there are degenerate vacuum
states, as long as the probability to tunnel between them is nonvanishing. In the above
example, we found degenerate vacuum states as a consequence of topology: the gauge trans-
formations provided topologically nontrivial maps from the group manifold to physical space.
In this example, the group manifold (for U(1)) is a circle, since any two gauge transforma-
tions eiΛ and eiΛ
′
are equivalent if Λ and Λ′ differ by a multiple of 2π. We mapped the
group manifold onto another circle comprising the physical space. In mathematical terms,
this mapping has nontrivial homotopy. We could not have done the same thing in 2 + 1-D
QED where the physical space is a sphere. In this case, a gauge transformation which wraps
around the equator of the sphere can be smoothly deformed to a trivial gauge transformation
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at a point. There is no topological barrier between large and small gauge transformations
in this case.
Fig. 51. A homotopically trivial mapping.
The preceding example makes it clear that if we want to find the same phenomenon in
3+1 dimensions, we need a gauge group whose group manifold has at least three dimensions.
A simple example is SU(2): it has three generators, and its group manifold is almost the
same as that of SO(3), a three-sphere. To find the large gauge transformations, let us
imagine that 3-D space is compact (it could have an arbitrarily large volume), and has the
topology of a 3-sphere. We can therefore assign coordinates φ1, φ2, φ3 to physical space.
Denote these collectively by ~φ. Then the large gauge SU(2) transformations can be written
as
Un = exp(in~φ · ~τ) (550)
where τi =
1
2
σi are the generators of SU(2). We can find the nonAbelian gauge fields
generated from the trivial vacuum by these gauge transformations,
An,µ =
i
g
Un∂µU
†
n (551)
Since they are pure gauge, they are guaranteed to have vanishing field strengths. As in the
Abelian example, the large gauge transformations (550) cannot be continuously deformed
into the trivial one U = 1 because of the topological obstruction: the mapping Un winds the
group manifold around the physical space n times, and n must be an integer by continuity
of the fields.
We therefore expect that the true vacuum state of nonAbelian theories will be some
superposition of the n-vacua. In fact, it will turn out that the correct choice has the form
|θ〉 = ∑n einθ|n〉 where θ is an arbitrary number. But to understand this, we have to show
that the θ-vacua are the real eigenstates of the Hamiltonian, and this requires knowing what
is the amplitude for tunneling between any two n-vacuua. How do we compute tunneling
probabilities in quantum field theory? Instantons provide the answer, at least in cases where
there is a large barrier to tunneling. A classic reference on this subject is [16]
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14.1 Instantons
To find a transition amplitude in field theory, we can use the Feynman path integral. We
want to integrate over all field configurations which start in one vacuum state, say |n〉, and
end in the other, say |m〉. If the two states were separated by a saddle point as shown in fig.
52, then there will be one path between them (the dotted line which goes over the saddle)
which minimizes the action. This path will dominate the path integral in a stationary phase
approximation: ∫
DφeiS ∼ eiSmin (552)
This approximation will be justified if Smin is large, since then the action will have a large
variation for nearby paths, and eiS will oscillate rapidly, giving cancelling contributions to
the path integral.
We can find the action of this path by solving the equation of motion:
−φ¨+∇2φ− V ′(φ) = 0 (553)
subject to the boundary conditions φ(t→ −∞) = φn, φ(t→ +∞) = φm.
n m
V(  )
φ
φ φ
φ
φ
1
2
Fig. 52. A potential for a field with several components, φi, and vacua at the values ~φm and
~φn. Dotted line: path of smallest action connecting the two vacua n and m.
However, this method does not give a good approximation to the tunneling amplitude.
The reason is that we should really integrate over all the fluctuations which are close to
the stationary path in order to get a good estimate, and simply evaluating the integrand
at the stationary point does not take this into account. We should see that the tunneling
probability is exponentially small if the barrier is large.
There is a trick which enables us to do a very similar calculation to the one above, which
however does give a good estimate of the tunneling amplitude. It is simply to go to Euclidean
space before doing the path integral. When we do this, the path integral becomes∫
Dφe−SE ∼ e−Smin (554)
We are now using the method of steepest descent rather than the stationary phase approxi-
mation to evaluate the path integral. Notice that this does immediately give what we expect:
an exponentially suppressed amplitude in the case of a large barrier.
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In Euclidean space, the action is given by
SE =
∫
d 4x
(
1
2
[
(φ˙)2 + (∇φ)2
]
+ V (φ)
)
(555)
This is similar to the Minkowskian action, but with the potential reversed in sign. We can
imagine we are still solving the Minkowskian field equations, but with V → −V (if we also
lump the gradient term into the potential), as in fig. 53.
n m
Fig. 53. The same potential as in fig. 52, but now in Euclidean space.
The equation of motion becomes
φ¨+∇2φ− V ′(φ) = 0 (556)
If we consider for a moment the case of quantum mechanics for a particle in a potential,
the term ∇2φ is absent since φ itself represents the position of the particle. The solution we
seek is one that starts at n when t → −∞, and rolls to m as t → +∞. We can use energy
conservation to write the first integral of the equation of motion,
E = 0 =
1
2
(φ˙)2 − V (φ) (557)
where we chose the vacuum states to have zero energy for convenience. The solutions are
given implicitly by ∫ t
dt = ±
∫ φ dφ√
V (φ)
(558)
For example, if V (φ) = λ(φ2 − v2)2, the integral can be done, with the result
φ(t) = v tanh(
√
λvt) (559)
The graph of this solution looks like fig. 54, where the width of the transition region is
w = (
√
λv)−1. This is the amount of (Euclidean) time it takes for the field to do most of
its transition between the two vacua, since for times much earlier or later, it is essentially
just sitting at one of the two vacuua. Since all the action occurs at essentially one instant
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in time, ’t Hooft called these kinds of solutions instantons. The journal Physical Review at
first refused to accept such an imaginative name, so some of the first papers on this subject
called them “pseudoparticles,” but the instanton name quickly gained popularity.
w
Euclidean time
φ
−v
0
+v
Fig. 54. Graph of the instanton solution (559).
An important feature of instantons is that they are nonperturbative. When (559) is
substituted back into the Euclidean action, one finds that
SE,min ∼ v
4
λ
(560)
and therefore the tunneling amplitude goes like
〈n|m〉 ∼ e−cv4/λ (561)
This has no expansion in perturbation theory—we would never see any sign of it even if we
worked to infinite order in the perturbation expansion. Therefore instantons provide us with
our first example of a truly nonperturbative effect in quantum field theory.
Now we are ready to apply these ideas to SU(2) gauge theory. We need a solution to the
Euclidean Yang-Mills field equations
∂µFµν + ig[A
µ, Fµν ] = 0 (562)
which interpolates between two of the n-vacua (551) as t goes from −∞ to +∞. I will
present this solution without proof, and leave it for you (last homework problem) to verify
that it is a solution:
Aµ(x) = − i
g
x2
x2 + λ2
U∂µU
† (563)
where x2 = x20 + x
2
i and λ is an arbitrary constant length scale which characterizes the size
of the instanton. The gauge transformation U is given by
U =
1√
x2
(x0 − i~x · ~σ) (564)
Clearly, as xµ → ∞, Aµ(x) approaches a pure gauge field. But because of the prefactor
x2/(x2 + λ2), it is not pure gauge in the interior, so there is a barrier. It turns out that the
action of this solution is given by
SI =
8π2
g2
(565)
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which like the scalar field example is nonperturbative.
The large gauge transformation U in (564) can be applied any number of times, Un = U
n,
to produce a map which wraps the group manifold n times around the 3-sphere at infinity.
This means there is a series of vacuum states labeled by integers n, just as we had in the
case of (1 + 1)-D QED on a circle. They are separated from each other by energy barriers
in the field space, as shown in fig. 55.
−2 −1 0 1 2 3
ρ
n
Fig. 55. Energy density of field configurations which interpolate between the n-vacua of Yang-
Mills theory.
14.2 Winding number
Since the instantons satisfy the Euclidean field equations, they are the field configurations
which interpolate between n-vacuua with the least action. There are of course infinitely
many other solutions which will have the same topology as a given instanton, but larger
action. Is there a way in which we can compute whether a given field configuration has
a nontrivial change in topology? I will not prove it, but one can show that the following
expressions give the winding number of a gauge field in 2 and 4 Euclidean dimensions, for
the U(1) and SU(N) gauge theories, respectively:
ν =
g
4π
∫
d 2x ǫµνFµν ;
ν =
g2
32π2
∫
d 4x ǫµναβ trFµνFαβ ≡ g
2
16π2
∫
d 4x trFµνF˜µν (566)
Both of these equations can be rewritten as integrals of a total divergence,
ν =
g
2π
∫
d 2x ∂µWµ; Wµ = ǫµνAν ;
ν =
g2
8π2
∫
d 4x ∂ρWρ; Wρ = ǫρσµν tr
(
Aσ∂µAν +
2ig
3
AσAµAν
)
(567)
If we compactify Euclidean space by imposing a maximum radius
√
xµxµ < R (we will take
R → ∞), then the divergence theorem can used to rewrite the above integrals as surface
integrals, over the (N − 1)-sphere which bounds the region √xµxµ < R:
ν = cN
∫
dΩµN−1Wµ (568)
where cN =
g
2π
or g
2
8π2
. Now we can argue that any physically sensible configuration must
have zero field strength at r = R as R → ∞, so that its action will be finite. This means
that Aµ must approach a pure gauge configuration at the boundary,
Aµ → i
g
U∂µU
† (569)
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Now let’s parametrize the bounding (n − 1)-sphere by the angle φ in 2D and φ1-φ3 in 4D.
The winding number (also called the Pontryagin index) becomes
ν = − i
2π
∫ 2π
0
dφ
dU
dφ
U−1; (570)
ν =
1
24π2
∫
dφ1dφ2dφ3 ǫijk tr
(
dU
dφi
U−1
dU
dφj
U−1
dU
dφk
U−1
)
(571)
It can be shown that these expressions are unchanged by deformations of U(φi) which do
not change the winding properties of U ; they are topological invariants. This is easy to see
in the U(1) case: suppose that U = eif(θ) where f is any function which has the property
that f(2π) = f(0) + n2π. Then (570) gives
ν =
1
2π
∫ 2π
0
dφ
df
dφ
=
f(2π)− f(0)
2π
= n (572)
The more complicated case of SU(N) in 4D works in a similar way. For example, consider
the instanton solution (563). We can verify its winding number by considering the region
near ~x = 0 (the north pole of the 3-sphere). In this vicinity, choose the angles φi to be the
space coordinates xi, so
∂kUU
−1 = iσk (573)
and
tr
(
dU
dφi
U−1
dU
dφj
U−1
dU
dφk
U−1
)
= i3trσiσjσk = 2ǫijk (574)
Then ǫijktr(· · ·) = 12 and we get
ν =
1
2π2
∫
dφ1dφ2dφ3 = 1, (575)
since the volume of the 3-sphere (the group manifold of SU(2)) is 2π2. Here we pulled a little
trick by assuming that the trace factor is a constant independent of the angles, even though
we only showed it to be the case in the vicinity of the north pole. However, it can be shown
that the expression for ν is invariant under constant tranformations of the group, U → UU0,
so one can do the Faddeev-Popov procedure of inserting 1 =
∫
dωδ(U − 1) det |∂Uω/∂ω|.
Since
∫
dU · 1 = 2π2 for this group, we deduce that ∫ dω det |∂Uω/∂ω|U=1 = 2π2, which
enables us to evaluate
∫
dUǫijktr
(
dU
dφi
U−1 dU
dφj
U−1 dU
dφk
U−1
)
just by knowing the value of the
integrand in the vicinity of U = 1 (or any other element of the group, for that matter).
Let us comment on the relation of the instanton solution (563) and the picture we orig-
inally started with, that of tunneling in (1 + 1)-D QED compactified on a spatial circle.
Logically, it is convenient to think about N -space being compactified on an N -sphere, and
letting time run from −T/2 to +T/2, where we will take T → ∞. Then we would look for
gauge field configurations whose winding number on the N -spheres changes from n− to n+
as t goes from −T/2 to +T/2. The winding number of (N + 1)-D instanton configuration
that interpolates between the two vacuua can be shown to be
ν = n+ − n− (576)
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However, it is not very convenient to look for instanton solutions on the space SN × R. It
is much easier to find solutions that transform simply under SO(N +1) rotations of the full
Euclidean space. (Remember, N is counting only the spatial dimensions.) Such solutions live
on the (N+1)-sphere rather than SN×R. However, in the end we are going to decompactify
both spaces, so it should not matter which one we use, as long as the instantons have the
same winding number in both pictures. In fact, one picture should be equivalent to the other
under a gauge transformation as long as they both have the same winding number. The two
situations are depicted in fig. 56.
SS  x RN N+1
t = − T/2 − 8
t = + T/2 8+
Fig. 56. Two different ways of compactifying N + 1 dimensional Euclidean space.
An important note for SU(N) gauge theories: although we have only displayed the
instanton solution for SU(2), this is essentially all that is needed for SU(N) theories, since
SU(2) is a subgroup of SU(N). For example, in SU(3), we can choose one of the 3 rows
and columns to transform trivially, and embed the SU(2) instanton in the other two, for
example
USU(3) =
(
1 0
0 USU(2)
)
(577)
And any constant gauge transformation of this, U → UU0, is also a good solution. This
means that the SU(3) instanton has an orientation in color space, over which we will have
to integrate when we compute the tunneling rate.
14.3 Tunneling between n-vacuua
Previously we asserted that the amplitude for tunneling goes like e−SI , where the instanton
action is given by SI =
8π2
g2
. One way of writing this is in terms of the transition amplitude
between between two neighboring n vacua with winding numbers n and n+1. In Minkowski
space the transition amplitude would be given by
〈n+ 1|eiHT |n〉 (578)
since eiHt is the evolution operator, but we are doing the calculation in Euclidean space, so
we have
〈n+ 1|e−HT |n〉 =
∫
⌈Aµe−S ∼ Ce−SI (579)
Here C is a prefactor which corrects the crude estimate e−SI . Coleman has explained very
nicely how to compute C by expanding the action to quadratic order about the instanton
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and doing the path integral over these small fluctuations [16]. Not only does one have to
sum over these small fluctations, but also over the collective coordinates of the instanton.
Namely, the instanton can be centered around any point in spacetime, and it can have
different orientiations in color and in position space. Moreover, we saw that the instanton
has an arbitrary size ρ which must also be integrated over. When all this is done, one gets
a tunneling amplitude of
〈n+ 1|e−HT |n〉 ∼ V T
∫
dρ
ρ5
e−8π
2/g2(µ)f(ρµ) (580)
The factor V T is the volume of Euclidean spacetime, which tells us that the probability of
tunneling should really be interpreted as a constant rate of tunneling per unit spatial volume
(careful consideration of how the n-vacuum states should be normalized gives a tunneling
rate that is proportional only to V T and not V 2T ). The power of ρ could be guessed from
dimensional analysis, as we will see below. Also f(ρµ) is the function which arises from
integrating over the small fluctuations. This is just some functional determinant, which is
UV divergent, and requires us to renormalize, thus introducing the arbitrary renormalization
scale µ. The µ-dependence of f is guaranteed to cancel that of e−8π2/g2(µ). We can choose
mu = 1/ρ so that f becomes an unimportant constant. Furthermore, let us remember that
g2(µ) ∼ 1
2b0 ln(Λ/µ)
(581)
where Λ is the scale where the coupling becomes strong, on the order of 300 GeV in QCD.
One then gets a tunneling rate of
Γ
V
∼
∫
dρ
ρ5
e−8π
2/g2(µ) ∼ Λ4
∫
dρ
ρ
(ρΛ)11N/3−4 (582)
where we displayed the value of b0 for pure SU(N) with no quarks. (The story actually
becomes more complicated when we include quarks; see [16].) Notice that the powers of ρ
are correct for giving a rate per unit time. Although the integral diverges for large instantons,
it can be argued that our semiclassical approximation to the path integral is breaking down
since their action is becoming too small, and the only reasonable place to cut off the integral
is for instantons of size Λ−1, since this is the only length scale in the theory. Thus one
estimates finally that
Γ
V
∼ Λ4 (583)
which is no longer exponentially suppressed; this is a large value. So tunneling is a big effect,
and we cannot pretend that the n-vacua are even good approximate vacuum states.
14.4 Theta vacua
It turns out that the physically correct vacuum states are superpositions of the n-vacua of
the form
|θ〉 = 1√
2π
∑
n
e−inθ|n〉 (584)
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Exactly the same thing happens in simple quantum mechanical systems with a periodic
potential—these are the Bloch states. Unlike n-vacua, the theta vacuua are eigenstates of
the large gauge transformations (550), Up, since these simply increment the winding number
of the n-vacua by p:
Up|θ〉 = 1√
2π
∑
n
e−inθUp|n〉
=
1√
2π
∑
n
e−inθ|n+ p〉
=
1√
2π
∑
n
e−i(n−p)θ|n〉
= eipθ|θ〉 (585)
Furthermore, these states are orthonormal,
〈θ′|θ〉 = 1
2π
∑
n
e−in(θ−θ
′) = δ(θ − θ′) (586)
and we can show that there is no tunneling between two different theta vacua:
〈θ′|e−HT |θ〉 = 1
2π
∑
n,m
einθ
′−imθ〈m|e−HT |n〉
≡ 1
2π
∑
n,m
einθ
′−imθA(n−m)
=
1
2π
∑
n
ein(θ
′−θ) ∑
n−m
ei(n−m)θA(n−m)
= δ(θ − θ′)f(θ) (587)
Thus if we are in a particular theta vacuum, we will stay in it forever. This satisfies the
criteria of a good vacuum state. One says that the theta vacua are different superselection
sectors. Since there is no way to go from one to the other, it makes no sense to talk about
superpositions of theta vacua.
Although all theta vacua seem to be acceptable vacuum states at this point, it is not
true that the are all equivalent. In fact, we can show that they have different energies by
computing the expectation value of e−HT ,
〈θ|e−HT |θ〉 = e−E(θ)T 〈θ|θ〉 ∼= (1− E(θ)T + · · ·)〈θ|θ〉
∼= δ(θ − θ)
∑
ν
eiνθe−|ν|Si
∼= V T (1 + 2 cos(θ)e−Si +O(e−2Si)) (588)
We see that the vacuum energy density has the dependence
E(θ)
V
∼ const.− 2 cos θe−Si (589)
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where the factor e−Si is just shorthand for the full expression which includes the integral
over instanton sizes and thus gives the actual estimate
E(θ)
V
∼ const.− O(Λ4) cos θ (590)
Even though the vacua with θ = 0 and π have the lowest energy, there is no way to get to
these vacua if we happen to be in one with higher energy.
14.5 Physical significance of θ
Strangely, it seems as though our discussion of the vacuum structure in SU(N) gauge theory
has introduced a new coupling constant θ, on which physics seems to depend. How did we
not see it when we originally formulated the theory?
In fact we can show that the θ parameter can be included at the level of the Lagrangian
by adding the new term
Lθ = θg
2
32π2
∑
a
F aµνF˜
µν
a (591)
We originally discarded this term because it can be written as a total derivative (567),
thus it has no effect on the equations of motion. In fact, the effects of such a term would
vanish at any order in perturbation theory. However, we can now see that it does have a
nonperturbative effect. Consider the expectation value of an arbitrary operator O in a theta
vacuum. We have to sum over all the sectors of the gauge fields which have different winding
number ν:
〈θ|O|θ〉 =
∑
ν
eiνθ
∫
(DA)νe−SO
=
∑
ν
∫
(DA)νe−SO exp
(
i
θg2
32π2
∑
a
F aµνF˜
µν
a
)
(592)
where we used the relationship between winding number ν and FF˜ from (566). We see that
the factor eiνθ which weights the n vacuua is exactly reproduced by adding the term (591)
to the QCD Lagrangian.
There is one big problem with this new term. It violates parity, and it can be shown
that it would contribute enormously to the electric dipole moment of quarks and hence
neutrons. There are stringent experimental limits which imply that θ ∼< 10−10, a rather
severe fine-tuning problem, known as the strong CP problem. Peccei and Quinn invented
an elegant solution to this problem: by adding certain new fields, the theta parameter can
be compenstated by a dynamical field a, the axion. The potential for the axion becomes
E(θ + a/f), where f is the axion scale (the scale of breaking of a new symmetry which is
introduced), and the effective physical value of the theta parameter becomes θ¯ = θ + a/f .
Since the axion naturally wants to go to the minimum of its potential, this gives a dynamical
explanation for why θ¯ = 0. Axions are still an attractive idea, appearing naturally in string
theory, providing a candidate for dark matter, and they remain the subject of ongoing
experimental searches.
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PHYS 673, Quantum Field Theory: Assignment #1
due Thusday, 13 January, 2005
1. (a) Prove that s + t + u = m21 +m
2
2 +m
2
3 +m
2
4 for 2 → 2 scattering, where the four
particles might all have different masses.
(b) Compute the differential cross section dσ/dt for ψψ → ψψ scattering for a Dirac fermion
of mass m coupled to a scalar of mass µ via the Yukawa interaction gφψ¯ψ. Don’t forget the
u-channel diagram. For what scattering angle is dσ/dt largest?
2. (a) Consider a theory with N Dirac fermions, labeled ψi with i = 1, . . . , N , coupled to
a scalar field via the interaction Lagrangian gφ
∑
i ψ¯iψi. Assuming the φ mass (µ) is much
greater than the fermion masses, how does the φ decay width scale with N? How does the
inclusive cross section for ψ1ψ¯1 → all ψjψ¯j scale with N near the resonance, ignoring the
width of the φ? How does the maximum value of the cross section scale with N , accounting
for the width of the φ?
(b) Use the result you found in (a), along with the result for a single species of fermions
derived in the lectures, to estimate the maximum value of the cross section for Z → all qq¯
(i.e., quarks and antiquarks). The number of decay channels for the Z boson is 3 (colors) for
every flavor of quark which is kinematically allowed, plus 1 for each type of charged lepton
and neutrino. Compare your answer to the actual value, which you can find in the section
on “Plots of cross sections and related quantities” of the Particle Data Group Review of
Particle Physics. (See http://pdg.lbl.gov/2004/reviews/contents sports.html)
(c) The comparison between the toy model prediction and the data is not very good in part
(b). One observation that helps is that the Z boson is not a scalar particle, but rather a
massive vector, with three polarization states. How will your prediction in (b) change if you
treat each of these polarization as though they were separate scalar particles?
3. Study eq. 10.47 of the section “Electroweak model and constraints on new physics” in
the Particle Data Book. (a) What would be the effective value of g2 for each kind of quark
and lepton, if the Z boson was a scalar particle? Note that the partial widths in (10.47c)
for each quark are summed over 3 colors, so you should divide these results by 3.
(b) Sum all the partial widths, assuming that charmed and strange quarks are like up and
down quarks. Do they add up to the total width (10.48)? Note: if you are unsure about
masses and charges of quarks and leptons, see the summary tables at
http://pdg.lbl.gov/2004/tables/contents tables.html.
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PHYS 673, Quantum Field Theory: Assignment #2
due Tuesday, 25 January, 2005
4. Consider a model of two scalar fields with potential M2σ2/2 + m2φ2/2 + µσφ2/2.
Assume that the decay σ → 2φ is allowed.
(a) Compute the decay width of the σ.
(b) Compute the imaginary part of the σ self-energy. Show that it is related to the decay
width in (a) in the manner claimed in lecture, near the σ mass shell. (This form is also
mentioned at the end of the kinematics review in the Review of Particle Properties).
(c) Evaluate the most divergent terms, and determine the counterterms in the tree level
Lagrangian needed to cancel these divergences.
5. Evaluate the self-energy correction to the fermion Σψ(p) which was started in lecture.
First do all integrals except the Feynman parameter integral. For the last step, compute
only the divergent part.
6. Show that the series of one-particle reducible diagrams which contribute to the two-
point function in the theory of a single scalar field with potential mφ2/2 + µφ3/3! is a
geometric series. (You should see the pattern for the statistical factor after computing it for
the first few diagrams.) Evaluate the most divergent contribution and sum the series. Why
is it important that the series is geometric?
7. Consider a scalar field whose potential energy is V (φ) = Aφ6.
(a) What is the tree-level mass of the corresponding particle? What is the value of the cross
section for 2φ→ 2φ at tree level?
(b) What is the dimension of the coupling constant A?
(c) Derive the invariant amplitude M for the process 2φ→ 4φ at lowest order in A.
(d) Compute the lowest order quantum correction to the mass of the particle.
(e) Compute the lowest order quantum correction to the differential cross section dσ/dt for
2φ→ 2φ.
(f) Draw the connected Feynman diagrams contributing to the two-loop correction to the
6-point function G6(p1, . . . , p6). Identify those which are 1PI or 1PR.
PHYS 673, Quantum Field Theory: Assignment #3
due Thursday, 2 Feb., 2006
8. Consider the one-loop vertex correction Γφψ¯ψ in the Yukawa theory (V = −gφψ¯ψ), in
the limit where the fermion mass vanishes, and the external momentum of the boson vanishes,
but the fermion momentum p and the boson mass µ are nonzero. Use a momentum-space
cutoff Λ and drop all terms which vanish as Λ→∞, but make no other approximations.
(a) iΓφψ¯ψ has a real and an imaginary part. Compute the real part (which corrects the
tree-level coupling). Note that
∫
dx ln(Ax2 + Bx + C) can be computed by completing the
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square in the logarithm. For definiteness, assume that p2 > µ2.
(b) Verify that the effective coupling depends on p2 at large p2 in the way claimed in the
lecture about the running of the coupling constant, g(µr).
(c) For what values of p2 does iΓφψ¯ψ develop an imaginary part? Show that these are the
same values as those for which the virtual particles in the loop can go on shell. Notice the
similarity to the other situation where you have seen the loop get an imaginary part. The
imaginary part is related to unitarity of the S-matrix through the optical theorem.
9. Consider the scattering process 2φ→ 2φ in the theory with couplings λφ4/4!+ gφψ¯ψ,
where the external particles all have energy E which is much greater than any of the masses.
(a) Explain why, at such large energies, any loop corrections (including finite part) containing
logarithmic divergences should go like ln(Λ/E), rather than ln(Λ/µ), for example.
(b) Use the observation of (a) to deduce the energy dependence at high E of the one-loop
amplitude for 2φ → 2φ scattering, by computing only the most divergent contributions.
Does the effective coupling λ(E) grow or decrease as a function of E?
10. Consider the nonrenormalizable theory with potential M2φ2/2 + λM−2φ6/6!. Sup-
pose that M is some fixed mass scale which is not considered to be a function of the cutoff,
but instead is just a generic value which is parametrically smaller than the cutoff. Assume
that λ ∼< 1. For this problem think of the cutoff as being some actual physical scale, large
but not infinite.
(a) A given 1PI Feynman diagram will have V vertices and E external legs. How many
internal lines I must there be?
(b) Prove that the number of loops is L = I − V + 1.
(c) Estimate the contribution of this diagram to the proper vertex with E legs, Γ(V )E , as
a function of V and E . Take the external legs to be at zero momentum. Assume com-
binatoric factors will approximately cancel out the factors of 1/6!, and don’t worry about
minus signs, but keep factors of 2π. Estimate the loop integrals by power counting: let∏L
i=1 d
4li → dl l4L−1 and
∏I
j=1(l
2
j +M
2) → (l2 +M2)I . Will the integral be dominated by
infrared (low l) or ultraviolet (high l) contributions, for a given value of E and V?
(d) By summing the dominant contributions for a given E , estimate the size of full proper
vertex, ΓE =
∑
V Γ
(V)
E .
(e) In terms of the proper vertices, write down the form of an effective potential Veff(φ) which
has the property that tree level diagrams computed from that potential reproduce the full
multiloop result.
(f) Operators of dimension d < 4 are known as relevant, with d = 4 as marginal, and with
d > 4 as irrelevant. From the above results, explain why this is an appropriate terminol-
ogy, when the cutoff is large. This represents the modern understanding of what is special
about renormalizable theories (which contain only relevant and marginal operators): the
nonrenormalizable operators have small coefficients.
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PHYS 673, Quantum Field Theory: Assignment #4
due Thursday, 9 Feb., 2006
11. This problem is supposed to solidify your intuitive understanding of renormalization,
and give you practice with the Wilsonian effective action. Consider the theory with potential
V = Aφ+ 1
2
m2φ2 + 1
6
µφ3 in 6 spacetime dimensions.
(a) What are the dimensions of the couplings and the field?
(b) Show by power counting of the loop diagrams which are generated that the theory is
renormalizable.
(c) The tadpole term Aφ can be removed by redefining the field φ = φ0 + δφ, provided that
the parameters satisfy a certain relation. Find δφ and the relation. Show how the physical
mass m20 and cubic coupling µ0 depend on the original parameters after going to the new
field φ0. Show that the value of δφ and the shifted couplings could equivalently be found by
imposing that V ′(φ0) = 0, m20 = V
′′(φ0) and µ0 = V ′′′(φ0).
(d) We need to do loop integrals in 6 dimensions in the sections below. In d dimensions,
let d dx = dΩd−1 dx xd−1. Using the fact that
∫∞
−∞ dx e
−x2/2 =
√
2π, evaluate the integral∫
d dx e−x
2/2 in both Cartesian and spherical coordinates to determine
∫
dΩd−1.
(e) Let A = 0 at the cutoff Λ. Write down integral expressions for the terms in iδSΛ ≡
iSΛ′ − iSΛ which will contribute to renormalization of the original couplings in SΛ when
computing Wilson’s effective action at a lower cutoff Λ′ < Λ. (Do not compute contributions
to nonrenormalizable operators.) By using the shorthand
∫ Λ
Λ′
dp =
∫
d dp/(2π)d (integrated
between Euclidean momenta Λ′ < |p| < Λ), δq = (2π)dδ(d)(
∑
i qi) and φq =
∫
d dx eiqxφ(x),
write these contributions to SΛ′ in the form of integrals which do not make any reference
to the dimensionality of spacetime. Use qi for the external momenta and p for the loop
momentum in your expressions.
(f) Now specializing to d = 6, evaluate the most divergent parts of the integrals (from Λ′ to
Λ) in part (e). For the self-energy diagram, Taylor expand in the external momentum so that
you can identify both the mass and the wave function renormalization. Why is it reasonable
to neglect higher terms in the Taylor expansion? Assemble your results into a complete
expression for these leading contributions to iδSΛ, rewritten in position space rather than
momentum space.
(g) Combine δSΛ with SΛ to find SΛ′ and identify the corrections to the kinetic term and
the couplings. Canonically normalize the field at the new cutoff to absorb the wave function
renormalization found in (f). What are the new values of A(Λ′), m2(Λ′) and µ(Λ′) in terms
of the original parameters? Keep in mind that you are doing a perturbative expansion.
(h) How does the cubic coupling run with Λ′? By setting Λ′ = E for an experiment at energy
scale E, decide whether scattering processes become stronger or weaker as you go to higher
energies. Compute the beta function for this coupling, β(µ) = Λ′ d
dΛ′
µ(Λ′) and take note of
its sign. Would it have been possible to deduce this result from just one of the Feynman
diagrams you calculated?
(i) Find the physical m2(Λ′) which takes into account the shift in φ needed to remove
the tadpole. Then evaluate it as Λ′ → 0, and take this to be the physical mass squared,
m2phys. Keep only the terms which dominate at small coupling and large cutoff. Assuming
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m2phys ≪ Λ, solve for the value of m2(Λ) needed to obtain the small m2phys, to first order in
m2phys, and show that there is a fine-tuning (hierarchy) problem.
(j) Estimate the magnitude of the leading contribution to the energy density of the vacuum
(i.e., cosmological constant) which is generated at the scale Λ′, assuming it was zero at the
scale Λ.
PHYS 673, Quantum Field Theory: Assignment #5
due Thursday, 16 Feb., 2006
In this assignment you will solve the renormalization group equations for the theory with
potential1
2
µ2φ2 +mψ¯ψ + λφ4/4! + gφψ¯ψ. Worth 30 points.
12. (a) Verify the result given in lecture for the anomalous dimensions of φ and ψ at one
loop: γφ = g
2/8π2 and γψ = g
2/32π2.
(b) Show that this gives the beta function β(g) = 5g3/16π2.
(c) Use the anomalous dimensions and the vertex correction you computed in a previous
assignment to find the contribution from the fermion loops to the beta function of the quartic
coupling. (I was incorrect to say in lecture that this contribution βλ has to be positive.)
13. (a) Using Maple or some other programming language, numerically integrate the
beta functions to obtain the running couplings as a function of t = ln(µr/µ0). (Don’t forget
to use the full beta function for λ.) Start with λ = 0.5, g = 0.4 at t0 = 0. At what value of
t does the quartic coupling vanish? How many orders of magnitude increase in the energy
does this value of t represent? Plot the two couplings as a function of t.
(b) Keeping λ(0) = 0.5, by trial and error find the smallest value of g(0) where a Landau
pole occurs close to t = 100. Find its value to 3 significant figures. Then show that for larger
values of g(0), it is possible to keep both couplings in the range [0, 1]. For what range of
values of g(0) is this true? If you had to make an analytic estimate of the best value of g(0)
to take, for a fixed value of λ(0), what would it be? Compare to your numerical result.
(b) Add the anomalous dimension for φ in your system of equations. Use this together with
your determination of λ to plot the scale dependence of the amplitude for φφ→ φφ. On the
plot show both the running coupling by itself, and the amplitude including the effect of the
anomalous dimension. Does the anomalous dimension increase or decrease the amplitude?
Do it first for the set of couplings in (a) which give the Landau pole, but graph only the
region of t for which the couplings remain perturbative. Do it again for the second set of
couplings, graphing over the whole range of t.
If you are not familiar with Maple, you can use the following sample program as a guide
for how to numerically solve and plot a system of first order differential equations.
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198-730B, Quantum Field Theory: Assignment #6
due Thursday, 17 March, 2005
17. Evaluate 1
2
∫
d4x d4y Jµ(x)Dµν(x− y)Jν(y) for the static charge distribution J0(x) =
ρ(~x), Ji = 0, and show that it gives the self-energy of the charge distribution due to the
Coulomb potential, times an infinite integral over time (which converts the energy into
the action). Remember to use the appropriate iǫ prescription to define the poles of the
propagator. Do the q0 integral of the propagator first, as a contour integral, which must
be done separately for the two cases x0 < y0 and y0 < x0. Next do the x0 integral. Then
do the angular integral of the propagator, and finally the radial momentum integral of the
propagator.
18. In lecture it was claimed that the gauge fixing term does not spoil the gauge invariance
of any other terms in the effective action. Thus the α-dependence which enters these terms
must do so in a gauge-invariant way. To see how this works, compute the divergent and
α-dependent parts of the electron self-energy, vacuum polarization, and vertex correction at
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one loop in QED (using a general Lorentz gauge), and show that they are consistent with
the Ward identities. Verify that the beta function for the charge is independent of α.
19. Denote the two-fermion, n-photon terms in the QED effective action by
Γψ¯Anψ =
∞∑
n=0
∫ n∏
i=0
dpi ψ¯(pn+1) Γµ1...µnψ(p0)A
µ1(p1) · · ·Aµn(pn)δpn+1−∑ pi (593)
(where dp = d 4p/(2π)4 and δpn+1−
∑
pi = (2π)
4δ(4)(pn+1−
∑n
i=0 pi)). Find the Ward-Takahashi
identities which relate the functions Γµ1...µn . Draw the 1-loop diagrams corresponding to
these identities (at one-loop level) to illustrate.
198-730B, Quantum Field Theory: Assignment #7
due Thursday, 31 March, 2004
20. Derive the axial anomaly using the point-splitting regularization of the axial vector
current. Use the following steps. (a) Expand the exponential of the line integral to order ǫµ
and show that to this order,
∂µJµ5 = ieF
µνǫνψ¯(x+ ǫ/2)γµγ5ψ(x− ǫ/2) (594)
(b) Show that the vacuum expectation value of the above quantity vanishes at zeroth order
in perturbation theory. Then set up the calculation of the same quantity at first order in
perturbation theory in e (one insertion of the electromagnetic interaction in a background
gauge field).
(c) Let p and q be the momenta of the two fermion propagators, and let l = p − q be the
momentum of the gauge field which you have inserted. Further, let r = p + q. Show that
your result is proportional to∫
d 4l
∫
d 4r
eil·x−iǫ·r/2 lαrβAν(l)
((r + l)2/4−m2)((r − l)2/4−m2) (595)
Since we are interested in the ǫ → 0 behavior, argue that we can set l → 0 when doing the
r integral. You should now see how to do the l integral.
(d) To do the r integral, note the following useful trick: rewrite 1/(r2)2 as
∫∞
0
ds s e−sr
2
, and
rβ = 2i
∂
∂ǫβ
.
(e) Average over the directions of ǫν to evaluate ǫµǫν/ǫ
2 and obtain the final result.
21. (a) In D = 2 dimensions, we can define Dirac matrices
γ0 = σx, γ1 = iσy, γ5 = −σz (596)
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Show that they satisfy the usual Dirac algebra for the anticommutators, and also that
trγµγνγ5 = 2ǫµν .
(b) Use the above results to do Fujikawa’s derivation of the axial anomaly in 2D. To remind
you, the steps are: (1) Show that the Jacobian in the path integral for an infinitesimal U(1)A
transformation has the form det(1 + iǫ(x)γ5) for either ψ or ψ¯, where the determinant is in
the space of all functions as well as 2D spinor indices. (2) Using the identity ln det = tr ln,
rewrite this determinant in a more explicit form involving
∫
d 4x
∫
d 4p, and regulate the
momentum space integral in a way which respects the U(1) gauge symmetry, i.e., using a
function f((i/D)2/Λ2), where /D is the covariant derivative, Λ is a UV cutoff scale, and f is
a function with the properties f(0) = 1, f(x) → 0 as x → ∞. (3) Use the result which is
analogous to /D2 = D2−(i/2)Fµνγµγν (is this still valid in 2D?) and expand f to first order in
Fµνγ
µγν . (4) Show that the first order term is sufficient to get a nonvanishing result for the
trace. Rewrite the momentum integral in the form
∫
dp2p2f ′(p2). Use integration by parts
to evaluate the momentum integral, showing that the result for the anomaly is independent
of the detailed form of the cutoff function f .
(c) Based on the 2D and 4D results, guess the form of the anomaly in 2n dimensions. Why
is there no axial anomaly in 2n+ 1 dimensions?
22. In lecture it was shown that the amplitude for π0 → γγ due to the triangle anomaly
is
A(π0 → γγ) = Nce
2
4π2fπ
(Q2u −Q2d) ǫµναβ pα1 pβ2 ǫµ1 ǫν2
From this compute the decay width. Compare to the experimental value Γ = 8.0 eV to
determine the combination Nc (Q
2
u−Q2d). Using the known values of the quark charges, find
the number of colors, rounded to the closest integer.
198-730B, Quantum Field Theory: Assignment #8
due Thursday, 14 April, 2004
23. (a) Compute the divergent contributions to the gluon vacuum polarization in QCD
due to diagrams involving ghosts and gluons, in Feynman gauge. Find the contribution to
the Z3 renormalization factor of QCD coming from these diagrams. Notice that this is the
complete answer in a theory with just gauge bosons and no quarks.
Hint: think about the value of a diagram which has no external momentum flowing
through the loop, in a massless theory using dimensional regularization, before computing
group theory factors for such a diagram.
(b) To find the beta function, one must combine this result with that of other diagrams,
since it is gauge-dependent. The simplest way to proceed for the pure gauge theory is to
evaluate Z1/Z2 in a theory with quarks. The result in Feynman gauge is
Z1/Z2 = 1− g
2
16π2ǫ
N (597)
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where N = 3. (Only in axial gauge where the ghosts decouple is Z1/Z2 = 1, and then the
complete result can be gotten from Z3 as in QED.) Using this result and that you found in
part (a), compute the beta function for the coupling in the pure gauge theory.
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