Abstract-We examine the effect of the eld size on the probability of symbol error and the throughput in untrustworthy networks that employ random network coding, where the network nodes provide false data purposely or unknowingly and the information transmission is subject to channel error. We show that the probability of correct decoding decays exponentially with the number of combined packets and that the throughput scales as (log 2 q)/q bits per symbol transmission where q is the eld size. We present the optimum eld size that maximizes the throughput or minimizes the probability of symbol error in terms of the trustworthiness of node and the number of combined packets.
I. INTRODUCTION
In wireless networks information is collected from different sources and processed/relayed by different set of nodes before it reaches the intended destination. Network coding is a new relaying technique that has a great potential to provide substantial bene ts in terms of throughput and robustness against packet failures [1] , [2] , [3] . To practically implement the paradigm of network coding, Ho et al. [4] proposed the idea of randomized network coding and proved that the multicast capacity can be achieved provided that the eld size is suf ciently large. Shrader et al. [5] investigated the throughput of random network coding over the erasure channel as a function of the packet length and the eld size.
While network coding has proven popular, there is a growing concern regarding the trustworthiness of coded packets. The trustworthiness of coded packet is crucial to the end users in order to decode the intended message reliably [6] , [7] , [8] . The trustworthiness of information x is de ned as the probability of x being true. It is a level of trust, varying from 0 (complete distrust) to 1 (complete trust). Evaluation of the trust of different entities in various network environments have been widely studied, e.g., [9] - [12] .
In this paper, we analyze the probability of symbol error and the throughput with random network coding in untrustworthy networks, where the network nodes provide false data purposely or unknowingly and data transmissions are subject to channel errors. We show that there exists an optimum eld size that maximizes the throughput (bits/channel use) or minimizes the probability of symbol error. We examine the optimum eld size in terms of the trustworthiness of node and the number of nodes that are combined in untrustworthy network. We also derive the asymptotic throughput and asymptotic probability of decoding error as the number of nodes becomes large and examine how they change depending on the eld size, the number of nodes, and their trustworthiness. We show that the probability of correct decoding decays exponentially with the number of nodes that are combined and that the maximum throughput scales as (log 2 q)/q bits per symbol transmission where q is the eld size. The former suggests to restrict the number of combined nodes when their trustworthiness is low. The asymptotic result gives an insight to performance of largescale networks, such as wireless sensor networks, that employ random network coding where the network nodes are not trustworthy and the channels are erroneous.
Notations:
We use bold font x k for the packet of the kth source node and italic font x k for a symbol of x k .
II. SYSTEM MODEL We consider a two-hop wireless network in which there are three types of entities: source nodes, relay nodes, and destination nodes. Source nodes generate new information about certain events and send the information to the destination nodes through multiple relay nodes where the packets from multiple source nodes are linearly combined (encoded) and forwarded to the destination nodes, as shown in Fig. 1 . The k-th source node S k sends a packet
where x k is the true message packet and z k captures the intentional false packet injected by S k (pollution attack) or a malfunction of the hardware (broken or obstructed). We assume that x k and z k are vectors of elements from a Galois eld GF (q). We assume that the elements of z k are independently chosen and that non-zero values of z k are equiprobable. If z k = 0, then no false packet is injected by S k . The trustworthiness of a node is measured by the probability that the transmitted packet from the node is equal to its true message packet, i.e. P (z k = 0). The nth relay node R n receivesẋ k,n =x k + e k,n , where e k,n denotes the packet error between S k and R n . If e k,n = 0, R n receivesx k correctly and, otherwise, R n receivesx k incorrectly. We assume that the elements of e k,n (symbol errors) are independent. Then, the nth relay node linearly combinesẋ k,n to produce a coded packet
where the coef cients {c k,n } are randomly chosen with equal probability from GF (q) and z Rn captures the intentionally or unknowingly injected false packet by R n . The multiplications and summations in (2) are over GF (q). The probability P (z R,n = 0) represents the trustworthiness of node R n . We assume that the coef cients are contained in the packet header and are known by all destination nodes. We assume that z R,n 's are independent across relays. The reference destination node D receives
where e R,n denotes the packet error between R n and D.
The linear independence (innovativeness) of coded packets can be checked by examining the coding coef cients that are placed in the packet header. Given N (≥ K) coded packets, the probability that there exists a set of K coded packets that are linearly independent is given by
Without loss of generality, assume Y := (y 1 · · · y K )
T are linearly independent, where T refers to the transpose of a vector. The probability of receiving such a set of linearly independent vectors given N packet transmissions is P I (N, K). The destination may recover the message packets by multiplying C −1 to Y, where C = [c k,n ] is the K × K encoding matrix:
where
The message packet x k can successfully be recovered, i.e.
It should be noted from (9) that decoding of x k is not affected by the falsely injected packets at other sources {z i , i = k} and the channel errors on other source-to-relay links {e i,n , i = k}, while the falsely injected packets at the relay and the channel errors on the relay-to-destination links affect the decoding of all x 1 , x 2 , . . . , x K . We consider q-ary quadrature amplitude modulation (QAM) over a Rayleigh fading channel with additive white Gaussian noise (AWGN). QAM is currently used for higher order modulation in several wireless standards. In this setting, the symbol error probability between S k and R n is given by [14] P (e k,n = 0)
where r = K log 2 q/(K + N ) and γ b is the received SNR per information bit at a relay.
III. PROBABILITY OF SYMBOL ERROR In this section we derive the probability of symbol error,
denote a symbol of z R,n + e R,n and z k + e k,n , respectively. Then, it follows from (9) that a symbol x k in x k can be correctly decoded, i.e.x k = x k , if
It can be shown that the conditional probability that x k is correctly decoded given u := (u 1 , . . . , u K ) = 0 is given by
while that given u = 0 is given by
Proof of (14) - (15) is provided in Appendix A.
Since the elements of u are independent, the probability of u = 0 is given by
where P (u n = 0) = P (z R,n = 0)P (e R,n = 0) +(1 − P (z R,n = 0))(1 − P (e R,n = 0))/(q − 1) (17)
Therefore, the conditional probability of correct decoding of a symbol given that K linearly independent coded packets are received is given by
Then, the average probability of symbol error is 1 − P C P I (N, K).
A. Trustworthy Source
If all source nodes are trustworthy (z k = 0) and the sourceto-relay channels are error-free (e k,n = 0), then P (
follows from (15) and (18)
B. Homogeneous Network
If the trustworthiness of all nodes (source and relay) are the same, i.e. P (z k = 0) = P (z R,n = 0) := p z for all k and n, and the error probabilities on all links in the network are the same, i.e. P (e k,n = 0) = P (e R,n = 0) := p e for all k and n, then we obtain from (14) that P (v k = 0) = p(u n = 0) = 1 − p z − p e + p z p e q/(q − 1). Therefore, it follows from (16)-(18) that
where α := 1 − p z − p e + p z p e q/(q − 1) represents the trustworthiness of received symbol. From the expression in (22) we can see that the probability of correct decoding decays exponentially with the number of combined packets and that the decaying rate depends on the trustworthiness of received symbols. As the trustworthiness of symbol (α) decreases, the probability of correct decoding decays faster. This suggests to limit the number of combined nodes when their trustworthiness are low or channels are erroneous. Fig. 2 shows the average probability of symbol error versus the eld size in log scale for different values of node trustworthiness in homogeneous network. The number N of transmissions of coded packets by the relays is xed (delay-limited scenario). The trustworthiness of source node is determined by P (z k = 0) and that of relay node is determined by P (z R,n = 0). We can see that there exists an optimal eld size that minimizes the average probability of symbol error. This follows from the tradeoff between the probability of linear independence of coded packets P I (N, K) in (5) and the conditional probability of correct decoding P C in (18). As the eld size q grows large, P I (N, K) increases while P C decreases. Since the average probability of symbol error is 1 − P C P I (N, K), these two con icting effects result in an optimum q that minimizes the average probability of symbol error. We also nd that the optimal eld size decreases as the trustworthiness of node decreases. This follows from the higher probability of z k (false injection) being canceled by e k,n (channel error) for smaller q, suggesting the use of small eld size when the trustworthiness of node is low. 
C. Numerical Results

IV. THROUGHPUT
The throughput W is de ned as the average number of correctly decoded bits per symbol transmission (channel use). For a given u, the decoding error events across the source nodes are independent. This follows from the assumption that z k 's (e k,n 's) are independent. Hence, the conditional average number of correctly decoded symbols for a given u is KP (x k = x k |u), and averaging it over u yields KP C .
With each random linear combination (a coded packet of length L bits) transmitted, the relay appends a packet header identifying the encoding coef cients c k,n , k = 1, · · · , K, which requires an additional K log 2 q bits of overhead with every L log 2 q bits transmitted. Therefore, the throughput is given by
where K + N is to account for K channel uses by K sources and N channel uses by N relays, and log 2 q is to account for the number of bits per q-ary symbol. In this paper we assume L K such the factor L/(L + K) is close to one. In homogeneous networks, it follows from (5), (22), (23), that the throughput is given by
A. Large-Scale Homogeneous Network For large K and N while β = K/N xed, it can be shown that P I (N, K) can be made arbitrarily close to 1. Therefore, it can be shown from (21) and (23) that the throughput approaches to
where p z = P (z k = 0) and p e = P (e k = 0). Proof of (25) is provided in Appendix B. Since β/(1 + β) is an increasing function of β, the maximum throughput of log 2 q/2 and log 2 q/(2q), depending on p z and p e , are achieved when β = 1, i.e. N = K. We can see from (24) that the convergence rate is faster with smaller α, i.e. larger p z or p e .
The condition p z + p e = qp z p e /(q − 1) corresponds to the case of α = 1 and is satis ed if p z = p e = 0 (trustworthy network). In error-free, attack-free scenario, all symbols are received correctly, hence the throughput should increase on the order of log 2 q/2.
The condition p z + p e > qp z p e /(q − 1) corresponds to the case of α < 1, i.e. untrustworthy network. The throughput converges to log 2 q/(2q) and the optimal eld size that maximizes the throughput is 2 or 4. The maximum achievable throughput with the optimal choice of eld size is 0.25.
B. Homogeneous Network with Large q
For large q, P I (N, K) can be made arbitrarily close to 1 and P C → α K+1 where α → (1 − p z )(1 − p e ). Therefore, the throughput converges to
It should be noted that the symbol error probability p e is an increasing function of q and approaches to 1 as q approaches to ∞. Therefore, the throughput will be close to 0 for large q. Fig. 3 shows the throughput (bits/symbol transmission) versus the eld size in log scale for different values of node trustworthiness. We nd that the optimal eld size that maximizes the throughput decreases as the trustworthiness of node decreases. This is similar to the optimal eld size in Fig.  2 that minimizes the average probability of symbol error when the number of transmissions is limited. Fig. 4 shows the throughput versus the eld size in log scale for different values of K and N . We nd that the optimal eld size that maximizes the throughput decreases as K increases and that the asymptotic maximum throughput of β log 2 q/((1+ β)q) = 2/9 is achieved when q = 2 or 4. This matches well with the asymptotic result in (25). Figs. 3 and 4 indicate that the eld size has to be decreased when the nodes are not trustworthy or the number of nodes that are combined is large such as in large-scale networks. 5 shows the throughput versus the number of packets K that are combined for different levels of node trustworthiness. We can see that the throughput converges to β log 2 q/((1 + β)q) = 1/9 as K and N increase and that the convergence rate is faster when the nodes are less trustworthy.
C. Numerical Results
V. CONCLUSION We showed that there exists an optimal eld size that minimizes the probability of symbol error or maximizes the throughput. We found that the optimal eld size that minimizes the probability of symbol error decreases as the trustworthiness of node decreases, suggesting the use of a smaller eld size as the trustworthiness of node decreases. We also found that the probability of correct decoding of packet decreases exponentially with the number of packets that are combined and that the decaying rate is faster when the trustworthiness of node is lower. The asymptotic result gives an insight to performance of random network coding in large-scale networks, such as wireless sensor networks, where the network nodes are not trustworthy and the channels are erroneous.
APPENDIX A
We prove (14) and (15) . Let w k = K n=0c k,n u n . It follows from (9) and (12) that P (x k = x k |u = 0) = P (v k + w k = 0|u = 0) = P (v k = 0|u = 0) = P (v k = 0) = P (z k = 0)P (e k = 0) +(1 − P (z k = 0))(1 − P (e k = 0))/(q − 1)
where the last equality follows from the assumption that nonzero values of z k are equi-probable. This proves (14) . Similarly, P (x k = x k |u = 0) = P (v k + w k = 0|u = 0) = P (v k = 0|u = 0)P (w k = 0|u = 0) (27) +P (v k = 0|u = 0)P (w k = 0|u = 0)/(q − 1) = P (v k = 0)P (w k = 0|u = 0) (28) +P (v k = 0)P (w k = 0|u = 0)/(q − 1)
Letc k = (c k,1 , · · · ,c k,K ) T . Then, the set of vectorsc k that satisfy
is the null space of u. Since u is not a zero vector, the rank of u is one. By the rank theorem [15] , the dimension of the null space of u is equal to K − rank(u) = K − 1. Therefore, the number of vectorsc k that makes u ·c k = 0 is q K−1 .
Therefore, P (u ·c k = 0|u = 0) = Number of non-zeroc k that satis es u ·c k = 0|u = 0 Number of all non-zeroc k
Therefore, it follows from (29) and (32) we obtain P (x k = x k |u = 0)
This proves (15) .
APPENDIX B It follows from (14) and (18) that if α = 1, i.e. p z + p e = qp z p e /(q − 1), then P C = 1. Hence, lim K,N →∞ W = β(log 2 q)/(1 + β). If α < 1, i.e. p z + p e > qp z p e /(q − 1), then lim K→∞ P C = 1/q. Hence, lim K→∞ W = β(log 2 q)/(1 + β)q. This completes the proof of (25).
