In engineering applications, the development of attenuation relationships in a seismic hazard analysis is a useful way to plan for earthquake hazard mitigation. However, finding an optimal solution is difficult using traditional mathematical methods because of the nonlinearity of many relationships. Furthermore, using unweighted regression analysis in which each recording carries an equal weight is often problematic because of the non-uniform distribution of the data with respect to distance. In this study, the least squares method (LSM) and a genetic algorithm (GA) were employed as optimization methods for an attenuation model to compare the robustness and prediction accuracy of the two methods. Different (equal and unequal) weights of each recording were used to compare the adaptability of the weighting for practical application. The unequal weights of each recording were defined as functions of the hypocentral distance or the shortest distance from a station to the fault on the earth's surface. Finally, regression analysis of horizontal peak ground acceleration (PGA) attenuation model in southwest Taiwan was shown. 
INTRODUCTION
The development of an attenuation relationship is very important in seismic hazard analysis for earthquake hazard mitigation. There are several well-defined empirical attenuation models that relate given ground-motion parameters (e.g., peak ground acceleration, PGA) to several seismological parameters of an earthquake, such as earthquake magnitude, source-to-site distance, style of faulting, and local site conditions (Campbell 1981; Campbell 1991; Abrahamson and Silva 1997; Sadigh et al. 1997) .
Empirical equations for predicting strong ground motion are typically fit into a strong-motion data set by least square methods (LSM) (Campbell 1981; Campbell 1991) . Campbell (1981) used weighted least squares in an attempt to compensate for the non-uniform distribution of data with respect to distance. Campbell (1991) also analyzed peak horizontal accelerations recorded during the 18 October 1989 Loma Prieta, California earthquake to determine their dependence on distance, azimuth, and generalized site conditions. The coefficients in peak ground motion attenuation law were estimated from a nonlinear least squares regression algorithm. The LSM is fast in execution if the initial guess of the solution is adequate. However, a LSM has some drawbacks, including that the initial guess of the solution is difficult to determine; the solution may be an optimal local solution and a gradient of objective function should be exist (Draper and Smith 1966) .
A GA (Genetic Algorithm) is a robust search technique based on the principles of evolution (Goldberg 1989) . Extensive research has been performed exploiting the properties of genetic algorithms and demonstrating their capabilities across a broad range of problems. These evolutionary methods have gained recognition as general problem solving techniques in many applications, including image processing, neural networks, etc. Unlike traditional regression analysis methods, a GA searches for a global optimal solution and does not need to calculate the gradient of the objective function and thereby makes GA a highly promising tool Terr. Atmos. Ocean. Sci., Vol. 21, No. 6, 869-878, December 2010 for regression analysis. Although a GA has many positive features, it is slow in execution and is best applied to difficult problems.
The feasibility of applying a GA to estimate coefficients in peak ground motion attenuation law also has received attention. Tavakoli and Pezeshk (2005) predicted the ground-motion relationship for eastern North America from the ground-motion relationship for western North America based on a hybrid-empirical model. In their study, a composite functional attenuation form was defined, and, in turn, an optimization was performed by using a genetic algorithm for a wide range of magnitudes and distances. Scherbaum et al. (2006) developed a systematic way of estimating minimum-misfit stochastic models from empirical groundmotion prediction equations. In that study, a genetic algorithm search was used to determine the model parameters. Although both LSM and GA have been applied to estimate coefficients in peak ground motion attenuation law, there are no studies comparing the two methods in this field.
Most studies (e.g., Jean et al. 2006 ) that developed peak ground motion attenuation law in Taiwan used the ground motion data for the entire area of Taiwan. Peak ground motion attenuation is very complicated because it is affected by many factors, such as the characteristics of seismic source, attenuation of seismic waves from the seismic source to a recording site, and soil characteristics at the recording site. Therefore, we believe that a feasible way to enhance the accuracy of predicted peak ground motion attenuation in Taiwan is to separate the Taiwan into several smaller areas, and then develop peak ground motion attenuation law for each area.
In this study, the robustness and predicted accuracy of the LSM and the GA were compared. In addition, different (equal and unequal) weights of each recording were used to compare the adaptability of the weights for practical application. The regression methods used in this study include the least squares method (LSM) and a genetic algorithm (GA).
DATA AND OPTIMIZATION OF THE ATTENUA-TION MODEL

Data
The Taiwan strong-motion seismic network consists of about 700 free-field strong-motion stations. Each station includes triaxial accelerometers, a digital recorder, a power supply, and a GPS timing system. Most of the digital accelerometers used in these stations are ±2 g full scale, 200 or higher samples per second, and 16-bit or better resolution with up to 20-second pre-event recording (Liu et al. 1999) . The strong-motion stations are spaced approximately 5 km apart in nine metropolitan regions. The Taiwan strong-motion seismic network has collected a large amount of high quality strong-motion data and provided much useful information for seismology and earthquake engineering. These ground motion data offer a good opportunity to study attenuation models. Earthquake data collected from Taiwan strong-motion seismic network were used in this study to develop the empirical horizontal PGA attenuation model. This study focused on analyzing strong-motion recordings collected at sites with soil conditions of classes C and D in the southwest region (Lee et al. 2001) . Because of the nearsource data recorded within a distance of 10 km can be crucial in regression of PGA attenuation, some extra stations in central and eastern Taiwan (shown as green triangles in Fig. 1 ) were used to provide additional observations. However, the stations underlain by unconsolidated soft soil (class E) were excluded to avoid unpredictable changes in amplitude due to significant site effects.
The database consisted of 5323 recordings collected from 208 earthquake events of local magnitude 4.5 ≤ M L ≤ 7.3 and hypocentral distance or shortest distance from a station to the fault on earth surface R h ≤ 300 km from 1993 to 2006. Figure 1 shows the free-field strong-motion stations and the epicenter of earthquakes used in this study. Figure 2 shows the distribution of recordings with respect to magnitude and distance.
Optimization of the Attenuation Model
Attenuation Model
Since Campbell's attenuation form (Campbell 1981) can reasonably predict the characteristic of ground motion attenuation from the Taiwan strong seismic network (Jean et al. 2006) , the same approach was applied in this study. Campbell's form is expressed as follows
The parameter Y is the geometric average of two horizontal PGA, which is abbreviated as horizontal PGA below, M L is local magnitude (Richter's magnitude). Since both the PGA and M L are controlled by short period seismic waves, M L is better than M W (Moment magnitude), which is controlled by the amount of fault displacement, for estimating attenuation of PGA. R h is defined by the distance from the energy source to the recording site. In this study, hypocentral distance was used as R h for earthquakes were source dimension, relative to source-site distance, was small and the shortest distance from a station to the long fault on earth surface was adopted to approximate R h (for the Chi-Chi earthquake) (Jean et al. 2006 ).
LSM
The general form of nonlinear regression models can be written as 
T where f i (i = 1, 2, ..., n) is a nonlinear function. In a least squares method, by minimizing S in Eq. (2) the parameters of a nonlinear regression model can be estimated:
In contrast with linear models, analytical solution methods are not sufficient in solving for parameters in nonlinear models, and therefore, iterative numerical search methods, such as the linearization method, steepest descent method, and the Levenberg-Marguardt method, are often used to solve this problem by taking derivative of S in Eq. (3) with respect to θ i (Draper and Smith 1966) .
GA
Recently, computational intelligence methods have been applied to a broad range of problems. Computational intelligence methods, such as neural networks and GA, are highly adaptive methods originating from the laws of nature and biology. Unlike mathematical methods, one of the important characteristics of computational intelligence methods is their effectiveness and robustness in coping with uncertainty, insufficient information, and noise.
The method of string representation in the GA used this study, is shown in Fig. 3 . In this method of string representation, the value of each parameter is represented by a sub-string of k-bit binary integers. In a simple GA, a string is composed of sequentially connecting all the sub-strings. Figure 4 shows the typical string representations in a simple GA using binary bits (each parameter is encoded in an 8-bit binary string in Fig. 4) . The binary bits for the parameters are sequentially concatenated in a simple GA.
To generate the fitter string, a GA reproduces the population according to their relative fitness; the strings with higher fitness have a better chance of passing their genes to the next generation. The proportional method is used to select the members of the next generation. A pair of parents is selected by the roulette wheel method. The slots on the perimeter of the roulette wheel are assigned to the individuals in proportion to their relative fitness functions. After reproduction a one-point crossover, with the probability of p c , is performed to evolve new offspring. In addition, to inhibit premature convergence during reproduction and crossover, mutation, with the probability of p m , is implemented to maintain the genetic variability of the string. Figure 5 shows the essential elements of a simple GA, which starts with a randomly generated population of individual possible solutions scattered over a pre-determined search space (the region in which the best answer is thought to lie). The relative fitness of these individuals is determined and a stochastic selection process biased towards the fitter individuals is used to select parents for mating. In mating, attributes of the parents are mixed to form offspring which may or may not be fitter than one or both of the parents. In forming offspring, occasional random mutations can occur and also have the possibility of leading to a fitter individual. The process of selection, mating and mutation is repeated over a number of generations to allow the solution to evolve towards an optimum.
RESULTS AND DISCUSSION
Six objective functions were used in this paper and were defined as follows: 
where Y m, p and Y e, p are the measured and estimated PGA of the pth instance, respectively. P is the total number of occurrences, and R h, p is the hypocentral distance of the pth instance. The first three objective functions [as shown in Eqs. (4) to (6)] are defined in terms of the output error, which is a function of the difference between the measured and estimated PGA. The last three objective functions [as shown in Eqs. (7) to (9)] are defined in terms of the output error, which is a function of the difference between the measured and estimated natural logarithm of PGA. The weight of each recording in Eqs. (4) and (7) is 1. It is obvious that the strong motion data at short distances are more important than those collected at longer distances in earthquake hazard assessment. Moreover, the farther seismic waves travels, greater wave scattering would be expected. The PGA measurements of long distance would be more dispersed than those of short distance. Hence, the unequal weights of each recording can be defined as functions of hypocentral distance or the shortest distance from a station to the fault on the earth's surface. Thus, the weight of each recording in Eqs. (5) and (8) is defined as R 1 , h p and Eqs. (6) and (9) is R 1 , h p . Therefore, the regression method with functions defined in Eqs. (5), (6), (8), and (9) seem to be more suitable for practical application.
Comparison of the Robustness and Accuracy of the LSM and the GA
First, to compare the robustness and accuracy of the LSM and the GA, the LSM and the GA with the first three objective functions were used for optimization. The LSM with an objective function defined in Eqs. (4), (5), and (6) were denoted as LSM1, LSM2, and LSM3, respectively. The methods of the GA with objective function defined as Eqs. (4), (5), and (6) were denoted as GA1, GA2, and GA3, respectively. The optimization of the GA maximizes the fitness function. However, the optimization of GA1, GA2, and GA3 minimize the objective functions defined as Eqs. (4), (5), and (6), respectively. Therefore, the fitness functions of GA1, GA2, and GA3 can be defined as a constant (25 was used in this study) minus objective functions defined as Eqs. (4), (5), and (6), respectively. The number of iteration was set to be 5000 and the crossover probability (p c ) and mutation probability (p m ) were set to be 0.8 and 0.05, respectively for all of GA1, GA2, and GA3.
The predicted coefficients in Campbell's form are listed in Table 1 . It is worthwhile to note that these coefficients predicted by the LSM are largely influenced by the initial guess. The coefficients predicted by LSM1 were easily found after a few trials for initial guesses. However, these coefficients were not found by LSM2 and LSM3 after 245 trials of initial guesses, which explains the difficulty of initial guess determination of the LSM. Among the 245 initial guesses for LSM2, one is the initial guess in LSM1 optimization, another is one of the initial guesses in GA2 optimization, and the rest includes b 1 is increased from 0.09 to 0.1 every 0.005, b 2 from 2.4 to 2.5 every 0.05, b 3 from 1.0 to 1.1 every 0.05, b 4 from 0.6 to 0.7 every 0.05, and b 5 from 3.2 to 3.3 every 0.05. Among the 245 initial guesses for LSM3, one is the initial guess in LSM1 optimization, another is one of the initial guesses in GA3 optimization, and the rest includes b 1 is increased from 0.06 to 0.07 every 0.005, b 2 from 1.0 to 1.1 every 0.05, b 3 from 1.0 to 1.1 every 0.05, b 4 from 0.4 to 0.5 every 0.05, and b 5 from 1.6 to 1.7 every 0.05. Compared with the LSM, these coefficients were much more easily found by the GA. These coefficients were found by GA1, GA2, and GA3 using any initial guess which reveals that the GA was a much more robust optimization method compared with the LSM. 
where n c is the number of coefficients to be estimated in attenuation model, that is n c = 5. Our results show that the standard deviation of the natural logarithm of PGA and the objective function value of LSM1 and GA1 are about the same. A smaller value of objective function implies a more accurate prediction. Although predicted accuracies of LSM1 were better than those of GA1, the predicted accuracy of a GA method may increase with the increasing number of iterations. The standard deviations of the natural logarithm of PGA, from the smallest value to the largest value, are those of GA3, GA2, LSM1, and GA1, respectively. This shows that the GA has a better chance to arrive at a more accurate prediction compared with the LSM. Furthermore, weighting the objective function with the factors defined as the reciprocals of square root of source-site distance ( R 1 , h p ) or source-site distance ( R 1 , h p ) makes the GA regression procedure easier to reach an optimum solution.
Estimation of the Optimum Solution Using the GA
Second, to find the optimum solution that minimizes the standard deviation of the natural logarithm of PGA, three different objective functions, defined in Eqs. (7), (8), and (9), were used for optimization. Remarkably, the objective function of a LSM can not be defined using Eqs. (7) to (9). Methods of the GA with objective functions defined in Eqs. (7), (8), and (9) were denoted as GA4, GA5, and GA6, respectively. The predicted coefficients using Campbell's form and the standard deviation of the natural logarithm of PGA are listed in Table 1 . The standard deviation of the natural logarithm of the PGA of GA4 is smaller than that of GA1, GA5 is smaller than GA2, and GA6 is smaller than GA3 as well. Our results show that the GA with objective functions defined in Eqs. (7) to (9) are much more adequate than those with objective functions defined in Eqs. (4) to (6) for optimization that minimizes standard deviation of the natural logarithm of PGA. The standard deviation of the natural logarithm of PGA of GA5 was about the same as that of GA6 but smaller than that of GA4. Therefore, GA5 and GA6 would be better than GA4 to estimate the optimum solution of the coefficients in Campbell's form for current earthquake data (nonuniform distribution of the data with respect to distance). Generally speaking, near-source (R h ≤ 50 km) damage is more serious than far-source (R h > 50 km) damage during large earthquakes; therefore, the optimum solution that minimizes the standard deviation of near-source data should be ideal for practical application. Table 2 lists the standard deviation of the natural logarithm of near-source and far-source PGA data of GA4, GA5, and GA6. The results show that the standard deviation of the natural logarithm of near-source PGA data of GA5 and GA6 were almost the same and both of them are smaller than that of GA4.
The results of far-source data present the same situation. However, the results (Tables 1 and 2) indicate that GA5 is better than GA6. That is, GA5 is more suitable for practical application than GA4 and GA6. The weighting factor as the reciprocal of square root of source-to-site distance allows more freedom for long distance data fitting. Figure 6 shows the comparison of the earthquake data with the attenuation model predicted by GA4, GA5, and GA6.
To apply the constrained PGA attenuation model by Campbell (1981) , two constraints were made. The first constraint was that the far-source attenuation rate b 3 of Eq. (1) Table 2 . Near-source and far-source standard deviation of the natural logarithm of the horizontal PGA, ln err v^h, of GA4, GA5, and GA6 for Campbell's form. was constrained to a value of 1.75 in order for the model results to be consistent with far-source data and give a more realistic value at larger distances. The second constraint was a near-source constraint involving distances nearer than 3 to 5 km from fault, where strong-motion data are extremely limited. Many seismologists and geophysicists currently believe that at or very near the rupture surface peak acceleration become essentially independent of earthquake magnitude (Brune 1970; Trifunac 1973; Ambraseys 1978; Hanks 1979; Hadley and Helmberger 1980; McGarr et al. 1981) . Based on this argument, the coefficient b 5 of Eq. (1) was constrained to be b 2 /1.75. Campbell's constrained form can be expressed as follows: The predicted coefficients and the standard deviation of the natural logarithm of PGA of GA4, GA5, and GA6 using Campbell's constrained form are listed in Table 3 . The results show that the three standard deviations of the natural logarithm are about equal. Compared with the results in Table 1 , the standard deviation of the natural logarithm of the PGA of GA4 for the constrained form was smaller than that for an unconstrained form. The standard deviations of the natural logarithm of the PGA of GA5 and GA6 for the constrained form were slightly larger than those for unconstrained model. Table 4 lists near-source and far-source standard deviation of the natural logarithm of the horizontal PGA of GA4, GA5, and GA6 for the constrained form. These results also show that the standard deviations of the natural logarithm of near-source PGA data of GA5 and GA6 were almost the same and both were smaller than those of GA4
using the constrained form. Compared to the results listed in Table 2 (Campbell's unconstrained form) reveal that all near-source standard deviations of the natural logarithm of the PGA of GA4, GA5, and GA6 for the constrained form were smaller than those for unconstrained form.
In fact, the differences in near-source standard deviations of the natural logarithm of the PGA of GA5 and GA6 for unconstrained and constrained forms are small. The farsource standard deviations of the natural logarithm of the PGA of GA5 and GA6 using the unconstrained form were smaller than those of constrained form. Figure 7 shows the comparison of the unconstrained and constrained forms predicted by GA4, GA5, and GA6 for earthquakes with magnitudes of 5, 6, and 7. At near distances, the peak acceleration is independent of earthquake magnitude for constrained form compared with the unconstrained form. Interestingly, Fig. 7 shows that the predicted near-source PGA values, by the constrained GA4 and GA5, both converged toward the values predicted for magnitude 6 while those predicted by constrained GA6 converged toward higher values for magnitude 7. It should be acknowledged that hazard estimations, at least in probabilistic analysis, are influenced not only by the level of ground motion predicted but also by the variability of the predicted ground motion expressed by the standard deviation of the attenuation relation. Comparing the observed data ( Fig. 6 ) with the constrained prediction models, the constrained GA6 may be more adequate for predicting the PGA of large earthquake than the constrained GA4 and GA5.
In practice, for seismic hazard assessments in terms of PGA, the results are controlled by the occurrence rate of earthquakes with various magnitudes and within a short distance (less than 50 km). In general, the earthquake occurrence rate increases with decreasing magnitude. Hence, for a certain region, the hazard estimated using constrained GA6 should be higher than that estimated by using unconstrained GA6 because constrained GA6 predicts higher PGAs for small magnitude earthquakes. However, the hypothesis that PGAs at near-source distances become essentially independent of earthquake magnitude is not confirmed here due to lack of near-source observations in southwestern Taiwan. Based on the results listed in Tables 1 and 2 , the PGA attenuation relation of GA5 is suggested as the most practical for application to southwestern Taiwan.
CONCLUSIONS
This study compared the robustness and prediction accuracy of the LSM and the GA. A GA is a much more robust optimization method than a LSM because a LSM can't find the optimal solution of coefficients if the initial guess is not sufficiently near the ideal solution. Our results show that a GA has a better chance to obtain a more accurate model compared with using a LSM.
Different objective functions were used in this study for optimization. We found that the objective function defined as a function of the difference between the observed and estimated PGA of the natural logarithm was better than that defined as a function of the difference between the observed and estimated PGA for optimization that minimizes the standard deviation of the natural logarithm of PGA. Notably, the fitness function of a GA method is easy to define as a function of the difference between the observed and estimated PGA of the natural logarithm. However, the objective function of a LSM can only be defined as a function of the difference between the observed and estimated PGA.
Furthermore, different (equal and unequal) weights for each earthquake record were used to compare the adaptability of the weights for practical application. Our results indicate that the optimization procedure reaches the optimum solution more easily when the objective function is weight- 
