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ACCORDING TO MANY NEUROECONOMIC models, value comparison is anatomically and computationally distinct from the preceding evaluation and succeeding selection stages (Montague and Berns 2002; Padoa-Schioppa and Assad 2006; Lim et al. 2011; Padoa-Schioppa 2011; Hunt et al. 2012; Strait and Hayden 2013) . In other words, we compare values in an abstract space that is independent of factors that do not influence value. Such factors include each option's spatial position and the action required to choose it (Padoa-Schioppa and Assad 2006; PadoaSchioppa 2011) . While a representation of the features of an option beyond its value, its identity, is not essential for comparing values, it is necessary for attending to options, for selecting them, and for learning and monitoring processes. Consequently, abstract choice models face a nontrivial binding problem: how is value information recombined to select an option and to monitor the outcome of that selection?
One possibility is that value-sensitive neurons carry information that identifies, even if noisily, the option they describe. Even though neural firing rates are unidimensional, they can still easily multiplex information (Rigotti et al. 2013) . Such information can nonetheless be decoded in ensemble activity, thus mitigating the problem of neural noise. There is some evidence that reward-sensitive neurons carry information sufficient to identify options. In particular, in computerized choice tasks, the spatial position of choice options serves as an indicator of its identity. Selectivity for spatial position has been observed in neurons in frontopolar area 10, areas 11 and 13 of the orbitofrontal cortex (OFC), rodent OFC, dorsomedial prefrontal cortex, and amygdala, and anterior and posterior cingulate cortexes show sensitivity to the spatial position of the chosen option after the choice is made (Dean et al. 2004; Roesch et al. 2006; Seo and Lee 2009; Tsujimoto et al. 2009 Tsujimoto et al. , 2010 Abe and Lee 2011; Heilbronner and Platt 2013; Peck et al. 2013; Hayden and Platt 2010; Cai and Padoa-Schioppa 2012; Bryden and Roesch 2015; Luk and Wallis 2013) . These results raise the possibility that information about choice is maintained ubiquitously throughout the reward system.
Here we investigated and compared neuronal response selectivity to the spatial positions of offers and choices in five reward areas, ventromedial prefrontal cortex (vmPFC), ventral striatum (VS), area 13 of OFC, dorsal anterior cingulate cortex (dACC), and subgenual anterior cingulate cortex (sgACC). These five regions have all been identified as central sites for value comparison (Kable and Glimcher 2009; Hare et al. 2011; Padoa-Schioppa 2011; Rushworth et al. 2011; Amemori and Graybiel 2012; Levy and Glimcher 2012; Bartra et al. 2013; Monosov and Hikosaka 2012; Strait et al. 2015; Stott and Redish 2014) . We made use of datasets collected for other studies; in each dataset, monkeys performed one of three similar gambling tasks. In all three tasks, options (gambles in all cases) appeared asynchronously on either side of a central fixation point and monkeys used a direct gaze shift to choose.
In all five brain regions, we found modest selectivity for offer position during presentation and stronger selectivity for the chosen position after choice. This coding was reliably observed in the same set of neurons that coded for value, indicating that there were not two separate populations of cells.
selected for study solely on the basis of the quality of isolation; we never preselected based on task-related response properties. All collected neurons for which we managed to obtain at least 300 trials were analyzed; no neurons that surpassed our isolation criteria were excluded from analysis.
Eye-tracking and reward delivery. Eye position was sampled at 1,000 Hz by an infrared eye-monitoring camera system (SR Research). Stimuli were controlled by a computer running Matlab (Mathworks) with Psychtoolbox and Eyelink Toolbox. Visual stimuli were colored rectangles on a computer monitor placed 57 cm from the animal and centered on its eyes (Fig. 1A) . A standard solenoid valve controlled the duration of juice delivery. The relationship between solenoid open time and juice volume was established and confirmed before, during, and after recording.
Behavioral tasks. Four monkeys performed in three different tasks with the same basic structure. For the neuronal recordings in vmPFC, subjects B and H performed the risky choice task; for VS, subjects B and C performed the risky choice task (Fig. 2A) ; for OFC, subjects B and J performed the curiosity gambling task (Fig. 2B) ; and for dACC and sgACC, subjects B and J performed the token risky choice task (Fig. 2C ). All tasks made use of vertical rectangles indicating reward amount and probability. This method produces reliable communication of abstract concepts such as reward, probability, and (in other paradigms) delay to monkeys (Pearson et al. 2010; Blanchard et al. 2013; Blanchard and Hayden 2014) .
Risky choice task. All tasks were based on a standardized general structure for gambling tasks (Heilbronner and Hayden 2013) . Two offers were presented on each trial. Each offer was represented by a rectangle 300 pixels tall and 80 pixels wide (11.35°of visual angle tall and 4.08°of visual angle wide; Fig. 2A ). Options offered either a gamble or a safe (100% probability) bet for liquid reward. Gamble offers were defined by two parameters, reward size and probability. Each gamble rectangle was divided into two portions, one red and the other either blue or green. The size of the blue or green portions signified the probability of winning a medium (mean 165 l) or large reward (mean 240 l), respectively. These probabilities were drawn from a uniform distribution between 0 and 100%. The rest of the bar was colored red; the size of the red portion indicated the probability of no reward. Safe offers were entirely gray and always carried a 100% probability of a small reward (125 l). Offer types were selected at random with a 43.75% probability of blue (medium stakes) gamble, a 43.75% probability of green (high stakes) gambles, and a 12.5% probability of gray options (safe offers).
On each trial, one offer appeared on the left side of the screen and the other appeared on the right. The sides of the first and second offer (left and right) were randomized by trial. Each offer appeared for 400 ms and was followed by a 600-ms blank period. After the offers were presented separately, a central fixation spot appeared and the monkey fixated on it for 100 ms. Following this, both offers appeared simultaneously and the animal indicated its choice by shifting gaze to its preferred offer and maintaining fixation on it for 200 ms. Failure to maintain gaze for 200 ms did not lead to the end of the trial but instead returned the monkey to a choice state; thus monkeys were free to change their mind if they did so within 200 ms (although in our observations, they seldom did so). Following a successful 200-ms fixation, the gamble was immediately resolved and reward delivered. Trials that took Ͼ7 s were considered inattentive trials and were not included in analysis (this removed Ͻ1% of trials). Outcomes that yielded rewards were accompanied by a visual cue: a white circle in the center of the chosen offer. All trials were followed by an 800-ms intertrial interval with a blank screen.
Curiosity gambling task. A similarly structured gambling task, where gambles always carried a reward probability of 50% and the size of a white bar in the center of each offer indicated reward size at 21 levels: from 75 to 375 l in increments of 15 l. Each trial, the monkey chose between an informative gamble (cyan; if chosen a cue 2.25 s before the potential reward would indicate if the monkey was about to win) and an uninformative gamble (magenta; if chosen the cue was replaced with an uninformative decoy; Fig. 2B ). The stakes of both options and the order and side on which the informative option appeared were all randomized on all trials. Critically, the information was not revealed during the presentation of the cues, but only after the choice was made. Thus neural responses to the offers were not themselves reflective of the information.
Token risky choice task. Another similarly structured gambling task, where gambles each had two potential outcomes, wins or losses in terms of "tokens" displayed onscreen as cyan circles. A small reward (100 l) was administered concurrently with gamble feedback on each trial, regardless of gamble outcome. Trials in which the monkey accumulated six or more tokens triggered an extra "jackpot" epoch in which a very large reward (300 l) was administered (Fig. 2C) .
Reuse of data. Some of these data were previously published (vmPFC dataset in Strait et al. 2014; VS dataset in Strait et al. 2015; OFC dataset in Blanchard et al. 2015 ; the others have not previously been published). All analyses presented here are new.
Statistical methods. Peristimulus time histograms were constructed by aligning spike rasters to the presentation of the first offer and averaging firing rates across multiple trials. Firing rates were calculated in 20-ms bins but were generally analyzed in longer (500 ms) epochs. For display, peristimulus time histograms were smoothed using a 200-ms running boxcar. Some statistical tests of neuron activity were only appropriate when applied to single neurons because of variations in response properties across the population. In such cases, a 2 -test was Fig. 1 . General task structure and anatomy. A: general timeline of the 3 tasks. Two options were presented, each offering a gamble for water reward. Offers appeared in sequence, offset by 1 s and in a random order for 400 ms each. Then, after fixation, both offers reappeared during a decision phase (see Fig. 4 used to determine if a significant portion of single neurons reached significance on their own, thereby allowing conclusions about the neural population as a whole.
Decoding analysis. For our decoding analysis, we first separated trials by stimulus side (right or left) for the epoch of interest. We required the same number of trials both across neurons and across conditions (stimulus on right and stimulus on left). Therefore, for each analysis, we first found the lowest number of trials in either of the two conditions across all of the neurons and used this as the number of trials we would give to our classifier. Although neurons were not recorded simultaneously, we treated them as if they were (Quian Quiroga et al. 2006 ). This means we grouped trials together across neurons as if they were a single trial. Thus each of these pseudotrials was paired with values from each neuron, giving us an n by m matrix (where m is the minimum number of trials in each condition across neurons and n is the number of neurons). The only criterion for grouping trials together was that they fell in the same condition (left or right), and thus the trials used differed in terms of other task Fig. 2 . Timeline of behavioral tasks. A: risky choice task. Two options were presented, each offering a gamble for water reward. Each gamble was represented by a rectangle, some proportion of which was grey, blue, or green, signifying a small, medium, or large reward respectively. The size of this colored region indicated the probability that choosing that offer would yield the corresponding reward. B: curiosity gambling task. Two offers appeared in sequence, each followed by a blank period. The monkey then had to fixate a central target. The 2 options then reappeared and the monkey chose 1 by shifting gaze to it. Then a cue appeared indicating either gamble win, loss, or uncertainty. Following a 2.25-s delay, the monkey obtained the outcome. Magenta and cyan bars indicated uninformative and informative outcomes, respectively. Inscribed white rectangle indicated gamble stakes. Inscribed red and green circles indicated cue. C: token risky choice task. Two options were presented, each offering a gamble for tokens. The size of each colored region within each offer indicated the probability that choosing that offer would yield the corresponding outcome. A small reward was administered for each completed trial. When at least 6 tokens were earned, a large "jackpot" reward was administered and the earned token count was reset to 0.
variables (reward size and risk of the stimulus presented). We took the mean firing rate of each neuron in each of these trials as input into the classifier algorithm. We used a Euclidean nearest-neighbor classifier with fivefold cross validation. This means we treated each trial as a point in n-dimensional space (where n is the number of neurons, and the position in a given dimension was the mean firing rate of 1 neuron). We divided the data into five groups. On each of the five rounds of cross-validation, one group would be chosen as the validation set. To classify each trial, we took the mean position of the two groups (stimulus on left and stimulus on right) from the validation set. We then took the Euclidean distance between the current trial and the mean position of the two groups, whichever distance was smaller was the group the trial was classified as. One round was completed when all trials outside of the validation set had been classified. Each of the five groups formed the validation set on exactly one of the cross-validation rounds.
To determine if the performance of our classifier was significant, we performed a permutation test. This involved taking the same trials and firing rates, stripping their labels (left or right), and randomly assigning them one of two arbitrary labels. We then ran the classifier on the trials with their new, randomly assigned labels. We ran this 10,000 times to generate a distribution of correctly classified trials for uninformative labels. The proportion of random labels that had more correct trials than the classifier with the actual labels was then fed to a standard permutation test to give our P value.
Vector analysis to test for separate populations. In one analysis, we sought to understand whether the same neurons were involved in coding spatial variables and reward variables. To investigate this question, we generated a coding vector for each of the five neural populations (vmPFC, VS, OFC, dACC, and sgACC). We performed the following analysis on each dataset separately.
We first mean and variance normalized the firing rate of all neurons by computing the average mean and variance of firing in 20-ms bins across the recording session; we subtracted the mean and divided by the variance. This provides what is essentially a matrix of z-scored event-aligned neural responses. We then regressed normalized firing rates in epoch 1 against the expected value of the gamble in the same epoch and obtained reward tuning regression coefficients and regressed normalized firing rates in the same epoch against the position of the first offer and obtained position tuning regression coefficients. Because we were interested in knowing whether the same neurons were involved in coding these two types of information, and information is not dependent on sign of tuning, we next took the absolute values of these coefficients. We repeated this process for all neurons in our sample and generated a two population coding strength vectors, one for reward and one for position. We then compared these two vectors with a standard correlation test. In our second analysis, we next repeated this process using epoch 3 for firing rates, the obtained reward amount for the reward analysis, and the chosen side for the position analysis. We again took the absolute values of the regression vectors and compared the reward and position vectors using a correlation test.
RESULTS
Spatial biases in choice and adjustment are weak. The results described here come from data collected in four monkeys in three different tasks with the same basic structure (see METHODS; Figs. 1A and 2, A-C). As the monkeys performed each task, the activity of single neurons was recorded in one of five reward regions in the brain: area 14 of vmPFC, VS, area 13 of OFC, dACC, or area 25 of sgACC (which is part of the ventromedial network of Ongur and Price 2000). Our recording sites are shown in Fig. 1 , B-F, respectively. For the neuronal recordings in vmPFC, subjects B and H performed the risky choice task; for VS, subjects B and C performed the risky choice task; for OFC, subjects B and J performed the curiosity gambling task; and for dACC and sgACC, subjects B and J performed the token risky choice task. Behavioral and physiological data for the vmPFC, VS, and OFC experiment have been reported previously (Strait et al. 2014 (Strait et al. , 2015 Blanchard et al. 2015) . In all tasks, monkeys saw two asynchronously presented gambles that appeared on the left and right of fixation in random order. Gaze was not constrained and monkeys almost always fixated on the options when they appeared. After both options were presented, fixation was reacquired and the options reappeared in the same positions. The subject then chose one option by shifting gaze toward the selected option and obtained a reward.
Comparison across multiple similar, yet distinct tasks can be useful to test the flexibility of theories such as ours. However, these comparisons come with the caveat that decision task variable representation and choice mechanisms may differ as a function of task difficulty, which no doubt varies to some degree across these tasks. Indeed, evidence from the prefrontal cortex suggests that during easier trials task-relevant information shows up faster in single neurons (Kim and Shadlen 1999 ) and stronger in blood oxygen level-dependent (BOLD) fMRI (Heekeren et al. 2004 (Heekeren et al. , 2008 Rolls et al. 2010) .
Choice behavior was consistent across the four monkeys and three tasks. Monkeys showed very weak side biases (Table 1) . Monkeys also showed weak trial-to-trial biases in regard to the likelihood of repeating a side. These results indicate that monkeys' choices are made primarily based on the values of All 4 monkeys showed small biases in side chosen (left vs. right). All 4 monkeys also showed small biases from the side chosen on the previous trial (repeat side vs. switch side). Finally, all 4 monkeys also showed extremely small biases towards or away from switching sides following a loss (repeat side vs. switch side). These effects are nonetheless significant given the large number of trials used. vmPFC, ventromedial prefrontal cortex; VS, ventral striatum; OFC, orbitofrontal cortex; dACC, dorsal anterior cingulate cortex; sgACC, subgenual anterior cingulate cortex.
options. We also found that monkeys only very weakly adjusted their side as a function of win vs. loss. Thus, although monkeys switch sides more often following losses than wins, the effect is very small, inconsistent across subjects, and is not a major determinant of choices. This observation is important because previous studies showing spatial selectivity in these areas have involved a strong outcome-dependent effect on choices, an effect that may have promoted artifactual spatial selectivity (Padoa-Schioppa and Cai 2011) .
Neural selectivity for positions of offers. In all three of our gambling tasks, subjects chose an option after a presentation phase in which the two options appeared asynchronously (Figs. 1A and 2, A-C). Because spatial position and reward value (i.e., the mathematical expected value of the gamble) were randomized and fully crossed in the design of all three tasks, we could easily characterize selectivity for position of offers by comparing neural activity on trials with the left option presented first and trials with the right option presented first (and averaging across all other aspects of the gamble). Some analyses below refer to three numbered task epochs. Epochs 1 and 2 were 500-ms periods after presentation of offers 1 and 2, respectively. Epoch 3 was the 500-ms period immediately following the reward. Figure 3A shows responses of one vmPFC neuron on left side first trials and right side first trials. This neuron shows consistently greater firing when the left option appears, regardless of whether it occurs first or second. Examples of similarly selective neurons for OFC, VS, dACC, and sgACC are shown in Fig. 3, C , E, G, and I, respectively. Note that our task designs did not require monkeys to fixate during the offer epochs, so the selectivity we observe in these and other cells may reflect motoric or gaze-direction-dependent responses associated with an overt saccade; it may also reflect attentional processes or motor planning processes. We do not consider this to be a limitation of these studies given that our interest is in identification of options (see DISCUSSION) .
Across the population of vmPFC neurons, we found evidence for weak spatial selectivity in responses to the order of offers. During epoch 1, 10.26% of vmPFC neurons (n ϭ 16/156, significant at ␣ ϭ 0.05, 2 ϭ 9.74, P ϭ 0.0026) showed a significant difference in responses to offer 1 depending on its position (Fig. 3B) . In epoch 2, the same proportion, 10.26% of cells (n ϭ 16/156) showed such a difference ( 2 ϭ 9.074, P ϭ 0.0026). Of the individual vmPFC neurons that showed spatial selectivity for offer side in epochs 1 and 2, 69% (n ϭ 11/16) in epoch 1 and 50% (n ϭ 8/16) in epoch 2 showed greater activity when the offer appeared on the contralateral side (these biases are not significant, 2 ϭ 2.250, P ϭ 0.1336 and 2 ϭ 0, P ϭ 1). Of the larger population of all the neurons in vmPFC, including those with nonsignificant modulation, 51.3% (in epoch 1, n ϭ 80/156) and 53.21% (in epoch 2, n ϭ 83/156) showed significantly greater firing for contralateral presentations (these biases are also not significant, 2 ϭ 0.103, P ϭ 0.748 and 2 ϭ 0.641, P ϭ 0.4233). This lack of a significant bias for offers suggests that aggregate measures of neuronal activity, such as neuroimaging and lesion studies, may not detect any evidence of spatial selectivity in vmPFC.
Similar results were observed in VS neurons. During epoch 1, 8.87% of neurons (n ϭ 11/124, just barely statistically significant, 2 ϭ 3.912, P ϭ 0.0480) showed a significant difference in responses to offer 1 depending on its position (Fig. 3D) . In epoch 2, 12.1% (n ϭ 15/124) showed such a difference ( 2 ϭ13.148, P ϭ 0.0003). Of the VS neurons that showed spatial selectivity for offer side in epochs 1 and 2, 54.5% (n ϭ 6/11) and 46.7% (n ϭ 7/15) showed greater activity when the offer appeared on the contralateral side (these biases are not significant, 2 ϭ 0.067, P ϭ 0.7963). Of all the neurons in VS, including those with nonsignificant modulation, 46.0% (in epoch 1, n ϭ 57/124) and 50.81% (in epoch 2, n ϭ 63/124) showed significantly greater firing for contralateral presentations (these biases are not significant, 2 ϭ 0.806 and 0.032, P ϭ 0.3692 and 0.8575, respectively).
Similar results were observed in OFC neurons. During epoch 1, 10.62% of neurons (n ϭ 12/113, 2 ϭ 7.512, P Ͻ 0.0061) showed a significant difference in responses to offer 1 depending on its position (Fig. 3F) . In epoch 2, 19.47% of cells (n ϭ 22/113) showed such a difference ( 2 ϭ 49.804, P Ͻ 0.0001). Of the OFC neurons that showed spatial selectivity for offer side in epochs 1 and 2, 83.3% (n ϭ 10/12) and 50.0% (n ϭ 11/22) showed greater activity when the offer appeared on the contralateral side (the first bias is significant, 2 ϭ 5.33, P ϭ 0.0209, and the other is not, 2 ϭ 0, P ϭ 1). Of all the neurons in OFC, including those with nonsignificant modulation, 65.5% (in epoch 1, n ϭ 74/113) and 48.6% (in epoch 2, n ϭ 55/113) showed significantly greater firing for contralateral presentations (the first bias is significant, 2 ϭ 10.841 and 0.080, P ϭ 0.001 and 0.7778, respectively).
Similar results were observed in dACC neurons. During epoch 1, 17.97% of neurons (n ϭ 23/128, 2 ϭ 45.322, P Ͻ 0.001) showed a significant difference in responses to offer 1 depending on its position (Fig. 3H) . In epoch 2, 17.19% of cells (n ϭ 22/128) showed such a difference ( 2 ϭ 40.026, P Ͻ 0.0001). Of the dACC neurons that showed spatial selectivity for offer side in epochs 1 and 2, 56.52% in epoch 1 (n ϭ 13/23) and 59.09% in epoch 2 (n ϭ 13/22) showed greater activity when the offer appeared on the contralateral side (these biases are not significant, 2 ϭ 0.391, P ϭ 0.5316 and 2 ϭ 0.727, P ϭ 0.3938). Of all the neurons in dACC, including those with nonsignificant modulation, 46.88% in epoch 1 (n ϭ 60/128) and 53.91% in epoch 2 (n ϭ 69/128) showed significantly greater firing for contralateral presentations (these biases are not significant, 2 ϭ 0.5 and 0.781, P ϭ 0.4795 and 0.3768, respectively).
Similar, albeit weaker, results were observed in sgACC neurons. During epoch 1, 7.14% of neurons (n ϭ 8/112, 2 ϭ 1.083, P ϭ 0.2981) showed a significant difference in responses to offer 1 depending on its position (Fig. 3J) . In epoch 2, 14.29% of cells (n ϭ 16/112) showed such a difference ( 2 ϭ 20.331, P Ͻ 0.0001). Of the sgACC neurons that show spatial selectivity for offer side in epochs 1 and 2, 37.5% in epoch 1 (n ϭ 3/8) and 43.75% in epoch 2 (n ϭ 7/16) showed greater activity when the offer appeared on the contralateral side (these biases are not significant, 2 ϭ 0.5, P ϭ 0.4795 and 2 ϭ 0.250, P ϭ 0.6171). Of all the neurons in sgACC, including those with nonsignificant modulation, 50.89% in epoch 1 (n ϭ 57/112) and 48.21% in epoch 2 (n ϭ 54/112) showed greater firing for contralateral presentations (these biases are not significant 2 ϭ 0.036, P ϭ 0.8501 and 2 ϭ 0.143, P ϭ 0.7055, respectively).
We used the false discovery rate approach to control for multiple comparisons across the 2 tests used to investigate the proportion of neurons that showing significant coding for offer Fig. 3 . Tuning for offer side. A: raster plot and average responses of an example vmPFC neuron to task events, separated by offer side. This neuron showed consistently greater firing when the contralateral offer appeared, regardless of its order. B: plot of proportion of vmPFC neurons that show a significant difference in responses to offer 1 depending on its position (500 ms sliding boxcar). C: raster plot and average responses of an example VS neuron to task events, separated by offer side. This neuron also showed greater firing when the contralateral offer appeared. D: plot of proportion of VS neurons that show a significant difference in responses to offer 1 depending on its position (500-ms sliding boxcar). E: raster plot and average responses of an example OFC neuron to task events, separated by offer side. This neuron also showed greater firing when the contralateral offer appeared. F: plot of proportion of OFC neurons that show a significant difference in responses to offer 1 depending on its position (500-ms sliding boxcar). G: raster plot and average responses of an example dACC neuron to task events, separated by offer side. This neuron also showed greater firing when the contralateral offer appeared. H: plot of proportion of dACC neurons that show a significant difference in responses to offer 1 depending on its position (500-ms sliding boxcar). I: raster plot and average responses of an example sgACC neuron to task events, separated by offer side. This neuron also showed greater firing when the contralateral offer appeared. J: plot of proportion of sgACC neurons that show a significant difference in responses to offer 1 depending on its position (500-ms sliding boxcar).
position (Benjamini and Hochberg 1995) . This method thresholds significance so as to control the number of mistaken null rejections relative to the total number of null rejections within a particular set of analyses. In the offer period (with 2 epochs and 5 brain areas, number of tests ϭ 10), all five regions showed position-dependent responses for at least one of the two tested epochs (vmPFC: epochs 1 and 2; VS: epoch 2; dACC: epochs 1 and 2; sgACC: epoch 2; OFC: epochs 1 and 2; all f Ͻ 0.05).
Decoding spatial selectivity for offers in our five reward areas. The statistical tests provided so far serve as a measure of the preponderance of spatial selectivity effects in the population but only indirectly answer the key question: whether information about spatial position is available to downstream regions. If such information is available, neurons can overcome the need to bind the value information to its associated stimulus. To measure decodability, we made use of a Euclidean nearest-neighbor classifier with fivefold cross-validation (see METHODS). We found statistically significant decodability of offer side in all five regions (P Ͻ 0.05, permutation test). These results are summarized in the offer 1 and offer 2 columns of Table 2 .
Selectivity for the side chosen after the choice is made. We next examined neuronal selectivity for the side of monkeys' choices (i.e., saccade direction) by comparing trials with leftward and rightward saccades. Because the side on which offers appeared was fully randomized in all three tasks, this variable was uncorrelated with the offer side variable discussed above. Furthermore, these trials were matched for reward size, probability, surprise, and reward prediction error, meaning that simple comparison of left vs. right gaze shift provides a measure of side selectivity. Figure 4A shows the responses of a single vmPFC neuron separated by leftward and rightward choice trials. In this neuron, we observed greater responses on trials with leftward saccades than on those with rightward saccades. This pattern began before the gaze shift and continued after the choice was made. Note that the small differences seen before the choice were not significant and are almost certainly spurious. Examples of similarly selective neurons for OFC, VS, dACC, and sgACC are shown in Fig. 4, C , E, G, and I, respectively. Across the population of vmPFC neurons, we found evidence of selectivity for the side chosen (Fig. 4B) . Specifically, in the 500-ms prechoice epoch, activity in 5.12% of neurons (n ϭ 8/156) predicted the side the monkey chose, a proportion that is no different from chance ( 2 ϭ 0.005, P ϭ 0.9414). In an epoch beginning immediately after the saccade, 12.18% of neurons (n ϭ 20/156) encoded side chosen ( 2 ϭ 20.086, P Ͻ 0.0001). By an epoch beginning 500 ms later still, 17.31% of neurons did so (n ϭ 27/156, 2 ϭ 49.75, P Ͻ 0.0001), and during the first 500 ms of the next trial 10.9% did so (n ϭ 17/156, 2 ϭ 11.42, P ϭ 0.0007). This persistent coding of side chosen is similar to the persistent coding of reward size observed in vmPFC and of both reward size and side chosen in the posterior cingulate cortex (Hayden et al. 2008; Heilbronner and Hayden 2013; Strait et al. 2014) . During the peak encoding epoch (late epoch), 48.14% of significantly modulated neurons (n ϭ 13/27) showed higher firing for contraversive saccades (no significant bias, 2 ϭ 0.037, P ϭ 0.8474); of the whole population, 49.35% of all neurons did (also not significant, n ϭ 77/156; 2 ϭ 0.026, P ϭ 0.8728). As above, we also used a classifier to ascertain whether the population as a whole encoded chosen side. We found chosen side was significantly decodable (P Ͻ 0.05, permutation tests) in vmPFC neurons during all choice period epochs (see "prechoice," "choice," "postchoice," and "reward" columns in Table 2 ).
We found similar results in VS neurons (Fig. 4D) . During the prechoice epoch, activity in 7.26% of neurons (n ϭ 9/124) predicted the side the monkey would choose, a value that does not achieve significance ( 2 ϭ 1.331, P ϭ 0.2486). In the 500 ms immediately following choice, however, we observed a significant spatial tuning in 16.93% of neurons (n ϭ 22/124, 2 ϭ 42.384, P Ͻ 0.0001). In a later epoch, one beginning 500 ms later, 8.87% of neurons showed coding, a proportion that is just barely significant (n ϭ 11/124, 2 ϭ 3.912, P ϭ 0.0480); in the first 500 ms of the next trial, a nonsignificant fraction, This neuron showed significantly greater responses on trials with contralateral saccades than on those with ipsilateral saccades. B: plot of proportion of vmPFC neurons that show a significant difference in responses to the side of the chosen offer (500-ms sliding boxcar). C: raster plot and average responses of an example VS neuron to task events, separated by leftward and rightward choice trials. This neuron showed significantly greater responses on trials with ipsilateral saccades than on those with contralateral saccades. D: plot of proportion of VS neurons that show a significant difference in responses to the side of the chosen offer (500-ms sliding boxcar). E: raster plot and average responses of an example OFC neuron to task events, separated by leftward and rightward choice trials. This neuron showed significantly greater responses on trials with ipsilateral saccades than on those with contralateral saccades. F: plot of proportion of OFC neurons that show a significant difference in responses to the side of the chosen offer (500-ms sliding boxcar). G: raster plot and average responses of an example dACC neuron to task events, separated by leftward and rightward choice trials. This neuron showed significantly greater responses on trials with contralateral saccades than on those with ipsilateral saccades. H: plot of proportion of dACC neurons that show a significant difference in responses to the side of the chosen offer (500-ms sliding boxcar). I: raster plot and average responses of an example sgACC neuron to task events, separated by leftward and rightward choice trials. This neuron showed significantly greater responses on trials with contralateral saccades than those with ipsilateral saccades. J: plot of proportion of sgACC neurons that show a significant difference in responses to the side of the chosen offer (500-ms sliding boxcar).
8.06% did so (10/124, 2 ϭ 2.452, P ϭ 0.1174). During the period of peak encoding (the early postreward period), 50% of significantly modulated neurons (n ϭ 11/22) showed a significant contralateral enhancement ( 2 ϭ 0, P ϭ 1), and 52.42% of all neurons did so (n ϭ 65/124, 2 ϭ 0.290, P ϭ 0.5900). Our classifier revealed that chosen side was significantly decodable (P Ͻ 0.05, permutation tests) in VS neurons during all choice period epochs (see "prechoice," "choice," "postchoice," and "reward" columns in Table 2 ).
We found similar results in OFC neurons (Fig. 4F) . During the prechoice epoch, activity in 9.735% of neurons (n ϭ 11/113) predicted the side the monkey would choose, meaning there was weak predictive effect ( 2 ϭ 5.333, P ϭ 0.0209). In the 500 ms immediately following choice, we observed a significant spatial selectivity in 23.01% of neurons (n ϭ 26/124, 2 ϭ 77.154, P Ͻ 0.0001). During the late epoch, we observed significant selectivity for chosen side in 19.46% (n ϭ 22/113, 2 ϭ 49.804, P Ͻ 0.0001) and during the beginning of the next trial, we observed the effect in 12.39% (n ϭ 14/113, 2 ϭ 12.990, P ϭ 0.0003). During the period of peak modulation (the immediate postchoice period), 65.39% of modulated cells showed enhanced firing for contraversive saccades (n ϭ 17/26, 2 ϭ 2.462, P ϭ 0.1167) and 54.86% of all cells did so (n ϭ 62/113, 2 ϭ 1.071, P ϭ 0.3008). Our classifier showed that chosen side was significantly decodable (P Ͻ 0.05, permutation tests) in OFC neurons during the prechoice, choice, and postchoice epochs but not in the reward epoch (see Table 2 ).
We found similar results in dACC neurons (Fig. 4H) . During the prechoice epoch, activity in 21.09% of neurons (n ϭ 27/128) predicted the side the monkey would choose at significantly more than chance ( 2 ϭ 69.796, P Ͻ 0.0001). In the 500 ms immediately following choice, this proportion fell slightly to 20.31% of neurons (n ϭ 26/128; 2 ϭ 63.184, P Ͻ 0.0001). In a late postchoice epoch, beginning 500 ms later, this number rose again, to 24.22% of neurons (n ϭ 31/128; 2 ϭ99.533, P Ͻ 0.0001); this proportion fell during the presentation of the first option in the next trial, although it remained significant (11.72% of neurons, n ϭ 15/128; 2 ϭ 12.164, P ϭ 0.0005). During the period of peak modulation (the late postchoice period), 64.52% of modulated cells showed enhanced firing for contraversive saccades (n ϭ 20/31, 2 ϭ 2.613, P ϭ 0.1060) and 53.91% of all cells did so (n ϭ 69/128, 2 ϭ 0.781, P ϭ 0.3768). Our classifier showed that chosen side was significantly decodable (P Ͻ 0.05, permutation tests) in dACC neurons during all choice period epochs (see "prechoice," "choice," "postchoice," and "reward" columns in Table 2 ).
We found similar results in sgACC neurons (Fig. 4J ). During the prechoice epoch, activity in 8.04% of neurons (n ϭ 9/112) predicted the side the monkey would choose. This proportion did not reach significance ( 2 ϭ 2.173, P ϭ 0.1405). In the 500 ms immediately following choice, this proportion fell to 6.25% of neurons (n ϭ 7/112; 2 ϭ 0.369, P ϭ 0.5439). In a late postchoice epoch, beginning 500 ms later, this number rose to 16.96% of neurons (n ϭ 19/112; 2 ϭ 33.752, P Ͻ 0.0001); it then dropped off, remaining significant, during the presentation of the first option in the next trial (10.71% of neurons, n ϭ 12/112; 2 ϭ 7.699, P ϭ 0.0055). Note that these later epoch findings are significant even when correcting for multiple comparisons because four epochs were tested. During the period of peak modulation (the late postchoice epoch), 73.68% of modulated cells showed enhanced firing for contraversive saccades (n ϭ 14/19; 2 ϭ 4.263, P ϭ 0.0389), and 62.50% of all cells did so (n ϭ 70/112, 2 ϭ 7.000, P ϭ 0.0082). Our classifier showed that chosen side was significantly decodable (P Ͻ 0.05, permutation tests) in sgACC neurons during the choice, postchoice, and reward epochs but only marginally so in the prechoice epoch (see Table 2 ).
Again, we used the false discovery rate approach to control for multiple comparisons across the above 2 tests. In the choice period (with 4 epochs and 5 brain areas, number of tests ϭ 20), all five regions showed position-dependent responses for at least one of the four tested epochs (i.e., prechoice, choice, postchoice, and reward; vmPFC: choice, postchoice, and reward; VS: choice; dACC: all 4 epochs; sgACC: postchoice, and reward; OFC: all 4 epochs; all f Ͻ 0.05).
Broadly uncorrelated coding formats for offered and chosen side. Neurons in five reward areas identify offered and chosen options. Do they use the same neural codes to represent these variables? Is a neuron that shows, say, contralateral tuning for offer side is more likely to show contralateral tuning for chosen side (even if, as we report, the population as a whole generally shows no bias either way)? To investigate this question, we compared regression coefficients for offer side vs. firing rate to regression coefficients generated from chosen side vs. firing rates in the same epochs. For the chosen side regression, we used the choice epoch with strongest tuning (late postchoice for vmPFC, dACC, and sgACC, immediate postchoice for OFC and VS). To reduce bias introduced by difference in firing rates across neurons and areas, we used mean and variance normalized firing rate. For offer side we considered both epochs 1 and 2.
Across the full vmPFC population, we found no significant correlation between these coefficients in epoch 1 (R ϭ Ϫ0.1211, P ϭ 0.1320) or in epoch 2 (R ϭ 0.1390, P ϭ 0.0834). (This second number approaches but does not achieve significance, and is further from significance if we use Bonferonni correction, as we ought to, because we tested two epochs, ␣ ϭ 0.025.) In the VS population, we likewise observed no significant correlation between these coefficients during epoch 1 (R ϭ 0.0185, P ϭ 0.8388) or during epoch 2 (R ϭ Ϫ0.1257, P ϭ 0.1641). In the OFC population, we observed a significant positive correlation between these coefficients during epoch 1 (R ϭ 0.2415, P ϭ 0.0099) and no correlation for epoch 2 (R ϭ Ϫ0.1051, P ϭ 0.2677), indicating that the shared format may be present but is inconsistent across epochs. (Note that the effect in epoch 1 survives Bonferroni correction needed because we examined two epochs, ␣ ϭ 0.025). In the dACC population, we observed no correlation between these coefficients during epoch 1 (R ϭ 0.2140, P ϭ 0.1526). For coefficients during epoch 2, we observed a positive correlation between coefficients (R ϭ 0.2410, P ϭ 0.0061). The effect in epoch 2 survives Bonferroni correction. In the sgACC population, we observed no significant correlation between coefficients during epoch 1 (R ϭ 0.1753, P ϭ 0.0645) or epoch 2 (R ϭ Ϫ0.0672, P ϭ 0.4813).
These results suggest that neurons in general, neurons in the reward areas do not robustly use a common coding scheme to represent offered and chosen sides. Nonetheless, there is some weak evidence that OFC and dACC may use a common scheme, although the fact that we only observed it in one of two ostensibly equivalent epochs provides further evidence that the shared frameworks are not a robust feature of coding. We conclude that coding in the reward system is not particularly consistent and that choice and monitoring may be implemented with somewhat distinct neural processes. Note that, by the design of the task, offered and chosen sides are uncorrelated with each other; thus our observations are consistent with the idea that reward areas encode multiple variables important for choice because of their relevance for choice and not because they have a native spatial tuning (cf. Wilson et al. 2014) .
No evidence for separate populations of value and spatial neurons. If reward areas simultaneously encode reward and spatial information, it is natural to wonder whether it is the same set of neurons doing both jobs. Figure 5 shows the responses of an example OFC neuron, separated by both offer value and offer side. This neuron's firing rate was significantly affected by both offer 1 value and its side of presentation during both offer 1 presentation and the choice epoch (P Ͻ 0.05, linear regression; see Table 3 for summary statistics of offer/side conjunctive coding). One straightforward way to test if neurons in these areas tend to be sensitive to both value and spatial information rather than one or the other is to determine whether there is a positive correlation between the regression coefficients for spatial position and those for reward value (gamble expected value in juice or tokens). Because the sign of spatial selectivity is not meaningfully related to the sign of reward tuning, we used the absolute value of all coefficients, thereby focusing on the strength of encoding. We used mean and variance normalized firing rates in all cases to reduce the chance of spurious positive correlations due to variance in firing rates across neurons.
A negative correlation between regression coefficients for offer and choice position and coefficients for reward would suggest separate value and space coding subpopulations. However, these coefficients tended to be either positively correlated or uncorrelated but never significantly negatively correlated in these five brain areas. Across the full vmPFC population, these correlation coefficients were 0.1783, Ϫ0.0595, and 0.1128 in epochs 1, 2, and 3, respectively (P ϭ 0.0260 for epoch 1, P ϭ 0.4604 for epoch 2, and P ϭ 0.1610 in epoch 3). In the VS population, these correlation coefficients were 0.1574, 0.1409, and 0.0203 (P ϭ 0.0809, P ϭ 0.1186, and P ϭ 0.8226, respectively). In the OFC population, the correlation coefficients were 0.2631, 0.1077, and 0.0230, respectively (P ϭ 0.0049 for epoch 1, P ϭ 0.2562 for epoch 2, and P ϭ 0.8091 in epoch 3). In the dACC population, the correlation coefficients were 0.0117, 0.1933, and Ϫ0.1058, respectively (P ϭ 0.8960 for epoch 1, P ϭ 0.0288 for epoch 2, and P ϭ 0.2345 in epoch 3). In the sgACC population, the correlation coefficients were Ϫ0.0730, 0.1068, and Ϫ0.0142 (P ϭ 0.4443 for epoch 1, P ϭ 0.2622 for epoch 2, and P ϭ 0.8815 in epoch 3). Together, these results show that neurons with stronger selectivity for reward amount (for offered and received) were no less likely to be those with stronger selectivity for spatial position (for both offer and choice). In other words, it does not appear to be the case that spatially selective neurons are distinct populations from reward-sensitive neurons. Instead, reward-sensitive neurons are more likely than others to carry information about identities of the stimuli that produced those rewards.
Strength of effect. We next asked how strong neurons' identity selectivity is relative to their reward selectivity. Because identity and reward dimensions are incommensurate, it is impossible to perform a strict quantitative comparison; however, we can get a rough qualitative sense by comparing the linear term of regressions of reward size and position against the same firing rates. For purposes of comparison across the three tasks, we normalized reward amount to the maximum available on that task. In vmPFC, the coefficient for position of the first offer (␤ ϭ 0.0040) was a bit less than half of the coefficient for its expected value (␤ ϭ 0.0089, ratio of the two is 0.4494.) Note that we use medians instead of means for this and subsequent comparisons because the distribution of coefficients was strongly skewed. A similar pattern, spatial selectivity a bit less than half that of reward selectivity, was observed when using the corresponding variables in epoch 2 (spatial coefficient: ␤ ϭ 0.0047; reward coefficient: ␤ ϭ 0.0108; ratio of these coefficients: 0.4352). During the postreward epoch, the size of the spatial coefficient (␤ ϭ 0.0037) was almost the same as the size of the reward coefficient (␤ ϭ 0.0045, ratio ϭ 0.8222).
The pattern was similar in VS. In epochs 1 and 2, strength of selectivity for position of the first and second offers (␤ ϭ 0.0037 and ␤ ϭ 0.0039, respectively) was a bit less than a third the selectivity for reward amount (␤ ϭ 0.0091 and ␤ ϭ 0.0088, respectively; ratios are 0.4060 for epoch 1 and 0.4432 for epoch 2). As in vmPFC, the corresponding values in epoch 3 were more similar (␤ ϭ 0.0040 for chosen side and ␤ ϭ 0.0046 for obtained reward, ratio ϭ 0.8696).
In OFC, strength of selectivity for position in epoch 1 (␤ ϭ 0.0053) was about two-thirds the reward selectivity strength (␤ ϭ 0.0080; ratio: 0.6625). For epoch 2, these strengths (␤ ϭ 0.0073 and ␤ ϭ 0.0129, respectively) were similar albeit a bit lower (ratio: 0.5659). In epoch 3, selectivity for spatial position (␤ ϭ 0.0083) was a bit greater than strength of selectivity for reward value (␤ ϭ 0.0069; ratio: 1.2029).
In dACC, strength of the regression coefficient for offer position (␤ϭ0.024053) was about half of that observed for reward amount (␤ ϭ 0.045336; ratio: 0.5305) in epoch 1. A higher ratio was observed in epoch 2 (␤ ϭ 0.021699 and ␤ ϭ 0.029674, respectively; ratio: 0.7312). The corresponding value for chosen side (␤ ϭ 0.024199) was almost the same as that observed for reward obtained (␤ ϭ 0.024998; ratio: 0.9680).
Finally, in sgACC, strength of the regression coefficient for offer position in epoch 1 (␤ ϭ 0.019585) was over half of that observed for reward amount (␤ ϭ 0.03431; ratio ϭ 0.5708). A higher ratio between position and reward coefficients was observed for epoch 2 (␤ ϭ 0.019031 and ␤ ϭ 0.03351, respectively; ratio: 0.5679). The position coefficient in epoch 3 was even higher than the reward coefficient (␤ ϭ 0.025563 and ␤ ϭ 0.018203, respectively; ratio: 1.4043).
Little evidence of differences in position signal latency and strength between regions. We next compared the latency after offer presentation of value and position signals across these areas. For each area we calculated the first 500-ms bin (calculated in a sliding fashion across the whole trial every 20 ms; n bins ϭ 575) during which a significant proportion of the population encoded side or value information. VS, OFC, dACC, and sgACC cells began signaling the side of offer 1 almost immediately after offer 1 presentation (the first bin where P Ͻ 0.05 for the 2 on the %cells with P Ͻ 0.05 for the correlation between spikes and the side of offer 1, coded left ϭ 1, right ϭ 0). Significant coding in these areas began showing up in bins starting 220 ms (VS), 320 ms (OFC), 180 ms (dACC), and 140 ms (sgACC) before offer 1 presentation (note that this is not evidence of a prepotent response, rather a side effect of forward-facing bins). vmPFC cells soon followed, reaching a significant proportion of cells 420 ms after offer 1 presentation.
We then tested each brain area pair for a significant difference in the latencies calculated above with a permutation test. That is, we shuffled the percentage of cells modulated numbers across all bins 1,000 separate times, calculating a latency difference as above in each case. We asked for which area pairings the true latency difference in offer 1 side coding was above the 95th percentile of the shuffled latency differences, which would imply that the true latency difference was significant at P Ͻ 0.05. Even without correction for multiple comparisons, none of the 10 tested brain area pairings showed a significant difference in offer 1 side coding latency.
To compare the strength of offer 1 side signals, we considered each area's maximum proportion of modulated cells (the maximum proportion across all 500-ms bins calculated above 2 tests to investigate whether any pair of areas showed a significant difference between these maximum proportions. Only the difference between vmPFC maximum involvement (10.26%) and OFC maximum involvement (23.89%) was significant at the Bonferroni-corrected threshold of P Ͻ 0.005 ( 2 ϭ 9.57, P Ͻ 0.001). We then reran the analyses from the prior three paragraphs to look at the latency and strength of chosen offer side signals in these brain areas. Cells from all five areas began signaling the side of the chosen offer almost immediately after offer 1 presentation. Significant coding began showing up in bins starting 60 ms (vmPFC), 220 ms (VS), 0 ms (OFC), 260 ms (dACC), and 60 ms (sgACC) before offer 1 presentation. Note that this is not evidence of a prepotent response, rather a consequence of our forward-facing binning procedure. Nonetheless, this result indicates that there is some information about the decision in all these areas within 500 ms of offer 1 presentation and before offer 2 presentation.
Again, we tested each brain area pair for a significant difference in the chosen offer side signal latencies calculated above with a permutation test. With each area's signal latency within 260 ms of that of the other areas, we again found no significant differences in signal latency between any area pairing (all P Ͼ 0.05).
As many as 21.15% (33/156) of vmPFC cells, 16.13% (20/124) of VS cells, 26.55% (30/113) of OFC cells, 19.53% (25/128) of dACC cells, and 15.18% (17/112) of sgACC cells signaled the side of the chosen offer. We again used pairwise 2 tests to investigate whether any pair of areas showed a significant difference between these maximum proportions. We found no pairwise differences in maximum proportion of cells modulated significant at the Bonferroni-corrected threshold of P Ͻ 0.005.
DISCUSSION
We found that neuronal activity in five reward regions (vmPFC, VS, OFC, dACC, and sgACC) is selective for the spatial position in which an offer appeared and for the direction of the saccade used to select it. This information is sufficient to identify options and suggests that identity information is main-tained throughout the computations that constitute rewardbased choice. Indeed, information about rewards and identity was not mediated by separate populations of neurons but was instead a property of a single group of task-responsive cells. Some accounts of the neural mechanisms of reward-based choice hold that values are represented and compared in an abstract format, meaning they are anatomically distinct from identifying information (Montague and Berns 2002; Platt and Padoa-Schioppa 2008; Padoa-Schioppa 2011; Levy and Glimcher 2012; Rangel and Clithero 2014) . Such a scheme introduces an unavoidable binding problem: the brain must somehow link value to item identity (Walton et al. 2010; Lee et al. 2012) . Maintaining information about identity throughout the reward system may circumvent this problem.
Why has previous work not detected these patterns? We suspect four distinct factors are at play. First, signals are intermixed at the neuron level, so they may be difficult to detect using aggregate measures like fMRI, PET, and lesion studies. Second, choice tasks almost exclusively present offers simultaneously, and thus could not, even in theory, detect spatial selectivity for offer positions. Third, neuronal selectivity for choice has been widely observed, but is often strongest after the trial, so that it is not observed in studies that focus on choice-time activity. Finally, our task was more difficult than those used in many other studies, which likely increases representation. Specifically, stimuli differed along multiple dimensions and their values had to be computed, rather than simply retrieved from memory.
Given our methods, we were unable to determine why neurons in these brain areas show selectivity for spatial position. For example, we could not ascertain whether the signals serve to represent spatial position abstractly or whether they reflected covert attention, overt gaze position, motor intention or planning, or any of the other factors that are often linked to spatial selectivity. In particular, one major limitation of our study is that we did not have access to detailed measures of eye position, meaning that subtle difference in gaze pattern for left and right saccades could in theory influence our data. Despite these limitations, the central result we describe, a consistent relationship between firing and information that can tag individual stimuli, remains. Indeed, it is not clear that some of these factors (e.g., attention and intention) are conceptually separable anywhere in the brain. Instead, what we showed is that some aspect of the world aside from value was extractable from the firing rates of these neurons. That means that this information is available for downstream decoders. If the information reflects attention, or gaze position, for example, it may be that these processes are a mechanism the brain uses to preserve information about object identity.
We do not believe that neurons in the reward system are spatially tuned, at least not in the sense that neurons in the visual system are. Indeed, the effects we observe here appear to differ qualitatively from classical spatial tuning. First, there was little or weak anatomical organization to these responses: ipsilateral and contralateral selective neurons were intercalated. Second, selectivity for offer and choice side were, for the most part, uncorrelated within neurons, meaning a neuron that was contralaterally tuned for offers was no more likely to be contraversively tuned for choices. Thus selectivity likely does not reflect native spatial tuning but instead indicates positions of offers and choices as two of a much larger set of task variables that are worth tracking (Wilson et al. 2014) . Since offer position and choice are uncorrelated in practice, the reward system appears to make no effort to correlate them in its responses.
In any case, our measures were limited to two positions and two stimuli and thus cannot distinguish between spatial tuning and object-specific tuning, that is, responses that are spatially selective only because the objects are located in different spatial positions (Rangel and Hare 2010; Padoa-Schioppa and Cai 2011) . One way to distinguish these coding schemes would be to ascertain whether an individual neuron continues to use the same coding scheme across different recording sessions or for very different tasks. Given that many neurons in our samples did not use the same schemes for offered and received rewards, we would expect that spatial selectivity would be poorly conserved across sessions or tasks.
We speculate that the selectivity we observe in these five areas may facilitate selection of options and monitoring the consequences of those options. In other words, they mitigate the binding problem for rewards and objects they are associated with. The binding problem is not unique to economic choice, of course: much more famous is the problem of linking different aspects of stimuli into a coherent whole, known as the perceptual binding problem (Singer 1994; Roskies 1999; Shadlen and Movshon 1999; Engel et al. 2001) . In principle, both binding problems can be overcome in several ways, including synchronous oscillations and spike-field coherence. Another solution, which our data endorse, is to maintain a "tag" to the associated option in reward-sensitive neurons by preserving some object-specific selectivity (Lennie 1998; Ghose and Maunsell 1999; Riesenhuber and Poggio 1999; Shadlen and Movshon 1999) .
