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Recent studies suggest the assumption of uniform heating that is used in current
structural fire design cannot be assumed conservative, especially if the fire is
expected to burn locally. Aside from design equations, which have limited applicabil-
ity, a common approach to simulating structural members subjected to a localized fire
is modeling the fire‐structure interaction using a coupled computational fluid dynam-
ics (CFD)‐finite element (FE) model. In the existing literature, a wide range of methods
and parameters are used when determining the boundary conditions at the fire‐
structure interface, specifically regarding the representation of net heat flux, heat
transfer coefficient, and surface emissivity of steel. The purpose of this study is to
investigate various methods for representing the boundary conditions in terms of
accuracy and computational efficiency and then identify best practices. In conclusion,
our study found that net heat flux predicted by adiabatic surface temperature, a non-
constant heat transfer coefficient, and a surface emissivity of 0.9 for steel was the
most reliable thermal boundary condition in a coupled CFD‐FE model of a localized
fire. These recommendations are based on the two cases studied here, and caution
should be used when applying these results to future studies.
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Recent studies suggest that the assumption of uniform heating used in
current structural fire design cannot be assumed to be conservative,
especially in the case of localized fires. Zhang et al1 suggests that the
failure mode of a beammay be different if it is exposed to a localized fire
instead of the standard fire curve. In particular, Zhang et al1 found that
whenmany beamswere subjected to the standard fire curve, they failed
due to deflection limitations, but when they were subjected to a local-
ized fire, they failed due to buckling. A study by Dwaikat et al2 on the
effect of thermal gradients in steel columns concluded that the thermal
gradient caused a bending moment in the column, which reduced the
column's capacity. These studies suggest that structural members sub-
jected to thermal gradients behave fundamentally different from how
they were originally conceived, leading to the potential of a prematurewileyonlinelibrary.comfailure. In addition, another study by Zhang et al3 found that the failure
temperature of steel columns subjected to an adjacent localized fire
could be higher or lower than the failure temperature predicted by
the standard fire curve. These studies show that the current design
codes do not have the capability to predict the behavior of structural
elements subjected to localized heating, and therefore, a more detailed
approach to modeling these structures is needed.2 | BACKGROUND
A common approach to simulating structural members subjected to a
localized fire is a coupled computational fluid dynamics (CFD)–finite
element (FE) model. The CFD analysis of the fire allows for the full
consideration of the nonuniform effect of the localized fire. Heat flux© 2019 John Wiley & Sons, Ltd./journal/fam 409
410 DESIMONE AND JEFFERSand temperature data from the CFD analysis are passed to the FE
model as a thermal boundary condition, and the FE analysis deter-
mines the thermal and mechanical response of the structure. An exam-
ple of this can be seen in Figure 1, where the image on the left is the
CFD simulation of an I‐beam subjected to a pool fire. Data from the
CFD simulation is transferred to the FE analysis, and the image on
the right shows the solid heat transfer analysis of the I‐beam due to
the pool fire.
The study described in this paper focuses on the representation of
the boundary condition at the structure‐fire interface for coupled
CFD‐FE analyses of localized fires. In the existing literature,4-9 many
different methods and parameters have been used when determining
the thermal boundary conditions at the fire‐structure interface. The
issue is that the methods being used lack consistency, which could
lead to significant modeling errors when applied in practice. The pur-
pose of this study is to investigate the existing methods for accuracy
and computational efficiency and then to identify best practices so
as to guide readers in the very complicated CFD‐FE analysis of struc-
tures in fire. This study also aims to show the impact that certain
modeling assumptions can have on the prediction of structural
response. The main inconsistencies found in the literature were related
to the representation of solid temperatures, the convective heat trans-
fer coefficient, and the surface emissivity of steel at the structure‐fire
interface.
Net heat flux is used as the thermal boundary condition, and two
different representations of net heat flux are considered in this study,
which employ different models for heat transfer in the solid. Heat flux
is defined as a flow of energy per unit area per unit time. The net heat
flux to a surface can be predicted by the incident radiative heat flux
and the gas temperature, the adiabatic surface temperature4 (AST),
or directly in the CFD simulation. The first two methods listed use
the FE conduction model to determine solid temperature while the
final method listed uses the CFD code's solid conduction model. Next,
the convective heat transfer coefficient was considered, which is a
parameter used to determine the convective heat flux component of
the boundary condition. This study considers the heat transfer coeffi-
cient as a constant value of 35 W/m2K (as specified in Eurocode5 and
Tondini et al6) or 9 W/m2K (as specified in Zhang et al7) or calculated
directly from the CFD analysis (as recommended in Silva et al8). In
addition, the surface emissivity of steel is explored in this study. Emis-
sivity is the ratio between the radiative heat absorbed by the surface
to that absorbed by a blackbody, and it is related to determining the
radiative heat flux to a solid. Eurocode5 suggests using a value of 0.7FIGURE 1 CFD‐FE coupling schematic [Colour figure can be viewed
at wileyonlinelibrary.com]for calculations of steel exposed to fire, and the value of 0.9 has been
used for the emissivity of steel when considering localized fires.9 Fur-
thermore, The ASCE Manuals and Reports on Engineering Practice No.
138, Structural Fire Engineering10 reports the emissivity of steel at
room temperature to be between 0.2 and 0.9 and recommends a value
towards the higher end of the provided range when modeling unpro-
tected steel under fire exposure as a conservative measure because
soot may adhere to the surface of the steel.
This study considers the various methods and parameters
described above in two localized fire scenarios. The first scenario con-
siders a square hollow section (SHS) column subjected to an adjacent
burner fire, which has been tested experimentally.11 The second sce-
nario consists of a steel I‐beam subjected to a pool fire at mid‐span,
which was experimentally tested at the University of Edinburgh.123 | VALIDATION STUDIES
3.1 | Case 1—experiment by Kamikawa et al
Case 1 is modeled after an experiment conducted by Kamikawa
et al.11 It consisted of an SHS column subjected to an adjacent burner
fire. Specifically, the fire source was a square diffusion burner (dimen-
sions: 0.3 m × 0.3 m × 0.25 m tall) located beside the base of the col-
umn. The fuel source was propane, and the heat release rate (HRR)
was kept constant at 52.5 kW. The column section tested was
STKR400, with dimensions, 0.1 m × 0.1 m × 1.6 m and a 3.2‐mm wall
thickness. The column was only restrained at the base where a fixed
boundary condition was imposed. The experiment conducted by
Kamikawa et al11 included four different test cases; the case studied
here is referred to as case 1 in their work. This experiment was con-
ducted to study the thermal and mechanical response of the column
as a result of thermal expansion and no mechanical load placed on
the column. Figure 2 displays the experimental setup.11 The setup
depicts the column within a load bearing frame and an oil jack set
above the specimen. The oil jack was controlled by an electric hydrau-
lic pump. Installed between the specimen and the jack were a load cell
for axial force (although no axial force was applied in the case studied
here), a cylindrical sliding bearing, and a cruciform steel plate forFIGURE 2 Experimental setup in Kamikawa et al10
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exhaust were placed around the experimental apparatus.113.2 | Case 2—experiment by University of Edinburgh
Case 2 is modeled after an experiment performed at the University of
Edinburgh.12 It consisted of a steel I‐beam subjected to a pool fire at
mid‐span. The fire source was a 0.4‐m square heptane pool fire with
a mass of 1.6 kg. The fire was located 1 m below the beam at mid‐
span. The I‐beam used in the test was a simply supported 203 × 133
× 30 UB section. The measured mass loss rate of the heptane fuel
was 0.0203 kg/m2 s. This experiment was conducted as part of a
round‐robin study to examine the consistency of different modeling
approaches to determine the thermal response of a beam subjected
to a pool fire. There was no mechanical load placed on the beam in this
study. The test setup12 is shown in Figure 3. The setup depicts the
beam being simply supported by two metal stands. The fire is located
under the beam at mid‐span, and the fire source was placed in a water
bath.4 | METHODOLOGY AND NUMERICAL
MODELS
This study uses a one‐way (or weak) coupling algorithm to couple the
CFD‐FE analyses, illustrated in Figure 4. In a one‐way coupling
scheme, the CFD and FE analyses are run separately, and information
from the CFD simulation, namely, temperature and heat flux data, is
transferred to the FE model, which determines the thermal and
mechanical response of the structure. There is no feedback from the
FE analysis to the CFD code. Broadly, this means that characteristicsFIGURE 3 Experimental setup in Higginson et al11
FIGURE 4 One‐way weak coupling
algorithm
[Colour figure can
be viewed at wileyonlinelibrary.com]
[Colour figure can be viewed at
wileyonlinelibrary.com]captured in the FE analysis such as displacements and other changes
in geometry are not considered in the CFD simulation. Spatial13 and
temporal14 homogenization algorithms were used to overcome differ-
ences in the space and time scale used in the CFD and FE analyses.
The CFD code used to model the localized fire in this study was fire
dynamics simulator (FDS) developed by NIST. Specifically, version
6.6.0 was used for the analyses presented in this report. FDS numeri-
cally solves a form of the Navier‐Stokes equation that can be used for
“low‐speed, thermally‐driven flow.” Turbulence is modeled using large
eddy simulation (LES). The combustion model uses a single step,
mixing‐controlled chemical reaction that uses three lumped species
(ie, air, fuel, and products), and radiative heat transfer is solved for
using the radiation transport equation for gray gas.15
Temperature‐dependent material properties were used for the
steel members in both the CFD and FE models. The temperature‐
dependent Eurocode5 models for conductivity and specific heat were
input into both the CFD and FE models, and the stress‐strain model
and thermal expansion model from Eurocode5 were used in the FE
analysis. The elastic modulus used was 202 000 MPa, and the yield
strength used was 404 MPa.
The spatial mesh for the CFD code was determined based on the










where D* is the characteristic diameter of the plume (m), _Q is the total
heat release rate (kW), p∞ is the ambient air density (kg/m
3), cp is the
ambient specific heat of air (kJ/kg‐K), T∞ is the ambient air tempera-
ture (K), and g is the acceleration of gravity (m/s2).
The characteristic diameter of the plume can then be used to





where R* is the spatial resolution and dx mesh size (m).
Using Equations (1) and (2), a mesh size of 0.025 m was found to be
sufficient for both cases 1 and 2 (assuming R* = 1/12) as recom-
mended.9 Additionally, a CFD mesh sensitivity study was carried out
for case 1. Because of the similar nature of cases 1 and 2 and that
the same mesh size was used, an additional mesh sensitivity analysis
was not carried out for case 2. The results of the CFD mesh sensitivity
study are presented in Figure 5. A mesh size of dx = 0.025 m and dx =
0.0125 m were tested and compared. Figure 5A presents the thermal
results recorded on the center of the front side of the column (closest
to the fire) measured 400 mm from the base. Figure 5B presents the
FIGURE 5 Computational fluid dynamics mesh study: A, thermal results and B, displacement results
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[Colour figure can be viewed at
wileyonlinelibrary.com]displacement results recorded on the center of the front side of the
column (closest to the fire) measured 1440 mm from the base. The
refined CFD mesh (dx = 0.0125 m) predicted higher temperatures as
seen in Figure 5A and larger displacements as seen in Figure 5B. In Fig-
ure 5A, the maximum difference in predicted temperature between
the original mesh (dx = 0.025 m) and the refined mesh (dx = 0.0125
m) is less than 10%. In Figure 5B, the maximum difference in predicted
displacement between the original mesh (dx = 0.025 m) and the
refined mesh (dx = 0.0125 m) is approximately 14%. These results con-
firm that refining the CFD mesh does not notably impact the results
and does not justify the significant increase in computational expense
that would be required.
The CFD computational domain used in case 1 was 0.75 m × 0.45 m
× 1.8 m, and the computational domain used in case 2was 3.0 m × 1.5m
× 2.0m. The edges of the computational domainweremodeled as “open
vents” in FDS, meaning a passive opening to the outside where ambient
conditions exist.15 It is important to the validity of CFD simulations that
the open vents are modeled far enough away from the regions of inter-
est as to not disrupt flow patterns. To validate the choice of the domain
size used in this study, additional CFD analyses were run for cases 1 and
2 where the computational domain was extended by 0.5 m in five direc-
tions (+x, −x, +y, −y, and +z) and compared with the original smaller
domain size. The domain size of the extended boundary for case 1 was
1.75 m × 1.45 m × 2.3 m, and the extended domain size for case 2 was
4.0 m × 2.5 m × 2.5 m. The results of the analysis of domain size are pre-
sented in Figure 6. Figure 6A presents the thermal results for case 1FIGURE 6 CFD computional domain comparison: A, case 1 and B, case 2recorded at the center of the front face of the column (closest to the fire)
and 400 mm from the base. Figure 6B presents the thermal results for
case 2, recorded at mid‐span and mid‐web of the beam. The figures
show that increasing the computational domain does not significantly
impact the results of this study.
In this study, the relevant CFD data were output at every compu-
tational volume in the CFD code that contained a structural surface.
This was done to completely capture the nonuniformity of the local-
ized fire and create the fullest representation of the CFD fire model
one could achieve in FE model. Smokeview images from the CFD anal-
yses are shown for case 1 (Figure 7A) and case 2 (Figure 7B).
Finite element models were created for both cases using Abaqus.
For case 1, a coupled temperature‐displacement analysis was per-
formed using the S4T element type. The S4T coupled temperature‐
displacement element is a four‐node general‐purpose shell element
with finite membrane strains and bilinear temperature in the shell sur-
face. This element was chosen for this analysis because it can be used
in a coupled temperature‐displacement model and the thin walls of the
column could be properly modeled with a shell element. A mesh size of
0.01 m was used along the height and width of the column. For case 2,
a heat transfer analysis was performed using the DS4 element type.
The DS4 heat transfer element is a four‐node quadrilateral shell ele-
ment. This element was chosen for this analysis because it can be used
in a heat transfer model, and the thin web and flange of the beam
could be properly modeled with a shell element. A mesh size of 0.01
m was used along the height and length of the beam.[Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 7 CFD simulation of A, case 1 and B, case 2
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[Colour figure
can be viewed at wileyonlinelibrary.com]A FE mesh sensitivity study was conducted for case 1. Again,
because of the similar nature of cases 1 and 2 and that the same ele-
ment size was used for both cases, an additional mesh sensitivity study
was not conducted for case 2. The results of the FE mesh sensitivity
study are presented in Figure 8. An element size of dx = 0.01 m and
dx = 0.005 m was tested and compared. Figure 8A presents the ther-
mal results in the center of the front side of the column (closest to
the fire) measured 400 mm from the base. Figure 8B presents the dis-
placement results in the center of the front side of the column (closest
to the fire) measured 1440 mm from the base. The figures show that
reducing the element size does not significantly impact the results of
this study.
In the mechanical model for case 1, the base of the column was
fixed, and no mechanical loads were applied. For case 2, only a thermal
analysis was performed. The user‐subroutine DFLUX was used to
apply the distributed non‐uniform fluxes to the FE model. The thermal
boundary conditions used for both cases are discussed in detail in the
following sections.5 | HEAT TRANSFER PRINCIPLES
In typical structural fire engineering problems, heat is generated by a
fire and is transferred to the structural surface through radiation and
convection. Radiation refers to thermal energy that travels through
space by electromagnetic waves. Convection is heat transfer through
to the movement of molecules within a fluid such as air. RadiationFIGURE 8 Finite element mesh sensitivity study: A, thermal results and B, diand convection are independent terms, and when computing heat
transfer to a surface, they must be considered separately.16 A mixed
boundary condition is the most common way to express the boundary
condition in structural fire engineering applications.4 Equation (3) rep-
resents the total heat transfer to a surface with independent terms for
radiative and convective heat transfer, where _q}tot is the total net heat
flux (W/m2), _q}rad is the net radiative heat flux, and _q
}
con is the convec-
tive heat flux.16
_q}tot ¼ _q}rad þ _q}conv: (3)
Equation (4) defines the net radiation, where _q}abs is the absorbed
radiant heat (W/m2) and _q}emi is the emitted radiant heat (W/m
2).
_q}rad ¼ _q}abs − _q}emi: (4)
Equation (5) defines the absorbed radiant heat where α is the
absorptivity, G is the irradiation, ε is the surface emissivity, σ is the
Stefan‐Boltzmann constant (W/m2K4), Tr is the radiation temperature
(K), and _q}inc is the incident radiation (W/m
2). The radiation temperature
is the equilibrium temperature that an object will obtain if subjected to
only constant radiation (no convection or conduction).16 Note that
Equation (5) only holds true if α = ε, which is true for a gray surface.
All structural surfaces in this study were assumed to be gray surfaces,
which is a standard assumption in the structural fire engineering field.
A gray surface is a special case for when radiation exchange occurs
between a small surface and a much larger surface (which is at a con-
stant temperature) that completely surrounds the smaller surface. The
surroundings could be a furnace or the walls of a room where the tem-
perature of the surroundings is not equal to the temperature of the
surface.17 This equation shows that the absorbed radiation is depen-
dent on the incident radation.16
_q}abs ¼ αG ¼ εG ¼ εσT4r ≡ ε _q}inc: (5)
Equation (6) defines emitted radiation where Ts is surface tempera-
ture (K). This equation shows that emitted radiation is governed by the
surface temperature.16splacement results [Colour figure can be viewed at wileyonlinelibrary.com]
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Equation (7) defines the convective heat transfer by convection,
where h is the heat transfer coefficient (W/m2 K) and Tg is gas temper-
ature (K). This relationship shows that convective heat transfer is con-
trolled by the temperature difference between gas temperature and
surface temperature15.
_q}conv ¼ h Tg − Tsð Þ: (7)
Equations (3) to (7) can be combined to create Equation (8), which
represents total heat transfer or net heat flux to a surface.16
_q}tot ¼ ε _q}inc − σT4s
 þ h Tg − Tsð Þ: (8)
The adiabatic surface temperature (AST) is the temperature of a
surface where heat is not absorbed or emitted, and it is a weighted
average of the radiation temperature and the gas temperature.4 The
weighting is dependent on the surface emissivity and the heat transfer
coefficent. AST will be closer the the gas temperature for a high heat
transfer coefficient, and the AST will be closer to the radiation temper-
ature for a low heat transfer coefficent.16 AST is independent of sur-
face temperature.4 Equation (9) presents the defining relation for
adiabatic surface temperature, whereTAST is the adiabatic surface tem-
perature (K).
ε _q}inc − σT
4
AST
 þ h Tg − TASTð Þ ¼ 0: (9)
Equation (10) represents the total heat transfer to a surface based
on adiabatic surface temperature. The full derivation for this equation
can be found in the literature.16
_q}tot ¼ εσ T4AST − T4s
 þ h TAST − Tsð Þ: (10)
Note that Equations (8) and (10) are theoretically equivalent to
each other. Care should be taken when comparing Equations (8) and
(10) using output data from FDS. These equations are equivalent to
each other when the data used are measured at a specific point in
time. FDS by default outputs time‐averaged data.6 | ANAYLSIS OF SOLID CONDUCTION
MODELS
6.1 | Solid temperature determined by FE analysis
Heat flux predicted by incident radiative heat flux and gas tempera-
ture is presented in Equation (8) and is the most traditional represen-
tation. It is also the most computationally expensive method
considered in this study; it requires at least two spatially and tempo-
rally variable parameters from the CFD simulation to be transferred to
the FE model, namely, the incident radiative heat flux (FDS DEVC =
“Incident Heat Flux”) and gas temperature (FDS DEVC = “Gas Tem-
perature”). To reduce the computational expense of determining the
net heat flux, Equation (10) was developed4 to calculate the net heatflux based on adiabatic surface temperature (AST). This method of
representing the net heat flux is computationally efficient because it
only requires one variable parameter from the CFD code to be trans-
ferred to the FE analysis, in this case, adiabatic surface temperature
(FDS DEVC = “Adiabatic Surface Temperature”). Note that because
Equations (8) and (10) are theoretically equal, it follows that the
results from calculating heat flux based on incident radiative heat flux
and gas temperature or adiabatic surface temperature are also equal.
This method uses the FE prediction of solid temperature (Ts) in Equa-
tions (8) and (10). This solid temperature model will be referred to as
FEM in Section 9.6.2 | Solid temperature determined by FDS
The heat flux predicted by the CFD code is also a computationally effi-
cient approach for determining the net heat flux to a surface; at most,
it relies on the inclusion of only one spatially and temporally varying
parameter, net heat flux (FDS DEVC = “Net Heat Flux”). The CFD code
used in this study, FDS,15 calculates the total net heat flux using Equa-
tion (8). It should be noted that this approach is not used in practice as
it depends on the CFD simulation to predict surface temperature (Ts),
which FDS was not designed to do. This solid temperature model will
be referred to as CFD in the results section of this paper.7 | ANALYSIS OF HEAT TRANSFER
COEFFICIENT
The heat transfer coefficient is an important parameter used to calcu-
late the convective heat flux as shown in Equation (7). As previously
discussed, the literature recommends a variety of values for the heat
transfer coefficient.7.1 | Heat transfer coefficient as 9 W/m2 K
This value is recommended for use by one study7 for calculating the
boundary condition of a coupled CFD‐FE model of an isolated struc-
tural member subjected to a localized fire. This approach for
representing the heat transfer coefficient is computationally efficient
because it is a constant value.7.2 | Heat transfer coefficient as 35 W/m2 K
The value of 35 W/m2K is recommended by Eurocode5 for use when a
more detailed approach is unavailable. It is implemented by one study6
for modeling a vehicle fire in a parking structure. This method is also
computationally efficient because it employs a constant value.7.3 | Spatially and temporally varying heat transfer
coefficient
This approach requires using a nonconstant value for the heat transfer
coefficient calculated by the CFD analysis. The CFD code used in this
DESIMONE AND JEFFERS 415study, FDS, determines the heat transfer coefficient based on the
equation as follows,
h ¼ max C Tg−Ts





where C is the empirical coefficient for natural convection, k is conduc-
tivity (W/m‐K), L is characteristic lengh (m), and Nu is the Nusselt
number.
Silva et al8 recommend the use of a variable heat transfer coeffi-
cient for a coupled CFD‐FE model. Furthermore, Wickstrom4 discour-
ages the use of a constant heat transfer coefficent in fire protection
engineering because the heat transfer coefficient can be highly depen-
dent on gas temperature and surface temperature, which can vary sig-
nificantly, especially localized fire scenarios. This method is the most
computionally expensive approach to modeling the heat transfer
coefficent because it requires the inclusion of an additional spatially
and temporally variable parameter from the CFD simultaion.8 | ANALYSIS OF SURFACE EMISSIVITY
The emissivity of a surface is defined as the ratio between the radia-
tive heat absorbed by a surface to that absorbed by a blackbody sur-
face. A blackbody is an idealized surface that absorbs all incident
radiation. Emissivity is related to the calculation of the net radiative
heat flux as shown in Equations (5) and (6). Both methods describedFIGURE 9 Temperature measurement locations for A, case 1 and B,
case 2
FIGURE 10 Spatially varying temperature analysis: A, case 1 and B, case
[Colour figure can be viewed at wileyonlinelibrary.com]below recommend using a constant value for the surface emissivity;
therefore, they both have the same computational expense.8.1 | Emissivity of steel as 0.7
The Eurocode5 suggests using a value of 0.7 for traditional calculations
of steel exposed to fire.8.2 | Emissivity of steel as 0.9
A value of 0.9 as the emissivity of steel is used by one study9 for a
CFD‐FE model of a column subjected to a localized fire.9 | RESULTS AND DISCUSSION
Figure 9A,B visually displays where the temperature measurements
were recorded in relation to the fire for the following results for cases
1 and 2, respectively.9.1 | Discussion of solid temperature models
Equations (8) and (10) are theoretically equivalent to each other, and
therefore, the results from utilizing net heat flux calculated from inci-
dent radiative heat flux and gas temperature will be the same as the
results from utilizing net heat flux calculated from adiabatic surface
temperature. The results from both heat flux assumptions will be
labeled as FEM in the results because they both use the FE prediction
of surface temperature (Ts). The results when utilizing net heat flux
calculated from the CFD code will be different because it relies on
the CFD prediction of surface temperature (Ts). FDS, the CFD code
used in this study, employs only a 1D conduction model, which will
result in errors for the case of large thermal gradients that occur
due to localized fires. To demonstrate the importance of using a 3D
conduction model for coupled CFD‐FE localized fire models,
Figure 10A,B displays the spatially varying surface temperatures that
occur through the center of the front surface of the column (closest
to the fire) in case 1 at 3600 s (end of simulation time) and the center
of the bottom flange of the beam in case 2 at 600 s (end of simulation2 [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 12
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temperature models [Colour figure can be viewed at
wileyonlinelibrary.com]
Thermal results for case 2 based on varying solidtime), respectively. Figure 10A shows that the front surface tempera-
ture of the column varies from approximately 466°C at the top of the
column to over 680°C at 0.45 m measured from the base, which is
approximately 0.2 m above the burner. Figure 10B shows the surface
temperatures on the bottom flange of the beam vary from approxi-
mately 25°C at both ends to over 200°C in the center of the beam,
which is located directly over the pool fire. Both cases demonstrate
a range of temperatures of approximately 200°C on a single surface.
Figure 11 displays the temperature results considering a CFD solid
temperature model for case 1. The FEM results are not presented here
because ABAQUS was not able to properly model the cavity heat
transfer. Figure 11A displays the surface temperature results on the
front surface (facing the fire) at 0.4 m, and Figure 11B shows the tem-
perature results for the corner of the column, in between the front and
side surface, at 0.4 m. Figure 11C,D displays the temperature results
for the side and back surfaces of the column, respectively, at 0.6 m.
On the cross‐section level, measurements for temperature on the
front, side, and back surfaces were recorded from the center of the
respective column face. A surface emissivity of 0.9 and a variable heat
transfer coefficient predicted by the CFD code were used for both
cases in this section.
Figure 12 displays the surface temperature results for case 2 con-
sidering varying solid temperature predictions. Temperatures were
recorded at mid‐span and mid‐web of the beam.
Figure 13 displays the lateral displacement results along the length
of the column in case 1 considering a CFD solid temperature model.
Again, The FEM results are not presented here because ABAQUS
was not able to properly model the cavity heat transfer. Figure 13A‐
D shows the displacement results recorded at 1.44, 1.225, 0.925,FIGURE 11 Thermal results for case 1 considering a CFD solid temperat
surface [Colour figure can be viewed at wileyonlinelibrary.com]and 0.775 m, respectively, along height of the column, measured from
the base. On the cross‐section level, measurements for displacement
were recorded in the center of the front face of the column.
Generally, the thermal results presented in Figures 11 and 12 dem-
onstrate that using the CFD prediction of solid temperatures to calcu-
late heat flux resulted in higher predicted temperatures. The thermal
results for case 1 presented in Figure 11 show that using the CFD
solid temperature model overpredicted the temperatures on the front
surface and more accurately predicted temperatures on the side and
back surfaces. The thermal results for case 2 presented in Figure 12ure model: A, front surface; B, corner surface; C, side surface; D, back
FIGURE 13 Displacement results for case 1 considering a CFD solid temperature model: A, 1440 mm; B, 1225 mm; C, 925 mm; D, 775 mm
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[Colour figure can be viewed at wileyonlinelibrary.com]show that using the FEM calculation of solid temperature resulted in a
lower and more accurate prediction of the surface temperature; the
CFD calculation of solid temperature overpredicted the temperature
in this case.
Figure 13 displays the displacement predictions for case 1. The
CFD solid temperature model slightly overpredicted the displace-
ments, especially earlier in the simulations. As the simulation
progressed, the predicted displacements more accurately modeled
the experimental displacements, except for the back surface of the col-
umn. The displacement prediction on the back surface of the column
was slightly underpredicted.
Overall, the FEM solid temperature model is a more accurate rep-
resentation of solid temperatures in a localized fire scenario and was
able to better predict surface temperatures close to the flame, as
shown in case 2. Therefore, this study recommends using the FEM
solid temperature model when possible.9.2 | Comparison of heat transfer coefficient
Figure 14 displays the temperature results for varying heat transfer
coefficients in case 1. Figure 14A displays the surface temperature
results on the front surface (facing the fire) at 0.4 m, and Figure 14B
shows the temperature results for the corner of the column, in
between the front and side surfaces, at 0.4 m. Figure 14C,D displays
the temperature results for the side and back surfaces of the column,
respectively, at 0.6 m. On the cross‐section level, measurements for
temperature on the front, side, and back surfaces were recorded fromthe center of the respective column face. A surface emissivity of 0.9
and surface temperature predicted by the CFD code were used for
both cases in this section.
Figure 15 displays the surface temperature results for case 2 con-
sidering varying heat transfer coefficient assumptions. Temperatures
were recorded at mid‐span and mid‐web of the beam.
Figure 16 displays the lateral displacement results along the length
of the column in case 1 considering the varying heat transfer coeffi-
cient assumptions. Figure 16A‐D shows the displacement results
recorded at 1.44, 1.225, 0.925, and 0.775, respectively, along height
of the column, measured from the base. On the cross‐section level,
measurements for displacement were recorded in the center of the
front face of the column.
The thermal results for the different heat transfer coefficient
assumptions show that the predicted temperatures can vary signifi-
cantly based on the employed assumption. A heat transfer coefficient
of 35 W/m2K significantly overpredicted the temperatures of the
beam in case 2 as seen in Figure 15. In case 1, a heat transfer coeffi-
cient of 35 W/m2K overpredicted the temperatures on the front and
corner surface of the column, accurately predicted the temperatures
on the side surface, and underpredicted temperatures on the back sur-
face. Temperatures were overpredicted on the front and corner sur-
faces because these surfaces are closest to the fire where gas
temperatures are the highest, so the convective heat transfer to these
surfaces is heating the column, and a large heat transfer coefficient
overpredicted this behavior. On the back surface, furthest from the
fire, the gas temperatures are lower, and the convective heat transfer
is working to cool the back surface, which resulted in underpredicted
FIGURE 15 Thermal results for case 2 based on varying heat
FIGURE 14 Thermal results for case 1 based on varying heat transfer coefficient (h) assumptions: A, front surface; B, corner surface; C, side
surface; D, back surface
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transfer coefficient (h) assumptions [Colour figure can be viewed at
wileyonlinelibrary.com]temperatures when the convective heat flux is weighted more heavily
by a larger heat transfer coefficient. In case 1, assuming the heat trans-
fer coefficient as equal to 9 W/m2K resulted in slightly lower column
temperatures than assuming a heat transfer coefficient predicted by
the CFD code as seen in Figure 14. In case 2, there was an opposite
effect on the thermal response. The heat transfer coefficient calcu-
lated by the CFD code resulted in slightly lower predicted tempera-
tures than the temperatures predicted by a heat transfer coefficient
of 9 W/m2K, which can be seen in Figure 15.The displacement results seen in Figure 16 show that a heat transfer
coefficient of 9 W/m2K predicted slightly higher displacements while a
variable heat transfer coefficient from the CFD code predicted lower
and more accurate displacements. A heat transfer coefficient of 35
W/m2K significantly overpredicted the displacement results due to
the artificially large temperature gradient it predicted within the cross
section of the column.
Figure 17A shows the heat transfer coefficient predicted by theCFD
code along the height of the column for case 1 at 1600 s (half of the sim-
ulation time). Along the front surface of the column, there are high levels
of nonuniformity predicted, with a minimum heat transfer coefficient of
1.21W/m2K and amaximum heat transfer coefficient of 11.65W/m2K.
Along the back surface of the column, there was nonuniformity as well,
but to a smaller degree. The back surface had a minimum heat transfer
coefficient of 2.75 W/m2K and a maximum heat transfer coefficient of
7.93 W/m2K. Figure 17B shows the heat transfer coefficient along the
length of the beam predicted by the CFD code for case 2 at 300 s (half
the simulation time). Along the bottom flange, high nonuniformity of
the heat transfer coefficient can be seen. The minimum predicted heat
transfer coefficient, located on the far edge of the beam, is 1.44
W/m2K, and the maximum predicted heat transfer coefficient, located
where the flame in impinging on the bottom surface, is 9.26 W/m2K.
These results signify that the heat transfer coefficient for localized
fires cannot be accurately represented by a single constant value. Dif-
ferent localized fire scenarios will result in different values for the heat
transfer coefficient. There can be significant variation in the heat
transfer coefficient over the entire structural member. Therefore, a
spatially and temporally variable heat transfer coefficient should be
included in coupled CFD‐FE analyses when possible. If using a variable
FIGURE 16 Displacement results for case 1 based on varying heat transfer coefficient (h) assumptions: A, 1440 mm; B, 1225 mm; C, 925 mm; D,
775 mm
FIGURE 17 Heat transfer coefficients predicted by the CFD code: A, case 1 and B, case 2
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[Colour figure can be viewed at wileyonlinelibrary.com]heat transfer coefficient is not possible, based on the results of the
cases studied here, a constant value of 9 W/m2K should be used when
modeling a localized fire on an isolated structural member.
9.3 | Comparison of surface emissivity
Figure 18 displays the temperature results for varying emissivity
assumptions in case 1. Figure 18A displays the surface temperature
results on the front surface (facing the fire) at 0.4 m, and Figure 18B
shows the temperature results for the corner of the column, in
between the front and side surfaces, at 0.4 m. Figure 18C,D displays
the temperature results for the side and back surfaces of the column
at 0.6 m, respectively. On the cross‐section level, measurements for
temperature on the front, side, and back surfaces were recorded fromthe center of the respective column face. A variable heat transfer coef-
ficient and surface temperature predicted by the CFD code were used
for both cases in this section.
Figure 19 displays the surface temperature results for case 2 con-
sidering varying surface emissivity assumptions. Temperatures were
recorded at mid‐span and mid‐web of the beam.
Figure 20 displays the lateral displacement results along the length
of the column in case 1 considering the various emissivity assumptions.
Figure 20A‐D shows the displacement results recorded at 1.44, 1.225,
0.925, and 0.775 m, respectively, along height of the column, measured
from the base. On the cross‐section level, measurements for displace-
ment were recorded in the center of the front face of the column.
In both cases, the higher emissivity value resulted in higher pre-
dicted surface temperatures as expected, shown in Figures 18 and
FIGURE 18 Thermal results for case 1 based on varying emissivity (e) assumptions: A, front surface; B, corner surface; C, side surface; D, back
FIGURE 19 Thermal results for case 2 based on varying emissivity (e)
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assumptions [Colour figure can be viewed at wileyonlinelibrary.com]19. In case 1, an emissivity of 0.7 accurately predicted the tempera-
tures on the front surface of the column but underpredicted tempera-
tures on the back surface of the column, or the surface of the column
farthest from the flame. For case 2, where the only recorded temper-
atures were close to the flame, the emissivity of 0.7 more accurately
modeled the temperature.
The displacement results displayed in Figure 20 show that the
emissivity of 0.7 resulted in similar displacement predictions as using
an emissivity of 0.9. In the beginning of the simulation, an emissivity
of 0.7 predicted lower displacements than an emissivity of 0.9 but asthe simulation progressed, an emissivity of 0.7 predicted slightly higher
displacement values.
Both emissivity assumptions resulted in similar displacement predic-
tions, but an emissivity of 0.9 was able to more accurately predict the
temperature of the column. Therefore, in this study, using an emissivity
of 0.9 for localized fire scenarios is recommended as a conservative
measure.9.4 | Comparison of heat transfer coefficient and
surface emissivity
Figure 21 presents a comprehensive representation of various bound-
ary condition assumptions for case 2. Figure 21 displays the surface
temperature results for case 2 considering varying heat transfer coef-
ficient and surface emissivity assumptions. Temperatures were
recorded at mid‐span and mid‐web of the beam.
Figure 21 shows that an emissivity of 0.7 always predicted lower
temperatures than the corresponding emissivity of 0.9 results, which
is expected. The results for a heat transfer coefficient predicted by
the CFD code and a heat transfer coefficient equal to 9 W/m2K
resulted in lower predicted temperatures than 35 W/m2K regardless
of the emissivity during the heating phase of beam. The heating phase
of the beam ends at approximately 492 seconds after the fuel burns
out. During the cooling phase, the temperature prediction for an emis-
sivity of 0.7 and a heat transfer coefficient equal to 35 W/m2 K cools
at a faster rate (due to the increased magnitude of convection), and
the simulation ends with this boundary condition assumption resulting
in a slightly lower temperature than predicted by assuming an
FIGURE 20 Displacement results for case 1 based on varying emissivity (e) assumptions: A, 1440 mm; B, 1225 mm; C, 925 mm; D, 775 mm




















FIGURE 21 Thermal results for case 2 based on varying heat
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transfer coefficient (h) and emissivity (e) assumptions [Colour figure
can be viewed at wileyonlinelibrary.com]emissivity of 0.9 and a heat transfer coefficient predicted by the CFD
code or equal to 9 W/m2K. Overall, a modeling assumption of surface
emissivity equal to 0.7, and a heat transfer coefficient predicted by
the CFD code resulted in the lowest predicted temperatures, while
a modeling assumption of surface emissivity equal to 0.9 and a heat
transfer coefficient equal to 35 W/m2K resulted in the highest pre-
dicted surface temperatures.10 | CONCLUSIONS
This study considered the effect of varying solid heat transfer models,
heat transfer coefficients, and surface emissivities on the mechanical
and thermal response of structural members subjected to a localized
fire modeled using a coupled CFD‐FE model. The results are summa-
rized inTable 1. The “X” in the tables denotes either the most accurate
or computationally efficient choice for each category (solid tempera-
ture model, emissivity, etc). The recommendations made by this study
valued accuracy over computational expense. The main conclusions
are as follows:
• The FEM prediction of surface temperature should be used when
determining boundary conditions.
422 DESIMONE AND JEFFERS• The heat transfer coefficient for a localized fire scenario cannot be
accurately represented by a constant value. The heat transfer coef-
ficient can vary significantly over the structural member, and there-
fore, when possible, a spatially and temporally varying heat transfer
coefficient determined by the CFD code should be used.
• A surface emissivity value of 0.9 should be used for localized fire
scenarios of steel structures modeled using a coupled CFD‐FE
approach.
The recommendations presented by this study are limited to one‐
way coupled CFD‐FE analyses of localized fires on an isolated steel
structural member. The recommendations from this study are only
based on the two cases shown and should therefore be extrapolated
with care. Possible future work includes investigating if this approach
is accurate and computationally efficient for other structural fire prob-
lems, such as larger structural systems, concrete and composite sys-
tems, combustible assemblies, or a hybrid localized–traveling fire.
DISCLAIMER
Certain commercial entities, products, or materials are identified in this
document to describe a procedure or concept adequately. Such identi-
fication is not intended to imply recommendation, endorsement, or
implication that the entities, product, or materials are necessarily the
best available for the purpose.
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