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Abstract
We propose a method to axiomatize by equations the least pre$xed point of an order preserving
function. We discuss its domain of application and show that the Boolean modal -calculus has
a complete equational axiomatization. The method relies on the existence of a “closed structure”
and its relationship to the equational axiomatization of Action Logic is made explicit. The
implication operation of a closed structure is not monotonic in one of its variables; we show
that the existence of such a term that does not preserve the order is an essential condition for
de$ning by equations the least pre$xed point. We stress the interplay between closed structures
and $xed point operators by showing that the theory of Boolean modal -algebras is not a
conservative extension of the theory of modal -algebras. The latter is shown to lack the $nite
model property.
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1. Introduction
The least and the greatest $xed points of an order preserving function have shown to
be basic ingredients of logics of programs. This statement is exempli$ed with the con-
sideration of model checking, a feasible and well-established methodology that relates
speci$cations to computational systems and relies on the duality between logic and sets.
Speci$cations are formalized as propositions in an appropriate logic while systems are
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formalized as models of the logic, Kripke frames or transition systems. Multi-modal
classical logic and the algebra of relations, as basic settings to describe properties of
transition systems, are not powerful enough to express properties of computational in-
terest. Logics of programs arise from those settings by adding ad hoc operations able
to reach the desired expressive power. Most of the times the required operations turn
out to be least or greatest $xed points of existing operations. As an outcome of this
completion process, -calculi [3] have been considered, i.e. logics with both a least
and a greatest $xed point operators.
Thus concrete applications of logics of programs are a main reason for studying
and developing the theory of the least and the greatest $xed points. Until now a
main concern of logicians has been that of collecting and classifying the equational
properties of $xed point operators. In the monograph [7] several models are studied and
it is shown that essentially all the $xed point operators of interest to computer science
share the same equational properties. More recently, other interesting models have been
investigated: $xed point operators arising from initial algebras of functors [17], $xed
point operators arising from algebraically compact categories [18,50], and $xed point
operators derived from corecursive de$nitions [34]. Again, these operators have been
shown to share the same equational theory. The interest for the equational properties of
$xed points looks predominant to us, and for good reasons, since mastering equational
rules is a basic and necessary skill in mathematics. On the other hand, this line of
research can a priori be challenged with the following kind of considerations. None
of the possible natural de$nitions of the least $xed point—as listed in Proposition
1.1 below—can be settled in the context of equational logic and therefore it becomes
a legitimate suspect that equational logic is not the right tool for studying canonical
$xed points. The main aim of this paper is precisely to understand whether and when
equational logic is a right tool and gives a full insight on canonical $xed points.
One of the main result of this paper will provide a positive answer to this sort of
question, showing that for the majority of logics of programs canonical $xed points
are completely determined by their equational theory.
As a possible natural de$nition of the least $xed point we propose any of the $ve
properties in the following statement.
Proposition 1.1. Let L be a complete lattice, let f :L→L be an order preserving func-
tion and let x:f(x) be an element of L. The following conditions are
equivalent:
• x:f(x)=
∨
 f
(⊥), where for a limit ordinal  f(⊥)= ∨¡ f(⊥).
• x:f(x)=
∧{ l ∈ L |f(l)6l }.
• f(x:f(x))= x:f(x) and if f(z)= z then x:f(x)6z.
• f(x:f(x))= x:f(x) and if f(z)6z then x:f(x)6z.
• f(x:f(x))6x:f(x) and if f(z)6z then x:f(x)6z.
Equivalence of these properties follows under the assumption that the lattice L is
complete. If instead we adopt a logical perspective—so that elements of a lattice are
to be propositions of a logic—we see that the settings that make it possible to express
these properties are quite diJerent. The $rst property is expressible in an in$nitary logic.
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All the other properties are expressible by means of (monadic) second-order logic, but
their complexity is decreasing. In particular the last three properties are conjunctions
of Horn clauses; consequently, in a presentation of the theory the use of second-order
quanti$ers can be hidden by introducing inference schemes. The third property literally
expresses the fact that x:f(x) is a least $xed point, while the $fth expresses the
fact that x:f(x) is a least pre3xed point. The fourth and $fth properties are always
equivalent and imply the third, which is equivalent to them only under the completeness
assumption. We shall analyze the last property, being the most general and logically
simplest de$nition available until now. If the order relation 6 is expressible by means
of equations, this property is composed by the equation
f(x:f(x))6 x:f(x)
and by the equational implication
f(z)6 z ⇒ x:f(x)6 z:
In concrete terms, the goal of this paper is to understand when this equational impli-
cation, usually called the Park induction rule [15,40], can be eliminated in favor of an
axiomatization that uses only equations.
There are many advantages of being able to de$ne the least $xed point by means
of only equations. For example, we will be able to avoid paradoxes and technical
diLculties arising from impredicative de$nitions of second-order logic, the least $xed
point being de$ned in terms of a property which itself satis$es. Moreover, in a log-
ical presentation of the order relation of the theory, we would not need to add the
inference schemes corresponding to the Park induction rule, the addition of axiom
schemes will suLce. Finally, the models of the theories that are fully axiomatized by
equations are very well behaved: they form a variety of algebras, in the usual sense
of universal algebra [21], as well as an exact category [4]. The main characteristic
of these models is that quotients are in a bijective correspondence with congruences,
or, equivalently, they are closed under the operation of taking homomorphic images.
The advantages of being able to equationally de$ne the least pre$xed point have been
exempli$ed in [41] too. Here it is shown that the theory of regular expressions, no-
tably an in$nitely equationally based theory [14], can conservatively be extended to a
$nitely based theory, Action Logic. Moreover, the behavior of the Kleene star opera-
tion in the extended theory is uniquely determined by the order theoretic properties, as
expected.
The main contribution of this paper, Theorem 2.6, is a method to replace Park’s
induction rule with an equation. This method applies as soon as a host theory comes
with a closed structure, meaning that we can $nd a pair of binary terms x⊗y and
x( z, such that in every model of the theory the operation x⊗− is left adjoint to
x(− (see 2.4). In order to apply this method, we should weaken our goal from
that of axiomatizing the least pre$xed point of f(x) to that of axiomatizing the least
pre$xed point of f(x)⊗ z as well. Then, for every theory which extends one among:
the theory of groups, the theory of Boolean algebras, the theory of Heyting algebras,
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the theory of Girard quantales or of implicative quantales (roughly speaking, classi-
cal or intuitionistic linear logic), the least $xed point of an order preserving function
turns out to be de$nable by equations. In the rest of Section 2 we shall give variants
of the method and extend the class of order preserving functions for which we are
able to equationally axiomatize their least pre$xed points. In Section 3 we compare
the method with known equational axiomatization of least pre$xed points, essentially
Action Logic and Propositional Dynamic Logic. We shall argue that this method can
be considered to be a generalization of the equational axiomatization of the transi-
tive closure in Action Logic; on the other hand the method fails to give an exact
equivalent axiomatization of Propositional Dynamic Logic. As a corollary of our con-
siderations, we shall show in Section 4 that the Boolean modal -calculus [3,25] has
a complete equational axiomatization. We provide a simple list of equations forming
an equational base for the theory and develop some considerations from the point of
view of universal algebra: we argue that it is not possible to $nd $nite bases (i.e.
both a $nite signature and a $nite equational base) for the -calculus. In Section 5
we give a partial converse to our de$nability by equations theorem. The main feature
of a right adjoint (or of a left adjoint) to a covariant binary operator is that it is
contravariant in one of its two variables, that is, it reverses the order. We consider
a theory that is an extension of the theory of bounded lattices, and show that if the
theory contains only order preserving operators, then: either (1) the least pre$xed point
of an order preserving function cannot be axiomatized by equations, or (2) an equa-
tion stating that the least pre$xed point is at a $nite distance from the bottom of the
lattice holds in the theory. In Section 6 we end by exemplifying the problems that we
can encounter when least pre$xed points are not equationally de$nable. We consider
the theory of -lattices and show that there exists an ordered set with two diJerent
algebraic -lattice structures on it. Then we consider the theory of modal -algebras.
We $nd an equation which is derivable whenever the underlying distributive lattice is
a Heyting algebra and construct a modal -algebra where this equation does not hold.
As a consequence we observe that the theory of modal -algebras does not satisfy
the $nite model property, since every $nite distributive lattice is a Heyting algebra.
Finally, since every Boolean algebra is a Heyting algebra, we observe that the theory
of Boolean modal -algebras is not a conservative extension of the theory of modal
-algebras.
2. Equationally denable least prexed points
A signature  is a collection of pairwise disjoint sets {n}n¿0. By writing f∈n
we mean that f is a function symbol of arity n from the signature. Terms over  are
generated from a countable set of variables {x1; : : : ; xn; : : :} by substitution of previously
de$ned terms as arguments of the function symbols:
• Every variable is a term.
• If f∈n and ti is a term for i=1; : : : ; n, then f(t1; : : : ; tn) is a term.
By T() we shall denote the set of terms over  and by T(; X ) the set of terms
over  whose variables are contained in the $nite subset X ⊆{x1; : : : ; xn; : : :}.
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Denition 2.1. A Horn theory T is a pair 〈; I〉 where  is a signature and I is a set
of equational implications of the form
∧
i=1;:::;k
si = ti ⇒ s0 = t0; (1)
where, for i=0; : : : ; k; si; ti ∈T().
In the following we shall use the word “theory” as a synonymous of the words
“Horn theory”. In (1) we allow k to be equal to 0, in which case we call such an
implication an equation. The notions of a model of the theory and of a homomorphism
of models are standard from model theory and we let M(T) denote the category of
models of T. By I(T) we shall denote the set of equational implications holding in
every model of T and by E(T) the set of equations holding in every model of T.
We say that an equational implication (resp. an equation) holds in T if it belongs to
I(T) (resp. to E(T)). We shall use the notations x˜; y˜; : : : l˜; m˜; : : : to range over vectors
of variables and of elements, respectively.
Denition 2.2. A theory T= 〈; I〉 is equational if every implication in I is an equa-
tion and it is algebraic if M(T) is equivalent to a category M(T′) for an equational
theory T′.
In the previous de$nition we do not require the theory T′ to be of the form 〈; E〉 for
some set E of equations and for the same signature  of T. It follows from BirkhoJ’s
theorem on varieties of algebras that this possible alternative de$nition is equivalent
to the one given here: the property of T of having the form 〈; E〉 is equivalent to
the property of the category of models of being closed under products, subalgebras
and homomorphic images, and these three properties are invariant under equivalence
of categories.
Denition 2.3. A theory T is ordered if it comes with two terms l(x; y) and r(x; y)
such that the relation 6, de$ned as m6n if and only if l(m; n)= r(m; n), is a partial
order in every model of the theory.
Let T= 〈; I〉 be a theory ordered by the pair of terms l(x; y) and r(x; y). For each
s; t ∈T(; X ), say that s6t if and only if the equation l(s; t)= r(s; t) belongs to E(T),
then the relation 6 is reQexive and transitive, i.e. it is a quasiorder on the set of terms
T(; X ). De$nition 2.3 is meant to force the assumption that a quasiorder is given
and that it is equationally de$nable, thus setting all the discussion in the perspective of
equational logic. We remark that several observations that follow, in particular Theorem
2.6, do not depend on the latter assumption. On the other hand, from De$nition 2.3
it does not follow that substitution of variables for terms preserves the quasiorder and
we shall see in Section 5 that this is an essential condition for axiomatizing the least
pre$xed point by equations. In particular, this de$nition of an ordered theory does not
coincide with the one in [7, Section 8], where a theory is said to be ordered if a
quasiorder on the set of terms is given and substitution preserves the quasiorder. The
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ordered theories we have in mind are all those theories that are extensions of the theory
of semilattices. In these contexts we let l(x; y)= x∨y and g(x; y)=y so that m6n is
de$ned by the relation m∨ n= n. If a theory is ordered its equations are determined
by relations of the form s6t and vice versa so that we shall refer to those relations
simply as equations. We shall say that a term t(x; z˜) is covariant in x—or that x occurs
positively in it, or that it is monotone or order preserving in x—if the implication
x 6 y ⇒ t(x; z˜)6 t(y; z˜)
holds in T. Similarly, we shall say that a term t(x; z˜) is contravariant in x— or that
x occurs negatively in it—if the implication
x 6 y ⇒ t(y; z˜)6 t(x; z˜)
holds in T. Observe that if T is an ordered theory that is an extension of the theory
of semilattices, then the two equational implications above are equivalent to the two
equations
t(x)6 t(x ∨ y);
t(x ∨ y)6 t(x);
respectively.
Denition 2.4. A closed structure on an ordered theory T is a pair of binary terms
x⊗y and x( z such that x⊗y is covariant in x and moreover the two equational
implications
x ⊗ y 6 z ⇔ y 6 x ( z (2)
hold in T.
Using a categorical terminology, the above relation means that the operation x(—
is right adjoint to x⊗. It is a consequence of the de$nition that x⊗y is covariant in
y and that x( z is covariant in z. Indeed, from relation (2) we can derive the two
equations
y 6 x ( (x ⊗ y); (3)
x ⊗ (x ( z)6 z: (4)
Thus, if y16y2, then y16y26x( (x⊗y2) and therefore x⊗y16x⊗y2. Similarly, if
z16z2, then x⊗ (x( z1)6z16z2 and therefore x( z16x( z2. Conversely, Eqs. (3)
and (4), together with the fact that x⊗y is covariant in y and that x( z is covariant
in z, allow to recover (2) as follows. Supposing that x⊗y6z, we deduce
y6 x ( (x ⊗ y)
6 x ( z
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using covariance in z of x( z. Supposing that y6x( z, we deduce
x ⊗ y6 x ⊗ (x ( z)
6 z
using covariance in y of x⊗y. On the other hand, the term x( z of a closed structure
is contravariant in x: from x16x2 it follows that x1⊗ (x2( z)6x2⊗ (x2( z)6z, hence
x2( z6x1( z. As a consequence of these observations, we remark that it becomes
possible to axiomatize by equations a closed structure provided that we can express
by equations the fact that a term is covariant in one of its variables, as for example
within the theories that are extensions of the theory of semilattices.
Denition 2.5. Let T be an ordered theory. We say that a term g(˜z) is a least pre3xed
point of a term f(x; z˜) covariant in x, if the two equational implications
f(g(˜z); z˜)6 g(˜z); (5)
f(x; z˜)6 x ⇒ g(˜z)6 x (6)
belong to I(T). We say that a term G(˜z) is a greatest post3xed point of a term
f(x; z˜) covariant in x, if the dual equational implications
G(˜z)6f(G(˜z); z˜);
x 6 f(x; z˜) ⇒ x6G(˜z) (7)
belong to I(T).
The following two observations, proofs of which are found in [38], are easily de-
rived. If two terms g(˜z) and h(˜z) are least pre$xed points of a same term f(x; z˜),
then g(˜z)6h(˜z) and h(˜z)6g(˜z): a least pre$xed point of a term is unique modulo the
equations of T. If a variable zi occurs in the vector z˜ and the term f(x; z˜) is covari-
ant (contravariant) in zi, then a least pre$xed point g(˜z) of f(x; z˜) is also covariant
(contravariant) in zi.
Theorem 2.6. Let T be an ordered theory with a closed structure x⊗y; x( z. Let
f(x) be a term covariant in x and let g(z) be a least pre3xed point of the term
f(x)⊗ z. Then the two equations
f(g(z))⊗ z 6 g(z); (8)
g(f(x)( x)6 x (9)
hold in T. Conversely, if g(z) is a term covariant in z such that (8) and (9) hold in
T, then g(z) is a least pre3xed point of f(x)⊗ z. If moreover x⊗ 1= x holds in T
for some term 1, then g(1) is a least pre3xed point of f(x).
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Proof. Let g(z) be a least pre$xed point of f(x)⊗ z, then Eq. (8) simply states that
g(z) is a pre$xed point and Eq. (9) follows from the relation
f(x)⊗ (f(x)( x)6 x
and the Park induction rule (6). On the other hand, if g(z) is a term covariant in z and
if relations (8) and (9) hold in T, then g(z) is a pre$xed point and if f(x)⊗ z6x,
then z6f(x)( x and
g(z)6 g(f(x)( x)
6 x;
since g(z) is monotone in z. The last claim follows since f(x)6x if and only if
f(x)⊗ 16x.
In the theorem above we have not listed explicitly all the variables in f(x). We
could have written f(x; y˜) in place of f(x), in which case the result is generalized by
writing g(y˜; z) in place of g(z), where z is distinct from x and from all the variables
that occur in y˜.
An analogous characterization of greatest post$xed points is obtained by duality.
That is, suppose that in the ordered theory we can $nd a pair of terms x⊕y; x ÷ z,
with x⊕y covariant in x, such that the equational implications
z 6 x ⊕ y ⇔ x ÷ z 6 y
belong to I(T).
Corollary 2.7. Under these assumptions, let f(x) be a term covariant in x. If a term
G(z) is a greatest post3xed point of f(x)⊕ z, then the equations
G(z)6f(G(z))⊕ z;
x6G(f(x)÷ x)
belong to I(T). Conversely, if these equations hold in T and if the term G(z) is
covariant in z, then G(z) is a greatest post3xed point of f(x)⊕ z.
In order to obtain an equational characterization of the greatest post$xed point we
do not need to dualize all the context. A biclosed structure on an ordered theory T is
a triple of binary terms x⊗y, x( z and z (y, with x⊗y covariant in x, such that
the equational implications
x ⊗ y 6 z ⇔ y 6 x ( z
⇔ x 6 z (y
belong to I(T). As before, it follows that x⊗y is covariant in y and that x( z and
z
(
y are both covariant in z and contravariant in x and y, respectively.
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Theorem 2.8. Let T be an ordered theory with a biclosed structure x⊗y; x( z; z (y.
Let f(x) be a term covariant in x and let G(z) be a greatest post3xed point of the
term f(x)
(
z. Then the equations
G(z)6 f(G(z))
(
z; (10)
x 6 G(x ( fx) (11)
belong to I(T). Conversely, if G(z) is a term contravariant in z such that Eqs.
(10) and (11) hold in T, then G(z) is a greatest post3xed point of f(x) (z. If
moreover x⊗ 1= x holds in T for some term 1, then G(1) is a greatest post3xed point
of f(x).
Proof. Suppose that G(z) is a greatest post$xed point of f(x)
(
z. Again, Eq. (10)
states that G(z) is a post$xed point while Eq. (11) follows from the two equivalent
relations
x ⊗ (x ( f(x))6f(x);
x6f(x)
(
(x ( f(x))
and the dual (7) of the Park induction rule. Suppose on the other hand that Eqs. (10)
and (11) hold in T and that G(z) is contravariant in z. Consider a relation of the form
x 6 f(x)
(
z
and transform it into the equivalent relations
x ⊗ z6f(x);
z6 x ( f(x):
We obtain
x6G(x ( f(x))
6G(z)
since the term G(z) is contravariant in z. The last claim follows since f(x)
(
1=f(x).
Until now the only terms F(x; z) for which we are able to equationally axiomatize
a least pre$xed point have the form f(x)⊗ z. Our next goal is to extend the collec-
tion of these terms. To this end, we need a well-known [50, Section 5.3] strength-
ened version of the “composition identity” [7, Section 5.3.9] or “rolling equation”
[3, Section 1.3.12]
x:k(h(x)) = k(x:h(k(x))):
350 L. Santocanale / Theoretical Computer Science 295 (2003) 341–370
Lemma 2.9. Let P;Q be two posets and let h :P→Q and k :Q→P be order preserv-
ing functions. Suppose that the least pre3xed point x:h(k(x))∈Q of the composite
h ◦ k exists. Then the element k(x:h(k(x)))∈P is the least pre3xed point of the
composite k ◦ h.
Proof. The element k(x:h(k(x))) is easily seen to be a $xed point:
k ◦ h(k(x:h(k(x)))) = k(h ◦ k(x:h(k(x))))
= k(x:h(k(x))):
If k(h(z))6z, then h(k(h(z)))6h(z), since h is order preserving. It follows that
x:h(k(x))6h(z) and
k(x:h(k(x)))6 k(h(z))
6 z:
The lemma holds if h(x) and k(x) are covariant terms of an ordered theory and
x:h(k(x)) is a least pre$xed point of h(k(x)). This lemma suggests that in order to
add to a logic a least pre$xed point of a covariant term f(x), we can equivalently add
a least pre$xed point of any term h(k(x)) whenever f(x)= k(h(x)). The expressive
power of the logic will be the same. We develop this idea in what follows.
Denition 2.10. Let T be an ordered theory with a closed structure x⊗y, x( z. We
say that a term F(x; z) is guarded (by −⊗ z) if we can $nd two terms f1(x); f2(x),
both covariant in x, such that the equation
F(x; z) = f1(f2(x)⊗ z)
holds in T.
We show now that least pre$xed points of guarded terms are equationally axioma-
tizable.
Proposition 2.11. Let T be an ordered theory with a closed structure x⊗y; x( z.
Let F(x; z)=f1(f2(x)⊗ z) be a guarded term and let f∗(x) be the term f2(f1(x)).
If a term g(z) is a least pre3xed point of F(x; z), then the equations
F(g(z); z) = g(z); (12)
f∗(z)( z 6 f2(g(f∗(z)( z))( z (13)
hold in T. Conversely, if g(z) is a term covariant in z such that Eqs. (12) and (13)
hold in T, then g(z) is a least pre3xed point of F(x; z).
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Proof. Let g∗(z) be the term f2(g(z))⊗ z, then we can derive
f∗(g∗(z))⊗ z = f2(f1(f2(g(z))⊗ z))⊗ z
= f2(F(g(z); z))⊗ z
6f2(g(z))⊗ z
= g∗(z)
and
g∗(f∗(z)( z) = f2(g(f∗(z)( z))⊗ f∗(z)( z
6 z
so that g∗(z) is a least pre$xed point of f∗(x)⊗ z. It follows that
g(z) = F(g(z); z)
=f1(f2(g(z))⊗ z)
=f1(g∗(z))
is a least pre$xed point of f1(f2(x)⊗ z) and therefore of F(x; z), according to
Lemma 2.9. Suppose on the other hand that g(z) is a least pre$xed point of F(x; z), then
Eq. (12) holds in T. According to Lemma 2.9, f2(g(z))⊗ z is a least pre$xed point
of f∗(x)⊗ z and therefore Eq. (13) holds because of Eq. (9) and of the adjointness
relation (2).
If the term x⊗y is part of a biclosed structure, then it is possible to make further
use of Lemma 2.9 in order to obtain equational axiomatizations of least pre$xed points.
For example, consider a term of the form
F(x; z) = f1(f2(x)
(
z);
where f1(x); f2(x) are terms contravariant in x. By (essentially) axiomatizing the great-
est post$xed point of f2(f1(x))
(
z we would obtain an equational axiomatization of
the least pre$xed point of F(x; z).
3. Pure induction and Segerberg’s induction
The aim of this section is to compare the proposed method for axiomatizing a least
pre$xed point with known equational axiomatizations of operations that are least pre-
$xed points. Mainly, we have in mind the reQexive transitive closure operation of
Action Logic [41] and the iteration operation of Propositional Dynamic Logic [23,42].
The axiomatization of the reQexive transitive closure, called in [41] “pure induction”,
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is derived from Ng and Tarski’s axiomatization of the transitive closure operation in
relational algebras [37]. We shall show that it is possible to give an equivalent equa-
tional axiomatization of the reQexive transitive closure operation by means of Theorem
2.6 and of the tools developed in the previous section. On the other hand, these tools
fail to give an equational axiomatization of the iteration operation of Propositional Dy-
namic Logic that is equivalent to the one proposed by Segerberg [49]. In [41] it is
argued that pure induction and Segerberg’s induction are of a diJerent nature. Thus,
we argue that the proposed method to axiomatize a least pre$xed point has the same
nature as pure induction.
3.1. Action logic
The problem of axiomatizing the theory of regular expressions was posed in [24] and
it has been deeply investigated [14,43,45]. Several equational axiomatizations [8,16,28]
and axiomatizations by means of equational implications [10,11,27] have been proposed
for the theory. Action Logic [41] is an extension of the theory of regular expressions
where the concatenation operation (or multiplication) is part of a biclosed structure.
Its signature consists of the function symbols ⊥; ∨; 1; ⊗; (; (; (−)∗ with the usual
arities. Its equations constrain every model to be an idempotent biclosed semiring or
implicative quantale [44], that is, a semilattice with respect to ⊥; ∨ and a biclosed
monoid with respect to 1; ⊗; (; (. Finally, the two axioms
1 ∨ a ∨ a∗ ⊗ a∗6 a∗; (14)
1 ∨ a ∨ x ⊗ x 6 x ⇒ a∗6 x (15)
constrain the term a∗ to be a reQexive transitive closure of a, i.e. a least pre$xed
point of 1∨ a∨ x⊗ x. Because of the closed structure, the latter instance of the Park
induction rule—an equational implication—is equivalent to the pair of equations
x∗ = (x ∨ y)∗;
(a( a)∗ = a( a: (16)
The $rst equation states that the operation (−)∗ is covariant while the latter equation
is called in [41] axiom of pure induction.
To provide an alternative axiomatization of the reQexive transitive closure operation,
we axiomatize it as a least pre$xed point of 1∨ x⊗ a instead of axiomatizing it as
a least pre$xed point of 1∨ a∨ x⊗ x. The following proposition, which appears in
[19,36,41], shows that in the context of Action Logic the two strategies are equivalent.
For a proof see Theorem 1, Section 3.4 in [41].
Proposition 3.1. Let T be a theory that is an extension of the theory of idempotent
biclosed semirings. A term a∗ is a least pre3xed point of the term 1∨ a∨ x⊗ x
if and only if it is a least pre3xed point of the term 1∨ x⊗ a.
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We can apply Proposition 2.11 to the guarded term F(x; a)= 1∨ x⊗ a and deduce
that the two equations
1 ∨ a∗ ⊗ a = a∗; (17)
(1 ∨ x)( x 6 ((1 ∨ x)( x)∗ ( x; (18)
together with (16), are an alternative (less elegant) equational axiomatization of the
reQexive transitive closure operation.
The following considerations are meant to emphasize the interplay between a closed
structure and least pre$xed points. By results in [9,10,11,28], an equationally complete
axiomatization of theory of regular expressions is obtained by adding to the equations
of the theory of idempotent semirings the equational implications (14) and (15), thus
making a∗ into a reQexive transitive closure of a. Another equationally complete ax-
iomatization is given in [27] where the iteration operation is axiomatized by Eq. (17)
and the instance of the Park induction rule
b ∨ x ⊗ a6 x ⇒ b⊗ a∗ 6 x: (19)
It follows from (17) and (19) that the term b⊗ a∗ is a least pre$xed point of b∨ x⊗ a.
It is shown in [11] that (17) and (19) imply that a∗ is a reQexive transitive closure
of a. On the other hand, it is observed in [41] that the instance of the Park induction
rule (19) is derivable in the context of Action Logic and in [26] it is shown that the
closed structure is indeed necessary to deriving (19). There, a model of the theory is
constructed where the analogous implication
a⊗ x ∨ b6 x ⇒ a∗ ⊗ b6 x
fails; however, this implication is also derivable in Action Logic, since all the axiom-
atization is symmetric. This construction can also be used to show that (19) is not
derivable by axiomatizing the iteration operation of regular expression as a reQexive
transitive closure. Thus BoJa’s axiomatization of the theory of regular expression is
strictly weaker than Kozen’s axiomatization and as soon as a biclosed structure is added
to the theory—obtaining Action Logic—the two axiomatizations become equivalent.
The relationships between some axiomatizations by means of equational implications
for the theory of regular expression are further discussed in [28, Section 14].
3.2. Propositional dynamic logic
Given a term f(x) covariant in x, it might be asked whether it is possible to axiom-
atize its least pre$xed point without introducing a least pre$xed point of f(x)⊗ z as
well. There could be good reasons not to extend a logic, for example we would like
to avoid to investigating new algorithms for model checking the new logic. Proposi-
tion 2.11 is helpful for that, for example it becomes possible to equationally axiom-
atize the operation U (Until) of temporal logic [20] exactly. In the linear time logic
zUq is a least pre$xed point of q∨ (©x∧ z). Letting x∧y and x → z be the closed
structure, we can avoid to axiomatize a least pre$xed point of (q∨ (©x∧p))∧ z by
axiomatizing a least pre$xed point of ©(q∨ x)∧ z. According to Proposition 2.11, the
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two equations
q ∨ (©(zUq) ∧ z) = zUq;
©(q ∨ z)→ z6 (©(©(q ∨ z)→ z)Uq)→ z;
together with an equation for the covariance of zUq in z, are an exact axiomatization of
zUq. An analogous axiomatization could be extracted for the branching time temporal
logic where zUq is better understood as a least pre$xed point of q∨ (©x∧ ©∧ z).
This solution is not always available and the problem is well exempli$ed within
Propositional Dynamic Logic [23,42]. In this context the term 〈a∗〉z has to be axioma-
tized as a least pre$xed point of 〈a〉x∨ z. This operation is not guarded by a left adjoint
in the sense of De$nition 2.10; instead it is guarded by −∨ z which is a right adjoint.
By duality of Boolean algebras, the problem of axiomatizing 〈a∗〉z as a least pre$xed
point of 〈a〉x∨ z is equivalent to the problem of axiomatizing the term G(z)= [a∗]z as
a greatest post$xed point of the term z ∧f(x)= [a]x∧ z. Even if the methods of the
previous section do not apply, Segerberg’s axiomatization
G(z) = z ∧f(G(z)); (20)
 = G(); (21)
z ∧ G(z → f(z))6 G(z) (22)
is available to turn Propositional Dynamic Logic into an equational theory [49,42].
Recall that the theory of Heyting algebras is an extension of the theory of lattices such
that the meet operation is part of a closed structure x∧y; x → z. Say moreover that
a term f(x) preserves meets if the equations f()= and f(x∧y)=f(x)∧f(y)
belong to E(T). Segerberg’s axiomatization can be abstracted to obtain the following
proposition.
Proposition 3.2. Let T be a theory that is an extension of the theory of Heyting
algebras. Let f(x) be a term preserving 3nite meets and let G(z) be a greatest
post3xed point of the term z ∧f(x). Then Eqs. (20)–(21) hold in T. Conversely, if
G(z) is a term covariant in z such that these three equations hold in T, then G(z) is
a greatest post3xed point of z ∧f(x).
Proof. Eq. (20) holds for obvious reasons, Eq. (21) follows from 6∧f(),
Eq. (22) follows from
z ∧ G(z → f(z))
= z ∧ z → f(z) ∧ f(G(z → f(z))) (20)
= z ∧ f(z) ∧ f(G(z → f(z))) z ∧ (z → a) = z ∧ a
= z ∧ f(z ∧ G(z → f(z))) f(x) preserves meets
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On the other hand, if these equations hold in T and if G(z) is covariant in z, then
G(z) is a pre$xed point by (??) and if q6p∧f(q), then
q= q ∧ 
= q ∧ G() (21)
= q ∧ G(f(q)→ f(q))  = x → x
6 q ∧ G(q → f(q)) q6 f(q); G(z) covariant in z
6G(q) (22)
6 G(p) q6 p; G(z) covariant in z:
This example shows that there are contexts where the method proposed to axiomatize a
least pre$xed point does not work, even if the least pre$xed points under consideration
are actually equationally de$nable. On the other hand, even here a closed structure
with its nonmonotonic part is at work.
4. -Theories, -algebras and the modal -calculus
The goal of this section is to present a complete equational axiomatization of the
Boolean modal -calculus, illustrating in this way the domain of application of Theorem
2.6. We do this by introducing -theories of equational theories, a syntactic counterpart
of the -algebras de$ned in [38]. Even if the role of the syntax is explicit also there,
we are interested here in discussing the possibility that some operation of the theory
is not order preserving; moreover, we need to represent -terms as terms constructible
from a signature by substitution.
Henceforth, we shall $x an equational theory T= 〈; E〉 and make the following
assumptions on it. We shall assume that T is an extension of the theory of bounded
lattices, which means that it comes with given terms ⊥; x∨y;; x∧y so that the
group of Eqs. (1) in Fig. 1 belong to E(T). Such a theory is then ordered by the
lattice theoretic order. We shall also assume that each function symbol f∈n induces
an order preserving function
f : Ll × (Lop)k → L;
for every model L of T, where l + k = n: f is covariant in its $rst l variables and
contravariant in its second set of variables. We shall write in this case f∈l; k .
As if we were working with a two sorted theory, we will now construct by mutual
induction a polarized signature {l; k}l¿0; k¿0 and sets of polarized terms T(X; Y )
representing -terms. A polarized term comes with two disjoint sets of variables X; Y ⊆
{x1; : : : ; xn; : : :} reminding us which variable occurs positively and which variable occurs
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negatively. In forming them, we always suppose that X; Y are disjoint and apply rules
whenever this property is preserved.
Denition 4.1. The polarized signature  and the sets of polarized terms T(X; Y )
are de$ned by induction as follows:
(1) If f∈l; k , then f∈ l; k .
(2) For each pair X; Y of disjoint $nite subsets of variables and each x∈X , x∈
T(X; Y ).
(3) If f∈ l; k , ti ∈ T(X; Y ) for i=1; : : : ; l and ti ∈ T(Y; X ) for i= l + 1; : : : ; n,
then f(t1; : : : ; tn)∈ T(X; Y ).
(4) If t ∈ T(X; Y ) and x∈X , then x:t; $x:t ∈ l; k , where l is the cardinality of
X \{x} and k is the cardinality of Y .
The construction of the polarized signature and of polarized terms was only needed
in order to de$ne a signature—in the usual sense—as follows:
Denition 4.2. The single sorted signature  is de$ned by letting n be the disjoint
union of the l; k with l+ k = n.
Denition 4.3. The -theory of T is the Horn theory 〈; I〉 where I contains the
equations of T and for each t ∈ T(X; Y ) and x∈X the equations
t[x:t(˜z; y˜)=x; z˜; y˜]6 x:t(˜z; y˜);
$x:t(˜z; y˜)6 t[$x:t(˜z; y˜)=x; z˜; y˜];
as well as the Park induction rules
t[x; z˜; y˜]6 x ⇒ x:t(˜z; y˜)6 x;
x 6 t[x; z˜; y˜] ⇒ x 6 $x:t(˜z; y˜);
(23)
where z˜ is the sorted list of variables in X \{x} and y˜ is the sorted list of variables
in Y .
The reader should be aware that the one given above is just a representation of
-terms as de$ned in [3, Section 2.3]. Consider for example -terms t1; t2 such that
x; y are the only free variables of t1 and y is the only free variable of t2. The equation
(x:t1)[t2=y] = x:(t1[x; t2=y]) (24)
is, up to renaming of bound variables, an equality between -terms. If we are work-
ing with the representation of -terms based on the signature , then the structure
of the two terms involved in this equation is quite diJerent. Nonetheless, Eq. (24)
is a derivable equality of the theory. Let g= x:t1 and h= x:(t1[x; t2=y]) and
recall that h; g∈ 1. Then g(t2)6h(y) follows from the $xed point equation
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for h
t1[h(y)=x; t2=y] = (t1[x; t2=y])[h(y)=x]
6 h(y)
and by instantiating the Park induction rule (23) for g to
t1[h(y)=x; t2=y]6 h(y) ⇒ g(t2)6 h(y):
The converse relation h(y)6g(t2) follows from
t1[g(t2)=x; t2=y] = (t1[g(y)=x; y])[t2=y]
= g(y)[t2=y]
= g(t2)
and the Park induction rule for h. The above discussion shows that ideas related to
-calculi can be coded into the framework of Horn theories—analogous observa-
tions were used in [35] to argue that free iterative algebras exist. In the following
we shall make informal use of -terms, for example by writing x:t(x; y˜) even if
in our representation of -terms the variable x is not strictly speaking a subterm of
this term.
Example 4.4. If T is the theory of lattices, then the models of the -theory of T are
the -lattices studied in [46,47].
Example 4.5. A theory T is said to be distributive if E(T) contains Eq. (2) of Fig. 1.
If T is the theory of distributive lattices, then a model of the -theory is simply a
distributive lattice. This follows from the fact that the equations
x:(a ∨ (b ∧ x)) = a
x:(a ∧ (b ∨ x)) = a ∧ b
and their dual hold in any -lattice and that any term f(x) of the theory of distributive
lattices is equivalent to one of the form a∨ (b∧ x) or a∧ (b∨ x). This is essentially
Kozen’s observation [25] that every formula of the modal -calculus is equivalent to
a guarded one and tells that in order to obtain an interesting -theory a distributive
theory T should properly extend the theory of distributive lattices.
Example 4.6. Let A be a nonempty set of actions. Consider the distributive theory
T= 〈; E〉, where  contains the lattice operations ; ∧;⊥; ∨ as well as the modal
operators {〈a〉; [a] }a∈A and E also contains the axiom schemes (3) of Fig. 1. Following
[1,22], we call a model of the -theory of T a modal -algebra.
Example 4.7. We say that a modal -algebra is a Boolean modal -algebra if its
underlying distributive lattice is a Boolean algebra. Boolean modal -algebras are the
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(1) Lattice axioms:
x∨⊥ = x
x∨y = y∨ x
(x∨y)∨ z = x∨ (y∨ z)
x∨ x = x
x∨ (x∧y) = x
x∧ = x
x∧y = y∧ x
(x∧y)∧ z = x∧ (y∧ z)
x∧ x = x
x∧ (x∨y) = x
(2) Distributive lattice axiom:
x∧ (y∨ z) = (x∧y)∨ (x∧ z)
(3) Modal axiom schemes:
〈a〉⊥ = ⊥
〈a〉x∨ 〈a〉y = 〈a〉(x∨y)
〈a〉x∧ [a]y 6 〈a〉(x∧y)
[a] = 
[a]a∧ [a]y = [a](x∧y)
[a](x∨y) 6 [a]x∨ 〈a〉y
(4) Boolean algebra axioms:
¬x∨ x =  ¬x∧ x = ⊥
(5) Fixed point axiom schemes:
x:f(x; y˜) = x:(f(x; y˜)∧)
x:(f(x; y˜)∧ z1) 6 x:(f(x; y˜)∧ (z1 ∨ z2))
f(x:(f(x; y˜)∧ z); y˜)∧ z 6 x:(f(x; y˜)∧ z)
x:(f(x; y˜)∧ (¬f(u; y˜)∨ u)) 6 u
$x:f(x; y˜) = $x:(f(x; y˜)∨⊥)
$x:(f(x; y˜) ∨ z1) 6 $x:(f(x; y˜) ∨ (z1 ∨ z2))
$x:(f(x; y˜) ∨ z) 6 f($x:(f(x; y˜) ∨ z); y˜) ∨ z
u 6 $x:(f(x; y˜) ∨ (¬f(u; y˜)∧ u))
Fig. 1. (1)–(5) Boolean modal -algebra axioms.
models of the -theory of T′, where T′ is obtained from the previous T by adding to
 a complement operation ¬ and axioms (4) of Fig. 1.
Boolean modal -algebras are the algebraic models of the Boolean modal -calculus.
According to Theorem 2.6 this calculus has the equational axiomatization of Fig. 1: we
let the closed structure be x∧y;¬x∨y, and use the dual structure to axiomatize the
greatest post$xed point. This axiomatization is complete with respect to Kripke frames
because it is equivalent to Kozen’s axiomatization [25] and because of Walukiewicz
theorem [51]. We add some comments on the group of axioms (5). The last two axioms
are Eqs. (8) and (9) of Theorem 2.6. We need the second axiom in order to turn the
least pre$xed point of f(x; y˜)∧ z into a term covariant in z: if we let g(y˜; z) be this
least pre$xed point, then this axiom has the form g(y˜; z1)6g(y˜; z1 ∨ z2). Observe that
we cannot argue that x:t16x:t2 from t16t2, since this is not a law of equational logic.
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This inference will be deducible as soon as we deduce the Park induction rule, along
the lines of 2.6. For a similar reason we cannot infer x:f(x; y˜)= x:(f(x; y˜)∧) from
f(x; y˜)=f(x; y˜)∧ and this explains why we need the $rst axiom.
We conclude this section with some observations of interest from the perspective of
Universal Algebra.
Denition 4.8. A theory T is 3nitely based if there exists a theory T′= 〈; I〉 such
that M(T) and M(T′) are equivalent concrete categories and moreover the disjoint
sum of the n is a $nite set.
Proposition 4.9. The theory of Boolean modal -algebras is not 3nitely based.
Proof. As a consequence of the strictness of the alternation hierarchy of the -calculus,
the theory of modal -algebras is not $nitely based. According to [39], we let (0 =)0
be the closure under substitution of modal and Boolean operators; we let (n+1 be the
closure of (n ∪)n under substitution and the operation of taking the least pre$xed
point, and let )n+1 be the closure of the same set under substitution and the greatest
post$xed point operation. Suppose that we can $nd a $nite signature  that is equiv-
alent to the in$nite signature . Hence, we can $nd an integer k¿0 such that every
function symbol of  is expressible as a term constructible from (k ∩)k under substi-
tution. Similarly, every -term is equivalent to a term built up from the signature . It
follows that every term is equivalent to a term from (k ∩)k since this class is closed
under substitution. This contradicts the fact that the inclusions (n ∪)n⊆(n+1 ∩)n+1
are semantically strict: for each n¿0, we can $nd a Boolean modal -algebra L and
a term t ∈(n+1 ∩)n+1 the interpretation of which, as a function of its free variables,
is diJerent from the interpretation of every term t′ ∈(n ∪)n [2,12,32].
For related considerations, see also [5].
Denition 4.10. An algebraic theory T is equationally 3nitely based if there exists a
theory T′= 〈; E〉 such that M(T) and M(T′) are equivalent concrete categories and
E is a $nite set of equations.
If a theory is not $nitely based, then it might be expected that it is not equationally
$nitely based.
Proposition 4.11. The theory of Boolean modal -algebras is not equationally 3nitely
based.
Proof. Let E be a $nite set of equations holding in every Boolean modal -algebra,
which is a candidate to be an equational base for the theory of Boolean modal -
algebras. Let f1; : : : ; fn; : : : be an enumeration of the function symbols of  and
observe that we can $nd an integer k¿0 such that all the equations in E involve
terms constructed from the function symbols f1; : : : ; fk . We can also $nd an integer
m¿1 such that every function symbol f1; : : : ; fk is equivalent to a term in the class
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)m. By results on the alternation hierarchy, choose a term t in the class )m such that
x:t is hard as a member of the class (m+1. This means that we can $nd a model
L of the theory—that is, a Boolean modal -algebra—such that the interpretation of
x:t is diJerent from the interpretation of any term in (m ∪)m. It follows that the
function symbol x:t is distinct from f1; : : : ; fk . We transform L into a model L′ of
〈; E〉 in the following way. The underlying set of L′ is the same as the one of L.
The interpretation of the function symbols is the same as in L apart from the fact that
we interpret the function symbol x:t of  as the greatest post$xed point of t. Since
the interpretation of f1; : : : ; fk is as in L, all the equations from E hold in L′. Since the
construction of the term t does not involve the function symbol x:t, its interpretation
in the two models coincides. If all the four axioms (5) in Fig. 1 for x:t hold in the
new model, then x:t is determined as the least pre$xed point of t and, assuming that
E is an equational base, the new model L′ coincides the old model L. But this means
that the interpretation of x:t in L is equal to the interpretation of the term $x:t which
belongs to the class )m, since )m is closed under the greatest post$xed point. This
contradicts the choice of the term t, and shows that at least one of the four axioms
for x:t is not derivable from E, i.e. E is not an equational base.
Observe that we have done essential use of the strictness of the alternation hierarchy
of the -Calculus while it can be conjectured that analogous results of non existence
of $nite bases hold for the theory determined by the -terms in the class (1.
5. Equationally undenable least prexed points
In this section we prove a partial converse to Theorem 2.6. There and in the equa-
tional induction schemes of Section 3, a closed structure allows us to de$ne equationally
the least pre$xed point or the greatest post$xed point. Recall that the term x( z of
a closed structure is not covariant in x: we shall show that the existence of such a
noncovariant term is an essential condition for the least pre$xed point (hence also for
the greatest post$xed point) to be equationally de$nable.
Denition 5.1. An ordered theory T= 〈; I〉 is positive if each term t ∈T(; x˜) is
covariant in its variables, i.e. if the implication
n∧
i=1
xi6yi ⇒ t(x˜)6 t(y˜)
belongs to I(T).
We let f(0)(⊥; y˜)=⊥ and f(n+1)(⊥; y˜)=f(f(n)(⊥; y˜); y˜) in the following
statement.
Theorem 5.2. Let T be a positive algebraic theory that is an extension of the theory
of bounded lattices. Suppose that we can 3nd a pair of terms f(x; y˜) and g(y˜) such
that, for each T-model L and m˜∈Ly˜, g(m˜) is the least pre3xed point of the order
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preserving function x → f(x; m˜). Then an equation of the form
g(y˜) = f(n)(⊥; y˜)
holds in T.
Example 5.3. Let T be the theory of distributive lattices and consider its -theory, as
discussed in Example 4.5. This theory is positive and moreover it is algebraic since
we have seen that its category of models is equivalent to the category of distributive
lattices. It is easily seen that the equation
x:f(x; y˜) = f(⊥; y˜)
holds in 2, the distributive lattice with two elements. We can argue that this equation
holds in every distributive lattice since such a lattice is a sublattice of a power of 2.
From now on our goal is to prove Theorem 5.2 so that we shall consider a positive
Horn theory T= 〈; I〉 that is an extension of the theory of bounded lattices.
Denition 5.4. Let L be a T-model, a congruence on L is an equivalence relation
∼⊆L×L such that, for all t ∈T(; X ) and l˜; m˜∈LX , if l˜(x)∼ m˜(x) for all x∈X ,
then also t(˜l)∼ t(m˜).
Given a T-model L and a congruence ∼ on L, we can construct the quotient L=∼. Its
elements are equivalence classes under ∼; if l˜∈LX we shall denote by [˜l] the vector
of classes of l˜ under the equivalence relation ∼. The quotient L=∼ is a T-algebra,
meaning that we can de$ne
t([˜l]) = [t(˜l)];
so that all the equations of E(T) holds. Observe that L=∼ need not be a T-model,
since some equational implication in I(T) could be false in L=∼. However, it is a
poset where [l]6[m] if and only if l∨m∼m.
Denition 5.5. An order congruence on L is a preorder 4⊆L×L which extends the
partial order of L and such that for all t ∈T(; X ), l˜; m˜∈LX , if l˜4 m˜, then t(˜l)4 t(m˜).
The above concept, which we will need for calculations, was introduced in [6] for
varieties of ordered algebras under the name of “admissible preorder”. The following
lemma shows that whenever we are considering a positive theory that is an extension
of the theory of lattices the order theoretic notion of congruence coincides with the
usual one of universal algebra. Thus, in the following, we shall construct congruences
by means of order congruences.
Lemma 5.6. There is a bijection between congruences and order congruences on a
T-model L.
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Proof. The bijection maps an order congruence to its antisymmetric closure. Let 4 be
an order congruence on L and de$ne the equivalence relation ∼ by saying that l∼m
if and only if l4m and m4 l; this is clearly a congruence. It follows that l4m if and
only if l∨m∼m: in one direction, we have m6m, hence m4m and l∨m4m∨m=m,
moreover m4 l∨m since m6l∨m; in the other direction, we obtain l∨m4m by the
de$nition of ∼, and since l4 l∨m we obtain l4m by transitivity of 4. On the other
hand, if ∼ is a congruence on L, then we obtain a preorder 4 by saying that l4m if
and only if l∨m∼m. The one above is an order congruence, because of the underlying
lattice structure: let t ∈T(; X ) and l˜; m˜∈LX , and suppose that l˜∨ m˜∼ m˜; by usual
lattice theoretic reasoning it follows that l˜∧ m˜∼ l˜, so that
t(˜l) ∨ t(m˜)∼ t(˜l ∧ m˜) ∨ t(m˜)
= t(m˜);
using the fact that t is order preserving. We recover ∼ from 4 observing that l ∼ m if
and only if l4m and m4 l, in particular the two correspondences we have described
are inverse bijections.
We suppose now that the theory T comes with terms f(x; y˜) and g(y˜), so that g(y˜)
is a least pre$xed point of f(x; y˜). Given a T-model L and a congruence ∼ on L, the
equivalence class g([˜l]) need not be the least pre$xed point of the order preserving
function [x] → f([x; l˜]); this would certainly be true if the theory T were algebraic,
by BirkhoJ’s theorem on varieties of algebras. We are motivated to give the following
de$nition:
Denition 5.7. Let L be a model of T and let ∼ be a congruence on L. We say that
∼ is (f; g)-e;ective if for every l˜∈Ly˜, [ g(˜l) ] is the least pre$xed point of the order
preserving function
[x] → [f(x; l˜)]:
The following is an equivalent formulation of Theorem 5.2. The construction of the
model L! and of the congruence associated can be found in [6] as well.
Proposition 5.8. Suppose we can 3nd a model L of T and a vector l˜∈Ly˜ such that
the chain
⊥6f(1)(⊥; l˜)6 · · ·6f(n)(⊥; l˜)6 · · · (25)
is strict. Then there exists a model L! of T and a congruence on L! which is not
(f; g)-e;ective. Hence the theory T is not algebraic.
Proof. Consider such a T-model L and form its power LN. Because models of a
theory axiomatized by equational implications are closed under products, the power
LN=
∏
n¿0 L is a T-model. Its elements are sequences of the form {ln}n¿0, with
ln ∈L and if l∈LN, then ln shall denote the nth element of the sequence. Hence, for
a term t ∈T(; X ), t(˜l) is calculated by the formula t(˜l)n = t(˜ln).
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Proofs of the following two lemmas can be found in [6].
Lemma 5.9. Let L!⊆LN be the subset of weakly increasing sequences {ln}, i.e. such
that if n6m then ln6lm: this set is a sub-T-model of LN.
Lemma 5.10. De3ne the relation 4⊆L!×L! by saying that
lm i; ∀n¿ 0 ∃k(n)¿ 0 ln6mk(n):
The relation 4 is an order congruence on L!.
We claim that the congruence ∼ on L! arising from the order congruence 4 de$ned
above is not (f; g)-eJective. Recall that l˜∈Ly˜ is a vector of elements of L such that
chain (25) is strict. For each variable y∈ y˜, let Rl˜(y)∈L! be the constant sequence
such that Rl˜(y)n = l˜(y). Let  be the sequence such that  n =f(n)(⊥; l˜) and L( ) be
the sequence L( )n =  n+1. Observe that L( )4  and therefore [ ] = [L( )]. Moreover
f( ;Rl˜)n =f( n;Rl˜n)
=f(fn(⊥; l˜); l˜)
=  n+1
= L( )n:
Therefore [ ] is a $xed point of f(x; [Rl˜]):
f([ ]; [Rl˜]) = [f( ;Rl˜)]
= [L( )]
= [ ]:
However g([Rl˜])[ ]: suppose on the contrary that for all n¿0 there exists k(n)¿0
such that g(Rl˜)n6 k(n). Let n=0, so that g(˜l)6 k(0), we obtain
 k(0)+1(⊥)6 g(˜l)
6  k(0)(⊥)
which contradicts the assumption that the ascending chain is strict. This completes the
proof of Proposition 5.8.
Corollary 5.11. The theory of -lattices is not algebraic. The theory of modal
-algebras is not algebraic.
Proof. The polynomial
f(x) = a ∧ (b ∨ (c ∧ (a ∨ (b ∧ (c ∨ x)))))
364 L. Santocanale / Theoretical Computer Science 295 (2003) 341–370
has no $xed point in the free lattice on three generators {a; b; c}, see [52], and this
lattice embeds in the free -lattice over three generators, see [47]. Similarly, a Kripke
frame such that the term [a]x does not converge in a $nite number of steps is eas-
ily constructed. Other terms with similar properties are constructed using results on
the alternation hierarchy [2,12,32,48]. In both cases we can conclude by means of
Proposition 5.8.
6. Pathologies of positive -theories
In this section we want to exemplify the kind of problems arising with (positive)
non algebraic -theories as opposed to the algebraic -theories. Our $rst example is
a poset with two diJerent algebraic structures of a -lattice: in this case the equa-
tions of the theory are unable to uniquely determine the $xed points, which therefore
turn out not to be canonical. With the second example we show that the properties of
the theory of modal -algebras are quite diJerent from what is well-known about the
Boolean modal -calculus: the theory of Boolean modal -algebras is not a conser-
vative extension of the theory of modal -algebras and the latter has no $nite model
property.
To begin with, let in the following statement T be a positive Horn theory that is an
extension of the theory of bounded lattices.
Proposition 6.1. Let L be a countable T-model. The T-algebra L!=∼ de3ned in
Theorem 5.8 is order isomorphic to the set of all directed ideals of L.
Proof. Let l∈L!, we associate to l the ideal ⋃n¿0 ↓ ln, where ↓ ln is the principal
ideal generated by ln. The correspondence is well de$ned from L!=∼, since if l4m,
then
⋃
n¿0 ↓ ln⊆
⋃
n¿0 ↓mn. The correspondence is easily seen to be an embedding,
since the relation
⋃
n¿0 ↓ ln⊆
⋃
n¿0 ↓mn states exactly that l4m. Eventually, the cor-
respondence is surjective: let I be a directed ideal of L—which we can suppose not to
be principal, otherwise the result is obvious—and let i0; i1; : : : ; in; : : : be an enumeration
of its elements. We de$ne an ascending chain of elements of I in this way: let k0 = 0
and de$ne kn+1 to be the least index for which ij¡ikn+1 for all j=0; : : : ; kn. Such an
index exists since I is a nonprincipal $ltered ideal. By construction we have kn¡kn+1,
ikn¡ikn+1 , and eventually
I ⊆ ⋃
n¿0
↓ ikn
since if i∈ I , then i= ih for some h, so that h¡kn for some n, and therefore ih ∈ ↓ ikn+1 .
The reverse inclusion is obvious.
The above proposition can be used to show that, whenever L is countable, the set of
ideals of L carries a canonical structure of a T-algebra. For our purposes, we observe
that if L is a countable -lattice, then the set of its ideals belongs to the equational hull
of the category of -lattices in two diJerent ways. Indeed, it carries this structure as a
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quotient of a -lattice, as shown in Lemmas 5.9 and 5.10, and, on the other hand, it
is a -lattice since it is a complete lattice. We conclude with the following interesting
fact:
Corollary 6.2. The underlying order of an object in the equational hull of the category
of -lattices does not determine the algebraic structure of the object.
Our second example concerns the theory of modal -algebras and its extensions.
Proposition 6.3. The equation
$x:(z ∧ x) ∧ x: x = x:(z ∧ x) (26)
is a derivable equality of the theory of Boolean modal -algebras.
Proof. We need essentially to show that $x:(z ∧ x)∧ x: x6x:(z ∧ x), since the
other inequality follows easily from well-known properties of $xed points. This in-
equality is equivalent to
x: x 6 $x:(z ∧ x)→ x:(z ∧ x);
which will be proved by showing that the right-hand side is a pre$xed point of the
operator :
($x:(z ∧ x)→ x:(z ∧ x))
6 $x:(z ∧ x)→ x:(z ∧ x) (*)
6 (z ∧ $x:(z ∧ x)→ x:(z ∧ x)) x → y contravariant in x
= (z ∧ $x:(z ∧ x))→ (z ∧ x:(z ∧ x))  = (z ∧ y)→ z
= $x:(z ∧ x)→ x:(z ∧ x):
Step (*) follows easily from (a∧ b)= a∧ b.
Proposition 6.4. Eq. (26) is not derivable in the theory of modal -algebras.
Proof. We need to construct a model where this equation is not satis$ed. Consider the
interval [0; 1], we shall describe a topology on this set with the following properties:
• The two intervals [0; 12 ]; ( 12 ; 1] are closed.• The function f(x)= x=2− x is continuous w.r.t this topology.
• The interval [1; 1] is closed but its complement [0; 1) is not.
Given this topology, we consider the distributive lattice of closed sets which is actually
a complete lattice. In order to construct a modal -algebra we need to de$ne the modal
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operators, we let
♦ x= (12 ; 1] ∩ f−1(x);
x= [0; 12 ] ∪ f−1(x):
By the properties of the topology listed above, the operators ♦; send closed sets
to closed sets and it is easily seen that they preserve $nite joins and $nite meets,
respectively. We observe that
♦ x ∩ y= ((12 ; 1] ∩ f−1(x)) ∩ ([0; 12 ] ∪ f−1(y))
= (( 12 ; 1] ∩ f−1(x) ∩ [0; 12 ]) ∪ (( 12 ; 1] ∩ f−1(x) ∩ f−1(y))
= ∅ ∪ (( 12 ; 1] ∩ f−1(x ∩ y))
=♦(x ∩ y)
and check that the dual property holds in an analogous way. Since n∅= [0; 2n=(2n+1)],
we compute
x: x= the closure of
( ⋃
n¿0
[
0;
2n
2n + 1
])
= the closure of ([0; 1))
= [0; 1]:
Hence, in order to disprove Eq. (26), it is enough to show that
$x:(z ∧ x)6 x:(z ∧ x)
does not hold for some z. Let z be the singleton [1; 1], then we have
[1; 1] ⊆ [0; 12 ] ∪ f−1([1; 1])
henceforth
$x:([1; 1] ∧ x) = [1; 1]:
On the other hand,
[1; 1] ∩ ([0; 12 ] ∪ f−1(∅)) = ∅
implies
x:([1; 1] ∧ x) = ⊥:
In order to describe a topology with the desired properties, it is enough to describe a
basis of open sets for it, that is, a collection C of subsets of [0; 1] closed under $nite
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intersections. Then a subset of [0; 1] is declared to be open if it is an arbitrary union
of elements of B. We let
B = {∅} ∪ {[0; x]|06 x 6 1} ∪ {(y; z] | 12 6 y ¡ z 6 1}:
This is indeed a base for a topology, since for example
[0; x] ∩ (y; z] = (y;min(x; z)];
(y1; z1] ∩ (y2; z2] = (max(y1; y2);min(z1; z2)]
with the convention that (y; z] = ∅ if z¡y. Moreover f is continuous since for example
f−1((y; z]) =
(
2y
1 + y
;
2z
1 + z
]
and y6 2y1+y for y∈ [0; 1]. Since [0; 12 ] and ( 12 ; 1] are both open, they are closed as
well. Since [0; 1)=
⋃
x¡1[0; x] is open, it follows that [1; 1] is closed. If [0; 1) were
closed, then [1; 1] would be open, but there is no way of expressing this singleton as
a union of sets in B.
Eq. (26) holds in every $nite modal -algebra, since this is an Heyting algebra.
Hence we have also shown that
Corollary 6.5. The theory of modal -algebras does not satisfy the 3nite model
property.
7. Conclusions
A useful generalization of the order theoretic notion of least pre$xed point is the
categorical notion of initial algebra of a functor [29]. Natural numbers can be charac-
terized as the initial algebra of a functor, henceforth this notion is closely related to
primitive recursion [31]. It might be asked whether the ideas presented in this paper
can be carried over in the context of a monoidal closed category [33]. The answer
available until now is partial and sounds as follows.
Proposition 7.1. Let C be a monoidal closed category and let f : C→C be a functor.
Let g : C→C be a functor coming with
• a natural transformation .x : f(g(x))⊗ x→ g(x),
• a collection of arrows /x : g(f(x)( x)→ x satisfying the equation
/x ◦ .f(x)(x = evf(x);x ◦ (f(/x)⊗ idf(x)( x)):
Then the pair (g(z); .z) is a parameterized weak initial algebra of the functor
f(−)⊗ z.
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Proof. Let 0 : f(x)⊗ z→ x be an algebra, and consider the transposal 0ˆ : z→f(x)( x.
The square
is commutative by de$nition of the structure associated to g, so that we need only to
check that the upper leg is 0 ◦ (f(/x ◦ g(0ˆ))⊗ idz)). Indeed
evf(x);x ◦ (f(/x)⊗ idf(x)(x) ◦ (f(g(0ˆ))⊗ 0ˆ)
= evf(x);x ◦ (idf(x) ⊗ 0ˆ) ◦ (f(/x ◦ g(0ˆ))⊗ idz)
= 0 ◦ (f(/x ◦ g(0ˆ))⊗ idz)):
The properties of Proposition 7.1 are the very least properties we expect from a pa-
rameterized weak initial algebra, and they can be taken to de$ne this notion. On the
other hand, several other properties are a consequence of a parameterized strong initial
algebra, for example the fact that the natural transformation .z is invertible and that
the arrows /x are dinatural.
A similar but new problem arises when trying to axiomatize equationally the structure
associated to parameterized initial algebras, that of eliminating the equational implica-
tion
1 ◦ .z = 0 ◦ (f(1)⊗ z) ⇒ 1 = /x ◦ g(0ˆ):
Once .z is made into an invertible natural transformation, the above implication is
stating the uniqueness of a $xed point. Since a unique $xed point is a least $xed
point, it is possible that ideas developed in this paper will be eventually helpful in
the task of axiomatizing by equations the relations between functions de$ned by the
categorical analog of primitive recursion. Some results in this direction have been
achieved in [13,20].
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