Abstract. Peer-to-peer (P2P) systems are becoming increasingly popular and complex, serving millions of users today. However, the design of current unstructured P2P systems does not take full advantage of rich locality properties present in P2P system workloads, thus possibly resulting in inefficient searches or poor system scalability. In this paper, we propose a novel locality-aware P2P system architecture called Foreseer, which explicitly exploits two dimensional localities, both geographical locality and temporal locality by constructing a neighbors overlay and a friends overlay respectively. Each peer in Foreseer maintains a small number of neighbors and friends as well as their content filters used as distributed indices. By combining the advantages of distributed indices and utilization of two dimensional localities, the search scheme of Foreseer is able to satisfy more than 99% keyword search queries, realize very high search performance and introduce low maintenance cost. In addition, query messages rarely touch free-riders, namely avoiding a lot of meaningless messages for P2P systems. Our simulation results show that, compared with current unstructured P2P systems, Foreseer can boost the searching efficiency with an introduction of modest maintenance cost.
Introduction
Becoming a hot research topic recently, various system architectures and search schemes have been proposed and published for unstructured P2P systems. Centralized system architectures like Napster [14] require a central index server, which limits the system scalability and incurs a single point of failure [13] . Without centralized administration, recent systems like Gnutella [8] construct a totally decentralized overlay (at application level) on top of the Internet infrastructure. Search schemes in these systems can be blind or informed. The blind search schemes are based on message flooding and thus suffer poor system scalability. To address this problem, some researchers have proposed random walks [1, 12] as well as several improved versions of this scheme, such as Directed BFS [22] , GIA [3] and Interest-based shortcuts (IBS) [19] . However, these schemes are still blind to some extent due to lack of any indexing information. As a result, they can not prevent a peer from repeatedly trying multiple walks due to previous walk failures or meaningless walks towards free-riding peers, because the sender does not know what contents, if at all (a free-rider shares nothing), are shared on the receiver before the query is actually transmitted. A straightforward solution to resolve the blindness without using a centralized index server is to maintain distributed indices among peers, which is used in the informed search technique that trades off distributed indices storage management for search performance. Intelligent BFS [10] , APS [21] , Local Indices (LI) [22] and Routing Indices [4] are examples of this class. However, a dilemma appears to be a result of the fact that, in order to intelligently direct searches at a reasonable hit rate, the indices to be maintained would be extraordinarily large, and hence the updates' overhead involved may become so expensive, thus offsetting the benefits of the indices themselves.
We notice that previous studies [7, 9] have shown the existence of both good geographical locality and temporal locality in current P2P system workloads. For node A, its geographically nearby node B exhibits geographical locality if it is likely to offer service to node A in the near future. This is because the objects on node A's neighbors are more likely to be reached by queries from A than those objects located on distant nodes from A. Parallelly, node C that ever served requests from node A in the past exhibits temporal locality if it is likely to be able to offer further service to node A in the near future. The main reason why current search schemes can not simultaneously realize high search efficiency and good scalability is that they do not or not fully exploit such an inherent two-dimensional locality in P2P systems. For example, an interest-based shortcut approach [19] attempts to exploit the temporal locality, but only as an improvement on the blind flooding. LI [22] introduces a simple way to implement indices in unstructured P2P systems but does not consider any kind of localities. Without a good consideration of both localities, the search schemes introduce inefficient blind traffic in P2P network or require a very expensive maintenance work to manage distributed indices, especially in support of keyword searches. Therefore, the search schemes would seriously compromise the search performance and system scalability. How to organize distributed indices more efficiently and exploit two-dimensional locality awareness are the keys to a good design of P2P system supporting keyword searches.
In this paper, we attempt to design a novel unstructured P2P system architecture called Foreseer for keyword searches by fully exploiting two-dimensional localities. First, unlike Gnutella-like systems that simply organize live peers into an overlay with small-world property, Foreseer constructs two orthogonal overlays on top of the Internet infrastructure: a neighbors overlay based on geographical locality, and a friends overlay based on temporal locality which also holds the small-world property. The neighbors overlay is built with network proximity while the friends overlay is maintained according to the online query activities. Each peer maintains a small number of links to its neighbors and friends, which tend to serve its future queries more efficiently. Second, we use Bloom filters [2] to compactly represent the contents shared on each peer and distribute the content filters, so that each peer saves copies of the content filters of its neighbors and friends as well as their IP addresses. Third, due to the native locality properties, one peer's neighbors and friends provide a much better chance of serving its query requests than from other "strange" peers. According to this, Foreseer employs a locality-aware search scheme to serve queries efficiently. The search in Foreseer is performed in two phases on each involved node: 1) local matching to resolve the query on behalf of its neighbors and friends using their content filters, and 2) selective dispatching to forward the query to the destination peer if it has been resolved, or otherwise to the node's friends or neighbors if the local matching failed. Foreseer is not only able to answer queries within few hops, but also reduces a lot of redundant flooding messages, and skips most free-riders. In addition, using a Bloom filter as indices minimizes the maintenance overhead due to the space efficiency, making it even more suitable for a highly dynamic environment. Both the trace-driven simulation results and the indepth analysis prove that Foreseer can boost the search performance by up to 70%, and significantly reduce the search cost by up to 90%, compared with the state-of-art P2P systems.
Related Work
We review several representative search schemes in Gnutella-like decentralized P2P system architectures in this section.
Blind searches
Gnutella does not scale well because of its message flooding scheme. One way to improve its scalability is to reduce the number of redundant messages by forwarding queries only to a subset of neighbors randomly or selectively based on their potential capabilities to answer a query. Lv et al. [12] suggest a random walk scheme, in which a query is forwarded to a randomly chosen neighbor at each step until sufficient responses to the query are met. To give some preferences when determining a search direction, Adamic et al. [1] recommend that the search algorithm should bias its walks toward high-degree nodes. GIA, designed by Chawathe et al. [3] , exploits the heterogeneity of the network and employs a search protocol that biases walks towards high-capacity nodes. These approaches are effective to reduce the number of flooding messages, but the system performance is compromised, because they may have to try multiple walks due to previous walk failures or meaningless walks towards free-riders. By estimating neighbors' potential capabilities according to their past performance 1 , a Directed BFS approach [22] selects neighbors that have either produced or forwarded many quality results in the past. The intuition is to reuse the paths proved to be helpful in previous searches. However, if any peer on a path departs, the path is lost. By exploiting temporal locality, Sripanidkulchai et al. [19] present interest-based shortcuts that are generated and updated after each successful query, and used to serve future requests. The authors claim that the destination peer who hosts requested objects can be found in just one hop for many queries. Unfortunately, this approach may delay other queries that can not be satisfied by the shortcuts because the peer has to contact all the peers marked as shortcuts before it sends the query to its neighbors.
Informed searches
Considering the benefits of indices for object location, another way to improve Gnutella-like systems' performance is to build distributed indices. Intelligent BFS [10] maintains query-neighbor tuples on each peer that maps classes of queries to neighbors who have answered most of the queries of the related types. This technique tries to reuse paths used for previous queries of the same class. Unfortunately, it shows no easy adaptation to object deletion and node departures. In addition, its search accuracy highly depends on the assumption that nodes specialize in certain documents. In APS [21] , each node keeps a local index consisting of the relative probability for each object it has requested per neighbor. This approach saves bandwidth but may suffer long delays if the walks fail. Local Indices, proposed by Yang et al. [22] suggests each node's index files are stored at all nodes within a certain radius r and answer queries on behalf of all of them. The dilemma is that if r is small, the indices can not satisfy many queries; whereas if r is big, the indices' update will be very expensive. In Routing Indices [4] , each node stores an approximate number of documents from every category that can be retrieved through each outgoing link. This technique could be efficient for searches, but requires too much flooding effort for the indices to be created and updated. Therefore it can not work well in a highly dynamic environment.
The Design and Implementation Issues of Foreseer
As shown in Figure 1 , Foreseer is comprised of three components at different layers. The neighbors and friends overlays are built on top of the Internet infrastructure by exploiting geographical and temporal localities respectively. The indices implemented by Bloom filters are distributed according to the relationships between peers within the two overlays. By directing searches along the overlay links and resolving queries by the distributed indices, the searching module is designed to provide high performance, low cost and easy of keyword searching and maintenance service for P2P applications. We give the detailed design of Foreseer in this Section. Firstly we explain the creation of peers' content filters represented by Bloom filters. Then we show how to explicitly exploit both geographical and temporal locality and construct the neighbors overlay and friends overlay accordingly. In Section 3.3, we present the search algorithms of Foreseer. The system maintenance cost is studied in Section 3.4.
The rationale behind Foreseer comes from our daily life. Everyone knows a number of neighbors who live nearby, and some friends who may live distantly. Suppose each person has a name card indicating his business, and knows about others only by their name cards. One gets to know his neighbors as soon as he is settled, and makes new friends when doing business with someone else. Neighbors and friends constitute one's social relationships. When he has a new business request, he will look for his neighbors and friends first. If the name cards imply that some neighbor and/or friend can help, the request is forwarded to that person instantly. If none of them can help for this request, typically he will pass it to his friends who in turn will look for help from their neighbors and friends.
Bloom filters as content filter
In Foreseer, the name card refers to a peer's content filter derived by computing the Bloom filter [2] on all its shared contents. A Bloom filter is a hash-based data structure for representing a set to support membership queries. The membership test returns false positives with a predictable probability but never returns false negatives. With an optimal choice of hash functions, we can obtain the minimum probability of false positive as (
n , where k is the number of hash functions used, m is the number of bits in the filter and n is the number of elements in the set. In order to support element insertion and deletion, Fan it et al. [6] proposed the Counting Bloom Filter, which maintains a counter for each bit that records the current number of objects mapped to this bit by any of the k hash functions. They also showed that 4 bit per counter is sufficient for most applications.
In this paper, we use Counting Bloom filters to summarize the contents shared on each peer. To facilitate keyword queries, each peer maintains an inverted file created by information retrieval schemes in local disk. Assume D p is the set of shared documents on node p, and K p = {kw i ∈ d j |d j ∈ D p } is the set of keywords that appear in any documents in D p . The kw i is a keyword that appears in document d j . The content filter of node p, denoted by F content p , is initialized by hashing all the keywords in K p and setting the corresponding bits to 1. Free-riders will have a null content filter, which can be easily recognized by other peers. If the number of hash functions in use is fixed, the cardinality of the maximum keywords set K max determines the space requirement for the filter with the least false positive rate as m = nk ln 2 = |Kmax|k ln 2 . We believe that the size of the maximum keyword set will not be arbitrarily large for several reasons. First, the number of shared files on most peers is limited. The measurement studies on Gnutella by Saroiu et al. [17] indicate that about 75% of the clients share 100 files or less, and only 7% of the peers share more than 1000 files. The results in [7] show that 68% among 37,000 peers share no files at all (free-riders), and most of the remaining clients share few (between 10 and 100) files. Second, the documents on the same peer tend to share common topics, which is also an underlying reason of temporal locality. The overlap of semantics among documents on one peer reduces the number of unique keywords to be mapped to the content filter. Third, according to [7, 9] , most files shared in current P2P systems are multimedia streams, in which only few unique keywords can be derived from one document. Even with |K max | = 10, 000, and k = 8, the length of the filter with least false positive rate is m = 10,000×8 ln 2 = 114, 416 bits= 14.4KB. When transmitted over network, this filter can be packed into several IP packets. Besides the inverted file, each peer also maintains a counter for each bit in the filter. For those peers who share very few files and keywords, we could use a compressed representation of the filter as a collection of 2-tuples (i, x), which means the i th bit is set for x times. Only the first number in each tuple (location of a 1 in the filter) is transmitted over network.
Two-dimensional, locality-aware overlays construction
Two orthogonal overlays are constructed in the system: the neighbors overlay capturing geographical locality and the friends overlay capturing temporal locality. In addition to maintaining its own local content filter, each node p saves copies of the content filters of the peers in both its neighbors list N (p) and friends list F (p). If a peer becomes a neighbor and a friend at the same time, it is allowed to act as both a neighbor and a friend. To limit the number of filters one peer maintains, we restrict the size of N and F as follows: for node p, n min ≤ |N (p)| ≤ n max , f min ≤ |F (p)| ≤ f max , where n min , f min and n max , f max are the lower bound and upper bound for the number of its neighbors and friends respectively. Figure 2 shows the illustration of the two overlays in a simple network where N (a) = {b, c, d, e} and F (a) = {b, f, g, h, i}. Node a maintains a copy of content filter for each node among N (a) ∪ F (a). Together with its own local filter, node a maintains nine content filters in total, which largely strengths its ability to serve future queries.
Finding and maintaining neighbors
The neighbors overlay is constructed with network proximity, so that only peers physically nearby can become neighbors by each other. Network latency is used as a simple metric to measure the physical distance between peers because it reflects the performance directly seen by end hosts and can be easily measured in an end-to-end, non-intrusive manner. Like in Gnutella, a new node joins the system by contacting well-known bootstrapping nodes, and builds up its neighbors according to the replies. To ensure network proximity, however, upon receiving replies from those peers who can accept more neighbors, a new peer will always choose the peers with lower latencies as its neighbors. The content filters are transmitted along with the replies so that the new peer can initialize its neighbors list quickly. If the number of its neighbors is smaller than the lower bound, the node issues a PING NEIGHBORS message to its current neighbors that in turn propagate this message to their neighbors. Upon receiving this message, any peer with less than the maximum number of neighbors will reply positively along with their filters. This process repeats until the new arrival peer has a minimum number of neighbors. When a peer makes a planned departure, it notifies its neighbors so that they can remove it from their neighbors list and discard its content filter. In the case of an unplanned node failure, the node does not have a chance to notify other peers. However, its neighbors will realize this when trying to contact it later, and make updates accordingly.
The geographical locality implies that an object near to the querying peer is more likely to be reached than distant objects, so that the network latency and bandwidth consumption is minimized. The construction of the neighbors overlay ensures that each peer keeps a list of its nearby peers, and can resolve the query locally if the requested object can be found on any of them.
Making and refreshing friends
The friends overlay is constructed as a directed graph independent of the physical network topology. Unlike the bidirectional friendship in real life, the friends relationships in this paper are designed to be unidirectional. The unidirection of the friend relationship does not affect the small-world property of the subgraph induced by the friends links, as will be proved in our experiments. Each peer knows a number of friends, and may also be a friend of some other peers, called its back friends. Besides the neighbors and friends lists, each peer also maintains a name list (including IP address) of its back friends denoted as F −1 , but without any content information. Tracking a reverse direction to the unidirectional friends relationship, this back friends list is used to notify those be-friend peers of its content filter update when necessary. In Figure 2 , {a, i} ⊆ F −1 (h), and any filter update on node h would cause node a and node i to take corresponding action: updating filter copies of node h after node h notifies them the change.
It is straightforward that a peer who ever served a request from node p should be a candidate of p's friends, according to the temporal locality. However, when a brand new peer issues its first query, it has no friends to consult. To mitigate this problem, we recommend an active "friends making" stage for the new node as soon as it builds up its neighbors list. To find potential friends, new node p sends out a PING FRIENDS message to its neighbors, which in turn forward this message to their friends. Upon receiving this request, a peer q will check if it can accept this (|F
max is the maximum number of a peer's back friends) or not. Those peers who can accept this "friends making" request will reply to p along with their content filters. Based on the replies, p can fill out its initial friends list by selecting those peers who have more 1's in their content filters, because the documents shared on these peers contain more keywords. Since free-riders have nothing to share, they are not referred by any friend link (i.e.,have an empty F −1 list) and will never see PING FRIENDS messages except as a neighbor at the first step.
The friends of node p are ordered and replaced in a LRU manner as new information is learned. After each download, p may have a chance to refine its friends list. If the serving peer is already one of p's friends, then this peer comes to the top of the list because it is the most recently used. If the serving peer is not in p's friends list, and |F (p)| < f max , then this peer becomes a new friend of p with the highest priority. However, if |F (p)| = f max , p has to remove a least recently used friend and insert the new one as the most recently used. When an old friend is replaced, p sends a message to that node so that it is removed from that node's back friends list. For partial searches that result in multiple responses, we may use a counter to record the number of results each friend has returned for previous X queries, and find a victim that returns the fewest number of results when a newly recognized friend asks for a replacement. Accordingly, the counters are updated when a query is answered.
The update of friends overlay due to node departure/failure can be processed in a similar way as that of neighbors overlay. To attain a better performance, we can speedup the node join procedure by employing a caching scheme. Before a node departs the system, the addresses of its neighbors and friends are saved in its local disk. When the node joins the system again, it tries to contact its old neighbors and friends directly, and asks for their current content filters. Some recent research results [9, 18] show that the node departure-and-rejoin pattern is a common feature of current P2P systems. By this way, not only the join process is simplified, but the workload of bootstrapping nodes is also reduced.
Two-dimensional, locality-aware search algorithm in Foreseer
Algorithm design The keywords extracted from documents 2 work as metadata to be mapped to the content filters in our design. Existing systems use either local or global [20] indexing to retrieve or place a document's metadata. As described above, Foreseer uses local indexing so that multi-term queries are as easy to be processed as single-term queries, and thus avoids the inefficiency of local indexing by orienting the queries intelligently instead of flooding to every node in the system.
The main process of object location is simple. Upon receiving a search message that contains one or more terms kw 1 , kw 2 , ...kw r , node p runs a search algorithm that consists of two phases: local matching and selective dispatching. In the phase of local matching, node p computes the query filter F query by mapping all the query terms, and compare it with the content filter F content q for any node q ∈ N (p) ∪ F (p) by the logical "AND" operation. If F query ∧ F content q = F query , then there is a match, indicating that node q may have the document containing all the keywords with a high probability. Otherwise, none of p's neighbors or friends have the requested document. This matching is conducted on node p locally, and requires no network bandwidth. Then the query message is forwarded selectively based on the result of the first phase. If there is a match, i.e., the query has been resolved by one of p's neighbors or friends q, the message is forwarded to q, which will look up its local inverted file for the document that matches the query. However, if a false positive occurs, the query is sent back to p with a negative reply. In either situation, the local matching fails or the query is returned with a false positive, the query message would be dispatched selectively according to the system searching policy
Let h be the current hop count of the query message. In P 1 policy, given h < h 1 , the query will be forwarded to its friends. Given h 1 ≤ h < h 1 + h 2 , the query will be forwarded to its neighbors. The query stops traveling when h = h 1 +h 2 . Because of the locality properties in P2P system workloads, a large portion of queries will be resolved locally (h = 0) at the nodes who issue the requests. For other queries that need to travel more hops, Foreseer runs an intelligent, light flooding procedure: until the destination peer is foreseen by the local matching at some nodes, the query messages will be forwarded along friends' links for up to h 1 hops and then along neighbors' links for up to h 2 hops, and then fail with an exception.
The reasons why we search along friends overlay before neighbors' links are based on several intuitions. First, suppose q ∈ F (p) and r ∈ F (q), files on node r, which tend to interest node q, may also interest node p because p is likely to download more files from q in the near future according to the temporal locality. On the other hand, geographical locality only ensures that objects near node p are more likely to be reached than distant objects, but does not mean that its neighbors have a better chance of answering the query. This implies that peers reached by following friends' links will have a better chance to answer the query than peers reached by following neighbors' links. Second, the construction of the friends overlay implies that the friends' links tend to point to peers who share many objects and never refer to free-riders. These peers have a better chance of answering the query than other peers sharing few or no files at all. Third, the small-world property of the friends overlay ensures that by following friends' links, the query would be quickly scattered over a large network diameter and reach distant peers in few hops. Because of its construction, the friends overlay may consist of disconnected subgraphs. To ensure a high success rate for searches, Foreseer will propagate the query along neighbors' links after h 1 hops in the friends overlay. Only at this stage some freeriders may be involved to work as an intermediate router for the query messages.
We also develop and examine other typical search policies that can be employed on our two dimensional overlays. By directing the query along neighbors' links first and then friends' links, we have the policy P 2 = {N h1 F h2 }. However, this policy suffers a low success rate since the neighbors overlay is built with network proximity, and thus going through neighbor' links first can not reach distant peers who may have the requested document. Another interesting policy is to forward the query messages to neighbors and friends simultaneously, as denoted by P 3 = {F h1 //N h2 }. However, propagating through neighbors' links at the beginning does not incur much benefit since only peers within a local area will be touched. For the same reason, a more complicated policy like P 4 = {N h1 F h2 N h3 } will not attain a better result. Other policies like P 5 = {F h1 N h2 F h3 } will not work better than P 1 since propagating the query along the friend's links again after a trip on some neighbors' links can not capture the temporal locality at all. Our experiments also prove that P 1 attains the best outcome among all the policies mentioned above. Therefore, we adopt P 1 as our default search policy and employ it when comparing system performance with other search algorithms.
In short, the key ideas (major procedures) in our search scheme are three fold. 1). The peer who issues the query tries to resolve the query by itself by local matching. If successful, only one more message will be involved in this search. 2). If 1) fails, the query will be selectively forwarded along the friends and then neighbors links, and never touch free-riders until traveling along the neighbors' links. 3). As soon as the local matching is successful at some nodes, the query is resolved and only one more message is needed for success confirmation in case of the occurrence of false positives.
Algorithm efficiency For any peer p issuing a query, if the requested object can be found on any peer p 0 ∈ N (p) ∪ F (p), this query can be resolved locally, and reach the destination peer within only a single hop (namely, only one message involved) with a high probability. These kind of queries are resolved with O(1) complexity. In other cases, the query needs to be spread out, as being examined here. We use F i (p) to denote the set of peers with i hops distance along friend's links from node p, and let F 0 (p) = {p}. Formally,
If the requested object resides on any peer
it can be resolved in i hops and reach the destination peer in i + 1 hops with a high probability. At each hop, the query touches some new nodes along the friends overlay, and checks the content filters of their neighbors and friends. Table 1 shows the number of peers touched, number of peers foreseen, and the number of messages produced at each hop, in which f and n denote the average number of one peer's friends and neighbors respectively, and we do not consider revisited peers for simplicity. 
If failed in friends overlay, the query will spread by following neighbors' links. Similarly, we use N j (f h1 (p)) to denote the set of peers with j hops distance along the neighbors' links from node f h1 (p), where
it can be resolved in h 1 +j hops and reach the destination peer in h 1 +j +1 hops with a high probability. Table 2 shows the the number of peers touched, number of peers foreseen, and the number of messages produced at each hop along neighbors' links. As long as the shortest distance between the query source peer and the predestination peer that will have a successful local matching is not longer than h 1 hops in the friends overlay plus h 2 hops in the neighbors overlay, this query will be satisfied by our algorithm. Similar to other flooding approaches, a randomly generated identifier is assigned to each query message and kept on passing peers for a short while so that the same message is not handled by the same peer again. Our experiments suggest that 5 hops in the friends overlay (h 1 = 5) and then 1 hop (h 2 = 1) in the neighbors overlay suffice for more than 99.9% of queries. As shown in Figure 2, N (a) = {b, c, d, e} and F (a) = {b, f, g, h, i}, queries from node a for objects on these nodes can be resolved locally and reach the destination peer in one hop. Since j ∈ N (b), l ∈ N (g), m ∈ N (h), p ∈ N (h), n ∈ N (i), and k ∈ F (i), q ∈ F (i), objects on any of these peers can be resolved in one hop by one of a's friends, and reach its destination in two hops. Compared to blind search algorithms, Foreseer conducts searches more aggressively with the help of the distributed content filters. Typically, Foreseer can check (f + n) times more nodes at each hop. Compared to current distributed indexed approaches, Foreseer directs searches more intelligently by exploiting both geographical and temporal locality properties.
Skipping free-riders
Previous studies have shown that a large portion of participating nodes are free-riders. Although any node may issue queries to the system, only nonfree-riders can contribute objects and are helpful in answering queries. The construction of the friends overlay ensures that free-riders can not be friends of any peer, thus the query will never touch them only after the query has traveled on the friends overlay for h 1 hops. If the query is not still resolved through the first h 1 hops, Foreseer continues the search in the neighbors overlay, and may touch some free-riders. By giving search priority to the friends overlay, Foreseer reduces a lot of meaningless messages that may be produced in many blind search schemes.
Effects of false positives When a false positive occurs, the peer that issues the query would receive a negative reply from the "matching but false" peer, and the query has to be forwarded further. However, this only incurs some extra workload on unrelated peers with a very low probability, but does not affect the correctness of the search algorithm. To reduce the side effects of false positive, when a peer finds that more than one neighbor or friend seems to have the requested document, the query is selectively forwarded to two or more of them since the probability of multiple false positives to occur simultaneously is very slim. For searches that require multiple responses, the query is forwarded to all of its neighbors and friends that seem to have the requested documents.
System maintenance
Object publishing and removal When a peer wants to share new files, or just downloads new files, this information should be quickly visible to its neighbors and back friends peers. To do this, the peer extracts keywords from new documents, and selects new keywords out of all extracted keywords, if at all, to map to its content filter. The change of the filter, if at all, is recorded and sent in an update message to all peers in its lists N and F −1 . Only a small amount of location information (less than k bits per new keyword contained in the file) that reflects the changed bits is transmitted over network, thus the involved network traffic is minimized. At the same time, the inverted file and counters associated with corresponding bits are also updated locally on the peer. Upon receiving an update message, peers would make necessary changes on their filter copies of the sender node accordingly. The process of removing a document is similar to this object publishing procedure. Compared to current indexed search schemes or DHTs, only a small amount of information (8 or less indicating the changed bits in the content filter) is transmitted when publishing or removing a document, thus making Foreseer perform an efficient maintenance job, even in a highly dynamic environment.
An additional benefit from this instant publishing is that popularly accessed files would gradually have more and more copies available in current network as more peers repeat such download and then publish processes. Therefore, most queries for the kind of files can be served more efficiently and the query hot spot may not occur at all.
Node join and departure When a new node joins the system, it needs to set up its neighbors and friends relations as described in Section 3.2. When a node departs, it sends out a notification to all its neighbors and back friends. Totally (|N | + |F −1 |) small messages are involved per update if necessary. The nodes that receive this notification message simply remove their connections to this node, along with the corresponding content filter copy. In the meantime, the departing node caches its neighbors and friends in its local disk. When it rejoins the system, it tries to contact its old neighbors and friends at first to build up its initial relations quickly. When a node fails unexpectedly, it has no chance to notify other nodes for its absence. Only when the nodes try to contact it, they would find this node has already gone. Since each node maintains multiple neighbors and friends, one node's failure does not affect the overall system performance. A more aggressive approach would be adoption of PING-PONG messages to proactively check the live status of each peer's neighbors and friends.
Experimental Methodology
This section describes our experimental methodology. We present the simulation results along with our analysis in next section.
Set up experiments
To evaluate Foreseer's performance compared with the state-of-art search schemes, we carefully choose several representative systems as baselines, such as Gnutella, Interestbased Shortcuts (IBS), and Local Indices (LI). We choose two practical schemes of LI in the experiments, LI-1 with r = 1 and LI-2 with r = 2 without loss of generality. LI-1 maintains less indices than LI-2 but its indices are not able to satisfy enough number of queries. LI-2 maintains more indices but incurs an expensive maintenance cost. We configure each baseline system according to its default configuration to guarantee fair comparisons. For systems without indices such as Gnutella and IBS, we set T T L = 7. For LI-1, LI-2 and Foreseer, which maintain indices on each node, we set T T L = 6. As suggested by Yang et al. [22] , a policy P = {0, 3, 6} is adopted in both LI-1 and LI-2 to gain good performance. In IBS, each node maintains at most 10 shortcuts as specified by IBS authors [19] . In Foreseer, unless explicitly specified, we have 2 ≤ N (p) ≤ 10, 4 ≤ F (p) ≤ 8, and F −1 (p) ≤ 20 for any node p. The default search policy in Foreseer is P 1 = {F 5 N 1 }. In order to best simulate the system performance, we choose the Transit-Stub model [23] to emulate a physical network topology for all testing systems, which constructs a hierarchical Internet network with 51,984 physical nodes randomly distributed in an Euclidean coordinate space. We set up 9 transit domains, with each containing, on the average, 16 transit nodes. Each transit node has 9 stub domains attached. Each stub domain has an average of 40 stub nodes. Nine transit domains at the top level are fully connected, forming a complete graph. Every two transit or stub nodes in a single transit or stub domain are connected with a probability of 0.6 and 0.4 respectively. There is no connection between stub nodes in different stub domains. The network latency is set according to the following rules: 100 ms for inter transit domain links; 20 ms for links between two transit nodes in a transit domain; 5 ms for links from a transit node to a stub node; 2 ms for links between two stub nodes in a stub domain. We randomly choose peers from these 51,984 nodes to construct the testing P2P systems in our experiments. Notice that only part of the physical nodes participate in the P2P system while all of them contribute to the network latency for messages passing by.
For baseline systems that require a Gnutella-like network overlay, we replay a real-world trace crawled from a Gnutella network provided by the Limewire organization [11] and build the logical network topology. Foreseer needs to build its own neighbors and friends overlays that are different from the baseline systems. To construct the neighbors overlays with network proximity in Foreseer, we find nearby nodes and create neighbor links for a new peer according to the Euclidean distance between this peer and other present peers only if the peer may accept more neighbors. This process repeats until each peer has enough number of neighbors. The initialization and online evolution process of the friends overlay have been described in Section 3.2. In all the experiments, we randomly select 5% node departures and 5% node failures to emulate dynamic activities in P2P systems.
We develop a discrete-event, trace-driven simulator to evaluate the performance of Foreseer, compared with other baseline P2P systems. The programming language of the simulator is Java. The simulator runs under Sun's Java 2 SDK environment. The simulator includes 10,000 lines, consisting of 21 classes to implement the prototypes including Foreseer and all the baseline systems, and other 12 classes to emulate the Transit-Stub network model. All the experiments were conducted on a SUNFire 880 with 16 CPUs running SunOS 5.8.
Trace preparation
Because there is no real-world trace publicly accessible that contains the keyword query and download history information required in our experiments, we carefully rebuild a trace that contains original query terms associate with each event by preprocessing a content distribution information trace of an eDonkey [5] system obtained from [7] . The eDonkey trace contains the filenames of 923,000 files in total shared among 37,000 peers and was probed during the first week of November 2003. To restore the keyword query trace, we do two preliminary jobs (calculating keyword weights and restoring a download trace) and then transform the download trace into the keyword query trace with keyword weight information. To do the first job, we conducted simple lexical analysis, and extracted keywords from each document by converting its filename into a stream of words. This is actually the same way used by current commercial P2P systems because no keywords could be derived from the audio and video file contents. Afterwards we calculated the total number of occurrence per keyword, which indicates the weight of the keyword among the whole document set. For the second job, we process the same eDonkey trace to restore a download trace, in which each event consists of a peer that issues a query, a peer that answers the query and the document transferred. During the restore process of th download trace, we assume that only one copy of each document is shared in the system before any query and download, and the content distribution of the eDonkey trace reflects the P2P system status after the completion of all queries and downloads. Given two jobs completed, finally, we transform the download trace into a keyword query trace used in our experiments. During the transform process, we add some query terms that have relatively high weights out of the requested file in each event. The number of query terms is controlled within a limit so that most of the queries would involve 1 to 4 keywords, and the maximum number of terms for each query is limited by 10, as suggested by Reynolds et al. [15] . Given the keyword query trace restored, we fed it into each testing system, replayed the queries, and collected the results.
Metrics in use
We measure the search efficiency using the following metrics:
-Success rate: the percentage of successfully resolved (thus can be satisfied) queries among all the queries submitted. -Response time: the average response time experienced in finding the first matching document. Since the CPU processing time at a node is negligible compared to the network delay, we ignore the latency in queuing messages and computing the Bloom filters. -Relative distance: the relative distance virtually traveled to reach the destination peer for a query, as defined in [16] . This metric indicates the distance traveled in the proximity space, and tells how well the system exploits the geographical locality. -Messages produced: the average number of messages produced while searching for an object that matches a query. -Nodes touched: the average number of nodes touched by the query messages during the searching. -Free-riders touched: the average number of free-riders touched by the query messages during the searching.
The first three metrics demonstrate how fast a system conducts searches for a given query (i.e., the search performance), while the last three metrics indicate the bandwidth consumption involved in a query (i.e., the search cost) that can be used to indirectly justify the system scalability.
It may be noted that we only collect the results of search efficiency in finding out the first document that matches a given query. However, the protocols can be easily modified to support queries with multiple responses. We also compare the indices maintenance overhead involved in both the LI schemes and Foreseer because the work that they may have to do while updating indices when a new file becomes available on some peers would impact the entire system performance and scalability.
Experimental Results

Search policy
We conduct experiments to find an optimal search policy of Foreseer by running 20,000 queries on a 10,000-peer network and comparing the performance of each policy as shown in Table 3 . On the average, most policies in class P 1 and P 3 show better performance than other policies. The Table also Fig. 3 . Distribution of queries served by friend's links and neighbors' links at each hop, with policy P 1 :
functions of neighbors and friend's links at each hop, we collected the number of queries resolved by friend's links and by neighbors' links respectively at hop h = 0, 1, ..., 6. Notice that h = 0 indicates a successful local matching at the peer who issues the query. If the query is resolved at node p, and the destination peer is both a neighbor and a friend of p, this is considered as a contribution of both links. The results are shown in Figure 3 , which illustrates that more than 34% queries are resolved locally due to the temporal locality in the workloads. For other queries, as the search touches more peers in the friends overlay until the hop number reaches 3, both the friends and neighbors' links serve an increasing number of queries at each hop, but the friend's links serve much more queries than the neighbors links. Even though the query is traveling in the neighbors overlay, the friend's links still serve more queries than the neighbors links. One reason for this is that the friend's links built up with temporal locality are more likely to serve future requests, while the neighbors' links are designed with geographical locality that only helps reduce the search cost. Another reason is that peers maintain up to 8 friends while the average number of neighbors is only around 2.43. Although it seems that the neighbors' links do not contribute much to the search performance, they are playing a critical role in Foreseer, especially in increasing the success rate, as can be seen from Table 3 . If the hop number is larger than 3, the number of served queries by either kind of links decreases since most of the queries can be satisfied.
Search efficiency
In this Section we compare the search efficiency of Foreseer against the baseline systems in terms of search performance and search cost. By running the query traces, we found that, with the configurations mentioned above, all the baseline systems have an average success rate around 98%, while our Foreseer achieves an even higher success rate as 99.9%. Because of the uncontrolled data placement and finite TTL for query messages, no current search algorithms in unstructured P2P systems can guarantee 100% success rate. However, only very few (less than 0.06%) queries may fail in Foreseer, which is quite satisfactory for most users.
Search performance Since IBS and Foreseer exploit the temporal locality property, both of them could serve a lot of queries (around 33% by replaying the trace in this paper) within just one hop. However, IBS obtains the improvement by paying a longer response time and a longer relative distance. Figure 4 shows the average response time (in ms) experienced in finding the first matching document by each algorithm, and Figure 5 depicts the relative distance in the same experiment. In IBS, a peer firstly contacts all of its shortcuts to see if they can answer the query. But if none of them has the requested object, the search has already been delayed before the peer floods the query to its neighbors. On the other hand, Foreseer reduces the response time by up to 40% and the relative distance by up to 45% compared to other baseline systems like Gnutella and Local Indices. The benefit stems from Foreseer's ability of exploiting both temporal and geographical locality at the same time. As shown in Figure 3 , by following the friends overlay, Foreseer reaches the destination peer quickly within 2.97 hops on average. In addition, if the local matching indicates a neighbor seems to have the object, the peer will forward the query to that neighbor, which is physically nearby according to network proximity. However, the neighbor in other systems only indicates logical connection and may point to a distant node. Both the temporal and geographical locality contribute to reducing the response time and relative distance in Foreseer. Search Cost Gnutella suffers a poor system scalability problem because its blind flooding results in a lot of redundant messages and touches too many unrelated peers during the object searches. Other baseline systems also require a lot of messages if the query is not satisfied by the shortcuts (in IBS) or the local indices (in LI schemes). We collected One of the valuable features of our friends overlay is that no free-riders are pointed by any friend's link since they share nothing and can not serve any query. Therefore, the search will never touch free-riders while propagating along friend's links. Only if the query is not satisfied in the friends overlay, it may touch free-riders along the neighbors' links. In other systems, however, even a peer knows that some of its neighbors are freeriders (by looking at the indices as in LI schemes), it still sends the query to them when fanning out the query. We conducted experiments and figured out the percentage of touched free-riders among all the nodes involved in a search. Figure 8 depicts the results we obtained when running queries on the baseline systems. The result for Foreseer is less than 1%, thus not shown in the Figure, when the default policy is used. However, if employing another policy, Foreseer may also touch more free-riders, as shown in Table 3 .
Indices Maintenance cost
When a query is answered, the peer issues that query will have a new document and make it available to others (We assume this is a requirement.) We compare the number of messages used to update indices in LI schemes and Foreseer, as shown in Figure 9 . It is clear that LI-1 only needs to send several update messages after a query on the average, because only a small number of peers need to be reached for indices update. But for LI-2, since each peer stores the indices of files shared on all the nodes within radius Fig. 11 . Sensitivity of search cost to peer's number of neighbors and friends, in the number of query messages produced. r = 2, an index update will result in a lot of update messages. With the introduction of averagely 13 update messages after each query, Foreseer pays a modest cost for its good search performance as seen in the previous sections. Furthermore, by using Bloom filters, the update messages are quite small, and do not consume much network bandwidth. For an object addition, a peer only needs to transmit the locations of changed bits in its content filter. Suppose T = 100 unique keywords can be extracted from this document and k = 8, m = 8KB for the Bloom filter, each changed bit requires B = 2Bytes to specify its location in the filter. Therefore, the information to be sent is limited by L ≤ T ×k×B = 1.6KB bits, which can be easily packed in few IP packets.
Scheme Optimization
We conduct study on Foreseer's sensitivity to the number of neighbors and friends by running 20,000 queries on a 10,000-peer network with various configuration parameters. Since peers keep making new friends after queries until they have the maximum number of friends, the upper bound of friends (Max |F |) indicates the number of friends each node maintains in the system. On the other hand, a peer may have a lower bound number of neighbors and do not look for new neighbors until some of its current neighbors depart. We collect the number of neighbors for each node and compute the average value as |N | = 1.33 for n min = 1 and n max = 5, |N | = 2.43 for n min = 2 and n max = 10, |N | = 4.54 for n min = 4 and n max = 20, |N | = 9.37 for n min = 8 and n max = 40. For space limitation, we only present the results in terms of response time for these configurations as the evaluation of search performance as shown in Figure 10 , and the results for other metrics follow the same trend. Similarly, the number of query messages produced in a search is plotted in Figure 11 to show the search cost with various configurations. We noticed that when M ax|F | = 4, a large portion of queries failed because the query could only reach a small number of nodes due to the upper bound for the number of friends. When M ax|F | > 4, as shown in the two figures, the search performance keeps increasing and the number of query messages produced keeps decreasing, as more neighbors and more friends are allowed on each peer. This is straightforward since a peer can have the content filters of more peers and outgoing links if the peer is allowed to maintain more neighbors and friends. However, a larger number of neighbors and friends results in more indices update workloads, as shown in Figure 12 . Figure 13 shows the number of free-riders touched in each query when varying the number of neighbors and friends in our experiments. It is notable that when M ax|F | = 8, a query, on the average, touches less than 23 free-riders, indicating that some of the queries are not resolved until they propagate along neighbors links. However, when M ax|F | ≥ 12, the query will never touch the free-riding peers, which implies that all the queries have been resolved within the friends overlay. This also indicates that the number of friends is not necessarily too large, considering the maintenance cost of updating peer's content filters.
Conclusions
We propose to construct two orthogonal overlays in unstructured P2P systems based on geographical and temporal localities respectively. By maintaining the content filters of both neighbors and friends, Foreseer can achieve a high search efficiency. By conducting a comprehensive set of trace-driven simulation experiments and performing an in-depth analysis, we conclude that Foreseer can boost the search performance by up to 70%, with regard to the response time and relative distance, and significantly reduce the search cost by up to 90% in terms of the number of query messages produced and nodes touched, compared with the state-of-art P2P systems.
