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ABSTRACT 
As electronic and photonic devices shrink to the nanoscale, heat dissipation be-
comes the bottleneck for performance. As a result, understanding and controlling 
nanoscale thermal transport in thin films and across interfaces is a critical issue re-
quiring new experimental tools. In this thesis , the development of an ultrafast ther-
moreflectance microscope for high resolution thermal property imaging is described. 
It can function as a time domain thermoreflectance (TDTR) or frequency domain 
thermoreflectance (FDTR) system. Design and implementation of the optical system 
will be introduced in detail. A thermal model derived from heat transfer theory is 
used to analyze the experimental data and obtain quantitative property maps for bulk 
and thin-film samples. The system is used to obtain temperature dependent thermal 
properties of single crystal diamond and thin film V02 , as well as thermal property 
maps of several thin film samples. 
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Chapter 1 
Introduction 
1 
As the dimensions of electronic (Cahill et al. , 2002; Christofferson, 2006; Tessier et al., 
2007) and photonic (Hudgings et al., 2003; Chan et al., 2006; Choquette et al., 1994) 
devices have shrunk greatly down to micron or even nanoscale, heat dissipation on 
such small scales becomes the bottleneck for applications and improvement of such 
devices. As a result , micron and nanoscale thermal transport and management turn 
out to be a pivotal issue (Pop, 2010). As the size of devices gets smaller, their ther-
mal properties may differ a lot from their bulk counterparts (Cahill et al. , 2003). 
Therefore, it's necessary to develop powerful tools to characterize thermal proper-
ties such as thermal conductivity and interface thermal conductance on sub-micron 
length scale. Meanwhile, the decrease of size also requires submicron scale imaging 
technique for quality assurance and failure analysis. Besides, imaging is also needed 
for the research of combinatorial samples, such as diffusion multiples (Huxtable et al. , 
2004) and thermal barrier coatings (Zheng et al. , 2005), for characterizing local com-
position and structure without destroying the parts and assembles. In conclusion, the 
necessity of high accuracy small length scale thermal property measurement and high 
resolution nondestructive submicron imaging motivates us to develop a multifunc-
tional microscopy that enables simultaneous high resolution property measurement 
and imaging. This thesis is concerned with thermal property measurement for novel 
materials and. thermal property imaging, with ultrafast laser based thermoreflectance 
technique. 
2 
In the remainder of this chapter, we will introduce the background of thermal 
property imaging. In the next three sections, thermal imaging and thermorefiectance 
based thermal property measurement will be presented. In addition, thermal conduc-
tivity imaging will be introduced based on them. Our concerns include the conven-
tional thermal imaging technique for temperature mapping (Farzaneh et al. , 2009), 
which was used widely as the main stream of thermal imaging in the past twenty 
years; the background of thermal property measurement by transient thermorefiect-
nace (TTR) (Costescu et al. , 2003). Based on the introduction, we will find that both 
of the thermal property measurement and thermal property imaging can be imple-
mented by the thermorefiectance technique and these ~wo lead to the development of 
comprehensive thermal conductivity imaging. 
1.1 Thermal Imaging 
With the development of imaging technology, a variety of microscopies have been 
developed for research in materials, life and physical sciences. Some branches of mi-
croscopies work based on collecting the subsequent diffraction, reflection or refraction 
to form images when electromagnetic radiation or electron beams interact with the 
specimen. Typical examples are optical microscopy, infrared microscopy, ultraviolet 
microscopy and electron microscopy. Moreover, other probes such as acoustic and 
thermal wave probes (Busse, 1982; Rosencwaig et al., 1985; Murphy, 1981) can also 
be used for imaging. Thermal-wave imaging (Rosencwaig, 1982; Tessier, 2009) is an 
outgrowth of photoacoustic technique. It mainly works on detection of variations of 
thermal features in any of the following three: density p, specific heat c and ther-
mal conductivity r;,. With the help of thermal wave probe, micrometer-sized imaging 
can be obtained by being operated below 10MHz compared with up to 1000MHz re-
quired by acoustic probes. The noncontact and nondestructive property of thermal 
3 
imaging is another benefit. Last but not least, thermal wave imaging also provides 
depth-profiling, which enables three dimensional imaging. 
In the past twenty years , t hermal wave imaging has been mainly used for mea-
surement of temperature variations in microelectronics and other areas (Hudgings 
et al., 2003; Komarov et al., 2006; Raad et al. , 2007; Summers et al. , 2010), which is 
usually called thermography or thermal imaging. A variety of thermography methods 
(Farzaneh et al. , 2009; Christofferson et al. , 2008) were developed such as thermore-
flecntace, infrared (IR) t hermometry, liquid crystal thermography , scanning thermal 
microscopy and acoustic thermography. 
IR thermometry (Christofferson and Shakouri, 2004) is the most widely used 
one, which works based on the theory of black body radiation: W = ECJT4 . When the 
temperature rises, the maximum spectral power density of an ideal black body shifts 
to the lower wavelength. This method has the limitation of low spatial resolution 
caused by diffraction limit and low SNR . 
Scanning thermal microscopy (SThM) (Hammiche et al. , 1996; Majumdar, 
1999; Majumdar et al., 1993; Oesterschulze and Stopka, 1996) is a promising method 
which provides submicrometric scale resolution and also has the ability to reach small 
areas. This technique has high resolution about 30 to 50nm. However, temperature 
under the sample surface is not able to be obtained by this method. Moreover , this 
technique requires complicated design and fabrication for the probe. In addition, full 
understanding of heat transfer mechanism between the tip and sample is necessary 
(Cahill et al. , 2003) . 
A liquid-crystal thermography (Christofferson et al. , 2008) system is com-
posed by thermochromic liquid crystals (TLCs) with solid-state cameras, image digi-
tizers, and higher-speed computer processors. Fast, accurate, high-resolution surface-
4 
temperature measurements for locating hot spots arid defects can be done on elec-
tronic components, microcircuits, modules, and printed-circuit boards. TLCs are a 
class of materials that reflect definite colors at specific temperatures and viewing an-
gles. It 's usually coated on the sample under test so it's an semi-invasive method. 
The accuracy and resolution could be influenced by the uniformity and thickness of 
the TLC. 
Thermoreflectance (Maize et al., 2008; Maize et al., 2011) can be used for 
thermal imaging as well. It 's based on the measurement of intensity change of reflected 
light caused by temperature change on surface of the samples. The relation between 
the change of reflectivity and the change of temperature can be expressed in the 1st 
order approximation, 
!:>.R = (.l) BR 6-T = 11,6-T R R ar , 
(1.1) 
where"'' usually on the order of 10-2-l0-5 K-1 , is called the thermoreflectance calibra-
tion coefficient. It depends on the illumination wavelength (Tessier et al. , 2003), the 
sample material and the composition of the sample if it has a multi-layered structure. 
Thermoreflectance imaging has achieved spatial resolution o(250nm and thermal res-
olution of lOmK. So far, it is the only method in microscopy mode that can achieve 
such high spatial resolution. It could be utilized as point by point scanning ( Christof-
ferson, 2006; Christofferson and Shakouri, 2005) and CCD based thermoreflectance 
(Grauby et al. , 2001; Kendig et al., 2011; Grauby et al. , 2003; Farzaneh et al., 2009). 
As for the point by point method, the light source is focused to the sample and the 
reflected signal is detected by the photodetector coupled by a lock-in amplifier. The 
advantage is the incomparable sensitivity of 6-R/ R = 10-6 but the disadvantage is 
5 
that it's very time-consuming. For instance, a 500 x 500 pixel thermal image takes 
about one hour. As for the CCD based method , the wide field of the sample is 
illuminated by focusing LED light on the sample rather than the laser being focused 
to a point. In this case, a CCD camera is used as the detector. This method saves 
the scanning time but it has a low signal to noise ratio (SNR) as well as a low sensi-
tivity (Mayer et al., 2007). To improve them, accumulation of images is applied but 
the acquisition time increases. Recently, a method utilizing scanning galvanometric 
mirrors ·(Grauby et al., 2007; Grauby et al., 2009b) has been developed. It combines 
the advantages of point by point scanning and the CCD based method so as to obtain 
high sensitivity and high imaging speed (Grauby et al., 2007; Grauby et al., 2009b ). 
Among all these techniques, thermoreflectance has more advantages, such as high 
temperature and spatial resolution, high accuracy and isolation of the probe with 
the sample. Moreover, it is potential to be used in different modes for the purpose 
of fast and precise imaging. Besides thermal imaging, thermoreflectance was also 
developed for thermal property measurement. In the following section, the concepts 
of thermoreflecntace based thermal property measurement will be introduced. 
1.2 Single-point Thermal Property Measurement 
Transient thermoreflectance (TTR), which is called time-domain thermoreflectance 
(TDTR) (Costescu et al., 2003; Burzo et al., 2002; Ge et al., 2006; Schmidt et al., 
2008a; Wang et al., 2010; Zhao et al., 2011; Zhu et al., 2010), is an accurate, quantita-
tive, small-scale measurement method for thermal properties of materials such as ther-
mal conductivity "' (Cahill and Watanabe, 2004) , thermal conductance G (Costescu 
et al., 2003) and specific heat capacity CP (Schmidt et al., 2009). Other main meth-
ods for thermal property measurement include Joule heating (Grauby et al., 2009a) 
(mainly 3-omega method (Cahill, 2002; Borca-Tasciuc et al., 2001; Zhu et al., 2010)) 
6 
and scanning thermal microscopy (SThM) (Bellouard et al. , 2006; Barca-Tasciuc 
et al. , 2001; Grover et al. , 2006; Sarid et al. , 2006). Compared with them, TTR has 
the advantage that the heat source and temperature change sensor are laser spots 
which could be detected and reconfigured easily by optical methods. Furthermore, 
3-omega method has limitation in performance on semiconducting thin films and high 
thermal conductivity layers in high temperature range (Lee and Cahill, 1997). 
Lock-in Amplifier 
Figure 1·1: Basic principle of TDTR 
Thermal property measurements of a variety of materials have been performed 
by TDTR. The basic principle is shown in Fig (1.1). A high repetition rate pulsed 
laser is used as the light source and it's usually split into two paths: the pump and 
probe. The pump is modulated and then focused to the surface of the sample to 
induce the change of refractive index in the local area. After a short time on the 
scale of picosecond to nanosecond, whose length could be controlled by a delay stage, 
the probe beam arrives and interrogates the change of refractive index by examining 
the reflectivity from the sample surface. The reflected signal is sent to the lock-in 
amplifier and the amplitude and phase are analyzed in terms of delay time. The values 
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of thermal properties are determined by minimizing the error between the theoretical 
model and the phase data by the nonlinear least-squares algorithm. In the beginning, 
in TDTR only the signals at one modulation frequency were collected and fitted but 
the number of thermal properties that can be fitted simultaneously is limited to two 
(Cahill and Watanabe, 2004). However, recently, the technique has been improved so 
that signals at three modulation frequencies are recorded and used for fitting three 
parameters simultaneously (Liu et al., 2013). 
Meanwhile, TDTR has been improved .to frequency-domain thermorefiectance 
(FDTR) (Schmidt et al. , 2009; Schmidt et al., 2010a; Malen et al., 2011 ; Zhu et al. , 
2010), in which the modulation frequency is changed continuously in.stead of the 
change of delay time and the pulsed lasers may also be replaced by CW lasers. The 
complexity of alignment of delay stage is eliminated and the sensitivity to particular 
thermal properties is high at specific frequency ranges. Conventional TDTR system 
could be switched to FDTR system easily by fixing the delay stage at some location. 
1.3 Thermal Conductivity Imaging 
Efforts have been made to improve TTR as a more powerful, general-purpose mi-
croscopy tool with the capabilities of high sensitivity measurement and high resolu-
tion imaging. Since thermal property measurement by TTR has been well developed, 
the imaging part becomes the major concern. Submicron thermal conductivity imag-
ing has been accomplished based on TDTR for a variety of samples comprising of 
different materials (Huxtable et al., 2004; L6pez-Honorato et al. , 2008; Zhao et al. , 
2012; Zheng et al. , 2005; Zheng et al., 2007; Hatori et al., 2005) . It has demonstrated 
an accuracy of about 8% in thermal conductivity measurement and a spatial reso-
lution about 2 to 4 {LID (Zhao et al., 2012). It utilizes similar setup to conventional 
thermorefiecntace imaging except that the delay stage is fixed at a particular posi-
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tion within the range of SOps to 300ps. In this range, thermal conductivity of this 
location can be extracted directly from the phase information without moving the de-
lay stage. By scanning each point on the sample surface, each thermal conductivity 
can be obtained to create images. Compared with the thermorefiectance microscopy 
which only maps temperature variation distribution, this system has more functions 
for further applications. The requirement of complicated calibration of wavelength 
and temperature dependent coefficients "'' dR/dT and R could be avoided since they 
don't influence the phase information. Moreover, compared with the conventional 
TDTR, for thermal conductivity measurement , the delay time can be fixed to some 
value to improve the scanning speed. Since TDTR setup has the flexibility of switch-
ing to FDTR as mentioned in Sec (1.2), thermal conductivity could also be obtained 
with a higher sensitivity at corresponding modulation frequencies (Schmidt et al., 
2009; Schmidt et al., 2010a). 
However, similarly to the point by point lock-in amplifier coupled thermography, 
the large time cost is still a concern. To speed up the scanning process, the step size 
and the data acquisition time need to be adjusted but the resolution and accuracy 
will be affected greatly. For now, there is still room to make the scanning faster by 
optimizing these parameters but in the future a new imaging method needs to be 
designed such as adopting the galvanometric mirrors (Grauby et al., 2007; Grauby 
et al., 2009b). 
1.4 Organization of the Thesis 
In the first chapter, the development and current status of the thermorefiecntace 
based thermal property measurement and imaging are included. For thermal property 
measurement and imaging, other methods are introduced and the pros and cons of 
them are listed and analyzed as well. 
9 
Following the introduction, we will talk about the theory of thermoreflectance 
technique in detail. It includes three parts: heat transfer theory of multi-layer struc-
ture, thermal response with excitation from lasers and the signal output from the 
lock-in amplifier. 
In Chapter 3, the design and the implementation of the thermoreflectance built 
in the N ano Heat Transfer Lab is shown. Details of balanced detection is explained 
as it's required for FDTR measurement. Moreover, noise level of the system was 
measured and shown in this chapter. Besides the noise, other factors that affect the 
accuracy of experimental data, such as spot size and thickness, are discussed and the 
methods to minimize their influence are demonstrated. 
Next, sensitivity is defined and details of post processing of the experimental data 
are introduced in Chapter 4. To verify the accuracy of the measurement and show 
some examples of thermal property measurement, fitting results of TDTR and FDTR 
measurements at multiple modulation frequencies are shown and compared with the 
literature values. 
The system was used for single point thermal property measurement for novel 
materials , as shown in Chapter 5. Thermal properties of single crystal sample with 
variation of temperature were studied. Moreover; on basis of picosecond acoustics and 
ultrafast thermoreflectance, both the mechanical and thermal properties of tantalum 
thin film are measured. 
Last but not least, the system was used for thermal property imaging, which is a 
major breakthrough of the thermoreflectance technique. First the resolution of the 
system is test and the limitation factors of the resolution are analyzed one by one. 
Besides the limitations similar to the conventional optical imaging, the limitation due 
to mechanism of thermal transport is focused. After that, the phase images obtained 
on the surface of a vo2 sample are shown and the effect due to penetration depth is 
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mentioned. Meanwhile, the thermal conductivity at each pixel is calculated and the 
map of cross plane thermal conductivity is recovered on basis of the phase values. 
Besides, the map of interface thermal conductance can be obtained and the imaging 
is done by a specially fabricated sample. 
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Chapter 2 
Theory 
In transient thermoreflectance experiments, experimental results are compared with 
the thermal model (Carslaw and Jaeger, 1986; Cahill, 2004; Schmidt et al., 2008b) of 
the system. Unknown properties of interest are floated and adjusted to minimize the 
error between the model and the experimental results. Therefore, it's necessary to 
derive the theoretical thermal model before performing measurements based on heat 
transfer theory of a multi-layer strcture. In this chapter, we will derive and analyze 
the theoretical model. In addition, the signals detected by the lock-in amplifiers are 
derived based on the thermal model. 
2.1 Heat 'Iransfer In Layered Structures 
Fig. (2.1) shows the typical structure of sample with multiple layers usually measured 
by thermoreflectance technique. The sample is composed of three layers. The top one 
. 
is the metal transducer, which is selected to be aluminum with th~ckness of between 
60nm to lOOnm, according to the pump and probe wavelengths in our setup. The 
thin film under the met al transducer is the sample whose thermal properties we want 
to measure. At the bottom is the substrate. When pump reaches the surface of 
meal transducer, the power is absorbed by it and heat spreads across the surface 
and t hrough the thickness of the layers. For each layer, there are four properties of 
interest including volumetric heat capacity pep , the cross-plane thermal conductivity 
kz , in-plane thermal conductivity kr and thickness d. pep is written as C and called 
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volumetric heat capacity as well. The response of the sample to the lasers are analyzed 
and presented below. Moreover, the interface thermal conductance between each of 
the layers, which is labeled to be G, is a factor that plays a role on heat transport 
between layers. 
[pep kl. ku 
[pep kl. ku 
[pep kJ. ku 
Periodic Heat 
Source (Pump) 
dh 
d ]2 
d]3 
Probe 
1 : Metal film G1-2 
2: Thin film 
G2-3 
3: Substrate 
Figure 2·1 : A schematic of a multi-layer sample being tested by our 
experimental system. The sample under test is coated with an alu-
minum thin film that is opaque to both the pump and probe beams. 
For each layer , the four properties are volumetric heat capacity pep , 
the cross-plane thermal conductivity kz (shown as k1.) , in-plane ther-
mal conductivity kr (shown as kn) and thickness d. Between each of the 
two layers, the interface thermal conductance G is a key parameter. 
In each layer , assuming a cylindrical heating spot on the top, the heat conduction 
equation can be written as: 
(2.1) 
where r is the radial coordinate, z is the cross-plane coordinate in the depth direction, 
t is time, T is the temperature, p is the density, c is the specific heat . kr and kz are 
the in-plane and cross plane thermal conductivity, respectively. 
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Taking the zeroth-order Handel transform of Eq. (2.1) , we can obtain 
(2.2) 
in which l is the transform variable, and T is the temperature in Hankel transform. 
We seek a frequency domain solution of the type 
T- uexp[i(wt- ~)], (2.3) 
where u is a function of z only and ~ is an arbitrary constant. Substituting it to Eq. 
(2.2) , we have 
fPT(w, z ) ~ 2T( ) 
8 z2 -TJ w, z' (2.4) 
where 
TJ= (2.5) 
The general solution of Eq. (2.4) is 
T( z ) = aexp(TJz ) + ,Bexp( -TJz ), (2.6) 
and thus heat flux can be expressed by 
(2.7) 
where a and ,B are constants, and T( z ) and q(z ) are the temperature and heat flux 
at position z. 
For a single layer , as shown in Fig. (2.2) , the temperature and heat flux at the 
bottom can be related with these two parameters on the top by a matrix in the form 
of 
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[;:] = [~ ~] [~] ' (2.8) 
in which Tt, qt are the temperature and heat flux on the top and n and qt are the 
temperature and heat flux on the bottom. By substituting Eq. (2.6) and Eq. (2. 7) 
into Eq. (2.8) , the parameters A, B, C and D for the layer can be solved: 
A= D = cosh("ld), 
B = -1/kz'r/ , 
C = -kz'r/Sinh("ld). (2.9) 
In these equations, d is the thickness of the single layer. Therefore, the relationship 
between temperature and heat flux of top and bottom of the layers can be written in 
the form of 
[n] _ [ cosh( "ld) ;.~ J [Tt] Qb - -kz"l sinh("ld) cosh(:ryd) Qt (2.10) 
Tt, qt 
Heat flow~ 
Figure 2·2: Heat conduction through one single layer 
For the case of heat transfer through several layers, which is shown in Fig. (2.3), 
we can multiply the matrix of each single layer together: 
(2.11) 
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Thermal properties and thickness of each layer are included in the matrices. More-
Tt, qt 
Heat flow! 
=~!I 
:"J I 
Tb,qb 
Figure 2·3: Heat conduction through multiple layers 
over, if the bottom layer is treated as semi-infinite, which means qb = 0, we have 
CTt + Dqt = 0 and therefore the surface temperature can be expressed by 
(2.12) 
The thermal transport properties of an interface are characterized by the thermal 
conductance per unit area. It is the linear transport coefficient that relates t he heat 
flux q with the temperature drop T at the interface. It can also be expressed in matrix 
notation and included in t he chain of products. The interface thermal conductance 
G is given by 
(2.13) 
where q is the heat flux across the interface and T1 and T2 are temperatures on either 
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side. The matrix notation is: 
(2. 14) 
2.2 Derivation of Thermal Response of the System 
The intensity distribution of the pump laser is given by (Saleh and Teich, 1991) 
2A0 ( -2r2 ) I( r) = - 2 exp - 2- . , 
K Wo Wo 
(2.15) 
in which A0 is the optical power and w0 is the 1/e2 beam width of the pump beam. 
Taking the Hankel transform of intensity in real space, the intensity expression is 
transformed to be 
I (k) = -exp 0 . Ao (-k2w2 ) 
27r 8 (2.16) 
Inserting the result to Eq. (2.12) , the surface temperature is expressed' in the equa-
tion below: 
Tt (k) = -g ~;exp ( -k;wa), (2. 17) 
where C and D are t he matrix elements from Eq. (2.9). By taking the inverse Hankel 
transform, we obtain the expression of temperature on the surface in real space 
Joo (-D) (Ao ) (-k2w2) Tt(r) = kJ0 (kr) C 27r exp 8 ° dk. (2.18) 
0 
Then the final thermal response of t he system H(w) is weighted by the co-axial probe 
beam 
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J
oo ( 2 ) (-2r2 ) Joo (-D) Ao (-k2w2 ) H (w) = 1rwi exp wi 21rrdr kJ0 (kr) C 27r exp 8 ° dk, 
0 0 
(2.19) 
where w1 is the 1/ e2 beam width of the probe beam. Rearranging the ~quation and 
making it combine into a single integral 
00 
H(w) = ~; J k (-g) exp ( -k2 (w~ + wi)) dk, (2.20) 
0 
the expression of thermal response is obtained. 
2.3 Analysis of Output of Lock-in Amplifier 
Lock-in amplifiers are used to detect and measure very small AC signals. They use 
a technique known as phase-sensitive detection to single out the component of t he 
signal at a specific reference frequency. The lock-in amplifier measures the reflected 
probe signal with the frequency component w0 , which is the modulation frequency . 
It could be written as 
(2.21) 
where A and ¢ are amplitude and phase of the output of lock-in amplifier and Z(w0 ) 
is the transfer function of the system. 
Assuming that thermal system is a linear time-invariant system, in whicl_l super-
position applies, the response to a heat input q(t) is given by the convolution 
8(r, t) = q(t) * h(r, t), (2.22) 
The h here is the impulse response of the system to a unit input. In our case with 
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the pulsed laser, 
1 00 
q(t) = 2(1 + eiwot) L Qb(t- mT- To) (2.23) 
- k=-oo 
To simplify the model, here the pulse width of the laser is assumed to be 0, so b 
function is used to represent the pulses. Q is the energy per pulse. The input contains 
the component at the modulation frequency w0 and other frequencies , such as the DC 
offsets and higher order of harmonics generated by the modulator. However, the 
lock-in amplifier only accepts the components of w0 and other components will be 
rejected. Therefore, we can rewrite the input with only w0 component: 
00 
q(t) = eiwot L Qb(t- mT- To) (2.24) 
k = - 00 
By inserting this equation to Eq. (2 .22) and applying the definition of convolution, 
-the temperature of the sample surface is 
00 
8(r, t) = Q L eiwo(mT+To ) h(r, t- mT- To) (2.25) 
k = -00 
The probe beam with power Qprobe is used to detect the temperature of the sample 
surface with a time delay of T. Mathematically, the probe beam received by the 
photodetector is written as 
00 
z(t) = (38(t) L eiwo(mT+To)h(r, t- mT- To-r). (2.26) 
k=-00 
Plugging in the expression of 8(t) into this equation, it equals to 
Taking the Fourier transform of Eq. (2.27) , the expression in frequency domain 
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can be obtained: 
Z(w) = ,BQc;robe f= e- iwo(qT+T) h(qT + T)21T6(wo- w) 
q=O 
(2.28) 
From the inverse Fourier transform of the function 21r6(w0 - w) = eiwot, Eq. (2.28) 
can be expressed to be 
in which 
z(t) = Z(w0 )eiwt, 
Z(wo) = ,BQc;robe f= e-iw0 (qT+T) h(qT + T~ 
q=O 
(2.29) 
(2.30) 
Compare this result with Eq (2.21), we can find that Z(w0 ) is the thermal transfer 
function of this system. This equation is the expression in time domain. However, 
sometimes it 's more convenient to get analytical solutions by the expression in fre-
quency domain. Applying theories of Fourier transform, the expression in frequency 
domain can be written as 
Z(wo) = ,BQ~~robe f= H(wo + kws)eikw,T (2.31) 
k= - 00 
The thermal response H(w0 ), which is presented by Eq. (2.20), is embedded inside. 
In the equation above, w0 is the modulation frequency and W 8 , defined as "sampling 
frequency", equals 7;, in which T is the period between pulses. Q is the power per 
pump pulse and Qprobe is the power per probe pulse. T is the delay time between 
pump and probe pulses. 
,8 is a constant that includes the optical properties and thermorefiectance coeffi-
cient of the metal transducer and gain of the electronics. It can be expressed by 
(2.32) 
where Rpump and Rprobe are reflectivities of the metal transducer at the pump and 
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probe wavelengths. For our setup, aluminum is used as the metal transducer and 
f4ump and f4robe are 92% and 88%, respectively (Wikipedia, 2013). df4robe/dT is 
the thermoreflectance of the metal transducer at the probe wavelength, which can be 
found in literature. We adopted the value of 3 x 10- 4 K-1for aluminum at 800nm 
(Wang et al., 2010). iR and Gain are the responsivity and the gain of the photodetec-
tors if they are amplified. Moreover, R is the input impedance of the lock-in amplifier. 
All these values can be found in the data sheet of the instruments. 
Thermal model and signal analysis are similar for the pulsed laser based FDTR 
system. The post processing is different and the details will be discussed in Chapter 
4. 
For the CW laser based FDTR system, the heat transfer analysis is similar. The 
only difference is the expression for Z(w0 ), which should be 
Z(w0 ) = !H(wo) (2.33) 
instead, where 1 is the factor that includes of the power of the pump and probe 
beams, the absorption, the reflectivity, the gain, and so on. 
The lock-in amplifiers mix the input signal with references 90 degrees out of phase. 
Two readings, the in phase components X and the out of phase component Y, can be 
obtained from the mixing. From this, the magnitude of the signal R can be calculated 
by JX 2 + Y2 and the phase¢ is obtained by tan- 1 (Y/X). 
In our experiment, the two readings are actually 
X= Re (Z(wo)) 
Y = Im (Z(wo)). 
X and Y are recorded and R and ¢ are calculated for post processing. 
(2.34) 
(2.35) 
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Chapter 3 
Experiment 
3.1 Setup 
In this chapter, we will talk about the experimental system for both time domain 
thermoreflectance (TDTR) and frequency domain thermoreflectance (FDTR). First, 
the experimental systems are introduced in detail. In FDTR system, balanced de-
tection is explained. Then the sources of uncertainty in the setup are listed and the 
methods to eliminate the influence are discusse~. The uncertainty is mainly from 
the noise of electronic instruments, the extra higher order harmonics and accuracy of 
spot size measurement. The noise level is measured and tP.e spot size measurement 
is done by the knife-edge method. Moreover, to remove extra harmonics , an inductor 
is added between the photodetector and the lock-in amplifier and they work as a 
resonant filter. Balance detection reduces mainly the noise at low frequency and the 
noise in FDTR system is shown as well. 
3.1.1 Time Domain Thermoreflectance (TDTR) 
The optical system with a pulsed laser built in N ano Heat Transfer Lab is shown 
in Fig. (3.1). In this system, a Ti: Sapphire laser (Mai Tai, Spectral-Physics, CA) 
that oscillates at 80MHz with about 100 fs pulse width is used as the light source. 
Its wavelength can be tuned from 690nm to 10_40nm. In our experimental system, 
800nm wavelength is used. An optical isolator is installed right after the output to 
protect the laser source from back reflection induced from other optics and the sample 
m 
0 ;:: 
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Figure 3·1: The Optical setup of TDTR technique and pulsed laser 
based FDTR technique. The red and blue lines show the 800nm and 
400nm wavelengths, respectively. The optics are labeled and the details 
are shown in the next paragraphs. 
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surface in the system. A pair of halfwave plate and polarizing beamsplitter (PBS) 
(CM1-PBS252, Thorlabs, NJ) splits the light to two parts: pump and probe. By 
' 
rotating the halfwave plate, the optical power in each path can be adjusted according 
to the requirement of experiments. The pump beam is used to cause temperature 
change on the sample surface and the probe detects the change and it is measured 
by a lock-in amplifier. Based on the properties of the sample to be measured and 
instrument, usually most of the power from the laser is sent to the pump path and 
only about lOrn W of power is left for the probe path. However, for samples with 
low thermal conductivies such as glass and vo2, the power is both of the paths are 
reduced in case that the sample is burnt by the lasers. 
In the pump path, the beam first propagates into an electro-optic modulator 
(EOM) (Model 350-160-02-RP, Conoptics, CT) . The EOM, driven by a function 
generator, can modulate the pulsed laser from DC to 25MHz in sinusoidal wave. 
Modulation of pump provides a reference for the lock-in amplifier (Model 844, Stan-
ford Research Systems, CA and Model HF2, Zurich Instrument, Switzerland), which 
makes small signal detection possible. After propagating along a short distance, the 
laser frequency is doubled by a BiBO crystal (BiB05005-SHG800(I)-AR, Newlight, 
Canada) so the wavelength is changed to 400nm, which is shown in blue in Fig. (3.1). 
The purpose to turn the light to blue is to make it easy be filtered from the probe 
beam by color filters. To double the frequency, the laser of 800nm wavelength is 
focused by a lens with lOOmm focal length in front of the crystal first. By adjusting 
the position and angle of the crystal, about 260m W blue light can be generated from 
about 1.5W red input light. If the light is focused too tightly, though with high ef-
ficiency, the beam shape looks elliptical, which is not acceptable for our application. 
Before a pinhole was used to solve this problem. However it was difficult and time 
consuming to align it and it also influences the shape. Therefore, lens with relatively 
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long focal length are selected with a little sacrifice of frequency · doubling efficiency. 
After careful design and selection, with current lens, more than 200m W blue power 
and round beam shape are obtained. After passing through the crystal, the blue light 
is collimated by a second lens with desired beam size and most of the leakage from 
the red light is reflected by a hot mirror to protect the optics that cannot tolerate 
high optical power. Another two cold mirrors are added after the hot mirror to make 
sure there is little red light left in the path. After p_ropagating along a long distance, 
a second telescope is working for changing the beam size right before the light enters 
the objective, which decides the final pump spot size on the sample surface. This 
telescope is mounted in a cage system for easy allignment. The lens pair can be 
changed quickly to get different pump spot size and the first lens can be slid along 
the rod to change the distance between the two lenses accordingly. The position of 
the second lens on the rod is fixed, but it is mounted on a XY translation mounts 
(CXYl , Thorlabs, NJ) in order to control the overlapping of pump and probe beams. 
The probe beam first propagates to a 2.5X beam expander to make it bigger and 
collimated so it doesn't diverge much in the far field. A long delay stage with lm travel 
distance is used to generate the time delay between the pump and probe beams. The 
lm travel distance corresponds to maximum delay time of 6. 7nm. When the stage is 
moved to a certain position, which is called the zero delay position, ~he pump and 
probe have the same path length at the sample plane. For accuracy of the experiment , 
the probe size and position on the sample surface are strictly required to be stable 
while the delay stage is moving. Next, after passing the delay stage, the light reaches 
a beam compressor, which makes the beam size suitable to the input of objective. 
Moreover, the beam should also be tuned to be collimated after the beam compressor. 
A 1/2 waveplate and a polarizing beamsplitter (PBS) is followed to split the probe 
to two beams that reaches the sample (Let's still call it "probe" ) and the reference 
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beam. This is called balance detection, which is used in FDTR method. The 1/2 
wave plate can be tuned to adjust the optical power of the two paths. Using reference 
path for balance detection is one of the methods to remove the noise and get high 
SNR. The reference path is designed to have the same path length as the probe path 
and the optical power of the two beams should be equal. By subtracting the signal of 
the reference path from the signal reflected from the sample, the change of refractive 
index on the sample can be obtained with a high SNR. This can be accomplished by 
sending the reference signal and the reflected signal to the two inputs of a balance 
detector or sending them to two identical photodetectors. Between them, the balance 
detector method is more accurate since the two separate photodetectors cannot be 
completely identical even though they are of the same model. After the PBS, the 
probe beam meets the pump at the cold mirror and gets focused by the objective to 
the sample plane as well. 
The pump excites the change of refractive indices on the surface of sample and 
the probe beam interrogates the change. The probe beam carrying information of 
t he change is reflected from the surface of the sample along the incoming path and is 
received by the photodetector. For the ultrafast lasers , the response of photodetectors 
is required to be fast enough for the pulses. Therefore, a high speed PIN photodiode 
(DETlOA, Thorlabs, NJ) is applied for single detector detection and two detectors 
with wide bandwidth (PDAlOA, Thorlbas, NJ) are used for balance detection. Long 
pass filters are added before the photodetectors to block the reflection of the pump 
beam. The signal is usually on the order of ft V so a lock-in amplifier is used to 
help detect t he weak signal. For the DETlOA photodetector, since it can be treated 
as a current source, an inductor is placed between the photodetector and the lock-
in amplifier for higher SNR. Additionally, another two photodetectors are added in 
· the setup to monitor the power of pump and probe paths on the sample surface, 
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respectively. The inputs of them are obtained by either the light split by a sampler 
or leakage from optics. 
A removable cube beamsplitter is placed on a stage to split some of t he reflected 
signal to a CCD camera. When not needed, the camera can be slid out easily. By 
adding the CCD camera, the pump and probe beams and the sample surface can be 
viewed clearly. Therefore, with the help of it , t he region on the sampie plane being 
heated up can be monitored to avoid bad spots or contaminated areas. Moreover, we 
can adjust the two beams to make them focus well on the sample plane and the CCD 
camera can also help us to make the two spots overlap well. 
3.1.2 Frequency Domain Thermoreflectance (FDTR) 
FDTR with the Pulsed Laser 
FDTR measurement can remove the complex alignment of long delay stage and save 
t he time of measurement. It also has wide range of modulation frequency and the 
data are sensitive to various properties in different frequency range. The TDTR setup 
can be switched between TDTR setup and FDTR setup easily. When used for FDTR 
measurement, the long delay stage is fixed at some position where the sensitivity 
to the properties of interest is high. The modulation frequency is sweeping from 
about 50kHz up to 25MHz instead of change of time delay. The method used here 
to eliminate noise is to use the balance detection, which is more convenient for the 
sweeping of frequencies. If we use inductors, we can only perform measurement at a 
few frequencies and changing connections of inductors will slow down the measure-
ment greatly. On the contrary, balance detection has more flexibility in modulation 
frequencies and therefore it 's used for FDTR. In Fig. (3.2), two silicon photodetectors 
(PDAlOA, Thorabs, NJ) are placed next to each other for signal detection. When the 
probe beam propagates to the halfwave plate and the PBS right before the sample, 
the beam is split to two beams. As mentioned in the previous section and shown in 
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Fig. (3.2), one beam gets reflected to the sample surface, detects the temperature 
change on the sample surface and then it gets reflected from the sample surface and 
received by one of the PDAlOA detectors. The other beam propagates along the same 
direction as the input probe beam. After propagating along a certain distance, the 
beam is received by the other PDAlOA detector. The path lengths of the two beams 
between the PBS and the detectors must be the same to avoid extra phase difference 
between the two paths. Moreover, these two photodetectors must be identical and 
the laser power that reaches the detectors should be as close as possible so the only 
difference between the two path is from the temperature change caused by the pump 
beam. The beams should be focused at the sensor surface of the photodetectors with 
the same spot size to obtain the same sensitivity and accuracy. The spot usually 
covers 1/2 of the surface area. Besides the long pass filters in front of the detector 
in the prqbe path, the same filters are also needed for the reference path. The two 
photodetectors are connected to the differential inputs of the Zurich lock-in amplifier 
and the difference of the two inputs can be detected. 
Pump P hase Correction 
Phase of the detected signal is used for analysis in FDTR since it's more stable 
compared with the amplitude of the signal. However, other components in the system 
such as cables, detectors and the slightly different path lengths between pump and 
probe can bring some extra phase. Therefore, the recorded phase value is not the real 
phase. Before performing measurement, measurement of such extra phase is needed. 
There are two methods to measure the extra phase (Schmidt et al., 2009). The first 
one is only suitable for the pulsed laser based FDTR system since it's working based 
on TDTR measurement. The long delay stage scans across the zero delay position to 
obtain the phase correction value for each modulation frequency. The second one is 
to split the pump phase and build an optical path with equal path length to measure 
probe 
-
1 /2 waveplate 
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1 /4 waveplate 
photodetector 
photodetector 
Figure 3·2: Balance Detection. The probe is from the left side. Af-
ter passing through the half waveplate, the beam is linearly polarized. 
When it reaches PBS, it 's split to two beams based on polarization 
direction. One branch goes to the sample and gets reflected to one of 
the photodetectors. The other beam propagates along exactly the same 
path length and is received by another photodetector. By subtracting 
one signal from the other one, the difference, which is the change on 
the sample surface, can be detected very precisely. 
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the extra phase, which is good for both of the FDTR systems. The details of the two 
methods are introduced in the next few paragraphs. 
The delay stage can only be used for the pulsed laser based FDTR system because 
there is no such effect in the continuous wave ( CW) laser based system. The principle 
of this method is that in the TDTR measurement, the out-of-phase components of 
the signal, which is called theY component, should be constant when the delay stage 
moves across the zero delay position (Cahill, 2004). 
After the data are collected, the change in theY component, .6.Y0 and the change 
in the X component .6.X0 are calculated and the extra phase is calculated by .6.¢ = 
tan- 1(.6.Yo/ .6.X0 ). Then the X andY components are corrected by the equation 
Xfixed = Xcos(.6.¢)- Ysin(.6.¢), 
Yfixed = Ycos(.6.¢) + Ysin(.6.¢), (3.1) 
To measure the extra phase at each of the modulation frequencies, first the mod-
ulation frequency is set, and then the long delay stage is asked to scan from -20ps 
to 20ps back and forth for about 5 times. Then the phase data are averaged and 
the correction is done by the MATLAB script automatically after the experimental 
data are loaded. The correction value will be recorded and when doing the FDTR 
measurement, it will be subtracted from the measured phase data in the Lab VIEW 
program that controls data acquisition . 
Another method to measure the extra phase is to build an optical path originating 
from the pump beam with the same length as the pump. This method can be used 
in both of the CW based and pulsed laser based FDTR systems. The details of 
the optical path is shown in Fig. (5.1). A sampler is added in the. pump path to 
extract about 3% of the light . Then the light travels along a path of certain length 
to the photodetector which is also used for receiving the reflected signal. The length 
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between the sampler and the photodetector should be the same as the length between 
the sampler to the sample surface. Besides the path lengths, the optical power and 
the beam sizes at the two photodetectors should be the same. And color filters also 
need to be added in both of the paths to remove pump leakage and other scattering 
light. From the calculation, at 20MHz modulation frequency, lcm length difference 
causes the phase error about 0.1 degrees. G~nerally, this method is more quick and 
accurate. 
3.2 Sources of Uncertainty 
3.2.1 Noise of the System 
Sources of Noise 
Two types of noise affect the experimental results in laboratory situations: intrinsic 
noise and external noise. Intrinsic noise, such as Johnson noise and shot noise , are 
inherent to all physical processes. They cannot be removed but their effects can be 
minimized. External noise, such as power line noise, lighting, fixtures, motors, cooling 
units, computer screens, etc, are found in the environment. Many of them can be 
minimized with good laboratory practice and experiment design. 
Johnson Noise Every resistor generates noise due to thermal fluctuations and the 
fluctuations give rise to an open-circuit noise voltage: 
Vnoise(rms) = J4kTR6.j, (3.2) 
where k is Boltzmann's constant (1.38 X w-23 Jj K), Tis the temperature, R is the 
resistance and 6.f is the bandwidth of the measurement. Inserting typical values into 
this equation, the Johnson noise obtained is about 1.67 X w-9v jv'IlZ. The values 
plugged in for calculation are T= 297K, R=500, 6.f = 3.42Hz. 
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Shot Noise The non-uniformity in the electron flow generates noise in the current, 
which is called shot noise. This appears as voltage when the current passes through 
resistors. This shot noise is given by: 
Inoise(rms) = J2ql/:1j, (3.3) 
where q is the electron charge, I is the current and !:1f is the bandwidth. Shot noise 
exists in photodiodes. The noise spectrum of DET10A photodetector is measured by 
the lock-in amplifier and plotted in Fig. (3.3) as an example. This spectrum also 
include other noise because shot noise is not the only source of noise in detectors. 
1/f Noise 1/ f noise, which is also called pink noise, comes from the thermal fluc-
tuations when the current flowing through the resistors. It has a 1/f spectrum and 
this property makes the measurement in the low frequency range more difficult . In 
our system, 1/f noise mainly comes from the lasers. 
Coherent Radio Frequency (RF) Pickup The electronic cables and power cords 
connected with the lock-in amplifier act as antennae, picking up signals at the refer-
ence frequency. It commonly exists at frequencies higher than 5MHz. In ou~ system, 
RF noise is mainly due to the driver of EOM. The noise level with EOM on is plotted 
in Fig. (3.3) as well. 
Noise of the System 
The noise spectra of the pulsed laser and electronics in the system are measured by 
Stanford SR844 lock-in amplifier. The lock-in amplifier measures the noise of the 
input signal at the reference frequency. By frequency sweeping in the range from 
500kHz to 20MHz, the noise spectra are formed. First, the noise of the photodetector 
. 
with no input is measured, which is the black curve in Fig. (3.3). Then the ultrafast 
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laser is added and it's received by the DETlOA photodetector. The noise spectrum 
is shown in red in the same figure. The blue curve is the noise spectrum obtained by 
turning on the EOM. It 's shown that above about 6.5MHz, the EOM generates extra 
noise to the system. The extra EOM noise goes up with the increase of frequency 
and at about 20MHz, the noise reaches 2pV. From the measurement, we can see that 
below 15MHz, the overall noise is lower than 10-7v. The signal strength in TDTR 
measurement is usually lO's or up to 200pV. Therefore, the SNR is at least 100 in 
this range. However, when the frequency goes higher, the SNR decreases fast with 
the increase of EOM noise. 
-- Laser noise with EOM 
-- Laser noise without EOM 
-- DET1 OA noise 
- - - Johnson noise 
I Laser power: 1.25mW 
Frequency/(Hz) 
Figure 3·3: Noise spectra of the system. The black, red and blue 
curves are the noise of DETlOA photodetector, pulsed laser and the 
pulsed laser with EOM, respectively. The noise level is mainly near 
10- sy / .JHZ. However, at high frequencies, EOM generates extra noise, 
which is up to 2pV. 
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Noise of the Measurement with Balance Detection 
Balance detection is used to increase the signal to noise ratio while performing FDTR 
measurement. Fig. (3.4) shows the noise from the two photodetectors with and 
without the balance detection. For single photodetector with no balance detection, in 
the frequency range below 1MHz, the noise level is between 2 x 10- 7v and 3 x 10-7v. 
When the frequency increases to 1MHz and above, the noise level drops down to 
between 1 x 10-7V and 2 x 10-7v. After the balance detection is applied, the noise 
level in the whole frequency range drops down to below 2 x 10-7v. 
In the next step, we turned on the laser and compare the noise level between 
detection with single photodetector and the balance detection. With only one pho-
todetector, the measured laser noise is about 0.5 x 10-6v before 100kHz. It decreases 
to 0.3 x 10- 6v from 100kHz to 20MHz. If the balance detection is used, the noise 
level in the whole frequency range is about 0.1 x 10-6v. The measurement indicates 
that laser noise dominates in the low frequency range. Therefore, the balance detec-
tion performs well in the removal of noise from photodetectors and lasers in the low 
frequency range. 
3.2.2 Spot Size Characterization 
Most of the lasers emit beams that approximate a Gaussian profile. In this case, the 
laser is said to be operating on the fundamental transverse mode, or "TEMOO mode" 
of the laser's optical resonator. The intensity distribution of a Gaussian beam can be 
expressed by Gaussian function as below 
2A0 (-2r2 ) I(r) = - 2 exp - 2- , 1fWo Wo (3.4) 
where A 0 is the optical power of the laser and w0 is the 1/e2 beam radius. From the 
analysis in Chapter 2, we can see the accuracy of beam size influence the experimental 
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Figure 3·4: Noise spectra of the PDAlOA detectors , balanced and 
unbalanced. The black curve is the noise spectra measured for a sin-
gle PDAlOA photodetector. The red one is measured when the two 
PDAlOA photodetectors work together for balance detection. 
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Figure 3·5: Noise spectra of the laser source. The laser is sent into the 
photodetectors, whose noise level has been shown in Fig (3.4). The red 
curve is done by the balance detection, which means the two paths of 
laser are detected by the two photodetectors and the noise is subtracted. 
The black curve show the noise level of the laser received by a single 
PDAlOA photodetector. 
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results greatly. Therefore, it 's important to characterize t he beam size precisely. 
In our setup, firstly we can roughly know the range of the beam size by viewing 
the laser spots from the CCD camera. A grid array with different grid size is placed 
on the sample plane. By comparing the spots with size of the grid, the size of the 
two spots can be known. This method is helpful when designing the telescope and 
aligning the system. However , it is too coarse for fitting the thermal model in data 
processing. Moreover, it's also not accurate enough to check if the pump beam is 
bigger than the probe beam. The CCD chip is more sensitive to longer wavelength 
so on t he CCD screen, the probe beam looks bigger even though it 's actually smaller 
than the pump beam. Therefore, a more accurate technique needs to be applied to 
measure the laser spot size, which is the knife-edge method (Suzaki and Tachibana, 
1975). 
In t he conventional knife-edge method, a razor is placed on the sample plane 
several micrometers away from the beam to be measured. When the sample stage 
moves towards the razor slowly, the blazer blocks the light gradually. For instance, 
the blazer is moving along the x direction and t he transmitted intensity detected by 
the photodetector is expressed in t he form of 
X 00 
2Ao J 2 2; 2 J 2 2 / 2 I(x, y) = --2 e-X Wxdx e- y Wvdy, 
7rWo 
(3.5) 
- 00 - oo 
in which W x and wy are the spot size in x and y direction, respectively. 
The intensity detected by t he photodetector while t.Q.e precision stage is moving 
is fitted to a Gaussian function to obtain the spot size. However, the 'result is not 
stable and accurate enough. The possible reason is that the measurement is sensit ive 
to the noise of the laser and the vibration from the stepper motors which are used to 
drive the stage. So another way originated from the knife-edge method is applied in 
our system to perform spot size measurement. 
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X 
· Photodetector 
Figure 3·6: Knife-edge Setup 
Aluminum 
Figure 3·7: The aluminum razor used for knife-edge method 
The setup is similar to the conventional knife-edge method, which is shown in 
Fig. (3.6). The difference is that the razor is replaced by a glass slide covered by 
aluminum, which is shown in Fig. (3.7). It was fabricated carefully so t he edge is 
sharper t han razors. Additionally, one of the corners can be selected for easy switch 
between both directions. The knife edge sample is mounted on a stepper motor or a 
piezo stage for scanning. From our experience, piezo stage is more stable due to less 
vibration. However, the stepper motor has much larger scanning range up to 13mm. 
The total transmitted power were detected and used to fit the t heoretical model. 
The derivation of the t heoretical model is shown below. The Gaussian beam can be 
expressed in the form of 
(3.6) 
In this expression, compared with Eq. (3.5), we can see 2a corresponds to t he beam 
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radius w and thus the beam diameter is 4o-. Eq. (3.6) can be expressed by 
(3.7) 
Assuming the stage is moving along x direction, at the position x' the total trans-
mitted power is expressed by 
00 00 00 
PT(x') = J dx J dyAe-~ e--G = v'2no-A J dxe-~ (3.8) 
x' , -oo x' 
The integration can finally be expressed by the error function 
PT(x') = no-2 Aerfc ( x~:c) . (3.9) 
The detected power is fitted to this equation with the parameters A, Xc, o- floated. 
Xc is the position of the peak of the optical power. By fitting the experimental re-
sults to the theoretical model, we can obtain the the beam diameter 4o-. The power 
measurement is more stable than taking derivative and the curve is very smooth for 
fitting. Therefore , this method is adopted by our system for spot size measurement. 
In Fig. (3.8), an example is shown for a probe beam with diameter of 4.5p,m. Theo-
retically, for a collimated laser beam, the spot size of laser beam focused by a lens is 
express by 2W0 = ~A.F#, where F# = -!J, f is the focal length of the lens, D is the 
diameter of the incident beam, A. is the wavelength, and 2W0 is the diameter (Saleh 
and Teich, 1991). This relationship gives us the diameter of 4.3p,m, which agrees well 
with the experimental results. Moreover, by taking derivative of each point of the 
theoretical model, the Gaussian profile can be obtained. It looks straightforward for 
characterization of the spot size and the profile is also shown with the integration in 
Fig. (3.8). 
Last but not least, theoretically the the spot size should be equal in both direc-
~5 
.-E 
~4 
"' I Probe at x direction : d=4.42Bum 
- Experimental data 
-Theoretical mode l 
_
1 
\ - - - Gaussian profile 
I I 
I 
I 
39 
~5 
.-E 
~4 
"' 
3 j Probe at y direction: d=4.588um I i 
,'I 
I I 
I I 
- Experime ntal data 
-Theoretical model 
- - '- Gaussian profile 
OL_--~----~--~~--~~--~ 
5 10 15 20 25 30 
oL---~----~~--~~=-~--~ 
5 10 15 20 25 
Position(um) · Position( urn) 
Figure 3·8: Spot size measurement of probe beam in x and y direc-
tions , respectively. The blue solid curve is the experimental data, which 
are the power received by photodetector in terms of distance. The red 
one is the theoretical model used to fit the experimental data. The 
dashed line is obtained by plotting the derivative of each point of the 
theoretical model. 
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tions. However, like we described in Section (3.1.1), the spot is sometimes not very 
round due to several reasons. Therefore, we need to measure the beam size from two 
directions, which is shown in Fig. (3.8) as well. 
3.2.3 Thickness Characterization of the Metal Transducer Film 
For thermorefiectance measurement , a metal transduce~ thin film with thickness be-
tween 60nm to lOOnm is coated at the top of the sample by sputtering or electron 
beam evaporation. The material is selected based on the laser wavelengths. In addi-
tion, high dR/ dT value is preferred and the reflectivity of the material to the probe 
beam also needs to be high. ·For our TDTR system with pump beam of 400nm and 
probe beam of 800nm, aluminum is selected be the metal transducer. 
The thickness of the metal thin film is used in the thermal modal to fit the 
experimental data. Therefore, the accuracy of the thickness should be as high as 
possible. However, from our experience in evaporation, the thickness coated on top 
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of the sample is usually 10 to 20 nm off the target thickness. Usually for aluminum 
the thickness selected is about 65nm but the real thickness is 75nm, which has about 
15% error. If this value is used for fitting, unless the measurement is not sensitive to 
the thickness, the phase can be off by several degrees. 
There are several ways to characterize the thickness: measurement of thickness 
of the step sample coated together with the sample to be measured by atomic force 
microscope , (AFM) (Dimension 3000, Bruker, MA), characterization with a silicon 
sample by TDTR or FDTR method with known spot sizes, and acoustic echos. 
AFM Method 
A step sample can be coated at the same time when the sample is coated. To make 
the step sample, first a silicon sample was covered by photoresist by spinning, and 
then a photomask with some patterns was put on the top. By photolithography 
and development afterwards, the uncovered photoresist can be removed. Next, it's 
coated by some thickness of aluminum with the samples to be measured at the same 
time. After the evaporation, the liftoff process is done to remove the photoresist 
and the aluminum coated on it. The idea of the step sample is shown in the figure 
below. When the step sample is done, the area which was covered by the photomask 
before will be the silicon substrate covered by aluminum and other areas will be the 
silicon substrate coated with no coating. By measuring the roughness in the area 
with aluminum and without aluminum coating by AFM, the thickness of the coated 
metal can be determined very precisely, as shown in Fig. (3.9). One of the sample 
measurement of AFM is shown in Fig. (3.10). In the top figure, the two areas with 
different colors are the ones with different structures. The light line in between is the 
boundary. The whole area is a lOJ-Lm by lOJ-Lm area scanned by the probe of AFM. 
The red probe means where the roughness are measured to determine the difference. 
On the figure below, it's the analysis of the roughness difference between the two 
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areas. The cursors are placed where the two arrows are and the height of the step is 
analyzed by the software of the AFM to be 75nm. Assuming the deposition within 
the chamber is uniform, the thickness value obtained by the AFM for the step sample 
can also be used for other samples coated at the same time. 
~AFMprobe 
:====1:~....-_L...I -----'----Lq----1 Metal layer 
_ Substrate 
Figure 3·9: Demonstration of the thickness characterization by AFM. 
The sample is done by photolithography in clean room. The AFM probe 
is scanning across the boundary of area with aluminum and without 
aluminum. The thickness is determined by the difference between the 
roughness of the two structures. 
Acoustic Echos 
The picosecond laser pulse heats up the metal thin film, and the thermal expansion 
excites a sound wave propagating inside the thin film (O'Hara et al. , 2001). When the 
sound wave reaches the edge of the thin film, a small bump is generated in amplitude 
of the reflected probe signal. From the principle above, we know that acoustic echos 
can only be found by the ultrafast laser, which is the advantage of TDTR system 
over the FDTR system. Fig. (3.11) shows the echos in an aluminum thin film with 
thickness of 72nm on a sapphire substrate. The scan is done in the time range of -20 
to lOOps. In this range, the heat is transported mainly by electron-phonon coupling 
in the metal layer so the echos are clear. The bumps appear between a round trip 
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of the sound wave. Therefore, from the locations of the bumps in time scale, the 
thickness of the aluminum metal layer is determined by 
(3.10) 
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Figure 3·10: AFM measurement of thickness of the step sample. 
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In this equation, t echo is the time interval between the nearby echos and V 8 is the 
sound speed in aluminum. Here we take 6260m/s for calculation and it results in 
thickness about 72nm (See Fig. (3.11) for more details). The AFM measurement for 
such samples is 76nm. And thus the thicknesses measured the two methods are off by a 
few nanometers. There are several possible reasons: if the sapphire sample was placed 
a few centimeters away from the step sample during deposition, the thickness can be 
slightly different. Moreover, the thickness obtained from the echos is calculated based 
on the sound speed in the bulk material. However, due to the deposition process, the 
speed of sound in the metal thin film might change a little from the bulk value. 
Overall, the results from acoustic echos are close enough for fitting the data if the 
sensitivity to thickness is not extremely high. Moreover, it 's much faster than making 
the step sample and performing AFM measurement on it. 
Additionally, this method has some limitations. First, as discussed above, if the 
accuracy of the measurement of thickness affects the fitting results greatly, the AFM 
method is preferred. Second, the echos cannot be seen for all the samples. If the 
acoustic impedance of the Al thin film and the substrate match well and the interface 
between them is clean, the echo is not clear enough . 
. Fitting Thickness by Thermal Property Measurement 
Fitting the thickness of the metal layer by thermoreflectance measurement is widely 
used in characterization of the thickness. The procedure is listed below: 
a. Find the pump spot size with a sample which has known thickness of metal layer 
measured by AFM. 
b. Perform TDTR or FDTR measurement on a substrate with known parameters 
coated at the same with the target sample. To fit the data, the spot size obtained 
from step a needs to be used and the only thing unknown is the thickness of the metal 
layer. 
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Figure 3·11: Echos in an aJuminum thin film on a sapphire substrate. 
The signal is measured from -20ps to lOOps and the echos are shown 
periodically. Two nearby bumps are labeled so the time between of 
them can be used to characterize the thickness of the aluminum thin 
film. 
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c. The thickness fitted from the thermal model can be applied for other samples 
coated at the same time. 
Here we only introduce the idea briefly and more details of fitting the experimental 
data to the thermal model will be introduced in the next few chapters. This method 
is quick and accurate so it's often used if AFM is not convenient to be used or there 
is no echo for CW laser system or the echos are not clear enough. 
3.2.4 Removal of Extra Harmonics 
In theory, the lock-in amplifier mixes the input signal with a sinusoidal wave within 
a narrow bandwidth around the reference frequency. However, in reality, the signal 
contains all the odd harmonics of the reference with relative amplitudes of 1/n2 , where 
n = 1, 3,5 ... 
When DET10A photodetector is used, to remove higher harmonics , an inductor 
is placed between the photodetector and the lock-in amplifier. The inductor and the 
. photodiode form · a resonant filter and the signal at the resonant frequency can be 
increased by a factor of 10 compared with other harmonics. The behavior of resonant 
filter can be explained by the equivalent circuit in Fig. (3.12). 
Photodiode 
,---------~ 
I 
:<S 
I 
I 
I 
I 
I I L-----------
Inductor 
Figure 3 ·12: Simplified circuit of the photodiode with the inductor 
The DETlOA photodetector works as a current source in this circuit. A capacitor 
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CJ with the value about 20pF is in parallel with the current source. The input 
impedance of the lock-in amplifier RLI is about 500. The value of inductor L can 
be chosen according to the resonant frequency that will be used in experiments. The 
resonant frequency of this RLC circuit can be expressed by: 
-1, . -1 RLI [ . -1 l-1 V=I (wcJ) +(Lyw+RLI) (Liw+RLI)' (3.11) 
where w is the frequency in radiance. 
When Lw » RLI, Eq. (3.11) simplifies to 
(3.12) 
From this equation, the resonant frequency can be estimated by 
1 (3.13) Wo ~ vrc;· 
Five inductors were placed between the photodetector and lock-in amplifier for • 
test purpose, respectively. The response was measured by the lock-in amplifier and 
is shown in Fig. (3.13). In all the figures , both measurement results and calculation 
from the theoretical model are shown. The values of C J and RLI in the theoretical 
model are adjusted slightly to match the measurement. For the lOOf.LH inductor, 
the capacitor value is adjusted to 19.2 pF. For the 10f.LH inductor, we adopt the 
capacitorvalue of 18.5pF. For the 4.7f.LH inductor, it's adjusted to 18.8p:f. For the 
22f.LH inductor, the value is 20.lpF. For the lOOOuH, the capacitor value is 18.8pF. 
All the resistor values are set to 800. From the figure, we can find that the signal 
strengths at the resonant frequency are increased by about 10 times compared with 
other frequency components. 
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Figure 3·13: Resonant Filter. Five inductors , which are 4.7/--lH, 10/--lH, 
22/--lH, 100/--lH, 1000!--lH were tested, respectively. In each figure, the 
experimental data and theoretical model are plotted. The adjusted 
capacitor values and the corresponding resonant frequencies are labeled. 
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Chapter 4 
Data Analysis and Sample Results 
In the early stage, first we concentrated on building the Nano Heat Transfer Lab, 
designing and building the optical system. More improvement was made for the 
layout of optics and to test the functions of the system. The Lab VIEW program 
for data acquisition and control of all the electronic devices (delay stage, function 
generator and lock-in amplifier) was done as well. In addition, we made more effort 
to optimize the signals in t he thermorefiectance measurement. In this chapter, details 
of data analysis will be discussed. To show the results of all the work above, single-
point thermal property measurements of a variety of materials were done and the 
results are also shown. 
4.1 Sensitivity Analysis 
For any technique, sensitivity of the experimental data to the parameters that are 
studied should be examined in advance. For the TDTR and FDTR measurement , 
we fit the phase data mainly to the thermal model discussed in Chapter 2 to obtain 
the parameters floating in the model , including the thermal properties of each of the 
layer, the heat conductance between layers and the thickness of each layers. The 
ability to achieve such parameters is determined by the sensitivity so the sensitivity 
analysis before experiemtns is crucial. 
The sensitivity to some parameter is defined to be the difference between phase 
values caused by increasing and decreasing the initial value by a certain amount, 
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usually between 10% and 30%. For example, for a two layer structure with 75nm 
of aluminum on top and 500um of silicon at bottom, we want to find the sensitivity 
to cross-plane thermal conductivity kz of the silicon substrate in TDTR. The pump 
and probe radii are 9.5um and 2.3um and the modulation is selected to be 9.1MHz, 
which usually are the settings for the TDTR measurement. First, the initial value of 
thermal conductivity of silicon is changed by +20% and -20% and the phases in each 
case are calculated and plotted based on the parameters above. In the left figure of 
Fig. ( 4.1), the blue curve in the center is the phase calculated based on the literature 
value of cross-plane thermal conductivity of silicon, which is also usually the initial 
value for fitting. Moreover, the green curve, which is called upper bound, is calculated 
by increasing the initial value by 10% with other parameters unchanged. Similarly, 
the red curve, which is the lower bound, is obtained by decreasing the initial value 
by 10%. After obtaining the upper and lower bounds, the sensitivity at each delay 
time is calculated by subtracting the lower bound value from the upper bound value, 
which is shown in the right figure of Fig. ( 4.1). 
For FDTR, the calculation is only different in the variable, which is frequency 
instead of delay time. The example for FDTR with the pulsed and laser for the same 
structure is shown as well. In Fig. (4.2), for FDTR with the pulsed laser, the delay 
time is selected to be 500ps. The frequency range is from 15kHz to 20MHz, which is 
the range of the modulation frequency of the EOM. 
The calculation shows that for different methods, even for the the same samples 
and the same experimental parameters, the data still have different sensitivity ranges 
to the same parameter. From this, we know the importance of sensitivity analysis. 
When fitting the parameters, it 's better to select the delay time range or the frequency 
range with sensitivity higher than the phase noise level. Otherwise, the signal will be 
lower than the noise and it's hard to fit the parameters. ·According to the analysis 
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above, for the TDTR measurement, to fit the thermal conductivity of the silicon 
substrate, longer delay time is preferred. And for the FDTR measurement with 
pulsed laser, the fitting should be done between 100kHz and 8MHz. In the next 
chapters, whatever measurement is done , the sensitivity analysis always has the first 
priority. 
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Figure 4 ·1: Sensitivity calculation for the TDTR measurement from 
delay time from 200ps to 5000ps at frequency of 9.1MHz. The left 
figure is plotting the phase by adding 20% to thermal conductivity of 
the silicon substrate. The right curve is calculated by subtraction of 
lower bound from the upper bound. 
For TDTR experiment, assuming the sensitivity is high enough, two parameters 
are floated for fitting, which are the thermal property of interest and the interface 
thermal conductance between the aluminum layer and the substrate. Fig. ( 4.3) are 
the examples of sensitivity calculation of sapphire and silicon substrate at 6.195MHz 
and 11.9MHz modulation frequencies . From the plots we can find that the phase data 
are sensitive to the two parameters in different time delay ranges. Therefore, both 
modulation frequencies and the spot sizes used for calculation can be used in the 
experiments. For silicon and sapphire substrates, the sensitivity to interface thermal 
conductance is a little higher than to thermal conductivity, but they are both high 
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Figure 4·2: Sensitivity calculation for FDTR measurement with the 
pulse laser in the modulation frequency range between 15kHz and 
20MHz. The left figure is plotting the phase by adding 20% to thermal 
conductivity of the silicon substrate. The right curve is calculated by 
subtraction of lower bound from the upper bound. The delay time is 
500ps. 
enough to obtain good results. Moreover, sensitivity is also related to the modulation 
frequency for both of the samples, as shown in Fig. (4.3). 
For FDTR experiment, more parameters can be fitted at the same time, such as 
cross-plane thermal conductivity kz of the substrate, interface thermal conductance 
G between the aluminum layer and the substrate and the volumetric heat capacity C 
of the substrate. In Fig. ( 4.4), the sensitivity of the phase data to these three param-
eters for sapphire and silicon substrates at time delay of 300ps and 500ps are shown 
respectively. With different time delay, the sensitivity values are slightly different. 
The more important point is that for these three parameters, it 's more sensitive within 
certain modulation frequency range. For instance, at time delay of 300ps, for silicon 
substrate, it's more sensitive to the interface conductance at frequencies higher than 
lMHz. But generally, the values are close within all the frequency range. However, 
for volumetric capacity, there is no virtual sensitivity between 700kHz and lMHz. 
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For thermal conductivity, it 's very sensitive between 100kHz and 2MHz. From the 
information above, we are able to figure out , for different parameters, what frequency 
range should be focused more. 
4.2 Sample Results 
4.2.1 Post Processing 
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Figure 4·5: TDTR signal for silicon substrate coated with 75nm of 
aluminum. The scan range is from -200 to 5000ps. The modulation 
frequency is about 6.195MHz. On the left side is the amplitude, which 
has be normalized. And on the right side is the phase signal. 
5000 
In Fig. (4.5) , an example of amplitude and phase data obtained by TDTR are 
shown. Usually we collected data from -200ps to 5000ps delay time. The material 
tested in this example is silicon and the modulation frequency frequency is 6.195MHz. 
The sample is c,omposed of two layers. The substrate is silicon which is treated to be 
semi-infinite. It's coated by 75nm of aluminum thin film, which has been characterized 
by AFM. The amplitude signal increases to the peak when the time delay between 
and pump and probe is zero. And then the signal keeps dropping with the increase 
of time delay. Moreover, the phase lag is 0 degree at time delay of zero, and then it 
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gets lower and lower with the increase of delay time. 
The data obtained from the experiments are fitted to the theoretical model to 
extract the properties of interest. It is realized by substituting different values of 
these properties to the thermal model continuously until it matches the experimental 
data with an acceptable error. This procedure is done by a multi-dimensional least 
squares minimization routine and a MATLAB program has been developed for it. 
The properties of interest and the unknown parameters are floated while fitting the 
data. For instance, if we want to obtain the cross-plane thermal conductivity in a 
two layer structure, the cross-plane thermal conductivity and the interface thermal 
conductance between the two layers need to be floated. 
The in-phase and out-of-phase signals X andY are collected and recorded by the 
lock-in amplifier. From these two values, amplitude and phase of the signal can be 
calculated. Therefore, four parameters can be used for fitting: amplitude R, phase 
() , in-phase signal X and out-of-phase signal Y , as shown in Fig. (4.6). In the figure , 
the dots are the experimental data and the continuous curve is the model that fits 
the data best . All the four components can be used for fitting. However, R, X, Y are 
relatively noisy due to the experimental instruments and environment, which affects 
the accuracy of fitting. The phase signal, which is defined by tan -l (Y /X), is cleaner 
than the other three because the noise in both X and Y components cancel out and 
doesn't affect the phase signal. Therefore, the phase signal is mainly used to fit the 
thermal model. For fitting the data, data after 200ps are selected because in this 
range, the diffusion regime is valid. Moreover, the number of points for fitting also 
plays a minor role to the fitting results. About 50 data points are usually used for 
fitting. 
For the FDTR measurement, the phase signal is used for fitting. The amplitude 
and the other two components are not good for fitting because at different modulation 
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Figure 4·6: Example of fitting the TDTR data. The dots are experi-
mental data recorded by the lock-in amplifier and the blue curve is the 
thermal model that fits the data best. 
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frequencies, the signal strength that drives the EOM is not equal. Fig. ( 4. 7) is the 
sample data and best fit taken by the FDTR with the pulsed laser. The sample for 
the pulsed laser based FDTR measurement is the same as the one used for TDTR. 
For FDTR measurement, more than two parameters, usually three, can be floated for 
fitting , which is the advantage over the TDTR measurement. For instance, besides 
the interface thermal conductance and thermal conductivity of the substrate, if the 
sensitivity is high enough, the thermal conductivity or the thickness of the metal thin 
film can be obtained simultaneously. Last but not least , for pulsed laser based FDTR, 
the delay stage can be moved to a variety of locations. Therefore, multiple sets of 
data are available as well. 
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Figure 4·7: Example of fitting the FDTR data. The data are obtained 
by the pulsed laser based FDTR system and the time delay is 500ps. 
4.2.2 Time Domain Thermoreflectance with Inductors 
Time Domain Thermoreflectance (TDTR) is the basic function of our system. When 
first building it, for simplicity, only one DETlOA photodetector is used for detecting 
the signal. To improve the SNR, an inductor was added between the photodetector 
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and the lock-in amplifier. They form an RLC circuit with resonant frequency de-
termined by the value of the inductor. The theory has been introduced in Section 
(3.2.4). Here the example data obtained by this method and fitting results are shown. 
To examine the system, two materials, silicon and sapphire with different thermal 
properties are tested. Thermal properties of such materials were measured under 
three frequencies , which are selected within the range of lMHz to 15MHz based on 
sensitivity analysis and for suitable SNR. The experimental data have sensitivities 
to different parameters at different modulation frequencies. For instance, it 's more 
sensitive to the pump spot size at lower modulation frequency than at high frequency 
(Cahill, 2004). Therefore, by examining the experimental data and fitting results at 
. both low and high frequencies, the accuracy of parameters used for fitting and the 
fitting results is verified. 
The pump and probe radii are 10.3f1m and 2.3f1m, respectively, measured by 
the knife edge method. The modulation frequencies are 3.67MHz, 6.195MHz and 
11.9MHz. The thickness of the aluminum layer on top of the silicon and sapphire 
substrates is 75nm, which is characterized by AFM with the step sample. The exper-
imental data and fitting results are shown in Fig. ( 4.8). The thermal conductivity 
values of silicon and sapphire samples are compared with literature values , which 
are around 143 W jmK and 40W /mK, respectively. Our results match the literature 
values very well, which means the TDTR system functions normally and it 's reliable 
for the thermal property measurement of other materials. 
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Figure 4·8 : Sample results of T DTR measurement with inductor. 
T he three figures in the left column are for silicon sample and t he 
figures in the right column are for the sapphire sample. T he fitt ing 
results of thermal conductivity of t he substrate arid interface thermal 
conductance are listed ~s well. 
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4 .2.3 Time Domain Thermoreflectance with Balance Detection 
To obtain more flexibility of selection of modulation frequencies, the balance detection 
is used to replace the detection with inductors. One more branch of light is split 
from the probe path and the path length is equal to the probe path. Two PDAlOA 
photodetectors with gain of 5000V /A are added to receive the signals. Thermal 
properties of silicon and sapphire are measured by this detection method to verify 
the accuracy. This time, the frequencies were chosen to be near 555KHz, 3.67MHz, 
9.1MHz and 11.9MHz, which shows broader range of selection than the TDTR with 
inductors. The pump and probe radii are stilll0.3p,m and 2.3p,m and the same silicon 
and sapphire samples used in the previous sections are used. The results are shown 
in the figure below. 
From this measurement , we can find that it's more sensitive to pump beam size 
when the modulation frequency is relatively low. In our measurement , it's very sensi-
tive at the frequency of 555KHz. When at low modulation frequency such as 555kHz, 
the heat transport is in the 2D regime, which means the heat mainly spreads on the 
sample surface. The transition between lD and 2D heat transport is determined by 
the comparison between the pump diameter and the penetration depth, defined by 
d = Jkj1fCj , where Cis the volumetric heat capacity, k is the cross-plane thermal 
conductivity and f is the modulation frequency (Cahill, 2004) . At low frequency, 
the penetration depth is close to the pump size so the heat transport is near the 2D 
regime, which makes the measurement sensitive to the in-plane thermal property and 
the pump spot size. Therefore, if we want to save time to characterize the pump 
spot size, a silicon sample with known metal transducer thickness can be used in-
stead of knife-edge method. The characterization should be done at frequency lower 
than lMHz and also with high SNR. Moreover , the result also indicates that when 
measuring the cross plane properties , to reduce the uncertainty from pump size, the 
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measurement can be done at relatively high modulation frequency. 
It's also shown that the SNR is higher near modulation frequency of lOMHz. 
When at low modulation frequency such as 555kHz, the laser noise and some other 
low frequency noise influences the results. Moreover , SNR drops due to increase of 
RF noise and decrease of signal strength when the modulation frequency gets close 
to 20MHz. As shown in Fig. ( 4.9), the signals obtained at 555kHz is more noisy 
compared with the other three frequencies. In addition, the sensitivity to G is also 
lower at low frequency. These two are the reason why the G value measured at 555kHz 
is off from the other three. Based on the analysis above, though low frequency is good 
for characterization of pump spot size, it 's better to perform TDTR measurement near 
modulation frequency of lOMHz, where the concern about both SNR and sensitivity 
can be covered. 
One more thing needs to mention is the drop of fitted cross-plane thermal conduc-
tivity of silicon substrate with the increase of modulation frequency. The cross-plane 
thermal conductivity is from the phonons that transport into the depth of the sam-
ple. When at high modulation frequencies, the penetration depth becomes shorter. 
Only the phonons with mean free path shorter than the penetration depth contribute 
to the thermal conductivity. Therefore, with the reduction of penetration depth , the 
portion of phonons within the penetration depth decreases too, which makes the cross 
plane thermal conductivity lower (Regner et al., 2013). 
4.2.4 Frequency Domain Thermorefiectance 
The pulsed laser based TDTR system can be converted to FDTR measurement easily. 
It can be done by fixing the time delay at some certain value and then sweeping 
the frequency. The delay time is selected based on the sensitivity calculation. It 
needs to be at the position where the sensitivity to the property interest is high. To 
verify the accuracy of the measurement , silicon and sapphire substrates coated with 
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Figure 4·9 : Sample results for TDTR with balance detection. The 
sample is silicon coated with 75nm of aluminum. And the modulation 
frequency is adjusted to be 555kHz, 3.67MHz, 9.1MHz and 11.9MHz, 
respectively. The fitting results are also listed. 
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aluminum were tested. Before performing the FDTR measurement, the pump phase 
is corrected by measuring the TDTR signals at short scan range from -50ps to 50ps at 
frequencies used in FDTR. From the test , we noticed that the accuracy of the pump 
phase correction values influences the accuracy of fitting results greatly. Moreover, we 
found that the values are not always constant with time .. Thus, it 's better to perform 
FDTR measurement right after the pump phase correction. 
The pump and probe radii are the same as in the TDT R measurement, which are 
10.3JLm and 2.3JLm, respectively. The silicon and sapphire samples are the ones test in 
the previous section coated with 75nm of aluminum. The modulation frequency varies 
from 50kHz to 20MHz. Fig. (4.10) shows the fitting results of thermal properties of 
the silicon and sapphire samples. The data are calculated by subtracting the pump 
phase correction values from the original data taken from the lock-in amplifier. The 
results match the literature values and the results from TDTR measurement very 
well. 
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Figure 4· 10: Pulsed laser based FDTR measurement of silicon and 
sapphire samples. The left figure is the result of sapphire sample and 
the right figure is for the silicon sample. The data and the fitting results 
are both shown. 
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Chapter 5 
Single-point Thermal Property 
Measurement 
After testing the TDTE, and FDTR systems built in the lab by measurement of some 
typical samples, such as silicon, sapphire and glass, we continued to explore thermal 
properties of novel materials and test potential metal transducer. In this chapter, 
first the temperature dependent thermal properties of CVD single crystal diamonds 
are measured by CW laser based FDTR method and following that, we'll show the 
mechanical and thermal property measurement for Tantalum by picosecond acoustics. 
Both thermal and mechanical properties will be examined by ultrafast methodology. 
5.1 Temperature Dependent Thermal Property Measurement 
of CVD Single Crystal Diamond 
Diamond is a promising ca:q.didate for replacing silicon in electronic and photonic de-
vices (Sussmann, 2009; Kohn et al. , 1999). It has a number of exceptional properties, 
such as tremendous hardness, chemical inertness, high thermal conductivity (900-
2320 W /mK), etc (Coe, 2000). However, the cost of natural diamond is too high 
for applications in a wide range. Recently, the development of artificial 'synthesis. 
technique of diamonds decreases the cost and allows many economical applications, 
which motivates us to study thermal properties of CVD diamonds. 
Artificial synthetic technique of diamonds was invented in the 1960's. Currently, 
the majority of commercially available synthetic diamonds are produced by high 
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pressure high temperature (HPHT) processes (Zhang et al., 2008). Moreover, another 
popular method of growing synthetic diamond is chemical vapor deposition ( CVD) 
(Gicquel et al., 2001), which happens in the low pressure environment. 
In diamond growth, "diamond" means all the materials made up of sp3 bonded 
carbon, and there are many different types of diamond in this family. For high 
voltage, high power applications the only form of diamond that will deliver the needed 
performance is synthetic single crystal diamon (Isberg et al. , 2004) . Researchers have 
found that thermal conductivity of single crystal diamond decreases with increase 
of the amount of impurity.Isotopically pure single crystal diamond enriched in 12C 
(99.9), have the highest thermal conductivity of any material, 30 W jcmK at room 
temperature (Wei et al., 1993). Simulation of the influence of the impurity and 
temperature has been done based on the Callaway model (Callaway, 1959). 
It 's interesting to measure thermal properties of CVD single crystal diamond, 
which has been done by some methods already (Wei et al., 1993; Yamamoto et al., 
1997; Sukhadolau et al., 2005; Arik et al., 2010). Here, we'd like to perform thermore-
flectance experiments to obtain such properties. Moreover, influence of temperature 
on CVD single crystal diamond is also an attractive topic, from which some physics 
phenomenon can be found and the theory behind it can be studies. 
To measure the thermal properties by TDTR or FDTR , first the thermal conduc-
tivity of metal thin film needs to be characterized with the change of temperature. A 
cryostat system (MMR, CA) has been built in the lab for low and high temperature 
experiments. After the measurement for the metal transducer was done, the thermal 
properties of single crystal diamond were measured. 
In the beginning, we tested signals with TDTR system at low temperature. How-
ever, when starting to pump the cryostat chamber to vacuum, the metal thin film 
was burned by the pulsed laser, which made the measurement impossible. We also 
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tested different metal thin films, different laser power levels and different pressure 
and found that the s~mple always got burnt as long as the pumping starts. The 
reason might be that when the pumping starts, the pressure drops and it's easier for 
the pulsed laser with extremely high intensity to generate plasma (Theberge et al., 
2006). Plasma is comprised ions and molecules with very high temperature and it 
burns the sample. The pumping ends at pressure of 5 mTorr by the mechanical pump 
and the burning still happens. To avoid burning, more air should be removed from 
the chamber, which can be realized by molecular or ion pumps. However , for current 
system, the pump should be kept and the easiest way to continue the measurement 
is to switch to the CW laser based FDTR system where the lasers are not intense 
enough to excite plasma. 
5.1.1 FDTR with Continuous Wave (CW) Lasers 
FDTR can also be done with two continuous wave ( CW) lasers. The optical layout 
is shown in Fig. (5.1). In is setup, the long delay stage is removed so only frequency 
sweeping is done in the measurement. Two CW lasers with different wavelengths 
are used instead of splitting one beam to two from one pulsed laser. The pump 
is a diode laser with wavelengths of 785nm (OBIS 785LX, Coherent , CA) and the 
probe is a solid state laser oscillating at 532nm. Therefore, the SHG crystal for 
frequency doubling and the lens pair with it are gone as well. These are the only 
two changes from the previous system with pulsed lasers . Thus, with the help of 
these two changes, the total budget for building the system gets much lower because 
·of the replacement of expensive high power pulsed laser with two CW lasers with 
tens of m W power. Moreover, the alignment of this system becomes much easier. In 
the pulsed laser system, the alignment of SH G crystal and the long delay stage is the 
most challenging and time consuming part. In the CW based FDTR system, however, 
these two parts are removed, which reduces the preparation time and complexity. In 
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Probe 532nm 
Balance Detector 
CCD Camera 
Figure 5·1: Optical layout of the CW laser based FDTR system built 
in the N ano Heat Transfer Lab. The pump beam is the red beam with 
wavelength of 785nm and the probe is with wavelength of 532nm. The 
detection is done by balance detection with a balance detector. The 
extra pump phase is measured by splitting a small amount of pump 
beam with a sampler and let it propagate along the same path length 
to the photodetector as the pump. 
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this method, the balance detection is required a balanced photodetector (PDB410A, 
Thorlabs, NJ) is used. Due to this, only one input of the lock-in amplifier is needed 
to receive the differential signal from the photodetector. 
To test the system, thermal properties of silicon and sapphire were measured. 
Considering the wavelengths in the CW based FDTR system (785nm of pump and 
532nm of probe), the metal transducer is selected to be gold. The fitting results for 
CW laser based FDTR measurement are shown as well. The pump and probe radii 
are 19J.Lm and 3.8J.Lm, respectively. The thickness of gold thin film is 82nm, examined 
by AFM. The pump phase correction is be done by building a path with exactly the 
same path length as the pump path. This method is much faster than the correction 
done by TDTR. In the setup with CW lasers, the pump phase correction values are 
obtained by this method. The sample data for silicon and glass substrate are shown 
in Fig. (5.2). Similar to other setups, for the silicon sample, the interface thermal 
conductance between the gold and silicon substrate and the thermal conductivity 
of the silicon substrate are fitted. The results agree with the literature values well. 
Moreover, for the glass sample, due to the high sensitivity to the thermal conductivity 
of the gold thin film, besides the G and ksi, kgold is obtained simultaneously, which are 
·all labeled in this figure. The therrrial conductivity of bulk sample of gold is 317.16 
W jmK at room temperature, which is 1.5 times of the value measured for the 82nm 
of gold thin film. Therefore, for fitting some of the properties that can be affected by 
the accuracy of this parameter, it's a good way to have a glass sample coated together 
with the sample and then perform the measurement on glass sample first to get kgold· 
There are several points off near 2MHz. It's due to the noise from the EOM but it 
doesn't affect the fitting too much. 
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Figure 5·2: CW based FDTR measurement of silicon and glass sam-
ples. The left figure is the result of silicon sample and the right figure is 
for the glass sample. The data and the fitting results are both shown. 
5.1.2 Characterization of Thermal Properties of Gold .Thin Film 
When fitting the experimental data to the thermal model, thermal conduCtivity of 
the metal film layer influences the results, especially when the sensitivity is high. The 
value is usually different from the bulk value because of the thickness at nanoscale 
and the deposition process. As we found in Section (5.1.1 ), the thermal conductivity 
of gold thin film of 82nm thickness can drop to 2/3 of the bulk value, which might 
cause the an error of several degrees in phase. Therefore, it's important to get correct 
value of the thermal conductivity for the metal thin film beforehand. FDTR system 
can extract more parameters simultaneously than the TDTR system when the sen-
sitivity is high enough. Thus, before performing thermal property measurement for 
the diamond sample, the thermal conductivity of gold thin film was characterized by 
the CW based FDTR. 
We have several substrates coated with gold whose thickness is about lOOnm and 
the data have different sensitivities to the thermal conductivity of gold thin film. 
Sensitivity to thermal conductivity of gold was calculated for . silica~, sapphire and 
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glass substrates from modulation frequency of 15kHz to 50MHz, which is shown in · 
Fig. (5.3). For the glass substrate, the sensitivity is higher than 0.5 degree when 
the modulation frequency is lower than 3MHz. However, for the silicon substrate, 
the sensitivity is close to 0 within the whole frequency range. And for the sapphire 
substrate, sensitivity is always below 0.2 degrees. From the sensitivity calculation, it 's 
found that for silicon and sapphire substrates, the sensitivity to thermal conductivity 
of gold is too low to exact the value. However, for glass substrates, the thermal 
conductivity is high from 15KHz to 3MHz, which is very suitable to extract the 
thermal conductivity. 
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Figure 5·3: Sensitivity of measurement with glass, silicon and sapphire 
substrate to the thermal conductivity of gold layer. From the sensitivity 
analysis, the glass substrate coated with gold layer is the most suitable 
sample to characterize the thermal conductivity of the gold thin film. 
The sample is placed inside the cryostat chamber with the temperature increasing 
from 74K to room temperature. The pump radius is about 16.8J..lm and the probe 
radius is about 3.8J..lm. The probe size is relatively small so in order to keep the tern-
perature rise within 10K, the probe power was reduced to about 0.2m W. This sample 
coated with the diamond sample at the same time and the thickness has been char-
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acterized to be 120nm. The thermal conductivity of gold, kgold, and interface thermal 
conductance G between the gold and glass layers were floated while fitting the data. 
When the temperature becomes lower than lOOK, the thermal conductivity of glass 
becomes lower than 1 W /mK, and in this situation, there is no suitable probe power 
level to avoid overheating and maintain high SNR. Therefore, for fitting the data, 
only the data above lOOK with high SNR and no overheating were used. The results 
are shown in Fig. (5.4). From the figure we can see that the thermal conductivity 
of the gold thin film keeps decreasing with the decrease of temperature, which agrees 
with the prediction by theory (Feng et al., 2009; Jin et al., 2008). What 's more, when 
near lOOK, it drops even to 1/3 of the bulk value at room temperature. 
In the metal thin film, the main heat carriers are electrons. Heat gets conducted 
by scattering of electrons, mainly the electron-electron scattering. For the metal 
thin film with thickness of about lOOnm, assuming it's very pure, the boundary also 
· adds extra boundary scattering to the electrons. The electron-electron scattering 
contributes to the electronic thermal conductivity. However, the boundary scattering 
doesn't. When the temperature decreases, the probability of phonons get scattered by 
the boundary increases so the portion of electrons that doesn't contribute to thermal 
conductivity increases, which res~lts in lower thermal conductivity: Theoretically, 
it can be calculated and explained by the Boltzmann Transport Equation (BTE) 
(Greenwood, 1958; Prange and Kadanoff, 1964). 
5.1.3 Temperature Dependent Thermal Property Measurement of Single 
Crystal Diamond 
We placed the single crystal diamond sample and a silicon sample coated at the same 
time into the chamber of the cryostat and t'heir thermal properties were measured 
by CW laser based FDTR from 7 4K to room temperature. The diamond sample is 
a single crystal diamond with thickness of 300p,m grown in the {100} direction by 
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Figure 5·4: Thermal conductivity of gold film with thickness of 82nm 
measured by FDTR method from lOOK to room temperature. The 
thermal conductivity is lower than the bulk value due to the shrink of 
thickness and it gets lower when the temperature goes down. 
CVD (145-500-0274-01, Element 6, UK). For the 785nm of pump beam and 532nm of 
probe beam, the diamond sample was coated with 5nm of Ti first and then 120nm of 
gold by electron beam evaporation (Solution, CHA, CA). The 5nm of Ti thin film is 
added to increase the adhesion between the gold film and the substrate. The silicon 
sample coated at the same time with the diamond sample was measured in advance 
in room temperature to characterize the thickness of the gold film. 
The temperature dependent thermal property measurement for the CVD single 
crystal diamond was done and Fig. (5.6) is an example of experimental data and 
fitting of the single crystal diamond sample at temperature of lOOK. The pump and 
probe radii are l6.811m and 3.8f1m, respectively and the gold thin film coated on 
top of the diamond sample is 120nm, characterized by the a silicon sample coated 
together before at room temperature. Moreover, similar to other samples coated 
with gold, before the evaporation of the gold thin film, 5 nm of Ti thin film was 
evaporated onto the diamond to increase the adhesion. The thermal conductivity 
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and interface thermal conductance values can be extracted by fitting the data to 
the thermal model discussed in the previous chapter. However, from the sensitivity 
calculation in Fig. (5.5) , the sensitivity is too low for volumetric heat capacity to be 
fitted . In addition, we can also find that the sensitivity is high to thermal conductivity 
and interface thermal conductance at different frequency ranges: from 200kHz to 
lOMHz for thermal conductivity and above 8MHz for interface thermal conductance. 
Therefore, first we fit the data up to 50MHz to extract interface thermal conductance. 
Next step, to make sure most of the phonons can transport diffusively, the fits reach 
only to lOMHz to obtain the thermal conductivity. 
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Figure 5·5: Sensitivity of single crystal diamond to thermal conduc-
tivity, volumetric heat capacity and interface thermal conductance. 
The thermal properties of single crystal diamond were measured from near 80K 
to room temperature. At each temperature, the thermal conductivity of diamond 
and the interface thermal conductance between the gold thin film and the diamond 
substrate are extracted. The temperature dependent thermal conductivity of CVD 
single crystal diamond is plotted in Fig. (5.7). Moreover, for the thermal conductivity, 
theoretical results calculated from the Callaway model are plotted for comparison. 
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Figure 5·6: Sample data for single crystal diamond at temperature of 
lOOK, measured by CW laser based FDTR. 
The experimental data from Wei's work is plotted as well, in which the temperature 
range is from about 120K to room temperature (Wei et al. , 1993). According to the 
experimental results, the curve for single crystal diamond with 0.1 %13 C was selected. 
The results show that similar to the silicon sample, when temperature goes down, the 
thermal conductivity of single crystal diamond goes up. But it becomes lower than 
the literature values when the temperature decreases more. 
The increase of thermal conductivity with decrease of temperature is due to the 
increase of the mean free path (MFP) (Chen, 2005). Heat in solid is transported by 
scattering of phonons. The average of distance of phonons traveling between scatter-
ing is defined as the mean free path .. As temperature decreases, the probability of 
collision for the phonon gets lower, which increases the MFP of the phonon. Thermal 
conductivity of a material is related to the MFP by the equation 
k(T) = ~ J dwC(w , T)A(w , T)v(w, T), (5.1) 
,where w is the phonon frequency, C is the volumetric heat capacity, A is the phonon 
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Figure 5·7: Temperature dependent thermal conductivity of the dia-
mond sample. The temperature was down to near 80K. Thermal con-
ductivity values calculated by the Callaway model are included as well. 
Experimental data from Wei's work are plotted in slid squares. 
mean free path and v is the phonon velocity. From this equation, we can find that 
increased MFP will make the thermal conductivity higher. 
Quantitatively, the relationship between thermal conductivity and temperature 
is well expressed by the Callaway model. The phonon scattering that gives rise to 
the thermal resistance is called Umklapp process or U-process . In the U-process , the 
total crystal momentum is not conserved and the equilibrium phonon distribution 
is tended to be rebuilt . On the other hand, there are other processes that conserve 
the crystal momentum and don't cause thermal resistivity. Such processes still have 
influence to the thermal conductivity and they are called normal process or N-process 
(Omar, 1993). Therefore, the thermal conductivity in Eq. (5.1) is the total effects of 
all the processes and they should be treated in different ways when calculating their 
contribution. 
76 
Overall, the lattice thermal conductivity consists of two parts (Tritt, 2004): 
(5.2) 
, where 
(5.3) 
(5.4) 
In these equations, kB is the Boltzmann constant , T is the absolute temperature , n 
is the Plank's constant divided by 2n, vis the phonon velocity, x = '/'U.;.;jkT , where w 
is the phonon angular frequency and ()D is the Debye temperature. The component 
Tc is the combined phonon relaxation time and is given by Te-l = Tr-l + T"N1 . 
TN is the relaxation time of the N-process and Tr is the relaxation time for the 
processes that add thermal resistivity, such as the U-process, isotope scattering, defect • 
scattering and phonon-boundary scattering. The expression of the relaxation time 
has been found by many people from experimental data. For U-process, the relaxation 
time is 
(5.5) 
Moreover , the relaxation time for N process is 
(5.6) 
. 
and the phonon-boundary scattering rate is expressed by 
(5.7) 
, in which d is the dimension of the boundary and this expression is independent of 
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phonon frequency and temperature. 
The relaxation time due to isotope scattering is 
-1 7 isotope 
,where cis the isotope concentration and n is the atomic volume. 
(5.8) 
The relation between the thermal conductivity of single crystal diamond and the 
temperature with various isotope concentration has been studied. From their re-
search, containing more percentage of 13C can reduce the thermal conductivity greatly. 
Therefore, the purer the diamond sample is, the higher the thermal conductivity is. 
Compared with the literature vales, our results are close to the data for the dia-
mond sample with %0.1 13 C. In Fig. (5.7) , the calculation from the Callaway model 
is plotted and compared with our experimental data. 
The paragraphs above explains why the thermal conductivity goes up with the 
decrease of the temperature but it doesn't mention the reason why the measured 
thermal conductivity is lower than the bulk value at low temperature. The reason is 
still related to the MFP, but it also relates to the area in which phonons propagates, 
which is determined by the laser spot size and the penetration depth. When the 
surface is heated up by the laser spot laterally and heat transports also along the 
direction perpendicular to the surface, only phonons with MFPs shorter than the 
penetration depth can contribute to the cross-plane thermal conductivity by diffusive 
transport. The ones with MFPs longer than the penetration depth only transport 
ballistically, which don't count for the cross plane thermal conductivity (Chen, 2005). 
In Fig. (5.8), the concepts of diffusive and ballistic thermal transports are shown. The 
more phonons transport ballistically, the lower the thermal conductivity will be than 
the bulk value. When the temperature gets lower and lower, more and more phonons 
start to have longer MFPs, which means more and more phonons will not contribute 
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to the thermal conductivity and the thermal conductivity will keep dropping. If more 
data points are taken within broader modulation frequency range, it will become a 
powerful tool to study mean free path distribution of phonons in silicon and diamond 
at different temperatures (Minnich et al. , 2011). 
Penetration depth Penetration depth 
Diffusive transport Ballistic transport 
Figure 5·8: The concepts of diffusive and ballistic transport. The 
length of the arrows represents the length of MFP. If the MFP of the 
phonon is smaller than the penetration depth, heat is transported dif-
fusively and the phonon contributes to the thermal conductivity. In 
the right figure, if MFP is greater than the penetration depth, this por-
tion of phonons is propagating ballistically, which doesn't add on the 
thermal conductivity. 
In addition, interface thermal conductance G between the gold thin film and 
diamond substrate can be studied by the measurement. Theoretically, the relation 
between G and T is evaluated by the Diffusive Mismatch Model (DMM) (Swartz 
and Pohl, 1989; Schmidt et al., 2010b). In the DMM model, t he phonon scatterings 
are assumed to be diffusive and it's suitable at high temperatures when the average 
phonon wavelength gets close to atomic roughness. Under such circumstances, the 
interface thermal conductance is expressed by 
(5.9) 
in which a 1_ 2 is the phonon transmissivity from the metal to the substrate, v1 is the 
phonon group velocity, D 1 is the density of st'ates (DOS), and f is the Bose-Einstein 
79 
occupation function. Wmax is the lower one of between the maximum of frequency in 
these two materials. Moreover, the sum is taken over three acoustic polarizations and 
the cx1_ 2 in the equation is defined to be 
(5.10) 
In Fig. (5.9), the interface thermal conductance for Au, Cr and Al coated on 
top of diamond calculated by the DMM model is plotted. Fitting results for the 
interface thermal conductance between the gold thin film and the diamond substrate 
with change of temperature are also plotted as well. From the figure we can find 
that compared with Au on diamond with nothing in between, at room temperature , 
the interface thermal conductance with insertion of Ti is almost 25 times higher. 
Moreover, it decreases with the decrease of temperature but for the sample with no 
insertion, there is no clear trend showing that the G value changes with temperature. 
For other metal transducers such as Cr and Al, G decreases when the temperature 
becomes lower. 
With the insertion of the Ti layer, the interface thermal conductance becomes 
close to the interface thermal conductance between the Ti and the diamond substrate. 
From the figure we can find that the experimental data are close to the theoretical 
model of Ti on diamond with some acceptable difference. The DMM is not accurate 
enough at low temperature due to the assumptions. Moreover, the quality of depo-
sition and the contamination between the two layers might affect the experimental 
data as well. 
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Figure 5·9: Temperature dependent interface thermal conductance 
of the diamond sample. The data labeled by * are the fitting results 
from our work. The black, green and blue lines are interface thermal 
conductance between the Au, Ti and Cr layer and diamond substrate 
calculated by DMM, respectively. 
5. 2 Characterization of Mechanical Properties of Metal Thin 
Film by Picosecond Acoustics 
Recently, several metals have been studied as the potential metal transducer, such as 
Ta, P t and NaLi03 (Wilson et al. , 2012) . In our lab, because of different combinations 
of laser wavelengths in two systems, the samples are usually coated by gold and 
aluminum. This requires twice of the amount of samples and costs a big amount of 
gold. Therefore, we want to find a new metal that can be used for both of t he systems. 
Tantalum has absorption coefficient of 0.54 at 400nm, reflectivity of 0.64 at 800nm 
and the thermoreflectance coefficient of 1.2 x 10-4 /K (Wang et al. , 2010). Based on 
the requirement of high absorption coefficient to the pump beam, high reflectivity 
at the probe wavelength and high dR/ dT value to the probe, tantalum is a good 
candidate . 
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It's appealing to characterize the mechanical properties for the novel metal trans-
ducer, which is the extra benefit from the thermorefiectance measurement. As men-
tioned above in Section (3.2.3) , the acoustic echos can be found in the thermore-
fiectance signals with ultrafast lasers. Besides the thickness, more information about 
the mechanical properties of the thin film is included. 
We have a glass sample with Ta coated on top of it. First , we need to find the 
thickness of theTa layer by an independent way. As discussed in Section (3.2 .3) , the 
most accurate method is to measure the thickness by AFM. Since the sample has 
been deposited without the step sample, the only way is to scratch some part of the 
layer and measure the difference of roughness in the areas with and without Ta layers. 
However, the tantalum thin film was too hard to be completely scratched off. So we 
can only measure the thickness of the Ta layer from the cross section of the sample 
by scanning electron microscope (SEM) (Supra 40VP, Zeiss, Germany), as shown in 
Fig. (5.10). The thickness of theTa layer is 170nm, which is found by taking average 
of the thicknesses at several locations. 
The thermorefiectance signals in the first 200ps were measured carefully by scan-
ning over -20ps and 200ps for 20times and taking the average. The echos are shown 
in Fig. (5.11). The time interval between the two bumps in the thermorefiectance 
signal is 85ps, which is measured directly from the figure. From Eq. (3.10) and 
the information of thickness obtained by SEM, and the time interval already known, 
the speed of sound in the tantalum thin film is 4000m/ s. The longitudinal speed of 
sound is actually different from the bulk value, which is 4100m/s (Lide, 2005), due 
to different mechanical properties between the evaporated thin film and natural bulk 
materials . 
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Figure 5·10: Example of measurement of thickness of Ta layer by 
SEM. The sample was cut into small pieces and the cross section was 
observed by SEM. The thickness of several locations was measured and 
the average was taken. 
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Figure 5 ·11: Acoustic echos in the first 200ps of the thermoreflectance 
signal. The sample is silicon substrate coated with Ta thin film. The 
time interval between two bumps, which is 85ps, is measured directly 
from the figure. 
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The longitudinal speed of sound is defined by (Toupin and Bernstein, 1961) 
(5.11) 
where A is the Lame's modulus, v is the longitudinal speed of sound, f-L is the shear 
modulus and pis the density. Moreover, there is another parameter B, which is the 
bulk modulus and the definition is 
B= y 
3(1- 2a)" (5.12) 
1-L and A are defined to be 
y 
(5.13) 1-L = 2(1 +a) 
A= B- ~1-L = aY 
3 ( 1 + a) ( 1 - 2a) (5.14) 
, where a is the poisson's ratio andY is the Young's modulus. 
Based on the relations above, the longitudinal speed of sound can be expressed in 
terms of Y and a by 
V = 
Y(1- a) (5.15) p(1 + p)(1- 2p) ' 
usually a has the value of 0.25, therefore, the longitudinal speed of sound can be 
approximated to 
V= Y(1.5)- fp - -- -1.1 -, 
p 1.25 p (5.16) 
so that jf; is a good approximation of the longitudinal speed of sound, which is 
good to about 10%. 
To obtain the Young's modulus, which is an important mechanical property of 
materials , the density of the sample should be measured first. It's not directly in-
cluded in the acoustic echos but the density can be fitted from TDTR data. From the 
thermal model, as discussed in the previous section, we can fit the volumetric heat 
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capacity and the thermal conductivity of Ta thin film. 
In the TDTR measurement, the pump radius is about 9.5p,m and the probe ra-
dius is about 2.3p,m. The sample used is glass coated with 170nm of Ta thin film. 
Several modulation frequencies were tested to find at which frequency the SNR is 
high. From the data, we decided to perform TDTR measurement of the glass sample 
at modulation frequency of 3.67MHz with balance detection. The sensitivity to volu-
metric heat capacity, thermal conductivity and the interface thermal conductance is 
calculated accordingly and plotted in Fig. (5.12). From the figure, we can see that 
the sensitivity to volumetric heat capacity and thermal conductivity of the Ta layer 
is very high but the data are not sensitive to the interface thermal conductance at 
all. Therefore, these two parameters are floated and all other parameters are fixed 
to the literature values for fitting, shown in Fig. (5.13). After fitting the data to the 
thermal model, C is 2.18 x 106 J /m3K and the k is 8.82W /mK. 
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Figure 5·12: Sensitivity analysis of the glass sample coated with Ta. 
In the model, the thickness of the Ta layer is 170nm, measured by SEM 
and the properties of the glass are the bulk values. 
From the result, the density p can be calculated to be 16.38 g/cm3 by assuming 
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Figure 5·13: Fitting results of volumetric heat capacity and thermal 
conductivity of the Ta thin film from the data of glass substrate. 
Cp to be the bulk value. Plugging the value of p and the longitudinal speed of sound 
to Eq. (5.16), the Young's modulus Y can be obtained, which is 220.7GPa. Due to 
the procedure of evaporation, the mechanical properties of the Ta thin film vary from 
the bulk value. From the analysis and calculation above, we can see that from the 
thermorefiectance signals, not only the thermal properties can be extracted, but also 
the information of the mechanical properties. 
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Chapter 6 
Thermal Property Imaging 
6.1 Imaging of Resolution Test Pattern 
6.1.1 Design of Test Patterns 
The idea of the resolution test patterns is from the 1951 USAF standard resolution 
test chart. It's widely used to test the resolving power of optical imaging systems such 
as microscopes and cameras. It includes groups of 3 bar stripes with dimensions from 
small to big. Each size of stripes is labeled with a unique group number and element 
number. The biggest one that the imaging system cannot resolve is the resolution 
limitation of the imaging system. The size of the stripes can be checked in the table 
with the chart by looking for the group number and the element number (Wikipedia, 
2013). 
First, a photomask with such patterns was drawn by AutoCAD and then fabri-
cated by the laser mask writer (DWL66, Heidelberg, Germany) in clean room. The 
precision of fabrication was affected greatly especially when the width of the stripes 
is smaller than 5J.Lm. The pattern was made on the silicon substrate by photolithog-
raphy, whose precision also influences the real size of the stripes. The original design 
is stripes of certain widths with spacing equal to the width. However, due to the 
influence of precision of fabrication on the substrate, the spacing usually turns out 
to be narrower and the stripes are broader. By many trials, the smallest one with 
equal spacing was about 3J.Lm wide and the size equal or greater than this value will 
be used for the resolution test pattern. Then the sample was evaporated with 5nm 
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of titanium layer to change the interface between the substrate and the metal layer. 
After the liftoff process, which removed the unnecessary photoresist and Ti film, the 
whole sample was coated with 90 nm of gold thin film so it can be used for both of the 
setups. The side view of the sample is shown in Fig. ( 6.1). The real sample is covered 
by gold and the Ti thin film is too thin to be found under microscope. Therefore, 
to show the original design of the pattern, the most straightforward way is to show 
the photomask that was used. Pictures of some areas of the photomask was taken by 
optical microscope and one of them with the 20X objective is shown in Fig. (6.2). 
The width of the one of the stripes and the spacing were measured by the optical 
microscope (SMZ-800,Nikon,NY). As shown in the figure, due to the fabrication, the 
width and the spacing are not equal any more and they might be different from the 
values in the table attached to the standard pattern. Therefore, we will characterize 
the width by the optical microscope and the images later. 
The thermal property changed in this sample is the interface thermal conductance, 
which was realized by adding a Ti thin film of 5nm. If the sensitivity of the signal is 
high enough to the change of the interface, the change can be reflected in the phase 
signals. 
90nm of Au 
5nm of Ti 
Si substrate 
Figure 6·1: The side view of the resolution test sample. The substrate 
is made of silicon. The small structures in the middle are 5nm of Ti 
to change the interface between the substrate and the top layer. The 
spacing between the two small squares are about 3f.Lm, which is the 
resolution needs to be tested. On the top, the whole sample was coated 
by 90nm of gold. 
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Figure 6·2: Picture of some area of the resolution test sample. The 
dimension of the stripes and the spacing was measured by an optical 
microscope. 
6.1.2 Results 
Imaging was done by the pulsed laser based FDTR system with balance detection at 
multiple modulation frequencies. The optical layout of the system is shown in Fig. 
(3.1). Even with gold film, the thermal signal can still be detected with relatively high 
SNR with pump of 400nm and probe of 800nm. The long delay stage is fixed at some 
position where the sensitivity to properties of interest is high. In our resolution test 
sample, the main thermal property changed was the interface thermal conductance G. 
Based on the thermal properties of the sample, the sensitivity at different time delays 
is calculated and the results are shown in Fig. (6.3), from which the best combination 
of time delay and modulation frequency to perform imaging can be found. From the 
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figure, we noticed that for the delay of 500ps and lOOOps, the sensitivity to interface 
t hermal conductance is pretty high if the modulation frequency is higher t han 8MHz 
and the sensitivity increases with the modulation frequency. However , for 2000ps, the 
peak of the sensitivity toG value moves and the sensitivity is high between lMHz and 
8MHz. Ideally, the imaging needs to be done in the range where the sensitivity is high. 
Otherwise in other frequency range, the phase has little changes when detecting the 
changes of the interface. Due to this limitation, at time delays of 500ps and lOOOps, 
frequencies higher than 8MHz are more suitable for detecting the interface. Moreover , 
at 2000ps, the modulation frequency should be within lMHz and 8MHz. 
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Figure 6·3: Sensitivity to interface thermal conductance G at time 
delay of 500ps, lOOOps and 2000ps, respectively in the frequency range 
from 15kHz to 20MHz. 
Below is the imaging results of the some area of t he resolution test pattern. The 
size of the stripes is about 7 f-tm. The imaging can be done with multiple frequencies 
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simultaneously by the Zurich lock-in amplifier and here we take four frequencies at the 
same time. The scanning range is 80p,m by 80p,m, determined by the linear range of 
the piezo stage. We divide the images to 160 by 160 pixels so the resolution cannot be 
limited by the step size of scanning. With the help of 20X objective, the pump radius 
was reduced to about 1.5p,m and the probe radius was changed to about 1.15p,m. The 
whole scanning can be done within one hour. 
First, the images in Fig. (6.5) were taken when the delay stage was at delay time 
of 500ps to show the influence of modulation frequencies on the sensitivity. The mod-
ulation frequencies applied are 20kHz, 600kHz, 3.67MHz and 13.9MHz, respectively. 
Sensitivity calculation in Fig. (6.4) shows that the sensitivity is little when the mod-
ulation frequency is below 1M Hz. Therefore, for 20kHz and 600kHz, it 's not easy to 
detect the change of interface and the imaging quality might not be good. The images 
validate the prediction. At 20kHz, the phase image doesn't show any information be-
cause the change of interface doesn't cause any change in phase. When the frequency 
increases to 600kHz, the sensitivity is a little higher, so some part of the sample can 
be found but the image is not very sharp. In such cases, the amplitude image is even 
better in imaging than the phase image. When the modulation frequency gets higher 
and higher, such as 3.67MHz and 13.9MHz, the phase images become more and more 
clear. In these figures, the color bar was adjusted to get the highest contrast . From 
the range of the color bar, we can find the sensitivity of the measurement as well. 
For instance, at modulation frequency of 20kHz, the range has been reduced to 0.8 
degrees but it's still hard to resolve the strips , which means the change of interface 
causes almost no change in the phase value at this modulation frequency. For this 
frequency, the amplitude image is better because the signal strength was higher at low 
modulation frequency. However, at 13.9MHz, the phase range is about four degrees 
and the image is very clear, which means the change of interface causes change in 
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phase by several degrees. Moreover , the details of the stripes are also clearly shown. 
Now the amplitude image is very blurry due to the low SNR. 
We took the images at delay time of 500ps, lOOOps, 2000ps at modulation frequen-
cies of 20kHz, 600kHz, 3.67MHz and 13.9MHz, respectively. Among all the twelve 
phase images, the two with the highest sensitives are selected to be plotted in Fig. 
(6.6). They are the image at delay time of lOOOps with modulation frequency of 
13.9MHz and the one at delay time of 2000ps modulated at 13.9MHz. Actually the 
image at delay time of 2000ps at 13.9MHz has higher sensitivity, which is shown by 
the range of color bar. However, the image quality is not as good as the one with 
delay time of lOOOps, which has a little lower sensitivity. The reason that at 2000ps, 
the signal strength drops so the SNR is not as high as the the SNR at lOOOps. From 
this we can find that the best thermal image quality requires not only the highest 
sensitivity but also high SNR. 
Overall, the purpose of the measurement is to find out the resolution of the imaging 
system. From the measurement we notice that with suitable settings of modulation 
frequency and delay time, the sample with stripes about 3p,m can be resolved very 
clearly. Due to the limitation of fabrication of test samples, we can only know that 
the resolution of this system is at least at this level. Besides this, we also find that 
selection of delay time and modulation frequency also affects the resolution, as shown 
in Fig. (6.5) and (6.6). This is unique compared with the conventional optical imaging 
systems. Therefore, in the next section, we will summarize the factors that limit the 
resolution of thermorefiectance imaging system. 
6 .1.3 Limitation of Resolution 
Let's think about the spatial resolution of the thermorefiectance imaging system. 
First, similar to optical imaging systems and other imaging systems, there are limi-
tations from the size of the light source, from the influence of the noise and from the 
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Figure 6·4: Sensitivity to interface thermal conductance G at time 
delay of 500ps. The sensitivity is almost 0 degree below lMHz but 
increases to about 0.2 degree when the modulation frequency is higher 
than lOMHz. 
setting of the scanning stage. 
In our system, the signals are received by the lock-in amplifier. The time constant 
of lock-in amplifier is on the order of lO 's of milliseconds, which is set based on the 
signal amplitude level and the noise level. The time spent on each of the point on the 
sample is required to be greater than 5 times of time constant ( Grauby et al., 2007). 
If it's not long enough, the SNR will be low and the resolution will be low as well. 
However, if it's too long, the scanning will be too slow, which makes the imaging time 
consuming. Influence from this factor can be minimized if the lock-in amplifier and 
speed of scanning are set properly. 
In addition, the settings of the scanning stage play a role in the resolution. If the 
step size is too big, which means the whole image is divided to be fewer pixels, similar 
to camera or the TV, the resolution is reduced. Moreover, if the scanning speed is 
too high, since the lock-in amplifier cannot respond immediately, there might not be 
enough time for it to receive the signals with high SNR. 
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The laser spot size is another factor , which is common for optical imaging. There 
are two laser spots in our system, the pump and the probe. The pump excites the 
changes of a small area and the probe detects the area within its coverage. Therefore, 
the probe spot is the key factor of the resolution. If it's too big, the information 
of a big area will be detected so the details are missing. The pump size affects the 
resolution as well. If the pump is much bigger compared with the probe beam, the 
temperature distribution within the area of the probe is almost uniform, which makes 
the measurement insensitive. Moreover, the finial limitation is the diffraction limit , 
which is defined to be p = 1.22>.-!J, in which >.is the wavelength of the laser, f is the 
focal length of the objective that focuses the laser beam to the sample surface and D 
is the diameter of aperture (Saleh and Teich, 1991). 
In a word, all the factors above can influence the resolution of the imaging system. 
From our experience, they all can be improved for higher resolution. For current 
95 
resolution test samples, the smallest scale is about 3JLm. To reach this resolution, the 
probe diameter has been shrunk to about 2.3JLm and the pump is almost as big as 
3JLm. Moreover, the time constant and the scanning speed of the piezo stage have been 
adjusted to make sure at each location, the laser beams can stay for at least 5 times 
of time constant. The total scan area is 80JLm by 80JLm, determined by the scanning 
range of the piezo stage. The whole area was divided to 160 by 160 pixels with step 
size of 0.5p,m, which can not affect the resolution at all. So far we can see none of the 
factors limit the resolution. However, as shown in the previous section, even with all 
such suitable setting, there are still differences between resolution of images. From 
the sensitivity above, we know that it's due- to the sensitivity, nevertheless, it's due 
to the mechanism of heat transport essentially. 
Next, let 's talk about the limitation that is unique for the thermal imaging system. 
The spatial resolution can be limited by the diffusion of heat into the sample. This 
process is quantified by heat penetration depth, which has been defined in Chapter 5. 
If the laser spot size is greater than the heat penetration depth, heat transport is in the 
1D heat flow regime, which means the heat mainly diffuses deeply toward the bottom 
of the sample without spreading on the sample surface too much. Therefore, this 
regime is good for cross-plane thermal property measurements. On the other hand, if 
the spot size is smaller than the heat penetration depth, the heat transport is in the 
2D heat flow regime and it's best suited to in-plane heat transport measurement since 
more heat spread on the surface. The transition of 1D and 2D regimes for diamond 
and silicon is shown in Fig. (6. 7). Diamond has longer penetration depth than silicon 
at the same modulation frequency, so for the same laser spot size, higher modulation 
frequency is needed by diamond for 1D and 2D heat transport transition. The optical 
diffraction limit is also plotted in this figure for comparison. 
For thermoreflectance imaging, when the modulation frequency is relatively high, 
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Figure 6·7: The transition between lD and 2D heat transport for 
diamond and silicon. The penetration depth is compared with the laser 
spot size. If the penetration depth is smaller than the laser spot size, 
the heat transport is in lD regime. If it is greater, the heat transport 
is in 2D regime. It's shown in this figure that different materials have 
different lD and 2D boundaries. 
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the penetration depth is much smaller than the laser spot size, the imaging that is 
sensitive to the cross-plane thermal properties is preferred, such as cross plane thermal 
conductivity and interface thermal conductance. In this case, spatial resolution is not 
affected by the heat transport because the heat mainly diffuses along the depth. The 
spatial resolution is enchanted by smaller laser spot size and higher SNR, which 
is similar to the conventional optical imaging system. For the 800nm laser with 
M 2 < 1.1 quality factors , assuming the input diameter to the objective is 5mm, with 
a 50X objective, the spot size below 400nm can be obtained. If the lOOX objective 
is used, even smaller spot size can be obtained. If there is no other limitations, the 
resolution is determined by the smallest spot size. 
If the modulation frequency is relatively low, which makes the heat transport in the 
2D regime, the in-plane heat transport should be considered and it's good to measure 
in-plane thermal properties in this range. Like other photothermal microscopies, the 
resolution limit of such thermorefiectance microscopy is determined by the extent of 
the region interrogated by the laser spots. When laser shines the sample surface, heat 
spreads far away in the surroundings. Thus the limitation is not the optical one, but 
the thermal one. For instance, if the heat spreads much farther than the radius of the 
probe beam, the temperature within the small area of probe beam is almost uniform, 
which is similar to the case of with big pump beam. In this situation, the details of 
the small area under the probe cannot be detected. The area in which heat spreads 
can be characterized by the thermal diffusion length 8 = jfi ( Grauby et al., 2007). 
Similar to the definition of penetration depth, a is the effective thermal diffusivity of 
the sample in the in-plane direction and w0 is the modulation frequency in radiance. 
It's shown in this equation that the higher the modulation frequency is, the less heat 
spreads, and thus the higher the spatial resolution the imaging system can obtain. 
The modulation frequency, however, can not be higher than the one for lD and 2D 
98 
transport, which means it's necessary to make sure it 's in 2D regime first and then 
increase the frequency as much as possible. 
In a word, we often select the thermal property that will be mapped first, and 
then select the modulation frequency range based on the needs of lD or 2D heat 
transport. Last , the sensitivity calculation decides the combination of modulation 
frequency and delay. In FDTR, however, frequency changes continuously, both lD 
and 2D regimes can be reached. Therefore, it's not necessary to worry about frequency 
selection. Meanwhile, the resolution is mainly determined by the spot size, sensitivity 
and SNR. 
From the analysis above and based on the images obtained for the resolution 
test pattern, now all the phenomenon in Section (6.1.2) have good explanations. 
First, without taking the heat diffusion into account, the limitation of the resolution 
is the laser spot size as settings of stage and lock-in amplifier are suitable. Then, 
the modulation frequency, which is relative to the lD and 2D transition, is added 
and influences the resolution. The properties of interest is the interface thermal 
conductance between the gold layer and the silicon substrate. Therefore, it 's required 
that heat diffuses along the depth, which is the lD heat transport. When at high 
modulation frequencies such as 3.67MHz and 13.9MHz, lD transport is satisfied and 
the phase is sensitive to the change of the interface. However, at lower frequencies , 
heat just spreads on the surface and has little response to the change deeply inside 
the structure. 
We can find that with the same modulation frequency of 13.9MHz, the sensitivity 
to interface thermal conductance at lOOOps is slightly lower than the sensitivity at 
2000ps. But contrarily, the image quality is better. The reason is the higher SNR 
at lOOOps. As we see in the TDTR measurement, the signal strength drops with 
the increase of time delay corresponding to the heat diffusion with time. Hence to 
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perform thermorefiectance imaging, all the factors, including the optical limit , the 
thermal limit , the settings of scanning and data acquisition, must be taken into 
account comprehensively. 
6.2 Thermal Conductivity Imaging for V02 Thin Film 
Vanadium Oxide is the chemical compound with formula V02 . It undergoes the 
first-order metal-insulator transition (MIT) at about 340K. The transition is from 
metallic rutile phase at high temperature to an insulation monoclinic phase at low 
temperature (Ramirez et al. , 2009). The phase transition can be driven not only by 
temperature, but also by pressure and light irradiation. It's often used for optical 
shutters, modulators, infrared modulators for missile guide and other applications 
(Sharoni and Schuller, 2008). The thermal conductivity and heat capacity of V02 
also have transition at about 340K due to the phase change: The heat capacity jumps 
from 3 Jcm-3K-1 to about 3.6 Jcm-3K- 1 and the thermal conductivity changes from 
3.5 W /mK to 6 W /mK (Oh et al. , 2010). The phenomenon are also appealing to 
us so we want to perform thermorefiecntace to measure the volumetric heat capacity 
and thermal conductivity of the samples . 
The V02 sample we have was grown by Ivan K. Schuller's group in UCSD (Ramirez 
et al. , 2009). It was prepared by reactive rf magnetron sputtering of a vanadium target 
on an r-cut sapphire substrate. A mixture of Argon and oxygen gases with high purity 
was used during sputtering. The deposition rate was about 0.37 A/sand the thickness 
of the thin film is lOOnm. The thickness of the sapphire substrate is 500J.-lm, which 
is needed for fitting the parameters later. The sample was coated with 5nm of Ti 
and 75nm of gold on top for thermorefiectance measurement by E-Beam evaporation 
in the clean room at Boston University. Gold is good for both of the setups in our 
lab though the signal strength in the TDTR system with pump of 400nm and probe 
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of 800nm might be a little lower than being coated by the aluminum thin film. The 
thickness of the gold was calibrated by fitting the thickness of gold thin film on a 
silicon substrate coated at the same time as the vo2 sample. 
However, when we were performing FDTR measurement with the CW lasers, we 
found that for different locations, the signals are very different from each other, which 
is shown in Fig. (6.8). Six locations were tested and at each location different signals 
are recorded. The laser spot sizes are identical for all the measurement with the 
pump radius of 16.8J.Lm and the probe radius of 3.8J.Lm. Moreover , the pump and 
probe power was reduced to avoid burning the sample. The difference between the 
signals is about 5 to 10 degrees. Usually if the thin film is uniformly coated by less 
than 5nm, at each location the difference should be about one or two degrees at 
most. Therefore, it 's hard to decide which location is the best one for performing 
measurements. The most possible reason of the difference is that the thickness of the 
vo2 thin film is not uniform due to the island growth (Je et al. , 1997) or the purity 
is not good enough within the area of the laser spots. This motivates us to perform 
thermorefl.ectance imaging for the sample surface and the details are discussed below. 
Fig. (6.9) is the image of the sample surface taken by the CCD camera in the 
TDTR setup. From the image, we can see that the thin film was not coated uniformly, 
which might be due to the difference in thickness or impurity. However, this image is 
very rough and cannot give us the information of the details. Therefore, it's necessary 
to perform more accurate imaging of the sample surface. Fig. (6.10) is the AFM 
image of the surface of the sample. In the top figure , surface roughness of the whole 
scanning area measured by the AFM is shown. Moreover, in the bottom figure, 
the roughness along the white line in the top figure was measured carefully. From 
the AFM image, we can find that the thickness of the thin film is not the uniform 
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Figure 6·8: Thermorefiectance signals of V02 sample by CW based 
FDTR system. The modulation frequency is changing continuously. 
The pump radius is about 16.8 p,m and the probe radius is about 3.8p,m. 
Signals at six locations are measured and each of them is different from 
by each other. 
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at different locations. Within only 100p,m2 area, the thickness fluctuates by about 
100nm, which was measured by the two red cursors in Fig. (6.10). 
Figure 6·9: Picture of the V02 surface taken by the CCD camera in 
the TDTR setup. Though not with high enough resolution, it shows 
the basic information that the vo2 thin film was not uniformly grown. 
Thermorefiectance imaging for the V02 was done as well by the pulsed laser 
based FDTR system with the long delay stage fixed at some location. To find out the 
location, the sensitivity analysis was performed. Applying the bulk values of sapphire 
and the parameters of V0 2 from Cahill's work (Oh et al., 2010), and assuming the 
thickness of the V0 2 thin film is 100nm, the sensitivities at time delay of 200ps, 
2000ps and 3000ps are calculated and plotted, respectively, in Fig. (6.11). The delay 
stage must be placed at the location where the sensitivity to thickness, heat capacity 
or thermal conductivity is high. Therefore, if anything changes, the phase value will 
change by at least 0.5 degrees, which is higher than the noise. From the plot we can 
see that , with the increase of modulation frequency, the sensitivity to volumetric heat 
capacity, thermal conductivity and thickness of the vo2 get higher and higher, at 
least 0.5 degrees. Therefore, modulation frequencies between 8MHz and lOMHz are 
very suitable for test the change of such parameters. Considering the signal strength, 
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Figure 6·10: AFM image of the V02 surface. The top figure is the 
roughness of the whole lOp,m by lOp,m area. 
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the time delay cannot be too high even though the sensitivity to thickness of vo2 
is almost one degree at time delay of 3000ps. In the model, the thickness and the 
thermal conductivity of the gold thin film has been calibrated by a silicon sample 
and a glass sample coated with the same thickness of the V02 sample, respectively. 
Based on this , the change in phase will be mainly from the change of properties of 
the vo2 film. 
Examples of phase images of different combination of modulation frequency and 
time delay are plotted in Fig. (6.12). The time delay is 2000ps, at which the measure-
ment has both high sensitivity and SNR. The pump radius used for imaging is 1.5p,m 
and the probe radius is 1.15p,m. These two images show the influence of penetration 
to the resolution of images. At low frequency of 555kHz, the penetration depth is 
short and the heat spreads on the surface of the sample, which affects the resolution. 
Therefore, from the figure, we can find that the phase change range is small due to 
lower sensitivity and the details of small areas are not as clear as at high modulation. 
At higher frequency of 9.1MHz, the sensitivity to change of thickness and other prop-
erties are high and the heat transport is in 1D regime so the resolution is not limited 
by this factor. 
Besides the phase image, the images of thermal properties can be obtained as 
well. When phase information at a few frequencies (at least one) at each location is 
recorded, from the parameters known, the thermal property with high sensitivity cari 
be fitted. After fitting the properties in all the locations, a thermal property image 
is formed. 
Based on the phase images obtained already, thermal properties of the sample can 
be extracted in the whole area. Here, we assume the thickness of the V0 2 is uniformly 
distributed to be 100nm and we want to find an estimate of the thermal conductivity 
of V02 . The pump phase correction at modulation frequency of 9.1MHz needs to be 
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Figure 6·11: Sensitivity of the V02 sample at time delay of 200ps, 
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Figure 6·12: Phase images of the V02 sample at time delay of 2000ps. 
The left one is modulated at 555kHz and t he right one is modulated at 
9.1MHz. 
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done in advance of extraction. After the correction value is got , it was subtracted 
from the phase data for each pixel. Since there is only one modulation frequency and 
one time delay, only one parameter in the thermal model can be fitted. The thermal 
conductivity is of great interest and therefore, it's left floating while others are fixed 
to literature values. By fitting the experimental phase value to the thermal model, 
the thermal conductivity for each position can be found. This is done by a Matlab 
script. For a 200 by 200 image, the whole fitting takes about 10 hours. 
Therefore, the thermal conductivity map that originates from the previous phase 
map is plotted and shown in Fig. (6.13). There are still many pixels with thermal 
conductivity values beyond the acceptable range, which is due to the fabrication. 
To analyze the data, we can only select the results that are acceptable. Thermal 
conductivities along a horizontal line at the position of 30J.Lm in this figure are plotted 
in Fig. (6.14). To find an effective thermal conductivity value, thermal conductivities 
at all the 40000 pixels are compared with literature values. Ignoring the values that 
are off too much, the average of thermal conductivity of the V02 is about 4.3W /mK, 
which is taken as the effective thermal conductivity of the vo2 sample. 
6.3 Imaging of Interface Thermal Conductance 
Besides the thermal conductivity, the map of interface thermal conductance can be 
formed. To achieve it , a specially designed sample was made and tested. The sample 
is made by evaporation of structures with different interface on the substrate. Silicon 
is chosen as the substrate since it 's the most common material used for fabrication 
of electronic devices. Half of the substrate is covered by aluminum foil and the other 
half was coated by 5nm of Ti first. And then the cover was removed and the whole 
sample was coated by 100nm of aluminum. The side view of the sample is shown in 
Fig. (6.15). The 5nm of Ti is too thin to be treated as a single layer and it was only 
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F igure 6·13: Thermal conductivity map of the V02 sample calculated 
from the phase map in Fig. (6.12). The delay time is 2000ps and the 
modulation frequency is 9.1MHz. 
9 
8 
7 
6 
S2' 
.§5 ~ 
~ 
3 
2 
65 60 55 50 
Position (urn) 
Figure 6 ·14 : Thermal conductivity along a horizontal line at a position 
of 30JLm in Fig. (6.13). 
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for changing the interface between the aluminum and the substrate. 
106nm of AI 
5nm of Ti 
Si substrate 
Figure 6·15: Side view of the sample used for thermal property imag-
ing. The interface between the aluminum film and the silicon substrate 
is changed by inserting 5nm of Ti. For comparison purpose, only half 
of the substrate was coated by the 5nm of Ti and then the aluminum, 
but the other half of the substrate was coated by aluminum directly. 
Here we made an image of interface conductance with the pulsed laser based 
FDTR setup. Since we are interested in imaging the interface thermal conductance, 
the thermorefiectance signals must have high sensitivity to this parameter. The long 
delay stage is fixed at some location. To decide which combination of modulation 
frequency and t ime delay has high sensitivity to interface thermal conductance, the 
sensitivity analysis at time delay of 500ps, 1000ps, 2000ps and 3000ps was done in 
advance, which is shown in Fig. (6.16). The pump and probe radii are 5.15J.tm 
and 1.15J.tm, respectively to increase sensitivity and resolut ion. The thickness of the 
aluminum layer for fitting is about 106nm. From the plot we know that at time delay 
of 2000ps and 3000ps, the sensitivity to interface thermal conductance is higher than 
0.5 degree between 3MHz and 10MHz, which is very good for fitting the interface. 
Therefore, the imaging was done at time delay of 2000ps and 3000ps with modulation 
frequencies of 555kHZ, 3.67MHz, 9.1MHz and 11.9MHz. 
Since the boundary between the two areas with and without t he Ti layer is invisible 
under microscopes, to find the boundary, first we asked the stage that holds the sample 
to move very slowly and also observed the phase value. When the phase value jumps 
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Figure 6·16: Sensitivity to interface thermal conductance. In the 
model, the thickness of aluminum film is lOOnm. The pump and probe 
radii are 5/lm and l.l5f1m, respectively. The time delays are 500ps, 
lOOOps, 2000ps and 3000ps, which are labeled in the figure. 
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suddenly by a few degrees and then keeps almost stable, the boundary is where the 
signal started to jump. And then the lasers were moved near this boundary. Next , a 
40 by 40 image was obtained for test purpose. After we are sure that the boundary 
is found in the image, the slow and fine scanning can be started. 
The laser beams scanned across the boundary and the change of phase due to 
the change of interface was detected. From all the eight phase images, the one with 
the best quality is selected, which is with delay time of 3000ps and at modulation 
frequency of 3.67MHz. The phase image of the boundary is shown in Fig. (6.17). 
The yellow and light blue line in the image is the transition boundary between the 
two areas. The whole area is divided into an image with 160 by 160 pixels and the 
step size of scanning is 0.5J.Lm. In this case, since the pump diameter is bigger than 
the penetration depth, the heat transport is in the 1D regime. Based on the analysis 
above, the resolution is determined by the probe size. 
The next stage is to recover the interface thermal conductance between the alu-
minum and the silicon substrate in the whole scanning range. Due to the insertion 
of 5nm of Ti layer, the value of interface thermal conductance is changed, which has 
been shown by the phase information. Moreover, it is more interesting to recover 
the value quantitatively in this area. The procedure is similar to the single point 
measurement , which is minimizing the difference between the phase calculated by 
the thermal model and measured by the lock-in amplifier. Because there is only one 
modulation frequency and only one delay position value , only one parameter can be 
fitted for each pixel. Therefore, to get the interface thermal conductance, we assume 
all other parameters are known already, leaving G the only parameter floating. 
Beforehand, we have performed TDTR measurement for some standard silicon 
sample to get the values of phase correction value at modulation frequency of 3.67MHz. 
Next then the correction value is subtracted from the the phase data for each of the 
112 
Area with no Ti Area with Ti 
0 
179 
10 
20 178.5 
-30 E 178 2 
§ 40 
:;:::; 
·u; 
0 177.5 c.. 50 
60 
177 
70 
80 176.5 80 60 40 20 0 
Position (um) 
Figure 6·17: Phase image of the boundary at time delay of 3000ps 
and at modulation frequency of 3.67MHz. 
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pixel obtained during the scanning. Then the data is ready for fitting. The details 
have been discussed in the previous paragraph. After fitting the data for each of the 
pixel, the interface thermal conductance map can be formed and it's shown in Fig. 
(6.18). 
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Figure 6·18: Map of interface thermal conductance fitted from Fig. 
(6.17). 
From the figure , we can find that , the interface thermal conductance between the 
aluminum layer and the silicon substrate has been changed from 8.5 x 107W /m2K to 
1.5 x 108W /m2K due to the insertion of the Ti layer. Moreover, from each side of the 
boundary, we can find that the values vary with positions as well, which indicates that 
the deposition of Ti film and aluminum film is not very perfectly uniform. The yellow 
and light blue lines show where the boundary is and this is the transition between 
two areas. This map is calculated from the the phase map in Fig. (6.17) and this 
114 
two figures agree well with no distortions. The whole fitting time spent on the 160 
by 160 pixels was about 5 hours. Moreover, the interface thermal conductance along 
a horizontal line at the position of 50J.Lm is also plotted and shown in Fig. ( 6.19) , 
from which the change of the G values and the boundary between the two areas can 
be found clearly. 
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Figure 6·19: Interface thermal conductance along the horizontal line 
where x=50J.Lm. 
This experiment also has potential to map other thermal properties as well. How-
ever, since for fitting usually the G value between the metal transducer and and the 
substrate needs to be floated, if other properties need to be fitted as well, at least 
two parameters need to be floated. Therefore, for each of the pixel, either signals at 
more frequencies or at more delay positions are needed for fitting. For convenience, 
we often take data at more modulation frequencies at a fixed delay location. This 
required very accurate pump phase correction value and the total fitting time might 
be longer than fitting only one parameter. It 's interesting to fit other properties such 
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as thickness and thermal conductivity, which can be the study of the next stage. 
Chapter 7 
Summary 
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In this thesis , the work can be divided to be two parts: single-point thermal prop-
erty measurement and ultrafast thermoreflectance imaging. Both of them were done 
based on the TDTR and FDTR technique. Therefore, the first chapter is about the 
introduction of thermal property measurement and thermal imaging. TDTR was de-
veloped for the measurement of thermal properties at the very beginning. And then 
the scan over delay time in TDTR was replaced by scan over modulation frequency, 
which is the origin of FDTR technique. On the other hand, TDTR was used not only 
for property measurement, but also for imaging. 
In the next chapter, theory of heat transfer is introduced. The purpose of this 
chapter is to build a suitable thermal model to which the experimental data of TDTR 
and FDTR measurement can be fitted in. First, the temperature rise on the surface 
of a multi-layer structure due to effect of the pump laser is derived. Following the 
temperature rise, the output of the lock-in amplifier that carries the information of 
the temperature rise is explained. This is the final theoretical results the experimental 
data will compare with. 
The TDTR system was built and the function was tested in the N ano Heat Trans-
fer Lab. In chapter 3, the details of TDTR system are gone through stage by stage, 
including the basic parts of optical layout and the parts to increase SNR. Moreover, 
the pulsed laser based FDTR and CW laser based FDTR systems are discussed. In 
Chapter 4, details of post processing and sample data are shown. The knowledge 
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from the previous two chapters are used in this chapter. 
After the test of the TDTR and FDTR systems, thermal property measurement 
was performed for single cry.stal diamond. Besides the regular measurement at room 
temperature, the dependence on temperature is also tested. In addition, we also used 
the TDTR system to measure the thermal and mechanical properties of tantalum 
thin film, which is the potential material for metal transducer. 
The pulsed laser system was also used for imaging. It works based on the FDTR 
technique, and we did it with help of the pulsed laser. For the imaging system, 
resolution is always important to be tested first. We did that by obtaining phase 
imaging on the test samples. Next, thermoreflectance imaging was performed on a 
V02 sample to measure the uniformity of thin film. In addition, the effective thermal 
conductivity was found by taking average of thermal conductivies of the whole image. 
Last but not least , this imaging technique was improved to image the interface thermal 
conductance. 
From the work above, we find that the original TDTR system has been developed 
to a multifunctional microscopy that works for both study of new materials and 
imaging. Based on the results, the system shows great potential on materials study 
and failure test, which is useful in many areas. 
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