Abstract. Hardy's uncertainty principle states that it is impossible for a function and its Fourier transform to be simultaneously very rapidly decreasing. In this paper we prove L p versions of this principle for the Jacobi transform and for the Fourier transform on real hyperbolic spaces.
Introduction
The uncertainty principles roughly state that a non-zero function f and its Fourier transform f cannot both be sharply localised. This is already evident in the Paley-Wiener theorem; the Fourier transform of a compactly supported smooth function extends to an entire function, hence it cannot have compact support. The Fourier transform of a rapidly decreasing function, i.e., a Schwartz function, is on the other hand again a rapidly decreasing function. Hardy's uncertainty principle (see [8] ) tells us, however, that they cannot both be very rapidly decreasing. Generalisations to a L p set-up have been studied and proved by, among others, Beurling ( [12] ) and Cowling-Price: Analogues of Hardy's uncertainty principle and its L p versions for the Fourier transform on (semisimple) Lie groups have been the object of interest in several recent papers; see [5] , [15] and the references therein. The Riemannian symmetric spaces of the non-compact type have also been studied; see [17] and [18] .
The aim of this paper is to prove a version of Theorem 1.1 for the Jacobi transform and for the Fourier transform on the real hyperbolic spaces
The proof of the latter case is based on the observation that the Fourier transform of functions of fixed K-type can be expressed in terms of modified Jacobi functions. This approach can be expanded to cover all hyperbolic spaces.
Jacobi functions and the Jacobi transform
Let a, b, λ ∈ C and 0 < t < ∞. We consider the differential equation
where ρ = a+b+1 and ∆ a,b (t) = (2 sinh t) 2a+1 (2 cosh t) 2b+1 . Using the substitution x = − sinh 2 t, we can rewrite (1) as a hypergeometric differential equation with parameters 
for all λ ∈ C and all t ≥ 0, where
Here [·] denotes the integer part. We note that Γ(a + 1)
is an entire function in the variables a, b and λ ∈ C (also for a ∈ −N). The Jacobi transform (of order (a, b)) is defined by
for all even functions f and all complex numbers λ for which the right-hand side is well-defined. The Paley-Wiener theorem for the Jacobi transform, [13, Theorem 3.4] , states that the (normalised) application f → Γ(a + 1) even , the space of even entire rapidly decreasing functions of exponential type, for all a, b ∈ C.
The Jacobi functions of the second kind
defines for λ / ∈ −iN another solution of (1), characterised by the property that φ 
−λ , as a meromorphic identity; see [14, (2.15-18) ]. The inversion formula for the Jacobi transform can be written as (with 
Proof. The set D a,b is determined by the poles of the Γ-functions of (2) . It follows that D a,b consists of those elements ν = 0, with ν ≥ 0, which are of the form
∈ −N, and
, 
, and thus, by continuity of the Jacobi functions in all the variables, Now choose η as in the theorem. By the above estimates and since f a,b satisfies the usual Paley-Wiener growth estimates, we can shift the contour toward the real axis, and (4) becomes
where we have moved half the integral across the real axis if D a,b ∩ R = {∅} and made a sign change λ → −λ in the integral over the line λ = −η. Since f a,b is even, we get our inversion formula from the identity (3). 
for positive constants α, β such that αβ ≥ Proof. Let f be an even measurable function satisfying the above growth conditions. The very rapid decay implies that
We note that it suffices to prove the theorem for αβ = 
for λ ∈ C, using translation invariance of dt, the Hölder inequality (with 
2 /4α , for some 0 < α < α. Furthermore we see that
so Lemma 2.4 implies that g, and hence also f a,b , is identically zero on C.
Using (the proof of) Theorem 2.2, we see that
is identically zero for any h ∈ C ∞ c (R) even , and we conclude that f is zero almost everywhere.
The Fourier transform on real hyperbolic spaces
Let m ≥ 1 and n ≥ 2 be two integers and consider the bilinear form ·, · on R m+n given by 
We introduce spherical coordinates on X as
The map is injective, continuous and maps onto a dense subset of X. The (Kinvariant) metric distance from x ∈ X to the origin is given by |x| = |x(t, y)| = |t|. The unique (up to a constant) G-invariant measure on X is in spherical coordinates given by r, s) . 
see [16, p. 455] . It reduces to a differential operator ∆ r,s X in the t-variable when acting on functions of K-type (r, s):
Consider the differential equation
. Altering the proof of [11, Chapter I, Proposition 2.7] to fit our setup, we see that we can write any function f ∈ C ∞ (X) r,s in spherical coordinates as 
for λ > 0; see [1, pp. 72 and 76] . We also note that the function x(t, y) → Φ r,s λ (t)φ(y) extends to a solution of (5) on X for any φ ∈ H r,s . Let ∈ {0, 1} and define
The asymptotic behaviour of F ,λ φ for t → ∞ is given by (when defined)
Proof. The function F ,λ φ extends meromorphically to C by distribution theory; see 
