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Abstract
This paper proposes a new framework for provid-
ing approximation guarantees of local search al-
gorithms. Local search is a basic algorithm design
technique and is widely used for various combi-
natorial optimization problems. To analyze local
search algorithms for set function maximization,
we propose a new notion called localizability of
set functions, which measures how effective local
improvement is. Moreover, we provide approxi-
mation guarantees of standard local search algo-
rithms under various combinatorial constraints in
terms of localizability. The main application of
our framework is sparse optimization, for which
we show that restricted strong concavity and re-
stricted smoothness of the objective function im-
ply localizability, and further develop accelerated
versions of local search algorithms. We conduct
experiments in sparse regression and structure
learning of graphical models to confirm the prac-
tical efficiency of the proposed local search algo-
rithms.
1. Introduction
Local search is a widely used technique to design efficient
algorithms for optimization problems. Roughly speaking,
local search algorithms start with an initial solution and
gradually increase the objective value by repeatedly moving
the solution to a nearby point. While this approach leads
to effective heuristics for many optimization problems in
practice, it is not always easy to provide approximation
guarantees on their performance.
In this paper, we propose a generic framework for provid-
ing approximation guarantees of local search algorithms
for set function optimization. Set function optimization is a
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problem of finding an (approximately) optimal set from all
feasible sets. Various machine learning tasks have been
formulated as set function optimization problems, such
as feature selection (Das & Kempe, 2011; Elenberg et al.,
2018), summarization (Lin & Bilmes, 2011; Badanidiyuru
et al., 2014), or active learning (Hoi et al., 2006; Golovin &
Krause, 2011).
A promising approach to analyze local search algorithms for
set function optimization is to utilize submodularity. Sub-
modularity (Fujishige, 2005) is a property of set functions
useful for designing efficient algorithms and has been exten-
sively studied. Existing studies showed that for maximizing
a submodular function subject to a certain constraint, local
search procedures yield a constant-factor approximate solu-
tion to an optimal solution (Nemhauser et al., 1978; Fisher
et al., 1978; Lee et al., 2010; Feldman et al., 2011). Lo-
cal search algorithms have been applied to several machine
learning tasks that have submodularity (Iyer et al., 2013;
Balkanski et al., 2016), but there are many other practical
set functions that deviate from submodularity.
To analyze local search algorithms for these problems, we
propose a novel analysis framework that can be applied to
local search algorithms for non-submodular functions. The
key notion of our framework is a property of set functions,
which we call localizability. Intuitively, localizability is
a property that implies any local optimum is a good ap-
proximation to a global optimal solution. By utilizing this
property, we show that for maximizing a set function with
localizability under a certain constraint, simple local search
algorithms achieve a good approximation.
The main application of our framework is sparse optimiza-
tion. Sparse optimization is the problem of finding a sparse
vector that optimizes a continuous objective function. It
has various applications such as feature selection for sparse
regression and structure learning of graphical models. An
approach to sparse optimization is a reduction to a set func-
tion optimization problem, which is adopted by Jain et al.
(2016) and Elenberg et al. (2017). We show that localiz-
ability of this set function is derived from restricted strong
concavity and restricted smoothness of the original objec-
tive function, which implies approximation guarantees of
local search algorithms. Furthermore, we devise accelerated
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Table 1. Comparison of existing bounds on approximation ratios of local search algorithms, greedy algorithms, and modular approximation
for sparse optimization with combinatorial constraints. The result of Elenberg et al. (2017) is indicated by †. The result of Chen et al. (2018)
is indicated by ‡. Ms and Ms,t are restricted smoothness constants and ms is a restricted strong concavity constant (See Definition 4 for
details). T is the number of iterations of local search algorithms and s is the maximum cardinality of feasible solutions.
Constraint Local search Greedy-based Modular approx.
Cardinality m
2
2s
M2s,2
(
1− exp
(
Ms,2T
sm2s
))
1− exp
(
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Matroid m
2
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variants of our proposed local search algorithms by utiliz-
ing the structure of sparse optimization. An advantage of
our approach over existing methods is its applicability to a
broader class of combinatorial constraints.
Our contribution. In this paper, we propose a new prop-
erty of set functions called localizability and provide a lower
bound on the approximation ratio of local search algorithms
for maximizing a set function with this property. Our contri-
bution is summarized as follows.
• We define localizability of set functions and show that
localizability of sparse optimization is derived from
restricted strong concavity and restricted smoothness
of the original objective function.
• Under the assumption of localizability, we provide
lower bounds on the approximation ratio of a standard
local search algorithm under a matroid constraint, p-
matroid intersection constraint, or p-exchange system
constraint.
• For sparse optimization, we propose two accelerated
variants of local search algorithms, which we call semi-
oblivious and non-oblivious local search algorithms.
• We conduct experiments on sparse regression and struc-
ture learning of graphical models to confirm the prac-
tical efficiency of our accelerated local search algo-
rithms.
1.1. Related Work
Local search for submodular maximization. For mono-
tone submodular maximization, several algorithms have
been designed based on local search. Nemhauser et al.
(1978) proposed a 1/2-approximation local search proce-
dure for a cardinality constraint, which they call an inter-
change heuristic. Fisher et al. (1978) generalized this result
to a single matroid constraint. For a p-matroid intersec-
tion constraint, Lee et al. (2010) proposed a (1/p − )-
approximation local search algorithm. Feldman et al. (2011)
proposed a novel class of constraints called p-exchange sys-
tems and devised a (1/p − )-approximation local search
algorithm. Filmus & Ward (2014) devised a (1 − 1/e)-
approximation local search algorithm for a matroid con-
straint. Also for non-monotone submodular maximization,
constant-factor approximation local search algorithms have
been devised (Feige et al., 2011; Lee et al., 2009). While
local search algorithms for submodular maximization have
been studied extensively, there are only a few results on
those for non-submodular maximization.
Approximation algorithms for non-submodular func-
tion maximization and sparse optimization. For non-
submodular function maximization, many existing studies
have adopted an approach based on greedy algorithms. Das
& Kempe (2011) analyzed greedy algorithms for sparse lin-
ear regression by introducing the notion of submodularity
ratio. Elenberg et al. (2018) extended their results to sparse
optimization problems with restricted strong concavity and
restricted smoothness. Chen et al. (2018) showed that the
random residual greedy algorithm achieves (γ/(1 + γ))2-
approximation for a set function maximization with sub-
modularity ratio γ under a single matroid constraint1. We
compare our results with existing methods for sparse opti-
mization in Table 1. Note that the results of Das & Kempe
(2011) and Chen et al. (2018) hold for any monotone set
function whose submodularity ratio is bounded, while we
utilize a stronger property derived from restricted strong
concavity and restricted smoothness. Bian et al. (2017)
analyzed the greedy algorithm for maximizing a set func-
tion whose submodularity ratio and generalized curvature
are both bounded. Sakaue (2019) considered sparse op-
timization with a constraint expressed by a monotone set
function with bounded superadditivity ratio and restricted
inverse curvature, but their framework cannot deal with ma-
troid constraints and p-exchange system constraints. Fujii
& Soma (2018) developed a similar analysis to ours, but
1They did not specify the subscripts of γ, but it is not larger
than mini=1,··· ,s γi−1,s−i, where s is the rank of the matroid.
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their focus lies in a different problem called dictionary se-
lection. The Frank-Wolfe algorithm (Frank & Wolfe, 1956;
Jaggi, 2013) is a continuous optimization method that is
often applied to sparse optimization. A variant called the
pairwise Frank-Wolfe algorithm (Lacoste-Julien & Jaggi,
2015) incorporates the technique of moving weight between
two atoms at each iteration, which is similar to our local
search procedures, but their guarantees are incomparable to
ours.
Modular approximation for sparse optimization. For
sparse optimization with structured constraints, there exists
a trivial benchmark called modular approximation (Cevher
& Krause, 2011). Modular approximation maximizes a
linear function that approximates the original set function
by ignoring all interactions between elements. We provide a
detailed description and analysis of modular approximation
in Appendix D.
Sparse recovery. Many existing studies on sparse opti-
mization focus on sparse recovery guarantees, which cannot
be compared directly with our guarantees on approximation
ratios. In the context of compressed sensing, several algo-
rithms similar to our non-oblivious local search algorithms
have been developed (Needell & Tropp, 2010; Bahmani
et al., 2013). Kyrillidis & Cevher (2012) and Baldassarre
et al. (2016) developed frameworks that can be applied to a
matroid constraint. For structure learning of graphical mod-
els, Jalali et al. (2011) provided sparse recovery guarantees
for the forward-backward greedy algorithm by assuming
restricted strong concavity and restricted smoothness. Re-
cently, algorithms with recovery guarantees under weaker
assumptions have been developed (Bresler, 2015; Klivans
& Meka, 2017; Wu et al., 2019).
1.2. Organization
The rest of this paper is organized as follows. Section 2
specify the problem settings that we tackle in this paper. Sec-
tion 3 introduces the notion of localizability and shows lo-
calizability of sparse optimization. In Section 4, we propose
local search algorithms for a matroid constraint, p-matroid
intersection constraint, or p-exchange system constraint. In
Section 5, we devise accelerated local search algorithms for
sparse optimization. In Section 6, we describe applications
of our problem settings: sparse regression and structure
learning of graphical models. In Section 7, we empirically
compare our proposed algorithms with existing methods.
Due to space constraints, we defer all proofs to the appendix.
2. Problem Setting
In this section, we introduce the problem settings that we
deal with in this paper.
Set function maximization. Let N := [n] be the ground
set and define a non-negative set function f : 2N → R≥0.
Throughout the paper, we assume f is monotone, i.e.,
f(X) ≤ f(Y ) holds for any X ⊆ Y ⊆ N . We say f is sub-
modular when f(S∪{v})−f(S) ≥ f(T ∪{v})−f(T ) for
any S ⊆ T ⊆ N and v ∈ N \ T . Let I ⊆ 2N be a set fam-
ily that represents all feasible solutions. We assume (N, I)
is an independence system, that is, ∅ ∈ I and X ∈ I for
any X ⊆ Y such that Y ∈ I. A set function maximization
problem can be written as
Maximize f(X) subject to X ∈ I. (1)
In general, suppose we have access to a value oracle and
independence oracle, which return the value of f(X) and
the Boolean value that represents whether X ∈ I or not for
any input X ∈ N , respectively.
We consider three classes of independence systems: matroid
constraints, p-matroid intersection, and p-exchange systems,
which include structures that appear in applications. A
standard setting of sparse optimization where I = {X ⊆
N | |X| ≤ s} is a special case of matroid constraints.
Definition 1 (Matroids). An independence system (N, I)
is called a matroid if for any S, T ∈ I with |S| < |T |, there
exists v ∈ T \ S such that S ∪ {v} ∈ I.
Definition 2 (p-Matroid intersection). An independence
system (N, I) is a p-matroid intersection if there exist p
matroids (N, I1), · · · , (N, Ip) such that I =
⋂p
i=1 Ii.
Definition 3 (p-Exchange systems (Feldman et al., 2011)).
An independence system (N, I) is a p-exchange system if
for any S, T ∈ I, there exists a map ϕ : (T \ S) → 2S\T
such that (a) for any v ∈ T \ S, it holds that |ϕ(v)| ≤ p, (b)
each v ∈ S \T appears in (ϕ(v))v∈T\S at most p times, and
(c) for anyX ⊆ T \S, it holds that (S \⋃v∈X ϕ(v))∪X ∈
I.
Sparse optimization. Sparse optimization is the problem
of finding a sparse solution that maximizes a continuously
differentiable function u : Rn → R. Assume we have an
access to a zeroth and first-order oracle that returns the value
of u(w) and gradient∇u(w) given w ∈ Rn. To define the
approximation ratio properly, we need to assume u(0) ≥ 0,
but we can normalize any function u′ : Rn → R by setting
u(w) := u′(w) − u′(0). Let N = [n] be the set of all
variables and I ⊆ 2N a family of feasible supports. We
can write a sparse optimization problem with structured
constraints as
Maximize u(w) subject to supp(w) ∈ I, (2)
where supp(w) represents the set of non-zero elements of
w, that is, supp(w) = {i ∈ N | wi 6= 0}. We define
‖w‖0 = |supp(w)|.
Approximation Guarantees of Local Search Algorithms via Localizability of Set Functions
We assume restricted strong concavity and restricted smooth-
ness of the objective function u, which are defined as fol-
lows.
Definition 4 (Restricted strong concavity and restricted
smoothness (Negahban et al., 2012; Jain et al., 2014)). Let
Ω be a subset of Rd × Rd and u : Rd → R be a continu-
ously differentiable function. We say that u is restricted
strongly concave with parameter mΩ and restricted smooth
with parameter MΩ on domain Ω if
−mΩ
2
‖y − x‖22 ≥ u(y)− u(x)− 〈∇u(x),y − x〉
≥ −MΩ
2
‖y − x‖22
for all (x,y) ∈ Ω.
Let Ωs = {(x,y) ∈ Rn × Rn | ‖x‖0 ≤ s, ‖y‖0 ≤
s, ‖x − y‖0 ≤ s} and Ωs,t = {(x,y) ∈ Rn × Rn |
‖x‖0 ≤ s, ‖y‖0 ≤ s, ‖x − y‖0 ≤ t}. Let ms be re-
stricted strong concavity parameter on Ωs and Ms,t the
restricted smoothness parameter on Ωs,t for any positive
integer s, t ∈ Z>0. Due to the restricted strong concavity
of u, argmaxsupp(w)⊆Xu(w) is uniquely determined. We
denote this maximizer by w(X).
By introducing a set function f : 2N → R≥0 defined as
f(X) = max
supp(w)⊆X
u(w),
we can regard the sparse optimization problem as a set
function optimization problem (1).
Notations. Vectors are denoted by bold lower-case letters
(e.g. x and y) and matrices are denoted by bold upper-case
letters (e.g. A and B). Sets are denoted by upper-case
letters (e.g. X and Y ). For X ⊆ N and a ∈ N , we define
X + a := X ∪ {a} and X − a := X \ {a}. We define the
symmetric difference by X4Y := (X \ Y ) ∪ (Y \X).
3. Localizability of Set Functions
In this section, we define a property of set functions, which
we call localizability. Since the general version of the defi-
nition of localizability is complicated, we first introduce a
simplified definition as a warm-up, and then state the general
definition.
Intuitively, localizability measures how much small modifi-
cations of a solution increase the objective value. Localiz-
ability is defined as a property that the sum of the increases
yielded by small modifications is no less than the increase
yielded by a large modification.
Definition 5 (Localizability (simplified version)). Let
f : 2N → R≥0 be a non-negative monotone set function.
For some α, β ∈ R≥0, we say f is (α, β)-localizable with
size s if for arbitrary subsets X,X∗ ⊆ N of size s and
bijection φ : X \X∗ → X∗ \X , we have∑
x∈X\X∗
{f(X − x+ φ(x))− f(X)} ≥ αf(X∗)−βf(X).
This property is sufficient to provide an approximation guar-
antee of local search algorithms for matroid constraints.
However, we need a generalized version of localizability
that considers exchanges of multiple elements to deal with
more complicated constraints.
Definition 6 (Localizability). Let f : 2N → R≥0 be a non-
negative monotone set function. For some α, β1, β2 ∈ R≥0,
we say f is (α, β1, β2)-localizable with size s and exchange
size t if for arbitrary subsets X,X∗ ⊆ N of size at most s
and any collection P of subsets ofX4X∗ such that |P | ≤ t
for each P ∈ P , we have∑
P∈P
{f(X4P )− f(X)} ≥ αkf(X∗)−(β1`+β2k)f(X),
where k and ` are positive integers such that each element
in X∗ \X appears at least k times in P and each element
in X \X∗ appears at most ` times in P .
If we consider the case when k = 1 and ` = 1, this defini-
tion coincides with the simplified version with β = β1 +β2.
In existing studies on submodular maximization, Lee et al.
(2010) and Feldman et al. (2011) utilized this property of lin-
ear functions and non-negative monotone submodular func-
tions to prove the approximation bounds for local search
algorithms.
Proposition 7 (Proved in the proof of Lemma 3.1 of Lee
et al. (2010)). Any linear function is (1, 1, 0)-localizable
and any non-negative monotone submodular function is
(1, 1, 1)-localizable with any size and any exchange size.
In the following proposition, we show that the set function
derived from sparse optimization satisfies localizability un-
der the restricted strong concavity and restricted smoothness
assumption.
Proposition 8. Suppose u : 2N → R is a continuously
differentiable function with u(0) ≥ 0. Let s, t ∈ Z≥0 be
arbitrary integers. Assume u is restricted strong concave on
Ω2s and restricted smooth on Ωs,t. If f : 2N → R is a set
function defined as f(X) = maxsupp(w)⊆X u(w), then f
is
(
m2s
Ms,t
,
Ms,t
m2s
, 0
)
-localizable with size s and exchange
size t.
4. Local Search Algorithms
In this section, we describe our proposed local search al-
gorithms for a matroid constraint, a p-matroid intersection
constraint, and a p-exchange system constraint, and provide
approximation ratio bounds in terms of localizability.
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Algorithm 1 Local search algorithms for a matroid con-
straint
1: Let X ← ∅.
2: Add arbitrary elements to X until X is maximal in I.
3: for i = 1, · · · , T do
4: Find the pair of x ∈ X and x′ ∈ N \ X such that
(x, x′) ∈ argmax{f(X−x+x′) | X−x+x′ ∈ I}
5: if f(X − x+ x′)− f(X) > 0 then
6: Update the solution X ← X − x+ x′.
7: else
8: return X .
9: end if
10: end for
11: return X .
4.1. Algorithms for a Matroid Constraint
Here, we describe our proposed algorithm for a matroid con-
straint. The algorithm starts with an initial solution, which
is any base of the given matroid. The main procedure of the
algorithm is to repeatedly improve the solution by replacing
an element in the solution with another element. At each it-
eration, the algorithm seeks a pair of an element x ∈ X and
another element x′ ∈ N \X that maximizes f(X −x+x′)
while keeping the feasibility, which requires O(sn) oracle
calls. The detailed description of the algorithms is given in
Algorithm 1.
We can provide an approximation guarantee in terms of
localizability of the objective function as follows.
Theorem 9. Suppose I is the independence set family of a
matroid and s = max{|X| | X ∈ I}. Assume the objec-
tive function f is non-negative, monotone, and (α, β1, β2)-
localizable with size s and exchange size 2. If X is the
solution obtained by executing T iterations of Algorithm 1
and X∗ is an optimal solution, then we have
f(X) ≥ α
β1 + β2
(
1− exp
(
− (β1 + β2)T
s
))
f(X∗).
If X is the output returned by Algorithm 1 when it stops by
finding no pair to improve the solution, then we have
f(X) ≥ α
β1 + β2
f(X∗).
4.2. Algorithms for p-Matroid Intersection and
p-Exchange System Constraints
In this section, we consider two more general constraints, p-
matroid intersection and p-exchange system constraints with
p ≥ 2. The proposed algorithms for these two constraints
can be described as almost the same procedure by using the
different definitions of q-reachability as follows.
Definition 10 (q-Reachability for p-matroid intersec-
tion (Lee et al., 2010)). Let I ⊆ 2N be a p-matroid in-
Algorithm 2 Local search algorithms for a p-matroid inter-
section or p-exchange system constraint (p ≥ 2)
1: Let X ← ∅.
2: for i = 1, · · · , T do
3: Find X ′ ∈ argmaxX′∈Fq(X)f(X ′).
4: if f(X ′)− f(X) > 0 then
5: Update the solution X ← X ′.
6: else
7: return X .
8: end if
9: end for
10: return X .
tersection. A feasible solution T ∈ I is q-reachable from
S ∈ I if |T \ S| ≤ 2q and |S \ T | ≤ 2pq.
Definition 11 (q-Reachability for p-exchange systems (Feld-
man et al., 2011)). Let I ⊆ 2N be a p-exchange system.
A feasible solution T ∈ I is q-reachable from S ∈ I if
|T \ S| ≤ q and |S \ T | ≤ pq − q + 1.
We denote by Fq(X) the set of all q-reachable sets from X
that is determined by each definition of q-reachability for
p-matroid intersection or p-exchange systems.
First, we must decide parameter q ∈ Z≥1 that determines
the neighborhood to be searched at each iteration. When we
select larger q, we search larger solution space for improve-
ment at each iteration; thus, we can obtain a better bound
on its approximation ratio, while the number of oracle calls
nO(q) becomes larger as well. The initial solution of the
proposed algorithms is any feasible solution. Then the al-
gorithms repeatedly replace the solution with a q-reachable
solution that increases the objective value the most. The
detailed description of this local search algorithm is given
in Algorithm 2.
We can provide an approximation ratio bound under the
assumption of localizability of the objective function as
follows.
Theorem 12. Suppose I is the independence set fam-
ily of a p-matroid intersection or p-exchange system and
s = max{|X| | X ∈ I}. Let t = 2p(q + 1) for the
p-matroid intersection case and t = pq + 1 for the p-
exchange system case. Assume the objective function f
is non-negative, monotone, and (α, β1, β2)-localizable with
size s and exchange size t. If X is the output obtained by
executing T iterations of Algorithm 2 with parameter q and
X∗ is an optimal solution, then the approximation ratio is
lower-bounded by
α
(
1− exp
(
(β1(p−1+1/q)+β2)T
s
))
β1(p− 1 + 1/q) + β2 .
If X is the output returned by Algorithm 2 when it stops by
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finding no better q-reachable solution, then we have
f(X) ≥ α
β1(p− 1 + 1/q) + β2 f(X
∗).
5. Acceleration for Sparse Optimization
We consider two accelerated variants of the proposed local
search algorithms in the case of sparse optimization. To
distinguish the original one from the accelerated variants,
we call Algorithm 1 and Algorithm 2 oblivious local search
algorithms.
5.1. Acceleration for a Matroid Constraint
The oblivious version computes the value of f(X − x+ x′)
for O(sn) pairs of (x, x′) at each iteration. We can reduce
the computational cost by utilizing the structure of sparse
optimization.
The first variant is the semi-oblivious local search algorithm.
For each element x′ ∈ N \X to be added, it computes the
value of f(X − x + x′) only for x ∈ X with the smallest
(w(X))2x among those satisfying X − x+ x′ ∈ I . Thus, we
can reduce the number of times we compute the value of
f(X − x+ x′) from O(sn) to O(n).
The second variant is the non-oblivious local search algo-
rithm. It uses the value of
1
2Ms,2
(
∇u(w(X))
)2
x′
− Ms,2
2
(
w(X)
)2
x
in place of the increase of the objective function f(X − x+
x′)− f(X). We need to evaluate ∇u(w(X)) and w(X) at
the beginning of each iteration, but it is not necessary to
compute the value of f(X − x+ x′).
The detailed description of these algorithms are given in
Algorithm 3 in Appendix A.
Theorem 13. Suppose f(X) = maxsupp(w)⊆X u(w) and
I is the independence set family of a matroid. If X is the
solution obtained by executing T iterations of the semi-
oblivious or non-oblivious local search algorithms and X∗
is an optimal solution, then we have
f(X) ≥ m
2
2s
M2s,2
(
1− exp
(
−Ms,2T
sm2s
))
f(X∗),
where s = max{|X| : X ∈ I}. If X is the output returned
when the algorithm stops by finding no pair to improve the
solution, then we have
f(X) ≥ m
2
2s
M2s,2
f(X∗).
5.2. Acceleration for p-Matroid Intersection and
p-Exchange System Constraints
Similarly to the case of matroid constraints, we can de-
velop the semi-oblivious and non-oblivious local search
algorithms for p-matroid intersection and p-exchange sys-
tem constraints. The semi-oblivious variant only checks
X ′ ∈ Fq(X) that minimizes
∥∥∥(w(X))
X\X′
∥∥∥2 among
X ′′ ∈ Fq(X) such that X ′′ \ X = X ′ \ X . The non-
oblivious version selects the solution X ′ ∈ Fq(X) that
maximizes
1
2Ms,t
∥∥∥∥(∇u(w(X)))
X′\X
∥∥∥∥2 − Ms,t2
∥∥∥∥(w(X))
X\X′
∥∥∥∥2 .
The detailed description of these algorithms are given in Al-
gorithm 4 in Appendix A. While the oblivious local search
algorithm requires O(nq) times of the evaluation of f for
finding the most suitable exchange at each iteration in gen-
eral, the non-oblivious local search reduces it to a linear
function maximization problem. In several cases such as a
partition matroid constraint or a matching constraint, we can
find the most suitable exchange in time polynomial in n and
q by using standard techniques of combinatorial optimiza-
tion. We can provide the same approximation guarantees
for these accelerated variants as the oblivious variant.
Theorem 14. Suppose f(X) = maxsupp(w)⊆X u(w) and
I is the independence set family of a p-matroid intersection
or p-exchange system. Let t = 2p(q + 1) for the p-matroid
intersection case and t = pq + 1 for the p-exchange system
case. IfX is the output obtained by executing T iterations of
the semi-oblivious or non-oblivious local search algorithms
with parameter q and X∗ is an optimal solution, then its
approximation ratio is lower-bounded by
1
p− 1 + 1/q
m22s
M2s,t
(
1− exp
(
− (p− 1 + 1/q)Ms,tT
sm2s
))
,
where s = max{|X| : X ∈ I}. If X is the output returned
when the algorithm stops by finding no better q-reachable
solution, then we have
f(X) ≥ 1
p− 1 + 1/q
m22s
M2s,t
f(X∗).
Remark 15. We also develop another version of our local
search algorithms that increases the objective value at a
predetermined rate, which is described in Appendix C.
Remark 16. The parameter Ms,t used in the non-oblivious
variant can be replaced with an upper bound on Ms,t, which
leads to the approximation ratio bounds whose Ms,t is also
replaced with the upper bound.
6. Applications
In this section, we provide two applications of our frame-
work: feature selection for sparse regression and structure
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learning of graphical models.
6.1. Feature Selection for Sparse Regression
In sparse regression, given a design matrix A ∈ Rn×d and
a response vector y, we aim to find a sparse vector w ∈
Rn that optimizes some criterion. We can formulate this
problem as a sparse optimization problem of maximizing
u(w) subject to |supp(w)| ≤ s, where u : Rn → R is the
criterion determined by A and y. Das & Kempe (2011)
devised approximation algorithms in the case where u is
the squared multiple correlation R2, i.e., u(w) := 1 −
‖y−Aw‖22/‖y‖22, and Elenberg et al. (2018) extended their
results to general objectives with restricted strong concavity
and restricted smoothness.
Here we consider sparse regression with structured con-
straints. In practical scenarios, we often have prior knowl-
edge of relationships among features and can improve the
quality of the estimation by incorporating it into structured
constraints (Baraniuk et al., 2010; Huang et al., 2009). We
formulate sparse regression with structured constraints as
the problem of maximizing u(w) subject to supp(w) ∈ I,
where I is the set family of feasible supports.
An advantage of our local search framework is its applica-
bility to a broad class of structured constraints, including
matroid constraints. For example, the following constraint
is a special case of matroid constraints. Suppose the set
of features are partitioned into several categories. Due to
a balance among categories, it is often the case that we
should select almost the equal number of features from each
category. Such a constraint can be expressed by using a
partition matroid. Partition matroid constraints were used
for multi-level subsampling by Baldassarre et al. (2016) and
detecting splice sites in precursor messenger RNAs by Chen
et al. (2018). If there are multiple matroid constraints, we
can formulate them as a p-matroid intersection constraint.
To our knowledge, our proposed algorithms are the first to
cope with multiple matroid constraints.
6.2. Structure Learning of Graphical Models
Undirected graphical models, or Markov random fields, ex-
press the conditional dependence relationships among ran-
dom variables. We consider the problem of estimating the
graph structure of an undirected graphical model given sam-
ples generated from this probability distribution. The goal
of this problem is to restore the set of edges, that is, the
set of all conditionally dependent pairs. To obtain a more
interpretable graphical model, we often impose a sparsity
constraint on the set of edges. This task can be formulated
as a sparse optimization problem.
While most existing methods solve the neighborhood esti-
mation problem separately for each vertex under a sparsity
constraint (Jalali et al., 2011; Klivans & Meka, 2017), our
framework provides an optimization method that handles the
sparsity constraints for all vertices simultaneously. Suppose
we aim to maximize some likelihood function (e.g., pseudo-
log-likelihood (Besag, 1975)) under the sparsity constraint
on each vertex, i.e., the degree of each vertex is at most b,
where b ∈ Z≥0 is the maximum degree. This degree con-
straint is called a b-matching constraint, which is a special
case of 2-exchange system. Hence, we can apply our local
search algorithms to this problem.
7. Experiments
In this section, we conduct experiments on two applications:
sparse regression and structure learning of graphical models.
All the algorithms are implemented in Python 3.6. We
conduct the experiments in a machine with Intel Xeon E3-
1225 V2 (3.20 GHz and 4 cores) and 16 GB RAM.
7.1. Experiments on Sparse Regression
Datasets. We generate synthetic datasets with a partition
matroid constraint. First, we determine the design matrix
A ∈ Rn×d by generating each of its entries according
to the uniform distribution on [0, 1]. Then we normalize
each of columns to ensure that the mean will be 0 and
the standard deviation will be 1. Suppose the set of all
features are partitioned into nc equal-size categories. We
randomly select a sparse subset S∗ by selecting np parame-
ters from each category. The response vector is determined
by y = AS∗w + , where w is a random vector gener-
ated from the standard normal distribution N (0, 1) and 
is a noise vector whose each element is generated from
N (0, 0.2). We consider two settings with different param-
eters. We set (n, d, nc, np) = (200, 50, 5, 5) in one setting
and (n, d, nc, np) = (1000, 100, 10, 10) in the other setting.
We use R2 as the objective function to be maximized. For
each parameter, we conduct 10 trials and plot the average.
Methods. We implement the oblivious, semi-oblivious,
and non-oblivious local search algorithms. As benchmarks,
we implement the random residual greedy algorithm (Chen
et al., 2018) and modular approximation. We apply these
methods to a partition matroid constraint with capacity n′p
for each n′p ∈ {1, · · · , 10}.
Results. First, we compare the proposed methods in the
case of n = 200 (Figure 1(a) and Figure 1(b)). We can
observe that the non-oblivious variant is approximately 10
times faster than the oblivious variant, while achieving an
objective value comparable to that of the oblivious variant.
In comparison to the random residual greedy algorithm, the
non-oblivious variant achieves a higher objective value in
a similar running time. Modular approximation is consid-
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Figure 1. The experimental results on sparse linear regression under a partition matroid constraint (1(a), 1(b), and 1(c)) and structure
learning of graphical models under a b-matching constraint (1(d), 1(e), and 1(f)). 1(a) shows the running time in the case where n = 100.
1(b) and 1(c) show the objective value (R2) in the case where n = 200 and n = 1000, respectively. 1(d) shows the running time in the
case where |V | = 10. 1(e) and 1(f) show the ratio between the objective achieved by the algorithms and the optimal objective value in the
case where |V | = 10 and |V | = 20, respectively.
erably faster than the other methods, but the quality of its
solution is poor. Next, we conduct experiments on larger
datasets with n = 1000 (Figure 1(c)). The oblivious and
semi-oblivious local search algorithms cannot be applied
to this setting due to their slow running time. Moreover, in
this setting, we can observe that the non-oblivious variant
outperforms the benchmarks.
7.2. Experiments on Structure Learning of Graphical
Models
Datasets. We consider Ising models G = (V,E) with pa-
rameter (wuv)u,v∈V . First we generate the true graphical
model randomly from the configuration model with degree
d for all vertices. For each edge (u, v) ∈ E, we set the pa-
rameter wuv = +0.5 or wuv = −0.5 uniformly at random.
We synthetically generate 100 samples by Gibbs sampling
from this Ising model. We consider two settings with dif-
ferent parameters. We set (|V |, d) = (10, 5) in one setting
and (|V |, d) = (20, 7) in the other setting. We consider the
problem of maximizing the pseudo-log-likelihood. For each
setting, we conduct 10 trials and plot the average.
Methods. We implement the oblivious, semi-oblivious,
and non-oblivious local search algorithms with parameter
q = 1. Since calculating Ms,3 requires much computational
cost, we use an upper bound 4
∑N
i=1 ‖xi‖32 instead of Ms,3
in the non-oblivious variant. As a benchmark, we imple-
ment modular approximation, in which to maximize a linear
function over a b-matching constraint, we use the reduction
from a max-weight b-matching problem to a max-weight
matching problem (Schrijver, 2003, Theorem 32.4) and the
max-weight matching problem solver in NetwerkX library.
We also implement random selection, which randomly sam-
ples a subgraph whose degree is d at all vertices. In all
methods, we use the L-BFGS-G solver in scipy.optimize li-
brary for evaluating the value of f . We apply these methods
to pseudo-log-likelihood maximization under a b-matching
constraint for each b ∈ {1, · · · , d}.
Results. First, we compare the proposed methods in the
case of |V | = 10 (Figure 1(d) and Figure 1(e)). We can ob-
serve that our acceleration techniques work well in practice.
The running time of the non-oblivious variant is compet-
itive with that of modular approximation and its solution
quality is higher than that of modular approximation for
larger solution size. Next, we conduct experiments on larger
graphs with |V | = 20 (Figure 1(f)). Since the oblivious and
semi-oblivious local search algorithms are too slow to be
Approximation Guarantees of Local Search Algorithms via Localizability of Set Functions
applied to this setting, we omit them. Also, in this setting,
we can observe that the non-oblivious variant outperforms
the benchmarks particularly in cases of larger solution size.
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A. Omitted pseudocodes
Algorithm 3 Local search algorithms for a matroid constraint
1: Let X ← ∅.
2: Add arbitrary elements to X until X is maximal in I.
3: for i = 1, · · · , T do
4: Determine the pair of x ∈ X and x′ ∈ N \X by the following rules:
(x, x′) ∈ argmax{f(X − x+ x′) | X − x+ x′ ∈ I} (oblivious)
Let x′ ∈ argmax{f(X − φX(x′) + x′)− f(X)} and x = φX(x′),
where φX : N \X → X is a map that satisfies
φX(x
′) ∈ argminx∈X : X−x+x′∈I(w(X))2x (semi-oblivious)
(x, x′) ∈ argmax(x,x′) : X−x+x′
{
1
2Ms,2
(∇u(w(X)))2
x′ −
Ms,2
2
(
w(X)
)2
x
}
(non-oblivious)
5: if
{
f(X − x+ x′)− f(X) > 0 (oblivious or semi-oblivious)
1
2Ms,2
(∇u(w(X)))2
x′ −
Ms,2
2
(
w(X)
)2
x
> 0 (non-oblivious)
then
6: Update the solution X ← X − x+ x′.
7: else
8: return X .
9: end if
10: end for
11: return X .
Algorithm 4 Local search algorithms for a p-matroid intersection or p-exchange system (p ≥ 2)
1: Let t =
{
2p(q + 1) in the case of p-matroid intersection constraints
pq + 1 in the case of p-exchange system constraints.
2: Let X ← ∅.
3: Add arbitrary elements to X until X is maximal in I.
4: for i = 1, · · · , T do
5: Determine X ′ that is q-reachable from X such that:
X ′ ∈ argmaxX′∈Fq(X)f(X ′) (oblivious)
Let X ′ ∈ argmaxX′∈Fq(X) : ∃S, X′=(X∪S)\φX(S)f(X ′),
where φX : 2N → 2N is a map that satisfies
φX(S) ∈ argminT : (X∪S)\T∈Fq(X)‖(w(X))T ‖2 (semi-oblivious)
X ′ ∈ argmaxX′∈Fq(X)
{
1
2Ms,t
∥∥∥(∇u(w(X)))
X′\X
∥∥∥2 − Ms,t2 ∥∥∥(w(X))X\X′∥∥∥2} (non-oblivious)
6: if
f(X
′)− f(X) > 0 (oblivious or semi-oblivious)
1
2Ms,t
∥∥∥(∇u(w(X)))
X′\X
∥∥∥2 − Ms,t2 ∥∥∥(w(X))X\X′∥∥∥2 > 0 (non-oblivious) then
7: Update the solution X ← X ′.
8: else
9: return X .
10: end if
11: end for
12: return X .
B. Omitted Proofs
B.1. Properties of Matroids, p-Matroid Intersection, and p-Exchange Systems
Here we provide important lemmas used in the proofs.
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The following lemma is the exchange property of matroids.
Lemma 17 (Corollary 39.12a in Schrijver (2003)). LetM = (N, I) be a matroid and I, J ∈ I with |I| = |J |. There exists
a bijection ϕ : I \ J → J \ I such that I − v + ϕ(v) ∈ I for all v ∈ I \ J .
The following lemma is on the exchange property of p-matroid intersection, which was first used for analyzing local search
algorithms for submodular maximization.
Lemma 18 ((Lee et al., 2010)). Suppose I is a p-matroid intersection. Let q ∈ Z be any positive integer. For any S, T ∈ I,
there exists a multiset P ⊆ 2N and an integer η (depending on p and q) that satisfies the following conditions.
1. For all P ∈ P , the symmetric difference is feasible, i.e., S4P ∈ I, and S4P is q-reachable (Definition 10) from S.
2. Each element v ∈ T \ S appears in exactly qη sets in P .
3. Each element v ∈ S \ T appears in at most (pq − q + 1)η sets in P .
A property similar to that for p-matroid intersection was known for p-exchange systems as follows.
Lemma 19 ((Feldman et al., 2011); The full proof can be found in Feldman (2013)). Suppose I is a p-exchange system. Let
q ∈ Z be any positive integer. For any S, T ∈ I, there exists a multiset P ⊆ 2N and an integer η (depending on p and q)
that satisfies the following conditions.
1. For all P ∈ P , the symmetric difference is feasible, i.e., S4P ∈ I, and S4P is q-reachable (Definition 11) from S.
2. Each element v ∈ T \ S appears in at most qη sets in P .
3. Each element v ∈ S \ T appears in at most (pq − q + 1)η sets in P .
B.2. Proof of the Localizability of Sparse Optimization
To prove the localizability of sparse optimization, we use the following lemmas.
Lemma 20. Suppose u : 2N → R is a continuously differentiable function with u(0) ≥ 0. Assume u is restricted strong
concave on Ω2s and restricted smooth on Ωs,t. If f : 2N → R is a set function defined as f(X) = maxsupp(w)⊆X u(w),
then for any X,X ′ ⊆ N with s = max{|X|, |X ′|} and t = |X4X ′|, we have
f(X ′)− f(X) ≥ 1
2Ms,t
∥∥∥∥(∇u(w(X)))
X′\X
∥∥∥∥2 − Ms,t2
∥∥∥∥(w(X))
X\X′
∥∥∥∥2 .
Proof. From the restricted smoothness of u, for any z ∈ Rn with supp(z) ⊆ X ′ \X , we have
f(X ′)− f(X) = u(w(X′))− u(w(X))
≥ u((w(X))X∩X′ + z)− u(w(X))
≥
〈
∇u(w(X)), z− (w(X))X\X′
〉
− Ms,t
2
∥∥∥z− (w(X))X\X′∥∥∥2 .
Since this inequality holds for every z with supp(z) ⊆ X ′ \X , by optimizing it for z, we obtain
f(X ′)− f(X) ≥ 1
2Ms,t
∥∥∥∇u(w(X))X′\X∥∥∥2 − Ms,t
2
∥∥∥(w(X))X\X′∥∥∥2 .
Lemma 21. Suppose u : 2N → R is a continuously differentiable function with u(0) ≥ 0. Assume u is restricted strong
concave on Ω2s and restricted smooth on Ωs,t. If f : 2N → R is a set function defined as f(X) = maxsupp(w)⊆X u(w),
then for any X,X ′ ⊆ N with s = max{|X|, |X∗|}, we have
f(X∗)− f(X) ≤ 1
2m2s
∥∥∥∥(∇u(w(X)))
X∗\X
∥∥∥∥2 − m2s2
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2 .
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Proof. From the restricted strong concavity of u, we obtain
f(X∗)− f(X) = u(w(X∗))− u(w(X))
≤
〈
∇u(w(X)),w(X∗) −w(X)
〉
− m2s
2
∥∥∥w(X∗) −w(X)∥∥∥2
≤ max
z : supp(z)⊆X∗
{〈
∇u(w(X)), z−w(X)
〉
− m2s
2
∥∥∥z−w(X)∥∥∥2}
=
1
2m2s
∥∥∥∥(∇u(w(X)))
X∗\X
∥∥∥∥2 − m2s2
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2 .
Now we prove Proposition 8 from the above two lemmas.
Proof of Proposition 8. From Lemma 20, we have
f(X4P )− f(X) ≥ 1
2Ms,t
∥∥∥∥(∇u(w(X)))
P\X
∥∥∥∥2 − Ms,t2 ∥∥∥(w(X))P∩X∥∥∥2
for all P ∈ P . By adding this inequality for each P ∈ P , we obtain
∑
P∈P
{f(X4P )− f(X)} ≥ k 1
2Ms,t
∥∥∥∥(∇u(w(X)))
X∗\X
∥∥∥∥2 − `Ms,t2
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2 ,
where we used the fact that each element in v ∈ X∗ \X appears in at least k sets in P and each element in X \X∗ appears
in at most ` sets in P . From the strong concavity of u, by applying Lemma 21, we obtain
f(X∗)− f(X) ≤ 1
2m2s
∥∥∥∥(∇u(w(X)))X∗\X
∥∥∥∥2 − m2s2
∥∥∥∥(w(X))X\X∗
∥∥∥∥2
and
−f(X) ≤ f(∅)− f(X)
≤ −m2s
2
∥∥∥(w(X))
X
∥∥∥2
≤ −m2s
2
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2 .
By adding the former inequality multiplied by km2s/Ms,t and the latter inequality multiplied by `Ms,t/m2s − km2s/Ms,t,
we obtain ∑
P∈P
{f(X4P )− f(X)} ≥ m2s
Ms,t
kf(X∗)− Ms,t
m2s
`f(X).
B.3. Proof of Theorem 9
Proof of Theorem 9. LetX be the output of the algorithm andX∗ an optimal solution. From Lemma 17, we have a bijection
φ : X∗ \X → X \X∗ such that X − φ(x∗) + x∗ ∈ I for all x∗ ∈ X∗ \X .
Suppose at some iteration the solution is updated from X to X − x + x′. Since (x, x′) ∈ argmax{f(X − x + x′) |
X − x+ x′ ∈ I} and f(X − x+ x′)− f(X) > 0, we have
f(X − x+ x′)− f(X) = max
(x,x′) : X−x+x′∈I
f(X − x+ x′)− f(X)
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≥ 1
s
∑
x∗∈X∗\X
{f(X − φ(x∗) + x∗)− f(X)} .
By setting P = {{x, φ(x)} | x ∈ X \X∗}, each element in X∗ \X and X \X∗ appears exactly once in P . Since f is
(α, β1, β2)-localizable with size s and exchange size 2, we obtain∑
x∗∈X∗\X
{f(X − φ(x∗) + x∗)− f(X)} ≥ αf(X∗)− (β1 + β2)f(X).
By combining these inequalities, we have
f(X − x+ x′)− f(X) ≥ 1
s
{αf(X∗)− (β1 + β2)f(X)}
=
β1 + β2
s
{
α
β1 + β2
f(X∗)− f(X)
}
,
which implies that the distance from the current solution to α/(β1 + β2) times the optimal value is decreased by the rate
1− (β1 + β2)/s at each iteration. Hence, the approximation ratio after T iterations can be bounded as
f(X) ≥ α
β1 + β2
(
1−
(
1− β1 + β2
s
)T)
f(X∗)
≥ α
β1 + β2
(
1− exp
(
− (β1 + β2)T
s
))
f(X∗),
which proves the first statement of the theorem.
Next, we consider the case where the algorithm stops by finding no pair to improve the objective value. When the oblivious
variant stops, we have f(X) ≥ f(X − x + x′) for all x ∈ X and x′ ∈ N \X such that X − x + x′ ∈ I. In the same
manner as the above analysis, we obtain
0 ≥
∑
x∗∈X∗\X
{f(X − φ(x∗) + x∗)− f(X)}
≥ αf(X∗)− (β1 + β2)f(X),
which implies
f(X) ≥ α
β1 + β2
f(X∗).
B.4. Proof of Theorem 12
Proof of Theorem 12. Let X be the output of the algorithm and X∗ an optimal solution. From Lemma 18 and Lemma 19
for each case, respectively, we can observe that there exists a multiset P ⊆ 2N and an integer η that satisfy the following
conditions.
1. For all P ∈ P , the symmetric difference is q-reachable from X , i.e., X4P ∈ Fq(X).
2. Each element v ∈ X∗ \X appears in exactly qη sets in P .
3. Each element v ∈ X \X∗ appears in at most (pq − q + 1)η sets in P .
Suppose at some iteration the solution is updated fromX toX ′. SinceX ′ ∈ argmaxX′∈Fq(X)f(X ′) and f(X ′)−f(X) > 0,
we have
f(X ′)− f(X) = max
X′∈Fq(X)
f(X ′)− f(X)
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≥ 1|P|
∑
P∈P
{f(X4P )− f(X)} .
Since f is (α, β1, β2)-localizable with size s and exchange size t, we have∑
P∈P
{f(X4P )− f(X)} ≥ αqηf(X∗)− (β1(pq − q + 1)η + β2qη) f(X).
By combining these inequalities, we have
f(X ′)− f(X) ≥ 1|P| {αqηf(X
∗)− (β1(pq − q + 1) + β2q) ηf(X)} .
Since each element in T \ S appears in qη sets in P and |T \ S| ≤ s, it holds that |P| ≤ sqη. Hence, we obtain
f(X ′)− f(X) ≥ 1
s
{αf(X∗)− (β1(p− 1 + 1/q) + β2) f(X)}
=
β1(p− 1 + 1/q) + β2
s
{
α
β1(p− 1 + 1/q) + β2 f(X
∗)− f(X)
}
,
which implies that the distance from the current solution to αβ1(p−1+1/q)+β2 times the optimal value decreases by the rate
1− β1(p−1+1/q)+β2s at each iteration. Therefore, the solution X after T iterations satisfies
f(X) ≥ α
β1(p− 1 + 1/q) + β2
(
1− exp
(
(β1(p− 1 + 1/q) + β2)T
s
))
f(X∗).
Next, we consider the case where the algorithm stops by finding no pair to improve the objective value. In this case, we have
f(X) ≥ f(X ′) for all X ′ ∈ Fq(X). In the same manner as the above analysis, we obtain
0 ≥
∑
P∈P
{f(X4P )− f(X)}
≥ 1
s
{αf(X∗)− (β1(p− 1 + 1/q) + β2) f(X)} ,
which implies
f(X) ≥ α
β1(p− 1 + 1/q) + β2 f(X
∗).
B.5. Proof of Theorem 13
Proof of Theorem 13. Let X be the output of the algorithm and X∗ an optimal solution. Suppose at some iteration the
solution is updated from X to X − x + x′. From Lemma 17, we have a bijection φ : X∗ \ X → X \ X∗ such that
X − φ(x∗) + x∗ ∈ I for all x∗ ∈ X∗ \X . Here we show that
f(X − x+ x′)− f(X) ≥ 1
n
Ms,2
m2s
{
m22s
M2s,2
f(X∗)− f(X)
}
holds at each iteration of the semi-oblivious and non-oblivious variants.
When using the semi-oblivious variant, due to the property of the algorithm, we have
(w(X))2x˜ ≥ (w(X))2x
for any x˜ ∈ X such that X − x˜ + x′ ∈ I. If φX : N \ X → X is a map defined as φX(x′) ∈ argminx∈X{(w(X))2x |
X − x+ x′ ∈ I}, then
f(X − x+ x′)− f(X)
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= max
x′∈N\X
f(X − φX(x′) + x′)− f(X)
≥ 1
s
∑
x∗∈X∗\X
{f(X − φX(x∗) + x∗)− f(X)}
≥ 1
s
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φX(x∗)
}
(From Lemma 20)
≥ 1
s
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φ(x∗)
}
(since
(
w(X)
)2
φ(x∗) ≥
(
w(X)
)2
φX(x∗)
)
=
1
s
{
1
2Ms,2
∥∥∥∥(∇u(w(X)))
X∗\X
∥∥∥∥2 − Ms,22
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2
}
≥ 1
s
{
m2s
Ms,2
f(X∗)− Ms,2
m2s
f(X)
}
, (From Lemma 21)
where we used Lemma 20 and Lemma 21 as in the oblivious case.
When using the non-oblivious variant, we have
f(X − x+ x′)− f(X)
≥ 1
2Ms,2
(
∇u(w(X))
)2
x′
− Ms,2
2
(
w(X)
)2
x
(From Lemma 20)
= max
(x,x′) : X−x+x′∈I
{
1
2Ms,2
(
∇u(w(X))
)2
x′
− Ms,2
2
(
w(X)
)2
x
}
≥ 1
s
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φ(x∗)
}
=
1
s
{
1
2Ms,2
∥∥∥∥(∇u(w(X)))
X∗\X
∥∥∥∥2 − Ms,22
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2
}
≥ 1
s
{
m2s
Ms,2
f(X∗)− Ms,2
m2s
f(X)
}
. (From Lemma 21)
Therefore, in semi-oblivious and non-oblivious variants, we have
f(X − x+ x′)− f(X) ≥ 1
s
{
m2s
Ms,2
f(X∗)− Ms,2
m2s
f(X)
}
=
1
s
Ms,2
m2s
{
m22s
M2s,2
f(X∗)− f(X)
}
,
which implies that the distance from the current solution to m22s/M
2
s,2 times the optimal value decreases by the rate
1−Ms,2/(sm2s) at each iteration. Hence, the approximation ratio after T iterations can be bounded as
f(X) ≥ m
2
2s
M2s,2
(
1−
(
1− Ms,2
sm2s
)T)
f(X∗)
≥ m
2
2s
M2s,2
(
1− exp
(
−Ms,2T
sm2s
))
f(X∗),
which proves the first statement of the theorem.
Next, we consider the case where the algorithm stops by finding no pair to improve the objective value. For the semi-oblivious
and non-oblivious variants, we show that
0 ≥ m2s
Ms,2
f(X∗)− Ms,2
m2s
f(X)
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holds when the algorithm stops, from which the second statement of the theorem follows. When the semi-oblivious variant
stops, we have f(X) ≥ f(X − φX(x′) + x′) for all x′ ∈ N \X , where φX(x′) is defined in the algorithm. Hence, in the
same manner as the above analysis, we obtain
0 ≥
∑
x∗∈X∗\X
{f(X − φX(x∗) + x∗)− f(X)}
≥ m2s
Ms,2
f(X∗)− Ms,2
m2s
f(X).
When the non-oblivious variant stops, we have
0 ≥ 1
2Ms,2
(
∇u(w(X))
)2
x′
− Ms,2
2
(
w(X)
)2
x
for all x ∈ X and x′ ∈ N \X such that X − x+ x′ ∈ I. Therefore, we have
0 ≥
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x′
− Ms,2
2
(
w(X)
)2
x
}
≥ m2s
Ms,2
f(X∗)− Ms,2
m2s
f(X)
by using the above analysis for the first statement.
B.6. Proof of Theorem 14
Proof of Theorem 14. Let X be the output of the algorithm and X∗ an optimal solution. Suppose at some iteration the
solution is updated from X to X ′. From Lemma 18 and Lemma 19 for each case, respectively, we can observe that there
exist a multiset P ⊆ 2N and an integer η that satisfy the following conditions.
1. For all P ∈ P , the symmetric difference is q-reachable from X , i.e., X4P ∈ Fq(X).
2. Each element v ∈ X∗ \X appears in exactly qη sets in P .
3. Each element v ∈ X \X∗ appears in at most (pq − q + 1)η sets in P .
Here we show that
f(X ′)− f(X) ≥ 1
s
{
m2s
Ms,t
f(X∗)− (p− 1 + 1/q)Ms,t
m2s
f(X)
}
.
holds at each iteration of the semi-oblivious and non-oblivious variants.
When using the semi-oblivious variant, due to the property of the algorithm, we have
‖(w(X))T ‖2 ≥ ‖(w(X))X\X′‖2
for any T ⊆ X such that (X ∪ X ′) \ T ∈ Fq(X). If φX : 2N → 2N is a map defined as φX(S) ∈
argminT : (X∪S)\T∈Fq(X)‖(w(X))T ‖2, then
f(X ′)− f(X)
= max
X′∈Fq(X) : ∃S, X′=(X∪S)\φX(S)
f(X ′)− f(X)
≥ 1|P|
∑
P∈P
{f((X ∪ P ) \ φX(P \X))− f(X)}
≥ 1|P|
∑
P∈P
{
1
2Ms,t
∥∥∥∥(∇u(w(X)))
P\X
∥∥∥∥2 − Ms,t2
∥∥∥∥(w(X))
φX(P\X)
∥∥∥∥2
}
(From Lemma 20)
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≥ 1|P|
∑
P∈P
{
1
2Ms,t
∥∥∥∥(∇u(w(X)))
P\X
∥∥∥∥2 − Ms,t2 ∥∥∥(w(X))P∩X∥∥∥2
}
(since
∥∥(w(X))
P∩X
∥∥2 ≥ ∥∥∥(w(X))
φX(P\X)
∥∥∥2)
≥ 1|P|
{
qη
1
2Ms,t
∥∥∥∥(∇u(w(X)))
X∗\X
∥∥∥∥2 − (pq − q + 1)ηMs,t2
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2
}
≥ 1|P|
{
qη
m2s
Ms,t
f(X∗)− (pq − q + 1)ηMs,t
m2s
f(X)
}
(From Lemma 21)
≥ 1
s
{
m2s
Ms,t
f(X∗)− (p− 1 + 1/q)Ms,t
m2s
f(X)
}
,
where we used Lemma 20 and Lemma 21 as in the oblivious case.
When using the non-oblivious variant, we have
f(X ′)− f(X)
≥ 1
2Ms,t
∥∥∥∥(∇u(w(X)))
X′\X
∥∥∥∥2 − Ms,t2
∥∥∥∥(w(X))
X\X′
∥∥∥∥2
= max
X′∈Fq(X)
{
1
2Ms,t
∥∥∥∥(∇u(w(X)))
X′\X
∥∥∥∥2 − Ms,t2
∥∥∥∥(w(X))
X\X′
∥∥∥∥2
}
≥ 1|P|
∑
P∈P
{
1
2Ms,t
∥∥∥∥(∇u(w(X)))
P\X
∥∥∥∥2 − Ms,t2 ∥∥∥(w(X))P∩X∥∥∥2
}
≥ 1|P|
{
qη
1
2Ms,t
∥∥∥∥(∇u(w(X)))
X∗\X
∥∥∥∥2 − (pq − q + 1)ηMs,t2
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2
}
≥ 1|P|
{
qη
m2s
Ms,t
f(X∗)− (pq − q + 1)ηMs,t
m2s
f(X)
}
≥ 1
s
{
m2s
Ms,t
f(X∗)− (p− 1 + 1/q)Ms,t
m2s
f(X)
}
,
where we used |P| ≤ sqη in the last inequality. Therefore, in semi-oblivious and non-oblivious variants, we have
f(X ′)− f(X) ≥ (p− 1 + 1/q) Ms,t
sm2s
{
1
p− 1 + 1/q
m22s
M2s,t
f(X∗)− f(X)
}
.
which implies that the distance from the current solution to 1p−1+1/q
m22s
M2s,2
times the optimal value decreases by the rate
1− (p− 1 + 1/q)m2s/(sMs,2) at each iteration. Hence, the approximation ratio after T iterations can be bounded as
f(X) ≥ 1
p− 1 + 1/q
m22s
M2s,2
(
1−
(
1− (p− 1 + 1/q)Ms,t
sm2s
)T)
f(X∗)
≥ 1
p− 1 + 1/q
m22s
M2s,2
(
1− exp
(
− (p− 1 + 1/q)Ms,2T
sm2s
))
f(X∗),
which proves the first statement of the theorem.
Next, we consider the case where the algorithm stops by finding no pair to improve the objective value. For the semi-oblivious
and non-oblivious variants, we show that
0 ≥ qη m2s
Ms,t
f(X∗)− (pq − q + 1)ηMs,t
m2s
f(X)
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holds when the algorithm stops, from which the second statement of the theorem follows. When the semi-oblivious variant
stops, we have f(X) ≥ f(X − φX(x′) + x′) for all x′ ∈ N \X , where φX(x′) is defined in the algorithm. Hence, in the
same manner as the above analysis, we obtain
0 ≥
∑
P∈P
{f((X ∪ P ) \ φX(P \X))− f(X)}
≥ qη m2s
Ms,t
f(X∗)− (pq − q + 1)ηMs,t
m2s
f(X).
When the non-oblivious variant stops, we have
0 ≥ 1
2Ms,t
∥∥∥∥(∇u(w(X)))
X′\X
∥∥∥∥2 − Ms,t2
∥∥∥∥(w(X))
X\X′
∥∥∥∥2
for all X ′ ∈ Fq(X). Therefore, we have
0 ≥
∑
P∈P
{
1
2Ms,t
∥∥∥∥(∇u(w(X)))
P\X
∥∥∥∥2 − Ms,t2 ∥∥∥(w(X))P∩X∥∥∥2
}
≥ qη m2s
Ms,t
f(X∗)− (pq − q + 1)ηMs,t
m2s
f(X).
by using the above analysis for the first statement.
C. Variants with Geometric Improvement
In this section, we analyze variants of our proposed local search algorithms for sparse optimization under a single matroid
constraint. These variants increase the objective value by at least 1 +  times at each iteration, where  > 0 is a prescribed
rate.
To analyze the singleton with the largest objective, which is used as an initial solution for the variants in this section, we use
the following fact.
Lemma 22. Suppose u : 2N → R is a continuously differentiable function with u(0) ≥ 0. Assume u is restricted
strong concave on Ωs and restricted smooth on Ω1. Define f : 2N → R by f(X) = maxsupp(w)⊆X u(w). Let x∗ ∈
argmax{f(x) | x ∈ N}. We have f({x∗}) ≥ mssM1 f(X) for any X ∈ I, where s = max{|X| | X ∈ I}.
Proof. From the restricted smoothness of u, we have
u(cxex) ≥ u(0) + 〈∇u(0), cxex〉 − M1
2
c2x
for any x ∈ N and cx ∈ R. From Lemma 21, we have
f(X)− f(∅) ≤ 1
2ms
‖(∇u(0))X‖2
for any X ∈ I. By utilizing these inequalities, for any X ∈ I, we have
max
x∈N
f({x}) ≥ f(∅) + 1
s
∑
x∈X
f(x|∅)
= f(∅) + 1
s
∑
x∈X
max
cx∈R
{u(cxex)− u(0)}
≥ f(∅) + 1
s
∑
x∈X
max
cx∈R
{
〈∇u(0), cxex〉 − M1
2
c2x
}
= f(∅) + 1
s
‖(∇u(0))X‖2
2M1
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Algorithm 5 Local search algorithms for a matroid constraint with geometric improvement
1: Let δ ← /n.
2: Let X ← argmax{f(v) | v ∈ N}.
3: Add arbitrary elements to X until X is maximal in I.
4: loop
5: Search for a pair of x ∈ X and x′ ∈ N \X such that X − x+ x′ ∈ I and
f(X − x+ x′) ≥ (1 + δ)f(X) (oblivious)
f(X − φX(x′) + x′) ≥ (1 + δ)f(X) and x = φX(x′),
where φX : N \X → X is a map that satisfies
φX(x
′) ∈ argminx∈X : X−x+x′∈I(w(X))2x (semi-oblivious)
1
2Ms,2
(
∇u(w(X))
)2
x′
− Ms,2
2
(
w(X)
)2
x
≥ δf(X) (non-oblivious)
6: if ∃(x, x′) satisfying the above condition then
7: Let X ← X − x+ x′.
8: else
9: return X .
10: end if
11: end loop
≥ f(∅) + ms
sM1
(f(X)− f(∅))
≥ ms
sM1
f(X),
which concludes the statement.
Here we introduce other variants of local search algorithms that use a different type of criteria for finding a pair (x, x′) to
improve the solution. These new variants use any pair that increases some function by the rate (1 + δ), while the previously
introduced variants find the pair that yields the largest improvement of some function. We consider three variants, the
oblivious, semi-oblivious, and non-oblivious, similarly to the previous ones. The oblivious variant searches for any pair
(x, x′) that increases the objective function by the rate (1 + δ), that is, f(X − x+ x′) ≥ (1 + δ)f(X). The semi-oblivious
variant constructs a map φX : N \ X → X that satisfies φX(x′) ∈ argminx∈X : X−x+x′∈I(w(X))2x and searches for
x′ ∈ N \X with f(x− φX(x′) + x′) ≥ (1 + δ)f(X). The non-oblivious variant searches for any (x, x′) that satisfies
1
2Ms,2
(
∇u(w(X))
)2
x′
− Ms,2
2
(
w(X)
)2
x
≥ δf(X).
All variants stop when they do not find any solution that satisfies the criteria. The detailed description of these algorithms is
given in Algorithm 5.
We can provide bounds on the approximation ratio of these variants as follows.
Theorem 23. Suppose f(X) = maxsupp(w)⊆X u(w) and I is the independence set family of a matroid. Then any of
the oblivious, semi-oblivious, and non-oblivious variants of Algorithm 5 stops after at most O(n ln(
sM1
ms
)) iterations and
returns an output X that satisfies
f(X) ≥
(
m22s
M2s,2
− 
)
f(X∗),
where X∗ is an optimal solution and s = max{|X| : X ∈ I} is the rank of the matroid.
Proof. Let X be the output of the algorithm. Let X∗ be an optimal solution. From Lemma 17, we have a bijection
φ : X∗ \X → X \X∗ such that X − φ(x∗) + x∗ ∈ I for all x∗ ∈ X∗ \X . For each of three variants, we prove
0 ≥
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φ(x∗)
− δf(X)
}
,
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which implies
0 ≥ 1
2Ms,2
∥∥∥∥(∇u(w(X)))
X∗\X
∥∥∥∥2 − Ms,22
∥∥∥∥(w(X))
X\X∗
∥∥∥∥2 − δnf(X)
≥ m2s
Ms,2
f(X∗)−
(
Ms,2
m2s
+ δn
)
f(X),
where the second inequality is due to Lemma 21. Since we set δ = /n, we obtain
f(X) ≥
(
m22s
M2s,2
− 
)
f(X).
In the case of the oblivious variant, since f(X − x+ x′) ≤ (1 + δ)f(X) for all x ∈ X and x′ ∈ N \X , we have
0 ≥
∑
x∗∈X∗\X
{f(X − φ(x∗) + x∗)− (1 + δ)f(X)}
≥
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φ(x∗)
− δf(X)
}
similarly to the proof of Theorem 9. In the case of the semi-oblivious variant, since f(X−φX(x′)+x′) for any x′ ∈ N \X ,
we have
0 ≥
∑
x∗∈X∗\X
{f(X − φX(x∗) + x∗)− (1 + δ)f(X)}
≥
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φX(x∗)
− δf(X)
}
≥
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φ(x∗)
− δf(X)
}
.
When we use the non-oblivious variant, since
0 ≥ 1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φ(x∗)
− δf(X)
for all x∗ ∈ X∗ \X , we obtain
0 ≥
∑
x∗∈X∗\X
{
1
2Ms,2
(
∇u(w(X))
)2
x∗
− Ms,2
2
(
w(X)
)2
φ(x∗)
− δf(X)
}
.
Finally, we bound the number of iterations. At each iteration, the objective value is improved at least at a rate of
(1 + δ). From Lemma 22, the initial solution is mssM1 -approximation. Therefore, the number of iterations is at most
log1+δ(
sM1
ms
) = O(n ln(
sM1
ms
)).
To obtain the same bound by using Theorem 13 for Algorithm 1, the number of iterations T is required to be larger than
T =
sMs,2
m2s
log
(
m22s
M2s,2
)
,
which can be larger than Algorithm 5 in some cases and smaller in other cases.
Remark 24. In the same manner, we can devise local search algorithms with geometric improvement for p-matroid
intersection and p-exchange system constraints. Since they are a straightforward combination of techniques in Theorem 12
and this section, we omit the description.
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Algorithm 6 Modular approximation
1: Apply the α-approximation algorithm to
Maximize f˜(X) = f(∅) +
∑
x∈X
f(x|∅)
subject to X ∈ I
and obtain the output X .
2: return X .
D. Modular Approximation for Sparse Optimization
Modular approximation is a generic method for nonlinear optimization. This method maximizes a linear function that
approximates the original objective function instead of maximizing the original function. If we can exactly or approximately
solve linear function optimization under the sparsity constraint, we can bound the approximation ratio by the restricted
strong concavity and restricted smoothness constants. While we can provide approximation ratio bounds for modular
approximation, the empirical performance of modular approximation is mostly poor since it completely ignores correlations
between variables in the objective function.
Proposition 25. Suppose f(X) = maxsupp(w)⊆X u(w). Assume we use an α-approximation algorithm for maximizing a
linear function under constraint I as a subroutine. Modular approximation is αm1msM1Ms -approximation for sparse optimization
with constraint X ∈ I, where s = max{|X| : X ∈ I}.
Proof. We consider a set function f˜ : 2N → R defined by
f˜(X) = f(∅) +
∑
x∈X
f(x|∅)
for each X ⊆ N to be a modular approximation of f . From the restricted strong concavity and restricted smoothness of u,
we have
〈∇u(0), ciei〉 − M1
2
c2i ≤ u(ciei)− u(0) ≤ 〈∇u(0), ciei〉 −
m1
2
c2i (3)
for any i ∈ N and ci ∈ R. From Lemma 20 and Lemma 21, we have
1
2Ms
‖(∇u(0))X‖2 ≤ f(X)− f(∅) ≤
1
2ms
‖(∇u(0))X‖2 (4)
for any X ∈ I. By using (3) and (4), for any X ∈ I, we obtain
f˜(X) = u(0) +
∑
i∈X
max
ci∈R
{u(ciei)− u(0)}
≤ u(0) +
∑
i∈X
max
ci∈R
{
〈∇u(0), ciei〉 − m1
2
c2i
}
(from (3))
= u(0) +
∑
i∈X
(∇u(0))2i
2m1
≤ Ms
m1
f(X), (from (4))
where we use u(0) ≥ 0 for the last inequality. Similarly, for any X ∈ I, we obtain
f˜(X) = u(0) +
∑
i∈X
max
ci∈R
{u(ciei)− u(0)}
≥ u(0) +
∑
i∈X
max
ci∈R
{
〈∇u(0), ciei〉 − M1
2
c2i
}
(from (3))
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= u(0) +
∑
i∈X
(∇u(0))2i
2M1
≥ ms
M1
f(X), (from (4))
where we use u(0) ≥ 0 for the last inequality. Let XMA be the output of the α-approximation algorithm applied to
maximizing f˜(X) subject to X ∈ I. Then we have
f˜(XMA) ≥ αf˜(X∗),
where X∗ ∈ argmaxX∈If(X). Finally, we have
f(XMA) ≥ m1
Ms
f˜(XMA) ≥ αm1
Ms
f˜(X∗) ≥ αm1ms
M1Ms
f(X∗).
Since there exists an exact greedy algorithm for maximizing a linear function over a matroid constraint and (1/(p− 1 +
1/q)− )-approximation local search algorithms for a p-matroid intersection constraint (Lee et al., 2010) or p-exchange
system constraint (Feldman et al., 2011), we obtain the following approximation ratio bounds.
Corollary 26. Modular approximation with the greedy algorithm is m1msM1Ms -approximation for a matroid constraint.
Corollary 27. Modular approximation with local search algorithms is ( 1p−1+1/q
m1ms
M1Ms
− )-approximation for a p-matroid
intersection or p-exchange system constraint.
