The purpose of this study was to model expert judgment in test and instrument development using the manyfaceted Rasch model. A 150-item value orientation inventory-2 (VOI-2) assessing the value of physical education curriculum goals was developed and evaluated by 128 university educators and 103 school-based physical educators. The experts were asked to rate the consistency of each item to represent one part of the broad curriculum goals using a 5-point rating scale. The many-faceted Rasch model was used to calibrate the rating scores, and 6 facets-gender, ethnicity, employment type, rater, content area, and item-were defined. Severity and consistency of the experts' judgments were examined and corrected before being applied to item evaluation. Further, the impact of group membership on expert judgment was examined. Items were then evaluated based on their logit scores and the consistency of their performance. Results suggest that most VOI-2 items were content domain representative and the raters were truly experts. The many-faceted Rasch model demonstrates a psychometrically appropriate technique for applying expert judgment in test development.
Although a number of indexes or methods are available to apply expert judgment to test development, most of them, according to Popham (1992) , can be classified into two categories, majority and average. The first, and perhaps the oldest one, is to simply compute the percentage of experts who consider an item to be content appropriate. For example, if an item is approved by 51% or more of experts, the item is considered content appropriate. Similarly, in other cases, experts are asked to rate items on a multicategory scale, such as crucial, important, questionable, or not relevant. The multiscale ratings are then translated into positive or negative judgments by item, based on the percentage of experts who gave positive ratings compared to the percentage of experts who gave negative ratings. Because whether an item is appropriate is dependent on the approval of the majority of experts, this method is called the majority method.
The second, and perhaps the most commonly used method, is to average experts' ratings and make decisions based on the average scores. For example, after comparing average item scores with a predetermined criterion, the item appropriateness in terms of its content representativeness can be determined. Because this method is based on average scores, it is called the average method.
Applying both the majority and average methods appropriately, however, depends on a very important assumption that experts make their ratings based on the same scale with the same severity. This means that a valid rating should have the same meaning no matter which expert issues it and should be independent of the experts employed. Two primary aspects of raters performance-severity and consistency-may threaten the validity of their ratings (Saal, Downey, & Lahey, 1980) . 1 Severity is defined as a rater's tendency to assign a higher or lower rating to an object than is warranted by that object's quality or behavior.
2 Severity may not become a major threat if every item in a test is rated by all raters employed, because a severe rating will be treated either as a normal low rating in the majority method or canceled out by a lenient rating in the average method. If, however, items are not rated by all raters, as is often the case in practice, the threat of severity becomes serious because a rating may represent a different meaning if it comes from a very severe or very lenient rater. Consistency, or intrajudge objectivity (Safrit & Wood, 1995) , is defined as the degree of variability of a rater's severity. In contrast to severity, inconsistency is always a threat to the validity of rating in both rating situations (i.e., items are rated either by all or some raters). This is because a rating from an inconsistent rater often may represent a different meaning (e.g., a "4" may sometimes represent a "5" and sometimes a "2").
Because of the importance of raters' consistency in determining the quality of a rating, a great effort has been made in emphasizing the necessity of rater training, in which raters are required to standardize their understanding of a rating scale. Unfortunately, such standardization is not usually reflected in rating practice and experts have demonstrated differences in their rating severity even with pre-rating training (Raymond, Webb, & Houston, 1991; Tittle, 1982) . As a result, numerous indexes 3 have been developed to address threats to the reliability of expert judgment. Cohen's kappa index (1960) , for example, is the best known early attempt to determine two raters' agreement using a nominal scale. This index was later generalized to include various situations, such as weighted agreement (Cohen, 1968) and agreement among multiple raters (Conger, 1980) . The indexes determining the agreement among raters are often called inter-rater reliability coefficients, and the indexes determining the agreement among a rater's multiple ratings over time are called intra-rater reliability coefficients.
Many researchers (e.g., Bakeman & Gottman, 1986; Kazdin, 1977) , however, have suggested that neither interrater nor intra-rater reliability coefficients are adequate in determining raters' consistency. This is because a number of factors, such as raters' background (e.g., quality and quantity of rater training) and scoring method (e.g., the number of categories in the rating scale), may impact raters' consistency simultaneously. A multifaceted approach is better able to address threats to rater consistency. Multifaceted designs based on generalizability theory were proposed to detect experts' judgment bias in content validity ratings (Crocker, Llabre, & Miller, 1988) . The generalizability theory, introduced by Cronbach, Gleser, Nanda, and Rajaratnam (1972) , is a statistical theory about the dependability of behavioral measurement. It enables estimation of the relative magnitudes of various components of error variation and is a powerful approach to assessing measurement consistency. The generalizability theory method, however, has its limitations. Although various error sources can be detected, these errors cannot be corrected in the calibration of ratings . Furthermore, because raters' severity cannot be detected, the impact of seventy errors cannot be taken into account in rating calibration. Clearly, more sophisticated measurement models are needed and the many-faceted Rasch model is a good alternative.
The many-faceted Rasch model, introduced by Linacre (1989) , is based on the well-developed Rasch model family (Wright & Masters, 1982) . The Rasch model (Rasch, 1960 (Rasch, /1980 , known also as the one-parameter logistic model, is a measurement model in the framework of item response theory (IRT). The Rasch model is a two-faceted model that is usually used to model the relation between an examinee's underlying trait and his or her response (e.g., correct and incorrect) to a test item. If an examinee's ability is higher than the difficulty of a testing item, the chance that the examinee will complete the item successfully should become larger; in contrast, if the ability is lower than the difficulty, the chance becomes smaller. In the context of rating the content representativeness of items, the two facets are the raters' underlying trait (severity) and the quality of the test items (good or bad). Thus, the probability that an item will receive a good rating depends on both the raters' severity and item quality. This two-faceted model can be extended to a many-faceted model (Andrich, 1988; Linacre, 1989) . For example, if we take experts' group membership, such as gender, into consideration in the modeling, the two-faceted model then becomes a three-faceted (i.e., item, rater, and gender) model. For more information about the many-faceted Rasch model, interested readers may refer to Zhu and Cole (1996) for a basic introduction and Linacre (1989) for a more thorough description.
The major advantage of the many-faceted Rasch model in modeling expert judgment relies on its invariance feature-an advanced feature of IRT. In the general context of two-faceted modeling (i.e., item and examinee), invariance means that item parameters are independent from examinees employed, and similarly, examinee ability parameters are independent from testing items employed. Invariance, thus, is very much like the invariant feature of any regression function: A regression function is unchanged even if the distribution of the predictor variables is changed. The same invariance principle can be applied to the rating situation, where the parameter of rater severity should also be invariant . This means that, through appropriate judgment and linkage plans (Linacre, 1994a) , the impact of raters' severity can be examined and corrected 4 even if raters rate different items. As a result, parameters of objects rated, which could be examinees' abilities or item qualities, is independent of the effects of rater severity and other related facets.
There are other advantages of applying the many-faceted Rasch model to the assessment of expert judgment. First, the consistency of raters' performance and rater-by-item "bias" can be monitored and examined, which can provide quantitative information about raters' performance, as well as valuable feedback on their performance . Second, the quality of the items can be more appropriately evaluated using logit scores generated in the Rasch modeling in which judge severity has been corrected . Finally, in contrast to conventional methods, the many-faceted Rasch model does not require every judge to rate every item if a network connecting all of the judges through common items has been completed (Linacre, 1994a) .
A number of successful applications of the many-faceted Rasch model to judgment practices have been reported. Lunz, Wright, and Linacre (1990) , for example, examined judge severity by assigning examination scores into three facets-examinee performances, items, and judges-and calibrated them using the model. Engelhard (1992) applied the model to assessments of writing ability and reported that there were significant differences in rater severity even after extensive training. Using the same model, Kenyon and Stansfield (1992) examined the validity of a speaking scale used in a performance assessment. More recently, Looney (1997) applied the model to analyze the judging scores from the 1994 Olympic figure skating competition and concluded that there was unanimity in rankings across judges. The model, however, has not been applied to the modeling of experts' judgment in test or instrument development. The purpose of this article, therefore, was to apply the many-faceted Rasch model to the process of validating an inventory and to model experts' judgments on the content representativeness of items. The significance of this research lies in the application of the manyfaceted Rasch model to the examination of experts' judgments. Routine use of this procedure may enhance the standardization of expert judgment in item evaluation.
METHOD

Participants
Two hundred ninety-eight university educators and school-based physical education teachers served as experts 5 .These experts were selected randomly from individuals who had attended professional conferences and who were considered to be active professionals. The university educators (n = 140) represented individuals working at universities and colleges with curricular and instructional interests in elementary, middle, and high school physical education. At the time of the study, each was involved in preparing and supervising preservice teachers. The school-based physical educators (n = 158) represented individuals teaching physical education in elementary, middle, and high schools.
Instrument Development
An instrument assessing educational value orientations (Ennis & Hooper, 1988 ) was revised to better examine the role that educational beliefs play in curriculum decision making (Ennis & Chen, 1993) . Value orientations represent belief systems that are influential in teachers' educational decision making. Based on previous studies (e.g., Ennis, Chen, & Ross, 1992) , five value orientations were defined in the curriculum content domains of disciplinary mastery, learning process, self-actualization, ecological integration, and social reconstruction/ responsibility described in Table 1 . One hundred fifty items were developed to represent these value orientations. Examples of these items are also included in Table 1 .01 the 150 items developed, 35 were used as distractors. Distractors were included in an effort to confuse raters who were uncertain about their responses. Because these items did not represent the content domains, experts were expected to assign low ratings when assessing item content representatives.
Data Collection
Judgment and linkage plan. Because of the time commitment required to evaluate 150 items, items were randomly assigned to one of four rating forms, consisting of 60 items each, with 30 common items across all forms. The common items were used for the form linkage, based on which four forms (A-D) were set on a common scale 6 . The judgment and linkage plan employed is illustrated in Figure 1 . Note that common items were counted only once when computing the total number of items in each content area (e.g., n = 7 in disciplinary mastery). The rating forms were sent to raters to evaluate the extent to which each item represented its corresponding content domain. More specifically, respondents were asked to rate the consistency of each item to represent one part of the broad curriculum goals using a 5-point rating scale ranging from 1 (not consistent) to 5 (item very consistent with the domain sentence). Although no face-to-face training was provided due to the limitation of mail survey, detailed instructions on how ratings should be issued were included in both the cover letters and instruments to the respondents. Respondents were also asked to provide their personal demographic information, including gender, ethnicity, and type of employment (elementary, middle, high school, or university).
Respondents. Two hundred thirty-one raters (77.52%), including 128 university educators, 16 elementary, 26 middle school, and 36 high school teachers, returned their rating forms. Additionally, 7 respondents indicated they taught at more than one school level (coded as multilevel) and 15 served as administrators. Also, 3 respondents' employment information was missing. Among the respondents, 85 (36.80%) were male, 142 (61.47%) were female, and 4 did not indicate their gender. The majority were White (n = 191, 82.68%), 27 (11.69%) did not indicate their ethnicity, and 13 (5.63%) reported minority status. Demographic data for the respondents are reported in Table 2 .
Data Analysis
The many-faceted Rasch model (Linacre, 1989 ) was used to calibrate the rating scores, and six facets-gender, ethnicity, employment type, rater, content area, and item-were defined in the calibration. More specifically, the six-faceted model was defined as follows:
where P migtpjk is the probability of item i from content m being awarded by judge j with gender g, ethnicity t, employment type p for category k; P migtpjk-1 is the probability of item i from content m being awarded by judge j with gender g, ethnicity t, employment type p for category k-1; E m is the difficulty of content m; D i is the difficulty of item i; B g is the severity of gender g; T t is the severity of ethnicity group t; U p is the severity of employment level p; C j is the severity of judge j; F k is the difficulty of grading category k relative to category k-1. The calibration was completed using the FACETS computer program (Linacre, 1994b) , in which the rating scale model was selected. Convergence criteria were set at "0.5, 0.01" and the maximal iteration was set at 100.
Item facet was defined to be measured positively. Therefore, a more consistent item would receive a higher logit score. In contrast, a more lenient judge would receive a lower logit score, which reflects less severity.
Two fit-statistic indexes, Infit and Outfit (Wright & Masters, 1982) , were provided by FACETS and were used to assess the model-data fit. Infit denoted the information-weighted mean-square fit statistic and Outfit had the same form as Infit but was more sensitive to outliers. Infit and Outfit statistics with a value 1 were considered to have a satisfactory model-data fit. In this study, a value greater than 1.3 or lower than 0.7 was defined as a misfit. In the context of this study, values greater than 1.3 can be interpreted as noisy or inconsistent ratings, whereas values less than 0.7 reflect too little variation or too little independence.
Based on observed and calibrated information, descriptive statistics, including the correlation, were computed for average judge raw scores and logit scores. Using the calibrated information, group differences in ratings were compared by gender, ethnicity, and employment level. Then, raters' rating consistency was evaluated using fit statistics provided by FACETS. Similarly, average item raw scores and logit scores were computed and compared, and items were evaluated using the logit scores. More specifically, items were classified into three categories based on descriptive statistics of logit scores: low rating (< -0.72), that is, 1 standard deviation (SD) below the mean; medium rating (≥ -0.72 to ≤ 0.72), that is, between ±1 SD; and high rating (> 0.72), that is, above +1 SD. According to fit statistics, items in each category were further classified as consistent or inconsistent, The consistent category included items with high interjudge agreement, whereas the inconsistent category included items with low interjudge agreement.
RESULTS
Corresponding to logit scores, obvious variations of average judge raw scores were found, although the correlation between these scores was high. The average judge raw scores (M = 2.9, SD = 0.4), logit scores (M = -0,44, SD = 0.52), and the relation among these scores (r = -0.91) is reported in Figure 2 .
An examination of experts' judgments indicated that they might be affected by the experts' backgrounds. The impact of group membership on experts' ratings and the consistency of their rating performance, including calibrated logits, standard errors of the logits, and Infit and Outfit statistics, are reported in Table 3 . Male raters were more severe than female raters, and the minority group was more severe than the White group. Among the employment-type groups, the university educator group gave the most favorable ratings and the multilevel group gave the most severe ratings. Satisfactory model-data fits were found for all groups.
Most raters were consistent with their ratings. Of the 13,705 valid individual ratings, only 152 (1.11%) were identified as misfit. Of the 152 misfit ratings, 63.81% were attributed to raters who had one or two misfit ratings. Individual misfit ratings are summarized in Table 4 . There were 11 raters who had three misfit ratings, and 4 raters who had more than three misfit ratings (4, 5, 6, and 7 each). Misfits by gender, ethnicity, and employment type are also reported in Table 4 .
Corresponding to logit scores, variations were also found in average item raw scores, although, again, the linear relationship between scores was high (r = 0.98, see Figure 3 ). Item evaluations based on logit scores are summarized in Table 5 . Items are classified into three categories: (a) low rating, in which items needed to be revised or deleted, (b) medium rating, in which some items needed to be revised, and (c) high rating, in which most of items should be retained. Item 136, a distractor, was deleted due to incomplete information. Of 149 items retained, 21 (14.09%) were found to be misfits (see "no" in consistency categories in Table 5 ). Most misfit items occurred in the low-rating (n = 12, 57.14%) and medium-rating (n = 8, 38.10%) categories (see Table 5 ), Most items written as distractors (n = 20, 58.82%) were classified into the low rating category.
Very little difference, according to logit scores, was found among the content domains in terms of both overall quality and consistency, suggesting that these domains were balanced designed. The calibration of the contentdomain facet, as well as fit statistics, were summarized in Table 3 .
FIGURE 3 Average item raw rating scores, logit scores, and their relation.
DISCUSSION
A major benefit of applying the many-faceted Rasch model to modeling expert judgment in test development is that judging severity can be detected, corrected if necessary, and unbiased ratings can then be applied to item evaluation. In the past, very little attempt has been made to detect and correct experts' severity in the conventional practice of item evaluation. As a result, controlling expert severity merely by pre-rating training has been demonstrated as often ineffective (Raymond et al., 1991) .
Although it is more convenient to use average judge raw scores to examine experts' severity, scores may be biased, especially if experts are asked to rate different items. It is then difficult to determine the real cause of low rating scores from two judges on two different items. It could be that one judge is more severe than another, but it also could be that one item has lower quality than another. In contrast, through the linkage of common items, the many-faceted Rasch modeling could set items being rated, as well as different facets of a rating, on a common reference frame of a measurement. Raters' severity, then, become independent from items that experts rated. As expected, a large variation corresponding to a similar logit score (i.e., a similar rating severity) was found in average judge raw scores in this study. At the logit score -1.0, for example, the corresponding average judge raw scores ranged from 3.1 to 3.5 (Figure 2) . Thus, the many-faceted Rasch modeling provides an objective and quantitative approach to examine experts' judging severity.
The impact of the experts' group membership on their ratings has long been of interest to both researchers and measurement specialists (Landy & Fan, 1983) . With many-faceted Rasch modeling, the impact of group membership on rating can be examined even if experts rated different forms with different items. Group membership was found to be an influential factor in experts' ratings in this study. On the gender facet, male raters were more severe (logit = 0.03) and gave lower ratings than female raters (logit = -0.03). On the ethnic facet, the White group gave more favorable ratings (logit = -0.25) than the minority group (logit = 0.27). The "missing" group, in which respondents did not reveal their ethnicity, also gave a more favorable rating than the minority group, but less favorable than the White group. On the employment facet, the multilevel group gave the most critical rating and the university professor group gave the most favorable rating, with a trend suggesting that the higher the employment level, the more favorable the rating (university > high school > middle school > elementary school). Any generalization of these findings, however, should be made with a great caution because several groups had small sample sizes. Future studies may consider including external variables to determine the cause of these severity differences.
Besides severity, as mentioned earlier, consistency is an important quality of experts' ratings. In the past, consistency of rater performance was often examined by rater reliability indexes. Cohen's kappa index (1960) and its extensions are perhaps the most common ones used in practice. Recent research studies, however, have shown that values of kappa may be affected by arbitrariness or category classification involved in the computational process (Carey & Gottesman, 1978; Maxwell, 1977; Uebersax, 1987) . In this study, the rating consistency, as well as the impact of group membership on consistency, was examined using the model-data statistics provided by the many-faceted Rasch modeling. A misfit rating, reflecting on a large Infit or Outfit value, usually indicates that some unexpected ratings occurred: Either a high rating was issued to a low-quality item or a low rating was issued to a high-quality item 7 . Overall, satisfactory model-data fits were found for all membership facets, which means that there were no differences among the groups in our sample in terms of their consistency in ratings (see Table 3 ).
More important, based on misfit rating information provided by FACETS, an individual expert's rating behavior could be examined and evaluated. Individuals who had more than three misfit ratings were identified in this study, and only 4 of the 231 judges (1.73%) were found, with four, five, six, or seven misfit ratings, respectively. In addition, detailed information of misfit ratings (i.e., a particular judge with a particular background expressed an unexpected severity or leniency on rating a particular item of a particular content domain) 8 may help to identify the problem of misfit rating and provide valuable feedback to raters, The individual who had seven misfits, for example, was a White female university professor, with three misfits in the content domain of disciplinary mastery, and one each in learning process, self-actualization, ecological integration, and social reconstruction/responsibility. In test development, it may be advisable to handle this form of extreme rating with caution. The "inconsistency" in this professor's ratings, for example, might be attributed to several reasons, such as philosophical disagreement, lack of training, or simply carelessness. Test developers, therefore, may choose to discuss her concerns rather than simply discard her ratings.
Just as average judge raw scores should not be applied to the evaluation of raters' severity, average item raw scores should also not be applied to item evaluation. This is because raters' severity, as well as the impact of other facets, has not been taken into consideration when applying average item raw scores. As illustrated in Figure 3 , even though the average item raw scores were highly correlated with the logit scores in this study, the influence of judges' rating severity existed. At the logit score -0.75, for example, the corresponding average raw rating scores ranged from L7 to 2.2. Logit scores, in which raters' severity and the impact of other facets were taken into account, therefore, should be employed and applied to item evaluation. Similar to expert severity, the quality of an item was evaluated on two different aspects: its overall quality expressed by a logit score and its fit statistics. A logit score reflects an overall rating from experts on an item in terms of its content representativeness, but it is no longer dependent on the unique characteristics of the selected experts and forms encountered, In other words, the effects of expert severity and other facets of the rating have been taken into account in a logit score. Item fit statistics reflects the degree of unexpected ratings on an item. If many severe raters give high ratings on an item, but many lenient raters give the item low ratings, it will be defined as a misfit item. A misfit item, thus, really means that either the item was poorly defined or the item was biased by raters' group membership. An item should be revised or dropped if it has a low logit score or a poor fit statistic.
All of the low and inconsistent items identified by the Rasch modeling (Table 5) were those purposely written as distractors. This was also true for the items classified as consistently low, except for Items 11 and 114. The fact that raters accurately classified distractors reflected at least two positive aspects of the instrument development in this study: (a) most items developed represented their content domains, and (b) the raters involved were truly experts. Although Items 11 and 114 were not developed as distractors, lower ratings of the items indicated that their representativeness of the content domain was questionable. These items should be either revised or deleted. Because 11 distractors were classified into the medium-consistent category, some items in this category, as well as those in the medium-inconsistent category, may need further improvement. Finally, taking other item-related facets into consideration in the calibration provided a new way to evaluate the appropriateness of testing items. In this study, for example, overall quality and consistency across different content domains (Table 3) were also examined using logits, which provided test developers additional information regarding the quality of the test designed.
The many-faceted Rasch model thus provided a frame of reference for quantifying all elements of test development. The Rasch multifaceted analysis permits all elements involved in the test development to be examined quantitatively and objectively. If a judge is found to be inconsistent in his or her rating severity, he or she should be retrained or dropped from future involvement. If an item's rating is affected by judges' ethnic and or gender backgrounds, it suggests that the item may be racially/ethnically, or gender biased. Test developers might choose to include or delete the item based on the purpose of the test or research.
However, the many-faceted Rasch modeling is not without limitations. First, the Rasch analysis is more computationally complex than traditional methods based on the classical test theory. Second, the Rasch model belongs to more restricted measurement models and must fit the data before it can be applied (Zhu & Cole, 1996) . Third, a careful linking plan must be developed if multiple raters and forms are involved in the judgment of the protocols. In addition, other measurement models may sometimes work better than the many-faceted Rasch model in certain circumstances. For example, a multilevel and multidimensional model has been proposed to examine rater severity in more complex situations (Wang, 1997) . As in all data analyses, investigators should examine the assumptions and situations carefully before selecting an analysis strategy.
CONCLUSION
In summary, facets of expert judgment in test development were analyzed and evaluated quantitatively using the many-faceted Rasch model. Although group membership did not affect the model-data fit, its impact on item ratings was detected. The many-faceted Rasch model facilitated the examination of expert severity and the influence of the expert's group membership on his or her ratings, thus achieving an objective, or rater-free, item evaluation. The many-faceted Rasch model contributed to the test developers' understanding of the rating process and provided additional quantitative supports for inclusion and deletion of potential test items.
