We investigate properties of topologies on sets of finite and infinite words over a finite alphabet. The guiding example is the topology generated by the prefix relation on the set of finite words, considered as a partial order. This partial order extends naturally to the set of infinite words; hence it generates a topology on the union of the sets of finite and infinite words. We consider several partial orders which have similar properties and identify general principles according to which the transition from finite to infinite words is natural. We provide a uniform topological framework for the set of finite and infinite words to handle limits in a general fashion.
Introduction and preliminary considerations
We investigate properties of various topologies on sets of words over a finite alphabet. When X is a finite alphabet, one considers the set X * of finite words over X , the set X ω of (right-)infinite words over X and the set X ∞ = X * ∪ X ω of all words over X . On the set X ∞ concatenation (in the usual sense) is a partial binary operation defined on X * × X ∞ . Infinite words are commonly considered limits of sequences of finite words in the following sense. A finite word u is said to be a prefix of a w ∈ X ∞ , written as u ≤ p w, if there is a word v ∈ X ∞ such that w = uv; when u = w, u is a proper prefix of w, written as u < p w. Consider an infinite word w, and an infinite sequence w 1 < p w 2 < p w 3 < p · · · < p w. Then it is natural to consider w as the limit lim n→∞ w n . This observation suggests the definition of a topology on X ϕ : X * → Y * is monotone with respect to ≤. How can the mapping ϕ be extended, in a natural fashion, to a mapping ϕ : X ∞ → Y ∞ ? In particular, we investigate which partial orders on X * yield reasonable extensions. It turns out that prefix-based partial orders, that is, partial orders ≤ containing the prefix order, allow for such extensions of the topology Top ≤ . Moreover, we consider properties of the limits defined with respect to these topologies on X * and their extensions. Specifically, we explore to which extent topologies derived from such partial orders ≤ support a natural description of infinite words as limits of sequences of finite words thus allowing for the extension of ≤-monotone mappings as indicated above. An important issue is, how to present an infinite word ξ ∈ X ω as a limit of sequences, of order type ω, of finite words w j j∈N in such a way that ξ is a limit point of w j j∈N if and only if w 0 < w 1 < · · · < w j < · · · < ξ . In the case of the prefix order ≤ p , the concept of adherence plays a crucial rôle in extending continuous, that is, ≤ p -monotone, mappings from X * to X ω . We apply the ideas leading to the definition of adherence to partial orders different from the prefix order. We then investigate the properties of the resulting generalized notion of adherence with respect to limits.
Several fundamentally different ways of equipping the set X * with a topology are proposed in the literature. Roughly, these can be classified as follows:
• Topologies arising from the comparison of words.
• Topologies arising from languages, that is, sets of words.
• Topologies arising from the multiplicative structure.
A similar classification can be made for topologies on X ω and X ∞ . For X ∞ , topologies have not been studied much; however, to achieve a mathematically sound transition between X * and X ω , precisely such topologies are needed. Our paper is structured as follows. In Section 2 we introduce notation and review some basic notions. In Sections 4 and 5 we briefly discuss topologies for the sets of finite and of infinite words as considered in the literature. General background regarding topologies and specifics relevant to topologies on words are introduced in Section 3. In Section 6 we consider extensions of partial orders on X * to X ω . Intuitively, the limits are related to reading from left to right, that is, according to the order type ω; topologies derived from partial orders rely on this idea. In Section 7 we explore this intuition. Section 8 provides a discussion of special cases. In Section 9 we summarize the ideas and discuss the results. A preliminary version of this paper was presented at the Joint Workshop Domains VIII and Computability Over Continuous Data Types, Novosibirsk, September 11-15, 2007 [5] .
Notation and basic notions
We introduce the notation used and also review some basic notions.
By N we denote the set {0, 1, . . .} of non-negative integers; R denotes the set of real numbers; let R + be the set of nonnegative real numbers.
For a set S, card S is the cardinality of S, and 2 S is the set of all subsets of S. If T is also a set then S T is the set of mappings of T into S. The symbol ω denotes the smallest infinite ordinal number. As usual, ω is identified with the set N. Thus S ω is the set of all mappings of N into S, hence the set of all infinite sequences of elements of S. When considering singleton sets, we often omit the set brackets unless there is a risk of confusion.
An alphabet is a non-empty, finite set. The elements of an alphabet are referred to as symbols or letters. Unless specifically stated otherwise, every alphabet considered in this paper has at least two distinct elements.
Let X be an alphabet. Then X * denotes the set of all (finite) words over X including the empty word ε, and X + = X * \ {ε}.
The set X ω is the set of (right-)infinite words over X . Let X
Similarly, a γ -language is subset of X γ . When we do not specify γ , γ = ∞ is implied. For a word w ∈ X ∞ , | w | is its length.
On the set X ∞ concatenation (in the usual sense) is a partial binary operation defined on X * × X ∞ . With concatenation as operation X * is a free monoid and X + is a free semigroup; moreover, X ∞ can be considered as a left act (also called a left operand) 1 resulting in a representation of the monoid X * as a monoid of (left) transformations of the set X ∞ .
We also consider the shuffle product x which is defined as follows: For u ∈ X * and w ∈ X ∞ ,
We consider binary relations ⊆ X * × X ∞ and their restrictions to X * × X * . Unless there is a risk of confusing the relations the latter is also just denoted by . Usually, such a relation is defined by some property of words, say P, and we write P to indicate this fact. When the restriction of P to X * ×X * is a partial or strict order, we write ≤ P or < P , respectively. The following relations play a special rôle in this paper, where u ∈ X * and v ∈ X
• Infix order: u ≤ i v if, for some w ∈ X * , v ∈ wuX ∞ .
• Embedding (or shuffle) order: u ≤ e v if, for some w ∈ X ∞ , v ∈ u x w.
For the next definitions we need a total ordering on the alphabet X as afforded, for instance, by a bijective mapping α of X onto the set {1, 2, . . . , q} where
• Lexicographic order:
If ≤ is any one of these relations, then u < v if u ≤ v and u = v.
For a more comprehensive list of important binary relations, especially partial orders, on finite strings and their rôles in the definition of classes of languages or codes see [31, 54, 65] .
Let ≤ be a partial order on X * . The right extension of ≤ to X * × X ∞ is defined as follows: For u ∈ X * and v ∈ X ω , u ≤ v if there is a word w ∈ X * such that w ≤ p v and u ≤ w. For v ∈ X ∞ , the set
is the set of predecessors of v with respect to ≤. The set
is the set of successors of v with respect to ≤. In particular,
Specifically, we define Pref = Pred ≤ p and Inf = Pred
For further details concerning -freeness and codes see [31] .
General topologies
We now present some basic background concerning topologies; we use [21, 35] as general references. For topologies on partially ordered sets see also [3, 39] 
Definitions
A topology τ on a set X is a pair τ = (X, O) where O ⊆ 2 X is a family of subsets, called open sets, containing X itself and being closed under finite intersections and arbitrary unions. Alternatively, a topology on X can be defined by a closure operator cl : 2 X → 2 X having the following properties:
cl(∅) = ∅
A set M satisfying cl(M) = M is said to be closed; the family of all complements of closed sets 
X when used as a sub-basis defines a topology on X.
A point x ∈ X is an accumulation point of a set M ⊆ X when x ∈ cl(M \ {x}). This condition is equivalent to that of every open set M which contains x satisfying that M ∩ (M \ {x}) = ∅. One can define the closure via accumulation points:
Sequences and limits
A sequence in a space X is an ordered family x j j∈N where x j ∈ X but not necessarily x i = x j for i = j, that is, such a sequence is an element of X N . A point x in a topological space (X, O) is called a limit point of the sequence x j j∈N if, for every open set M ∈ O containing x, there is j 0 ∈ N such that x j ∈ M for all j, j ≥ j 0 . The set of all limit points of a sequence x j j∈N is denoted by lim x j . Observe that a sequence may have more than one limit point or no limit point at all.
In general topological spaces limit points of sequences are not sufficient to determine closed sets. In metric spaces the situation is different. Only the following holds true in general (see [21, Ch. I.6] A cluster point of a sequence x j j∈N is a point x such that for every open set M containing x there are infinitely many j such that x j ∈ M (see [21] ). Similarly, a point x ∈ X is a cluster point of a set M ⊆ X if, for every open set M containing x, the intersection M ∩ M is infinite.
Remark 2. Every cluster point of M is also an accumulation point of M. In spaces where every finite set is closed, every accumulation point is also a cluster point.
The difference in the definitions of accumulation and cluster points is useful in what follows, as most of the spaces considered in this paper have finite subsets which are not closed.
Right topology
In this last preliminary part we recall the concept of right (or Alexandrov) topology α ≤ on a set X partially ordered by some relation ≤. This topology is generated by the basis of right-open intervals B x = {y | y ∈ X∧x ≤ y}. It has the following properties (see [21] ).
Proposition 3. Let (X, ≤) be a partially ordered set, and let
the following hold true.
(
1) B x is the smallest open set containing x. (2) An arbitrary intersection of open sets is again open. (3) For every pair x, y ∈ X there is an open set containing one of the points but not the other. In particular, if y ≤ x then x / ∈ B y . (4) A point x ∈ X is an isolated point, that is, the set {x} is open, if and only if x is a maximal element with respect to ≤ in X.
Note that, because of Property 3, α ≤ is a T 0 topology.
Review of topologies for finite words
Several fundamentally different ways of equipping the set X * with a topology are proposed in the literature, roughly classified as follows:
• Topologies arising from languages.
In most cases, the intended application of the topology requires that X * with the topology be a metric space. Topologies related to X * arise also when one considers the space of formal power series R X with a semiring R as the coefficient domain and with the elements of X as non-commuting variables (see [34] , for example).
Topologies from comparing words
At least two methods have been proposed for comparing words and deriving topologies from them. One of the historical origins is the theory of codes, where the size and, implicitly, the improbability of an error are measured in terms of the difference between words.
2 When only words of the same length are compared, as is the case in the theory of error correcting codes, the Hamming or the Lee metric, depending on the physical context, is commonly used. The Hamming metric just counts the number of positions in which two words of the same length differ; the Lee metric assumes a cyclic structure on the alphabet X and reflects the sum of the cyclic differences of two words of the same length. Neither of these metrics seems to lead to a meaningful topology on the whole of X * . Also originating with the theory of codes is the Levenshtein distance [37] between words of arbitrary length; sometimes this distance measure is also called editing distance. It is widely used in the context of string matching algorithms as needed, for instance, in genome research. On the set X distance 3 between x and y; the operation σ is redundant as it can be simulated by ιδ. Hence one gets two different distance measures d σ ,ι,δ and d ι,δ , both being metrics, which give rise to homeomorphic topologies.
Another idea is proposed in [7] . Let f :
f corresponds to the lexicographical ordering of words in the following sense: f (x) < f (y) if and only if x ≤ lex y.
In general, a partial order ≤ on X * gives rise to a topology Top ≤ defined by the family {Succ ≤ u | u ∈ X * } as a sub-base of open sets. Among these the prefix topology Top ≤ p plays a special rôle as the concept of successor coincides with the usual left-to-right reading of words. For the prefix order ≤ p the set of successors of a word u ∈ X * is the set uX * . For a given partial order, one can derive natural definitions of the notions of density and convexity. For the former, see [30, 32] ; for the latter, see [1] , where the term of continuity is used instead. For additional information see [54, 65] .
Another interesting method by which a topology could be derived from the comparison of words is analysed in [9] in an abstract setting, not in any way related to orders on words.
Topologies from languages
Let L ⊆ X * be a language (natural or formal) and let u, v ∈ X * . A question raised early on in linguistics was how to quantify the comparison of the rôles played by the words u and v with respect to the language L (see [40] ). The set probabilistic version of these relations was introduced in [33] . Generalizing these thoughts one attempts to compare classes of words, that is, languages. While most of the elementary concepts concerning distribution classes can easily be extended to ∞-languages, the topological consequences of such a generalization have not been explored.
Several different proposals for deriving topologies on X * and for equipping X * with a metric, which are based on the language-theoretic concepts, are presented and analysed in [18, 17, 20, 19, 66, 49, 8] .
Topologies on X * which are not induced by order relations were considered in [47, 48, 51] . Further topological properties derived for languages, automata or grammars are studied in [12, 64, 41, 63, 27, 10, 53] .
Topologies from the multiplicative structure
In [22] a topology for free groups was introduced (see also [46] ). These ideas were generalized to free monoids, that is, to X * in [44, 45] . At this point we do not know how this work relates to our results.
Review of topologies for finite and infinite words
It seems that for finite and infinite words one usually only considers the topology related to the prefix order. See [43] for a general introduction. These topologies resemble the ones defined on semirings of formal power series (see [34] ).
Topologies on X ∞ , while needed for a sound definition of ω-words as limits of sequences of * -words have not been studied much. As far as we know, the earliest such investigation is reported in [42, 4] . There, instead of X ∞ , one considers (X ∪ {⊥}) ω , where ⊥ is a new symbol such that a * -word w is represented by w⊥ ω ; the topology is then based on the prefix order.
As mentioned above, we are looking for a natural way of extending mappings from finite words to infinite words. The following method, applicable in the case of the prefix topology, will guide the ideas. Let ϕ : X * → X * be a mapping which is monotone with respect to ≤ p . The natural extension of ϕ to a mapping ϕ :
as shown in Fig. 1 . For language-theoretic aspects see [38, 4, 58] .
Topologies related to the prefix-limit process
We consider two topologies which are related to the extension process defined above. The first one is closely related to the topology of the Cantor space (X ω , ) where the function :
, is a metric. 
Cantor topology
For details regarding the Cantor topology we refer to [4] . As mentioned above, we introduce a new symbol ⊥ and represent the words w ∈ X * by the infinite words w⊥ ω . For η, η ∈ X ∞ one has
Thus, the space (X ∞ , ) is considered as a subspace of the Cantor space (X ∪ {⊥}) ω , with all w ∈ X * as isolated points.
Redziejowski's topology
A different approach to defining a natural topology on X ∞ is proposed in [50] . We refer to this topology as τ R .
We list a few properties of the topology τ R (see [50] ).
Proposition 5. The topology τ R on X
∞ has the following properties:
(1) The topology τ R is not a metric topology. 
Adherences
An operator, very much similar to that of the closure operator in the Cantor topology, called adherence, (or ls-operator) was introduced to formalize the transition from finite to infinite words (see [57, 61, 38, 42, 4, 58, 59, 26, 28, 36, 15, [23] [24] [25] 55, 62] ). Adherence is defined as an operator on languages as follows.
Definition 6. The adherence of a language
An ω-word ξ is an element of Adh W if and only if, for all v ≤ p ξ , the set W ∩ vX * is infinite.
Adherence and topologies
The following facts connect the concept of adherence with the closure operator in the Cantor topology of X ∞ .
Proposition 7.
Let W ⊆ X * and F ⊆ X ω . The Cantor topology on X ∞ has the following properties:
(1) The adherence Adh W is the set of cluster points of W .
Adherences as limits
Given the connection between adherence and closure, it is not surprising that adherence can be viewed as a kind of limit. 
Extending partial orders
As mentioned above the need to consider partial orders different from the prefix order arose from the following general consideration in [6] : We needed to make a statement about the density of a certain kind of language with respect to all kinds of reasonable topologies; the prefix topology would have been just one special, albeit natural, case. Moreover, we needed a topologically well-founded transition between X * and X ∞ which did not rely on the artifact of a padding symbol like ⊥ considered before. Therefore, in this section we consider extensions of partial orders ≤ on X * to the set X ∞ . Since we want the infinite words to be limits of sequences of finite words, we make them maximal elements in the extended order.
Definition 11. Let ≤ be a partial order on X * . The relation on X
is called the extension of ≤.
In order to show that as defined in Definition 11 is indeed a partial order on X ∞ with all ξ ∈ X ω as maximal elements it suffices to verify that is transitive on X ∞ . This follows from Eq. (6) and the transitivity of ≤ on X * . A partial order on X ∞ derived from a partial order ≤ on X * according to Eq. (6) is called an extended partial order; when there is no risk of confusion, we denote the original partial order and its extension by the same symbol ≤.
A characteristic property of extended partial orders is that, for w ∈ X * and ξ ∈ X ω , the inequality w < p ξ implies w < ξ .
From the third case of Definition 11 one concludes:
Thus, from Definition 11, we obtain a relation between the sets B w = {η | η ∈ X ∞ ∧ w ≤ η} = Succ ≤ w and Pref ξ for w ∈ X * and ξ ∈ X ω . 
Prefix-based partial orders
Intuitively, taking limits of words implies that one moves from prefixes to prefixes; hence the pre-dominance of considerations based on the prefix order. While we shall not dwell on this point in the present paper, it is far less intuitive what a topology on words would look like if one took away the European way of reading words from left to right. In this section we consider topologies from partial orders which are compatible with the prefix order. Hence, ideas derived for the latter can be adequately generalized. We investigate particular cases of confluent extended partial orders. Several prominent instances of such orders are given in Example 21. (1) infix order ≤ i , (2) embedding (or shuffle) order ≤ e , (3) quasi-lexicographical order ≤ q-lex , and (4) lexicographical order ≤ lex .
When ≤ = ≤ p the resulting topology τ ≤ p on X ∞ is a Scott topology (see [56] ), that is, every directed family w 0 ≤ p · · · w i ≤ p w i+1 ≤ p · · · has a least upper bound. The partial orders considered above do not have this property.
Consider, for example, the directed family 0 ≤ · · · ≤ 0 i ≤ 0 i+1 ≤ · · · where ≤ is a partial order. When ≤ = ≤ p , the ω-word 0 ω is the unique (and ''natural'') upper bound. On the other hand, when ≤ is any one of the relations considered above, in addition to 0 ω , also Conversely, if Pref ξ \ B w is finite then Pref ξ ∩ B w = ∅; the assertion follows by Proposition 13.
Quasi-right topologies
In order to relate the topologies to a limit process approaching infinite words by finite ones we should require that an infinite word ξ ∈ X ω not be an isolated point in the topology τ ≤ derived from ≤. This is in contrast to the situation in the right topology α ≤ on X ∞ . To this end, we consider quasi-right topologies on the set X ∞ partially ordered by some relation ≤. In contrast to the right topology α ≤ the quasi-right topology τ ≤ on X ∞ derived from the extended partial order ≤ is generated by the sub-basis B w w∈X * where B w = {η | η ∈ X ∞ ∧ w ≤ η}. Thus we do not include the sets B ξ for ξ ∈ X ω in the class of open sets. For extended partial orders, Definition 11 yields the following representation:
Similarly to the right topology α ≤ , for w ∈ X * , the set B w is the smallest open set containing w, and, since the family B w w∈X * is countable, the topology τ ≤ has the countable basis
From Lemma 16, we obtain a necessary and sufficient condition as to when the family B w w∈X * is a basis. The next example shows that the hypothesis for ≤ to be confluent is indeed essential. Example 25. Consider X = {0, 1} and the suffix order ≤ s . Then
ω is open.
Accumulation points and cluster points
In this part we use the fact that B w is the smallest open set containing w ∈ X * to describe the accumulation and cluster points in the topology τ ≤ in greater detail. As an immediate consequence, we obtain a result on finite words. For infinite words we obtain the following. 
The proof of the second part is obtained analogously, replacing the condition of
Now Eq. (5) yields the following characterisation of the closure cl ≤ .
Corollary 28. Let ≤ be an extended partial order on X
The following example shows that in our topologies -unlike metric topologies -accumulation points and cluster points, even in X ω , can be different.
Example 29.
Consider X = {0, 1} and the quasi-lexicographic order ≤ q-lex . All non-empty open sets contain 1 ω . Thus every ξ ∈ {0, 1} ω \ {1 ω } is an accumulation point of the set M = {1 ω }. But M has no cluster points.
Definition 30.
A partial order ≤ on X ∞ is well-founded if, for every w ∈ X * , the set Pred ≤ w of predecessors of w is finite, 
Adherences related to the topologies τ ≤
It is interesting to note that that the closure operator cl ≤ of the topology τ ≤ is closely related to the language-theoretical operation of adherence. Adherence (or ls-limit) was first introduced for the prefix relation ≤ p (see [57, 61, 38, 42, 4, 58, 59] ), and then in [16] for the infix order ≤ i .
In this section we define the operation of adherence for arbitrary extended partial orders ≤ and we prove its relation to the corresponding closure operation cl ≤ . Moreover we show that for prefix-based partial orders adherence can be expressed with the aid of the prefix order.
For notational convenience, given a partial order ≤ on X, we define a relation, also denoted by ≤, on 2 (1) ≤ is reflexive and transitive.
(2) ≤ is not necessarily anti-symmetric.
Proof. Assertions (1)- (5) are direct consequences of the definition. For (6) We now define the adherence with respect to arbitrary extended partial orders. To do so we follow the pattern used for the prefix order. Definition 38. Let ≤ be an extended partial order on X ∞ and let W ⊆ X * . Then the set
Proposition 40. If ≤ is an extended partial order then
Proof. This follows from Lemma 35. 
Proof. By Corollary 28 one has
and the assertion is proved.
For the infix order, Dare and Siromoney [16] obtained the identity cl 
Limits of sequences
We investigate general properties of the topological spaces τ ≤ in connection with the language-theoretical operation adherence. As mentioned before we want to study limits of sequences w 0 < · · · < w j < w j+1 < · · · in the topology τ ≤ .
Recall that a point η ∈ X ∞ is in the limit of the sequence w j j∈N if and only if w j ≤ η for almost all j ∈ N. Thus, if w i = w j for i = j, the set of limit points lim w j is a subset of the set of cluster points of {w j | j ∈ N}.
Lemma 44. Let w 0 < w 1 < · · · < w j < · · · be an infinite family of words, and let the partial order ≤ be well-founded. Then lim w j j∈N = Adh ≤ {w j | j ∈ N}.
Proof. As ≤ is well-founded, no limit point of w j j∈N can be a finite word. The inclusion lim w j j∈N ⊆ cl ≤ {w j | j ∈ N} follows from Theorem 1, because the topology τ ≤ has a countable basis, and from Corollary 43.
Conversely ≤ on the space of infinite words X ω which are induced by the quasi-right topologies τ ≤ on X ∞ . These topologies are defined by the sub-basis E w w∈X * where
The first result concerns the closure operator cl ≤ .
Proof. Since τ (ω)
≤ is the topology on X ω induced by τ ≤ , we have cl In connection with Lemma 44 this result establishes conditions for the limit of an increasing family of words w 0 < · · · < w j < w j+1 < · · · to have a unique limit point in X ω . A necessary condition for this is obviously, that the topology τ (ω)
≤ should have the singletons {ξ }, ξ ∈ X ω , as closed sets. We now investigate this issue for the partial orders of Example 21.
Quasi-lexicographical and lexicographical order
The case of the quasi-lexicographical order ≤ q-lex is trivial. 
Subword topology and disjunctive ω-words
The topology τ (ω) ≤ i
, also known as the subword topology, was investigated in [16, 60] . To study it, the following notion of disjunctivity is useful.
Definition 48 ([29]
). An ω-word ξ ∈ X ω is disjunctive if w ≤ i ξ for all w ∈ X * .
The subword topology on X ω has the following property.
Example 49 ([60]
). The topology on X ω induced by τ ≤ i has the set of all disjunctive ω-words as the intersection of all its non-empty open sets, that is, the closure of every singleton set {ξ }, where ξ is disjunctive, is the whole space X ω . The only closed singleton sets in this topology are the sets {a ω } where a ∈ X .
Embedding order
The investigation of the topology τ (ω) ≤ e induced by the embedding order can be carried out in a manner analogous to the subword topology (see also [16] ). Here the ω-words containing each letter a ∈ X infinitely often play the same rôle as the disjunctive words in the case of the subword topology.
Example 50. The topology on X ω induced by τ ≤ e has the set of all ω-words containing each letter a ∈ X infinitely often as the intersection of all its non-empty open sets, that is, the closure of every singleton {ξ }, where ξ contains each letter infinitely often, is the whole space X ω . The only closed singletons in this topology are the sets {a ω } where a ∈ X .
Final comments
We have identified some principles of inference by which sequences of finite words are extrapolated to infinite words and by which continuous functions on words can be defined. These principles are not restricted to the prefix order of words itself, but still rely on it quite heavily. It should be possible to derive far more general principles which apply to many more relations between words by changing the intuition about words being read left to right. Our main point in this paper is to focus on the underlying topologies and to expose the difficulty of defining meaningful topologies on X ∞ .
