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Abstract
Steric forces related to the lipopolysaccharide (LPS) brush on bacterial surfaces is of great
importance in biofilm research. However, the atomic force microscopy (AFM) data, or force
curves, produced require extensive analysis to obtain any useful information about the sample.
Normally, after several force curves have been measured, the individual curves would be fit to a
model for analysis. This process is not only time-consuming, but it is also extremely subjective
as it lends itself to user bias throughout the analysis. A Matlab program to analyze force
curves from an AFM efficiently, accurately, and with minimal user bias has been developed
and is presented here. The analysis is based on a modified version of the Alexander and de
Gennes (AdG) polymer model, which is a function of equilibrium polymer brush length, probe
radius, temperature, separation distance, and a density variable. The program runs efficiently
by cropping curves to the region specified by the model and then fitting the data. Automating
the procedure reduces the amount of time required to process 100 force curves from several days
to less than two minutes. Accuracy is ensured by making the program highly adjustable. The
user can specify experimental constants such as the temperature and cantilever tip geometry, as
well as adjust many cropping and fitting parameters to better analyze the data. Additionally, as
part of this program, researchers can compare data from related experiments by choosing to plot
the calculated fit parameters using either error bars or box plots to quickly identify relationships
or trends. The use of this program to crop and fit force curves to the AdG model will allow
researchers to ensure proper processing of large amounts of experimental data and reduce the
time required for analysis and comparison of data, thereby enabling higher quality results in a
shorter period of time.
v
1 Introduction
Steric forces related to the lipopolysaccharide (LPS) brush on bacterial surfaces is of great
importance in biofilm research [1, 2]. In all applications, the AFM must be properly calibrated
and in good condition to yield accurate results. However, the quality of the results can be
overshadowed by a lack of thorough analysis methods. The traditional method of fitting each
experimental force curve individually to a model is antiquated and time-consuming. This
drawback has led researchers to either use small sample sets or otherwise compromise the
accuracy of their results by averaging measured force curves and fitting the average [3–7]. The
traditional method also yields subjective results by allowing the researcher to tailor the cropping
and fitting procedure to individual curves. The use of a computer program to reduce processing
time and remove user bias is necessary. The program presented here uses the Alexander and de
Gennes (AdG) polymer model to analyze force-curve data. The AdG model is well-documented
and used in many polymer brush studies [4,8–13], though few, if any, have considered analyzing
such large quantities of data. Force curves from an AFM graphically indicate how a cantilever
applies force to a sample. When successfully applied, the AdG polymer model describes the shape
of a force curve for bacterial lipopolysaccharides and can give information about the physical
characteristics of the sample. The AdG model is applicable between well-defined boundaries [8].
The model is only valid while the cantilever is in contact with the sample, and is no longer valid
once the logarithmic slope of the force curve exceeds a defined value or once the cantilever has
compressed the sample by a distance equal to the cantilever tip radius. Therefore, before the
polymer model can be fit, the data must be cropped to the region of applicability of the model.
This thesis outlines the process taken by the Matlab program of cropping the force-curve data,
fitting the AdG model, and interpreting the results.
1.1 Background
Pseudomonas aeruginosa is a gram-negative aquatic bacterium capable of forming biofilms. The
lipopolysaccharides (LPS) attached to the cell wall have been linked to the bacteria’s ability to
form biofilms [9]. Understanding the forces that aid bacteria in adhering to surfaces could lead
to advances in the prevention of biofilm formation.
Biofilms are colonies of microorganisms that have developed an organized structure and
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functional heterogeneity [10]. Estimates indicate that more than 98% of all bacteria are found in
biofilms [11]. Biofilms are normally characterized by dense aggregates of bacteria held together
by extracellular polymers. The unique structure of these biofilms allow for the survival of
microorganisms in a hostile environment. Specifically, in the case of medicine, the formation
of biofilms can make the colony resistant to treatment with antibiotics. Similarly, a biofilm can
survive antimicrobial chemotherapy such that, when the chemotherapy stops, the biofilm can
instigate recurring infection [12]. Due to this resiliency, the only completely effective method for
medically removing a virulent biofilm is surgery.
P. aeruginosa is an opportunistic pathogen that causes biofilm-associated chronic diseases
in humans [12, 13]. There is also a high mortality rate associated with infections from p.
aeruginosa among intubated patients, with the bacteria causing ventilator-associated pneumonia
and progressive organ dysfunction [14, 15]. The inherent propensity for p. aeruginosa to form
biofilms and its resiliency in the biofilm state are the main motivations for this research.
Biofilm formation begins with the attachment of a single bacterium to a substrate. That
bacterium then uses a self-produced matrix exopolysaccharide as a signal to stimulate the
production of the biofilm materials, creating a positive-feedback regulatory loop [13]. Since it is
these polysaccharides that begin the biofilm formation process, it would be useful to understand
more about their physical characteristics. To accomplish this, an atomic force microscope (AFM)
is used to probe the surface of the bacteria and gather data on surface characteristics.
1.2 The Atomic Force Microscope (AFM) and the AdG Force Curve
Model
AFM has become an essential tool in the investigation of bacterial adhesion forces due to its
ability to probe microscopic samples and resolve mechanical characteristics [16–20]. In force-
curve mode, the AFM cantilever, or probe, approaches a sample from a few micrometers
above, makes contact with the sample, indents the sample until the cantilever is deflected a
predetermined amount, and then withdraws from the sample. The vertical movement of the
cantilever towards and away from the sample is measured by an internal position sensor. Any
deflection is proportional to the force applied to the sample and can be measured by reflecting a
laser off the back of the cantilever and onto a position-sensitive photodiode. Since the deflection,
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and therefore force, can be recorded throughout the whole cycle, the process of approaching,
contacting, and withdrawing from a sample creates a force curve describing the forces applied to
the sample with respect to the separation between the cantilever and the sample. The motion, and
measurement, of the cantilever during the approach-contact-withdrawal cycle can be described
as follows.
Figure 1: During an AFM force-curve experiment, the cantilever starts a few micrometers away
from the sample. While the cantilever approaches the sample, the reflection of the laser remains
unchanged, indicating no indentation has occurred. After contact is made, the cantilever begins
to indent into the sample and the laser is deflected to a different location on the photodiode until
the registered cantilever deflection reaches a predetermined value. Then, the cantilever withdraws
from the sample. This figure was borrowed with permission from the author of Reference [21].
As the cantilever approaches the sample, it moves in the medium (usually air or water) without
any discernable deflection. Then, once contact has been made with the sample, the cantilever
bends and the deflection increases, as shown in Figure 1; this deflection is recorded by the
photodiode. The cantilever will continue indenting into the sample until a predetermined
maximum deflection, or maximum force, is achieved; the maximum force is specified to prevent
damage to the sample. The nonlinear portion of the process can be fit to a force-curve model
to determine mechanical properties of the sample. One of the most widely used force models for
applications with an AFM tip interacting with a polymer brush is the Alexander and de Gennes
(AdG) force model. The model originates from an equation derived by S. Alexander and P.G.
de Gennes which describes the pressure between two polymer-grafted plates in a surface forces
apparatus, as shown in Figure 2 [8],
P =
kBT
s3
[(
2L0
D
) 9
4
−
(
D
2L0
) 3
4
]
, (1)
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where kB is Boltzmanns constant, T is the temperature, s is a density variable, L0 is the
equilibrium polymer brush thickness, and D is the distance between the two polymer-grafted
plates.
Figure 2: A depiction of the two polymer-grafted plates used in the experiments with the surface
forces apparatus by S. Alexander and P.G. de Gennes.
This model has been adapted for various tip geometries by integrating the pressure over the
cross-sectional area of the tip, yielding force as a function of distance [9, 21–23]. The model
can also be converted to describe the force between the cantilever tip interacting with only
one polymer-covered surface by substituting L for 2L0, where L is the layer thickness of the
one polymer brush. Equations for some of the more common tip geometries interacting with a
polymer-coated surface are given below [24].
Fspherical =
8pikBTRL
35s3
[
7
(
L
D
) 5
4
+ 5
(
D
L
) 7
4
− 12
]
(2)
Fconical =
32pikBTL
2
385s3
tan2θ
[
77
(
L
D
) 1
4
+ 33
D
L
− 5
(
D
L
) 11
4
− 105
]
(3)
Fpyramidal =
128kBTL
2
358s3
tan2θ
[
77
(
L
D
) 1
4
+ 33
D
L
− 5
(
D
L
) 11
4
− 105
]
(4)
In the above equations, D = d+h, where d is the separation and h is related to the compressibility
of the polymer brush (namely the distance at which the tip can no longer noticeably compress
the brush, and corresponding to the linear part of the force curve when the tip is in contact
with the brush). In the spherical formula, R is the tip radius, and in the conical and pyramidal
formulas, θ is the half angle of the cone or pyramid. These models can be used to fit experimental
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data from polymer brushes, but are only applicable to the nonlinear region of the force curve.
Further, the spherical model is only valid while the tip can be approximated as a hemisphere,
and when the distance between when the tip made contact with the sample and the amount it
has indented into the sample is less than or equal to the radius of the sphere of the tip. Outside
of these bounds, the models are no longer applicable, and the data therefore must be cropped to
adhere to these boundaries before being fit to the models.
1.3 Motivation & Objective for Research
The objective of this project is two-fold, involving both the method through which the results are
to be obtained and the meaning of the measurements described in this paper. The ultimate goal
of this project is to determine the physical meaning of the parameter s in the above equations.
The parameter s is defined in literature to be the grafting density but is taken by many to
represent the root spacing between polymers on the surface of the bacterial membrane (see Figure
3) [21,22,25]. Since the formulas above describe the force of the AFM tip on the polymer brush
until the point where the brush cannot be compressed anymore to the limit of detection by the
AFM, there is no immediate correlation between AFM-brush interaction and physical properties
of the bacterial membrane. It seems more logical that the density parameter would reflect three-
dimensional spacing between polymer hairs within the brush rather than two-dimensional spacing
on the membrane surface. For this reason, we hypothesize that the parameter s is actually the
mesh spacing, or distance between entangled points in the polymer brush.
Figure 3: Comparison of mesh spacing (LEFT) and root spacing (RIGHT). The ambiguous
density parameter, s, is commonly taken to refer to the root spacing of hairs on the bacterial
membrane. However, if a discernable trend is observed when changing the external environment
of the bacteria, this would suggest that the parameter, s, in fact refers to the mesh spacing.
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To determine the physical meaning of s, the conformation of the polymer brush must be
manipulated. Research has shown that most bacterial polymers, such as lipopolysaccharides
(LPS), react to certain changes in their environment. The bacterium Pseudomonas aeruginosa
PA103 was chosen for this research due to its relevance in biofilm research and its
characteristically long LPS. This research aims to determine whether the parameter s remains
constant for p. aeruginosa despite changes in temperature and pH, or whether it changes in
reaction to changes in the environment. These situations would indicate whether the LPS are
unaffected by changes in their environment, or whether they extend or fold over each other due
to the changes in pH and temperature. We theorize that the LPS would change shape and either
extend or fold over each other in reaction to extreme pH and temperature changes, and therefore
that the mesh spacing would change with variations in the environment of the bacteria.
This experiment involves force curves taken on p. aeruginosa bacteria under different pH and
temperature conditions. These experimental data are to be fit with the appropriate AdG force
model, and the fitting parameters (L, s, h, and Fo) extrapolated for analysis. Based on existing
literature, we theorize that both L and s will change with pH and temperature.
As a step towards this ultimate goal, this thesis aims to develop a program to accurately handle
force-curve analysis. Due to the inherent cell-to-cell variation in biological measurements, large
sample sets are necessary to ensure accurate statistics. However, the process of cropping force
curves to the relevant region and fitting them to the AdG model can be tedious and time-
consuming for large numbers of force curves. Historically, force curves were manually-cropped
and fit to the force model; this process could take up to a minute to handle just one force curve.
As such, previous work commonly used shortcuts such as averaging measurements over only a
few force curves, or ignoring cell-to-cell variation and only taking measurements on one cell per
experiment [4–7], both of which can be detrimental to the quality of their results.
This thesis includes a Matlab program to properly crop each force curve in an experiment to
the region applicable to the AdG model without the influence of user subjectivity and to fit
the experimental data to the AdG model. By removing the influence of user subjectivity in the
cropping, we can be sure the area of interest has been determined solely based on the boundaries
of the AdG model and not by ”eye-balling it,” which is subject to human error and bias. Also,
by using a program to crop and fit the force curves, the fitting parameters L, s, and h can be
determined quickly and accurately for numerous force curves at once, allowing us to analyze
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larger data sets and obtain more accurate statistics. Proper cropping and efficient treatment of
large numbers of force curves is necessary to obtain small error bars, which would allow us to
look for trends in L and s.
Presented in this thesis is the procedure used to crop and fit AFM force curve files according to
the AdG model. Next, the different methods of analyzing and comparing results are discussed.
Attention is called to portions of the cropping, fitting, and analysis that could introduce errors
into the results, and suggestions for future work are presented. This thesis then walks a user
through the execution of the Excel and Matlab programs used throughout this process. Finally,
the source code for all programs used is included in the Appendix.
7
2 Data Processing
This section describes the order of data processing executed in the Matlab program in sequential
subsections. The program, outlined in Figure 4, first prompts the user to upload a data file of
force curves. The formatting of the force-curve file is specified in Section 4.1.
Figure 4: The Matlab program applies the AdG process to force-curve data and can use statistics
to remove outliers. The data must first be formatted and cropped before being fit to the AdG
model. Then, statistics are applied to remove outliers and poorly-fitted data.
2.1 Pre-Processing
The selected force curves are imported from Excel and separated from their current format into
a matrix of column pairs: the z-sensor and deflection data are saved in sequential adjoining
columns as a matrix in Matlab. In Figure 5 below, the Excel format for the data is on the left
and the Matlab matrix format is on the right with the following variable definitions: z is the
z-sensor data, d is deflection, and fz is the fitted z-sensor data, as defined in Section 4.1.
Figure 5: The Matlab program takes in force-curve data as sets of three columns: z-sensor,
deflection, and fitted z-sensor data. Restricting this data processing to include only raw data
is essential to preserve the integrity of the analysis. The Matlab program changes their format
from the three-column convention to only two columns of raw z-sensor and deflection data.
The program then prompts the user to indicate whether to process all of the force curves in the
file or only a range of force curves. This option is useful if the researcher knows that a portion
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of his measurements were not ideal, if there was an anomaly in some part of the experiment, or
if he only wants to analyze a few force curves as proof of concept. Nothing about the analysis
changes except for the size of the matrix imported from Excel. Once the relevant Excel data have
been read and stored, the program prompts the user for the following experimental constants:
temperature in Celsius, tip geometry (spherical, conical, or pyramidal) and associated tip size,
and cantilever stiffness. Each of these parameters becomes a constant in the AdG fit and is
necessary to accurately process the data. Next, the program asks the user whether to use
default cropping and fitting parameters for processing or to allow the user to specify values.
When processing a data set for the first time, it is recommended that the user select the default
parameters. However, if a crop with the default parameters is suspect or the researchers wish to
manually specify their own parameters, they are given the option to specify the following: the
logarithmic slope beyond which the upper crop should occur, the amount of approach data to
remove, the amount of deviation above the noise floor to indicate contact with the sample, the
acceptable R2 value to statistically determine a good fit, and the number of points to smooth
over when performing a moving average for the purposes of noise reduction.
The data are then separated from the Matlab matrix into pairs of column vectors, with one
column for z-sensor data and one for the corresponding deflection data. Any baseline slope
in the approach data is removed such that the approach data points lie flat along the x-axis.
This step is included to remedy any error in AFM calibration that would result in a changing
deflection before the cantilever has made contact with the sample. Finally, separation and force
are calculated from the z-sensor and deflection data. The tip-sample separation is determined
by resolving the difference between the z-sensor position of the base of the cantilever relative
to the position of the bacterial cell wall and the amount of deflection of the cantilever tip.
The magnitude of the force is the product of the cantilever spring constant and the measured
cantilever deflection.
The amount of approach data specified by the user (or the default value discussed above) is
removed from each force curve to reduce the amount of data carried through the rest of the
program and, therefore, to reduce processing time.
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2.2 Cropping
The procedure executed by the cropping portion of the program is outlined in the flow chart in
Figure 6 below. Each step of this procedure will be elaborated on throughout this section and
in Section 7.3.
Figure 6: The cropping portion of the program AdGProcess() is outlined in this flow chart.
The user is given the opportunity to specify experimental parameters and to modify cropping
and fitting parameters. The curves are then imported from Excel into a Matlab matrix for
processing. The data are smoothed using a moving average and the lower crop is determined
when the smoothed data rises above the noise floor of the approach data. The upper bound
occurs either when the logarithmic slope has a slope smaller in magnitude than 1.2 (by default)
or at a distance equal to the tip radius (for spherical tips) from the lower crop, whichever comes
first. This process is repeated until all curves in the Excel spreadsheet have been exhausted. The
raw force-curve data and the cropped curves are plotted for visual inspection by the user.
The AdG model is only applicable in a bounded region, hereafter referred to as the fitting window
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since the part of the curve present here will be fit to the model. The lower bound of the fitting
window occurs when the cantilever makes contact with the sample and the curve rises above the
noise of the approach data. To determine where the fitting window begins, the data are smoothed
using a moving average over a number of points specified by the user to reduce the influence of
the noise and focus on the trend of the curve. Determination of the lower bound occurs when the
smoothed data deviate from the noise by a default value of 10 pN (this can be adjusted by the
user). All approach data prior to this point are removed. This concept is illustrated in Figure
7. The lower bound of the fitting window is located at the intersection of the red and blue data,
and the red data, which corresponds to when the cantilever is approaching the sample, would be
removed.
Figure 7: The first crop is performed by locating where the cantilever makes contact with the
sample and removing all data corresponding to the cantilever approaching the sample. The
lower bound of the fitting window is found by smoothing the data using a moving average over
a predetermined number of points to reduce the impact of noise in the approach data. The crop
occurs when the data deviate above the standard deviation of the approach noise by an amount
specified by the user. The red data, marked by the arrow in the inset plot and continuing through
the rest of the flat approach data, would be removed in this figure.
The upper bound occurs either when the logarithmic slope of the deflection data exceeds a
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particular slope (depending on the geometry of the cantilever tip) or when the cantilever has
compressed a distance equal to its tip radius into the brush, whichever comes first. The log of
both separation and force are taken and smoothed in the same manner described above. Then,
the slope is incrementally measured from the lower bound through the rest of the data. If a
slope is measured that is smaller in magnitude (or less negative) than (-5/4) for a spherical tip
or (-1/4) for a conical or pyramidal tip, this is the upper bound and all data beyond this point are
removed. Then, the separation between the upper and lower crops is calculated; if the separation
is greater than the tip radius, the new upper crop becomes the point that is a distance equal
to the tip radius from the lower crop. If the appropriate slope was not found, the upper crop is
simply the point separated from the lower crop by the tip radius. The remaining region is the
area of applicability for the AdG model [24]. This process is illustrated in Figure 8 below.
Figure 8: The second crop occurs either when the logarithmic slope of the data is smaller in
magnitude than a slope of (-5/4), as shown in the right plot, or at a distance equal to the tip
radius from the lower bound of the fitting window. These plots show a linear and logarithmic
visualization of the same force curve to compare the amount of data to be removed when cropping
beyond a (-5/4) slope and the amount to remove when restricted to the tip radius of 10 nm. The
remaining region is the section of the force curve applicable to the AdG model.
This process is completed for every force curve that the user wishes to analyze. Once all curves
have been cropped, the original data and the cropped data are plotted so the user can visually
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inspect the cropped curves and verify their accuracy. Visual verification of the accuracy of the
fitting window is discussed further in Section 5.4.
2.3 Fitting
The cropped curves are fitted one at a time according to the AdG model. The model originates
from an equation derived by S. Alexander and P.G. de Gennes that describes the pressure between
two polymer-grafted plates [8] and is given by Equation 1 and reproduced below for clarification.
P =
kBT
s3
[(
2L0
D
) 9
4
−
(
D
2L0
) 3
4
]
(5)
Here kB is Boltzmann’s constant, T is the temperature in Kelvin, s is a density parameter, L0 is
the equilibrium polymer brush thickness, and D is the distance between the two polymer-grafted
plates. To be applicable to the experiment, which uses a bare spherical tip pressing into the LPS
layer, the pressure in Equation 5 is integrated over the spherical tip area to yield force [21,24]:
F (D) =
8pikBTRL
35s3
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L
) 7
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− 12
]
(6)
The spherical tip equation is used for much of the remainder of this analysis as spherical-tip
cantilevers were used in the experiments which provided data for this thesis. In the spherical
formula, R is the radius of the spherical cantilever tip, and D = d+ h, where d is the separation
and h is related to the compressibility of the polymer brush (namely the distance at which the
tip can no longer compress the polymer brush to the limit of detection by an AFM). In Matlab, a
term, Fo, is appended to the end of Equation 6 to compensate for any vertical offset in the linear
approach data. The first term in brackets provides the upper bound limit of 1.25, conservatively
rounded to 1.2, mentioned in Section 3.2.
A nonlinear fit is performed using the Matlab function nlinfit to determine the values for L, h,
s, and Fo that best fit the data. Since h is predominantly determined by the properties of the
cantilever used for measurement, it is not relevant to drawing conclusions about the bacteria.
Similarly, once the fitting procedure is complete, Fo has no physical meaning. Figure 9 shows
the physical impact that each of these parameters has on the shape of a force curve. Statistical
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analysis is used with L and s as they reveal the physical properties of the lipopolysaccharides.
Statistics are required to determine the precision of the fit.
Figure 9: This figure shows the physical impact of varying fitting parameters. These data were
experimentally obtained, so the true fitting parameters are unknown. The fitting parameters, L,
s, h, and Fo affect the appearance of force curves in different ways. In this figure, the darker-
blue diamond-marked curve, which meets the x-axis around 100 nm, has L = 100 nm, s = 3
nm, h = Fo = 0 and is the curve to which all others are compared. If a parameters value is
not indicated in the above legend, that value has the default values of the darker-blue diamond-
marked curve. The red curve with square markers shows how a change in L causes the nonlinear
portion of the curve to deviate above the noise at a different point along the x-axis; in this case,
by decreasing L, the curve deviates above the noise later in the linear approach data due to the
presence of shorter LPS on the bacterial surface. The green curve with triangular markers shows
how a decrease in s causes the curve to deviate above the noise in the approach data earlier
and to have a sharper nonlinear elbow region than the darker-blue diamond curve. The purple
x-marked curve reflects an increase in h and shows an expansion of the nonlinear elbow region.
The lighter-blue asterisk-marked curve shows that in increase in Fo results in a vertical shift of
the original curve.
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2.4 Statistics
The coefficient of determination, R2, indicates how well data fit a statistical model. In this case,
R2 is calculated to see how well the nonlinear fit matches the experimental data. The definition
used to calculate R2 is
R2 ≡ 1− SSres
SStot
, (7)
where SSres is the sum of squares of residuals and SStot is the total sum of squares. Since the
Matlab function nlinfit gives residuals as an output, the R2 of each fit can be calculated using
R2 = 1−
∑
r2∑
(f −mean(f))2 , (8)
where r is the residual calculated using nlinfit and f is the vector of force values for each force
curve. While R2 = 1 indicates that the fit matches the data perfectly, a value of 0.95 or higher
is generally acceptable. For the purposes of this paper, curves with R2 ≥ 0.95 are kept and used
for analysis. All others are discarded. Note that the criteria of R2 ≥ 0.95 is adjustable by the
user.
Chauvenet’s Criterion
Chauvenet’s criterion is a statistical rejection of bad data; it provides a mathematical basis for
removing outliers from a data set. Since statistical accuracy increases with sample size, large
amounts of force curves are required to address the significant cell-to-cell variance and ensure
the accuracy of results [4,10,21–23]. Still, a statistical criterion is needed to objectively identify
points to be removed.
Chauvenet’s criterion uses a normalized distribution of all values in a sample to determine
outliers. The criterion states that all data which fall within a defined range around the mean
should be retained. Essentially, the criterion defines an acceptable scatter around the mean, and
data should be considered for rejection only if the probability (times the number of samples) of
obtaining their deviation from the mean is less than 0.5 in a normalized probability distribution.
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If the user chooses to employ Chauvenet’s criterion, the program obtains a normalized probability
density function using the average and standard deviation of both L and s, since these are the
parameters of interest. The normal distribution is used to determine the probability of obtaining
a given data point and then multiplies the probability by the sample size. For example, in a
sample of 6 values with a mean of 17 and standard deviation of 16, a datum of 50 differs from the
mean by about two standard deviations. The probability of taking data more than two standard
deviations from the mean is roughly 0.05. Multiplying this probability by the sample size of 6
gives a value less than 0.5, which justifies the removal of this data point from the set. Note that
while a datum of 50 impacts the average significantly in this case, its impact is reduced in a larger
sample with the same mean. This is reflected in the Chauvenet’s criterion calculation through
the product of probability and sample size since a larger sample will yield a value closer to, if not
greater than, the 0.5 value required to not discard the datum. The procedure described above
is carried out for each L and s value, removing those whose probability multiplied by sample
size falls outside of the accepted region (below 0.5 in a normalized distribution). Averages and
standard deviations are redefined for L and s once outliers have been removed, and the curves
corresponding to the kept L and s values are re-plotted for visual verification by the user.
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3 Analysis & Comparing Results
Results can be analyzed by either error bar or box-and-whisker comparison. Comparing error
bars using either the standard deviation or standard deviation of the mean allows the user to
visualize trends and identify the statistical significance of a particular measurement. Comparing
box-and-whisker plots allows the user to identify trends in the medians and to recognize the
existence of outliers in each data set. Regardless of which plotting method the user wishes to
compare, the first few analysis steps are the same.
The user can choose to compare L and s values from up to ten sets of force-curve data and
may indicate the number of experiments to compare in a window presented to the user. Then, a
browsing window opens through which the user must decide which force-curve results to analyze.
Results should be selected one experiment at a time. For intuitive analysis, the results are
displayed in the order of the files selected by the user. For example, the first data set selected
by the user will appear left-most in the comparison figures, and all additional data sets selected
will appear sequentially to the right, as shown in Figure 10 for the case of error bar plots.
3.1 Visualizing Trends with Error Bars
The results can be compared by either the standard deviation (σ) or the standard deviation of
the mean (SDM). The standard deviation of a distribution is a measure of how dispersed the
data are about the mean and is calculated using the Matlab function std. The SDM is a measure
of the precision of the calculated mean value and is much smaller than the standard deviation of
the entire distribution. Comparing experimental data by their SDM value can greatly increase
the precision of the analysis. Standard deviation of the mean is calculated using the following
expression:
SDM =
σ√
N
. (9)
In the above expression, σ is the standard deviation of the entire distribution and N is the
number of force curves included in the distribution. The SDM gets smaller as the sample size
increases, and therefore, the precision of the mean increases with the size of the data set. This
need for large amounts of data is one of the biggest motivations behind using large numbers
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of force curves to obtain statistically significant results. Analysis of 100 force curves with the
SDM reduces error bars by an order of magnitude as compared to the standard deviation so
that trends are more easily discerned. While the SDM has been used before in the literature, its
application in biological AFM studies has been infrequent [9].
The final step to complete the analysis portion requires the user to indicate the parameter that
varies between data sets, e.g.: temperature, and the values of that parameter for each data set.
These inputs specify the label of the x-axis and the values along the x-axis in the figures created
for comparison. Once these values have been specified, two figures will be presented to the
user: one displaying the mean and standard deviation (or SDM) of the lipopolysaccharide (LPS)
thickness, L, as shown in Figure 10, and the other showing the same statistics of the density
parameter, s.
Figure 10: Results can be compared by the standard deviation (outer error bars) or by the
standard deviation of the mean (inner error bars). Comparison by the standard deviation of the
mean yields statistically significant results by reducing the size of error bars and facilitating the
identification of trends in data.
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This visual format was chosen for its ease in discerning trends across data sets for a related set
of experiments. Figure 10 illustrates the difference between comparing data using the standard
deviation (outer error bars) and the standard deviation of the mean (inner error bars). As is
evident in this figure, the SDM makes it easier to discern trends in the data by shrinking error
bars and differentiating statistically significant results.
3.2 Visualizing Trends with Box Plots
Box and whisker plots, or simply box plots, are a simple but powerful graphing tool that aid in
the visualization of sample data because they are ideal for identifying outliers and for comparing
distributions. Box plots characterize a sample using the 25th, 50th, and 75th percentiles,
spanning the middle 50% of the data. These percentiles represent the lower quartile, median,
and upper quartile, all of which are insensitive to outliers and may therefore be preferred over
the mean and standard deviation for distributions with extreme outliers [26]. On each box of a
box plot, the central mark is the median, the edges of the box are the 25th and 75th percentiles,
the whiskers extend to the most extreme data points not considered outliers, and outliers are
plotted individually as dots or asterisks extending from the whisker. The whisker length can
be adjusted depending on the experiment and the method used for determining the existence of
outliers (as noted above where comparison using the SDM yielded shorter whiskers than did σ).
In Matlab, the default whisker length corresponds to approximately +/− 2.7σ or 99.3 coverage
if the data are normally distributed [27]. The default whisker length is used for this analysis.
Figure 11 shows the same data presented in Figure 10 using box plots, where N is 100-110 for
each temperature data set. In addition to these standard box plot properties, papers relating to
the life sciences commonly use lines and asterisks to indicate significant differences between two
groups on a plot. However, as there is currently no Matlab functionality to support this addition
to the plot, this detail is omitted for our analysis using Matlab R2013b.
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Figure 11: Box-and-whisker plots, or box plots, can be used to visualize a trend in the distribution
of data as well as the existence of outliers in a data set.
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4 Program Usage
This program is called from the command window in Matlab. Once the main program is initiated,
the user is presented with a separate browsing window to select a force-curve file to open.
Throughout the remainder of the program, the user will be presented with two more input
windows in which all subsequent information is to be entered.
4.1 File Specifications
The force-curve data file should be an Excel workbook with force curves listed in columns of
the same spreadsheet. The data should be in the following format spanning three columns:
z-sensor data in the first column, deflection data in the second, and polynomial-fitted z-sensor
data in the third. These are the three default parameters saved in the AFM software. The
first two columns are raw data detected by the AFM. The seventh order polynomial-fitted z-
sensor data is an attempt by the AFM software to fit the z-sensor data to a continuous curve for
analysis [28]. For the AdG model, only the first two columns with measured raw data are used
for this analysis. The deflection and z-sensor data should both be in units of meters, which is
also the default setting on the AFM. Only the approach data should be included for each of these
vectors; retraction data of the cantilever withdrawing from the sample should be discarded.
Since the default file format for the AFM software is a .ibw file, a separate Matlab program,
called ReadIBW folder(), exists to open the raw .ibw file and translate it into a spreadsheet.
Excel 2010 was used in this research. This program creates an Excel file with one force curve per
worksheet in a workbook so that a researcher could walk through each curve and troubleshoot if
necessary. An Excel macro, called IBW Sort, has also been written to translate force curves from
the separate Excel spreadsheets onto the first sheet in the Excel workbook in the three-column
format described above. This process is left as two steps to give the user maximum opportunity
to inspect force-curve data for anomalies in the data.
4.2 Range Selection
The next input window presented to the user allows the user to specify a range of force curves
to process. The user is given the option of processing all curves or a range of curves.
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Should the user choose to process all force curves, each deflection and z-sensor pair is read into a
matrix in Matlab sequentially from the Excel file. Should the user choose to analyze a range of
curves, the Excel file of force curves is opened and the user is prompted to highlight the columns
of curves he wishes to process. The user should highlight data in increments of three columns
to include the z-sensor, deflection, and polynomial-fitted z-sensor columns corresponding to one
force curve. An error will occur if the number of columns selected is not divisible by three. The
selected curves are read into a matrix sequentially, starting with the left-most column, in pairs
of z-sensor and deflection columns.
4.3 Experimental and Processing Parameters
Experiment-specific parameters must be input by the user for accurate fitting. The user is
presented a window, shown on the left of Figure 12, to input the temperature at which the
data were measured, the stiffness of the cantilever, and the geometry and size of the tip of the
cantilever. The letter corresponding to the shape of the cantilever tip (s for spherical, c for
conical, or p for pyramidal) must be in lowercase. These parameters are all used in the AdG
model to fit the data. The accuracy of these parameters does affect the outcome of the fit, so it
is assumed that the researcher has measured each parameter.
Before cropping and fitting the data, users must indicate whether to use default cropping and
fitting parameters or to specify their own. As described in Section 3.1, default parameters
have been chosen that are appropriate for many sets of experimental data, though the option is
available for users to modify each of these parameters should they see fit. The window used for
modifying these parameters is shown in the right window of Figure 12, with the default values
already present. Modifying these processing parameters may influence the accuracy of the data
processing.
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Figure 12: (LEFT) The user must specify experimental constants (temperature, cantilever spring
constant, and cantilever tip geometry) for accurate analysis. These parameters are used in the
AdG model equation. (RIGHT) The user can choose to either use default cropping and fitting
values (the values shown) or to manually modify these parameters to more precisely crop and fit
the data. Manual modification is usually done after an initial run with the default parameters
and a visual inspection of the cropped data to determine the accuracy of the fitting window.
First, the crop limit can be manually changed by the user. The default value of 1.2 is set
assuming a spherical tip but can be changed to 0.2 for the conical or pyramidal tip geometries.
Additionally, if the researcher is using a more compliant cantilever, the slope corresponding to
the upper crop for the AdG fitting window may never be exactly reached, and this parameter
can be modified to be more lenient (i.e.: by changing the crop limit to 1.3 or 1.4). Since there is
redundancy in finding the upper limit of the fitting window by cropping to the tip radius in the
case of a spherical tip, changing this crop limit has minimal impact on the results as long as the
researcher uses the appropriate value for the tip radius.
Next, users can specify the amount of approach data to remove, in nanometers. This option
defines the amount of data to remove, starting from the farthest point away from the sample,
to reduce the amount of data used for processing. The default amount of data to remove is
300 nm from the farthest data point from the sample. Removing excess approach data is useful
in situations with particularly noisy approach data or to reduce the time required to run the
program. However, sufficient approach data prior to contact with the sample must remain to
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properly identify the beginning of the fitting window and ensure accurate fitting. The proper
lower bound of the fitting window is discussed further in Section 5.4.
The specification of the amount of separation from the noise floor is the predominant method for
cropping approach data to the lower bound of the fitting window. The noise floor is defined as
one standard deviation of the noise in the approach data. For experiments with minimal noise,
the program should successfully locate the lower bound based solely on the deviation above the
noise floor as specified here without any removal of approach data. The default value is 10 pN
above the noise floor. The opportunity to adjust this parameter gives the user the ability to
modify the cropping to be precisely where desired. In cases with excess noise, 10 pN above the
noise floor may not be enough to differentiate between approach data and the beginning of the
fit window.
The R2 value defines how strictly a fit matches the data. If less than half of the force curves
processed by the user have a passing R2 value, he may want to consider lowering this value to
allow more curves to be fit. Similarly, if all curves from an experiment are fit, the researcher
may want to increase this value to increase the precision of the results.
The force curves are smoothed using a moving average to reduce the impact of noise on the trend
of the curve. The program uses a moving average over every five points as a default value. This
value can be increased for noisier data. Matlab requires that a moving average be calculated
over odd numbers of data points. The author’s experience is that smoothing over a range of
up to 21 points is generally useful for reducing the impact of large amounts of noise without
compromising the trend of the data.
4.3.1 Impact of Inaccurate Parameters
The experimental parameters temperature, cantilever tip geometry, and cantilever stiffness are
required for accurate analysis because they are part of the model used for fitting the force curves,
and as such, it is recommended that the researcher know all of these values before processing
the data. The researcher should measure each of these parameters precisely before or during the
experiment as estimated values will change the results of the fit. The tip geometry, specifically,
has a large impact on the accuracy of the fit. Inputting a tip size other than the actual tip size
can result in the program fitting data to the AdG model that is actually outside of the bounds
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of the model, yielding incorrect results. In an effort to quantify this effect, force-curve data were
created with known L and s values. These test data followed the AdG model within its bounds
and resembled experimentally obtained force curves outside of the bounds. The test data were
processed using this Matlab program with the user inputting the correct tip radius of 40 nm,
as well as other incorrect tip radius values, to see when the results began to deviate from the
correct values of L = 100 nm and s = 3 nm. The results output by the Matlab program are
given in Figure 13 below.
Figure 13: Test data were created to measure the variation in calculated L and s values [in
nanometers] when the user varies the tip radius for AdG fitting. The correct values are calculated
when the user inputs the correct tip radius [40 nm], yielding L = 100 nm and s = 3 nm. When
smaller tip radius values are input, the calculated values for L and s are incorrect. When larger
tip radius values are input, s is calculated incorrectly but L is calculated correctly to within a
nanometer.
In addition to specifying the tip geometry, the user must also input the temperature at which
the curves were taken and the stiffness of the cantilever. Again, force-curve data with known L
and s were created to test the limits on accurate processing with incorrectly input experimental
parameters. An incorrect temperature input only affects the calculated s value. For the range of
temperatures used during these computer-generated experiments (about 24◦ to 36◦) the error in
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calculated s value created by inputting an incorrect temperature is less than 1%. An incorrect
stiffness will impact both L and s, though it affects the calculated s value to a greater degree.
The impact of incorrect stiffness inputs on L and s are shown in Figure 14 below. If the input
stiffness value varies from the actual stiffness value by greater than 40%, the calculated L will be
significantly smaller than it should be, though 40% error provides a good range of safe stiffness
values for a precise determination of the layer thickness. A stiffness of 1 N/m was used for test
data.
Figure 14: The L and s values calculated by the program are affected by the cantilever stiffness
input by the user. For a variety of test data sets, the cantilever spring constant input by the
user was varied +/− 0.5 N/m from the actual spring constant value. In each of these data sets,
L = 100 nm and s = 3 nm. The results were averaged for the various spring constant trials. s
was more affected by incorrect cantilever spring constant inputs than L was.
Emphasis is placed on the accuracy of the experimental parameters input by the user because
noise also exists in the system and will contribute to experimental error. Force-curve data were
again created to determine the impact of various levels of noise on the system assuming the
specification of correct experimental parameters by the user and correct selection of the fitting
window by the program. Noise levels ranging from 0 pN to 100 pN, which have been observed to
be representative of common experimental noise, were modeled as Gaussian white noise. L and s
values in this range of normal experimental noise had less than 4% error and are thus considered
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acceptable.
4.3.2 Error, Precision, and Accuracy
Taking the steps mentioned above will help reduce error in the programs procedure by increasing
the precision of the fit. Precision refers to how close or uniform a measurement is over multiple
runs, or in our case, how consistent the L and s values are across a single experiment. Precision
is therefore increased by the removal of outlier values. Accuracy, however, refers to how good
or correct a measurement is. Accuracy is limited by the techniques used to determine various
values used in this program, such as the cantilever stiffness and tip size, z-sensor and deflection
measurements, and temperature. While the temperature can be measured to well below 1% and
z-sensor and deflection can be measured by the AFM software to within 2%, the greatest sources
of error lie in the user-measured cantilever stiffness and tip size. Cantilever stiffness can be
measured to within 7% [29,30] and measurement of the size (radius or half-angle) of the tip can
be limited by the measuring equipment available. Therefore, while the statistics included in the
program provide the means to yield more precise results, the overall accuracy of the results can
be largely impacted by the experimenter, and meticulous measurements of cantilever properties
cannot be over-emphasized. With good practice and careful measurements, L and s values can
be determined within 5% precision.
4.4 Ideal Fitting Window
The AdG model is applicable in the region between where the cantilever makes contact with
the LPS and when the log of the force curve reaches a defined slope. This region will include a
characteristic elbow bend in the curve where the cantilever experiences deflection from pressing
into the bacterial brush. Contact occurs as the data deviate from the approach data; there
should still be some slight curvature towards the bottom of the fitting window indicating that
the cantilever is deflecting as it compresses the brush. Then, the curve will become more linear
until the cantilever ceases to noticeably compress the brush.
Figure 15 shows an illustration of the correct fitting window. If the program determines a fitting
window that is still part of the flat approach data (below the applicable region in Figure 15),
the user should increase the amount of deviation above the noise floor for the lower crop. If
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the program determines a fitting window beyond the point of contact with the LPS (above the
applicable region in Figure 15), the user should smooth the data over a greater number of points
to reduce the impact of noise.
Figure 15: The AdG model is only applicable between the point where the cantilever contacts
the LPS and the point when either the logarithmic slope reaches a specific slope or at a distance
equal to the tip radius from the point of contact, whichever comes first.
28
5 Discussion and Future Work
The program successfully crops, fits, and analyzes large sets of force curves significantly faster
than could ever be done manually. Whereas before the program, a user could process an
experiment of 100 force curves in 3-4 hours, the program is able to process a set of 100 force
curves in under two minutes. Use of this program greatly increases data processing efficiency and
allows for the acquisition of larger data sets, and therefore, more statistically significant results.
However, even with these accomplishments, force-curve processing has proved more difficult than
originally anticipated. For this reason, the option for the user to modify some of the cropping
and fitting parameters was left in the program. The author’s experience suggests that there is
too much variation between experiments to reasonably create a universal cropping and fitting
procedure that maintains the integrity of the AdG model.
5.1 Determination of the Point of Contact
Currently, contact is determined when the data, smoothed by a moving average, exceed the noise
floor by a predetermined amount. However, this method is not perfect because a variation in
the location of the lower crop affects the determination of both L and s. Figure 16 shows how
one force curve, cropped to different levels of deviation above the noise floor, can yield different
fitted L and s values. While all of the data given in Figure 16 below have passing coefficients of
determination, with R2 ≥ 0.95, there is variation in the calculated values of the fit parameters.
The calculated value for L is relatively consistent from some deviation above the noise floor to
about 70 pN above the noise floor, but tends to yield larger L values if a deviation above 70
pN is used. The calculation of s seems much more sensitive to the location of the lower crop,
but the calculated value only varies from 0.88 to about 1.02 across the range of measurements,
which is only a 13% change and can be considered to be fairly consistent. Again, the calculations
for s begin to vary more significantly after a deviation of 70 pN above the noise floor is used
to determine the lower crop. These measurements were made on one force curve taken on p.
aeruginosa, so the actual L and s values are unknown. The determination of the value chosen
to be correct is solely dependent on visual inspection by the user to verify the proper location of
the fitting region, as illustrated in Figure 15.
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Figure 16: The lower crop, which physically represents the point of discernable contact between
the tip and the bacterial LPS, is located when the smoothed data deviates above the noise floor
by a specified amount. As shown in the table above, the amount of deviation specified by the
user affects the determination of L and s. All fits corresponding with the data in the table had
a passing coefficient of determination, R2.
5.2 Increasing Precision
The use of the standard deviation of the mean, constraint of acceptable R2 values, and application
of Chauvenet’s criterion helped to drastically reduce error bars and show statistical significance.
The standard deviation of the mean decreased the size of error bars by an order of magnitude
since 100 force curves were used. Larger data sets could reduce the size of error bars even further
while minimally increasing processing time. However, the use of the SDM alone would still
include skewed results due to outliers in the data. The combination of restricting analysis to
data with R2 > 0.95, applying Chauvenet’s criterion to remove outliers, and comparing results
by their SDM creates statistically significant results and makes it easier to discern trends in
the data. Additional outlier-removal methods could be applied, and curves could be filtered by
additional nonlinear regression curve-fitting means (see Reference [31]) instead of R2, to increase
the precision of the results.
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5.3 Additional Comments
Removing poorly fit data using the coefficient of determination, R2, and removing outliers with
Chauvenet’s criterion are both statistically valid methods of discarding bad experimental data
from a set. However, the distribution of L and s values for each experiment should be examined
to see to what extent the distribution is normal and to determine if there are more appropriate
statistics that could be applied. Additionally, it should be noted that the Matlab function ’nlinfit’
uses iterative least-squares estimation to determine the coefficients of a nonlinear regression with
initial values specified in the Matlab program AdGProcess.m. However, while the algorithm used
aims to find a minimum of error for the fit, it is possible that a solution lands in a local minimum
rather than a global minimum. If a local minimum is found, the nonlinear fit determined by the
Matlab function will not be the best fit possible and could possibly be discarded if the coefficient of
determination is insufficient. Iin conjunction with checking the precision of the coefficients using
test data sets, future work should be done to examine the error in the calculated coefficients L, s,
h, and Fo as a function of the initial conditions for each of these parameters set in AdGProcess.m.
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6 Summary
This program applies the AdG polymer model to force-curve data from an AFM. Within normal
experimental noise, and assuming accurate user input of experimental parameters, L and s values
can be determined within 5% precision. Statistics can be applied to improve the integrity of the
data by removing poorly fit curves and outliers. Results can be compared using the standard
deviation, standard deviation of the mean, and box plots to observe trends in the length and
density of bacterial hairs. The use of this program can improve both the speed and precision of
bacterial force-curve analysis.
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7 Appendix and Author’s Notes
The purpose of this appendix is to walk through the execution of these Matlab files from export
to results. These instructions are intended for the Asylum MFP3D AFM with Igor Pro software,
but can theoretically be applied to any AFM as long as the exported force curves are organized
in the format described in Section 2.1.
7.1 Exporting Force Curves from AFM Igor Software
The three vectors of data used for this analysis, z-sensor, deflection, and polynomial-fitted z-
sensor data, are the default values saved by the Igor AFM software. At the end of an experiment,
a window called the Force Channel Panel appears allowing the user to select parameters to save
for analysis. The user should not select any additional parameters to be saved as this analysis
assumes that the force-curve data exists in three columns: one each for z-sensor, deflection,
and polynomial-fitted z-sensor data, as described in Section 4.1. If no changes are made in this
window, the Igor AFM software will save only the appropriate parameters.
7.2 Converting from .ibw [Igor Pro] to .xls [Excel Workbook]
As described in Section 4.1, the Matlab processing inputs a spreadsheet of force curves containing
the z-sensor, deflection, and polynomial-fitted z-sensor data from the AFM software. The AFM
software generates a .ibw file containing these parameters. The Matlab script ReadIBW folder
can be run to convert a folder of 100 force curves exported from Igor Pro into an Excel workbook
for processing. The script parses through the .ibw file and removes all header information. Then,
the force-curve data are divided into equal columns for z-sensor, deflection, and fitted z-sensor
values. Each column is then divided in half and only the approach data are kept for the purposes
of this analysis. The remaining columns of data are then written into an Excel workbook,
with one curve, represented by three columns of data, on each spreadsheet in the workbook.
This format was chosen to facilitate troubleshooting so the user could manually inspect each
spreadsheet to verify that the three columns are of equal length and that all of the data have
been transferred appropriately. If there are any delinquent (uneven or containing NaN values)
curves, or if the experimenter knows that some particular curves were not measured correctly,
36
they can be removed simply by deleting that spreadsheet from the workbook.
An Excel macro can then be executed to transfer force curves from throughout a workbook
sequentially onto the first spreadsheet of the workbook for processing. The Excel macro
workspace can be accessed by using the keyboard shortcut Alt+F11 in Microsoft Excel 2010, or
by clicking Visual Basic in the Developer ribbon tab (if the Developer tab is not visible: File →
Options → Customize Ribbon → Main Tabs → check Developer). The macro found in Section
7.6 can be copied and pasted into the window corresponding to Sheet1 of the workbook. Once
the macro exists in the workspace for Sheet1, the macro can be run by clicking the green arrow
in the toolbar of the Visual Basic window. The macro walks through each spreadsheet in the
workbook and pastes the information from the first three columns on each sheet sequentially
onto the first spreadsheet of the workbook. The user then may manually remove the additional
sheets if desired, but this step is not necessary. All Matlab programs described hereafter only
process information on the first spreadsheet of a given workbook.
7.3 Cropping Force Curves
The cropping program is one of the most important steps in this process as it is essential that
the fitting window be determined accurately. The researcher must know certain experimental
parameters: the temperature at which the force curves were measured, the cantilever spring
constant, and the geometry and size of the cantilever tip. Each of these values is used in
calculation so any uncertainty in these values will affect the accuracy of the results. The cropping
program offers default parameters by which the fitting window can be determined, but it is up
to the researcher to visually inspect the cropping and to make any modification of the processing
parameters necessary to yield a fitting window that makes physical sense (as described in Section
4.4). The procedure for executing this program is as follows.
1. Run the program AdGProcess() and select the .xls workbook containing the force curves
to process.
2. Select whether to process all of the force curves in the experiment or only a range of curves
from the window that appears (Figure 17).
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Figure 17: This is the first window presented to the user after the force-curve file has been
selected. The user has the option to process all force curves in the spreadsheet or to manually
select an individual range of curves. The methods of cropping, fitting, and analysis performed
in this program are unaffected by this selection.
If the user chooses to only process a range of data, the Excel workbook containing the
chosen force curves will open. The desired force curves should be highlighted in sets of
three columns such that the z-sensor, deflection, and fitted z-sensor data are highlighted
for each of the desired force curves. If the number of columns selected is not a multiple of
three, an error will occur. Once the desired curves are highlighted, click OK on the Matlab
button which has appeared (Figure 18).
Figure 18: This window appears if the user decides to process only a range of force curves in an
Excel spreadsheet. The user should highlight the desired curves, in intervals of three columns,
and then click the button ’OK’.
3. The program will ask for the specification of experimental parameters, as shown in the left
window of Figure 12. These parameters are discussed in Section 4.3.
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4. The program will give the user the option to specify processing parameters to modify
cropping and fitting. If the user chooses to manually input these parameters, the window
shown in the right of Figure 12, will appear and the user may change the default values.
5. A progress bar appears to tell the user that cropping has begun. The program then begins
behind-the-scenes calculations.
(a) First, the lower crop, which occurs when the cantilever makes noticeable contact with
the bacterial LPS, is determined. This process is outlined in the flow chart given in
Figure 19.
Figure 19: Outline of the steps taken to locate the point for the lower crop, which occurs when
the cantilever tip noticeably contacts the bacterial LPS.
The noise floor is calculated as the standard deviation of the noise in the approach
data, which is defined as the quarter of the force-curve data furthest from the bacterial
sample. At this point, the forces registered by the AFM are only due to noise as the
cantilever is not in contact with the sample. Then, the data are smoothed using
a moving average over a pre-determined number of points (the default is 5 points).
In the authors experience, smoothing over up to 21 points has minimal impact on
the result of the lower crop location, but increasing beyond about 21 points for the
moving average can result in a more realistic lower crop for nosier data (over 100
pN, as verified with test data). Once a noise floor has been calculated, the program
steps through each point in the smoothed force-curve data to find the first point that
exceeds the noise floor by an amount specified by the user (the default is 10 pN). This
point becomes the lower bound of the force curve and all data prior to this point, and
therefore not in contact with the bacterial LPS for the purposes of this analysis, is
removed.
(b) Next, the upper crop is determined when either the cantilever tip stops noticeably
compressing the bacterial LPS or the tip has indented a distance equal to the tip
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radius. The process for locating the upper crop using a cantilever with a spherical tip
is described by the flow chart in Figure 20 as this is the tip geometry used for data
collection relevant to this thesis. For conical and pyramidal tips, a slope exceeding
0.2 or a distance equal to the half-angle of the cone or pyramid would indicate the
cropping point.
Figure 20: The upper crop occurs at one of two possible locations. First, the program determines
when the logarithmic slope of the curve moves beyond a (-5/4) slope, or as is set for the default,
a -1.2 slope. The points where the slope is equal to (-5/4), or -1.25, are still kept, and points
beyond this slope are discarded. Then, the length (in nanometers) of the remaining curve is
measured. If this length is greater than the tip radius (for spherical tips), then the curve must
be reduced to only include points within the distance of the tip radius from the lower crop, and
points beyond the size of the tip radius are discarded.
The force curve is smoothed again using a moving average of the same number of
points specified from the user, and base-10-log is taken of the smoothed data. The
slope is measured every 10 points from the lower crop through the curve until a slope
equal to or smaller in magnitude than 1.2 (by default) is found. The data included
in this slope measurement are kept, and all following points are discarded. Then, the
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length, in nanometers, of the remaining data is calculated. Since the AdG model is
only applicable until the cantilever has indented into the LPS a distance equal to the
tip radius (for spherical tips), if the curve is longer than the tip radius, only data
within a distance equal to the tip radius from the lower crop are kept. This process
is repeated until all force curves in the Excel spreadsheet have been exhausted.
(c) The program will then create four plots: two linear and two logarithmic. These plots
show the force curves before and after cropping in both linear and log-log scales for
visual verification by the user. The zoom function available in the toolbar of the plot
window can be used to magnify the region around the bend in the raw force-curve
data on the linear plot. The user should inspect where, in general, the curve begins
to deviate above the linear approach data into the nonlinear portion in contact with
the LPS. The separation (x-axis) region where this occurs should be compared to
the separation location on the linear plot of the cropped force curves to ensure that
they match. If the cropped curves are located in a region other than the nonlinear
bend observed in the uncropped plot, the program should be run again with modified
cropping parameters. The log-log plots are included so the user can determine whether
curves, in general, were cropped to the slope of -1.2 (by default) or to the tip radius
(for spherical tips). This completes the cropping portion of the program.
7.4 Fitting Force Curves
The fitting portion of the program immediately follows the completion of the cropping portion.
The experimental parameters provided by the user at the beginning of the cropping portion are
retained for use in the fitting process. Since all experimental and processing parameters have
already been specified and force curves have been selected, the entire fitting procedure occurs
behind-the-scenes in the code.
The cropped force-curve data are fitted to the AdG model corresponding to the cantilever tip
geometry specified by the user (spherical, conical, or pyramidal tip). The tip radius (or half
angle, depending on tip geometry) and experimental temperature are used as constants in the
model. A vector in the program exists to specify the starting values for the remaining variables in
the model: L, s, h, and Fo. These starting values exist only as an order of magnitude suggestion
for the fitting procedure, and changing the starting values has minimal impact on the results of
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the fitting. However, by creating this vector ahead of time, processing time for the nonlinear fit
is reduced. The parameters L, s, and h have been discussed before, and Fo is a vertical shift.
After the fitting process has been completed, the value assigned to Fo has no physical meaning.
A progress bar similar to the one in the cropping program appears to indicate that the fitting
progress is underway. The force curves are then fit to the relevant model. Only force curves
with R2 values greater than 0.95 (by default) are plotted and recorded. For force curves with
passing R2 values, the data points for each curve are plotted overlaid by the fit on both linear and
logarithmic scales. After all force curves have been exhausted, the program calculates the number
of curves that were plotted (out of the number that were selected by the user for processing),
and the mean, median, standard deviation, and standard deviation of the mean values for L and
s.
The user is then given the option to apply Chauvenets Criterion to statistically remove outliers
from the remaining curves, as described in detail in Section 2.4.1. The window presented to the
user is shown in Figure 21.
Figure 21: This window appears after completion of the fitting process. The user may elect to
apply Chauvenets criterion to statistically remove outliers from the fitted force curves.
If Yes is chosen, the user will then be asked if they would like to apply Chauvenet’s criterion once
or until all outliers have been removed. The window presented to the user is shown in Figure 22
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Figure 22: This window appears after completion of the fitting process. The user may elect to
apply Chauvenets criterion to statistically remove outliers from the fitted force curves.
The default selection is ’Until all outliers are removed.’ If this is chosen, Chauvenets criterion
is applied to the set of results repeatedly until no further outliers can be removed. If ’Once’
is chosen, Chauvenet’s criterion is applied through one iteration of the data. Regardless of
the method chosen, new statistics are then calculated for L and s considering only the curves
that remain. A new mean, median, standard deviation, and SDM is calculated for each of
the parameters, and the remaining force curves and associated fits are re-plotted in linear and
logarithmic scales for visual inspection by the user.
If No is chosen, or after Chauvenets criterion has been applied, the option is given to save the
statistical results of L and s to be used for later comparison.
7.5 Saving Results
Once the cropping, fitting, and statistics are complete, the user will be prompted to save the
data (see Figure 23). If the user selects ’Yes’ then additional windows appear prompting the
user to input filenames for three files of results: the first file saves results information used with
the Results Compare.m program for errorbar comparison as an Excel spreadsheet, the second
saves L and s results as a Matlab array, and the third saves results information used with the
Boxplot Compare.m program as an Excel spreadsheet.
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Figure 23: This window appears at the end of AdGProcess.m prompting the user to save the
results.
The first window that appears has the title ’Save Parameter Results as ....’ and prompts the
user to specify a filename for the results. These results save in the form of an Excel spreadsheet.
On the first sheet of the Excel spreadsheet, the following matrix of values is saved:
L ave s ave h ave Fo ave
L std s std h std Fo std
L sdm s sdm h sdm Fo sdm
These values are used to create the error bar plots in Results Compare.m. The second sheet of
the spreadsheet contains three columns of information. The first column contains all L values
determined by the AdG fit and the second column contains all s values. There will be some
blank cells in these columns corresponding to the curves that were not able to be fit. The third
column contains the number of points that were left after cropping, and therefore, the number
of data points that were used to fit the AdG model for every curve, inculding the ones that were
not able to be fit.
The second window has the title ’Save L and s as ...’ and prompts the user to specify a filename
for the matlab array of values. This saves a Matlab workspace variable of both L and s. If
the user wishes, they can load these variables back into the Matlab workspace after doing other
experiments to re-evaluate the L and s arrays of values. In the cells corresponding to curves that
were not able to be fit, a NaN placeholder exists in the array.
The third window has the title ’Save Box Plot Results as ...’ and prompts the user to specify
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a filename for the results to be used for box plot comparison. These results save as an
Excel spreadsheet. The first sheet in this Excel spreadsheet contains two rows of information:
the first row contains L values and the second contains s values. These are used by the
BoxPlot Compare.m program. The second spreadsheet in this workbook has the same format
as the Sheet 2 described above, with three columns of information: L, s, and the number of
points fit to the model for each curve, respectively. This second sheet is redundant for ease of
readability by the user.
7.6 Comparing Results
These programs are separate from AdGProcess because multiple experiments of force curves
must be cropped, fit, and saved before results can be compared. The user can choose to compare
results using error bars or box plots.
7.5.1 Comparing Data with Error Bars
This program, Results Compare.m, is useful for visualizing the results of a set of measurements
using error bars. The program inputs the parameter results saved from AdGProcess.m.
1. When the program is executed, the user is prompted to select the number of files, or
results, he wishes to compare. This should correspond with the number of files the user
ran through AdGProcess. The program will then open that number of windows successively
for the user to select files. The user should select only one file per window, i.e. the first
window presented should be used to find the first set of results to compare, and when the
user clicks Enter, a new window will appear to select the next set of results. The order in
which the user selects results is important because this is the order in which the results
will show up on the comparison plot.
2. The user must indicate whether to compare the results by the standard deviation or by the
standard deviation of the mean (Figure 24). These concepts are detailed in Section 3.0.
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Figure 24: The user may choose to use either the standard deviation or standard deviation of
the mean (SDM) for comparison. This selection will impact the type of error bars associated
with the results, as described in Section 3.0.
3. Next, a dialogue box will appear asking which parameter was varied (e.g. temperature or
pH). The parameter typed in by the user will become the x-axis label in the comparison box
plots. Then, another dialogue box will appear asking the user to input the values used for
the experimental parameter that was varied corresponding to the files that were imported.
For example, if temperature was varied across the imported files, the user should type the
temperature values separated by spaces. The values should be entered in the order in which
the files were imported, and different values should be separated by spaces. These values
will be the x-axis values in the comparison box plots.
4. The program will then display error bar plots of L and s for the results files uploaded by
the user. The error bar plots show squares marking the calculated average and error bars
that extend a distance equal to either the standard deviation or SDM above and below the
square depending on which comparison method the user selected.
7.5.2 Comparing Results with Box Plots
This program, Boxplot Compare.m, is useful for visualizing the statistical results of a set of
measurements using box-and-whisker plots, or box plots. The program inputs the parameter
results saved from AdGProcess.m.
1. When the program is executed, the user is prompted to select the number of files, or
results, he wishes to compare. This should correspond with the number of files the user
ran through AdGProcess. The program will then open that number of windows successively
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for the user to select files. The user should select only one file per window, i.e. the first
window presented should be used to find the first set of results to compare, and when the
user clicks Enter, a new window will appear to select the next set of results. The order in
which the user selects results is important because this is the order in which the results
will show up on the comparison plot.
2. Next, a window will appear asking which parameter was varied (e.g. temperature or pH).
The parameter typed in by the user will become the x-axis label in the comparison box
plots. Then, another dialogue box will appear asking the user to input the values used for
the experimental parameter that was varied corresponding to the files that were imported.
For example, if temperature was varied across the imported files, the user should type the
temperature values separated by spaces. The values should be entered in the order in which
the files were imported, and different values should be separated by spaces. These values
will be the x-axis values in the comparison box plots.
3. The program will then display box plots of L and s for the results files uploaded by the
user. The format of the box plots is described in Section 3.2.
7.7 IBW Sort: Excel Macro
Sub HistoricalData()
Dim TargetSht As Worksheet, SourceSht As Worksheet, SourceCol As Integer, SourceCells As
Range, WS Count As Integer, I As Integer
'On Error GoTo Err Handler
'Name of the sheet where data is to be copied to. Rename Sheet2 to the name of your target
sheet
Set TargetSht ThisWorkbook.Sheets("Sheet1")
'Set the total number of worksheets in the workbook to iterate through
WS Count ActiveWorkbook.Worksheets.Count
For I = 2 To WS Count
'This is the sheet where your copy information from. Change "Sheet1" to the name of your
soure sheet
'MsgBox ActiveWorkbook.Worksheets(I).Name
ActiveWorkbook.Worksheets(I).Select
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Set SourceSht = ActiveSheet
'This is the cells you will copy data from. This is targeting cells B1 to the last used cell in
column B
Set SourceCells = SourceSht.Range("A1:C" & SourceSht.Range("B65536").End(xlUp).Row)
'This is nding the next column available in the target sheet. It assumes dates will be in row 1
and data in row 2 down
If TargetSht.Range("A1").Value = "" Then
'Cell A1 is blank so the column to put data in will be column #1 (ie A)
TargetCol = 1
ElseIf TargetSht.Range("NS1").Value <>"" Then
'Cell IV1 has something in it so we have reached the maximum number of columns we can use
in this sheet.
'Dont paste the data but advise the user.
MsgBox "There are no more columns available in the sheet " & TargetSht.Name, vbCritical,
"No More Data Can Be Copied"
'stop the macro at this point
Exit Sub
Else
'cell A1 does have data and we havent reached the last column yet so nd the next available
column
TargetCol = TargetSht.Range("NS1").End(xlToLeft).Column + 1
End If
'We can now start copying data. This will copy the cells in column B from the source sheet to
row 2 + in the target sheet
SourceCells.Copy TargetSht.Cells(1, TargetCol)
Next I
'Exit Sub 'This is to stop the procedure so we dont display the error message every time.
'
'Err Handler:
'MsgBox "The following error occured:" & vbLf & "Error #: " & Err.Number & vbLf &
"Description: " & Err.Description, vbCritical, "An Error Has Occured", Err.HelpFile,
Err.HelpContext
End Sub
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7.8 Matlab Code
This section contains the source code for AdGProcess.m, ResultsCompare.m, and
BoxPlotCompare.m.
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7.8.1  Matlab Program AdGProcess.m Code 
  
clc; clear all; close all 
  
time1 = cputime; 
  
[fname, pathname] = uigetfile({'*.xlsx;*.xls', 'Excel Files (*.xlsx, 
*.xls)'}, 'Choose a data file'); 
cd(pathname); 
disp(['Loading ',fname,'...']); 
  
% Importing FC Data 
  
warning off all 
  
button = questdlg('What data would you like to crop?', 'Data?', 'All', 
'Range','All'); 
switch button 
    case 'Range' 
        fcdr = xlsread([pathname, fname], -1); 
    case 'All' 
        fcdr = xlsread([pathname, fname]); 
end 
  
%% Define Constants 
  
k_B = 1.381e-23;  % Boltzman Constant 
  
% Determine experiment-specific constants (temperature, tip radius, spring 
constant) 
  
default_prompt = {'At what temperature (in Celsius) were the data 
collected?', ... 
    'What was the spring constant (in N/m)?', ... 
    'What model would you like to fit (s=spherical, c=conical, 
p=pyramidal)?', ... 
    'What was the tip radius (for spherical, in nm) or half-angle (for 
conical or pyramidal, in degrees) used to acquire these FCs?'}; 
default_title = 'Input Experimental Constants'; 
num_lines = 1; 
default_values = {'24', '0.1441', 's', '40'}; 
constants = inputdlg(default_prompt, default_title, num_lines, 
default_values); 
  
T   = str2double(constants{1})+274; 
k_c = str2double(constants{2}); 
if constants{3} == 's' 
    Tip = [1 0 0]; 
    R = str2double(constants{4})*10^-9; 
    c1  = (8*pi/35)*R*k_B*T;  
elseif constants{3} == 'c' 
    Tip = [0 1 0]; 
    theta = str2double(constants{4})*(pi/180); 
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    c2 = (32*pi/385)*k_B*T*tan(theta)^2; 
elseif constants{3} == 'p' 
    Tip = [0 0 1]; 
    theta = str2double(constants{4})*(pi/180);    
    c3 = (128/385)*k_B*T*tan(theta)^2; 
end 
  
  
parameters = questdlg('Use default values for cropping and fitting?', 
'Default?', 'Use Default', 'Manually Edit', 'Default'); 
switch parameters 
    case 'Use Default' 
        % Define tolerance parameters for upper crop log-log slope 
        if Tip(1)==1; %Spherical (-5/4 Slope) 
             
            croplimit = 1.2;     
             
        elseif Tip(2)==1; %Conical (-1/4 Slope) 
             
            croplimit = .2; 
             
        elseif Tip(3)==1; %Pyramidal (-1/4 Slope) 
             
            croplimit = .2; 
             
        end 
         
        approach_crop = 300e-9; 
        noise_buffer  = 10e-12; 
        passing = 0.95; 
        smoothfactor = 5; 
         
    case 'Manually Edit' 
        param_prompt = {'Crop limit for (-5/4) slope crop (insert the 
absolute value):', ... 
            'Amount of approach data to remove (in nm):', ... 
            'Amount of deviation above noise floor for lower crop (in pN):', 
... 
            'Acceptable/passing R^2 value for fitted curve (in percent):', 
... 
            'Number of points to smooth over (must be odd):'}; 
        param_title = 'Manually Edit Cropping and Fitting Parameters'; 
        num_lines = 1; 
        param_values = {'1.2', '300', '10', '95', '5'}; 
        params = inputdlg(param_prompt, param_title, num_lines, 
param_values); 
        croplimit = str2double(params{1}); 
        approach_crop  = str2double(params{2})*10^-9; 
        noise_buffer   = str2double(params{3})*10^-12; 
        passing        = str2double(params{4})/100; 
        smoothfactor   = str2double(params{5}); 
end 
  
notcrpd=0;      % default value 
52  
  
%% Analyze FC's, One at a Time 
  
wbar=waitbar(0,'Cropping Force Curves...'); 
  
for i = 1:3:size(fcdr,2)-2 %Takes first, third, fifth...etc column of FC 
matrix (individual FC's) 
    d = 0 - fcdr(:,i);             %Separates FC into vectors for separation 
and force 
    f = fcdr(:,i+1);     
    f = f-(min(f));                %Shift force into upper quadrant 
    d = d-(min(d)); 
     
    % Orient FC vectors in physical direction 
    f = flipud(f); 
    d = flipud(d); 
  
    % Eliminate any NANs in the data 
    sumDF = d+f; 
    d(isnan(sumDF)) = []; 
    f(isnan(sumDF)) = []; 
     
    %%Subtract Baseline 
    N2 = length(f);               % Find linear segment of approach data 
    N1 = N2-floor(2*N2/5); 
    y2 = f(N1:N2); 
    x2 = d(N1:N2); 
    p = polyfit(x2,y2,1);         % Polyfit tail end of FC to get baseline 
slope 
    f = f-d*(p(1));               % Subtract slope from baseline to "flatten 
out" curve 
     
    % Subtract deflection from z-sensor to get separation  (Adding to account 
for negatives) 
    d = d+(f); 
     
    % Multiply deflection by spring constant k to get force 
    f = f*k_c; 
    d = d - min(d); 
    f = f - min(f); 
     
    % Assign values for original separation and force for comparison 
    do = d; 
    fo = f; 
     
    %% Crop out some approach data to reduce amount of data to process 
     
    for g = 1:size(d,1)-1 
        CropLength(g) = abs(max(d) - d(g)); 
        CropLimit = find(CropLength < approach_crop); 
        CropIndex = min(CropLimit); 
    end 
  
    %  Remove approach data 
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    d = d(1:CropIndex); 
    f = f(1:CropIndex);  
    
    %% Cropping Lower Bound %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    % Determine the noise in (1/3) of the curve - approach data 
    N2 = length(f); 
    N1 = N2-floor(N2/3); 
    y1 = f(N1:N2); 
    noise = max(y1)-abs(mean(y1));   
    x1 = d(N1:N2); 
    p1 = polyfit(x1,y1,1); 
    pdo = polyval(p1,d);   % extending the linear fit accross the entire 
slope 
  
    % Smooth data via moving average 
    f_smooth = smooth(f, smoothfactor, 'moving');  
    % Find index where "error" is greater than highest noise level 
    accept = noise + noise_buffer;  
    lowernoise = abs(f_smooth-pdo); 
    idxErr = find(lowernoise<accept); 
  
    % Only keep FC values until the index where the FC deviates from the 
    % linear portion by noise + noise_buffer 
    d = d(1:idxErr(1)); 
    f = f(1:idxErr(1)); 
    
    %% Cropping Upper Bound %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
    % Define log-log values 
    f_smooth = smooth(f, smoothfactor, 'moving'); 
    d_smooth = smooth(d, 0.1, 'moving');  
    dl=log10(d_smooth); 
    fl=log10(f_smooth); 
     
    if length(dl) < 12 
        crp = 0; 
    end 
  
    % Crop to -5/4 slope on log-log plot 
    for j = 1:10:size(dl)-10    %From beginning to end, every 10 points... 
         
        x=[dl(j), dl(j+1), dl(j+2), dl(j+3), dl(j+4),... 
         dl(j+5),  dl(j+6), dl(j+7), dl(j+8),... 
         dl(j+9),  dl(j+10)]; 
        y=[fl(j), fl(j+1), fl(j+2), fl(j+3), fl(j+4),... 
         fl(j+5), fl(j+6), fl(j+7), fl(j+8),... 
         fl(j+9), fl(j+10)]; 
      
        plog=polyfit(x,y,1);       %1st order polynomial fit to every 10 
points 
        if abs(plog(1))>=croplimit 
            logcrp=j+10; 
            crp=1; 
            break 
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        else 
            crp=0; 
        end              
    end 
     
    % Cropping Command 
    if crp==1; 
        d(1:logcrp)=[]; 
        f(1:logcrp)=[]; 
    else 
        notcrpd=notcrpd+1; 
    end 
     
    % Determine whether to crop to -5/4 slope of tip radius  
    % (Spherical Tip Only) 
    if Tip(1)==1 
         
        FC_length = max(d) - min(d); 
         
        if FC_length > R 
            dcrop = find(d < max(d) - R); 
            di=max(dcrop);                  %Finds the index of the point 
where d=R 
            d(1:di)=[]; 
            f(1:di)=[]; 
        end 
    end 
     
    %%%%%%%%%%%%%%%%%%%%%%%%% Plotting %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
         
%       Multiply by 10^9 to get more physically intuitive plots 
        do=do*10^9;   
        fo=fo*10^9;   
        d=d*10^9;   
        f=f*10^9;           
  
        dlo=log10(do); 
        flo=log10(fo); 
        dl=log10(d);        % Redefine log functions to use real data (not 
smoothed) 
        fl=log10(f); 
         
        hold on 
        subplot(2,2,1)  
        plot(do,fo); 
        set(gca, 'FontSize',14,'FontWeight','bold') 
        title('Translated Linear','FontSize',18) 
        xlabel('Separation [nm]') 
        ylabel('Force [nN]') 
        hold on 
        subplot(2,2,2) 
        plot((dlo),flo); 
        set(gca,'FontSize',14,'FontWeight','bold') 
        title('Translated Logarithmic','FontSize',18) 
        xlabel('Log Separation [nm]') 
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        ylabel('Log Force [nN]') 
         
        hold on 
        subplot(2,2,3) 
        plot(d,f) 
        set(gca, 'FontSize',14,'FontWeight','bold') 
        title('Cropped Linear','FontSize',18) 
        xlabel('Separation [nm]') 
        ylabel('Force [nN]') 
        hold on 
        subplot(2,2,4) 
        plot((dl),fl) 
        set(gca,'FontSize',14,'FontWeight','bold') 
        title('Cropped Logarithmic','FontSize',18) 
        xlabel('Log Separation [nm]') 
        ylabel('Log Force [nN]') 
     
        l = (2*i+1)/3; 
        fcdc(1:size(d),l)=d;        %Saves the FC to the cropped matrix which 
will include all cropped FC's 
        fcdc(1:size(d),l+1)=f; 
        %%% fcdc is a matrix of cropped force curves in the order: 
        %%% separation, force, separation, force, etc. 
 end     %This 'end' marks the end of the cropping portion 
  
close(wbar); 
  
wbar = waitbar(0,'Fitting Force Curves...'); 
  
fitplot = 1;         
  
%%%%%%%%%%%%%% Fitting Guesses %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
x0 = [1e-7    %L 
      1e-9    %s 
      1e-8    %h 
      1e-9];  %F_o (force offset) 
  
figure; 
fitt_matrix = zeros(size(fcdc,1),size(fcdc,2)/2);  
for i = 1:2:size(fcdc,2)-1    
     
    d = fcdc(:,i).*10^-9;       %Assign separation and force vectors 
    dd=d(2:end); dd(dd==0)=[];  % Remove any empty values 
    d = [d(1);dd];     
    f = fcdc(:,i+1).*10^-9; 
    f = f(1:size(d)); 
    notreal = 0;     
     
    if Tip(1)==1        %AdG Spherical 
        fun = @(x,d)((c1.*(x(1).*x(2).^-
3).*(7.*(x(1)./(d+x(3))).^(5/4)+5.*((d+(x(3)))./x(1)).^(7/4)+12)-x(4))); %-
x(4) 
        [x,r,J] = nlinfit(d,f,fun,x0); 
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    elseif Tip(2)==1    %AdG Conical 
         
        fun = @(x,d)(c2*(x(2)^-
3))*(x(1)^2)*(77*(x(1)./(d+x(3))).^(1/4)+33*((d+x(3))./x(1))+5*((d+x(3))./x(1
)).^(11/4)-105)-x(4); 
        [x,r,J] = nlinfit(d,f,fun,x0); 
         
    else                %AdG Pyramidal 
         
        fun = @(x,d)(c3*(x(2)^-
3))*(x(1)^2)*(77*(x(1)./(d+x(3))).^(1/4)+33*((d+x(3))./x(1))+5*((d+x(3))./x(1
)).^(11/4)-105)-x(4); 
        [x,r,J] = nlinfit(d,f,fun,x0); 
         
    end 
  
    ri = all(isnan(r),2); 
    r(ri,:) = []; 
  
    R2 = 1-sum(r.^2)/sum((f-mean(f)).^2); 
    Rsq((i+1)/2) = R2; 
  
    if R2 > passing          %Suppresses recording and plotting of parameters 
if the R^2 value is less than desired 
        if all(isreal(x))==1 
             
            L((i+1)/2) = x(1); 
            s((i+1)/2) = x(2); 
            h = x(3); 
            F_o((i+1)/2) = x(4); 
         
            if fitplot==1 
                fitplot2 = 1; 
            else 
                fitplot2 = 0; 
            end 
             
        else 
             
            notreal = notreal+1; 
            fitplot2 = 0; 
             
        end 
     
    else 
        if fitplot==1 
            fitplot2 = 0; 
        end 
    end 
     
    %%%%%%%%%%%%%%%%% Plotting %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    if fitplot2==1  % Obtain AdG Fit Function to FC data 
  
        if Tip(1)==1 
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            fitt = c1*(x(1)*x(2)^-
3)*(7*(x(1)./(d+x(3))).^(5/4)+5*((d+x(3))./x(1)).^(7/4)+12)-x(4); 
        elseif Tip(2)==1 
            fitt = (c2*(x(2)^-
3))*(x(1)^2)*(77*(x(1)./(d+x(3))).^(1/4)+33*((d+x(3))./x(1))+5*((d+x(3))./x(1
)).^(11/4)-105)-x(4); 
        else 
            fitt = (c3*(x(2)^-
3))*(x(1)^2)*(77*(x(1)./(d+x(3))).^(1/4)+33*((d+x(3))./x(1))+5*((d+x(3))./x(1
)).^(11/4)-105)-x(4); 
        end 
         
        % Modify data to make plots physically intuitive 
        xshift = L*10^9 - d(end)*10^9; 
        d = (d).*10^9 + xshift(end); 
        f = f.*10^9;     f = f - min(f);         
        fitt = (fitt)*10^9; fitt = fitt - min(fitt); 
         
        % Save fitted curves to matrix for referencing later       
        l = (i+1)/2;  
        fitt_matrix(1:size(fitt,1),l) = fitt; 
         
         
        % Plot 
        subplot(1,2,1) 
        hold on 
        plot(d, f, 'oc') 
        plot(d, fitt, 'b') 
        set(gca, 'FontSize', 14, 'FontWeight', 'bold') 
        title(['AdG Fits - Linear'], 'FontSize', 18) 
        xlabel('Separation [nm]', 'FontSize', 12) 
        ylabel('Force [nN]', 'FontSize', 12) 
        subplot(1,2,2) 
        hold on 
        plot(log10(d), log10(f), 'oc') 
        plot(log10(d), log10(fitt), 'b')   
        set(gca, 'FontSize', 14, 'FontWeight', 'bold') 
        title(['AdG Fits - Logarithmic'], 'FontSize', 18) 
        xlabel('Log Separation [nm]', 'FontSize', 12) 
        ylabel('Log Force [nN]', 'FontSize', 12) 
        waitbar(i / size(fcdc,2));        
         
    end       
end 
  
close(wbar); 
  
%% Statistics 
  
L(~L) = NaN;       
s(~s) = NaN;       
h(~h) = NaN;       
F_o(~F_o) = NaN;   
  
N_orig = length(find(L>0)); 
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L_ave_orig = nanmean(L); 
L_std_orig = nanstd(L); 
L_stdmean_orig = L_std_orig/sqrt(N_orig); 
s_ave_orig = nanmean(s); 
s_std_orig = nanstd(s); 
s_stdmean_orig = s_std_orig/sqrt(N_orig); 
h_ave_orig = nanmean(h); 
h_std_orig = nanstd(h); 
h_stdmean_orig = h_std_orig/sqrt(N_orig); 
Fo_ave_orig = nanmean(F_o); 
Fo_std_orig = nanstd(F_o); 
Fo_stdmean_oi = Fo_std_orig/sqrt(N_orig); 
  
if notreal>=1 
disp(['WARNING: ',num2str(notreal),' FC''s returned complex parameters. They 
have been disregarded.']); 
end 
  
disp([num2str(N_orig),'/',num2str(size(fcdc,2)/2),' FC''s had R^2 greater 
than .95.']); 
  
Chauvbutton=questdlg('Do you want to remove outliers with Chauvenet''s 
Criterion?','Chauvenet''s Criterion','Yes','No','No'); 
switch Chauvbutton 
    case 'Yes' 
        disp('Average L = '); disp(L_ave_orig); 
        disp('Average s = '); disp(s_ave_orig); 
        disp('Applying Chauvenet''s Criterion...') 
         
        done=0; 
        L_orig=L; 
        s_orig=s; 
        L_out=zeros(size(L)); 
        L_prob=cell(size(L),2); 
        x2=linspace(-5e-5,5e-5,10000); 
        N=N_orig; 
  
        Chauvloop=questdlg('How many times do you want to apply Chauvenet''s 
Criterion?', 'Chauvenet''s Criterion', 'Until all outliers are removed', 
'Once', 'Until all outliers are removed'); 
        switch Chauvloop 
            case 'Until all outliers are removed'                 
                while done==0; 
                    m=length(L)-numnan(L); 
                    n=m; 
                    for i=1:length(L) 
                        L_ave=nanmean(L); 
                        L_std=nanstd(L); 
                        f_gauss=@(x2)normpdf(x2,L_ave,L_std); 
                        
L_prob{i}={quad(f_gauss,L(i),max(x2)),quad(f_gauss,L(i),min(x2))}; 
                        if abs(quad(f_gauss,L(i),max(x2)))*N < 0.5 || 
abs(quad(f_gauss,L(i),min(x2)))*N <0.5 
                             
                            L_prob(i,2)={1}; 
                            L_out(i)=L(i); 
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                            L(i)=NaN; 
                            s(i)=NaN; 
                            h(i)=NaN; 
                            Fo(i)=NaN; 
                            fitt_matrix(i)=NaN; 
                            n=length(L)-numnan(L); 
                             
                        else 
                            L_prob(i,2)={0}; 
                        end 
                    end 
                     
                    if n==m 
                        done=1; 
                    end 
                end 
            case 'Once' 
                for i=1:length(L) 
                    L_ave=nanmean(L); 
                    L_std=nanstd(L); 
                    f_gauss=@(x2)normpdf(x2,L_ave,L_std); 
                    
L_prob{i}={quad(f_gauss,L(i),max(x2)),quad(f_gauss,L(i),min(x2))}; 
                    if abs(quad(f_gauss,L(i),max(x2)))*N < 0.5 || 
abs(quad(f_gauss,L(i),min(x2)))*N <0.5 
                         
                        L_prob(i,2)={1}; 
                        L_out(i)=L(i); 
                        L(i)=NaN; 
                        s(i)=NaN; 
                        h(i)=NaN; 
                        Fo(i)=NaN; 
                        fitt_matrix(i)=NaN; 
                         
                    else 
                        L_prob(i,2)={0}; 
                    end 
                end 
        end                 
 
 
        [o,p] = size(fcdc); 
        d_chauv = zeros(o,p); 
        f_chauv = zeros(o,p); 
        fitt_chauv = zeros(o,p); 
  
        for i = 1:length(L) 
            if ~isnan(L(i)) 
                d_chauv(:, i) = fcdc(:, (2*i)-1); 
                f_chauv(:, i) = fcdc(:, 2*i); 
                fitt_chauv(:,i) = fitt_matrix(:,i); 
            end 
        end 
        for i = 1:size(d_chauv,2) 
            if d_chauv(1,i) == 0 
                d_chauv(:,i) = NaN; 
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                f_chauv(:,i) = NaN; 
                fitt_chauv(:,i)=NaN; 
            end 
        end 
        d_chauv = d_chauv(:,~any(isnan(d_chauv),1)); 
        f_chauv = f_chauv(:,~any(isnan(f_chauv),1)); 
        fitt_chauv = fitt_chauv(:,~any(isnan(fitt_chauv),1)); 
        for i = 1:size(d_chauv,2) 
            [J,I] = find(d_chauv(:,i),1,'last'); 
            d_chauv(J+1:end,i) = NaN; 
        end    
  
        L(isnan(L)) = [];   % Remove non-numerical values from vectors 
        s(isnan(s)) = []; 
         
        xshift = L*10^9 - min(d); 
        xshift = repmat(xshift,size(d_chauv,1),1); 
        d_chauv = d_chauv + xshift; 
  
        f_chauv(f_chauv==0)=NaN; 
        for i = 1:size(f_chauv,2) 
            f_chauv(:,i) = f_chauv(:,i) - min(f_chauv(:,i)); 
        end 
        % Plot "kept" force curves and corresponding fits after  
        % Chauvenet's Criterion has removed outliers 
        % Plot "kept" force curves and corresponding fits after 
        % Chauvenet's criterion has removed outliers 
        figure; 
        subplot(1,2,1) 
        plot(d_chauv, f_chauv,'co') 
        hold on 
        plot(d_chauv,fitt_chauv,'b') 
        set(gca, 'FontSize', 14, 'FontWeight', 'bold') 
        title(['AdG Fits - Linear'], 'FontSize', 16) 
        xlabel('Separation [nm]', 'FontSize', 12) 
        ylabel('Force [nN]', 'FontSize', 12) 
        subplot(1,2,2) 
        hold on 
        plot(log10(d_chauv), log10(f_chauv), 'co') 
        plot(log10(d_chauv), log10(fitt_chauv), 'b') 
        set(gca, 'FontSize', 14, 'FontWeight', 'bold') 
        title(['AdG Fits - Logarithmic'], 'FontSize', 16) 
        xlabel('Separation [nm]', 'FontSize', 12) 
        ylabel('Force [nN]', 'FontSize', 12) 
         
        % Save statistics to Matlab workspace 
        N=length(find(L>0)); 
        L_ave=nanmean(L); 
        L_std=nanstd(L); 
        L_stdmean=L_std/sqrt(N); 
        s_ave=nanmean(s); 
        s_std=nanstd(s); 
        s_stdmean=s_std/sqrt(N); 
        h_ave=nanmean(h); 
        h_std=nanstd(h); 
        h_stdmean=h_std/sqrt(N); 
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        Fo_ave=nanmean(F_o); 
        Fo_std=nanstd(F_o); 
        Fo_stdmean=Fo_std/sqrt(N); 
         
        NremL=N_orig-N; 
        Nrems=N_orig-length(find(s>0)); 
        Lchgave=100*(L_ave-L_ave_orig)/L_ave_orig; 
        Lchgstd=100*(L_std-L_std_orig)/L_std_orig; 
        schgave=100*(s_ave-s_ave_orig)/s_ave_orig; 
        schgstd=100*(s_std-s_std_orig)/s_std_orig; 
        disp(['Removed ',num2str(NremL),' data points, changing the averages 
and standard deviations of L and s by ',... 
            num2str(round(Lchgave)),'%, ',num2str(round(Lchgstd)),'% 
',num2str(round(schgave)),'%, and '... 
            num2str(round(schgstd)),'% respectively.']); 
        disp('Average L = '); disp(L_ave); 
        disp('Average s = '); disp(s_ave); 
         
    case 'No' 
         
        N=length(find(L>0)); 
        L_ave=nanmean(L); 
        L_std=nanstd(L); 
        L_stdmean=L_std/sqrt(N); 
        s_ave=nanmean(s); 
        s_std=nanstd(s); 
        s_stdmean=s_std/sqrt(N); 
        h_ave=nanmean(h); 
        h_std=nanstd(h); 
        h_stdmean=h_std/sqrt(N); 
        Fo_ave=nanmean(F_o); 
        Fo_std=nanstd(F_o); 
        Fo_stdmean=Fo_std/sqrt(N); 
         
end 
  
ParamResults = [L_ave s_ave h_ave Fo_ave; L_std s_std h_std Fo_std; L_stdmean 
s_stdmean h_stdmean Fo_stdmean]; 
BoxPlotResults = [L(1,:);s]; 
RunTime = cputime-time1 
%% Results Export 
  
savebutton = questdlg('Would you like to save?','Save','Yes','No','No'); 
switch savebutton 
    case 'Yes' 
        [FileName,PathName] = uiputfile('*.xls','Save Parameter Results 
as...'); 
        disp(['Saving results as ',FileName,'...']); 
        cd(PathName); 
        xlswrite(FileName, ParamResults); 
        [Fname,Pname] = uiputfile('*.mat','Save L and s as...'); 
        cd(Pname); 
        if exist('L_orig','var')==1 
            save(Fname,'L_orig','L','s_orig','s'); 
            disp(['Saving L and s (before and after Chauvenet''s Criterion) 
in ',Fname,'...']); 
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        else 
            save(Fname,'L','s'); 
            disp(['Saving L and s in ',Fname,'...']); 
        end 
        [FileName2,PathName2] = uiputfile('*.xls', 'Save Box Plot Results 
as...'); 
        disp(['Saving results as ',FileName2,'...']); 
        cd(PathName2); 
        xlswrite(FileName2, BoxPlotResults); 
         
        disp('Done!'); 
    case 'No' 
end 
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7.8.2  Matlab Program ResultsCompare.m Code 
clc; close all; clear all; 
  
%% Data Import 
  
impbutton=menu('How many results would you like to 
compare?','1','2','3','4','5', '6', '7', '8', '9', '10'); 
  
if impbutton==1 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1); 
        results1=xlsread([pathname1,fname1]); 
        num=1; 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
    elseif impbutton==2 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        num=2; 
    elseif impbutton==3 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(:,1)*10^9; 
        h3=results3(:,3)*10^9; 
        s3=results3(:,2)*10^9; 
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        num=3; 
    elseif impbutton==4 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(:,1)*10^9; 
        h3=results3(:,3)*10^9; 
        s3=results3(:,2)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(:,1)*10^9; 
        h4=results4(:,3)*10^9; 
        s4=results4(:,2)*10^9; 
        num=4; 
    elseif impbutton==5 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(:,1)*10^9; 
        h3=results3(:,3)*10^9; 
        s3=results3(:,2)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
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        L4=results4(:,1)*10^9; 
        h4=results4(:,3)*10^9; 
        s4=results4(:,2)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(:,1)*10^9; 
        h5=results5(:,3)*10^9; 
        s5=results5(:,2)*10^9; 
        num=5; 
    elseif impbutton==6 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(:,1)*10^9; 
        h3=results3(:,3)*10^9; 
        s3=results3(:,2)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(:,1)*10^9; 
        h4=results4(:,3)*10^9; 
        s4=results4(:,2)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(:,1)*10^9; 
        h5=results5(:,3)*10^9; 
        s5=results5(:,2)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(:,1)*10^9; 
        h6=results6(:,3)*10^9; 
        s6=results6(:,2)*10^9; 
        num=6; 
    elseif impbutton==7 
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        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(:,1)*10^9; 
        h3=results3(:,3)*10^9; 
        s3=results3(:,2)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(:,1)*10^9; 
        h4=results4(:,3)*10^9; 
        s4=results4(:,2)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(:,1)*10^9; 
        h5=results5(:,3)*10^9; 
        s5=results5(:,2)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(:,1)*10^9; 
        h6=results6(:,3)*10^9; 
        s6=results6(:,2)*10^9; 
        [fname7,pathname7]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname7) 
        results7=xlsread([pathname7,fname7]); 
        L7=results7(:,1)*10^9; 
        h7=results7(:,3)*10^9; 
        s7=results7(:,2)*10^9; 
        num=7; 
    elseif impbutton==8 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
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        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(:,1)*10^9; 
        h3=results3(:,3)*10^9; 
        s3=results3(:,2)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(:,1)*10^9; 
        h4=results4(:,3)*10^9; 
        s4=results4(:,2)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(:,1)*10^9; 
        h5=results5(:,3)*10^9; 
        s5=results5(:,2)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(:,1)*10^9; 
        h6=results6(:,3)*10^9; 
        s6=results6(:,2)*10^9; 
        [fname7,pathname7]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname7) 
        results7=xlsread([pathname7,fname7]); 
        L7=results7(:,1)*10^9; 
        h7=results7(:,3)*10^9; 
        s7=results7(:,2)*10^9; 
        [fname8,pathname8]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname8) 
        results8=xlsread([pathname8,fname8]); 
        L8=results8(:,1)*10^9; 
        h8=results8(:,3)*10^9; 
        s8=results8(:,2)*10^9; 
        num=8; 
    elseif impbutton==9 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
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        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(:,1)*10^9; 
        h3=results3(:,3)*10^9; 
        s3=results3(:,2)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(:,1)*10^9; 
        h4=results4(:,3)*10^9; 
        s4=results4(:,2)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(:,1)*10^9; 
        h5=results5(:,3)*10^9; 
        s5=results5(:,2)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(:,1)*10^9; 
        h6=results6(:,3)*10^9; 
        s6=results6(:,2)*10^9; 
        [fname7,pathname7]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname7) 
        results7=xlsread([pathname7,fname7]); 
        L7=results7(:,1)*10^9; 
        h7=results7(:,3)*10^9; 
        s7=results7(:,2)*10^9; 
        [fname8,pathname8]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname8) 
        results8=xlsread([pathname8,fname8]); 
        L8=results8(:,1)*10^9; 
        h8=results8(:,3)*10^9; 
        s8=results8(:,2)*10^9; 
        [fname9,pathname9]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname9) 
        results9=xlsread([pathname9,fname9]); 
        L9=results9(:,1)*10^9; 
        h9=results9(:,3)*10^9; 
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        s9=results9(:,2)*10^9; 
        num=9; 
    elseif impbutton==10 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(:,1)*10^9; 
        h1=results1(:,3)*10^9; 
        s1=results1(:,2)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(:,1)*10^9; 
        h2=results2(:,3)*10^9; 
        s2=results2(:,2)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(:,1)*10^9; 
        h3=results3(:,3)*10^9; 
        s3=results3(:,2)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(:,1)*10^9; 
        h4=results4(:,3)*10^9; 
        s4=results4(:,2)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(:,1)*10^9; 
        h5=results5(:,3)*10^9; 
        s5=results5(:,2)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(:,1)*10^9; 
        h6=results6(:,3)*10^9; 
        s6=results6(:,2)*10^9; 
        [fname7,pathname7]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname7) 
        results7=xlsread([pathname7,fname7]); 
        L7=results7(:,1)*10^9; 
        h7=results7(:,3)*10^9; 
        s7=results7(:,2)*10^9; 
        [fname8,pathname8]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname8) 
        results8=xlsread([pathname8,fname8]); 
        L8=results8(:,1)*10^9; 
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        h8=results8(:,3)*10^9; 
        s8=results8(:,2)*10^9; 
        [fname9,pathname9]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname9) 
        results9=xlsread([pathname9,fname9]); 
        L9=results9(:,1)*10^9; 
        h9=results9(:,3)*10^9; 
        s9=results9(:,2)*10^9; 
        [fname10,pathname10]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname10) 
        results10=xlsread([pathname10,fname10]); 
        L10=results10(:,1)*10^9; 
        h10=results10(:,3)*10^9; 
        s10=results10(:,2)*10^9; 
        num=10; 
end 
  
%% Plotting 
  
erbtn=questdlg('What type of error bars would you like to use?','Error 
Bars','Standard Deviation','Standard Deviation of the Mean','Standard 
Deviation'); 
switch erbtn 
    case 'Standard Deviation' 
        std=2; 
    case 'Standard Deviation of the Mean' 
        std=3; 
end 
  
if num==1 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Experimental condition for 1st file?','Condition',1); 
    subplot(2,1,1) 
    
errorbar(str2num(x{1}),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','
k','MarkerFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    
errorbar(str2num(x{1}),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','
k','MarkerFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==2 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
    hold on 
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errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==3 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
    hold on 
    
errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),L3(1),L3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),s3(1),s3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==4 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
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    hold on 
    
errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),L3(1),L3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),L4(1),L4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),s3(1),s3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),s4(1),s4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==5 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
    hold on 
    
errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),L3(1),L3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),L4(1),L4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),L5(1),L5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
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    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),s3(1),s3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),s4(1),s4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),s5(1),s5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==6 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
    hold on 
    
errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),L3(1),L3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),L4(1),L4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),L5(1),L5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),L6(1),L6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
74  
    
errorbar(x1(3),s3(1),s3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),s4(1),s4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),s5(1),s5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),s6(1),s6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==7 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
    hold on 
    
errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),L3(1),L3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),L4(1),L4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),L5(1),L5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),L6(1),L6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(7),L7(1),L7(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),s3(1),s3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
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errorbar(x1(4),s4(1),s4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),s5(1),s5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),s6(1),s6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(7),s7(1),s7(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==8 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
    hold on 
    
errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),L3(1),L3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),L4(1),L4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),L5(1),L5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),L6(1),L6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(7),L7(1),L7(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(8),L8(1),L8(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
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errorbar(x1(3),s3(1),s3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),s4(1),s4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),s5(1),s5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),s6(1),s6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(7),s7(1),s7(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(8),s8(1),s8(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==9 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
    hold on 
    
errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),L3(1),L3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),L4(1),L4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),L5(1),L5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),L6(1),L6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(7),L7(1),L7(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(8),L8(1),L8(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(9),L9(1),L9(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
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    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),s3(1),s3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),s4(1),s4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),s5(1),s5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),s6(1),s6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(7),s7(1),s7(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(8),s8(1),s8(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(9),s9(1),s9(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==10 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x1=str2num(x{1}); 
    subplot(2,1,1) 
    hold on 
    
errorbar(x1(1),L1(1),L1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),L2(1),L2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),L3(1),L3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),L4(1),L4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),L5(1),L5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),L6(1),L6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
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errorbar(x1(7),L7(1),L7(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(8),L8(1),L8(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(9),L9(1),L9(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(10),L10(1),L10(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','M
arkerFaceColor','c','MarkerSize',5) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    
errorbar(x1(1),s1(1),s1(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(2),s2(1),s2(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(3),s3(1),s3(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(4),s4(1),s4(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(5),s5(1),s5(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(6),s6(1),s6(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(7),s7(1),s7(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(8),s8(1),s8(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(9),s9(1),s9(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','Mark
erFaceColor','c','MarkerSize',5) 
    
errorbar(x1(10),s10(1),s10(std),'sk','LineWidth',1.5,'MarkerEdgeColor','k','M
arkerFaceColor','c','MarkerSize',5) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
end 
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7.8.3  Matlab Program BoxPlotCompare.m Code 
clc; close all; clear all; 
  
%% Data Import 
  
impbutton=menu('How many results would you like to 
compare?','1','2','3','4','5', '6', '7', '8', '9', '10'); 
  
if impbutton==1 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1); 
        results1=xlsread([pathname1,fname1]); 
        num=1; 
        L1=results1(1,:)*10^9; 
         
        s1=results1(2,:)*10^9; 
    elseif impbutton==2 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
        L1(isnan(L1))=[]; 
        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        num=2; 
    elseif impbutton==3 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
        L1(isnan(L1))=[]; 
        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(1,:)*10^9; 
        L3(isnan(L3))=[]; 
        s3=results3(1,:)*10^9; 
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        num=3; 
    elseif impbutton==4 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
        L1(isnan(L1))=[]; 
        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(1,:)*10^9; 
        L3(isnan(L3))=[]; 
        s3=results3(1,:)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(1,:)*10^9; 
        L4(isnan(L4))=[]; 
        s4=results4(1,:)*10^9; 
        num=4; 
    elseif impbutton==5 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
        L1(isnan(L1))=[]; 
        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(1,:)*10^9; 
        L3(isnan(L3))=[]; 
        s3=results3(1,:)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
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        L4=results4(1,:)*10^9; 
        L4(isnan(L4))=[]; 
        s4=results4(1,:)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(1,:)*10^9; 
        L5(isnan(L5))=[]; 
        s5=results5(1,:)*10^9; 
        num=5; 
    elseif impbutton==6 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
        L1(isnan(L1))=[]; 
        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(1,:)*10^9; 
        L3(isnan(L3))=[]; 
        s3=results3(1,:)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(1,:)*10^9; 
        L4(isnan(L4))=[]; 
        s4=results4(1,:)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(1,:)*10^9; 
        L5(isnan(L5))=[]; 
        s5=results5(1,:)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(1,:)*10^9; 
        L6(isnan(L6))=[]; 
        s6=results6(1,:)*10^9; 
        num=6; 
    elseif impbutton==7 
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        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
        L1(isnan(L1))=[]; 
        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(1,:)*10^9; 
        L3(isnan(L3))=[]; 
        s3=results3(1,:)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(1,:)*10^9; 
        L4(isnan(L4))=[]; 
        s4=results4(1,:)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(1,:)*10^9; 
        L5(isnan(L5))=[]; 
        s5=results5(1,:)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(1,:)*10^9; 
        L6(isnan(L6))=[]; 
        s6=results6(1,:)*10^9; 
        [fname7,pathname7]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname7) 
        results7=xlsread([pathname7,fname7]); 
        L7=results7(1,:)*10^9; 
        L7(isnan(L7))=[]; 
        s7=results7(1,:)*10^9; 
        num=7; 
    elseif impbutton==8 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
        L1(isnan(L1))=[]; 
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        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(1,:)*10^9; 
        L3(isnan(L3))=[]; 
        s3=results3(1,:)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(1,:)*10^9; 
        L4(isnan(L4))=[]; 
        s4=results4(1,:)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(1,:)*10^9; 
        L5(isnan(L5))=[]; 
        s5=results5(1,:)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(1,:)*10^9; 
        L6(isnan(L6))=[]; 
        s6=results6(1,:)*10^9; 
        [fname7,pathname7]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname7) 
        results7=xlsread([pathname7,fname7]); 
        L7=results7(1,:)*10^9; 
        L7(isnan(L7))=[]; 
        s7=results7(1,:)*10^9; 
        [fname8,pathname8]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname8) 
        results8=xlsread([pathname8,fname8]); 
        L8=results8(1,:)*10^9; 
        L8(isnan(L8))=[]; 
        s8=results8(1,:)*10^9; 
        num=8; 
    elseif impbutton==9 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
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        L1(isnan(L1))=[]; 
        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(1,:)*10^9; 
        L3(isnan(L3))=[]; 
        s3=results3(1,:)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(1,:)*10^9; 
        L4(isnan(L4))=[]; 
        s4=results4(1,:)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(1,:)*10^9; 
        L5(isnan(L5))=[]; 
        s5=results5(1,:)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(1,:)*10^9; 
        L6(isnan(L6))=[]; 
        s6=results6(1,:)*10^9; 
        [fname7,pathname7]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname7) 
        results7=xlsread([pathname7,fname7]); 
        L7=results7(1,:)*10^9; 
        L7(isnan(L7))=[]; 
        s7=results7(1,:)*10^9; 
        [fname8,pathname8]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname8) 
        results8=xlsread([pathname8,fname8]); 
        L8=results8(1,:)*10^9; 
        L8(isnan(L8))=[]; 
        s8=results8(1,:)*10^9; 
        [fname9,pathname9]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname9) 
        results9=xlsread([pathname9,fname9]); 
        L9=results9(1,:)*10^9; 
        L9(isnan(L9))=[]; 
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        s9=results9(1,:)*10^9; 
        num=9;             
    elseif impbutton==10 
        [fname1,pathname1]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname1) 
        results1=xlsread([pathname1,fname1]); 
        L1=results1(1,:)*10^9; 
        L1(isnan(L1))=[]; 
        s1=results1(2,:)*10^9; 
        [fname2,pathname2]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname2) 
        results2=xlsread([pathname2,fname2]); 
        L2=results2(1,:)*10^9; 
        L2(isnan(L2))=[]; 
        s2=results2(1,:)*10^9; 
        [fname3,pathname3]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname3) 
        results3=xlsread([pathname3,fname3]); 
        L3=results3(1,:)*10^9; 
        L3(isnan(L3))=[]; 
        s3=results3(1,:)*10^9; 
        [fname4,pathname4]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname4) 
        results4=xlsread([pathname4,fname4]); 
        L4=results4(1,:)*10^9; 
        L4(isnan(L4))=[]; 
        s4=results4(1,:)*10^9; 
        [fname5,pathname5]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname5) 
        results5=xlsread([pathname5,fname5]); 
        L5=results5(1,:)*10^9; 
        L5(isnan(L5))=[]; 
        s5=results5(1,:)*10^9; 
        [fname6,pathname6]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname6) 
        results6=xlsread([pathname6,fname6]); 
        L6=results6(1,:)*10^9; 
        L6(isnan(L6))=[]; 
        s6=results6(1,:)*10^9; 
        [fname7,pathname7]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname7) 
        results7=xlsread([pathname7,fname7]); 
        L7=results7(1,:)*10^9; 
        L7(isnan(L7))=[]; 
        s7=results7(1,:)*10^9; 
        [fname8,pathname8]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname8) 
        results8=xlsread([pathname8,fname8]); 
        L8=results8(1,:)*10^9; 
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        L8(isnan(L8))=[]; 
        s8=results8(1,:)*10^9; 
        [fname10,pathname10]=uigetfile({'*.xlsx;*.xls','Excel Files (*.xlsx, 
*.xls)'},'Choose a data file'); 
        cd(pathname10) 
        results10=xlsread([pathname10,fname10]); 
        L10=results10(1,:)*10^9; 
        L10(isnan(L10))=[]; 
        s10=results10(1,:)*10^9; 
        num=10;             
end 
  
  
  
  
if num==1 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Experimental condition for 1st file?','Condition',1); 
    figure; 
    subplot(2,1,1) 
    boxplot(L1, 'labels', {x}) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    boxplot(s1, 'labels', {x}) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==2 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
    figure; 
    subplot(2,1,1) 
    hold on 
    L = NaN*ones(150,2); 
    L(1:length(L1),1)=L1'; 
    L(1:length(L2),2)=L2'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,2); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==3 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
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    figure; 
    subplot(2,1,1) 
    hold on 
    L = NaN*ones(150,3); 
    L(1:length(L1),1)=L1'; 
    L(1:length(L2),2)=L2'; 
    L(1:length(L3),3)=L3'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,3); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    S(1:length(s3),3)=s3'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==4 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
    figure; 
    subplot(2,1,1) 
    hold on 
    L = NaN*ones(150,4); 
    L(1:length(L1),1)=L1'; 
    L(1:length(L2),2)=L2'; 
    L(1:length(L3),3)=L3'; 
    L(1:length(L4),4)=L4'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,4); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    S(1:length(s3),3)=s3'; 
    S(1:length(s4),4)=s4'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==5 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
    figure; 
    subplot(2,1,1) 
    hold on 
    L = NaN*ones(150,5); 
    L(1:length(L1),1)=L1'; 
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    L(1:length(L2),2)=L2'; 
    L(1:length(L3),3)=L3'; 
    L(1:length(L4),4)=L4'; 
    L(1:length(L5),5)=L5'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,5); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    S(1:length(s3),3)=s3'; 
    S(1:length(s4),4)=s4'; 
    S(1:length(s5),5)=s5'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==6 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
    figure; 
    subplot(2,1,1) 
    hold on 
    L = NaN*ones(150,6); 
    L(1:length(L1),1)=L1'; 
    L(1:length(L2),2)=L2'; 
    L(1:length(L3),3)=L3'; 
    L(1:length(L4),4)=L4'; 
    L(1:length(L5),5)=L5'; 
    L(1:length(L6),6)=L6'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,6); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    S(1:length(s3),3)=s3'; 
    S(1:length(s4),4)=s4'; 
    S(1:length(s5),5)=s5'; 
    S(1:length(s6),6)=s6'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==7 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
    figure; 
    subplot(2,1,1) 
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    hold on 
    L = NaN*ones(150,7); 
    L(1:length(L1),1)=L1'; 
    L(1:length(L2),2)=L2'; 
    L(1:length(L3),3)=L3'; 
    L(1:length(L4),4)=L4'; 
    L(1:length(L5),5)=L5'; 
    L(1:length(L6),6)=L6'; 
    L(1:length(L7),7)=L7'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,7); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    S(1:length(s3),3)=s3'; 
    S(1:length(s4),4)=s4'; 
    S(1:length(s5),5)=s5'; 
    S(1:length(s6),6)=s6'; 
    S(1:length(s7),7)=s7'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==8 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
    figure; 
    subplot(2,1,1) 
    hold on 
    L = NaN*ones(150,8); 
    L(1:length(L1),1)=L1'; 
    L(1:length(L2),2)=L2'; 
    L(1:length(L3),3)=L3'; 
    L(1:length(L4),4)=L4'; 
    L(1:length(L5),5)=L5'; 
    L(1:length(L6),6)=L6'; 
    L(1:length(L7),7)=L7'; 
    L(1:length(L8),8)=L8'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,8); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    S(1:length(s3),3)=s3'; 
    S(1:length(s4),4)=s4'; 
    S(1:length(s5),5)=s5'; 
    S(1:length(s6),6)=s6'; 
    S(1:length(s7),7)=s7'; 
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    S(1:length(s8),8)=s8'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==9 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
    figure; 
    subplot(2,1,1) 
    hold on 
    L = NaN*ones(150,9); 
    L(1:length(L1),1)=L1'; 
    L(1:length(L2),2)=L2'; 
    L(1:length(L3),3)=L3'; 
    L(1:length(L4),4)=L4'; 
    L(1:length(L5),5)=L5'; 
    L(1:length(L6),6)=L6'; 
    L(1:length(L7),7)=L7'; 
    L(1:length(L8),8)=L8'; 
    L(1:length(L9),9)=L9'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,9); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    S(1:length(s3),3)=s3'; 
    S(1:length(s4),4)=s4'; 
    S(1:length(s5),5)=s5'; 
    S(1:length(s6),6)=s6'; 
    S(1:length(s7),7)=s7'; 
    S(1:length(s8),8)=s8'; 
    S(1:length(s9),9)=s9'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
elseif num==10 
    V=inputdlg('What are you varying?','Variable',1); 
    x=inputdlg('Enter the values used (separated by spaces)'); 
    x=str2num(cell2mat(x)); 
    figure; 
    subplot(2,1,1) 
    hold on 
    L = NaN*ones(150,10); 
    L(1:length(L1),1)=L1'; 
    L(1:length(L2),2)=L2'; 
    L(1:length(L3),3)=L3'; 
    L(1:length(L4),4)=L4'; 
    L(1:length(L5),5)=L5'; 
    L(1:length(L6),6)=L6'; 
    L(1:length(L7),7)=L7'; 
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    L(1:length(L8),8)=L8'; 
    L(1:length(L9),9)=L9'; 
    L(1:length(L10),10)=L10'; 
    boxplot(L, 'labels', x) 
    title('LPS Thickness','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('L [nm]','fontweight','b') 
    subplot(2,1,2) 
    hold on 
    S = NaN*ones(150,10); 
    S(1:length(s1),1)=s1'; 
    S(1:length(s2),2)=s2'; 
    S(1:length(s3),3)=s3'; 
    S(1:length(s4),4)=s4'; 
    S(1:length(s5),5)=s5'; 
    S(1:length(s6),6)=s6'; 
    S(1:length(s7),7)=s7'; 
    S(1:length(s8),8)=s8'; 
    S(1:length(s9),9)=s9'; 
    S(1:length(s10),10)=s10'; 
    boxplot(S, 'labels', x) 
    title('Root or Mesh Spacing','fontsize',14,'fontweight','b') 
    xlabel(V,'fontweight','b') 
    ylabel('s [nm]','fontweight','b') 
end 
  
  
  
   
