Abstract We propose computationally highly efficient Neyman-Pearson (NP) tests for anomaly detection over birth-death type discrete time Markov chains. Instead of relying on extensive Monte Carlo simulations (as in the case of the baseline NP), we directly approximate the loglikelihood density to match the desired false alarm rate; and therefore obtain our efficient implementations. The proposed algorithms are appropriate for processing large scale data in online applications with real time false alarm rate controllability. Since we do not require parameter tuning, our algorithms are also adaptive to non-stationarity in the data source. In our experiments, the proposed tests demonstrate superior detection power compared to the baseline NP while nearly achieving the desired rates with negligible computational resources.
Introduction
The irregular data that is significantly different from the vast majority often deserves special attention especially in the security applications [2, 3, 5, 15] . For instance, an atypical or suspicious network activity can be due to a hacked computer and should raise concerns [17] . Similarly, the failure (of a machine) can produce irregular power consumption in a factory, where the failure can be detected by a careful inspection of the data and then fixed [7] . For this reason, detection of the irregularity has been widely studied in the signal processing [4, 8, 19, 21] and machine learning [2] literatures, where the problem is referred to by various names such as anomaly detection, outlier detection and intrusion detection [2] . Since the output of the anomaly detection is in general an alarm requiring immediate action, an intolerable number of false alarms is certainly (and relatively more) frustrating (compared to the other type of detections) [20, 25] . To be more precise, the false alarm rate controllability in the anomaly detection applications is a crucial capability in addition to achieving the highest possible detection power. Therefore, a natural formulation of the anomaly detection problem is obtained through the Neyman-Pearson (NP) characterization [20, 25] since the NP test maximizes the detection power at a specified bearable false alarm rate [16] . Moreover, a correct detection, i.e., a true alarm, should also be produced promptly in a timely manner since, otherwise, it might be late to take the required action. To this end, we consider the temporal data produced by a birth-death type discrete time Markov chain (birth-death type DTMC) and propose two computationally efficient and highly scalable NP tests, which are appropriate for processing large scale data in real time. This study generalizes the online anomaly detection method of [14] with almost the same computational resources. Thus, our technique proposed in this paper is also directly applicable to online applications via the sequential framework of [14] .
The birth-death type DTMC is frequently used in many applications [6, 11, 12, 19, 26] for various purposes such as the learning of the statistical behavior [6, 19] and the background image [26] in video observations. Birth-death type chains are also used in [11, 12] for level-crossing based sampling. Other popular examples are in the literature of counting processes and their queuing applications, cf. [6] as well as the references therein. Hence, we emphasize that the proposed computationally highly efficient anomaly detection methods can be used to process the large scale data from a wide variety of applications in various domains. On the other hand, several impressive anomaly detection techniques have been already proposed for the data generated by the Markov chains [1-3, 5, 9, 10, 13, 19, 23] , which are closely related to our study. However, these techniques do not directly and explicitly consider false alarm controllability, which is -in contrast-the main focus in this paper. For example, a test instance is declared anomalous in [23] if its probability under the constructed first order Markov model is below a certain threshold, where Monte Carlo simulations are required to relate this probability threshold to a desired false alarm rate. Such a requirement makes the method [23] impractical for large scale applications, whereas our technique maximizes the detection power at the desired false alarm rate with almost negligible computational costs through simple function evaluations without extensive simulations. Hence, one can directly apply our methods to fast streaming data in the, for example, online systems by using the online framework of [14] . The hidden Markov model is extended in [13] to cover the partially observed but erroneous, i.e., anomalous, state observations, which -howeverdoes not explicitly detect anomalies but instead implicitly handle them for state recognition purposes. In the video anomaly identification method of [19] , a 2-state (hence a birth death-type) Markov chain is applied to model the foreground and background labels at each pixel, where statistically significant deviations are declared as anomalous labels. The result is a statistical background being capable of anomaly detection. Similar to [23] , this method [19] also heavily relies on Monte Carlo simulations. It is computationally intractable to perform [19] at each pixel in real time under varying source statistics; on the contrary, one can readily use our technique for video anomaly identification in the framework of [19] under non stationarity.
Neyman-Pearson (NP) tests for anomaly detection purposes have been successfully applied to data in several domains in machine learning [18, 20, 24, 25] . In these methods, the core approach is to declare a test instance anomalous, if the distance from the test instance to a nominal set of data is sufficiently large [24] , for which an efficient implementation can be found in [18] . The generalization from this core approach to the NP characterization is through ranking the distances from a validation set of instances to the training set [25] . When the anomalies are uniformly distributed, the NP test is equivalent to simply deciding whether a test instance is in the minimum volume (MV) set of the nominal distribution [20] . Since these methods [18, 20, 24, 25] are non-parametric, the MV membership decision requires pair-wise distance calculations and ranking, which makes them computationally prohibitive for large scale applications. In this paper, we also use the NP approach by assuming that the anomalies are uniformly distributed, i.e., we also use the MV approach, to control the number of false alarms while maximizing the detection power. However, unlike non-parametric methods in [18, 20, 24, 25] , our technique relies on a parametric model, i.e., birth-death type DTMC, which allows computationally highly scalable and efficient implementations through the introduced log-likelihood density approximations. Moreover, our technique does not require to relate algorithmic parameters to the desired false alarm rate, i.e., it is parameter tuning free in terms of false alarm rate controllability, with strong adaptation capabilities to non-stationarity, cf. [14] for the details of this adaptation.
We provide the problem description in Section 2. After our log-likelihood density approximation is described in Section 3, we present our efficient anomaly detection tests in Section 4. We demonstrate the performance of our algorithms in Section 5 through several numerical examples and simulations. The paper concludes with final remarks in Section 6.
Problem Description
Suppose that X n (with X n ∈ S, ∀n) is a stochastic process from a birth-death type Discrete Time Markov Chain (DTMC), where one observes transitions only between the neighboring states. In this model, S = {1, 2, · · · , N} is the state space of cardinality N (N is the number of states); and the states i and j are neighbors, if |i − j | ≤ 1. We denote the state transition probabilities by λ ij and the initial state probabilities by π i . To be more precise, X n starts a realization w n from a state j ∈ S with probability π j ; preserves -once a realization is started-its state i ∈ S with probability λ ii and make a transition from the state i to the state j with probability λ ij at any time n. However, since this is a birth-death type DTMC, only up/down or right/left transitions are possible, i.e., λ ij = 0, if |i − j | > 1. Note that for a given realization w n , one can straightforwardly calculate the probability p(w n ) under this model. A corresponding 4-state (N = 4) birth-death type DTMC is illustrated in Fig. 1 . Chain (DTMC) model is illustrated. A corresponding realization w n (from the underlying process X n ) is processed to extract the sufficient statistics for our anomaly detection purposes such as θ j , k
is the total number of right/up (left/down) transitions in the window sequence w n ; and θ i is the total number of state i observations. These statistics (i.e. θ j , k
are sufficient to obtain the probability p(w n ) of the sequence w n under the introduced DTMC model.
In this paper, our aim is to process big amounts of data from an infinite stream x n of the underlying stochastic process X n (window-by-window via a sliding window approach) and decide whether a window w n of length L extracted from x n is statistically consistent with the underlying process X n , i.e., whether it is "anomalous", at a specified false alarm rate τ ∈ [0, 1] in a computationally highly efficient manner.
To this end, we design a test, which declares an anomaly when
where the second inequality is for the required false alarm rate constraint. Note that δ(τ, L) is the detection threshold as a function of the test window length L and the user specified desired false alarm rate τ ; and 1 {·} is the indicator function returning 1 if its argument is TRUE; and returning 0, otherwise. We emphasize that the test presented in Eq. 1 is precisely the Neyman-Pearson (NP) test, i.e., the most powerful test at the specified false alarm rate τ , when the anomalies are uniformly distributed and the threshold δ(τ, L) is set correctly.
To obtain this most powerful NP test (under the assumption of uniformly distributed anomalies), we first re-write the same anomaly detection test in Eq. 1 through the log-likelihood transformation z = log p(w n ) such that an anomaly is declared when
Here, we use the same notation for the detection thresholds before and after the log-likelihood transformation, which are actually different, for the presentational clarity. Also, recall that the false alarm rate due to the log-likelihood thresholding with any given threshold ν is given by
Then, we find the threshold δ(τ, L) in Eq. 2 by maximizing the anomaly detection power, i.e., minimize the miss probability, at the specified false alarm rate τ . Since the most powerful test is simply a likelihood ratio test (which becomes a simple thresholding on the log-likelihood when the anomalies are uniformly distributed), maximizing over ν maximizes the detection rate due to the NP characterization of anomalies. Therefore, the desired threshold is obtained via
Based on this problem description, our goal is to develop the NP test, i.e., the anomaly detection rule in Eq. 2 performed with the threshold in Eq. 3 which yields the highest detection at the desired false alarm rate, in a computationally highly efficient manner under the introduced birthdeath type DTMC model. Therefore, the proposed anomaly detection tests are appropriate for processing data at large scales in online applications and can be directly used in the sequential framework of [14] .
Log-Likelihood Under DTMC
We formulate the anomaly detection problem (in Section 2) in the Neyman-Pearson (NP) framework to achieve the real time false alarm rate controllability. The presented test in Eq. 2 requires one to calculate the test statistic z, i.e., the log-likelihood z = log p(w n ) under the introduced N-state birth-death type Discrete Time Markov Chain (DTMC), as well as the corresponding test threshold δ(τ, L). Both of these calculations must be performed computationally efficiently in order to obtain the anomaly detection at the specified false alarm rate, which is intended to be appropriate for processing data at large scales in online applications. Although the calculation of the log-likelihood z = log p(w n ) (or p(w n )) is straightforward and simple, i.e., not computationally demanding, the calculation of the test threshold δ(τ, L) is cumbersome since it requires to find the complicated log-likelihood density p(z).
We note that since the window w n of length L is from a domain of cardinality N L , i.e., since w n is a discrete random variable with finite sample space, the log-likelihood distribution p(z) (as well as the actual distribution p(w n )) is actually a probability mass function, which can be calculated as
once p(w n ) can be calculated. However, this indirect definition or calculation of p(z) yields a complicated false alarm rate definition as
which in turn complicates the calculation of the correct threshold in Eq. 3 and therefore hinders the efficient implementations of the described anomaly detection.
To overcome this difficulty, we propose to approximate the log-likelihood density p(z) as a mixture of Gaussian densities and directly obtain, based on this approximation, the test threshold δ(τ, L) as the corresponding Gaussian quantiles via simple function evaluations. We explain the details of our approach in the following.
Log-Likelihood Density Approximation
Under the introduced birth-death type DTMC model, the probability of a window sequence w n of length L (extracted from a mother sequence x n during a window-by-window processing) can be calculated as
where the multipliers, λ w i w i+1 's, can attain only 3N − 2 unique values with N being the number of states (since this is a birth death type chain; it would be N 2 in the general case of Markov chains), i.e., 3N − 2 = |{λ ij :
Based on this observation, one can re-write the probability p(w n ) as
where k o i is the total number of the state preservations at the state i and k
is the total number of right/up (left/down) transitions in the window sequence w n , i.e.,
is the total number of state i observations in the window sequence w n , i.e., total waiting time in the state i, one can reach
where
is necessary for handling the boundary conditions. Thus, taking the logarithm of the both sides, we obtain the log-likelihood expression as
where we omit the term (due to the initial conditions) log
since its contribution to the log-likelihood is negligible for relatively large sequence length L.
Remark 1
We emphasize that the log-likelihood log p(w n ) is a function of the three quantities, i.e., the total number θ i of state i observations as well as the total number of right/up and left/down transitions. Thus, these are essentially the signal features that are necessary and sufficient for statistical inferences regarding the window sequence under the introduced birth-death type DTMC. Accordingly, in the proposed anomaly detection method, these are the only quantities to be extracted and processed, which actually allows our computationally efficient tests that are appropriate for large scale applications, cf. Fig. 1 .
After we obtain the log-likelihood expression z = log p(w n ) in Eq. 6, we next model the log-likelihood density p(z) (note that since w n is random, z = log p(w n ) is also random) in order to obtain the threshold δ(τ, L) of the desired NP test in Eq. 2 in a computationally efficient manner such that -for example-an online implementation is possible. For this purpose, we consider the Bernoulli parameter estimation for the described sufficient statistics of the log-likelihood in Eq. 6. Note that
) .
Based on these Bernoulli estimators
which is -conditioned on θ i -Gaussian distributed with mean 0 and variance
, where
Then, one can obtain
where h i is a constant with
Then, for the log-likelihood density conditioned on the knowledge of θ = [θ 1 , θ 2 , · · · , θ N ] T (composing of sufficiently large θ i 's), we have
where we naively assume that i 's are independent.
Remark 2 We approximate the probability mass function p(z| = θ ) (z| is discrete) by the probability density function f (z| = θ ) (z| becomes artificially continuous for the approximation), and hence, we switch from notation "p" to "f " to make the distinction clear. As a result of this, we obtain the (unconditional) loglikelihood density using the priors over as
where the prior f (θ) is also Gaussian distributed, i.e., the probability mass function p(θ ) can also be approximated by a Gaussian distribution as in the case of the conditional log-likelihood density. To obtain this prior f (θ), we again consider the Bernoulli estimator
Here, the covariance γ can be straightforwardly obtained, cf. [22] for the details, as
where R is the matrix of state transition probabilities consisting of the terms λ i(i±1) , and
with D π being the diagonal matrix of π of appropriate size.
Anomaly Detection Tests with False Alarm Rate Controllability
We emphasize that the NP test for anomaly detection presented in Eq. 1 or equivalently (due to the log-likelihood transformation) in Eq. 2 can be readily obtained via extensive Monte Carlo simulations which is named as the "MCNP" (Monte Carlo Neyman Pearson) method in this paper, cf. Fig. 2 . To be more precise, one can easily sample many window sequences {w i n } MC i=1 (of length L) and for each of these window sequences, the corresponding loglikelihood values can be calculated as {z i } MC i=1 under the introduced birth-death type DTMC, where z i = log p(w i n ). Here, suppose that these values are sorted in the ascending order without loss of generality, i.e., z i ≤ z j , if i ≤ j . Then, the corresponding threshold in Eq. 2 can be found as δ(τ, L) = z τ ×MC . 2 On the other hand, due to these computationally heavy and extensive Monte Carlo simulations (the generation of sorted z i 's here) which are necessary to match the desired false alarm rate τ , MCNP is prohibitively complex for applications requiring data processing at large scales and therefore it cannot be used -for instance-in the online applications. Figure 2 We propose two computationally highly efficient anomaly detection tests at the specified false alarm rate τ with real time data processing capabilities, which are based on our log-likelihood density approximation: i) AMCNP and ii) TFNP. We compare these tests with the baseline method MCNP, please refer to our experiments for the comparisons.
Nevertheless, the approximate log-likelihood density in Eq. 8 allows us to propose two other anomaly detection tests: i) The "AMCNP" (Approximate Monte Carlo Neyman Pearson) test, which is an approximate NP test through significantly more efficient Monte Carlo simulations (compared to the ones in the case of MCNP) ii) The "TFNP" (Two Fold Neyman Pearson) test which is a two-fold NP test that matches the desired false alarm rate via simple function evaluations without Monte Carlo simulations. We illustrate these tests AMCNP and TFNP in Fig. 2 and present the details in the following.
The Test Method AMCNP
This test method AMCNP is based on Monte Carlo simulations, where the execution of these simulations are computationally highly efficient compared to the simulations in the case of the test method MCNP. Namely, both the methods AMCNP and MCNP contain sampling. However, MCNP samples sequences, whereas AMCNP samples certain variables such as the total counts. The reason for the sampling efficiency in the case of AMCNP is that sampling the sequences in a generative manner (as in the case of MCNP) is computationally much more expensive than directly sampling a few variables such as the total counts (as in the case of AMCNP). Thus, AMCNP is appropriate for online applications.
AMCNP uses the approximate log-likelihood density in Eq. 8 to generate the sorted log-likelihood values
and set δ(τ, L) = z τ ×MC . Here, each z i is obtained as follows: i) First, one samples θ i from the distribution f , ii) and then samples z i from the distribution f Z| . Note that this described process of the generation of z i does not require the generation of a window sequence (of length L) w i n (and therefore it does not require to run a birthdeath type DTMC) and calculate the log-likelihood z i = p(w i n ). Instead, since this described process only requires two simple probabilistic look-up's in addition to the "sorting" (sorting is common to both MCNP and AMCNP), it is appropriate for real-time processing of large scale data. An illustration of this test method AMCNP is presented in Fig. 2. 
The Test Method TFNP
We next propose a two-fold NP test named "TFNP", which does not require extensive Monte Carlo simulations or sorting as in the cases of MCNP or AMCNP. Instead, the test method TFNP directly calculates the corresponding quantile to match the desired false alarm rate via two separate and hierarchical tests. Namely, TFNP is a successive application of two NP tests. The first test is applied against the variable , i.e., the total waiting time features extracted from the window sequence w n , at the false alarm rate τ 1 . If found an anomaly, it is declared; otherwise, the second test is applied against the conditional log-likelihood Z| = θ at the false alarm rate τ 2 such that a desired rate τ is achieved in the end. The test method TFNP is illustrated in Fig. 2. To be more precise, we first apply the Test 1, which is designed as
and if the result is positive, i.e., log f (θ) ≤ δ(τ 1 , L) is TRUE, then we declare an anomaly. Otherwise, we apply the Test 2, which is designed as
and if the result is positive, i.e., log f (θ) ≤ δ(τ 1 , L) is TRUE, then we declare an anomaly. Otherwise, we declare no anomaly. We also require τ 1 + (1 − τ 1 )τ 2 = τ to match the overall desired false alarm rate τ . Note that in the successive application of the individual tests of the method TFNP, the calculation of the signal feature θ (necessary for the Test 1) as well as the calculation of the log-likelihood z (necessary for the Test 2) for a given sequence w n are both straightforward and can be readily performed efficiently in a truly online manner during a window-by-window processing (generation of w n 's) of a mother sequence x n . However, the important step is the calculation of the correct thresholds δ (τ 1 , L) and δ(τ 2 , θ , L) , to match the desired false alarm rate τ in the end. In the following, we explain the details of the calculation of these thresholds.
Let us first start with δ(τ 1 , L) and observe that L) ), where
and α is chi-squared distributed with degree N. Note that the covariance γ is actually not full rank, i.e., its rank is N − 1, since sum of θ i 's is known to be L. This condition can be removed by considering the reduced version to the rank N −1. We use the reduced version (via skipping the last element in θ ) in this study to ensure the full rank condition. In general, one can use any reduction to the rank N − 1 by choosing any linearly independent set of N − 1 directions and applying the corresponding transformation, where this choice of reduction does not affect our derivations as long as the desired transformation is invertible. Hence, we need to satisfy
to match the desired rate τ 1 in the first level of TFNP. Since the solution to the equation
where χ(·, N) is the inverse of the cumulative distribution function for the chi-squared distribution of degree N. We emphasize that the evaluations of χ(·, N) do not require computational resources since it is based on a look-up table which can be prepared off-line. This completes the design of Test 1 of the TFNP method. Our derivations of the other threshold δ(τ 2 , θ , L) that is used in the Test 2 of the TFNP method follows similar lines. Since
where Q(·) is the cumulative distribution function of the normal distribution with zero mean and unit variance. This completes the design of Test 2 of the TFNP method. We finally note that the choice of the individual rates τ 1 and τ 2 is a design issue and in this study, we share the overall false alarm rate τ (specified by the user) equally between individual tests, i.e., τ 1 = τ 2 = 1 − √ 1 − τ , unless stated otherwise.
We point out the proposed anomaly detection tests AMCNP and TFNP are appropriate for fast streaming data applications since they require only limited (in the case of AMCNP) or even negligible (in the case of TFNP) computational cost. One can sequentially process data at large scales by using the online implementations of our tests and detect anomalies with real time false alarm rate controllability in a truly online manner. Moreover, no parameter tuning is required to match the desired false alarm rate even when the source statistics change; instead, the proposed tests can actually be implemented adaptive to the possible non-stationarities. For the details of the online implementation of -for instance-a reduced version of the test TFNP as well as the adaptivity to the non-stationarity, please refer to the study [14] . Nevertheless, we briefly note here that: i) The signal features θ , k , if w 1 = w 2 and w L = w L+1 . Finally, iv) the computation to obtain the desired threshold of TFNP is again a simple function evaluation, cf. Eqs. 11 and 12. For the details, please refer to the sequential data processing framework of [14] .
Experiments
In this section, we demonstrate the anomaly detection power and the false alarm rate controllability capabilities of the proposed tests AMCNP and TFNP in comparison to the baseline MCNP. We also present the computational running times of our techniques.
For this purpose, we design a set of experiments, where we use a N = 4 state birth-death type DTMC with a specific set of model parameters (these parameters are randomly chosen), i.e., to generate a nominal set of 10 5 sequences of length L = 100. Note that λ 10 = λ 45 = 0 is used for convention. We also generate 10 5 examples of anomalous sequences similarly from a N = 4 state birth-death type DTMC; however, we randomly change the model parameters for each of these anomalous sequences. Therefore, the anomalous behavior is simulated in this study as a change in the model parameters. For every nominal and anomalous sequence (in total 2 × 10 5 sequences are tested), we apply the following tests at various desired false alarm rates τ ∈ {0.01, 0.1, 0.2, · · · , 0.9, 0.99}: i) TFNP with τ 1 = τ 2 = 1− √ 1 − τ , ii) TFNP-A with τ 1 = τ and τ 2 = 0, iii) TFNP-B with τ 1 = 0 and τ 2 = τ , iv) AMCNP and finally v) MCNP. Here, we perform the tests TFNP-A and TFNP-B in order to clearly demonstrate the efficacy of the hierarchical combination of TFNP-A and TFNP-B by TFNP. MCNP is used as the baseline which is the direct application of the NP test via extensive Monte Carlo simulations. Note that MCNP is capable of precisely matching the desired false alarm rate with these simulations. On the other hand, the false alarm controllability by our methods TFNP and AMCNP is nearly achieved based on our log-likelihood approximation; however, in a computationally highly scalable and efficient manner.
In Fig. 3 , we present the Receiver Operating Characteristics (ROC) curves for these compared tests. We observe that the proposed test TFNP significantly outperforms the baseline MCNP since the anomalies are simulated in this paper as a change in the source statistics. If the anomalies were uniformly distributed, then it is already known that MCNP would be the optimal, i.e., the most powerful, by definition without a need for demonstration. On the other hand, MCNP is well approximated by our method AMCNP as illustrated in Fig. 3 , hence, AMCNP might be a better option (compared to TFNP) when the anomalies are uniformly distributed. Note that the method TFNP first applies the test TFNP-A at the rate τ 1 , and then applies the test TFNP-B at the rate τ 2 . This combination, i.e., the successive application in the TFNP, is clearly shown to outperform the individual tests since TFNP performs significantly better than TFNP-A and TFNP-B, cf. Fig. 3 . In terms of the false alarm rate controllability, we mention here a couple of examples in Fig. 3 . Finally, the running times of the optimized MAT-LAB codes on a standard work station for the Monte Carlo simulations of the tests AMCNP and MCNP are 74.9 and 3.7 seconds, respectively. Namely, AMCNP is ∼ 25× faster than MCNP. On the other hand, TFNP operates without such Monte Carlo simulations taking almost negligible time compared to AMCNP or MCNP. Therefore, the proposed techniques are computationally highly efficient and scalable and can be readily applied, by using the sequential processing framework of [14] , to fast streaming data in the contemporary online applications.
Conclusion
Two Neyman-Pearson (NP) tests are introduced for anomaly detection, which are both based on the log-likelihood density approximation that we derive for observations from the birth-death type DTMCs. The first test "AMCNP" uses this approximation to perform a "light" set of Monte Carlo simulations and "nearly" matches the desired false alarm rate. The second test "TFNP" applies a two fold NP tests against certain statistics and only requires simple function evaluations to "nearly" match the desired rate, i.e., to find the corresponding approximate density quantile, without Monte Carlo simulations. AMCNP is appropriate for detecting uniformly distributed, i.e., arbitrary, anomalies and operates ∼ 25× faster than the baseline NP, which requires "heavy" Monte Carlo simulations to "precisely" match the desired rate. TFNP operates incomparably faster than even AMCNP without simulations since its computational complexity is relatively negligible; and it is appropriate for detecting -not uniformly distributed but-the anomalies that are still drawn from birth-death type chains with different parameters (not with the nominal ones). Therefore, the introduced tests can be used to process data in large scales with real time false alarm rate controllability. Moreover, our algorithms do not require parameter tuning even under strong non-stationarity. Through several numerical examples in our experiments, we show that the proposed algorithms outperform the baseline NP in terms of the detection power, while nearly achieving the desired rate in a computationally highly scalable manner.
