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Abstract
In this paper, we consider an unmanned aerial vehicle-enabled interference channel (UAV-IC), where
each of the K UAVs communicates with its associated ground terminals (GTs) at the same time and
over the same spectrum. To exploit the new degree of freedom of UAV mobility for interference
coordination between the UAV-GT links, we formulate a joint trajectory and power control (TPC)
problem for maximizing the aggregate sum rate of the UAV-IC for a given flight interval, under the
practical constraints on the UAV flying speed, altitude, as well as collision avoidance. These constraints
couple the TPC variables across different time slots and UAVs, leading to a challenging large-scale
and non-convex optimization problem. By exploiting the problem structure, we show that the optimal
TPC solution follows the fly-hover-fly strategy, based on which the problem can be handled by firstly
finding an optimal hovering locations followed by solving a dimension-reduced TPC problem with
given initial and hovering locations of UAVs. For the reduced TPC problem, we propose a successive
convex approximation algorithm. To improve the computational efficiency, we further develop a parallel
TPC algorithm that is effciently implementable over multi-core CPUs. We also propose a segment-by-
segment method which decomposes the TPC problem into sequential TPC subproblems each with a
smaller problem dimension. Simulation results demonstrate the superior computation time efficiency of
the proposed algorithms, and also show that the UAV-IC can yield higher network sum rate than the
benchmark orthogonal schemes.
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optimization.
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2I. INTRODUCTION
An unmanned aerial vehicle (UAV), commonly known as a drone, is an aerial vehicle that can fly
autonomously or be piloted by a ground control station to accomplish commercial or military missions.
In recent years, UAVs have found many promising applications in wireless communications [1, 2] due
to their high agility, ability of on-demand and low-altitude deployment, and strong communication links
with the ground. For example, UAVs can be deployed rapidly as aerial base stations or aerial mobile
relays to provide enhanced communication performance for existing wireless communication networks
or support emergent service in war or disaster areas. Besides, UAVs can be used to perform remote
surveillance and deliver real-time video data to ground terminals (GTs) [3]. UAVs are also useful for
data collection and dissemination in wireless sensor networks [4–6].
Unlike the conventional wireless systems with static access points, UAV-enabled wireless communica-
tions often require joint consideration of trajectory planning and communication resource allocation. This
is because UAVs are usually energy constrained, hence optimal trajectory planning for saving energy is
of great importance in UAV applications [7]. Besides, interference management is challenging in UAV-
enabled multi-user wireless communications. Since the air-to-ground (A2G) channel between UAV and
GT usually consists of a strong line-of-sight (LoS) link [8], strong interference may be inevitable for both
uplink and downlink transmissions, which is in a sharp contrast to the conventional terrestrial wireless
networks with severe shadowing and channel fading. While interference can be avoided by orthogonal
transmission schemes, e.g., time-division multiple-access (TDMA) and frequency-division multiple-access
(FDMA), they usually lead to suboptimal and low spectrum utilization efficiency. Therefore, it is desirable
to develop new interference management techniques that cater to the unique A2G channel characteristic
and leverage the controllable mobility of UAVs. However, UAVs are usually subject to many flying
constraints, such as no limited zone, limited flight speed, minimum and maximum flying altitude and
so on. When there are multiple UAVs, the maintenance of safe separation between UAVs, i.e., collision
avoidance (CA), is another critical challenge [9] in the UAV trajectory design.
A. Related Work
There have been growing research efforts for UAV-enabled wireless communication systems. References
[10–15] considered the optimal placement of UAVs for either providing guaranteed quality-of-service
(QoS) for fixed GTs or maximizing the service coverage over a given area. Reference [16] studied
a UAV-enabled mobile relaying system, and proposed an efficient algorithm for joint UAV trajectory
and power control (TPC). The authors in [7] studied the energy-efficient UAV trajectory optimization
problem by taking into account the UAV’s propulsion energy consumption. Reference [4] considered the
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3UAV trajectory design for data collection in wireless sensor networks, and the authors in [17] studied
an interesting throughput-delay trade-off for UAV-enabled multi-user system. Reference [18] considered
the UAV heading optimization for an uplink scenario with multiple antennas at the UAV. A general
UAV-enabled radio access network (RAN) supporting multi-mode communications of the ground users
was considered in [19], where new designs for the UAV initial trajectory were proposed. The work [20]
utilized the UAV to offer dynamic computation offloading for GTs. Besides, a UAV-enabled wireless power
transfer (WPT) system is studied in [21], where the harvested energy profile of GTs is characterized by
optimizing the UAV trajectory.
Besides the works considering single UAV only, references [22–24] studied more complicated scenarios
with multiple UAVs. Specifically, [22] considered a scenario with multiple UAVs communicating with
one GT and derived the optimal TPC for minimizing both transmission and propulsion energy. [23]
considered the joint TPC and user association/scheduling problem for multiple UAVs serving multiple
GTs. [24] considered the use of multiple UAVs for coordinated multipoint (CoMP) transmission to serve
a set of GTs, and derived the optimal TPC and UAV deployment solutions for maximizing the ergodic
sum rate of users under random channel phases.
B. Contributions
In this paper, we study a UAV-enabled interference channel (UAV-IC), where K UAVs communicate
with their respective GTs at the same time and over the same spectrum, as shown in Fig. 1. This scenario
is well motivated in practice. For example, one use case is that the UAVs collect data from a field and
deliver the data to their respective serving GTs [4, 5]. Note that the UAV-IC considered in this paper is
generic and the techniques developed here can be generalized to other similar scenarios with multiple
UAVs [22–24].
In contrast to traditional interference channels with static terminals [25, 26], the UAV-IC allows one to
exploit the mobility of UAVs as a new degree of freedom to dynamically control the interference among
K communication links via joint trajectory optimization and power control. Therefore, we formulate a
joint TPC problem for maximizing the aggregate sum rate of all UAV-GT pairs. Different from most
prior works on UAV trajectory optimization, we consider not only the practical constraints on the flying
speed and altitude of each UAV, but also the minimum spacing constraint between UAVs for collision
avoidance in the three-dimensional (3D) space.
The formulated TPC problem for the UAV-IC has several major challenges. Firstly, the problem is
NP-hard in general since the sum rate maximization problem in interference channels even with static
terminals is NP-hard [25]. Secondly, the formulated problem involves joint TPC for all the K UAVs
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4and for each UAV, it usually includes a large number of TPC variables due to a long flying interval.
In the existing works such as [4, 7, 16, 23], the TPC optimization is usually handled by employing the
alternating optimization (AO) technique, which optimizes the trajectory variables and the transmission
power variables separately and iteratively. Both the subproblems for trajectory optimization and power
control are non-convex, and are often handled by the successive convex approximation (SCA) technique
[26–28]. However, the AO based methods may converge to a non-desirable local point, especially when
the variables are coupled with each other in the constraints [29]; they may not be time efficient either
since the algorithm involves two loops of optimizatation procedure (outer AO loop and inner SCA loop).
In this paper, we propose new and computationally efficient algorithms to solve the TPC problem for
the UAV-IC. The main contributions are summarized below.
1) Assuming that each UAV has to return to its initial location at the end of flight, we show that
the optimal solution to the TPC optimization problem has an interesting symmetric property. By
this property, the TPC problem can be decomposed to firstly finding the optimal hovering locations
of UAVs that maximize the instantaneous sum rate (i.e., the deployment problem), followed by
optimizing the TPC from the initial locations to the optimal hovering locations. Both problems have
significantly reduced problem dimensions than the original TPC problem. Similar decomposition
strategies are applicable to scenarios where the initial and destination locations of UAVs are different.
2) For the TPC optimization, we propose a new SCA algorithm with a locally tight surrogate rate
function that allows joint update of the trajectory variables and transmission powers in each iteration,
which is different from the AO based algorithms in [4, 7, 16, 23]. Numerical results show that the
proposed algorithm requires less computation time than the AO based method, while both of them
can achieve compariable sum rate performances.
3) To overcome the high computational complexity due to the large number of UAVs, based on the
block successive upper bound minimization method of multipliers (BSUMM) [29], we propose a
distributed TPC algorithm that can be implemented in parallel over multi-core CPUs. To further
reduce the computation time when the flight duration is large, we propose a segment-by-segment
strategy, which divides the entire flight trajectory into consecutive smaller time segments. The TPC
optimization for each time segment is thus more efficiently solvable.
The proposed SCA technique is also applied to the TPC problems when the UAVs adopt FDMA or
TDMA schemes. Simulation results not only show the superior computational efficiency of the proposed
algorithms over the conventional AO methods and improved spectrum efficiency than FDMA/TDMA.
The rest of this paper is organized as follows. Section II presents the system model of the UAV-IC and
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Fig. 1. The considered UAV-IC network with K = 5 UAV-GT pairs in a 3D Cartesian coordinate system. The UAVs collect
data from the field and deliver the data to their respective serving GTs.
the corresponding TPC optimization problem for maximizing the aggregate sum rate. The TPC optimal
solution is analyzed and a new SCA-based algorithm for efficient TPC optimization is presented in
Section III. In Section IV, a distributed TPC algorithm and a segment-by-segment method are proposed
for computation time reduction. In Section V, the proposed SCA algorithms are extended to FDMA and
TDMA schemes. The simulation results are given in Section VI and the work is concluded in Section
VII.
Notations: Column vectors and matrices are respectively written in boldfaced lower-case and upper-
case letters, e.g., a and A. The superscript (·)T represents the transpose. A  0 means that matrix A
is positive semidefinite. IK is the K ×K identity matrix; 1K is the K-dimensional all-one vector; 0K
is the K-dimensional all-zero vector. ‖a‖2 denotes the Euclidean norm of vector a, and ‖z‖2A , zTAz
for some A  0. diag({ai}) and diag(a), where a = [a1, . . . , am]T , both represent a diagonal matrix
with ai’s being the diagonal elements. Notation ⊗ denotes the Kronecker product.
II. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 1, we consider a UAV-enabled wireless communication system where K UAVs
respectively communicate with their associated GTs at the same time and over the same spectrum. For
convenience, we consider the downlink communication from the UAVs to GTs only, though the developed
results also apply to the uplink communication as well. Both UAVs and GTs are assumed to be equipped
with one omnidirectional antenna. The GT locations, denoted by sk ∈ R3 for k ∈ K , {1, . . . ,K},
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6are assumed to be known. Our goal is to jointly optimize the flight trajectories of the K UAVs and the
transmission powers for a given time horizon T so as to maximize the network throughput.
For ease of design, the time horizon T is discretized into N equally spaced time slots, i.e., T = NTs,
with Ts being the sampling interval. For each k ∈ K, denote qk[n] ∈ R3 as the location of the kth UAV
at time slot n, for n ∈ N , {1, . . . , N}. We denote qk[0] and qk[N + 1] as the initial and final locations
of the kth UAV, respectively.
Moreover, due to the mechanical and regulatory limitations, {qk[n]} are subject to several constraints.
Firstly, a UAV is usually subject to the minimum and maximum altitude constraints, which can be
represented as
Hmin ≤ (qk[n])3 ≤ Hmax, (1)
for all n ∈ N , k ∈ K, where (qk[n])3 represents the third element of qk[n]. Secondly, the flight speed
of each UAV is typically limited by the maximum level-flight speed VL, vertical ascending speed VA
and vertical descending speed VD. For example, VL = 17 m/s, VA = 5 m/s, and VD = 3 m/s for DJI
M200 [30], which is a commercial quadrotor used for power line inspection. The maximum UAV speed
constraints are equivalent to constraining the maximum distances that a UAV can move during one time
interval, i.e.,
‖(qk[n])1:2 − (qk[n− 1])1:2‖ ≤ dL,VLTs, (2a)
−VDTs,−dD ≤ (qk[n])3−(qk[n− 1])3 ≤ dA,VATs, (2b)
for all k ∈ K, and n ∈ N¯ , N ∪ {N + 1}, where (qk[n])1:2 denotes the first two components of the
vector qk[n]. Thirdly, to ensure collision avoidance, any two UAVs need to be separated by a minimum
distance dmin at any time instance, that is, for all j, k ∈ K, j > k and n ∈ N ,
‖qj [n]− qk[n]‖ ≥ dmin. (3)
Previous channel field measurements have shown that the LoS component dominates the A2G channels
in many practical scenarios [8], especially for rural areas or moderately high UAV altitude. Therefore, in
this paper, the channel gain between jth UAV and kth GT is modeled by the free-space path loss model,
which can be expressed as β0‖qj [n]−sk‖2 . Here, β0 denotes the channel power gain at the reference distance
of one meter. Thus, for the considered K-user UAV-IC, the achievable rate in bits/sec (bps) of the kth
UAV-GT pair at time slot n is given by
Rk(p[n], q[n]),B log2
(
1+
γpk[n]
‖qk[n]−sk‖2
1 +
∑K
j=1,j 6=k
γpj [n]
‖qj [n]−sk‖2
)
, (4)
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7where p[n] , [p1[n],. . . ,pK [n]]T and q[n] , [qT1 [n],. . . ,qTK [n]]T contain the transmission powers and
locations of all UAVs at time slot n, and γ , β0BN0 with N0 denoting the power spectral density (PSD)
of the additive white Gaussian noise (AWGN) and B being the communication bandwidth. As seen from
(4), the interference between the UAV-GT links depends on both the UAV trajectories and transmission
power.
Our goal in this paper is to jointly optimize the trajectories and transmission powers of all the UAVs
so as to maximize the the aggregate sum rate of all the UAV-GT pairs over the entire flight duration.
Such a joint TPC design problem can be formulated as follows
(TPC) max
pk[n],qk[n]
k∈K,n∈N
N∑
n=1
K∑
k=1
Rk(p[n], q[n]) (5a)
s.t. (1), (2), (3) ∀n ∈ N¯ and j, k ∈ K, j> k, (5b)
0 ≤ pk[n] ≤ Pmax, ∀k ∈ K, n ∈ N , (5c)
where Pmax is the maximum transmission power of the UAVs. In (5), the initial and final UAV locations
of UAV k are fixed at qk[0] and qk[N + 1], respectively, for all k. Specifically, we assume that qk[0] =
qk[N + 1] for all k, i.e., each UAV has to return to its initial location at the end of the flight. This arises,
for example, in wireless sensor networks where the UAVs are collecting sensory data around the locations
{qk[0]} and have to deliver the data to their respective GTs followed by returning back to {qk[0]} for
further data collection [1–5, 31].
We should emphasize that the TPC problem (5) is challenging to solve. Firstly, even for the conventional
K-user interference channel with static terminals, the power allocation problem for sum rate maximization
is known to be NP-hard for K > 2 [25]. Therefore, the TPC problem (5) is also NP-hard. Secondly,
the problem dimension of (5) can be large. Notice that the sampling interval Ts should be small enough
(i.e., the number of discrete time slots N should be large enough) so that the channel can be treated
as approximately constant within each time slot, and furthermore, the collision between UAVs can be
effectively avoided. Specifically, it requires
Ts ≤ dmin√
4V 2L + (VD + VA)
2
(6)
so that in the worst case that two UAVs fly toward each other with the maximum speed, collision between
the two UAVs can be effectively detected and avoided. In light of these computational challenges, it is
desirable to develop computationally efficient algorithms for obtaining high-quality suboptimal solutions
to the TPC problem (5).
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8III. PROPOSED TPC OPTIMIZATION ALGORITHMS
In Section III-A, we show that the TPC problem (5) can be handled by first finding an optimal
deployment location for each UAV, followed by optimizing the trajectories and transmission powers of
the UAVs from their initial locations to the deployment locations. This enables us to consider a dimension-
reduced counterpart of problem (5) as shown in Section III-B. Then in Section III-C, a novel SCA-based
algorithm for the TPC design problem is presented.
A. Symmetry of TPC Solution
The optimal solution to the TPC problem (5) is not unique in general. Interestingly, under the round-
trip constraint of qk[0] = qk[N + 1] for all k ∈ K, the TPC solution is symmetric with respect to the
flight trajectories. Without loss of generality, we assume that N is even.
Property 1 The TPC problem (5) admits an optimal solution satisfying
q?k[n] = q
?
k[N + 1− n], p?k[n] = p?k[N + 1− n], (7)
for all n ∈ N , k ∈ K. Moreover, for some M ∈ {1, 2, . . . , N/2},
Rs[n]≤Rs[M ]=Rs[M + 1]= · · ·=Rs[N/2], ∀n∈M. (8)
where Rs[n] ,
∑K
k=1Rk(p
?[n], q?[n]) is the sum rate at time slot n, and M , {1, . . . ,M}.
Proof: Let R1 =
∑N/2
n=1Rs[n] and R2 =
∑N
n=N/2+1Rs[n] be the aggregate sum rates in the first
half and second half of the time horizon, respectively. Suppose that (7) is not true and without loss of
generality (w.l.o.g.), R1 > R2. Then simply assigning the trajectory and transmission power solutions of
UAVs at time slot n in the first half flight to those at time slot N + 1−n in the second half flight for all
n ∈ [1, N/2] can achieve an objective value of 2R1, which is strictly larger than R1 +R2. Furthermore,
it is not difficult to show that this new trajectory and power allocation satisfy all constraints in (TPC).
This contradicts with the optimality of {p?[n], q?[n]}Nn=1. Thus, the optimal TPC solution must have
R1 = R2 which admits a symmetric TPC solution as in (7).
We then focus on the TPC solutions for the first half flight. Suppose that (8) is not true. Due to
the constraints in (5b) and (5c), Rs[n] is bounded for all n ∈ N , and thus there exists some M ∈
{1, 2, . . . , N/2} such that Rs[M ] = max{Rs[1], . . . , Rs[N/2]}. Then, we must have
(N/2−M + 1)Rs[M ] ≥
N/2∑
n=M
Rs[n], (9)
which implies that by assigning the trajectory and power solutions of UAVs at time slot M to those in time
slots M + 1, . . . , N/2, we can achieve an objective value of
∑M−1
n=1 Rs[n] + (N/2−M + 1)Rs[M ] ≥
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9∑N/2
n=1Rs[n] without violating any constraints in (TPC). This is a contradiction and shows that (8) is
true.
Property 1 is insightful. It implies that the fly-hover-fly strategy is optimal, that is, the UAVs should
first fly to the locations {qk[M ]} which have the maximum sum rate Rs[M ] along the trajectories, hover
over the locations until time slot N −M , and then fly back to the initial locations along the same paths.
Hence, the TPC problem (5) can be reduced to the TPC design problem for the first M time slots only,
rather than for the entire duration with N time slots. Specifically, it is equivalent to solve the following
dimension-reduced counterpart of (5)
max
pk[n],qk[n]
k∈K,n∈M
M∈{1,2,...,N/2}
M∑
n=1
K∑
k=1
Rk(p[n], q[n])
+
(
N
2 −M
) K∑
k=1
Rk(p[M ], q[M ]) (10a)
s.t. (1), (2), (3) ∀n ∈M and j, k ∈ K, j > k, (10b)
0 ≤ pk[n] ≤ Pmax, ∀k ∈ K, n ∈M. (10c)
B. Heuristic 2-Step TPC Design
Firstly, note that the optimal solution structure in (8) is still applicable to problem (10). Secondly, in
(10), we need to optimize the value of M , which however is difficult in general. In this paper, we adopt
a heuristic 2-stage procedure to handle problem (10): the first stage determines the hovering locations
{qk[M ]} and the value of M , and the second stage solves (10) with fixed {qk[M ]} and M . The procedure
is motivated by the observation that the second term of (10a) would become dominant if N is much
larger than M 1. In that case, the hovering locations {qk[M ]} would be approximately the same as the
locations where the UAVs achieve the maximum instantaneous sum rate. Thus, we determine the hovering
locations {qk[M ]} by solving the following deployment problem
(p?, q?) = argmax
p, q
K∑
k=1
Rk(pk, qk) (11a)
s.t. Hmin ≤ (qk)3 ≤ Hmax, k ∈ K, (11b)
‖(qk)1:2 − (qk[0])1:2‖ ≤ VLT/2, k ∈ K, (11c)
1By intuition, if N is much larger than the number of time slots required for the UAVs flying to the GTs, we would have
N M .
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− VDT/2 ≤ (qk)3 − (qk[0])3 ≤ VAT/2, k ∈ K, (11d)
‖qk − qj‖ ≥ dmin, k, j ∈ K, j > k, (11e)
0 ≤ pk ≤ Pmax, k ∈ K, (11f)
where p, [p1,. . . , pK ]T , q, [qT1 ,. . . ,qTK ]T , and the constraints (11c), (11d) guarantee that the hovering
positions can be reached by the UAVs within N/2 time slots. Different from problem (10), the deployment
problem (11) does not involve the trajectory design of the UAVs but simply determines the optimal
location that achieves the maximum instantaneous sum rate, among all feasible locations where the
UAVs are reachable from their initial locations within the duration T/2.
Let qk[M ] = q?k and pk[M ] = p
?
k for all k ∈ K be fixed in (10), and denote R?s =
∑K
k=1Rk(p
?, q?).
We arrive at the following TPC design problem
{q?[n],p?[n]}Mn=1 = argmax
pk[n],qk[n]
k∈K,n∈M
M∑
n=1
K∑
k=1
Rk(p[n], q[n]) + (
N
2 −M)R?s (12a)
s.t. (1), (2), (3) for n ∈M, k, j ∈ K, j > k, (12b)
0 ≤ pk[n] ≤ Pmax, k ∈ K, n ∈M, (12c)
qk[M ] = q
?
k, pk[M ] = p
?
k, ∀k ∈ K. (12d)
Property 2 The optimal objective value of (12) is non-increasing in M .
Proof: Suppose that (12) is feasible for some values of M and M+1. Let Rs[n] =
∑K
k=1Rk(p
?[n], q?[n])
for n ∈ M and R?s = Rs[M ]. The corresponding aggregate sum rate is given by R? ,
∑M
n=1Rs[n] +
(N/2 −M)R?s . Let {p′[n], q′[n]}M+1n=1 be an optimal solution of (12) when M is replaced by M + 1,
and R′s[n] =
∑K
k=1Rk(p
′[n], q′[n]) for n ∈ M∪ {M + 1}. Due to (12d), R′s[M + 1] = R?s . Thus, the
corresponding aggregate sum rate is given by
R′ ,
M∑
n=1
R′s[n] +R
′
s[M + 1] + (N/2−M − 1)R?s
=
M∑
n=1
R′s[n] + (N/2−M)R?s ≤ R?. (13)
The property is proved.
Property 2 implies that, once the hovering locations q? are given, the UAVs should fly to the hovering
locations q? as quickly as possible. For example, one may set
M = max
k∈K
⌈‖(q?k)1:2 − (qk[0])1:2‖
VLTs
⌉
+4 (14)
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for some 4 ≥ 0. In the right hand side (RHS) of (14), the first term is the required number of time
slots for the UAVs flying straight to the hovering locations with the maximum speed, and the second
term 4 stands for some additional number of time slots for guaranteeing no collision between UAVs. In
practice, one may estimate M through building feasible trajectories of UAVs from the initial locations
to the hovering locations q?; details will be given in Sec. VI-C.
In summary, we have the following procedures to obtain a TPC solution to problem (5):
1) Find an optimal hovering solution (p?, q?) by (11).
2) Solve the TPC problem (12) with a given value of M .
3) Construct the TPC solution for the entire flight by (7).
The above analysis enables us to focus on developing efficient algorithms for the TPC design problem
(12). Since the deployment problem (11) is a special instance of (12) (with M = 1), any algorithm
developed for the latter problem can also be applied to the former.
Remark 1 If the UAV does not have to return to its initial location, i.e., qk[N + 1] 6= qk[0], the TPC
solutions of (5) are not symmetric in general. Nevertheless, the fly-hover-fly strategy is still applicable.
To find proper hovering locations of UAVs, one may consider the following problem
(p∗, q∗, τ∗) ∈ argmax
p, q, τ∈[0,T ]
K∑
k=1
Rk(pk, qk) (15a)
s.t. constraints in (11b), (11e), (11f),
‖(qk)1:2−(qk[0])1:2‖≤τVL, k ∈ K,
−τVD ≤ (qk)3 − (qk[0])3≤τVA, k ∈ K,
‖(qk)1:2−(qk[N + 1])1:2‖≤(T − τ)VL, k ∈ K, (15b)
−(T−τ)VD≤(qk)3−(qk[N+1])3≤(T−τ)VA, k∈K, (15c)
where τ ∈ [0, T ] is the time for the UAVs flying to the hovering locations; constraints in (15b)-(15c)
ensure that the UAVs cam reach their final locations in time T . As long as T is much larger than the
time required for the UAVs flying from the initial locations to the hovering locations plus the time flying
from the hovering locations to the final locations, the UAVs would spend most of the time hovering and
the fly-hover-fly strategy would be approximately optimal.
C. SCA-based TPC Optimization
The TPC design problem in (12) involves optimization of both trajectory variables {q[n]} and trans-
mission powers {p[n]}. Following the idea of the SCA method [27, 28], we successively solve a convex
approximation counterpart of the non-convex problem (12). In particular, suppose that at the rth iteration,
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the location and transmission power of the kth UAV are denoted by qrk[n] and p
r
k[n], respectively, for
k ∈ K, n ∈M. Denote
ark[n] =
√
prk[n], d
r
jk[n] = ‖qrj [n]− sk‖2, (16)
ak[n] =
√
pk[n], djk[n] = ‖qj [n]− sk‖2. (17)
The interference power imposed at the kth GT at the nth time slot can be written as
Ik[n] ,
K∑
j=1,j 6=k
γpj [n]
‖qj [n]− sk‖2 =
K∑
j=1,j 6=k
γa2j [n]
djk[n]
. (18)
By slightly abusing the notation of Rk, the achievable rate of the kth UAV-GT pair in (4) can be expressed
as a function in (a[n], q[n]), as
Rk(a[n], q[n])
=log
(
1+
K∑
j=1
γa2j [n]
djk[n]
)
−log
(
1+
K∑
j 6=k
γa2j [n]
djk[n]
)
, (19)
in nats/s/Hz, where a[n] = [a1[n], . . . , aK [n]]T ∈ RK .
Note that x
2
y is convex for x ∈ R, y > 0, − log(1 + x) is convex for x > −1, and x2 is convex for
all x ∈ R. So, they respectively have global linear lower bounds as x2y ≥ 2x¯y¯ x − x¯
2
y¯2 y, − log(1 + x) ≥
− log(1 + x¯) − x−x¯1+x¯ , and x2 ≥ 2x¯x − x¯2, for any x¯, y¯ in the function domains. Thus, given a feasible
local point (ar[n], qr[n]), the rate function (19) admits a global lower bound, shown as follows
Rk(a[n], q[n])
= log
(
1 +
K∑
j=1
γa2j [n]
djk[n]
)
− log
(
1 +
K∑
j 6=k
γa2j [n]
djk[n]
)
(20a)
≥ log
(
1+γ
K∑
j=1
[
2arj [n]
drjk[n]
aj [n]−
prj [n]
(drjk[n])
2
djk[n]
])
−log(1+Irk [n])−
Ik[n]−Irk [n]
1 + Irk [n]
(20b)
≥ log
(
1+γ
K∑
j=1
[
2arj [n]
drjk[n]
aj [n]−
prj [n]
(drjk[n])
2
‖qj [n]− sk‖2
])
− log(1+Irk [n]) +
Irk [n]
1 + Irk [n]
− γ
1 + Irk [n]
K∑
j 6=k
a2j [n]
drjk[n]+2(q
r
j [n]−sk)T (qj [n]−qrj [n])
(20c)
, R˜k(a[n], q[n];ar[n], qr[n]), (20d)
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where
Irk [n] =
K∑
j 6=k
γ(arj [n])
2
drjk[n]
,
inequality in (20b) is obtained by the linear lower bounds of the convex function α
2
j [n]
djk[n]
and the logarithm
function − log(1 + Ik[n]), while (20c) is obtained by the linear lower bound of the convex function
‖qj [n]− sk‖2. The lower bound R˜k(a[n], q[n];ar[n], qr[n]) is a concave function in (a[n], q[n]), and it
is locally tight, i.e.,
Rk(a
r[n], qr[n]) = R˜k(a
r[n], qr[n];ar[n], qr[n]). (21)
Similarly, to handle the non-convex constraint (3), we apply the convex lower bound of ‖qk[n]−qj [n]‖2,
which gives
2(qrk[n]− qrj [n])T (qk[n]− qj [n]) ≥ (drjk[n])2 + d2min. (22)
Therefore, given {qr[n],ar[n]}M+1n=0 at the rth iteration, the proposed SCA method solves the following
convex approximation problem for (12)
{qr+1[n],ar+1[n]}Mn=1 =
argmax
{a[n], q[n]}Mn=1
M∑
n=1
K∑
k=1
R˜k(a[n], q[n];a
r[n], qr[n])
s.t. (1), (2), (22) for n ∈M, j, k ∈ K, j > k, (23a)
0 ≤ ak[n] ≤
√
Pmax, ∀k ∈ K, n ∈M. (23b)
In Algorithm 1, we summarize the proposed SCA-based TPC algorithm for solving (12).
Algorithm 1 SCA-based TPC algorithm for solving (12).
1: Set r = 0, and iteration tolerance  > 0.
2: Initialize the trajectory q0k[n] and power vector p
0
k[n] for k ∈ K, n ∈M.
3: Obtain R0 =
∑
k,nRk(p
0[n], q0[n]) by (4).
4: repeat
5: Update {ark[n], drjk[n], Irk [n]} with {qrk[n], prk[n]} by (17) and (18).
6: Update {ar+1k [n], qr+1k [n]} by solving the convex optimization problem (23).
7: Update Rr+1 =
∑K
k=1
∑M
n=1Rk(a
r+1[n], qr+1[n]) by (4).
8: Set r := r + 1.
9: until R
r−Rr−1
Rr−1 ≤ .
10: Output {prk[n], qrk[n]}
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Remark 2 (Convergence) It can be verified that the optimal objective value of (23) is non-decreasing
with the iteration number r and it is upper-bounded. Therefore, the sequence of objective values of (23)
converge as r goes to infinity.
Remark 3 (Comparison with AO) It is possible to solve problem (5) by the AO technique [16, 23],
which optimizes the aggregate sum rate with respect to {q[n]} and {p[n]} in an alternating manner. When
the trajectories {q[n]} are fixed, the update of the powers {p[n]} can be achieved, e.g., by the WMMSE
approach [26]. When the powers {p[n]} are fixed, the update of the trajectories {q[n]} may be achieved
by the SCA technique similar to Algorithm 1. It will be shown in Section VI that the AO method can
yield comparable aggregate sum rate as the Algorithm 1, but it is computationally more expensive.
IV. TIME-EFFICIENT TPC OPTIMIZATION
In contrast to the original problem (5) which involves O(KN) variables and constraints, the order
of variables and constraints of (12) is O(KM), which is usually much smaller. However, in practical
scenarios, the number of UAVs K and/or the number of time slots M can be large (e.g., when the
UAVs’ initial locations are far away from their serving GTs’ locations). Thus, problem (12) can still be
computationally expensive and it may require a long computation time.
In this section, we aim to overcome this computational issue from two different perspectives. Firstly,
in Section IV-A, we propose a parallel algorithm for solving the TPC problem (12). Such a parallel
algorithm can be implemented over multi-core computers/computer clusters, which thus has significantly
reduced computation time than Algorithm 1. Secondly, in Section IV-B, we propose a segment-by-segment
method which decomposes the TPC problem for the time interval [0,M ] into successive TPC problems
each of which involves only a smaller flight interval.
A. Parallel TPC Optimization
The proposed parallel TPC algorithm is based on the BSUMM method [29]. The BSUMM method is
a generalization of the classical alternating direction method of multipliers (ADMM) [32], in the sense
that each block updating maximizes a locally tight surrogate function rather than the objective function
of the original problem as in ADMM. As will be shown shortly, the locally tight surrogate function for
problem (12) is carefully designed so that the variable updates can be performed in parallel, each for
one UAV.
To present the proposed parallel algorithm, let us define
zkj [n] = qk[n]− qj [n], ∀k, j ∈ K, j > k, n ∈M, (24)
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and let z[n] ∈ R3K(K−1) be a vector concatenating all the zkj [n], k, j ∈ K, j > k. Let A¯ ∈ R
1
2K(K−1)×K
be a matrix obtained by vertically stacking [0K−k,k−1,1K−k,1,−IK−k] for k = 1, . . . ,K − 1, and let
A = A¯⊗ I3. Then (24) can be compactly expressed as
Aq[n] = z[n], n ∈M. (25)
Besides, let us define the feasible set of variables as
Z,{z ∈ R3 | ‖z‖ ≥ dmin}, (26)
Xk,{(ak[n], qk[n]), n∈M|(1), (2), (23b), qk[M ]=q∗k}, (27)
for all k ∈ K. Then, we can write problem (12) as
max
{a[n],q[n],z[n]}
M∑
n=1
K∑
k=1
Rk(a[n], q[n]) (28a)
s.t. {(ak[n], qk[n])}Mn=1 ∈ Xk, ∀k ∈ K, (28b)
zkj [n] ∈ Z, ∀k, j ∈ K, j > k, n ∈M, (28c)
Aq[n] = z[n], ∀n ∈M. (28d)
Let us first apply the standard ADMM [32] to (28). Let λkj [n] ∈ R3 be the Lagrange dual variable
associated with each linear constraint zkj [n] = qk[n]−qj [n] in (28d) and λ[n] be a vector concatenating
all λij [n]. Then the partial augmented Lagrangian of (28) is given by
L =
M∑
n=1
( K∑
k=1
Rk(a[n], q[n])− λT [n](Aq[n]− z[n])− 1
2
‖Aq[n]− z[n]‖2B
)
, (29)
where B = diag(b ⊗ 13) is a diagonal matrix with b = [bkj ]k,j 6=k ∈ RK(K−1)++ being some penalty
parameters. By the standard ADMM, we have the following iterative updates for problem (28),
{ar+1[n], qr+1[n]}Mn=1
= argmax
a[n],q[n],
n∈M
{ M∑
n=1
K∑
k=1
Rk(a[n], q[n])− 1
2
M∑
n=1
‖Aq[n]− zr[n] +B−1λr[n]‖2B
}
,
s.t. {(ak[n], qk[n])}Mn=1 ∈ Xk, k ∈ K, (30a)
zr+1kj [n]= argmin
zkj [n]∈Z
{
bkj
2
‖qr+1k [n]−qr+1j [n]−zkj [n]+b−1kj λrkj [n]‖22
}
, (30b)
λr+1kj [n]=λ
r
kj [n]+bkj(q
r+1
k [n]−qr+1j [n]−zr+1kj [n]), (30c)
where n∈M, k, j ∈ K, j > k in (30b) and (30c), and the superscript r denotes the iteration index.
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Note that although the feasible set Z is non-convex, the update of z[n] in (30b) (i.e., projecting
qr+1k [n]− qr+1j [n] + b−1kj λrkj [n] onto Z) has a closed-form solution as
zr+1kj [n] =
qr+1k [n]− qr+1j [n] + b−1kj λrkj [n]
min
{‖qr+1k [n]−qr+1j [n]+b−1kj λrkj [n]‖
dmin
, 1
} . (31)
Therefore, both updates in (30b) and (30c) are simple and separable with respect to the UAVs.
However, (30a) is non-convex and difficult to handle. Moreover, the objective function of (30a) couples
all the optimization variables. To resolve this issue, we adopt the BSUMM strategy to derive a concave,
separable lower bound for the objective function of (30a) that is amenable to efficient distributed and
parallel updates. Specifically, the derived concave lower bound is given by
K∑
k=1
M∑
n=1
Rˆk(ak[n], qk[n];a
r[n], qr[n])
− 1
2
M∑
n=1
‖Aq[n]− zr[n] +B−1λr[n]‖2B
− 1
2
M∑
n=1
‖q[n]− qr[n]‖2C−ATBA. (32)
The first term
∑K
k=1
∑M
n=1 Rˆk(ak[n], qk[n];a
r[n], qr[n]) will be shown to be a concave lower bound
of the rate function
∑M
n=1
∑K
k=1Rk(p[n], q[n]); the third term in (32) is a proximal penalty with a
diagonal matrix C satisfying C −ATBA  0.
To obtain the first term in (32), denote
µrjk[n] =
prj [n]/d
r
jk[n] + ε∑K
i=1
pri [n]
drik[n]
+Kε
, ∀k, j ∈ K, (33)
where ε is a small positive number such that µrjk[n] > 0. Note that
∑K
j=1 µ
r
jk[n] = 1. By (20) and (33),
we have a lower bound for the term
∑K
k=1Rk(a[n], q[n]) in (30a), which is given by
K∑
k=1
Rk(a[n], q[n]) ≥
K∑
k=1
R˜k(a[n], q[n];a
r[n], qr[n])
=
K∑
k=1
log
(
1+γ
K∑
j=1
µrjk[n]
µrjk[n]
[
2arj [n]aj [n]
drjk[n]
− p
r
j [n]
(drjk[n])
2
‖qj [n]− sk‖2
])
−
K∑
k=1
log(1 + Irk [n])
+
K∑
k=1
Irk [n]
1 + Irk [n]
−
K∑
k=1
γ
1 + Irk [n]
K∑
j 6=k
a2j [n]
drjk[n] + 2(q
r
j [n]− sk)T (qj [n]− qrj [n])
≥
K∑
k=1
K∑
j=1
µrjk[n] log
(
1 +
γ
µrjk[n]
[
2arj [n]aj [n]
drjk[n]
− p
r
j [n]
(drjk[n])
2
‖qj [n]− sk‖2
])
−
K∑
k=1
log(1 + Irk [n])
+
K∑
k=1
Irk [n]
1 + Irk [n]
−
K∑
k=1
γ
1 + Irk [n]
K∑
j 6=k
α2j [n]
drjk[n] + 2(q
r
j [n]− sk)T (qj [n]− qrj [n])
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=
K∑
k=1
{
K∑
j=1
µrkj [n] log
(
1 +
γ
µrkj [n]
[
2ark[n]ak[n]
drkj [n]
− p
r
k[n]
(drkj [n])
2
‖qk[n]− sj‖2
])
− log(1 + Irk [n])
+
Irk [n]
1 + Irk [n]
−
K∑
j 6=k
γ
1 + Irj [n]
a2k[n]
drkj [n] + 2(q
r
k[n]− sj)T (qk[n]− qrk[n])
}
,
K∑
k=1
Rˆk(ak[n], qk[n];a
r[n], qr[n]). (34)
In (34), the second inequality is due to the concave logarithm function. Notice that each Rˆk(ak[n], qk[n];
ar[n], qr[n]) involves only variables {ak[n], qk[n]}Mn=1 associated with UAV k. Therefore, the lower bound
function in (34) is decomposable across K UAVs. Besides, when ε → 0, the function is locally tight,
i.e.,
∑K
k=1Rk(a
r[n], qr[n]) =
∑K
k=1 Rˆk(a
r
k[n], q
r
k[n];a
r[n], qr[n]).
It can be shown that the second and third terms in (32) are also decomposable across K UAVs. In
particular, let C = diag(c⊗ 13) with c = [c1, . . . , cK ]T ∈ RK++. Then, we have
M∑
n=1
‖Aq[n]−zr[n]+B−1λr[n]‖2B+
M∑
n=1
‖q[n]−qr[n]‖2C−ATBA
≡
M∑
n=1
(
‖q[n]− qr[n] +C−1ATB(Aqr[n]− zr[n] +B−1λr[n])‖2C
)
=
K∑
k=1
(
ck
M∑
n=1
∥∥qk[n]− qrk[n] + c−1k ATkB(Aqr[n]− zr[n] +B−1λr[n])∥∥22)
=
K∑
k=1
ck
M∑
n=1
‖qk[n]− qˆrk[n]‖22, (35)
where ‘≡’ means equivalence up to a constant, Ak ∈ R3K(K−1)×3 is the kth column block of A, i.e.,
A = [A1, . . . ,AK ], and qˆrk[n] , qrk[n]− c−1k ATkB(Aqr[n]− zr[n] +B−1λr[n]).
By replacing the objective function of (30a) by (32) and (35), we have the following K parallel convex
subproblems
{ar+1k [n], qr+1k [n]}Mn=1 =
argmax
ak[n],qk[n],
n∈M
{ M∑
n=1
(
Rˆk(ak[n], qk[n];a
r[n], qr[n])− ck
2
‖qk[n]− qˆrk[n]‖2
)}
(36)
s.t. {(ak[n], qk[n])}Mn=1 ∈ Xk,
for all k ∈ K. The proposed parallel TPC algorithm is summarized in Algorithm 2. We should emphasize
that the proposed Algorithm 2 enables parallel computation over multi-core CPUs and therefore can
greatly reduce the computation time, as will be demonstrated in Section VI.
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B. Segment-by-Segment TPC Optimization
The proposed parallel TPC algorithm decomposes the problem into K parallel subproblems in each
iteration. However, when the number of discrete time slots M is large, problem (12) is still time-
consuming to solve. To overcome this issue, a simple idea is to divide the time interval [0,M ] into
several smaller time segments and apply the (parallel) TPC algorithms to each of them.
Specifically, denote Nseg as the number of time slots per segment. The time slot set of the `th segment
is given by
N` = {(`− 1)Nseg + 1, (`− 1)Nseg + 2, . . . , `Nseg}. (37)
Given {qk[n], pk[n],∀k}n∈N`−1 and similar to (12), we determine the trajectories and powers for the `th
segment by solving the following problem:
{p?[n], q?[n]}n∈N` = argmax
pk[n],qk[n]
k∈K,n∈N`
∑
n∈N`
K∑
k=1
Rk(p[n], q[n]) (38a)
s.t. (1), (2), (3), (5c) ∀n ∈ N`, k ∈ K, (38b)
q[(`− 1)Nseg] = q?[(`− 1)Nseg], (38c)
where q?[0] = q[0]. Note that the segment-by-segment TPC problem (38) is solved sequentially for each
` until the sum rate
∑K
k=1Rk(p
?[`Nseg], q
?[`Nseg]) achieves at least the same value as that obtained by
(11). We summarize the segment-by-segment method in Algorithm 3.
V. TPC OPTIMIZATION OVER ORTHOGONAL CHANNELS
The K-user UAV system may operate under the FDMA or the TDMA schemes, which is particularly
interesting when the interference channels are strong [33]. This section extends the TPC optimization
Algorithm 2 Proposed parallel TPC algorithm for (12).
1: Set r = 0, b  0, c  0 such that C −ATBA  0.
2: Initialize λ0kj [n], a0k[n] and q0k[n] ∀k, j ∈ K and n ∈M.
3: repeat
4: for all k = 1, . . . ,K (in parallel) do
5: Update qˆrk[n]=q
r
k[n]−c−1k ATkB(Aqr[n]−zr[n] +B−1λr[n])
6: Update {ar+1k [n], qr+1k [n]}Nn=1 by solving (36).
7: Update zr+1kj [n] by (31) for all j∈K, j>k,, n∈M.
8: Update λr+1kj [n] by (30c) for all j∈K, j > k, n∈M.
9: end for
10: Set r = r + 1.
11: until predefined stopping condition is satisfied.
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Algorithm 3 Proposed segment-by-segment TPC algorithm for (12).
1: Given (q[0],p[0], Rs[0]) and a positive integer Nseg. Set ` = 0.
2: Find the maximum sum rate R?s when all UAVs are in the hovering state by solving (11).
3: while Rs[(`− 1)Nseg] < R?s do
4: Obtain {q?[n],p?[n]}n∈N` by solving (38) with Algorithm 2.
5: ` := `+ 1.
6: end while
7: Output the TPC solution {q?[n],p?[n]}.
methods to the FDMA/TDMA schemes.
Denote αk[n] ∈ [0, 1] as the fraction of time/bandwidth resource allocated to the UAV-GT pair k at
time slot n, which satisfies
∑K
k=1 αk[n] = 1 for all n ∈ N . The achievable rates in bps/Hz of the kth
UAV-GT pair at time slot n under FDMA and TDMA schemes are respectively given by
RFDMAk (αk[n], qk[n]),αk[n] log2
(
1+
γPmax
αk[n]‖qk[n]−sk‖2
)
, (39)
RTDMAk (αk[n], qk[n]),αk[n] log2
(
1+
γPmax
‖qk[n]−sk‖2
)
. (40)
Here we only consider the short-term peak power constraints for the UAV transmission. It is easy to see
that FDMA does not perform worse than the TDMA since RFDMAk (αk[n], qk[n]) ≥ RTDMAk (αk[n], qk[n])
for all k ∈ K and n ∈ N . The trajectory and resource allocation problem for FDMA/TDMA is given by
max
{αk[n],qk[n]}
K∑
k=1
N∑
n=1
RXDMAk (αk[n], qk[n]) (41a)
s.t. (1), (2), (3) for n ∈ N , k ∈ K, (41b)
0 ≤ αk[n] ≤ 1,
K∑
k=1
αk[n] = 1, ∀k, n, (41c)
where XDMA refers to TDMA or FDMA.
Problem (41) can be handled in a similar fashion as Algorithm 1 based on the SCA technique.
Specifically, a concave lower bound for RFDMAk (αk[n], qk[n]) can be derived as
RFDMAk (αk[n], qk[n])
= αk[n] log2
(
1+
γPmax
αk[n]‖qk[n]− sk‖2
)
≥ αk[n] log2
(
1+
γPmax
αk[n]
[
3
‖qrk[n]−sk‖2
− 2(‖qk[n]−sk‖)‖qrk[n]−sk‖3
])
(42)
which is concave in both αk[n] and qk[n].
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For the TDMA scheme, firstly, note that problem (41) admits an optimal time allocation
α∗k[n] =
{
1, if k = argminj∈K ‖qj [n]− sj‖, (43a)
0, otherwise, (43b)
for all n ∈ N . Under (43), we have
K∑
k=1
RTDMAk (αk[n], qk[n]) (44a)
=
K∑
k=1
αk[n] log2
(
1 +
γPmax
‖qk[n]− sk‖2
)
(44b)
= log2
(
1+
K∑
k=1
γPmaxαk[n]
‖qk[n]−sk‖2
)
=log2
(
1+
K∑
k=1
γPmaxβ
2
k[n]
‖qk[n]−sk‖2
)
≥ log2
(
1+
K∑
k=1
[
2γPmaxβ
r
k[n]βk[n]
‖qrk[n]− sk‖2
− γPmax(β
r
k)
2[n]
‖qrk[n]− sk‖4
(‖qk[n]− sk‖2)
])
, (44c)
where we have defined βk[n] ,
√
αk[n] and applied the linear lower bound as used in (20). The function
in (44c) is a locally tight concave lower bound of
∑K
k=1R
TDMA
k (αk[n], qk[n]).
VI. SIMULATION RESULTS
A. Simulation Settings
Unless otherwise stated, all GTs are randomly located in an area of 1 square kilometer centered at
(0, 0, 0), and the altitude of each UAV is initialized with Hmin =100 m. All UAVs have the same flying
time T = 10 minutes, maximum power limit Pmax = 30 dBm, and speed limits VL = 20 m/s, VA = 5
m/s, and VD = 3 m/s. We set B = 10 MHz, β0 =−50 dB, and N0 =−160 dBm/Hz. By (6), we set
Ts =
dmin√
4V 2L+(VD+VA)
2
, which is about 0.4903 seconds for the case of dmin = 20 m. For the proposed
parallel TPC Algorithm 2, we set bkj = b= 0.001 and ck = c= 1.1bλmax(ATA) for all k and j, where
λmax(·) denotes the maximum eigenvalue. A simple pre-conditioning is performed where the considered
optimization problems are scaled such that Hmin is normalized to be 1.
All convex problems (e.g. (23), (36)) are solved by a customized logarithmic barrier based interior
point method (IPM) (specifically, see [34, Algorithm 11.1]) with barrier parameters s = 1 and µ = 30.
The centering problems are solved using the Newton’s method [34, Algorithm 10.1] and the associated
step size is chosen by the backtracking line search [34, Algorithm 9.2] with parameters α = 0.01 and
β = 0.5. The inner iteration of the Newton update is terminated if the iteration number is larger than 30
or a relative precision 10−8 is satisfied, while the outer IPM iteration stops whenever M/s ≤ 10−8.
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B. Impact of Flight Altitude
We first examine how the ability of changing the flying altitude may help the UAVs avoid from collision.
To start with, we consider the case with fixed flying altitude for all UAVs by setting Hmax = Hmin =
dmin = 100 m. Assume that K = 4 UAVs are initially located at (∓500,∓500, 100), respectively, and the
GTs are located at (±250,±250, 0), respectively. The hovering locations of the UAVs are first obtained by
solving (11). The initial feasible trajectories of UAVs are shown in Fig. 2(a) and the trajectories optimized
by the proposed Algorithm 2 are shown in Fig. 2(b). It is observed that the optimized hovering point of
each UAV is in close proximity to its own serving GT (not exactly on top of the GT). Furthermore, due to
fixed flying altitude and for collision avoidance, the UAVs have non-trivial flying trajectories. Figure 2(c)
displays the sum rate at different time slots achieved by Algorithm 2 (Optimized Sum Rate) and the sum
rate achieved when the UAVs fly with the initial trajectories and use WMMSE-optimized transmission
powers (Initial Sum Rate) as well as the rate when there is only UAV 1 present in the network (UAV-GT
Pair 1 only). One can clearly observe from the figure that joint TPC optimization can greatly improve
the aggregate sum rate performance. Besides, one can see that only UAV 1 sends information in the first
20 time slots, and then the UAVs start to share the spectrum for transmission. This implies that the joint
TPC optimization allows the UAVs to dynamically switch between TDMA and spectrum sharing modes.
Next, we allow the UAVs to change the flying altitudes and set Hmax = 500 m. The horizontal path
and the altitudes of the optimized flying trajectories of the four UAVs are shown in Fig. 2(d) and 2(e),
respectively. It is observed that different from 2(c), the horizontal trajectories of UAVs become more
straight, whereas, in order to avoid collision, the UAVs may vary their flying altitudes dynamically. In
particular, UAV 1 establishes a straight-and-level flight to its hovering point whereas other UAVs ascend
to different altitudes and gradually descend to approach the respective hovering points.
The simulation results imply that the extra degree of freedom of flying on different altitudes can greatly
help the UAVs for collision avoidance. Besides, this enables a simple way to find feasible trajectories of
UAVs as the initial values for SCA based algorithms, such as the AO method [16, 23] and the proposed
Algorithms 1 and 2, as detailed next.
C. TPC Initialization
For the deployment optimization problem (11), the x-y coordinates of the UAV hovering locations
are initialized by that of their respective GTs, and the initial altitudes are set to Hmin, namely, q0k =
[(sk)
T
1:2 Hmin]
T for all k. For the TPC problems (i.e, (12) and FDMA/TDMA formulation (41)), a four-
step procedure is employed to initialize the UAV trajectories {qk[n]}. In step 1, we obtain a set of
hovering positions {q?k} by solving (11). Since q?k for a UAV k with p?k = 0 is not unique, we reset
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(c) Optimized transmission rate with fixed height.
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Fig. 2. Trajectories and transmission rates for K = 4 UAVs, where the flight altitude is fixed at 100 m in (a)-(c), and allowed to
vary in (d) and (e), the GTs are initially located at (±250,±250, 0), while the associated UAVs are located at (∓500,∓500, 100),
respectively. The colored triangles (4) and the colored stars (F) in (a), (b) and (d) denote the initial locations of UAVs and
GTs, respectively. The blue square markers () in (b) and (d) denote the UAV locations at the 20th time slot.
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Fig. 3. Initial trajectories of UAVs for K = 4; the initial locations of the UAVs (denoted by
4 symbols) are (0, 0, 100), (30, 0, 100), (0, 30, 100), (30, 30, 100), respectively; the GTs are placed at
(300, 0, 0), (100, 600, 0), (700, 700, 0), (100, 800, 0), respectively (denoted by F symbols).
(q?k)1:2 = (sk)1:2 and (q
?
k)3 = Hmin. In step 2, given the initial and hovering locations, each UAV k
ascends to the altitude of Hmin + (k − 1)dmin with the maximum ascending speed and in the meantime
flies towards its hovering location (q?k)1:2 with the maximum level-flight speed, provided that there is no
collision with other UAVs. Then, in step 3, each UAV k flies to its hovering location (q?k)1:2 by straight
and level flight at full speed. Finally, in step 4, each UAV k descends to the optimal height (q?k)3. Then
the value of M in problem (12) can be determined based on the above initial trajectories of UAVs. In
Fig. 3, we illustrate the initial trajectories of the UAVs for the case of K = 4. Given the initial trajectory,
the initial transmission powers of UAVs are obtained by the WMMSE algorithm [26]. Note that the
initialization procedure described above yields straight trajectories as in Fig. 3(a). So the value of M is
likely to be smaller, which is desired by Property 2.
D. Optimized TPC Solution
Fig. 4 shows the trajectories, transmission powers and achievable sum rates optimized by the proposed
Algorithm 2 for the case of K = 6 and M = 92. The initial UAVs and GTs positions are randomly
generated within a 1 km × 1 km square. One can see from Fig. 4(a) that the optimized hovering
locations of UAVs are near their serving GTs, and from Fig. 4(b) that the hovering altitudes are all close
to Hmin. While all UAVs fly straight to the hovering points with maximum level speed on the x-y-plane,
they dynamically change their flying altitudes for collision avoidance. Specifically, as seen from Fig.
4(b), UAV 3 and UAV 5 ascend and then descend so as to avoid collision with UAV 2 and UAV 4,
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Fig. 4. The optimized trajectory, power and rate for K = 6 with Hmax = 500 m, dmax = 20 m and Pmax = 30 dBm. The
colored triangles (4) and the colored stars (F) in (a) denote the initial locations of UAVs and GTs, respectively.
respectively. It is also observed from Fig. 4(c) that UAV 2 is chosen to be silent at its hovering location
because the cross-link interference between UAV 2 and UAV 4 as well as between UAV 6 are strong.
Nonetheless, one can see that it is still possible for UAV 2 to transmit data to its GT during the flight
(from time slot 56 to 78) by properly coordinating with nearby UAVs.
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Fig. 5. Typical convergence curves of the proposed parallel TPC algorithm (Algorithm 2) for K ∈ {2, 4, 6, 8, 10, 20}; the initial
locations of UAVs and the locations of GTs are randomly generated.
TABLE I
AVERAGE COMPUTATION TIME AND AGGREGATE SUM RATE COMPARISON
1 km x 1km 
Average aggregate sum rate [bps/Hz] Average computation time [s] 
K TDMA FDMA AO Alg. 1 Alg. 2 Slot Seg. TDMA FDMA AO Alg. 1 Alg. 2 Slot Seg. 
2 9.88 10.85 10.44 10.44 10.44 10.39 10.43 1.73 1.69 6.59 4.53 1.42 5.10 1.33 
3 9.90 11.44 11.59 11.60 11.60 11.37 11.59 3.87 4.64 19.15 13.35 2.38 6.36 2.06 
4 9.92 11.85 12.55 12.58 12.58 12.43 12.57 7.58 12.26 50.17 32.02 4.00 10.10 3.32 
6 9.93 12.44 14.19 14.20 14.20 14.02 14.13 24.56 53.43 213.88 158.86 17.56 19.04 8.98 
8 9.94 12.86 15.42 15.46 15.45 15.35 15.02 56.63 168.37 729.19 585.29 88.11 29.25 18.39 
10 9.94 13.18 16.26 16.26 16.26 16.16 15.76 108.05 372.82 1713.20 1539.25 225.08 45.49 31.09 
2 km x 2 km   
Average aggregate sum rate [bps/Hz] Average computation time [s] 
K TDMA FDMA AO Alg. 1 Alg. 2 Slot Seg. TDMA FDMA AO Alg. 1 Alg. 2 Slot Seg. 
2 
3 
4 
6 
8 
10 
9.65 10.57 12.16 12.16 12.16 11.58 12.15 
9.73 11.19 14.95 14.96 14.96 14.33 14.93 
9.78 11.62 17.24 17.24 17.24 16.29 17.18 
9.82 12.22 20.69 20.70 20.71 19.79 20.52 
9.85 12.64 23.44 23.50 23.51 22.83 22.43 
9.88 13.01 24.78 24.78 24.78 24.09 24.73 
4.65 4.82 4.16 6.25 7.15 10.46 1.00 
11.89 14.08 20.57 28.51 2.77 36.83 2.00 
21.39 33.62 59.21 72.58 5.47 60.75 3.17 
63.72 135.87 222.68 388.42 40.56 97.25 7.71 
214.83 1021.15 395.61 626.68 161.89 128.80 14.49 
203.23 517.19 486.10 793.72 184.21 119.14 19.78 
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E. Convergence of Parallel TPC Algorithm
Fig. 5 presents the typical convergence curves (relative precision2 versus the iteration index r) of
the proposed parallel TPC algorithm (Algorithm 2), for various numbers of UAVs. The initial locations
of UAVs and the locations of GTs are randomly generated. Fig. 5(a) and Fig. 5(b) are obtained by
two different random realizations, and they respectively represent two typical convergence behaviors of
Algorithm 2. Specifically, one can see from the two figures that Algorithm 2 can converge to a high-
accuracy solution within 10 iterations when the number of UAVs is no greater than 10. When the number
of UAVs increases to 20, the convergence becomes slower. However, as seen from the two figures, the
parallel TPC algorithm (Algorithm 2) can still achieve a solution with relative precision less than 10−3
within 30 iterations.
F. Throughput and Computation Time Comparison
In this subsection, we examine the computation time and the achieved aggregate sum rate of the pro-
posed algorithms. Besides the proposed TPC algorithm (Algorithm 1), parallel TPC algorithm (Algorithm
2) and the segment-by-segment algorithm (Algorithm 3 with Nseg = 40), we also implement the AO
method for solving problem (12) as well as the FDMA and TDMA schemes presented in Section V. In
addition, a “slot-by-slot” scheme which corresponds to the segment-by-segment scheme with Nseg = 1
is implemented. The results are presented in Table I. All UAVs are initially located around (0, 0, 0), and
spaced with uniform distance of dmin = 20 m. The GTs are initially randomly deployed within a square
of length 1 km. The results are obtained by averaging over 100 random realizations and each over the
flying time T = 10 minutes, and the simulations were performed on a desktop computer with a 4-core
3.40 GHz CPU and 4 GB RAM.
Firstly, one can see that the parallel TPC algorithm (Algorithm 2) yields almost the same aggregate sum
rate as the centralized TPC algorithm (Algorithm 1), but with significantly reduced computation time,
especially when K ≥ 3. It is also observed that the proposed segment-by-segment algorithm (Algorithm 3)
can further reduce the computation time. However, as observed from the table, the segment-by-segment
algorithm may have about 5% loss of the aggregate sum rate when compared to Algorithm 1. The
slot-by-slot method is less time efficient than the general segment-by-segment method. Comparing the
proposed TPC algorithms with the AO method, one can see that the AO method achieves almost the
2The relative precision is defined as R
r−Rr−1
Rr−1 , where R
r is the aggregate sum rate achieved by {ar+1k [n], qr+1k [n]}Mn=1 in
the rth iteration of Algorithm 2.
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same aggregate sum rate performance as the proposed TPC algorithms. However, the AO method requires
more computation time.
Lastly, we can observe that the FDMA scheme can outperform the TDMA scheme for all K and even
the non-orthogonal scheme for K = 2 in terms of the aggregate sum rate. This is mainly due to the
fact that we only consider the short-term peak power constraints instead of the long-term average power
limitation for UAV transmission. However, the FDMA scheme requires more computation time than
TDMA for all K. Further, the non-orthogonal schemes outperform the FDMA scheme, especially when
the number of UAV-GT pairs is moderately large (K ≥ 3). This shows the potential advantage of UAV
spectrum sharing as long as trajectories and transmission powers of the UAVs are properly coordinated.
VII. CONCLUSION
In this paper, we have studied the joint TPC design problem for the multiuser UAV-IC. Since the
TPC problem is NP-hard and involves a large number of optimization variables, efficient suboptimal
algorithms have been developed in this paper. Specifically, we have shown that for round-trip operation
where the UAV needs to return the initial location after the mission, the optimal TPC solutions have a
symmetric property and the problem can be approximately solved by first solving the optimal hovering
location problem (11) followed by solving the dimension-reduced TPC problem (12). To find an efficient
suboptimal solution of (12), we have proposed an SCA-based algorithm (Algorithm 1) which, unlike
the existing AO based methods, jointly updates the trajectory and transmission power variables in each
iteration. For efficient implementation in large scale scenarios with large number of UAVs and/or time
slots, we have further proposed the parallel TPC algorithm (Algorithm 2) and the segment-be-segment
method (Algorithm 3). Simulation results have shown that the proposed TPC algorithm achieves almost
the same aggregate sum rate performance as the AO method, but requires much less computation time.
Moreover, the parallel TPC algorithm can achieve nearly the same aggregate sum rate as its centralized
counterpart, but with substantially reduced computation time. The segment-be-segment algorithm can
further reduce the computation time, though with slight performance degradation. The simulation results
have also shown that the UAV network with spectrum sharing between different links can outperform
the TDMA scheme.
The current work may motivate several research directions in the future. Firstly, as observed from
Figure 4(c), depending on the relative locations of the UAVs, the UAVs either operate under orthogonal
time slots or share the spectrum. It is therefore interesting to consider a general scheme that allows the
UAVs to dynamically switch between FDMA and spectrum sharing under both peak and average power
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constraints. Secondly, it is important to extend the current work to scenarios with multi-antenna GTs and
with numbers of GTs larger than the UAVs [35], i.e., the broadcast or multicast channels.
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