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1. TNTR~DUCTI~N 
Although many methods have been proposed and used to simplify the 
study of dynamical systems, particularly large scale systems, described by 
.i = fk [I, xER”,tER,f: R”xR-+R” (1) 
or, in component form by 
ii-, ‘f&I, x2,-., x,, f), x,~R,j”~: RxRx ... xR+R,k=l,..., n, 
(2) 
it is only fairly recently that the utility of associating a structure with the 
system equations themselves has been recognized. Kevorkian [l] stressed 
the role played by certain structurally determined subsystems in analyzing 
controllability, observability, and stability, and discussed a completely 
uncontrollable, completely unobservable nonlinear system by way of exam- 
ple. Mayeda and Wax [2] made explicit use of structural subsystem 
stability in deducing overall system stability for both linear and nonlinear 
systems. Callier, Chan, and Desoer [3] used a feedback loop of stable sub- 
systems to investigate an input-output stability problem. 
A brief review of the canonical formulation of the dynamical equations 
[l] is given below. It is this description which yields the subsystems of the 
original system and their interconnections, thereby defining the structure of 
the system. We use this canonical form, in Section 2, to generalize some of 
the results on stability obtained in [2], and in Section 3, to treat zero state 
neighborhood, and complete C’ path, controllability. Sufficient conditions 
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are given in each case for the overall system to be stable or controllable 
when each of the isolated subsystems is, correspondingly, stable, or con- 
trollable. 
No assumptions are made concerning size, or scale. Our results, derived 
for fully nonlinear nonautomous systems, are thus order independent. 
Given the dynamical system equation (1). or its component form (2) one 
can associate a matrix A = [u,,], the occurrence or adjacency matrix with 
the system [ 11. The adjacency matrix is square, of order n, with elements 
a,= 1 if and only if X, is contained, or apears explicitly, in ,f;, otherwise 
a,, = 0. (For ,f differentiable, u,, = 1 iff <f;/?x, & 0, otherwise LI,, = 0.) 
The matrix A is said to be reducible if it can be transformed, by sym- 
metric row and column permutations, into a quasi- or block-triangular 
form, that is, if a permutation matrix P exists such that P ‘AP is in quasi- 
or block-triangular form. A is irreducible if it is not reducible. A matrix is 
in canonically unique quasi-triangular form (cuqtf) if each of its diagonal 
submatrices is irreducible. (An extensive discussion of nonnegative matrices 
and algebraic conditions for their reducibility is given in [4].) 
A cuqtf matrix A can be written either in lower 
A= 
or in upper 
A= 
A,, I 0 1 0 1 ... I 0 
/ --c-- i- ~ 
10 I.- 1 0 A,, I ’ Azz 
--+-- 
I 
. I 
--1-- 
A,, ’ A,, 
+--+----I-- 
l I 
T--7--‘-- 
1 A,,, ; ... ~ A,,, 
A,, I A,, I ... 1 A,, 
--L--L-i-- 
0 ) A,, ; ... ; A,., 
--I---&-+-- 
l I I 
I 1 i-- __----- 
I 
0 I 0 I.- IA,, 
(3a) 
(3b) 
quasi-triangular form, where the A,, and the zeros denote submatrices of 
A. 
The dynamical system equations (1) or (2) will be said to be in 
canonical structural form (csf) if their associated adjacency matrix is in 
cuqtf, and the state variables have been labelled, or indexed, correspon- 
STABILITY AND CONTROLLABILITY 115 
dingly. Thus if Aii is of order ni, with C:=, n, = n, then a set of dynamical 
system equations in csf can be described by 
ii-, =f1b,, x2,-., x,,, f) 
12 =fAx,, x2,-., x,,, r) 
n1 
-%q =fn,(x,, x2,-., x,,, t) 
1 n,+ I =fn,+ I(X1Y.3 -xn,’ x,,+ 17 Xn,+ZYr Xn,+,q’ t) 
(da) 
n2 
i 
these groupings define, in effect, the csf subsystems of (1). Thus, let 
z,, = (-%I n, + I Y...Y -a=7 4, i (f,, a, $ I >.“> .a=. 
Then (4a) can be written in vector form as 
(4b) 
with zP the state vector of the pth, zy the state vector of the qth, subsystem. 
An “isolated” or “uncoupled” csf subsystem is given by 
i, = fjk(O )...) 0, Zk, t), k = l,..., r. 
A geometrical interpretation of the system’s tructure can also be given 
by taking the matrix A to be the adjacency matrix of a directed graph, 
Ccl]. Each node of the (multi) digraph, G, is identified with a 
corresponding xk (or fk) in (2). An edge of G joins nodes k and m if 
akm = 1; edge direction can be assigned arbitrarily, fixed either as m + k, or 
as k -+ m. Note that self-loops occur if akk = 1. (See [S, 61 for standard 
definitions for graphs.) 
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A strongly connected subgraph of a digraph, G, is a connected subgraph 
in which every edge is in at least one directed circuit. A graph consisting of 
a single node (vertex) is defined to be strongly connected. A maximally 
strongly connected (msc) subgraph G,, of a digraph G is a strongly connec- 
ted subgraph with the property that no other strongly connected subgraph 
of G exists with G, as its proper subgraph. The msc subgraph, G,, is also 
termed maximal. 
An msc subgraph G, is said to be terminal if the set of all edges which 
are connected between any vertex in G,, and any vertex not in G, is a 
directed cut-set. G, is said to be an initial msc subgraph if the directed cut- 
set is oriented away from G,, and is termed a final msc subgraph if the 
orientation of the directed cut-set is toward G,. In every connected 
digraph G with more than one msc subgraph, there exists at least one 
initial and one final msc subgraph [7]. If the connected digraph G contains 
r msc subgraphs then G contains at least r - 1 directed cut-sets [7]. 
We now identify A in cuqtf with its digraph G by observing that the 
diagonal submatrices A,, of A (1 6 k d Y) correspond to the msc subgraphs 
of G. The matrices 
A(‘) = [Ai, f A,, ; ... f A,, , ; A,.,+, ; ... ; A,,] 
formed from the off-diagonal matrices A, (i # j) of A correspond to a set of 
edges with common orientation, to directed cut-sets, to edge disjoint 
unions of directed cut-sets, of G, or are zero matrices. 
If A is in lower cuqtf then A,, corresponds to an initial and A,, to a final 
msc subgraph; the reverse is true if A is in upper cuqtf. 
Remark 1. Tarjan [8,9] has devised an efficient algorithm 
[O(n log n)] for finding the msc components of a large scale digraph. 
2. STABILITY 
We show that if each isolated csf subsystem is stable, in some sense, and 
if additional hypotheses, usually mild, are postulated for the coupling 
between subsystems, then the overall system will be stable. 
We start with the elementary observation that if i = d(z, t) represents the 
behavior of a dynamical system in csf, and if there is no directed path from 
the pth to the qth msc subgraph (p < q) of the corresponding system 
digraph, then the dynamical, hence stability properties of zy will be 
independent of those of zP. 
Consider i =f(x, t), f: R” x [w + KY. Let K,, be the set of points x satisfy- 
ing llxll <h, with K,, the closed ball llxll <h. Let K,,,. be the set of points 
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defined by llxll < h, t 2 t,, and K,,,,, be the semi-infinite cylinder llxll d h, 
tat,. 
Assume that 
(HI) f(0, t) = 0 for t 2 t,, 
(H2) x = 0 is an isolated equilibrium point of .? = f(x, t), 
(H3) f~ C’ in K,,,. 
THEOREM 1. Let the system equations .2=f(x, t) satisfy (Hl))(H3) in 
some K,,,O. Writing A? = f(x, t) in csf, 
2, =d,(z,, t), 
&=d,(z,, z2, f), 
i, = d,(z,, Z2Y, x,, t), 
and assume further that each solution zk = 0 of 
1, = fjk(O, 0 )...) Zk, t) 
is exponentially stable in some region of attraction Q,, c Kh,ro, k = l,..., r, and 
that 
IId!& , , z2,-., zk, t)-dk(“~O~~~~,O,zk, [)I1 < I@,(t)1 ~b~(~,,~~~,~k~,)~~ 
with 
bk(t)i < ck < O”, k = l,..., r. 
Then the zero solution x = 0 of 2 = f(x, t) is exponentially stable. 
Proof. First, we consider just the pair of vector equations 
i, = 4Ik f), 
i2 = 42(z* 3 z2, t), 
and show that the zero solution is exponentially stable. 
Let z,(t; zIO, to) be the solution of i, = 4,(z,, t) which starts at t= t,, 
z,o~G,. By assumption there exists a PI and a k, such that 
Ilz,(c ZlO, t,)l( <k, exp[ -/Ir(t- to)] for all t > to. 
Writing 
i, = f$2(Zl, z2, t) - 4264 z2, t) + g,(z,, z2, t), 
where 
Ilg2(zI, z2, [Ill d Ia2(t)l lIzIll d c2 llz,ll d c2kl evCBI(t - h41, 
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one concludes, using an extension of Theorem 56.1 (Hahn [ 10, p. 2741) 
that -1? = 0 is also exponentially stable, with a possibly smaller constant, p,, 
in the exponent. 
Applying the same argument, serially, to z?,..., z~, and choosing 
fi = min( J, , /1? ,..., /I, ) 
one deduces that c=col(:, ,..., 2, ) = 0, hence s =0 is exponentially 
stable. 1 
COROLLARY 2.1. !f’ one assumes that la,(t)/ 6 ck exp[y,(r - t,)], with 
yk < fik, then x = 0 remains exponentially stable. 
Observe that sufficient conditions have just been given for the exponen- 
tial stability of the zero solution of (1) when the zero solution of each 
isolated subsystem is exponentially stable. It follows, from Corollary 2.1 
that the coupling between csf subsystems can grow exponentially with time 
(but not too rapidly) without destroying overall exponential stability. 
Another stability result is given by 
THEOREM 2. Let .i- = j’(.u, t ) .suti.sj,i~ (H 1 )- (H3 ) ahoz~ in .somc Kl ,,,,) unrl 
let the zero solution, zA = 0, of’ t&7 isolated csf .suh.s~xtem he un~jbrrnl~~ 
asymptotically stable in some Q,, c K,.,,,. Let 
lld,(=,, -2,~.., Zh, t)-dr(O, 0 ,..., -k, t)l/ d Ih( l/col(=, ?.... Zk , Ill 
I%(t)1 + 0, k = l,..., r, 
I */ 
then the zero solution qf‘ 6 = d(z, t), hence .Y = 0 ,fiw .4 =,f‘(.y, t) will hc 
uniformly asymptotically stahlc~. 
Proofi One proceeds serially, as in the proof of Theorem 2, but now 
invoking Theorem 5.1 of Hale [ 11, p. 3131. 1 
THEOREM 3. Let -f =,f(x, t) satisf:1? (H 1 )-(H3) in some K,,,,,, and let the 
zero solution z/, = 0 cf each isolated csf suhsysten7 he stable in the sense of 
Liapunov in some Q,, c K,,,,,. Let 
lldk(Z,, zz,...> Zk> f) - 4/J@ o,..., -k)ll dyr /lcol(=,,..., Zk , )ll, k = l,..., r 
with 0 < y/, < +ar;, then the zero solution of.2 = &z, t) is stuhle, in the sense 
qf Liapunov. 
Proof: As in Theorem 2, but now using a theorem given by Cesari [ 121 
pp. 92-93. 1 
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3. CONTROLLABILITY 
We now consider the system 
i =.f(x, u(t), t) (5) 
and discuss the connection between its structure and several related ver- 
sions of its controllability. 
Let W be an open connected set in R”, Q an open set in R”‘, and 52 c Q. 
We assume that each control u(t) is defined on a compact interval 
[r,, t,, + T,] and takes values in R. The vector-valued functions u range 
over an admissible family, U, of controls in the usual sense of control 
theory. Throughout we have that XE R”, u E KY’, ,fi W x Q x R -+ R”; we 
assume that f’ E C’. 
Let the system digraph of .4 =.f(~, 0, t) be G. Let u = col(u”‘,..., IP’). 
Adjoin to G a set of (external) vertices labelled II + l,..., n + m, 
corresponding to the components u(I),..., ~6”” of U, and a set of directed 
edges with direction n + j + i, from vertex n +,j to vertex i, say, iff 
ty;(x, u, r)/M’l f 0, i= I)..., n, ,j= l,...) m. Let this new digraph be G*; G is 
a proper subgraph of G*. 
DEFINITION 3.1. One says that the system .i =,f’(.u, u(t), 1) is con- 
trollable from a point .Y(~E W to a point x1 E W if there exists a control 
u E U steering ,x0 to x, in W, in time T,,. If no such u exists then the system 
is not controllable from x,, to .Y, 
Again we observe that system (5) will not be controllable from every x0 
to every I, if there is no directed path from at least one of the vertices 
labelled n + l,..., n + m of G* to every msc subgraph of G [ 11. For if there 
is no such directed path then there exists at least one dynamical equation 
in csf, say Z, = dk(:, ,..., I,,, t), which is independent of any component of U. 
Thus a necessary condition for controllability from arbitrary x,, to 
arbitrary X, is that every initial msc subgraph of G be connected to at least 
one of the vertices labelled n + l,..., n + m, of G*. 
DEFINITION 3.2. Suppose .Y = 0 is a stable solution of-t =.f’(,u, 0, t), then 
?i- =.f(x, u(t), t) is said to be zero state neighborhood controllable from a 
point x,, E W to the stable neighborhood of x = 0 E W, if there exists a con- 
trol u(t) E U steering xU to the neighborhood of 0 E W in time T, with 
Odtd T, [13]. 
DEFINITION 3.3. The system (5) is said to be in csf if there exists an 
indexing of state and control variables such that (5) can be written as 
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1,: dr(z, ,...) z,, u,, t), 
where z, ,..., z,, are the r csf vector-valued state variables defined as given in 
Section 1, and U, = col(u”‘,..., ucm’)), u2 = col(~(~~+ ‘) ,..., z.@)) ,..., U, = 
f?Z-,+1 u(“+)) with C’= mk = m are r vector-valued control variables. 
[tote that with ihis de&i&m the control vector uk is coupled only to the 
kth csf subsystem.) 
THEOREM 4. Let i = q+(z, u(t), t) be a control system in csf. Let zk = 0 be 
a uniformly asymptotically stable solution of i, = bk(O,..., 0, zk, 0, t) and let 
i, = #JO,..., 0, zk, u,(t), t) be zero state neighborhood controllable, 
k = l,..., r, with uk E Rmk. 
If ildk(z,,-~, zk, Uk(t), t, - dk(O,..., zk, Uk(t)> r)ii 6 iak(t)l Ilcol(z,~-., zk ,)ii, 
where I&(t)1 d ck, f > to, k = l,..., r, then i =d(z, u(t), t) is zero state 
neighborhood controllable. 
Proof: Again, it is sufficient to consider 
2, = d,(z,, u,(f), f), 
i2 = 42@1, z2, UZ(f), f), 
and show that i = d(z, u(t), t) is zero state neighborhood controllable, 
where z = col(z,, z2). 
Let z,(t; zIO, to) be a solution of i, =dr(z,, ur(t), t) which starts at 
Z,~E W at time t=t,. By assumption llzl (t; z 1o, to)11 d c/c2 for t b to + TO. 
Writing 
52 = h(Zl> z2> u2(t), 2) = MO, z2, Q(f), t) + g,(z, 3 z2, %(f)> t), 
where 
IISAZ, I z2, U,(f), t)ll G la,(t)1 IlZl II G (EIC2) c2 = & 
and applying Theorem 5.2 of Hale [ll, p. 3131, one has that l/z2/l be for 
tat,+ T,+ T,. 1 
We turn now to a related notion of controllability, introduced by 
Albrecht and Wax [13], extended and given a general definition by Grasse 
c141. 
Let J&R be an interval, let XE WcR”, UEQER”‘, let f: WxQx 
.I+ IR” be a continuous mapping, and consider the control system (5) where 
the controls u are bounded measurable mappings of J-+ Q. 
STABILITY AND CONTROLLABILITY 121 
DEFINITION 3.4 (Grasse [ 143). Let [t,, ti ] c J be a compact interval. 
The control system (5) is said to be completely C’ path controllable if for 
every compact interval [to, ti] EJ and every C’ path Y? [to, t,] --f W 
there exists a control U: J + Q such that !k( t) =f( !P(u(t), u(t), t) a.e. for 
Consider the autonomous system 
i =f(x, u(t)) 
with f(0, 0) = 0. In csf (6) can be written as 
2, =h(z,, u,(t)) 
i2 = h(z,, z2, U2(f)) 
(6) 
(7) 
2, = #AZ,, Z2Y.r z,, u,(t)). 
THEOREM 5. Let i = &z, u) be the controf system in csf with #(O, 0) = 0. 
Let W, be a neighborhood of z = 0 E W, with z = 0 in the interior, Int W,, of 
W,. Assume that for every p0 E W, the equation 4(p0, u) = 0 has a solution 
in the interior, Int Q, of Q. For each isolated csf subsystem i, = dk(O,..., 0, 
zk, uk) let m, = nk and let the Jacobian matrix (@,/au,)(O,..., 0, zk, 1.4~) have 
rank nk, k = l,..., r. Then the control system will be completely C’ path con- 
trollable in W, along any piecewise smooth path, y. 
Proqf: The theorem is a direct consequence of Theorem 1 [ 131. 1 
Remark 2. It is important to observe that the hypothesis of Theorem 5 
depends on the size of Q. If Q is sufhciently small then a condition of 
Theorem 5 is not met [ 13 J. 
Remark 3. While the curve, y, can be specified the velocity j(t) may 
not be assignable in advance (see [ 131 for a discussion). 
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