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The dissertation explores the effects of synthetic spin-orbit coupling on the
behaviour of quantum gases in several different contexts.
We first study realistic methods to create vortices in spin-orbit-coupled (SOC)
Bose-Einstein condensates (BEC). We propose two different methods to induce ther-
modynamically stable static vortex configurations: (1) to rotate both the Raman
lasers and the anisotropic trap; and (2) to impose a synthetic Abelian field on top of
synthetic spin-orbit interactions. We solve the Gross-Pitaevskii equation for several
experimentally relevant regimes and find new interesting effects such as spatial sepa-
ration of left- and right-moving spin-orbit-coupled condensates, and the appearance
of unusual vortex arrangements.
Next we consider cold atoms in an optical lattice with synthetic SOC in the
Mott-insulator regime. We calculate the parameters of the corresponding tight-
binding model and derive the low-energy spin Hamiltonian which is a combination of
Heisenberg model, quantum compass model and Dzyaloshinskii-Moriya interaction.
We find that the Hamiltonian supports a rich classical phase diagram with collinear,
spiral and vortex phases.
Next we study the time evolution of the magnetization in a Rashba spin-
orbit-coupled Fermi gas, starting from a fully-polarized initial state. We model the
dynamics using a Boltzmann equation, which we solve in the Hartree-Fock approx-
imation. The resulting non-linear system of equations gives rise to three distinct
dynamical regimes controlled by the ratio of interaction and spin-orbit-coupling
strength λ: for small λ, the magnetization decays to zero. For intermediate λ, it
displays undamped oscillations about zero and for large λ, a partially magnetized
state is dynamically stabilized.
Motivated by an interesting stripe phase which appears in BEC with SOC [Li
et al., Phys. Rev. Lett. 108, 225301 (2011)], we study the finite-temperature phase
diagram of a pseudospin-1/2 Bose gas with contact interactions. We show that
strong inter-spin interactions can lead to the appearance of magnetically ordered
phases at temperatures above the superfluid transition. For the case of inter-spin
attraction, we also discuss the possibility of a bosonic analogue of the Cooper-paired
phase, however this state is not energetically favourable. We extend our calculations
to a spin-orbit-coupled Bose gas to investigate the possibility of stripe ordering in
the normal phase. However, within our approximations, we do not find an instability
towards stripe formation.
Finally, we consider a two-dimensional Bose gas at zero temperature with an
underlying quartic single-particle dispersion in one spatial direction. This Hamil-
tonian can be realized using the NIST scheme of spin-orbit coupling [Y.-J. Lin, K.
Jiménez-Garcia, and I. B. Spielman, Nature 471, 83 (2011)], or using the shaken
lattice scheme of Parker et al. [C. V. Parker, L.-C. Ha and C. Chin, Nature Physics
9, 769 (2013)]. By numerically comparing energies of various trial wave-functions,
we show that, at low densities, the ground state is strongly correlated, in contrast
to a typical mean-field BEC. The trial wave-function with the lowest energy is of
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6.1 Energy per particle (ϵ) of different states in the low-density limit
(n and g are dimensionless density and interaction strength, respec-
tively). Of all the wave-functions (w.f.) we consider, the Jastrow
state has the lowest energy. Two wave-functions (absolute value of
Fermi-sea w.f. and composite-fermion w.f.) have diverging expecta-
tion value of k4x (see text for details). . . . . . . . . . . . . . . . . . . 118
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Spin is one of the fundamental degrees of freedom in quantum mechanics. It
is often visualized as a spinning top from classical mechanics since it carries non-
zero angular momentum. However, spin values are quantized and it does not have
a true classical mechanics counterpart. For example, if we measure spin angular
momentum of an electron (spin S = 1/2) in a certain direction, the measurement
can result in only two distinct values: spin up (Sz = 1/2) or spin down (Sz = −1/2).
In this thesis we are interested in systems where spin and orbital degrees of
freedom are coupled. This kind of coupling appears naturally in atomic and solid-
state systems: in atomic physics, spin-orbit coupling (SOC) comes in asHsoc ∼ L·S,
where L is orbital angular momentum and S is the spin angular momentum, and it
is responsible for fine-structure splitting in atomic spectra.
In solids, in addition to the ever-present L·S term, others forms of SOC appear
in systems with broken inversion symmetry. For example, this could be a three-
dimensional (3D) system with bulk inversion asymmetry or a two-dimensional (2D)
electron gas confined in a quantum well, with an asymmetric confinement potential.
SOC has proven to be an essential ingredient for various solid-state systems and
applications, like topological insulators [1], spintronics [2], creation of Majorana
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fermions in semiconductor nano-wires [3, 4], etc.
In this dissertation we explore effects of spin-orbit coupling in ultracold atom
systems. Unlike electrons in solids, cold neutral atoms do not naturally experience
SOC and it therefore has to be engineered. The experimental efforts to create and
study SOC and other synthetic gauge fields, together with theoretical investigations
of potentially interesting phenomena have recently been quite intense [5, 6], with
topics being studied ranging from Bose-Einstein condensation, vortices, strongly
correlated states to the creation of topological bands, topological superfluids and
Majorana fermions.
The research presented in this dissertation is a contribution to the subject. It
contains studies of the effects of SOC in the context of vortices in BECs, effective spin
models in optical lattices, magnetization dynamics in Fermi gases, phase diagram
of bosons above the superfluid-Tc, and creating strongly-correlated ground states.
1.1 Overview of dissertation
The dissertation covers several different topics related to the effects of spin-
orbit coupling in cold-atom systems. These were subject of my research during
graduate school under the supervision of my advisor Victor Galitski. The structure
of dissertation is as follows: Chapter 1 discusses the origin of SOC in atomic and
solid-state systems, and it presents ways to engineer SOC in cold-atom systems.
Chapters 2 through 6 contain results of my research.
Chapter 2 discusses ways to create vortices in spin-orbit-coupled Bose-Einstein
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Condensates (SOBEC) and it is based on the work done together with Tigran Se-
drakyan, Ian Spielman, and Victor Galitski [Phys. Rev. A 84, 063604 (2011)]. In
this chapter we suggest two different methods to induce thermodynamically stable
vortex configurations: (1) to rotate both the Raman lasers and the anisotropic trap;
and (2) to impose a synthetic Abelian field on top of synthetic spin-orbit interac-
tions. We study vortex configurations by solving the Gross-Pitaevskii equation for
several experimentally relevant regimes.
In chapter 3 we study effective spin model that appears as a low-energy Hamil-
tonian in the Mott-insulator phase of a gas in a 2D optical lattice with SOC. It is
based on the work done together with Andrea di Ciolo, Kai Sun and Victor Galitski
[Phys. Rev. Lett. 109, 085303 (2012)]. We calculate parameters of the tight-
binding model and derive the low-energy spin Hamiltonian which is a combination
of Heisenberg model, quantum compass model and Dzyaloshinskii-Moriya interac-
tion. The Hamiltonian supports a rich classical phase diagram with collinear, spiral
and vortex phases.
Chapter 4 discusses interaction-tuned dynamical transitions in a Rashba spin-
orbit-coupled Fermi gas. We study the time evolution of the magnetization of a
gas, starting from a fully-polarized initial state. We model the dynamics using a
Boltzmann equation, which we solve in the Hartree-Fock approximation. The re-
sulting non-linear system of equations gives rise to three distinct dynamical regimes
controlled by the ratio of interaction and spin-orbit-coupling strength. The work
was done together with Stefan Natu and Victor Galitski [Phys. Rev. Lett. 112,
095302 (2014)].
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In chapter 5 we investigate the phase diagram of two-component bosons at
temperatures above the superfluid transition. We find that strong inter-spin inter-
actions can lead to the appearance of magnetically ordered phases. For the case
of inter-spin attraction, we also discuss the possibility of a bosonic analogue of the
Cooper-paired phase. We extend our calculations to a spin-orbit-coupled Bose gas
to investigate the possibility of stripe ordering in the normal phase. The work was
done together with Stefan Natu and Victor Galitski [Phys. Rev. Lett. 113, 185302
(2014)].
Chapter 6 considers a two-dimensional Bose gas at zero temperature with an
underlying quartic single-particle dispersion in one spatial direction. This Hamil-
tonian can be realized using either the NIST scheme of spin-orbit coupling [7] or
the shaken lattice scheme of Parker et al. [8]. By numerically comparing energies
of various trial wave-functions, we show that, at low densities, the ground state is
strongly correlated, in contrast to a typical mean-field BEC. The work was done
together with Stefan Natu and Victor Galitski [Phys. Rev. A 91, 063634 (2015)].
1.2 Origin of spin-orbit coupling
Before focusing on the effects of SOC, it is important to understand its phys-
ical origin. For the beginning, let us consider an electron constrained in x-y plane,
moving in an external electric field. In Fig. 1.1(a) the system is shown in the
laboratory frame of reference, however if we transfer to the electron’s frame [Fig.
1.1(b)], Lorentz transformations lead to appearance of magnetic field B which is
4
Figure 1.1: Physical origin of SOC: electron confined in x-y plane moving
in a static electric field E (a). In electron’s frame of reference, Lorentz
transformations generate magnetic field which depends linearly on ve-
locity (b). See the text for details.
perpendicular to electron’s momentum and direction of the electric field, and pro-
portional to electron’s velocity (B ∼ pxŷ − pyx̂, where x̂ and ŷ are unit vectors in
x and y direction, respectively). Magnetic field interacts with the electron through
the Zeeman term, HZ = µ ·B ∼ pxσy − pyσx, which is precisely the Rashba SOC.
The analysis proves that SOC is a relativistic effect and in what follows we show
that it can be derived more rigorously from Dirac equation as a correction to the
non-relativistic limit.
The Dirac equation can be written as:
i~∂tψ = Hψ, (1.1)
















(U,A) is the electromagnetic four-potential, m is the mass of an electron, c is the
speed of light in vacuum, e is the charge of an electron, and 12×2 is the 2 × 2 unit
matrix. Since we are interested in the non-relativistic limit, we redefine the zero
energy by substracting mc2 from the original Hamiltonian:
H ′ = H −mc2. (1.3)
This way a free electron at rest has zero energy. The structure of Dirac equation is





where ϕ and χ are two-component wave-functions. If we further define Π = p −
eA/c, Dirac equation can be written in the form of two coupled equations:
i~∂tϕ = c (σ ·Π)χ+ eUϕ






The fact that we are interested in non-relativistic energies means that i~∂tχ ∼
E χ ≪ mc2. Therefore, i~∂tχ term is negligible and (2mc2 − eU) χ ≈ c (σ ·Π)ϕ.
This allows us to express χ in terms of ϕ:




















(σ ·Π)ϕ+ eUϕ. (1.7)
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Using the identity (σ ·Π)(σ ·Π) = Π2 + iσ · (Π×Π), it is not hard to show that
1
2m









What remans is (e/4m2)(σ · Π)U(σ · Π) operator. The operator contains terms
which are second and third order in electromagnetic potentials, however here we are
interested only in linear terms and we neglect the rest. Therefore
e
4m2
(σ ·Π)U(σ ·Π) ≈ e
4m2
(σ · p)U(σ · p) = e
4m2
(pkUpk + iεklmσmpkUpl) , (1.9)
where we used σkσl = δkl + iεklmσm (εklm is the third rank antisymmetric tensor).
The last term on the right-hand side of (1.9) corresponds to spin-orbit coupling:
iεklmσmpkUpl = σ · (∇U × p). For the moment we neglect the first term on the
right-hand side of (1.9) since it is modified when one consistently includes all the








+ eU − e~
2m
σ ·B + e~
4m2c2
σ · (∇ϕ× p) . (1.10)
The Dirac equation therefore correctly reproduces both Zeeman term and Pauli
spin-orbit coupling. Consistently including all the terms up to second order in v2/c2


















σ · (∇ϕ× p) ,
(1.11)
where, in addition to the terms present in (1.10), there is a correction to kinetic
energy (third term), and the Darwin term (fifth term) which leads to a shift in
energy of electrons in atomic s orbitals.
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The conclusion is that SOC results from a spatially-variable electromagnetic
potential U . In the case of a central potential, U = U(r), it reduces to a form








L · S, (1.12)
where S = σ/2. The Pauli expression for SOC (Eq. 1.10) makes it clear that the
coupling strength is appreciable only for large velocities, strong variation in potential
and small mass.
In solids, Pauli expression leads to additional types of SOC when the inver-
sion symmetry is broken. For example, in 3D materials with zinc blende structure
(bulk inversion asymmetry) Pauli SOC term leads to the so called cubic Dresselhaus





y − p2z), py(p2z − p2x), pz(p2x − p2y)
)
, (1.13)
and β is the coupling strength. If we confine electrons to move in a 2D plane,
the Dresselhaus SOC reduces to H = γ (pxσx − pyσy), where γ ∼ β⟨k2z⟩ and we
assumed confinement in z-direction [10]. Another source of spin-orbit coupling in
2D electron systems is the asymmetry of the confining potential, also known as
structural inversion asymmetry. Here it was shown by Rashba that the Pauli term
leads to H = α (pyσx − pxσy), known as Rashba SOC [10, 12]. Materials consisting
of elements with large atomic mass typically have stronger SOC, since the potential
U , generated by atomic cores, is stronger.
Unfortunately, in cold atom systems SOC is completely negligible: the veloci-
ties are extremly small (v ∼ 1 cm/s), external electric fields are weak, and the mass
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of atoms is considerably greater than the electron mass (here we notice that neutral
atoms do not satisfy Dirac equation, however we believe that Pauli’s expression for
SOC can still give an estimate for the strenght of the effect). The only way then to
have SOC in cold atom systems is to engineer it and this is the topic of the next
section.
1.3 Synthetic spin-orbit coupling for cold gases
Cold atoms are very versatile and tunable system which enables us to study
various many-body phenomena from solid-state physics in a new and complementary
way [13]. For some of those phenomena, like topological insulators and Majorana
fermions in semiconductor nano-wires, SOC is an essential ingredient. Unfortu-
nately, SOC does not occur naturally in cold atom systems and the only way around
is to find a way to engineer it. This is similar to the Lorentz force, which does not
occur naturally for neutral atoms and it has to be created synthetically. Both syn-
thetic SOC and magnetic field have been created experimentally [7,14–16] and here
I explain ways to generate synthetic SOC.
1.3.1 Tripod scheme
In 2005, Ruseckas et al. proposed a method of engineering non-Abelian gauge
fields for cold atoms [17]. The proposal is based on the so-called tripod scheme
where three internal atomic states are coupled to the fourth state using spatially
9




+ V (r) + ĤAL(r), (1.14)
ĤAL = ~ (Ω1|0⟩⟨1|+ Ω2|0⟩⟨2|+ Ω3|0⟩⟨3|) + H.c.,
where ĤAL is the atom-laser interaction Hamiltonian and Ωj are spatially varying
couplings, and V (r) is an external potential. Hamiltonian ĤAL has two degenerate
“dark states” with energy E = 0: |χ1⟩ = −Ω3|1⟩+Ω1|3⟩ and |χ2⟩ = −Ω2|1⟩+Ω1|2⟩
(not orthonormalized). The two other eigenstates (|χ3⟩ and |χ4⟩) have the energies
E3,4 = ±
√
|Ω1|2 + |Ω2|2 + |Ω3|2. The crucial property of dark states is that they do
not contain the high-energy |0⟩ state which, at least in principle, means there should
be no problems with spontaneous emission. In what follows, the main assumption is
that atom-laser coupling is much larger than the kinetic energy of a particle, that is
Ωj ≫ ⟨p̂2⟩/2m. In that case, when we load the atoms into the dark-states subspace,
we expect them to stay there as long as their kinetic energy is small (kinetic term
couples eigenstates of ĤAL). Since Ωj are spatially varying, the structure of dark
states is spatially dependent and this causes a slowly-moving atom to experience an







+ V̂ (r) + Φ̂(r), (1.15)
where Â, V̂ and Φ̂ are 2× 2 matrices:
Am,n = i~⟨χm(r)|∇χn(r)⟩,
Vm,n = ⟨χm(r)|V |χn(r)⟩,
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Figure 1.2: Tripod scheme: (a) three low-lying internal atomic states are
(nearly) resonantly coupled to an exited state using lasers. The scheme
produces an effective non-Abelian gauge field for slowly-moving atoms.







Therefore, by varying laser arrangements and the corresponding Ωj(r), it is clearly
possible to create different non-Abelian gauge fields [17]. However, it was Stanescu
et al. who first realized this setup could be used to create effective SOC [18]. To
understand this, we notice that SOC can be thought of as a non-Abelian gauge field.
That is, a Hamiltonian with a general combination of Rashba and Dresselhaus SOC,
H = p2/2m+α(pyσx−pxσy)+β(pxσx−pyσy), can be written in the form of Eq.(1.15),
with Âx = −ασy + βσx, Ây = ασx− βσy. Stanescu et al. showed the tripod scheme
can produce the following SOC:
Ĥsoc = −v0pxσy − v1pyσz, (1.16)
where v0 = vϕ cos θ, v1 = vs sin
2 θ/2, and mvϕ = 2k1 sin(ζ/2), mvs = k3 cos ξ −
k1 cos(ζ/2). Here k1, k2 and k3 are the wave-vectors of lasers used in the scheme
11
[Fig. 1.2(b)], while ζ and ξ describe angles between the lasers.
Unfortunately, in terms of experiments, the tripod scheme is not very promis-
ing. The first reason is the fact that degenerate dark states are not the ground
state of the atom-laser-interaction Hamiltonian which would cause atoms to gradu-
ally escape from the dark-states manifold. The second reason is the (near) resonant
coupling to the excited |0⟩ state. While dark states do not contain the excited state,
in reality it would be difficult to contain atoms to populate only the dark states
and spontaneous emission would be a problem. Therefore, we now concentrate on a
scheme for generating SOC that was experimentally realized [7] and which is based
on Raman coupling.
1.3.2 Raman coupling
Consider a setup in Fig. 1.3: two lower-energy states are coupled by lasers
to a high-energy state. The laser frequencies are such that ω1 − ω2 ≈ ε2 − ε1,
|ω1 − ω2| ≪ ω1, and ω1 ≈ ε3 − ε1, that is, they are close to resonance. The end
result is that although the two lower-energy states are not coupled by lasers directly,
they become coupled via second order (two-photon) process.
Lasers couple internal states via dipolar coupling, Hdp = −d̂ ·E, where d̂ = er̂





0 0 d13 ·E(r, t)





0 0 Ω11 cos (k1 · r − ω1t) + Ω12 cos (k2 · r − ω2t)




where dij = ⟨i|d̂|j⟩, E = E01 cos (k1 · r − ω1t)+E02 cos (k2 · r − ω2t) is the electric
field created by the lasers, εj are energies of the states (we choose ε1 = 0), and
Ωij = di3 · E0j. Next we apply a time-dependent unitary transformation to our
system, that is, we transfer to the rotating frame of reference:



















where δ = ε2 − (ω1 − ω2) and ∆ = ε3 − ω1. Here we have performed a rotating
wave approximation, that is we neglected the fast-oscillating terms like e−2iω1t since
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Figure 1.3: Raman coupling: two lasers with similar frequencies (ω1 −
ω2 ≈ ε2 − ε1 ≪ ε3) couple low-energy states |1⟩ and |2⟩ to the high-
energy state |3⟩. This effectively introduces coupling between |1⟩ and
|2⟩ as a second-order process.
ω1 ≈ ω2 frequency is much bigger than any other energy scale in the Hamiltonian.
We notice that ∆ is now greater than any other energy/frequency scale in the
problem and since we are interested in the “low-energy physics” of the system, we can
adiabatically eliminate state |3⟩. If we write the Schrödinger equation of the problem
as i∂tc⃗ = H
′c⃗, where c⃗ = (c1, c2, c3), then i∂tc3 ≪ ∆c3 and c3 ≈ −(H ′31c1+H ′32c2)/∆.
We then plug in expression for c3 into equations for i∂tc1 and i∂tc2 and this produces


































Raman lasers therefore introduced coupling between the two low-energy states.
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Strength of the coupling is proportional to the intensity of lasers, and inversly pro-
portional to detuning ∆, Ω11Ω22/∆ ∼ E20/∆. The population of the high-energy
state is |c3|2 ∼ Ω/∆. Tipically the goal is to make |c3|2 as small as possible since
population in |3⟩ is susceptible to spontaneous emission. This can be achieved with
strong lasers: by increasing intensity and detuning ∆ while keeping the effective
coupling strength |Ω|2/∆ constant, |c3|2 is reduced.
1.3.3 Spin-orbit coupling with Raman lasers
Synthetic SOC for cold gases was first experimentally achieved by the NIST
group in 2011 [7], using a method based on Raman coupling, which I now explain.
Let us consider 87Rb atom: the ground state has total spin F = 1 and it is therefore
three-fold degenerate (the total spin F is the sum of orbital angular momentum l,
electron spin s = 1/2 and nuclear spin I = 3/2; in the ground state of 87Rb l = 0).
First, a magnetic field is applied to split the ground state degeneracy. The resulting
energies are ε(mz = −1) = ~ωz, ε(mz = 0) = 0, and ε(mz = 1) = −~ωz−~ωq, where
~ωz and ~ωq are the linear and quadratic Zeeman splitting. Next we introduce two
Raman lasers with wave-vectors k1 and k2 (Fig. 1.4). Since the quadratic Zeeman
splitting is small (ωq ≪ ωz), Raman lasers effectively introduce coupling between
|mz = −1⟩ and |mz = 0⟩, and |mz = 0⟩ and |mz = 1⟩ states. The effective
Hamiltonian which results after transforming to the rotating frame of reference,
neglecting fast-oscillating terms, and adiabatially eliminating the high-energy state
15
Figure 1.4: Generating SOC with Raman lasers: two Raman lasers create
spatially varying coupling between |1⟩ and |0⟩, and between |0⟩ and |−1⟩
states. For large quadratic Zeeman shift (~ωq), state |1⟩ can be neglected




















where Ω is the Raman-coupling strength, δ = ~(ω1 − ω2 − ωz) is detuning from
the Raman-resonance, k̂ = −i∇, and the Hamiltonian is written in the {|mF =
1⟩, |0⟩, |−1⟩} basis. If the quadratic Zeeman splitting, ~ωq, is made large enough
(~ωq ≫ Ω, δ), |mF = 1⟩ state is effectively decoupled from the rest of the system
and we can then focus on the remaining two states which we label as |mF = 0⟩ =












However, the presence of SOC in (1.24) is still not obvious, so we apply a unitary














The presence of SOC is now clear: the Hamiltonian contains a term which couples
k̂x and σz, alongside with Zeeman-like terms.
Diagonalization of Hamiltonian (1.25) reveals an interesting spectrum consist-
ing of two bands (Fig. 1.5). For δ = 0 and Ω < 4EL (EL = ~2k2L/2m), the lower band
has two degenerate minima, and these merge to a single minimum for Ω ≥ 4EL. This
degeneracy is particularly interesting in the case of low-temperature bosons since it
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Figure 1.5: The energy spectrum of Hamiltonian (1.25). In (a) spectra for different
Ω (from Ω = 0 to Ω = 6 EL) and δ = 0 are shown (spectrum for Ω = 0 is at the top
while spectrum for Ω = 6 EL is at the bottom). The effect of δ in small Ω regime
is shown in (b) (Ω = 1 EL, δ = 0.5 EL (solid blue line), δ = 1 EL (dashed red line)
and δ = 2 EL (dotted black line)). The effect of δ in large Ω regime is shown in (c)
(Ω = 16 EL, δ = 0 EL (solid blue line), δ = 1 EL (dashed red line) and δ = 2 EL
(dotted black line)). δ changes position and energy of the minimum.
is not immediately clear at which minimum particles should condense [19, 20]. At
Ω = 4EL the dispersion is quartic in kx near the minimum. This has interesting
consequences which we explore in chapter 6.
Important thing to notice in (1.25) is that the strength of SOC term is inde-
pendent of the Raman coupling strength Ω. Naively, one could then think that SOC
exists even in the absence of Raman coupling. However, this is not true and it can
be show that in the case of Ω = 0 there exists a unitary transformation which con-
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nects (1.25) to an ordinary Hamiltonian containing only usual kinetic and Zeeman
terms.
1.3.4 Other proposals for creating synthetic SOC
The NIST type of SOC that we have just covered is quite simple to realize
experimentally and there are several groups which have been doing experiments
using the method [21–23]. However, this kind of SOC is very specific: it is one-
dimensional and unadjustable, and we would like to be able to generate more general
types of SOC (for example, realizing Rashba SOC would enable experimental studies
of various interesting phenomena [24–26]). Another issue is that Raman coupling
suffers from spontaneous emission, because even though the occupation of the high-
energy state is very small, it is still finite. Possible resolution of this problem would
be to construct an atom-chip where SOC would be generated by direct coupling of
states in the F = 1 ground-state manifold using radio-frequency electro-magnetic
fields [27]. This way the high-energy state and the associated spontaneous emission
would be avoided.
There have been several proposals for realizing more general types of SOC and
here I list some of them. (a) tripod scheme [18], which we have already discussed,
(b) cyclically-coupled-states method [28]: it produces Rashba SOC with a control-
lable Dresselhaus contribution. The method is based on Raman coupling, however
instead of having two Raman lasers which couple two internal states, here there
are five Raman lasers which couple four internal states. Higher number of lasers
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and internal states makes it more difficult to realize experimentally and it leads to
higher heating and losses relative to the original NIST scheme. (c) pulsed magnetic
fields method [29,30]: here SOC is generated by a sequence of pulsed inhomogeneous
magnetic fields which imprint suitable phase gradients on the atoms. The resulting
“time-averaged” Hamiltonian approximates Rashba SOC (both 2D and 3D SOC can
be generated). This proposal does not suffer from spontaneous emission, however it
relies on time-dependent driving which often leads to heating.
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Chapter 2: Vortices in Spin-Orbit-Coupled Bose-Einstein
Condensates
2.1 Introduction
The concept of spin-orbit-coupled BEC was first proposed by Stanescu et
al. [19] as a state of pseudospin-1/2 (two-component) bosons under the influence
of synthetic SOC. There and in subsequent publications [20, 31–34] it was shown
that the corresponding free-particle energy spectrum with double-minima at finite
momenta leads to different types of ground states depending on interparticle inter-
actions. For example, if particles condense only in one of the two minima, the state
is called a plane-wave BEC and it has spatially-uniform density. However, if bosons
condense in both minima (or a superposition of the minima), the resulting state
is called a stripe BEC since it has areas with higher and lower density, resembling
stripes [20,31]. The first spin-orbit-coupled BEC was experimentally realized by Lin
et al. [7] in 2011, and transitions between plane-wave and stripe BEC phases were
observed more recently in Ref. [23].
It is even more interesting to consider the case of Rashba SOC where the
minimum of the energy spectrum has a ring degeneracy. There the ground state of
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bosons is generally still described by either a plane-wave or stripe BEC [24, 25, 31].
However, this changes significantly in the case of 2D bosons at low densities [26]
and it will be discussed later in chapter 6.
Among the obvious questions about the spin-orbit BECs is the physics of topo-
logical excitations - vortices - that play a central role in the physics of conventional
BECs. This is the subject of this chapter, where we focus primarily on exploring
experimentally-relevant methods that can be used to nucleate static vortex struc-
tures in spin-orbit BECs. In contrast to the conventional condensates, the situation
here is shown to be significantly more complicated as the vortex physics is obscured
by the interplay of external perturbations intended to create them and the hyperfine
structure underlying the synthetic spin-orbit-coupling setup.
It is widely known and often taken for granted that rotating a Bose-Einstein
condensate gives rise to the formation of vortices that arrange themselves into
static vortex lattice structures. However, this picture is not in fact an obvious
outcome of rotation, which represents a time-dependent perturbation due to a ro-
tating anisotropic trap potential. The many subtleties involved in understanding
the fundamentals of the related phenomena are discussed in detail in the reviews
by Leggett [35, 36], but the main conclusion is indeed that the physics of a one-
component BEC confined to a spinning anisotropic trap can be mapped onto a
statistical-mechanical problem of the BEC with an effective time-independent Hamil-
tonian, Heff = H−ωr ·L, which describes the system in a rotating frame of reference
(here, L is the orbital angular momentum operator and ωr is the frequency of rota-
tion).
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A näıve expectation therefore is that to rotate an anisotropic trap would be
a straightforward means to create vortex structures in spin-orbit-coupled BECs as
well. However, here we show that this is not so and other, more sophisticated meth-
ods have to be involved in order to create static vortex structures. We show that the
problem with rotation arises here because atoms are not influenced by the trapping
potential only, but also by the lasers which create spin-orbit coupling in the first
place. Therefore, if only the anisotropic potential rotates, it is in general impossible
to choose a frame of reference where the Hamiltonian is time-independent, because
the “spin-orbit-coupling lasers”, stationary in the lab frame, are rotating in the
rotating frame, generally resulting in non-trivial dynamics in any rotating frame.
While there do exist rare degenerate cases, where a unitary transformation can
be found that eliminates time-dependence from the non-interacting Hamiltonian,
the interaction terms generally become time-dependent under the unitary transfor-
mation, resulting again in a non-equilibrium problem. Hence, we argue that the
residual time-dependence appears to be an essential and unwelcome property of a
spin-orbit-coupled BEC with rotating anisotropic potential (at least for the real-
istic laser schemes currently known to us). We believe that while the specifics of
time-evolution of spin-orbit-coupled BECs with rotating trap are sensitive to de-
tails of both the laser setup used and interactions, the typical scenario will involve
non-universal dynamics that would inevitably lead to heating and destruction of the
coherent state in contrast to the conventional BECs.
It is therefore desirable to develop other experimentally-relevant methods to
create vortices, like rotation or a magnetic field, for spin-orbit-coupled BECs. Two
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other ways suggested here and examined in detail are as follows: (i) to rotate both
the lasers creating spin-orbit coupling and the trap, if the latter is anisotropic, or just
the lasers for an isotropic trap (note that to rotate an isotropic trap has no meaning);
(ii) To combine synthetic spin-orbit-couplings with a synthetic Abelian magnetic
field. Theoretically, both methods are shown to give rise to interesting phenomena,
including the appearance of sought-after static vortices and vortex lattices, parity
effects in vortex nucleation, and real-space splitting of the spin-orbit BEC where the
left- and right-moving parts are physically separated (an effect which bears some
similarity to the spin-Hall effect known in condensed matter spintronics).
The chapter is structured as follows: Sec. 2.2 derives effective Hamiltonians
corresponding to a rotating trapping potential and/or rotating “spin-orbit lasers” for
various spin-orbit-coupled laser schemes. In Sec. 2.3, we solve the Gross-Pitaevskii
equation to describe individual vortices and collective vortex structures for the laser
scheme described in Ref. [7] with a rotating trap and Raman lasers. In Sec. 2.4, we
investigate vortex nucleation and other effects associated with a synthetic magnetic
field that can be imposed on top of the spin-orbit coupled system used in [7] by
applying a spatially dependent Zeeman field.
2.2 Rotation in systems with engineered spin-orbit coupling
In this section, we investigate the effect of rotation of an anisotropic trap-
ping potential and/or spin-orbit lasers in three different laser schemes that have
been proposed to create effective spin-orbit couplings. To distinguish between the
24
different schemes, we will refer to the setup used in Ref. [7] as “M-scheme,” the
proposal described in Refs. [17,18] as “tripod-scheme,” and the proposal of Ref. [28]
as “4-level-scheme.”
2.2.1 M-scheme
We first focus on the scheme that was experimentally realized [7] and investi-
gate the Hamiltonian for the case in which both trap and spin-orbit-coupling lasers
are rotating about the z-axis. The atoms in [7] are under the influence of three
external sources: trapping potential, Raman lasers which create spin-orbit coupling
and magnetic field which creates Zeeman splitting (aligned along ŷ direction). If
we wanted to get a time-independent Hamiltonian in the rotating frame we would
have to rotate trapping potential, Raman lasers and magnetic field. To make things
easier it is possible to change direction of the magnetic field to be along z-axis,
which makes rotation of magnetic field about the z-axis unnecessary. If the change
of the direction of magnetic field is accompanied by change in polarization of Ra-
man lasers (the direction of lasers stays the same) the system is described by the
same effective equations as in [7]. It is also important to note that, in the case of an
isotropic trap, rotation of the trap does not have any effect and in that case rotating
only the Raman lasers suffices. The stationary system is described by the following
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where k̂ = −i∇, V (r) is the trapping potential, 1̌ is the 3 × 3 identity matrix,
σ̌3,x,y,z are the 3 × 3 spin matrices, kL =
√
2π/λ, Ω is the Raman coupling strength,
ωz and ωq are the linear and quadratic Zeeman shifts, respectively. Here λ is the
wavelength and ∆ωL is the frequency difference of the two Raman beams used in
the M-scheme. The Hamiltonian is written in the basis of hyperfine states {|mF =
+1⟩, |mF = 0⟩, |mF = −1⟩} which are quantized in ẑ direction (direction of the
external magnetic field).
When the trap and Raman lasers rotate with a constant frequency ωr about the
z-axis, the Hamiltonian Ĥrot in the laboratory frame can be obtained from Eq. (2.1)
using the following substitutions:
V (x, y, z) → V (x(t), y(t), z)
σ̌3,x cos(2kLx+∆ωLt) → σ̌3,x(t) cos(2kLx(t) + ∆ωLt), (2.2)
where
x(t) = x cos(ωrt) + y sin(ωrt)
y(t) = y cos(ωrt)− x sin(ωrt)
σ̌3,x(t) = σ̌3,x cos(ωrt) + σ̌3,y sin(ωrt).
(2.3)
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where L̂ is the orbital angular momentum operator and Ŝ is the spin operator, and




1̌, Ŝz = ~σ̌3,z.
The Hamiltonian (2.4) is time-dependent in the laboratory frame, but we show
below that this time-dependence can be eliminated by a unitary transform. Recall
that an arbitrary unitary transform, Û(t), of the Hamiltonian Ĥ produces a new
Hamiltonian, Ĥ ′, as follows




We first go to the rotating frame of reference (rotating together with both
the trap and the lasers) [37]: |ψRF ⟩ = Û(t)|ψ⟩, where Û(t) = exp[iωrt(L̂z + Ŝz)/~].
Eq. (2.5) yields
ĤRF = Ĥ0 − ωr(L̂z + Ŝz), (2.6)
where ĤRF denotes the Hamiltonian in the rotating frame. The remaining time-
dependence, arising from the oscillating Raman laser fields in Ĥ0, can be removed
in the framework of the rotating wave approximation. To obtain an effective de-
scription of the system in terms of two internal pseudo-spin states, we follow [7]
and choose the quadratic Zeeman shift ~ωq to be large enough, so that the state
|mz = 1⟩ can be neglected. Using the pseudo-spin-1/2 labels for internal states, we
get, |↑⟩ ≡ |mz = 0⟩, |↓⟩ ≡ |mz = −1⟩. The final Hamiltonian can be expressed in
the form used in Ref. [7] (a detailed derivation is much analogous to Ref. [7] and is
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σ̌x + ~ωrkLyσ̌z +
0 0
0 ~ωr − δ
 ,
(2.7)
where 1̌ is 2 × 2 unit matrix, σ̌x,y,z are 2 × 2 Pauli matrices and δ = ~(∆ωL − ωz)
is a detuning from the Raman resonance. Since the resulting Hamiltonian is time-
independent in the rotating frame, it leads to the appearance of stationary vortex
structures studied below in Sec. 2.3.
In the case where only the anisotropic trap is rotating, the Hamiltonian in the









if we go to the rotating frame and make the rotating wave approximation (exactly


















where k̂x(t) = k̂x cos(ωrt)− k̂y sin(ωrt).
2.2.2 Tripod scheme
We now concentrate on the proposal described in Refs. [17, 18], which uses a
so-called “tripod scheme,” that consists of three degenerate ground states of an atom
coupled to an excited state. The resulting energy spectrum includes two degenerate
“dark” states and two “bright” states (one of the bright states is higher and the other
is lower in energy with respect to degenerate dark states). In the strong coupling
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regime and within the adiabatic approximation, the energy difference between the
dark and bright states is very large compared to other characteristic energies of the
system. In this case, a coupling between the dark and bright states is negligible,
and consequently if the atoms are initially within the dark states subspace, they
are expected to stay there for a long time. From now on, we use pseudospin-1/2
notation for the two degenerate dark states.








1̌− v0p̂xσ̌y − v1p̂yσ̌z + δ0σ̌z, (2.9)
where p = −i~∇, w(r) is a spin-independent part of the trapping potential, v0 and
v1 characterize the strength and type of spin-orbit coupling, and δ0 is the effective
Zeeman splitting (see section 1.3.1 for details). 1̌ is a 2 × 2 unit matrix, σ̌x,y,z are
2 × 2 Pauli matrices.
We first investigate the case with both the trap and the spin-orbit lasers rotat-
ing. The derivation, presented in appendix A.3, leads to the following Hamiltonian







1̌− v0p̂xσ̌y − v1p̂yσ̌z + δ0σ̌z +m~ωr(v1xσ̌z − v0yσ̌y)
− ~ωr
 sin2 ϕ sinϕ cosϕ cos θ
sinϕ cosϕ cos θ cos2 θ cos2 ϕ− sin2 θ
 ,
(2.10)















/2, and θ is a
constant. Let us note here that in Ref. [38] the tripod scheme under rotation has
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already been considered, however with slightly different results (the spin angular
momentum part (−ωrŜz) was ignored in Ref. [38]).
Our result (2.10), together with Eq. (2.7) for the M-scheme, clearly shows that
the effect of rotation in systems with synthetic spin-orbit interaction does not reduce
to just adding the −ωrLz term for the Hamiltonian in the rotating frame, but also
produces other position-dependent terms, which depend on a particular scheme.
We now consider the tripod scheme with only the trap rotating. We first
address the following question: if the trapping potential is time-dependent, can we
get the effective pseudo-spin Hamiltonian in the laboratory frame just by changing
V → V (t) in (2.9); or in other words, are we still allowed to restrict to the dark-state
subspace if the external potential is time dependent? The answer is certainly “yes,”
if the trapping potential is the same for all three degenerate ground states (which
is most often the case for optical trapping), because this kind of time-dependent
potential does not couple the dark and bright states.
In a general tripod scheme however, the trapping potential is not spin in-
dependent (V̂ (r) =
∑
j Vj(r)|j⟩⟨j|, V1 = V2 = w(r) and V3 = w(r) + δ). To
better understand this, let us choose states {|1⟩, |2⟩, |3⟩} to be eigenstates of Ŝz
(z-component of the total spin operator). Then, the rotation of the trapping poten-
tial about the z-axis is described by: V1 = V2 = w
′(r, t) and V3 = w
′(r, t) + δ,
where w′(r, t) = e−iωrtL̂z/~w(r)eiωrtL̂z/~. We can therefore separate V̂ (r) into a
stationary spin-dependent term and a time-dependent but spin-independent term:
V̂ (r, t) = δ|3⟩⟨3| + w′(r, t)
(
|1⟩⟨1| + |2⟩⟨2| + |3⟩⟨3|
)
. Therefore the time-dependent
part of trapping potential is spin independent and it will not couple dark and bright
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1̌− v0p̂xσ̌y − v1p̂yσ̌z + δ0σ̌z. (2.11)















p̂x(t) = p̂x cos(ωrt)− p̂y sin(ωrt),
p̂y(t) = p̂y cos(ωrt) + p̂x sin(ωrt),
σ̌y(t) = σ̌y cos(ωrt)− σ̌z sin(ωrt),
σ̌z(t) = σ̌z cos(ωrt) + σ̌y sin(ωrt).
(2.13)
The Hamiltonian (2.12) is generally time-dependent. However in the case of Rashba
coupling (v0 = v1 = v) and δ0 = 0, this non-interacting part of the Hamiltonian












Here we study the 4-level-scheme [28] for the case where only the trap is ro-
tating. The stationary effective Hamiltonian (projected to the lowest energy states)












where α and β denote strengths of Rashba and Dresselhaus couplings respectively
(in this scheme, α is fixed and β can be tuned), and ∆z is an effective Zeeman
field. Per the same arguments as in the tripod scheme, we are allowed to simply
replace V → V (t) in (2.15) (if an external potential is time-dependent; note also,
that the trapping potential here is spin independent). The rotating trap potential
reads: V (r, t) = e−iωrtL̂z/~V (r)eiωrtL̂z/~. We now make the following transformation:





+ V (r)− ωrL̂z
]




















Again, this non-interacting part of the Hamiltonian is in general time-dependent,
however for pure Rashba coupling (β = 0), it becomes time-independent.
Note that to get the full Hamiltonian in the rotating frame, we must also
include interactions between the bosons and apply to them the same transformations
as in the non-interacting part above. If both the trap and spin-orbit lasers rotate,
the corresponding unitary operator, Û(t) = exp[iωrt(L̂z+ Ŝz)/~], describes a spatial
rotation about the z-axis. If the bare interactions are rotationally-invariant, the
interaction part of the Hamiltonian does not change in the rotating frame. In
contrast to this result however, if only the trap is rotating, the interactions will
generally acquire time-dependence as well (we have found a few very special cases -
with serious constraints on the parameters of the system - where a unitary transform
can be found that makes both the pure Rashba non-interacting part and interactions
32
time-independent, but whether these degenerate cases can be realized experimentally
remains unclear at this stage).
2.3 Creating vortices by rotation
In the previous section, we have shown that the Hamiltonian for the M-scheme
in the presence of a rotating trap and Raman lasers becomes time-independent in the
rotating frame. In analogy with the physics of “ordinary” BEC under rotation, there
will be thermal equilibration in the system and vortices will form in the condensate.
Let us assume that the trapping frequency in ẑ direction ωz is so large that
the system is an effective 2D system, where the motion in ẑ direction is effectively
frozen (this can be achieved by applying a 1D optical lattice in ẑ direction). We

















where G1, G2 and G12 are effective 2D interaction strengths and are related to 3D in-















~/(mωz). ρ̂↑ and ρ̂↓ are density operators for |↑⟩, |↓⟩ states (normal
ordering of the corresponding creation/annihilation operators is implied).
We are interested in finding the ground state configuration of bosons in a
rotating system described by (2.7,2.17). First, we have to make an assumption about
the ground state and we assume below that (at the mean-field level) all atoms occupy




(we also call it condensate wave-function). The condensate wave-function satisfies
33































+ V (r)− ωr
(
L̂z + ~kLy − ~
)













= 1 (it can be shown that µ has a physical
meaning of chemical potential [35]). We solve the GP equations by using norm-
preserving imaginary time propagation method (see for example Ref. [37,39]).







where ω and γω are trapping frequencies in the x̂ and ŷ direction. It is convenient to
measure lengths in the units of the harmonic oscillator length, a0 =
√
~/(mω) and
energy in terms of ~ω. If we introduce dimensionless position variable r′ = r/a0,




















































where k′L = kLa0, Ω





g1 = NG1/(~ωa20), g2 = NG2/(~ωa20) and g12 = NG12/(~ωa20).
In simulations for the rotating system we consider 87Rb atoms and we use the
experimentally-relevant parameters: λ = 804.1 nm, ω = 2π × 50 Hz and γ = 1.
These parameters give a0 =
√
~/mω = 1.52 µm, k′L = 8.42. From now on we
express length in units of a0 and momentum k in units of 1/a0 (coordinates (x, y)
and (kx, ky) in figures are also given in the units of a0 and 1/a0). We performed
simulations specifically for the rotation frequency ωr = 0.7 ω and for three different
coupling strengths: no coupling (Ω = 0), weak coupling (Ω = 2 EL), and strong
coupling (Ω = 10 EL), where EL = ~2k2L/2m is the recoil energy (EL = 35.4 ~ω).
In simulations we choose g1 = 1000, g2 = 995, g12 = 995. The ratio between g1, g2
and g12 corresponds to interaction coefficients in
87Rb (the interaction coefficients
for 87Rb in states {|F = 1,m = 0⟩, |F = 1,m = −1⟩} are given in Ref. [7]). If we
assume ωz = 2π×2 kHz, the number of particles corresponding to chosen interaction
coefficients is N ≈ 104. We also set δ − ~ωr = 0.
Without rotation and spin-orbit coupling, |↑⟩ and |↓⟩ components are miscible
for our choice of interaction parameters. In the case of rotation and no spin-orbit
coupling there are several different phases depending on ωr and ratio of interaction
coefficients [40]: triangular lattice, square lattice, stripe or double-core vortex lattice
and vortex sheet. Since our Hamiltonian is almost equivalent to the Hamiltonian in
Ref. [40] for Ω = 0 and δ − ~ωr = 0 (there is a very small difference in interaction
coefficients; the equivalence of non-interaction part of two systems is clear from
Eq.(A.3)) we reproduced results of Ref. [40].
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The results for Ω = 0 are shown in Fig. 2.1(a), which displays densities of
the |↑⟩ and |↓⟩ components forming spatially-separated density stripes with lines of
vortices along the minima of the density. As expected, our results reproduce stripe
vortex lattice phase described in Ref. [40]. Note that for Ω = 0, the Hamiltonian
(2.7) conserves number of the |↑⟩ and |↓⟩ particles separately. We have chosen
N↑ = N↓ (Ni =
∫
d2r|ψi|2).
A weak spin-orbit coupling (Ω = 2 EL) (Fig. 2.1(b)) does not appear to lead
to significant qualitative changes in the observed behavior: densities of the |↑⟩ and
|↓⟩ components are still spatially separated and there are lines of vortices along the
density minima of each component.
A significant change comes in the strong-coupling regime: see the Ω = 10 EL
data shown in Fig. 2.1(c). The vortices arrange themselves in a lattice in |↑⟩ and |↓⟩
components and densities of both components are almost identical. This behavior











The spectrum of (2.20) for different Ω’s is shown in Fig. 1.5(a). For large Ω, it
consists of two bands with an energy separation much larger than all other char-
acteristic energies of the system. Therefore, our system is “confined” to the lower
band with a single minimum, which effectively makes it a single-component system.
This explains almost identical densities of the two components in Fig. 2.1(c).
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Figure 2.1: The density profiles for the rotating spin-orbit-coupled BEC
are shown. The first, second and third columns show density of |↑⟩
component (|ψ↑|2), density of |↓⟩ component (|ψ↓|2) and the total density
(ρT = |ψ↑|2 + |ψ↓|2), respectively. Figure (a) shows results for Ω = 0
which are characterized by density stripes and lines of vortices in both
components. The results for Ω = 2 EL (b) are qualitatively similar to
the Ω = 0 case. Figure (c) shows results for Ω = 10 EL; a vortex lattice
is formed in both components and densities of the two components are
almost identical.
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2.4 Creating vortices by spatially-dependent detuning
2.4.1 The model
Vortices in spin-orbit systems like [7] can be created without any rotation, but
by imposing an additonal synthetic magnetic field. In [41], it has been shown that
a spatially-dependent detuning, δ, in the M-scheme results in a synthetic magnetic
field, which creates vortices in the strong Raman coupling (Ω) regime. Our goal is
to investigate the same system for a wide range of Ω (from weak to strong Raman
coupling) and to see what kind of vortex structures it yields.

















where spatially-dependent δ(y) can be created in a laboratory by applying spatially-
dependent magnetic field (see [14]).
We again assume strong confinement in the ẑ direction and describe interac-
tions by equation (2.17). We are looking for the ground state in the same way as












































Parameters Ω′, δ′, k′L, g1, g2, g12 are defined in the same way as in (2.19). Equations
(2.22) are solved using the same method as in Sec. 2.3.
2.4.2 Qualitative discussion
To get a better understanding of the model, we investigate Hamiltonian (2.21)














We first assume that δ is constant in space. In that case Hamiltonian (2.23) can be







The resulting spectrum consists of an upper(+) and lower(-) band, as shown in Fig.
1.5. The gap separating the bands is large compared to other characteristic energies
of the system and it is safe to assume that the condensate occupies only the states
in the lower band. In Fig. 1.5(a), spectra for different coupling strengths Ω and
δ = 0 are shown. For Ω < 4 EL, the spectrum has two minima and BEC will involve
states near both left and right minima. At Ω = 4 EL, there is a transition from a
spectrum with two minima to a spectrum with one minimum, which changes the
structure of the condensate wave-function. I.e., for Ω > 4 EL, the BEC is expected
to occupy only states with momentum around kx = 0.
The effect of detuning δ in the low-Ω regime is shown in Fig. 1.5(b). We see
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that δ shifts the energies and positions of the left and right minima. In the case
of constant δ, the BEC would occupy only the states around the global minimum
(for example, the right minimum in Fig. 1.5(b)). Those cases have been tested
experimentally in [7]. Now, consider a spatially-dependent δ(y). We will consider
it to be a linear function of y: δ(y) = δ0 + βy, which is the simplest and the
most experimentally relevant regime. The interesting physics is evident from the
following arguments: for constant detuning, the spectrum around a minimum can
be simply described by (kx − kmin)2/(2meff) +Emin [we use dimensionless variables,
see (2.19)], where meff , kmin, Emin are the effective mass, position of the minimum,
and the energy at the minimum, respectively. Note that all these quantities depend
on δ. If δ is y-dependent, the values of meff , kmin, Emin will also become spatially-





/(2meff) + Emin(y) which describes particles moving in an effective gauge
field (A,Φ) =
(
kmin(y), 0, 0, Emin(y)
)
with a spatially-varying effective mass meff(y)
[41]. The spatially-dependent vector potential A induces an effective magnetic field
(Beff = ∇ × A), which may lead to creation of vortices if strong enough. This
approximation provides a good description of the system only if the particles at
some point y have the momentum kx near the minimum. Our numerical simulations
presented below indicate that this approximation in fact gives a very good qualitative
description in a wide parameter range.
We calculate parameters meff(y), kmin(y), and Emin(y) by diagonalizing (2.23)
for different y’s since δ = δ(y). The procedure of deriving effective equations for
lower band for Hamiltonian (2.21) in high Ω (single minimum) regime is described
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in Ref. [41]. Let us note however, that the method we use to find the ground state,
i.e. numerically solving equations (2.22), is exact (in particular, we do not limit our
system to lower band and we do not simplify interaction terms).
2.4.3 Results
In simulations for a system with a spatially-dependent detuning δ we use the
same experimental parameters as in the simulations of a rotating system, which
gives a0 =
√
~/(mω) = 1.52 µm and k′L = 8.42. We choose interaction parameters
to be g1 = 1600, g2 = 1593, g12 = 1593 and constant part of detuning δ0 = 0. The
results for Ω = 0, β = 4 ~ω/a0 and γ = 1 are shown in Fig. 2.2. Here we have
chosen N↑ = N↓ since for Ω = 0 Hamiltonian conserves number of the |↑⟩ and |↓⟩
particles separately. The results are straightforward to understand, i.e. in this case,

















+ V↓(r) and V↑(r) =
V (r) + δ(y)/2, V↓(r) = V (r) − δ(y)/2. We see that motion of |↑⟩ and |↓⟩ particles
is decoupled in Ĥ and that they experience different potentials V↑(r), V↓(r). De-
tuning gradient β shifts the minima of V↑(r) (V↓(r)) for y0 = β/(2mω
2γ2) in the
positive/negative ŷ direction and therefore, the centers of the |↑⟩ and |↓⟩ densities
are shifted from the origin by ±y0 (the origin is located in the minimum of V (r)),
see Fig. 2.2(b). Also, it is clear from Ĥ and Fig. 1.5(a) that the momentum dis-
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tribution of |↑⟩ (|↓⟩) particles will be centered around k = (−kL, 0) (k = (kL, 0)),
see Fig. 2.2(c) (in dimensionless units kL is simply replaced by k
′
L). The effect of
repulsive interactions between the particles with different spins is clearly seen (the
overlap between |↑⟩ and |↓⟩ densities is quite small).






Ω-term creates coupling between |↑⟩ and |↓⟩ particles. If δ = const = 0 and Ω is
small, the states around the left (right) minimum in the spectrum in Fig. 1.5(a)
still consist mainly of the |↑⟩ (|↓⟩) particles, but there is also some admixture of the
component with the opposite spin, which grows with Ω. It means that ψ↑(r) (ψ↓(r))
will mainly consist of states with momentum around the left (right) minimum, but









where ψ↑L(r) and ψ↓L(r) consist only of states with momenta around the left peak,
while ψ↑R(r) and ψ↓R(r) consist only of the states with momenta around the right








the left and right wave-function. In the spatially-dependent detuning case it may
happen that momentum distribution is separated in two peaks (i.e., there exist
“left”- and “right-movers”) even for Ω > 4 EL (see for example Fig. 2.6(c)). In that
case also the notion of left and right wave-function applies.
To investigate the effect of Ω, which couples |↑⟩ and |↓⟩ states, we consider
the regime with Ω = 3 EL and β = 8 ~ω/a0 (Fig. 2.3). The total density ρT (r)
is shown in Fig. 2.3(a) and there is a characteristic series of minima along the x̂
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direction at y = 0, which come from vortices in the ψ↑ and ψ↓ wave-functions, see
Fig. 2.3(b), which are positioned along x and near y = 0. We have checked that the
phase winding around zero density points of ψ↑ and ψ↓ is −2π. Since vortices in |↓⟩
and |↑⟩ components are slightly displaced from y = 0, the density at minima in ρT
are close to, but not exactly equal to zero.
To explain the existence of the line of vortices in the |↑⟩ and |↓⟩ compo-
nents, we examine the left and right wave-functions. Fig. 2.4(a) displays |ψ↑L|2 and
|ψ↑R|2 (note that the amplitude of ψ↑R is considerably smaller than the amplitude
of ψ↑L:
∫
d2r|ψ↑R|2 = 0.05 and
∫
d2r|ψ↑L|2 = 0.45). The momentum distribu-
tion in Fig. 2.3(c) shows that the wave-packet, ψ↑L, has an average momentum of
kleft = −0.8 k′L and ψ↑R has an average momentum of kright = 0.8 k′L. Since ψ↑ is a
superposition of the left- and right-movers, ψ↑ = ψ↑L + ψ↑R, the appearance of the
line of vortices at overlapping region is expected. The separation of vortices d is
then simply given by (kright − kleft)d = 2π or d = 2π/(kright − kleft). The analytical
expression for d fits perfectly well to our numerical data.
To explain the density profile and momentum distribution, it is useful to
consider an effective gauge-field picture. The effective gauge field (A,Φ), where
A = (kmin(y), 0, 0) and Φ = Emin(y) can be calculated by diagonalizing H
′. From
now on we use the following notation: A(y) = kmin(y) and Φ(y) = Emin(y). As
discussed earlier, we may approximate the low-energy band physics by the follow-
ing Hamiltonian (we use again the dimensionless variables, where the lengths are
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k2y + Φ(y) + V (r), (2.26)
where V (r) = 1
2
(x2 + γ2y2). For Ω ≥ 4EL there is a single local minimum in lower
band of the Hamiltonian (2.23) spectrum for any δ. For Ω < 4EL the spectrum
has two minima for δ = 0, however when δ becomes large enough the spectrum
has a single local minimum (Fig. 1.5(b)). The spectrum around each local min-
imum can be approximated by the form given in (2.26), and therefore there will
be AL(y), ΦL(y), meff,L(y) corresponding to the left minimum and AR(y), ΦR(y),
meff,R(y) corresponding to the right minimum of the spectrum. Left-movers feel the
“left gauge field” (AL(y), 0, 0,ΦL(y)) while right-movers feel the “right gauge field”
(AR(y), 0, 0,ΦR(y)).
To get the effective potential in ŷ direction acting on left- and right-movers
we define: Veff,L(y) = ΦL(y) +
1
2
γ2y2, Veff,R(y) = ΦR(y) +
1
2
γ2y2. In Fig. 2.5
we show ΦL/R(y), Veff,L/R(y), AL/R(y) and 1/meff,L/R(y) for Ω = 3 EL and β =
8 ~ω/a0. Veff,L/R have minima at y0,R/L = ±3.2 which explains the total density
profile (Fig. 2.3(a)) which has maxima at y = ±3.2. The position of two peaks in
momentum distribution in Fig. 2.3(c) can be understood as follows: for particles
positioned near the minimum of Veff,L in Fig. 2.5(b), it is energetically favorable
to have the x̂-component of momentum approximately equal to A(y0,L) and the
ŷ-component near zero (see equation (2.26)). Fig. 2.5(c) shows that A(y0,L) ≈
−0.79 k′L, while from Fig. 2.3 (c), we see that the momentum distribution is centered
around kx = −0.80 k′L. The same explanation applies for the momentum distribution
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of right-movers.
To investigate the regime with a single minimum in the spectrum (Ω ≥ 4 EL)
we did calculations for parameters: Ω = 5 EL, β = 12 ~ω/a0 and γ = 1 (Fig. 2.6).
In this “single-minimum” case one might expect momentum distribution to be con-
centrated around a single point as was observed in Ref. [7]. However, in spatially-
dependent-detuning case this is not necessarily true: the momentum distribution
(Fig. 2.6(c)) shows two peaks around kx = ±0.55 k′L. Also, the total density (Fig.
2.6(a)) has a characteristic series of minima along y = 0 line which come from vor-
tices in the ψ↑ and ψ↓ wave-functions (Fig. 2.6(b)) created in the overlapping region
of left- and right-movers. The results can again be explained by the effective gauge




has two minima at y0,R/L = ±3.4 which explains the density distribution which has
maxima at y = ±3.3. Also, equation (2.26) tells us it is energetically favourable
for particles near the left (right) minimum of Veff(y) to have momentum around
A(y0,L) = −0.56 k′L (A(y0,R) = 0.56 k′L) (Fig. 2.7(c)) which explains momentum
distribution. We also note that in Fig. 2.7(c) A(y) has a large gradient and there-
fore magnetic field (Beff ∼ ∂A/∂y) is strong around y = 0 which may serve as an
alternative explanation of line of vortices appearing in Fig. 2.6(a).
We now study the system with strong Raman coupling Ω and weak detuning
gradient β (i.e. β is not large enough to produce spatial separation of a cloud along ŷ
as in previous cases). Results for Ω = 10 EL, β = 12 ~ω/a0 are shown in Fig. 2.8 and
can be explained by the associated effective gauge field shown in Fig. 2.9. The total
density (Fig. 2.8(a)) and |ψ↑|2, |ψ↓|2 (Fig. 2.8(b)) show the existence of a vortex
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in the centre of the cloud. The vortex appears only for strong enough effective
magnetic field which is tuned by changing β. We define the effective magnetic field
Beff = ∇×A(y) and in our case, (A = (A(y), 0, 0)), Beff = −∂A(y)∂y ẑ. The magnetic
field points in the ẑ direction, depends on y, and is constant along x. We also note
that since meff(y) ̸= 1 (Fig. 2.9(d)), the effective equations will differ from those for
an ordinary charged particle in a magnetic field Beff(y)ẑ. The vector potential A(y)
and the effective magnetic field Beff(y) are shown in Fig. 2.9(b,c).
It is useful to know the critical field needed for vortex creation and we can get a
crude estimate by using the equation for critical magnetic field of a single-component






, where R is the
Thomas-Fermi radius of the cloud [42]. We choose R = 6.5 a0 (the size of our cloud),
which gives Bc ≈ 0.35. It is important to notice that larger number of particles or
stronger interactions increase R, which lowers the critical field (Bc decreases with
increasing R). To find Bc, we did simulations for Ω = 10 EL, γ = 1 and for different
values of β (which controls the strength of the effective magnetic field). We found
that the vortices start to appear for a critical effective magnetic field Bc ≈ 0.34,
which is very close to our estimate presented above.
If the effective field is strong enough, a vortex “lattice” is formed, as shown
in Fig. 2.10, which corresponds to Ω = 10 EL, β = 40 ~ω/a0 and γ = 1.85. From
the figure, we see that vortices are concentrated along the x-axis and around y = 0.
This is because Beff(y) is not homogeneous, i.e. the field is strongest at y = 0 and it
weakens with increasing |y|. We had to increase trapping strength in the ŷ direction
(γ = 1.85) because scalar potential Φ(y) separates the clouds (e.g. see Fig. 2.7(a))
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and for a weaker trapping strength, the effective potential would have two minima
(it would look like effective potential in Fig. 2.7(b)).







are spatially separated along ŷ direction and
there is a vortex (or vortices) in each phase in addition to a vortex line. This requires
double minimum structure of the effective potential in ŷ direction Veff(y), which
separates the phases and strong enough effective magnetic field in each phase to
create additional vortices, which tend to appear in pairs (i.e. the number of vortices
is equal in both phases which is a consequence of the fact that in our simulations
the effective gauge field is symmetric with respect to reflection about y = 0 line and
interactions are almost spin-independent).
In Fig. 2.11(a), we show results for ω = 2π × 10 Hz, Ω = 4 EL, β = 20 ~ω/a0
(a0 =
√
~/(mω)). By choosing ω = 2π × 10 Hz, parameter k′L in dimensionless GP
equations (2.22) becomes k′L = 18.83, while interaction coefficients stay the same
(g1 = 1600, g2 = 1593 and g12 = 1593). Having larger k
′
L means we can create
stronger effective magnetic field. We increased the trapping frequency in the ŷ
direction (γ = 1.3) to bring two phases closer to y = 0, where the effective magnetic
field is stronger (to counter the effective scalar potential Φ(y), which separates
the phases). In Fig. 2.11(b) we show results for ω = 2π × 10 Hz, Ω = 10 EL,
β = 150 ~ω/a0 and γ = 2.75. Here the left and right phases are completely separated
in space and the effective magnetic field is strong enough to produce multiple vortices
in each phase. Also, it is clear that the vortices are not located in centers of two
phases, but are positioned closer to y = 0 which is expected because the field is
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stronger near y = 0.
2.4.4 Experimental signatures
It is important to discuss the means of experimentally observing results we pre-
sented. We concentrate on the time-of-flight imaging, which is widely used to probe
cold-atoms systems. The time-of-flight picture here will be determined by the un-
derlying momentum distribution of particles. If the momentum distribution consists
of two separated peaks, the initial cloud will strongly separate during expansion (see
for example [7, 14]). We note that due to the transformation ψ′↑(r) = ψ↑(r)e
−ikLx,
ψ′↓(r) = ψ↓(r)e
ikLx used when deriving Hamiltonian (2.21), the real momentum
distribution of |↑⟩ particles will in fact be shifted by kL with respect to the momen-
tum distribution shown in figures and the momentum distribution of |↓⟩ particles
is shifted by −kL (see [7]). In the case of Ω = 0, both |↑⟩ and |↓⟩ particles will
have zero average momentum, which means both components of the condensate will
expand, while the position of centre of mass will be stationary during time-of-flight.
For Ω = 3 EL and β = 8 ~ω/a0, we expect four separated clouds to be seen in
the time-of-flight: since the real momentum distributions of |↑⟩ and |↓⟩ particles
are shifted by kL and −kL, there will be two clouds of |↑⟩ particles with average
momenta of 0.2 kL (larger cloud) and 1.8 kL (smaller cloud) and two clouds of |↓⟩
particles with average momenta of −0.2 kL (larger cloud) and −1.8 kL (smaller
cloud). It is important to notice that the vortex line will not be easily visible in
those images, because it exists only due to the the overlap of the wave-packets with
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separate, which means that they do not overlap any more and there
is no clear vortex line present. For the case in Fig. 2.11, the vortices in each phase
will be visible since they are not a result of overlapping the left- and right-moving
condensates.
2.5 Conclusion
In this work, we have investigated realistic experimental methods that can be
used to create vortex excitations in spin-orbit-coupled Bose-Einstein condensates.
The main conclusion of the work is that due to a complicated interplay between
effects associated with the applied laser fields and rotation, the resulting state of the
spin-orbit BEC under additional perturbations is highly non-universal and depends
strongly on the system parameters and specific laser schemes. In particular, we
argued that a spin-orbit BEC under rotation of the trap alone does not achieve a
thermodynamically stable state at all, but acquires a complicated non-equilibrium
dynamics that eventually leads to heating and the destruction of the condensate.
We have also suggested two alternative experimental methods to mimic an
Abelian “orbital” magnetic field that involve either rotation of the entire experimen-
tal setup, or a spatially-dependent detuning. We performed numerical simulations of
the resulting thermodynamically stable density distributions, focusing mostly on the
M-scheme that has already been realized experimentally. This scheme gives rise to
an “Abelian” spin-orbit-coupling with a well-understood ground state that we used
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as a basis of our numerical simulations that showed topological excitations above
the ground state. We expect that the predicted vortex configurations, in particular
vortices appearing in pairs in the spatially-separated left- and right-moving regions,
would be straightforward to observe experimentally, as all necessary ingredients are
already experimentally available.
2.6 Other works on vortices in spin-orbit-coupled BECs
After this work was completed, we became aware of two papers which also
study spin-orbit-coupled BECs under rotation [43,44]. The approach in these papers
is qualitatively different from our work, i.e. they simply postulate the Hamiltonian
of the system under rotation without derivation and discussion about experimental
implications. Also, both papers study the system with Rashba spin-orbit coupling,



















Figure 2.2: The figure shows results for Ω = 0, β = 4 ~ω/a0 and γ = 1. In (a)
the total density is shown. The shape of the density is determined by spatially-
dependent detuning, which shifts the densities of |↑⟩ and |↓⟩ particles (b). Momen-


















Figure 2.3: The figure shows results for Ω = 3 EL, β = 8 ~ω/a0 and γ = 1. In (a)
the total density is shown. The series of minima at y = 0 comes from vortices in





Figure 2.4: The figure (a) shows |ψ↑L|2 and |ψ↑R|2 the relative amplitude of which
is given by
∫
d2r|ψ↑L|2 = 0.45 and
∫
d2r|ψ↑R|2 = 0.05 for the parameters Ω = 3 EL,
β = 8 ~ω/a0 and γ = 1. The superposition of ψ↑L and ψ↑R, ψ↑ = ψ↑L+ψ↑R, produces
vortices in ψ↑. The density of left- and right-moving particles (ρL = |ψ↑L|2 + |ψ↓L|2,
ρR = |ψ↑R|2 + |ψ↓R|2) particles is shown in (b).
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Figure 2.5: The figure shows the scalar potential Φ(y) (a), the effective trapping
potential in ŷ direction Veff(y) (b), vector potential A(y) (c) and inverse of the
effective mass (d) for Ω = 3 EL, β = 8 ~ω/a0 and γ = 1. Values corresponding
to the left minimum of the spectrum are represented by a solid red line while the
values corresponding to the right minimum of the spectrum are represented by a


















Figure 2.6: The figure shows results for Ω = 5 EL, β = 12 ~ω/a0 and γ = 1. In (a)
the total density is shown. The series of minima at y = 0 comes from vortices in








































Figure 2.7: The figure shows the scalar potential Φ(y) (a), the effective trapping
potential in ŷ direction Veff(y) (b), vector potential A(y) (c) and inverse of the




Figure 2.8: The figure shows results for Ω = 10 EL, β = 12 ~ω/a0 and γ = 1.
In (a) the total density is shown, while (b) and (c) show densities of |↑⟩ and |↓⟩








































Figure 2.9: The figure shows the effective trapping potential in ŷ direction Veff(y)
(a), vector potential A(y) (b), the effective magnetic field Beff (c) and inverse of the
effective mass (d) for Ω = 10 EL, β = 12 ~ω/a0 and γ = 1.




Figure 2.11: Figures show separated left and right phases with vortices in each
phase. Trapping frequency is ω = 2π × 10 Hz. Figure (a) shows total density for
Ω = 4 EL, β = 20 ~ω/a0 and γ = 1.3. Figure (b) shows total density for Ω = 10 EL,
β = 150 ~ω/a0 and γ = 2.75.
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Chapter 3: Exotic Quantum Spin Models in Spin-Orbit-Coupled
Mott Insulators
3.1 Introduction
In the last 20 years, cold atoms have proven to be an excellent playground for
studying many-body physics [13,45] and this is especially true for studying strongly
correlated systems such as atoms in optical lattices. The prominent example is
the observation of superfluid to Mott insulator transition [46] which was followed
by experimental and theoretical work on both Bose and Fermi gases in lattices of
different dimensionality and in various parameter regimes [13,45]. The key features
of cold atoms in optical lattices are an excellent tunability of parameters and the
fact that the system is almost perfectly described by the Hubbard model in the deep
lattice regime [47]. Since it is well known that the Hubbard model is mapped to an
effective spin Hamiltonian for Mott-insulator phases with integer filling, it is clear
that cold atoms can be used to “engineer” various quantum spin systems [48, 49]
from those described by the Heisenberg model to more exotic ones, like the Kitaev
model [50]. In designing effective spin systems different tools like polar molecules [51]
and tilted optical lattices [52] can also be used.
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In this work we combine optical lattice and SOC which, in the deep lattice
regime, leads to tight-binding description with non-zero “spin-flip” hopping between
neighboring sites [53]. We show that in the Mott-insulator phase with one atom per
site the system is described by an interesting effective spin Hamiltonian which is
a combination of Heisenberg model, quantum compass model and Dzyaloshinskii-
Moriya terms. We note that combination of an optical lattice and SOC has already
been considered with a purpose of studying superfluid-insulator transition [54], topo-
logical phase transitions [55] and BEC dynamics [56]. In the context of solid-state
physics spin models resulting from Mott-insulators with strong SOC were studied
in Ref. [57–60].
3.2 The model
We study a two-dimensional system of pseudospin-1/2 atoms on a square op-







2(Kx) + Vy sin
2(Ky)
]
1̌+ ασ̌xpx + βσ̌ypy, (3.1)
where p = −i~∇,m is the atomic mass, Vx, Vy the lattice depth in x and y direction,
K = π/a (a is lattice spacing), 1̌ the 2 × 2 unit matrix, σ̌i Pauli matrices; α and
β characterize the SOC. We are interested in the deep lattice regime of (3.1) where
we can restrict the Hilbert space of the system to the states corresponding to the
pair of bands with the lowest energy (the two bands touch at k = (0, 0), (0, K),
(K, 0) and (K,K) in the energy spectrum). The system is then well described by
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the tight-binding model in which the Hilbert space is spanned by states localized on
individual lattice sites (Wannier states [13]) and particles can tunnel to neighboring
sites. There are two localized states per site (|W 1R⟩, |W 2R⟩), hence we have two









γ ar+ηγ ,j +H.c.
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, (3.2)





r+ηγ⟩ are the tunneling matrices (ηγ = aγ̂). To find the elements of
Tγ corresponding to H0, we use Peierls substitution and “localized Wannier states
(LWS) method”. We write SOC in a gauge-field form: p2/(2m) + ασ̌xpx + βσ̌ypy =
(p−A)2/(2m)+const. withA = (−mασ̌x,−mβσ̌y) and may use Peierls substitution
to find tunneling matrices
Tγ = tγe
−iaAγ = tγe
iθγ σ̌γ , γ = x, y (3.3)
where tγ are tunneling coefficients in the γ-direction in the absence of SOC, θx =
πα′/2, θy = πβ
′/2; α′ and β′ are dimensionless SOC strengths: α′ = 2mα/(~K),
β′ = 2mβ/(~K). However, Peierls substitution is only an approximation, valid
for SOC weak with respect to the energy gap between the lowest-energy pair and




Vy/ER), where ER =
~2K2/(2m) is the lattice recoil energy. While SOC is quite weak in solid-state
systems, in cold-atom systems it is typically very strong and in that case Peierls
substitution is not completely valid. For example, if we combine optical lattice with
spacing a = 410 nm and Rashba SOC generated by a scheme described in Ref. [28],




Since the validity condition for Peierls substitution is not completely satis-
fied, we find tunneling matrices using LWS method, i.e. by explicitly calculating
localized Wannier states corresponding to the lowest-energy pair of bands of H0
and by projecting H0 to the Wannier-state basis. Here Wannier states are a linear
superposition of both bands and to calculate them we follow the numerical method
described in Ref. [61]. The method we used is described in the appendix B. LWS
results show that the tunneling matrices still have the form given in (3.3) but now
the parameters tx, ty, θx and θy are some more general functions of Vx, Vy, α, β, K
and m. It can be shown that the structure of tunneling matrices (3.3) follows from
symmetries of H0.
Peierls substitution has the advantage to give an analytical form for tunnel-
ing matrices, however it does not give any information about the Wannier states,
whereas the LWS method explicitly gives states |W 1r ⟩, |W 2r ⟩ which can be important
in interpreting the experimental data. In Fig. 3.1 we compare tunneling amplitudes
in the Rashba-coupling case obtained by Peierls substitution and LWS method for
Vx = Vy = 10 ER. The figure shows excellent accord for small α
′ and sizable
differences for larger ones.







Uij : nr,inr,j : , (3.4)
where nr,i is a number of particles in state |W ir⟩, Uij are interaction coefficients and
:(...): denotes normal ordering of creation and annihilation operators. Since H0 is
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y obtained by Peierls substitution
(full red and dash-dotted blue line) and localized Wannier states method (full dots
and empty circles) for different strengths of Rashba SOC and Vx = Vy = 10 ER.
already written in a dressed-state basis [18, 28] and {|W iR⟩} are some linear combi-
nations of these dressed states, interaction coefficients Uij are generally some com-
plicated functions of s-wave scattering lengths between atoms in different hyperfine
states. While the exact dependence of Uij on the parameters Vx, Vy, α and β differs
for various SOC schemes, the overall amplitude of Uij is proportional to
∫
dr|ϕ(r)|4,
ϕ(r) being the ground state solution of H = p2/(2m) + VxK
2x2 + VyK
2y2 [13].
3.3 Low-energy Hamiltonian (spin model)
We are interested in the Mott-insulator regime with tx/Uij ≪ 1, ty/Uij ≪ 1
and one atom per site. In this case interactions (3.4) are the dominant part of the full
Hamiltonian (H = HT+V ) and we may treat the problem perturbatively by taking
V as a starting Hamiltonian and HT as a perturbation. The ground state of V is
a state with uniform distribution of atoms and the ground state degeneracy is very
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large since there are two states per site that atoms can occupy. The perturbation
HT couples the ground-state manifold and excited states of V and the resulting low-






Eγ − (Eα + Eβ)/2
, (3.5)
where α and β label states in the ground-state manifold, while γ labels the excited
states of V .
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z = (u1 + u2 − 2)J ih, Dx = x̂(u1 + u2) sin(2θx)Jx/2, Dy = ŷ(u1 +
u2) sin(2θy)Jy/2, h = (u1 − u2) (Jx cos2 θx + Jy cos2 θy). Ji = 4t2i /U , θi were intro-
duced in (3.3) and u1 = U12/U11, u2 = U12/U22. Since the atoms usually used in
experiments have almost spin-independent interactions we may assume Uij = U
(u1 = u2 = 1). In that case J
i
z = h = 0 and the Hamiltonian is a combina-
tion of Heisenberg model, compass model and Dzyaloshinskii-Moriya-type terms;
for θx = θy = 0 (no SOC) and Jx = Jy we recover the Heisenberg model [48,49,62].
Next we find the effective low-energy Hamiltonian for fermions. The only
relevant interaction coefficient is U12 since the excited states of V are those with
two fermions of different species at the same site. The Hamiltonian has the same
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form as in (3.6) with the following coefficients: J ih = −Ji cos(2θi), J icm = −2Ji sin2 θi,
J iz = 0, Dx = −Jx sin(2θx)x̂, Dy = −Jy sin(2θy)ŷ and h = 0.
3.4 Classical phase diagram at zero temperature
We intend to find the classical zero-temperature phase diagram for bosonic
case (3.6) with u1 = u2 = 1 (J
i
z = h = 0) and Jx = Jy for a wide range of SOC
parameters θx, θy (θx ∼ α, θy ∼ β). Some previous papers presented models com-
bining Heisenberg, Dzyaloshinskii-Moriya and compass-model interactions [57–59]
but they did not provide a complete phase diagram, neither at a classical level, usu-
ally considering only small SOC. An extensive study dedicated to the pure compass
model can be found in Ref. [63]. In our approach we treat the spins Si as classical
vectors and we aim to find the configurations {Si} which minimize the energy HB.
These ground state configurations are found using the steepest descent minimiza-
tion method, starting from arbitrary spin configurations on 60× 60-site lattices. In
Fig. 3.2 we show the phases and in Fig. 3.3 the corresponding phase diagram. We
obtain two Ising-type phases [ferromagnet (Fig. 3.2a) and stripes (Fig. 3.2e)], copla-
nar spirals (Fig. 3.2b) and three-dimensional ordered phases with vortices (Fig. 3.2c)
or antivortices (Fig. 3.2d). In describing our results, it is helpful to focus on a so
called “basic region” given by the triangle θy ≤ θx ≤ π/2: the solutions for other
parameters can be obtained by simple mappings, e.g. ground-state configurations
in θx ≤ θy ≤ π/2 region are obtained by simultaneous π/2-rotation of spins and











Figure 3.2: Spin textures: (a) ferromagnet (θx = θy = 0); (b) spiral wave (θx = 0.5,
θy = 0.2); (c) vortex phase (θx = θy = 1); (d) antivortex phase (θx = π− 1, θy = 1);
(e) stripes (θx = 1.6, θy = 0.7). Phases (a), (b) and (e) are coplanar and shown in
a two-dimensional representation.
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net is immediately replaced by spiral waves, whose spatial periodicity reduces from
several to three sites upon increasing θx and θy; we found both commensurate and
incommensurate waves. When the compass-model term becomes dominant over
the Dzyaloshinskii-Moriya one, another coplanar phase appears, the ferromagnetic
stripe order, either directly or via the three-dimensional ordered phases. We always
find non degenerate classical ground states, except along the dashed lines (Fig. 3.3)
which indicate points in the parameter space with a continuous degeneracy of clas-
sical ground states. However, we expect this degeneracy to be removed by slight
deviations of the realistic engineered SOC with respect to the Rashba-Dresselhaus
form of the coupling [28]. The dashed lines also represent the boundaries between
phases with stripes of different orientation, i.e. between the phase shown in Fig. 3.2e
and the one obtained by rotating the sites and spins of the latter by π/2 around the
z-axis. The vortex phase (Fig. 3.2c) takes place along the diagonal θx = θy: vortices
are left-handed in the region with smaller SOC and right-handed in the one with
larger SOC. The antivortex phase (Fig. 3.2d) is found along the diagonal θy = π−θx
and the configuration (d) is obtained from the phase (c) by a transformation which
reflects sites (but not spins) with respect to the x-axis. For a better identification
of the phase properties, we consider their behavior with respect to the breaking of
the translational symmetry of (3.6). While all the phases (except the ferromagnet)
break this symmetry, they do it in a different way, i.e. the stripe phase in Fig.3.2e is
not invariant under one-lattice-site translation along x-direction, but it is invariant
under two-lattice-sites translations in x-direction and under one-lattice-site transla-
tion in y-direction; the phases with vortices or antivortices are not invariant under
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one- and two-lattice-sites translations in x and y-direction, but they are invariant
under three-lattice-sites translations. Then we can understand the evolution from
stripe to vortex phase as a transition in which two-lattice-sites translational symme-
try becomes broken. The same reasoning applies for the rest of the phase diagram.
We note that in the fermionic case, the classical version of the effective Hamil-
tonian is related to the classical bosonic Hamiltonian with u1 = u2 = 1 by a simple
“checkerboard” mapping: flipping spins on sites with i+ j being an even integer (i
and j are lattice site indices in x and y direction). Therefore, the phase diagram
in the fermionic case with Jx = Jy has the same structure as the phase diagram in
Fig. 3.3 and fermionic ground state configurations are related to configurations in
Fig. 3.2 by the checkerboard mapping.
3.5 Experimental realization
Experimental realization of the system we consider is as follows: a 2D optical
lattice in x-y plane and a very deep lattice along z-direction which confines atoms
to the x-y plane are accompanied by a laser setup for creating SOC described in
Ref. [28]. In this SOC setup parameters α and β are of limited variability (α ≈ β ≈
~kL/(2m), where kL is “SOC-laser” wave vector), however we may choose different
values of lattice wave vectors in x and y direction (Kx, Ky) and this enables us to
access a wide parameter regime: θx, θy & π/2 [θj ≈ (kL/Kj)(π/2) and Kj . kL].
Since the Hamiltonian HB with u1 = u2 = 1 is periodic with respect to θx, θy with
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Figure 3.3: Classical phase diagram of the Hamiltonian HB (see text
for details): ferromagnet (black corner dots); spiral waves [dark orange
(commensurate with four-sites periodicity), light orange (commensurate
with three-sites periodicity), red (others)]; stripes (yellow); vortex phase
(dark blue) and antivortex phase (light blue). Dashed lines denote the
part of the stripe region with continuous ground-state degeneracy and
also separate stripe phases of different orientation. Straight black lines
separate phases of different orientation inside the spiral region.
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period π, it is in principle possible to experimentally access the whole region of the
phase diagram shown in Fig. 3.3.
Several methods for detecting spin textures in Mott-insulator phase have been
proposed: for example, noise correlations in time-of flight (TOF) images [64] and
optical Bragg scattering [65] provide spin-spin correlations ⟨Sr · Sr′⟩ by measuring
spin structure factors; signatures of magnetic order can also be observed by com-
bining TOF imaging and Feshbach resonance during expansion [66]. We note that
in the SOC case Wannier states are generally composed of both pseudospin |↑⟩ and
|↓⟩ components while pseudospin states themselves are some linear combinations of
atomic hyperfine states [28]. These features have to be taken into account when
interpreting experimental data.
The energy scale of the effective Hamiltonian is of order t2/U which is very
small with respect to typical sample temperatures, having in mind the requirement
t ≪ U . Unfortunately, current state of art experiments are still not able to reach
low-enough temperatures/entropies, in order to be able to observe spin textures,
even in lattices without SOC (see for example [67]) and thus only paramagnetic
Mott insulators are prepared in experiments. However, new methods of cooling and
reducing the entropy per particle are being developed [68]. In particular, a recent
experiment on ultracold fermions in a cubic optical lattice managed to measure anti-
ferromagnetic correlations [69] gives us hope that our theoretical findings could be
tested experimentally in the near future.
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3.6 Conclusion
In summary, we studied the effects of spin-orbit coupling in cold atoms in an
optical lattice in the Mott-insulating regime. We derived the tight-binding model
using Peierls substitution and localized Wannier State method, and obtained the
effective low-energy Hamiltonian for bosons and fermions: this takes the form of
an exotic spin model with Heisenberg, compass-model and Dzyaloshinskii-Moriya
interactions. We determined the classical phase diagram for this model and showed
that the interplay between the different interactions is responsible for a large variety
of phases: ferromagnet, spirals, stripes, three-dimensional vortex and antivortex
phases. We expect that our classification of ground states could generally survive in
a quantum approach; in fact, except for some particular cases we mentioned in the
discussion, on the classical level there are no degeneracies which would be lifted by
quantum fluctuations. Due to current experimental state of the art, our theoretical
investigation is aimed more to provide predictions for future experiments than to
explain present evidence.
We would like to note that, after submitting this work to a journal, sev-
eral other papers appeared which studied magnetic phases [70, 71] and superfluid-
insulator transition for bosons in optical lattices with synthetic SOC [70,72].
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Chapter 4: Interaction-Tuned Dynamical Transitions in a Rashba
Spin-Orbit Coupled Fermi Gas
4.1 Introduction
One of the important contributions of cold atoms has been the ability to study
non-equilibrium phenomena of closed many-body quantum systems [73]. Cold-atom
systems are very well isolated from the environment and they are highly contro-
lable which, among other things, enables studying dynamics after a quench, or of a
periodically driven system. Finally there are numerous ways to probe the system,
e.g. time-of-flight imaging, “quantum gas microscope” imaging [74], Bragg spec-
troscopy [75], etc. Therefore, there have been many experiments which provided
access not only to thermodynamic quantities, but have also yielded insights into
how correlations develop and spread across a system following a parameter quench,
how long-range order is established, and the mechanisms underlying thermalization
in isolated interacting systems [13,73,76–78].
In this chapter we study spin dynamics occurring in a weakly interacting, uni-
form spin-orbit coupled Fermi gas, which is initially spin polarized. We assume that
the momentum distribution in the initial state is the classical Maxwell distribu-
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Figure 4.1: Schematic plot showing non-equilibrium steady states of an initially
spin-polarized Fermi gas in the presence of SOC. Here λ = gn0/αpth, where gn0
parametrizes the interactions (Eq. 4.2) and αpth parametrizes the SOC (Eq. 4.3).
Different types of steady states are separated by transition points λc1 and λc2. For
small interactions (λ < λc1), magnetization decays to zero. For λc1 < λ < λc2
magnetization oscillates forever around zero, while for large interactions (λ > λc2)
the system becomes partially polarized.
tion. Interplay between classical motion in the thermal gas, quantum spin degrees
of freedom subject to spin-orbit coupling and interactions gives rise to interesting
dynamical regimes, which are the focus of this work. Our main results are summa-
rized in Fig. 1: we find that there are three possible distinct steady states which
can be labelled as: unpolarized state, oscillating magnetization state, and partially
polarized state. Different steady states correspond to different values of the ratio
of the interaction strength to the SOC strength (denoted as λ), and we find clear
transitions between different regimes as we change λ.
For weak interactions, the system can be treated within the Hartree-Fock (“col-















where f̂(p, t) is the Wigner distribution, σ̂i are Pauli matrices, M = {mx,my,mz} is
the density-dependent magnetization, p is momentum, and α and g denote the SOC
and interaction strength respectively (details and the derivation are discussed later
in the text). This equation describes spin-precession for a particle with momentum
p in an effective magnetic field, Beff = (αpx− gmx/2, αpy− gmy/2,−gmz/2), which
involves a combination of SOC and interactions. The fully polarized initial state
points along the z (longitudinal) direction.
If g = 0, Beff points in the x-y (transverse) plane; spins of particles with
different momenta precess at different frequencies causing dephasing, and the total
magnetization decays to zero at long times. For very large g, for a fully polarized
initial state, the effective field points close to the z-axis (Fig. 2). As a result the
total magnetization does not decay to zero, but approaches a finite value at long
times. When SOC and interactions are of comparable strength, the dynamics leads
to a steady state where the magnetization shows undamped oscillations about a zero
mean-value. This unusual state is a result of the strongly non-linear character of
Eq. (4.1).
In a solid-state material, spin dynamics is primarily influenced by spin-orbit
coupling and scattering from impurities and phonons [80–82]. Collisions lead to
random changes in the electron’s momentum, which in turn causes the spin to
precess in random directions, leading to Dyakonov-Perel spin relaxation [80] and
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diffusive dynamics of magnetization [83].
In an ultra-cold gas, the situation is different: there is no disorder, and the
inter-particle interactions are typically important. In most of the experiments so
far, these interactions take the form of a density-density, s-wave contact interaction




where the two hyperfine states are denoted using pseudo-spin variables {↑, ↓}, the
interaction parameter g is proportional to the s-wave scattering length a (it can
be tuned using Feshbach resonances [84]), and ň↑(↓)(r) is the spin-density opera-
tor. S-wave interactions between like fermions are forbidden by the Pauli exclusion
principle.
Depending on the strength of the inter-particle interactions, the gas can be
described as either collisionless (Knudsen) or collision dominated [79]. The former
limit, which is the focus of this work, is achieved when the interactions are so
weak, that the timescale for mean-field spin exchange, given by tmf ∼ m/~an0,
is much shorter than the typical collision time tcoll ∼ 1/(n0v̄σ). Here n0 is the
density, m is the mass, v̄ is the average velocity of the particles, and σ = 4πa2 is
the scattering cross-section. For typical experimental densities, and temperatures
T ∼ TF , the collisionless regime corresponds to scattering lengths a ∼ 10aB, which
yields a tcoll ∼ 1s and a mean-field time tmf ∼ 50ms. Hence the collisionless limit
can be readily explored in experiments [85].
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4.2 The model





+ U(r) + α (pxσ̂x + pyσ̂y) , (4.3)
where p = −i~∇ and U(r) is the external potential. This single-particle Hamil-
tonian can lead to novel spin textures and spin dynamics, even in the absence of
interactions [18, 31, 32, 86, 87]. To study the dynamics of the system, we derive




















which contains all the information about single-particle observables (i, j ∈ (↑, ↓)).
For example, total density is n(r) = n↑(r)+n↓(r) =
∫
dp/(2π~)d (f↑↑ + f↓↓), where
d is dimensionality of the system.
For spin-orbit-coupled fermions with contact interactions the collisionless
























f↑↑(r,p, t) f↓↑(r,p, t)
f↑↓(r,p, t) f↓↓(r,p, t)
 , (4.6)
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and V̂ contains effects of an external potential U(r, t) and interactions:
V̂ (r, t) =
U(r, t) + gn↓(r, t) −gn−(r, t)








dp/(2π~)df↑↓ and n− =
n∗+. The diagonal terms in Eq. 4.7 represent the direct (Hartree) contribution to
the interactions, while the off-diagonal terms represent spin exchange. Deriva-
tion of Eq.(4.5) is given in Appendix C. We define a magnetization vector M =
{mx,my,mz} = {n+ + n−,−i (n+ − n−) , n↑ − n↓}, which can be readily probed in
ultra-cold atom experiments via spin-sensitive phase contrast imaging [89]. We refer
to mz and {mx,my} as the longitudinal and transverse magnetization respectively.
In this work we consider a uniform system (U(r, t) = 0), where all the relevant
quantities become independent of space (the spatial derivative terms in Eq. (4.5)
vanish) and the Boltzmann equation reduces to (4.1), where we have conveniently
expressed V̂ (t) as: V̂ (t) = −gM(t) ·σ̂/2. The effects of a spatially varying potential
U(r) will be discussed later. Spin-orbit coupling can be viewed as a momentum-
dependent transverse magnetic field BSOC, as shown in Fig. 4.2. Similarly, the inter-
actions V̂ , can be viewed as a time-dependent magnetic field BMF(t) = −gM (t)/2
where the time dependence of M arises from the density. Introducing dimensionless
units of momentum p′ = p/pth (pth =
√
2mkBT ) and time τ = t/tsoc (tsoc = ~/αpth)
in Eq. (4.1), the only parameter in the equation is the ratio of the interaction and
SOC strength λ = gn0/αpth. Throughout we refer to weak, intermediate and strong
interactions as λ≪ 1, λ ∼ 1 and λ≫ 1 respectively. All these regimes can be read-
ily accessed within the collisionless limit by decreasing the SOC strength, which can
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be tuned experimentally.
4.3 Results and discussion
Our initial state is a non-degenerate, fully polarized gas of spin-↑ fermions in
thermal equilibrium, at a temperature T . We require the temperature to be small
enough so that the system can be regarded as a two-level system. In the experiment
of Wang et al. [21], the hyperfine splitting between the states is of order 10 TF ,
so this requirement is readily met. The Wigner function reads f↑↑(p, t = 0) =
N exp [−βp2/(2m)], f↑↓(t = 0) = f↓↑(t = 0) = f↓↓(t = 0) = 0, where N is an overall
normalization factor proportional to the total number of particles and β = 1/kBT .
As identical spins do not interact, this initial state is stationary in the absence
of spin-orbit coupling. We then suddenly switch on the spin-orbit coupling, and
numerically integrate Eq. (4.1) on a two-dimensional 200× 200 grid in momentum
space using the fourth-order Runge-Kutta method. The interaction matrix V̂ is
sequentially updated at each timestep, and the step size is small enough so that
particle number is conserved to very high accuracy. All our calculations are done
for a two-dimensional system, however the results readily generalize to 3D, as the
Maxwell-Boltzmann distribution is separable in phase space.
In the absence of interactions (λ = 0), the Boltzmann equation (4.1) reduces to
a linear equation, which can be solved analytically. The longitudinal magnetization




Erfi(τ)], where Erfi is the imaginary error function,
while mx(τ) = my(τ) = 0. At short times (τ ≪ 1), mz ∼ n0(1−2τ 2+O(τ 4)), while
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at long times, mz vanishes to zero as mz(τ → ∞) → −n0/(2τ 2).
The Rashba term in Eq. (4.1) couples the spin-↑ and ↓ states by acting as a
transverse magnetic field. An atom initially aligned along ↑ will therefore perform
Rabi oscillations about the Bloch sphere. Atoms with different momenta Rabi os-
cillate at different frequencies, and over time, the total longitudinal magnetization
decays to zero.
The rapid decay of the total magnetization is a property of the thermal gas.
At T = 0, the dominant momenta participating in the dynamics are centered around
the Fermi momentum pF, which produces magnetization oscillations, in addition to
a decay. In the 2D case: mz(τ
′) = n0
[
sin(2τ ′)/τ ′−sin2(τ ′)/τ ′2
]
, where τ ′ = t~/αpF.
The slower decay of the magnetization (∼ 1/τ ′) at zero temperature, compared to
the non-degenerate gas is due to the larger spread of momenta participating in the
dynamics in the thermal case.
The amount by which the magnetization decays depends on the choice of
initial state. For example, for a initial Wigner distribution of the form f̂(p, t = 0) =
N /2 exp [−βp2/(2m)] σ̂x, the average magnetization mx decays to half its original
value, rather than to zero.
The situation becomes much more interesting in the presence of interactions, as
the Boltzmann equation now becomes a non-linear equation, which has to be solved
self-consistently. In Fig. 4.2, we plot the effect of interactions on the evolution of the
total magnetization (we consider only g > 0). To understand this dynamics, first
note that since n+ = n− = 0 in the initial state, the dynamics does not generate any
transverse components of M at subsequent times. Exchange interactions therefore
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Figure 4.2: Top-Left: SOC and interactions can be viewed as magnetic fields in
the longitudinal (red solid arrow) and transverse direction (blue solid arrow) respec-
tively. The spin precesses around Beff = BSOC +BMF. Right Panels: Snapshots of
the magnetization for various interaction strengths showing the three different final
states: unpolarized, oscillating magnetization and partially polarized state. (Top)
Solid red curve is the non-interacting result (see text for analytic formula), and the
blue dashed-dotted blue curve has λ = 1.5. (Center) λ = 2.3 and the strongly
anharmonic curve is λ = 2.977. (Bottom) λ = 4. Bottom-Left: The long time-
averaged magnetization (dashed blue) and the amplitude of fluctuations about the
average δmz =
√
⟨(mz − ⟨mz⟩)2⟩ (solid red), for different values of λ. At a first crit-
ical value, λc1 = 1.533(3), the magnetization develops undamped oscillations about
zero, and at a second critical value λc2 = 2.9825(2), the net magnetization jumps to
a non-zero at long times (vertical blue dotted line).
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do not play an important role in the dynamics described here. The interaction term
can simply be expressed as a time-dependent Zeeman field: V̂ = BMF(t) · σ̂ =
−gmz(t) σ̂z/2.
For small λ, the dynamics is analogous to the non-interacting case. Spin-orbit
coupling leads to spin dephasing on a timescale tsoc ≪ tmf, and the longitudinal mag-
netization mz (and BMF) decays to zero. As a result the system becomes effectively
non-interacting at long times.
The steady-state magnetization remains zero until the ratio reaches a critical
value λc1 = 1.533(3). For larger λ, the magnetization is still zero on average, but
displays large undamped oscillations. As the interactions are increased (equivalently,
as the SOC is decreased), the oscillations become strongly anharmonic, and the
amplitude and period of the oscillations grows. Beyond a second critical value
λc2 = 2.9825(2), the average magnetization approaches a finite value at long times
(indicated by the blue dotted line). In the vicinity of λc2, the oscillation period
becomes so long that we are not able to resolve whether the observed jump in
the magnetization is merely an artifact of a finite time simulation. As λ → ∞, the
average magnetization approaches unity, and the amplitude of the oscillations about
the average value, monotonically decreases to zero.
The non-trivial spin dynamics we find is analogous to self-trapping in a double
well Bose condensate, which has been well studied experimentally and theoretically
[90–92]. If the difference between the on-site interaction energy in each well is
small compared to the tunnel splitting, atoms initially prepared in one well undergo
sinusoidal Rabi oscillations between the two wells. For stronger interactions there
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Figure 4.3: Our spin system as a collection of double wells, corresponding to spin-↑
(blue oval, left well) and spin-↓ (red oval, right well) at each momentum. The intra-
well tunnelling is provided by the spin-orbit magnetic field BSOC(p) (red arrow),
which is momentum dependent, while the different wells are coupled to one another
via the interaction term BMF(t) (blue arrow). Arrow thickness denotes the relative
strength of interactions and SOC. (Left): Weak interactions (BMF ≪ BSOC), (Right)
Strong interactions (BMF ≫ BSOC). See the text for details.
is a transition to a “self-trapped” configuration, where the atoms prefer to remain
in one of the two wells.
As shown in Fig. 4.3, our system can be viewed as a collection of “double wells”
(corresponding to the spin-↑ and spin-↓ states) indexed by their momentum p. Spin-
orbit coupling plays the role of the intra-well tunneling, while the role of the on-site
interaction energy difference is played by the mean-field term BMF = −gmz(t)/2.
Furthermore, as the mean-field term depends on the spin density, it provides the
coupling between the double wells, and can thus lead to collective dynamics.
For weak interactions (λ≪ 1), (left panel in Fig. 4.3) the double wells are more
or less independent of one another, and spins perform Rabi oscillations between ↑
and ↓ states with a frequency proportional to their momentum. This leads to a
net cancellation of the total magnetization. For stronger interactions, the inter-
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well interaction dominates, and spins behave collectively. This leads to coherent,
undamped magnetization oscillations. As the interaction strength is increased, the
oscillations become anharmonic, as in the double well case [92]. For even stronger
interactions (λ ≫ 1) (right panel), the initial on-site energy difference between the
left and right wells becomes so much larger than the spin-orbit energy, that atoms
prefer to remain in one spin state. This results in a non-zero net magnetization
on long times, analogous to the self-trapped configuration in the double-well Bose
condensate. We remark that the similarity between our system and the double-well
BEC is purely qualitative and the precise equations obeyed by the two systems are
different.
We now discuss the additional physics introduced by harmonic confinement.
The trap introduces a new time-scale ttrap ∼ 2π/ω ∼ 100 ms, where ω is the trapping
frequency. The dynamics is different depending on whether tsoc and tmf are fast or
slow compared to the trap period. If tsoc ∼ tmf ≪ ttrap, we locally recover the
physics of the homogeneous case, i.e. the magnetization dynamics at each point in
the trap will be the same as in the uniform case, however the parameter λ will vary
in space as λ(r) = gn(r)/(αpth), where n(r) is the local density. If the timescale for
spin-orbit coupling and the trap are comparable, the total magnetization displays
collapse and revival dynamics [18, 87]. Recent proposals of using pulsed magnetic
fields to generate tunable spin-orbit couplings [29, 30] and the demonstration of
nearly uniform, “box” potentials [93], will enable experimentalists to explore this
wide regime of parameters.
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4.4 Conclusion
In summary, we have shown that out-of-equilibrium dynamics of quantum
spins in an otherwise classical gas leads to non-trivial steady states and associated
dynamical transitions. The steady states we describe are far from thermal equilib-
rium, and their stability relies on the absence of collisions. In cold atom experiments,
the strength of interactions can be made weak enough such that the number of col-
lisions throughout the duration experiment are negligible. However, on long enough
times, collisions will eventually lead to thermalization and a dissapearance of the
steady states we describe. Our numerical simulations indicate that the steady states
and dynamical transitions we find also occur for more general forms of SOC.
Experiments on spin-orbit coupled Fermi gases are already beginning to ex-
plore spin dynamics driven by SOC [21]. A systematic investigation of how spin
dynamics is influenced by temperature and interactions is an active area of study
[94,95], and is of considerable relevance to future experiments on strongly correlated
spin-orbit coupled quantum gases.
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Chapter 5: Stoner Ferromagnetism in a Thermal Pseudospin-1/2
Bose Gas
5.1 Introduction
The interplay between superfluidity/superconductivity and competing orders
such as magnetism or density-wave ordering is one of the main challenges in the
physics of strongly correlated systems, ranging from high-Tc superconductors to
neutron stars. A paradigmatic system where this physics can be explored is a
two-component Bose gas [78, 96, 97]. While the zero temperature physics of bi-
nary Bose condensates (BEC) is well understood [98, 99], attention is turning to
understanding the properties of strongly interacting binary systems which can be
realized either by using Feshbach resonances [84], optical lattices [46, 100] or band
engineering [78]. Such systems exhibit a variety of novel phenomena such as a
paramagnetic-ferromagnetic transition [78], stripe orders [20, 32], and Mott states
with residual phase coherence [48,101]. Here we discuss the normal state properties
of an interacting, pseudospin-1/2 Bose gas, finding a rich phase diagram, where
magnetic order occurs even without superfluidity.
Our main result is summarized in Fig. 5.1, which shows the phase diagram of a
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Figure 5.1: 3D Finite-temperature phase diagram of a pseudospin-1/2
Bose gas– Intra-species interactions are repulsive (g↑↑ = g↓↓ = g = 4π~2a/m > 0;
we set an1/3 = 0.1), while the inter-species interaction g↑↓ varies. Tc is the ideal
gas Bose condensation temperature (only T > Tc is shown), a↑↓ is the inter-species
scattering length, and n is the total density. For |g↑↓| greater than a critical value,
system develops ferromagnetic order in z-direction (ZFM)/x−y plane (TFM) above
the superfluid transition. Collapse occurs for sufficiently large negative g↑↓ (see
Fig. 5.2). Dashed line shows the transition between the normal unpolarized state
(UN) and the paired state. TFM is always favored over pairing in 3D.
uniform pseudospin-1/2 Bose gas with contact interactions in three dimensions (3D)
as a function of temperature (T ) and the inter-spin interaction parameter (g↑↓). This
phase diagram was calculated within a self-consistent Hartree-Fock (HF) approxima-
tion, described below. Due to the synthetic nature of the spin, contact interactions
generally do not preserve spin-rotational symmetry, and break it down to U(1)×Z2
in the underlying Hamiltonian. This leads to the appearance of intermediate normal
magnetic phases at finite temperature, in addition to the unpolarized normal phase
(UN). For repulsive inter-component interactions, we find an easy-axis ferromagnet
in the z-direction (zFM), which breaks Z2 symmetry; for attractive interactions, we
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predict an easy-plane transverse ferromagnet, which breaks U(1) symmetry in the
x− y plane.
The transition from a fully disordered phase to the zFM for strong repulsive
g↑↓ is reminiscent of the Stoner transition in an itinerant electronic system (such
as ultra-cold Fermi gases or a screened Coulomb gas). There, the large repulsive
interaction energy cost can be offset by the formation of ferromagnetic domains.
Recently, itinerant ferromagnetism was investigated in strongly interacting ultra-
cold Fermi gases [102–104], which concluded that the Stoner transition is preceded
by the rapid formation of bound pairs, that lead to atom loss, preventing the ob-
servation of ferromagnetism [104]. Here we show that for the analogous bosonic
system, the critical interaction strength for the onset of ferromagnetism is lower
(kTa↑↓ ∼ 0.6, kT =
√
2m/β/~, whereas in a Fermi system kFa↑↓ ∼ 1, where kF is a
Fermi momentum), which opens up the intriguing possibility of observing itinerant
ferromagnetism in a Bose gas. Importantly, in the normal state, three-body losses
are strongly suppressed, and lifetimes of τ ∼ 1s have been observed [93,105].
We also investigate the possibility of BCS-like pairing with attractive inter-
species interactions. The study of boson pairing was originally motivated by exciton
condensation in semi-conductors. Nozières and Saint James [106] argued that such
a phase is the ground state of a spin-1 Bose gas under appropriate conditions.
Recently, a paired phase of spin-1 bosons was predicted above the condensation
temperature, which competes with Bose condensation [107]. Here we find that fer-
romagnetism wins over pairing in 3D, but pairing becomes energetically competitive
in quasi-2D, suggesting that a stable paired phase may indeed occur.
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5.2 The model
We study a uniform system of pseudospin-1/2 bosons with contact interactions
























where m is atomic mass, µσ is the chemical potential and gσ,σ′ = 4π~2aσ,σ′/m
are interaction coefficients (aσ,σ′ are the corresponding s-wave scattering lengths).
Throughout, we assume, g↑↑ = g↓↓ = g > 0. In addition to the U(1) symmetry
associated with ψσ → ψσeiθ, the Hamiltonian has U(1) × Z2 symmetry in spin
space. The Z2 symmetry can be explicitly broken by making g↑↑ ̸= g↓↓ or µ↑ ̸= µ↓.
We assume a spin balanced gas, and set µ↑ = µ↓.
5.3 Random phase approximation
We obtain the instabilities of the normal state by computing the spin sus-
ceptibility within a Random Phase approximation (RPA) which includes exchange
[79, 107, 108]. An instability towards ferromagnetism is signaled by a divergence in













where α, β, γ, η = (↑, ↓) and V is the volume. The non-interacting susceptibility
is: χ0αβ,γη = χ
0 for α = η and β = γ, χ0αβ,γη = 0 otherwise. In 3D, χ
0(k =
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0, ω = 0) = −[(m/2π~2)3/2/
√
β]Li1/2(e
βµ) [107], where β = 1/kBT and Lis(z) is the
polylogarithm function of order s.










where Vαβ,γη = g↑↓δα,γ̄δβ,η̄ + 2g(δα,1δβ,1δγ,1δη,1 + δα,2δβ,2δγ,2δη,2) (↑̄ =↓, ↓̄ =↑). We
are interested in the static density and magnetization susceptibilities: χn = δn/δU ,
χi = δmi/δBi, (n is the density, U is an external potential, and mi and Bi are














1− (2g − g↑↓)χ0
.
(5.5)
The density susceptibility diverges for strong-enough attractive interactions, 2g +
g↑↓ = 1/χ
0 (χ0 < 0), which marks collapse [107]. Absent long-range interactions,
the dominant instability in the density and spin channel occurs at k = 0.
The divergence in χx, χy or χz signals a transition to a ferromagnetic phase
along the transverse or longitudinal direction respectively. The transition to an
Ising ferromagnet (zFM) occurs only for sufficiently repulsive g↑↓ (g↑↓ = 2g− 1/χ0),
whereas the transition to a x− y ferromagnet occurs for arbitrarily weak attractive
g↑↓ (g↑↓ < 1/χ
0) (Fig. 5.1) [109]. This is because the zFM has to overcome the extra
repulsion from the intra-component interaction term. The TFM has recently been
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predicted in Rashba spin-orbit coupled bosons [110], but spin-orbit coupling is in
fact not necessary for this phase.
5.4 Hartree-Fock theory
The RPA analysis only yields the location of the instability lines and to obtain
the complete finite temperature phase diagram, we use a self-consistent Hartree-






k,σâk,σ′⟩ ̸= 0. The






ϵk + 2gn↑ + g↑↓n↓ g↑↓n∗↑↓
g↑↓n↑↓ ϵk + 2gn↓ + g↑↓n↑
 . (5.6)








+ g↑↓ (n↑n↓ + |n↑↓|2)
]
, ϵk = ~2k2/(2m) − µ. ĤHF can




j(k)b̂j(k) − E0, and in thermal equi-
librium the occupation number is given by the Bose distribution ⟨b̂†j(k)b̂j(k)⟩ =[
eβEj(k) − 1
]−1
. The state of the system at temperature T can be obtained by find-
ing the self-consistent mean-field Hamiltonian, or by minimizing the free energy of
the system by varying n̄↑, n̄↓ and n̄↑↓.
The HF analysis predicts a second order transition to two normal ferromag-
netic phases: zFM for repulsive and TFM for attractive g↑↓, at exactly the same
temperatures as predicted by the RPA theory. This is not surprising because the
RPA susceptibilities can be obtained by linearizing the Hartree-Fock equations of
motion [79].
When the chemical potential reaches the bottom of the lower band in Eq. (5.6),
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a BEC transition occurs. While the critical temperature for the transition between
the unpolarized normal and BEC does not change with the interaction strength
(interactions merely yield a constant shift to the chemical potential), the transition
between the normal ferromagnetic and BEC phases (T ′c) is interaction-dependent
(see Fig. 5.1). This is because ferromagnetism splits the degeneracy between ↑
and ↓ in Eq. (5.6). In the extreme limit g↑↓ → ∞, there is only one band, and
T ′c approaches 2
2/3Tc (Fig. 5.1), the critical temperature for Bose condensation of
non-interacting spinless bosons. We also note that when the HF approximation is
extended to the BEC phase, it predicts the condensation transition to be first-order,
which is an artifact of the approximation [109].
Although we do not expect our theory to be quantitatively accurate near
the phase boundary, we believe that it correctly captures qualitative aspects of
the phase diagram. Higher-order terms are expected to modify the absolute value
of the BEC transition temperature, it is found to increase in a uniform system
[111,112], and decrease it in harmonic trap [113]. Analogous to the case of the usual
Stoner transition in itinerant fermions, fluctuations may also raise the ferromagnetic
transition temperature, and make the transition first order [102]. A careful analysis
of these beyond mean-field effects will be the subject of future work.
5.5 Pairing and collapse for attractive interactions
In analogy with spin-1/2 fermions, it is natural to ask whether attractive
interactions between ↑ and ↓ bosonic particles could also lead to Cooper pairing.
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Such exotic paired states of bosons have been discussed in the context of exciton
condensation in semiconductors [106,114], however to date, there is no experimental
evidence for such a phase. Here we look for a transition between the unpolarized
normal, and paired state using a bosonic analog of Bardeen-Cooper-Schrieffer (BCS)















− V g↑↓|Π↑↓|2. (5.7)
We do not explicitly include HF terms since, in the absence of ferromagnetism (or
long range interactions), these terms only produce a constant shift in energy. By self-
consistently solving for the ground-state of the pairing Hamiltonian Ĥp, we obtain























ϵ2k − g2↑↓|Π↑↓|2 and ϵ0k = ~2k2/2m. Here we regularized the interaction
strength g↑↓ → g↑↓ + (g2↑↓/V )
∑
k<kc
1/(2ϵ0k) to avoid the unphysical ultra-violet
divergence.
Solving Eq. 5.8, we indeed find a transition to a paired phase, but the transition
temperature for pairing is lower than that for the TFM phase (Fig. 5.1). For g↑↓ →
0−, both transition lines converge to T/Tc = 1 − Ca↑↓n1/3, C ≈ 1.848. To study
the potential coexistence between paired and ferromagnetic phases, we perform an
unrestricted Hartree-Fock Bogoliubov analysis, in which we assume both n̄↑↓ ̸= 0,
Πij ̸= 0, where i, j = (↑, ↓). However, we do not find a state which minimizes the free
energy, where both ferromagnetic and pairing order parameters are simultaneously
93
Figure 5.2: Thermodynamic instability in g↑↓ < 0 region in 3D. UN is thermo-
dynamically stable for g > 0, while the TFM is stable in the region on the right
side of the instability lines: dotted line (an1/3 = 0.4), dashed line (an1/3 = 0.5) and
dashed-dotted line (an1/3 = 0.6).
nonzero. Below we show that the possibility of pairing is strongly enhanced in lower
dimensions, owing to the presence of a bound state.
As the transition to TFM occurs for attractive interactions, it is important
to ask if the gas is thermodynamically stable [116]. We compute the pressure and
isothermal compressibility to find the stable part of the phase diagram in the region
with g↑↓ < 0. Fig. 5.2 shows the mechanical instability lines for different values of
a↑↓n
1/3. While the UN phase is stable in the entire region plotted, the TFM phase
is stable only to the right of the instability lines. Increasing repulsive g increases
the window of stability of the TFM phase.
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5.6 Magnetism and pairing in 2D
We now turn to the finite temperature phase diagram in quasi-2D, which can
be realized experimentally by confinement in the z-direction. In quasi-2D, one has a
new length scale, az =
√
~/mωz, where ωz is the confinement frequency. This leads











where q is the relative momentum of two particles and B = 0.915....
We repeat the RPA and Hartree-Fock analysis using g2D, and set q = kT [118].
We again find zFM and TFM phases with transition lines given by same expressions
as in 3D, however χ0 becomes: χ02D = −(m/2π~2)Li0(eβµ). In 2D there is no Bose-
Einstein condensation at finite temperature, however there is a superfluid phase
below the Berezinskii-Kosterlitz-Thouless temperature (TBKT). The approximate
TBKT for a 2D spinless Bose gas is TBKT/T0 = 4π/ log(75.8az/a) [119], where T0 =
~2n/2mkB.
We look for pairing using the same BCS mean-field approach, however with the
renormalization of interaction appropriate for a quasi-2D system [120]: −1/g2D =∑
k(~2k2/m+ ϵB)−1, where ϵB is the energy of a two-atom bound state which is re-





and γ = 0.577... [118,121].
There are four independent characteristic lengths in the system: a↑↓, az,
1/
√




Figure 5.3: Phase diagram in quasi-2D as a function of temperature and interactions
for η = 0.1. We set a/az = 0.02 and define T0 = ~2n/2mkB. Blue line shows
transition between UN and zFM phase, red line shows transition between UN and
TFM phase, dashed-dotted black line corresponds to BKT transition temperature
calculated for a↑↓ = 0. The dashed black line represents the transition between UN
and the paired phase.
T/T0 and η =
√
naz. In Fig. 5.3, we show the phase diagram as a function of
a↑↓/az and T/T0 for η = 0.1. Surprisingly, unlike in 3D, the critical temperature
for transverse-ferromagnetic and paired order nearly coincide over a wide range of
a↑↓/az, suggesting that a stable paired phase may indeed occur in a more sophis-
ticated treatment which includes fluctuations beyond mean-field. In particular, as
the TFM and paired states are associated with U(1) symmetry breaking, in 2D, we
expect vortices, which are absent in the present treatment, to play an important
role. In quasi-1D, pairing should become even more favorable as the tendency to
form bound states is much stronger in 1D.
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5.7 Experimental detection
In a system where the pseudospin particle number is conserved, the zFM will
appear in the form of spin domains, which can either be measured in situ [78],
or using speckle imaging [104]. The transverse components of the magnetization
can be similarly obtained by using spin-echo techniques in conjunction with in situ
imaging [122].
The experimental realization of zFM or TFM phases in the 3D bosonic system
requires moderate interactions. As Fig. 5.1 shows, the FM phases should be ob-
servable for a↑↓n
1/3 ∼ −0.3 (kTa↑↓ ∼ −0.75) for TFM, and a↑↓n1/3 ∼ (2an1/3 + 0.3)
for zFM. In comparison, 87Rb has an1/3 ∼ 0.02, which means Feshbach resonances
are essential for the realization of normal FM phases. However strongly interact-
ing two-component gases can be realized using 85Rb–87Rb mixtures [84, 123], or in
133Cs, where lattice shaking techniques can be used to create synthetic spin-1/2
systems [78]. The situation is better in quasi-2D, where the region occupied by
magnetic/paired phases is larger even for weak g↑↓. Despite the need for moderate
interactions, we stress that this physics occurs in the normal state, where three-body
loss rates are significantly lower than in a degenerate gas [93,105].
5.8 Stripe order in the presence of SOC?
We have generalized the RPA and Hartree-Fock theories presented above, to
include the 1D spin-orbit coupling (SOC), realized at NIST [7]. SOC splits the
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degenerate spin-↑ and ↓ bands, and introduces a gap (proportional to the Raman
coupling strength), and shifts the minimum of the lower band to finite wave-vectors
±k0, where k0 is the wave-vector of the Raman lasers. At T = 0, for weak Raman
coupling and interactions, condensation occurs at±k0, and the quantum interference
of these two matter waves produces a density-wave, which spontaneously breaks
translational symmetry in real space.
It is extremely interesting to ask whether stripe order survives thermal fluc-
tuations, and whether a normal stripe phase could occur in this system. Repeating
the RPA (see Appendix D) and Hartree-Fock analyses presented above for the NIST
SOC scheme, we do not find any finite wave-vector instabilities. Our negative re-
sult indicates that the stripe order melts below the transition temperature for Bose
condensation, which is consistent with the experimental observations of Ji et al. [23]
and theoretical investigation by Hickey and Paramekanti [124]. Raman coupling
also shifts the zFM transition to stronger interactions. This is not surprising as in
the limit of large Raman coupling, the system reduces to a spinless Bose gas.
5.9 Conclusion
Observing a bosonic analog of the Stoner transition would constitute an im-
portant advance in our understanding of interacting Bose systems. Here we have
established the finite temperature phase diagram of a two-component Bose gas,
finding two normal, stable itinerant ferromagnetic phases, where magnetic order oc-
curs without superfluidity. Understanding how superfluidity arises in the presence
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of magnetism has interesting parallels with ongoing studies of strongly correlated
electronic systems. Strikingly, in 2D, we have discussed the exciting possibility of
an exotic Cooper paired state of bosons. More sophisticated calculations will be
required to fully settle the question of whether pairing occurs in 2D, and this is the
subject of future work. We also concluded that in the case of spin-orbit coupling
there is no translational symmetry breaking in the normal phase in the continuum,
consistent with recent experiments [23].
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Chapter 6: Strong Correlation Effects in a Two-Dimensional Bose
Gas with Quartic Dispersion
6.1 Introduction
One of the most remarkable advances in ultra-cold atomic gases in the recent
years has been the ability to engineer at will, dispersions with single-particle degen-
eracies or almost completely flat bands. For example, optical superlattices have been
used to generate honeycomb, Kagomé and Lieb lattice geometries [125,126]. Lattice
shaking [8,127] and Raman assisted tunneling in real and spin space has been used to
realize spin-orbit coupling (SOC) [6,7], synthetic vector potentials, and subsequently
topological bands [15, 16]. Attention has now turned to studying the interplay be-
tween these non-trivial single-particle band structures, spin and interactions, which
paves the way to accessing a rich variety of phases such as skyrmion lattices [128],
integer and fractional Chern insulators [129, 130], Wigner crystals [131], and other
exotic states [132]. In this chapter we present a variational study of a low-density,
2D Bose gas at zero temperature in a dispersion which is quartic in one direction,
and which can be realized experimentally [7, 8].
An interesting example of non-trivial interplay between single-particle degen-
100
eracies and interactions is a 2D Rashba SOC gas. Here the low-energy dispersion
has an infinite ring degeneracy in momentum space, and the the density of states
has the form dn/dE ∼ E−1/2, typical for 1D systems. At low densities, atoms
sample the ring degeneracy and interesting physics emerges. The consequences of
this were first explored by Berg, Rudner and Kivelson [131] in the context of Fermi
gases. They observed that while the kinetic energy delocalizes the particles over the
Rashba ring, atoms can minimize the short range interaction energy by localizing
in momentum space. This competition produces a plethora of possible symmetry
broken ground-state phases ranging from Wigner crystals to ferromagnetic nematic
states.
Even more interesting and perhaps less understood is the fate of bosons in
single-particle degeneracies. On the one hand, by developing fermionic correlations,
bosons can completely avoid (spinless case) or suppress (spinful case) short-range re-
pulsive interactions, but such a state is spread out in momentum space. The kinetic
energy cost associated with this spreading is parametrically lower in flat bands, and
one can expect a regime of densities where fermionized wave functions have lower
energy than a mean-field condensate. The key theoretical challenge in addressing
this question is that single particle degeneracies enhance fluctuation effects, render-
ing mean-field theory invalid, and Quantum Monte Carlo usually suffers from a sign
problem, and can only study small system sizes. Progress has to be made either
by guessing trial wave-functions or using field theoretical methods which capture
the low energy dynamics. For Rashba SOC [19] and moat bands, Sedrakyan et
al. [26, 133] have proposed a composite-fermion description, which spontaneously
101
breaks time reversal and parity symmetry and has lower energy than the weak-
coupling BEC. Spinless bosons in quartic bands of the form εk ∼ k4, were studied
recently using field theoretic techniques by the authors of Refs. [134,135], who pro-
posed that condensation is strongly suppressed in favor of a liquid with algebraically
decaying spatial correlations.
Motivated by experiments, we address the question of fermionization versus
Bose condensation in a 2D Bose gas in the NIST SOC [7] or Chicago shaken lattice
scheme [8], where the dispersion can be tuned to take the form εk ∼ k4x/4+ k2y + ....
We compare the energy of the mean-field Bose condensate to several trial many-body
states, summarized in Table 6.1: (i) a Wigner crystal (ii) the absolute value and the
square of the Fermi-sea wave-function (iii) the absolute value and the absolute value
squared of the ν = 1 Laughlin state (proposed by the authors of Refs. [26,133]) and
(iv) the Jastrow ansatz [136]. While all the wave-functions (i)-(iv) have an energy
per particle which scales as ϵ ∼ n4/3 in the low-density limit (to be precisely defined
below), and are thus energetically favorable over the mean-field condensate (ϵ ∼ n),
we find that the trial wave-function with the lowest energy is of Jastrow type, and
has finite condensate fraction and true long-range order.
6.2 The model
We study a two-dimensional (pseudo)spin-1/2 Bose system with spin-orbit












where kL is the Raman laser wave-vector, ΩR is the Raman coupling strength, and
σx,y,z are Pauli matrices. The spectrum of the Hamiltonian has two bands, for
ΩR < 4ER, where ER = ~2k2L/2m is the laser recoil energy, the lower band has two
degenerate minima, while for ΩR ≥ 4ER it has a single minimum at k = 0 [7]. While
the dispersion around each minimum is parabolic, at ΩR = 4ER, the dispersion in
the x-direction develops a quartic structure. In the case of a Bose gas, this gives
rise to interesting behavior at low densities, which is the main topic of this work.
From now on, we will be interested only in the ΩR = 4ER case. We remark that
while the Rabi coupling term explicitly breaks physical time-reversal symmetry, this
Hamiltonian has an additional Z2 symmetry associated with the transformation
|kx, ↑⟩ → ⟨−kx, ↓⟩.
Expressing energy in units of ER and momentum (length) in units of ~kL
(1/kL), the dimensionless single-particle Hamiltonian reads:
Hk = k
2 + 2kxσz + 2 (σx + 1) . (6.2)
We choose the energy offset such that the minimum of the lower band is at zero
energy.
We assume the inter-particle interactions are described by a spin-independent
contact potential (in units of ER and 1/kL)
Vint(r1 − r2) = g δ(r1 − r2) 1σ1⊗σ2 , (6.3)
where g = 2mU0/~2 (U0 > 0 is the contact interaction strength and in a quasi-2D
regime U0 = 2
√
2π~2a/(maz), where a is a 3D scattering length and az is the con-





|s1s2⟩⟨s1s2|, where sj ∈ (↑, ↓). In reality, the interactions are
typically spin-dependent, however our results are insensitive to spin dependence.
We emphasize that throughout, we focus on the regime of weak interactions, but
nonetheless find interesting ground states by engineering the single-particle disper-
sion.
The spectrum of Hk is ε± = k
2±2
√
k2x + 1+2 and the lower-band energy can




y + .... The lower-band eigenstates















is the normalization factor. Notice that at
low densities (n ≪ k2L, in original units), particles occupy only the states close to
the minimum of the band, i.e. the width of the momentum distribution ∆kx → 0
as n → 0. In that case, Eq. (6.4) reduces to [s↑(k) s↓(k)] = [−1 1]/
√
2, and
spin eigenstates become (approximately) momentum independent. The gas then







with Vint(r1− r2) = g δ(r1− r2). Such a Hamiltonian can be directly realized using
the shaking lattice scheme of Parker et al. [8].
In the first part of this chapter, we focus on the physics of the effective Hamil-
tonian Eq. (6.5) above, and then show that our conclusions remain unchanged even
after the inclusion of spin (corresponding to the NIST scheme [7]).
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6.3 Bogoliubov mean-field theory
We start by considering the most conventional description of a 2D Bose gas
at zero temperature, namely the Bogoliubov mean-field description. The main as-
sumption in Bogoliubov’s approach is that the majority of particles are condensed
in k = 0 state, and others occupy k ̸= 0 states in the vicinity. Repulsive interactions
deplete the condensate [35], and at the mean-field level, the energy per particle is















where εk is a single-particle dispersion, nex is the density of depleted particles, n0 is
the condensate density, and g is the interaction strength. The behavior of the inte-
gral in (6.6) is usually a good indication of the fate of a BEC: for zero temperature,
2D and 3D systems with a parabolic dispersion, the integral is convergent, fluctu-
ations do not destroy long-range order. In 1D, it diverges, signaling the absence of
true long-range order.




y, the integral is convergent: nex = 3.854(gn0)
3/4
(dimensionless variables). However, the ratio of the number of excited and con-
densed particles nex/n0 ∼ n−1/40 (in a usual 2D parabolic case nex ∼ n0) shows
that the Bogoliubov approach breaks down at low densities. This suggests that in
the low-density limit, the ground state is qualitatively different from a mean-field
condensate.
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z , the ratio of the number of excited
and condensed particles is nex/n0 ∼ n1/40 . Therefore, in the low-density limit, the
Bogoliubov description is valid, and we expect a mean-field BEC to provide a good
description of the ground state.
6.4 Wigner crystal state
The first example of a strongly-correlated bosonic state we consider is the
Wigner crystal (WC), proposed by Berg et al. [131], for the Rashba SOC case. The
state is constructed by dividing the volume (area) in an array of identical rectangular
boxes of size Lx, Ly, and putting each particle in a different box (see Fig.6.1). In
contrast to a mean-field BEC state, the interaction energy of WC is zero, as particles
completely avoid one another. This comes at the cost of higher kinetic energy, as
single-particle states are localized in boxes, compared to a BEC, where occupied
states extend throughout the entire volume.
To calculate the energy per particle of the WC state, it suffices to solve for
the ground state of a single particle in a box. The calculation for the case of
quartic dispersion is shown in Appendix A, and for Hamiltonian (6.5), it gives
Eg(Lx, Ly) = 1.285(π/Lx)
4 + (π/Ly)
2, where Lx and Ly are the length and the
width of the box. It is clear that at low densities (small k), the kinetic energy is
“cheaper” in the x than in the y direction. This means that we can lower the energy
by deforming the box such that it is shorter in x and longer in y direction, while
keeping the total volume of the box (V = LxLy), and the density (n = 1/V ) fixed.
106
We find the ratio Ly/Lx which minimizes Eg(Lx, Ly) is Ly/Lx = 0.340 n
−1/3 and the
ground-state energy per particle is Eg = 43.5 n
4/3. Indeed, for the spinless case, the
WC has lower energy than a mean-field BEC at low densities. By numerically solving
the corresponding spinful problem [Eq.(6.2)], we have checked that the energy per
particle is identical to the spinless case in the large Lx limit.
The WC state obviously has lower energy than a mean-field BEC at low den-
sities, however it is a crystalline state which breaks translational symmetry. While
this is expected to happen in low-density systems with long-range interactions, con-
tact interactions typically do not favor formation of a crystal [137]. Therefore we
expect a strongly-correlated state which is translationally invariant to have even
lower energy than WC state.
We notice that here we considered only a particular type of a WC (rectangular
lattice) and that different types of WC, e.g. triangular-lattice crystal, could have
lower energy. Still, we later show that the Jastrow-type state has energy ϵ = 6.6 n4/3,
which is smaller than our WC state by a factor of 7, and we do not believe different
types of WC can achieve such low energies.
6.5 Strongly-correlated gas in the lower band
6.5.1 Non-interacting Fermi gas
The Wigner crystal example motivates us to look for other strongly correlated
states, constructed out of lowest band wave-functions. One natural way to build
correlations is to write down wave-functions where bosons avoid one another at
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Figure 6.1: Schematic picture of the Wigner crystal state. Each particle
occupies a different box. There is no overlap between particles and the
interaction energy is zero.
short distances. To see how this lowers the energy, consider a non-interacting Fermi
gas in the single-particle dispersion of Eq. (6.5). The density of states corresponding
to (6.5) is dn/dE = (3/2)/(2π)3/2×Γ(5/4)/Γ(7/4) E−1/4, where Γ(x) is the gamma
function. The energy per particle in the non-interacting Fermi gas is then ϵ =
6.84 n4/3, which is indeed lower than a mean-field BEC (ϵ = gn/2), and the Wigner
crystal at low densities.
It is well known that in a low-density 1D system with contact interactions,
when the contact interactions dominate the kinetic energy, the Fermi gas has lower
energy than the mean-field BEC at the same density. This leads to “fermionization”
of bosons, and the formation of a Tonks-Girardeau gas [138].
We now compute the ground state energy of several appropriately symmetrized
fermionic wave-functions. We first consider the spinless case, and then generalize
our results to include spin.
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6.5.2 Spinless system
6.5.2.1 “Fermionized” many-body states
The ground state of a non-interacting Fermi gas in the Hamiltonian (6.5)
has the following momentum distribution widths: ∆kx = (4EF)
1/4 ∼ n1/3, ∆ky =
E
1/2
F ∼ n2/3, where EF is the Fermi energy. This means that, at low densities, the
energy is minimized by broadening the distribution in the direction where kinetic
energy is “cheap” (x direction) and squeezing it in the direction where energy is
expensive (y direction). The WC state discussed above has the same property:
∆kx ∼ 1/Lx ∼ n1/3 and ∆ky ∼ 1/Ly ∼ n2/3.
To construct more general strongly-correlated bosonic wave-functions for the
spinless gas, we take a fermionic state with the property ∆kx ∼ n1/3, ∆ky ∼ n2/3
and construct corresponding Bose wave-functions: for example ψB = |ψF |, ψB = ψ2F
or ψB = |ψF |2. This way we obtain a symmetric bosonic wave-function which obeys
∆kx ∼ n1/3, ∆ky ∼ n2/3, and has kinetic energy Ekin/N ∼ (∆kx)4/4+(∆ky)2 ∼ n4/3,
while the interaction energy is identically zero by construction. (In general, we can
consider higher powers ψB = |ψF |n for n > 2 or ψ2nF , for n > 1, but these have
higher energy, as discussed below.)
The total energy is then simply given by
Ekin =
∫
dk nk εk, (6.7)




y and nk is the momentum distribution, normalized so that∫
dk nk = N . We compute the momentum distribution, and calculate the energy
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using Monte Carlo integration (see Appendix B for details).
But which fermionic wave-functions should we choose? A natural choice is the
ground state of a non-interacting Fermi gas (ψF,0). ψF,0 is a real function of spatial
coordinates, and we construct two bosonic trial wave-functions: ψB,abs = |ψF,0| and
ψB,sq = (ψF,0)
2.
In the case of the wave-function ψB,abs, the integral (6.7) diverges. The reason
is that the first derivative of the wave-function is not continuous at points where
ψB,abs = 0, which leads to a ∼ |k|−5 decay of the momentum distribution for large
|k|. By contrast, ψB,sq has a continuous first derivative, and its momentum distri-
bution vanishes for |kx| > 2kF,x, |ky| > 2kF,y (kF,x and kF,y are Fermi momenta of
ψF,0 in x and y direction). The corresponding energy per particle is ϵ = 13.1 n
4/3,
which is considerably lower than the WC energy.
A more exotic choice is the composite-fermion wave-function considered in








where zj = xj/ax + iyj/ay, xj and yj are particle coordinates, ax and ay are length-
scales in x and y direction, and N is the normalization factor. This state has been
shown to be a quasi-condensate with algebraically decaying correlations [139, 140],
but it does not break time-reversal symmetry. In order to make wave-function
have ∆kx ∼ n1/3, ∆ky ∼ n2/3, the lengths have to scale with density as ax ∼ n−1/3,
ay ∼ n−2/3. Once again, the first derivative of ψB,cf is not continuous at points where
ψB,cf = 0, and this leads to ∼ |k|−6 algebraic decay of the momentum distribution
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for large |k| rendering the integral (6.7) divergent.
However, the square of ψB,cf wave-function:
ψsqB,cf = (ψB,cf)





j |zj |2/2 (6.9)
is free from these problems. It is analytic and has an exponentially decaying mo-
mentum distribution for large |k|. Subsequently, the integral (6.7) is convergent.
We find that the choice of length scales which minimizes the total energy per par-
ticle is ax = 0.55 n
−1/3, ay = 0.29 n
−2/3, and the energy is ϵ = 9.2 n4/3, which is
the lowest energy of all the wave-functions considered so far. This state has zero
condensate fraction, and is therefore not a true Bose condensate. However it has
algebraically decaying correlations ρ(r, r′) = ρ(|r−r′|) = ⟨ψ̂†(r)ψ̂(r′)⟩ ∼ 1/|r−r′|
as |r − r′| → ∞, and is thus a quasi-condensate [139, 140]. We reproduced this
result using our Monte Carlo approach (see Fig. 1). While it is certainly possible
to consider even higher powers of ψB,cf , these wave-functions have higher energy as
the increasing exponents broaden the momentum distribution of the state.
Note that even though we casually refer to the states ψB,abs, ψB,sq, ψB,cf ,
ψsqB,cf , etc. as “fermionized,” the issue of fermionization is a subtle one. Strictly
speaking, our ability to express a bosonic ground state wave-function in terms of
properly symmetrized fermionic wave-functions does not necessarily imply that low-
energy excitations of this state have fermionic statistics. To elucidate the nature of
a bosonic state in two dimensions written in terms of fermionic fields (which can
always be done even for trivial ground states), one has to consider a gauge theory,
e.g., either arising from a parton construction or Chern-Simons flux attachment
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Figure 6.2: We show the corelation function ρ(r) for two different states:
(a) composite-fermion state ψsqB,cf (red dash-dotted line) and (b) Jastrow
wave-function ψJ (black line). Here we set y = 0 and concentrate at
the dependence on x. ψsqB,cf wave-function has algebraically decaying
correlations, i.e. it has a quasi-long range order, while ψJ has a true long
range order (see text for details).
(such as implemented by Sedrakyan et al. [26] for the bosonic Rashba model). On
the other hand, there usually exists no simple way to write the corresponding many-
body wave-function, which would faithfully describe gauge fluctuations, and those
may have important and qualitative effects on conclusions of a näıve mean-field
theory. For example, the many-body wave-function ψB,cf is a natural mean-field
description of a “fermionized” state, where fermions, obtained from original bosons
via Chern-Simons flux attachment, form the integer ν = 1 quantum Hall state.
As discussed above, the symmetrized bosonic wave-function, ψB,cf , does not have
a long-range order and hence appears to describe a strongly-correlated liquid state
with algebraic correlations or equivalently a quasi-condensate. However, the (more
general) Chern-Simons gauge-theory of the “fermionized” state yields a different
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conclusion [141]: integrating out fermions produces another Chern-Simons term,
which exactly cancels the term associated with statistical transmutation, and what
is left is a gapless (Maxwell) theory. It corresponds to a Goldstone mode and
indicates broken symmetry, or in other words a true condensate with long-range
order. In fact, the state proposed by Sedrakyan et al. [26] belongs to this category
and is a strongly-correlated BEC, rather than an exotic Bose liquid.
All in all, the field-theoretical approach based on true fermionization of bosonic
fields and the variational approach involving “fermionized” wave-functions are not
equivalent. The former provides more insight into the nature of excitations, but
does not easily allow for a quantitative analysis. On the contrary, the latter can
be used for explicit calculations of energy and other observables, but it does not
easily elucidate the nature of low-energy excitations. One strategy here is to start
with the variational approach and explore field-theoretical description, if any, of a
“fermionized” mean-field state, if such indeed comes out as the lowest-energy trial
state for a given Hamiltonian. This however does not seem to happen in our case,
as discussed below.
6.5.2.2 Jastrow Ansatz for a strongly-correlated BEC – the winner
One advantage of using “fermionized” wave-functions to approximately de-
scribe a ground state of interacting bosons is that they immediately minimize the
interaction energy for any contact interaction (for spinless bosons), by the virtue of
the simple fact that two fermions can not occur in the same point. However, there
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exist infinitely many wave-functions that accomplish the same, without relying on
any fermionic analogy. Related constructions have been discussed in the literature,
notably in the context of strongly-correlated BEC in Helium-4. Inspired by these
previous studies, we now consider a Jastrow ansatz [136] of the following form:
ψJ = N ′′
N∏
i<j
ϕ(ri − rj), (6.10)
ϕ(r) = 1− e−(x2/b2x+y2/b2y),
where N ′′ is the normalization, and bx, by are parameters describing correlation
length-scale in x and y direction. The density, n = N/V is another important
parameter of wave-function (6.10). Jastrow-type wave-functions are generally very
good at capturing the behavior of Bose gases ranging from small to large scattering
lengths, i.e. from a weakly interacting to unitary regime [142]. A key difference
here is that while usually, the Jastrow form is used to capture the short distance
structure of the two-body wave-function on length scales comparable to the true
atomic potential, here we work in a regime where bx and by are on the order of
the inter particle spacing, thus much larger than the scattering length. Our ansatz
is therefore phenomenological in nature, and does not stem from a microscopic
calculation of the two-body problem.
As with the previously considered trial states, the Jastrow wave-function has
the property that its interaction energy is zero. By choosing bx ∼ n−1/3, by ∼ n−2/3
we can “squeeze” the system in the x and “stretch” it in the y direction, so that
ϵ ∼ n4/3. We find the optimal parameter values are bx = 0.66 n−1/3, by = 0.29 n−2/3,
and the energy is ϵ = 6.6 n4/3. The Jastrow wave-function therefore has even lower
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energy than the composite-fermion wave-function ψsqB,cf . In Fig. 6.2, we plot the
single-particle density matrix ρ(r, r′) as a function of |r−r′| corresponding to ψsqB,cf
and the Jastrow wave-function found above. Indeed the Jastrow form has true long
range order, and describes a Bose-condensate with condensate fraction n0/n = 0.74.
We therefore conclude that for the spinless Hamiltonian [Eq.(6.5)], although
bosons can lower their energy by developing short range correlations, the correlations
are not strong enough to completely destroy BEC at zero temperature.
The ansatz wave-functions that we considered all have the property that ψ = 0
when ri = rj which means Eint = 0. While this should be true in the n → 0
limit, at finite densities we expect the interaction energy not to be strictly zero. In
Appendix B, we estimate that for small densities Eint/N ∼ n5/3/g, which means
that Eint/Ekin ∼ n1/3. Therefore, as in the Lieb-Liniger gas [143], at low densities
Eint ≪ Ekin.
6.5.3 Spinful system
We now turn our attention to the spinful Hamiltonian (6.1) which corresponds
to the NIST SOC scheme, and ask whether our conclusions remain valid in this case.










dr1...drN ψB(r1, ..., rN)
× e−i(k1·r1+...+kN ·rN ),
(6.12)
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is the Fourier transform of the spinless wave-functions ψB considered above. Here
|k1...kN⟩s = |k1⟩s ⊗ ... ⊗ |kN⟩s, where |k⟩s is a lower-band eigenstate of (6.1). We
therefore construct a spinful state exclusively from lower-band eigenstates. A similar
construction was applied in Ref. [26].
At low densities, the lower-band spectrum of the spinful Hamiltonian is the
same as the spinless dispersion (6.5). Since, by construction, the spinful state
[Eq.(6.11)] has the same momentum distribution as the corresponding spinless state,
their kinetic energy is the same (see Appendix D).
However, the more complicated question is: what is the interaction energy of
the spinful state? Since we explicily construct the spinful many-body state only
from the lower-band single-particle states, it is impossible to satisfy ψ(...., ri =
rj, ...) = 0, ∀(i, j), for all the different spin components ψσ1,...,σN (r1, ..., rN) [σj ∈
(↑, ↓)]. Therefore, unlike in the spinless wave-functions considered previously, the
interaction energy will be finite. Still, in the low-density limit, we expect the zero
overlap condition (ψ = 0 when ri = rj) to be almost satisfied, since the system is
almost completely polarized. We thus expect the spinful state to have a very low
interaction energy.
The interaction Hamiltonian (6.3) is diagonal in real space, and to calculate
the interaction energy it is useful to find a real-space representation of |ψB,s⟩. Un-
fortunately, the real-space representation is quite cumbersome: there are 2N spin
components (although only N + 1 of them are independent due to the symmetric
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nature of fB), and expressions are difficult to obtain:




× sσ1(k1)...sσN (kN)ei(k1·r1+...+kN ·rN ),
(6.13)
where sσj(k) are given in (6.4).
In Appendix E we present the method to estimate the interaction energy, and
we show that for wave-functions ψB,sq, ψ
sq
B,cf , and the Jastrow wave-function the
energy is Eint/N ∼ n7/3 at low densities. Therefore, Eint/Ekin → 0 when n→ 0 and
Etot/N = (Ekin + Eint)/N → 6.6 n4/3 for the Jastrow state.
It is important to assess the validity of constructing the spinful state only from
lower-band eigenstates: we have already shown that the ground state energy cannot
be greater than ϵ ∼ n4/3. If there was a finite fraction u of particles occupying the
higher band as n → 0, then the energy would be E/N ∼ u∆, where ∆ is the gap
between the two bands. However, this clearly contradicts the fact that E/N . n4/3.
Therefore, u → 0 as n → 0 and the n → 0 ground state will only contain states
from the lower band.
6.6 Discussion and experimental relevance
In this chapter, we considered a system of interacting bosons with a quartic
single-particle dispersion. It was shown that the low-density limit of the model hosts
a strongly-correlated ground state, where the mean-field Bogoliubov state can be
easily ruled out as being parametrically higher in energy than the strongly-correlated
states, where bosons develop local correlations and avoid each other.
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Wave-function ϵ Section
Mean-field BEC gn/2 6.3
Wigner crystal 43.5 n4/3 6.4
Absolute value of Fermi-sea w.f. ∞ 6.5.2.1
Fermi-sea w.f. squared 13.1 n4/3 6.5.2.1
Composite-fermion w.f. ∞ 6.5.2.1
Composite-fermion w.f. squared 9.2 n4/3 6.5.2.1
Jastrow state 6.6 n4/3 6.5.2.2
Table 6.1: Energy per particle (ϵ) of different states in the low-density limit (n
and g are dimensionless density and interaction strength, respectively). Of all the
wave-functions (w.f.) we consider, the Jastrow state has the lowest energy. Two
wave-functions (absolute value of Fermi-sea w.f. and composite-fermion w.f.) have
diverging expectation value of k4x (see text for details).
Among the many trial states we considered, a long-range-ordered condensate
described by the Jastrow wave-function [Eq.(6.10)] was found to have the lowest
energy per particle of ϵ = 6.6 n4/3 (compared to ϵ = gn/2 for a mean-field BEC).
This is in agreement with Ref. [134] where it was argued that the ground state
of system (6.5) has long-range order. The condensate fraction was found to be
N0/N = 0.74. i.e, it is a strongly-correlated BEC with significant depletion of
the condensate due to the interplay between interactions and the unusual band
structure.
Importantly, the mean-field BEC and the Jastrow BEC break the same sym-
metry, therefore, we expect that the system continuously evolves from a weakly
to a strongly-correlated BEC state from high to low-densities, without any phase
transitions in between (a similar weak-to-strong-coupling cross-over can be tuned
by evolving the single-particle dispersion from the usual quadratic to quartic).
Note however that in the absence of a systematic procedure to explore many-
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body ground states of strongly-correlated systems, our variational-approach results
are strongly suggestive, but not conclusive. Eventually, it is experiment that would
fully elucidate the nature of the ground state, and to realize our model is at the
experimentalists’ fingertips.
The strongly-correlated condensate we predict can be detected experimen-
tally using a number of probes. For example, the suppressed condensate fraction
is measurable in time-of-flight [13]. Another signature of strong correlations is the
ratio of interaction and kinetic energy which is very small at low densities. This
could be accessed via quantum quench experiments, i.e. the interaction parameter
g could be suddenly changed and the effect on the total energy of the gas could be
measured. Strong local correlations can also be measured in situ by observing the
anti-bunching of bosonic atoms [144]. Finally, several groups [145,146] have directly
measured ρ(r, r′). This would give information about the condensate fraction, and
the type of order present in the gas.
We can estimate the density below which strong correlations become energet-
ically favourable by equating mean-field-BEC and Jastrow-state energies (see Table
6.1). In the case of 87Rb with a z-direction confinement frequency ωz = 2π×4000 Hz,
this gives n ≈ 10−6 k2L ≈ 6× 107 m−2 (kL = 2π/λ, where λ ≈ 800 nm [147]), which
is much lower than typical densities in cold-atom experiments studying 2D systems
(n ∼ 1013 m−2 [148]). However, using Feshbach resonances to increase g, it is pos-
sible to make strong correlations favourable at considerably higher densities, up to
n ≈ 0.004 k2L ≈ 2× 1011 m−2, which could be achieved experimentally. At densities
higher than this the dispersion in x-direction cannot be approximated by a quartic
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term anymore, and higher-order terms have to be included.
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Chapter 7: Conclusion
In the last couple of years, significant progress has been made in creating syn-
thetic gauge fields for ultracold atoms. As of today, there has been several experi-
ments realizing synthetic magnetic field and spin-orbit coupling, in addition to the
large number of theoretical proposals. The excitement about the subject is primarily
due to prospects of realizing exotic strongly correlated and topological states, like
fractional quantum Hall states, topological superfluidity, Majorana fermions, etc.,
therefore mirroring similar trends in condensed matter physics. There are however
many other, possibly less exotic, but still very interesting phenomena that require
better understanding, for example the effects of spin-orbit coupling on Bose-Einstein
condensation, vortices, optical lattice physics, etc. Precisely with that purpose, in
this dissertation we studied spin-orbit-coupled cold-atom systems in various dif-
ferent contexts. Our goal was both to provide experimentalists with guidance on
what they can expect in experiments, and to study genuinely interesting theoretical
questions. The projects included in the dissertation all study different topics, using
different theoretical approaches and tools, however all with the underlying theme of
spin-orbit coupling. In the following I summarize our findings.
In the first part of the dissertation we investigated realistic experimental meth-
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ods for creation of vortex excitations in spin-orbit-coupled BECs. The main con-
clusions are: (a) rotation can be used to create static vortex structures only if both
the trapping potential and SOC-generating lasers are rotated simultaneously; (b)
introducing spatially-dependent detuning is an alternative to rotation, as it leads
to an effective magnetic field which favours creation of vortices. By performing nu-
merical simulations for different parameters of a realistic experimental setup [7], we
predict a variety of vortex structures that could be straightforwardly observed in
future experiments.
In our second work we studied the effective spin models in the Mott-insulating
regime of spin-orbit-coupled gases in optical lattices. We derived the tight-binding
model and we obtained the effective low-energy Hamiltonian which takes the form
of an exotic spin model with Heisenberg, compass-model and Dzyaloshinskii-Moriya
interaction. We determined the zero-temperature classical phase diagram for the
model and showed that the interplay between the different interactions leads to a
large variety of phases: ferromagnet, spirals, stripes, three-dimensional vortex and
antivortex phases.
In the third part of the dissertation we considered time evolution of the magne-
tization in a Rashba spin-orbit-coupled Fermi gas, starting from a fully-polarized ini-
tial state. We modeled the dynamics using a collisionless Boltzmann equation, and
we have shown that out-of-equilibrium dynamics of quantum spins in an otherwise
classical gas leads to non-trivial steady states and associated dynamical transitions.
We have found three distinctive regimes with transitions between them controlled
by the ratio of the interaction and SOC strength. The steady states we describe
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are far from thermal equilibrium, and their stability relies on the absence of colli-
sions which can be controlled in cold-atom experiments by tuning the interaction
strength.
In the work on the bosonic analog of Stoner transition we have established
a finite-temperature phase diagram (temperatures above the superfluid transition
temperature) of a pseudospin-1/2 Bose gas with contact interactions, using two
complementary methods: the random phase approximation (RPA) and the self-
consistent Hartree-Fock theory. We have found two normal, stable itinerant ferro-
magnetic phases, where magnetic order occurs without superfluidity, and concluded
that a bosonic analogue of the Cooper paired phase (for attractive inter-species
interactions) is not energetically favourable. Extending our calculations to a spin-
orbit-coupled Bose gas, we investigated the possibility of stripe ordering in the
normal phase. However, we have not found an instability towards stripe formation,
suggesting that the stripe order melts below the condensation temperature, which
is consistent with the experimental observations of Ji et al. [23].
In the final work, we considered a system of interacting bosons with a quartic
single-particle dispersion. It was shown that the low-density limit of the model
hosts a strongly-correlated ground state, while the mean-field Bogoliubov state can
be easily ruled out as being parametrically higher in energy. Among the many
trial states we considered, a long-range-ordered and strongly-correlated condensate
described by the Jastrow wave-function [136] was found to have the lowest energy
per particle, in agreement with Ref. [134]. We stress that due to the nature of our
variational approach, our results are strongly suggestive, but not conclusive.
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Appendix A: Rotation of a trap and/or spin-orbit lasers: derivations
A.1 M-scheme with rotating trap and spin-orbit lasers

















The remaining time dependence coming from Raman lasers can be removed if we























where δ = ~(∆ωL − ωz). We set quadratic Zeeman shift ~ωq to be much greater















0 ~ωr − δ
 ,
(A.3)
where 1̌ is 2 × 2 unit matrix and σ̌x,y,z are 2 × 2 Pauli matrices. Since there are
effecively two internal degrees of freedom we introduce pseudospin-1/2 notation,
i.e. we define |↑⟩ ≡ |mz = 0⟩, |↓⟩ ≡ |mz = −1⟩. We follow the steps in [7] and
make transformation: ψ′↑(r) = ψ↑(r)e




















σ̌x + ~ωrkLyσ̌z +
0 0
0 ~ωr − δ
 ,
(A.4)
where EL = ~2k2L/2m. We can drop EL1̌ term by simply renormalizing the energy.
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A.2 M-scheme with rotating trap






















where x(t) is defined in (2.3). After transfering to the rotating frame (Û(t) =
























where x′(t) = x cos(ωrt)−y sin(ωrt). We may again neglect state |mz = 1⟩ assuming
ωq ≫. To get the Hamiltonian in a more familiar spin-orbit-coupling form we make
the following transformation: ψ′↑(r) = ψ↑(r)e




















where k̂x(t) = k̂x cos(ωrt)− k̂y sin(ωrt). We can drop EL1̌ term by renormalizing the
energy.
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A.3 Tripod scheme with rotating trap and spin-orbit lasers





1̌ + V̂ (r) + Ĥa−l, (A.8)
where V̂ (r) =
∑
j Vj(r)|j⟩⟨j| is spin dependent trapping potential, atom-laser in-
teraction Ĥa−l = ∆|0⟩⟨0| −
(
Ω1|0⟩⟨1| + Ω2|0⟩⟨2| + Ω3|0⟩⟨3| + H.c.
)
and 1̌ is 4 ×
4 unit matrix. ∆ is detuning from resonance and Ω1,2,3 are Rabi frequencies:
Ω1(r) = Ω sin θ cos(mvax)e
imvby, Ω2(r) = Ω sin θ sin(mvax)e
imvby, Ω1(r) = Ω cos θ,
where Ω, θ, va and vb are constants (see [18] for details). If we start rotating
spin-orbit lasers in the laboratory, atom-laser interaction part of the Hamiltonian
becomes e−iωrt(L̂z+Ŝz)/~Ĥa−le
iωrt(L̂z+Ŝz)/~. If the trap rotates, trapping potential be-





The Hamiltonian in the rotating frame is then: ĤRF = Ĥ0−ωr(L̂z+ Ŝz). Since ĤRF
is time-independent, we can use exactly the same procedure for getting the effective
spin-orbit coupling described in [17,18], i.e. we project the Hamiltonian to the dark
states subspace. Here we assume that three degenerate hyperfine groundstates are
part of F=1 manifold (for example the ground state of 87Rb) and that they are
eigenstates of Ŝz. This gives us the precise form of Ŝz operator. As in [18] we choose
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1̌− v0p̂xσ̌y − v1p̂yσ̌z + δ0σ̌z +m~ωr(v1xσ̌z − v0yσ̌y)
− ~ωr
 sin2 ϕ sinϕ cosϕ cos θ
sinϕ cosϕ cos θ cos2 θ cos2 ϕ− sin2 θ
 ,
(A.10)

















Appendix B: Finding maximally localized Wannier states
Let |ψk,m⟩ be the eigenstates (Bloch states) of the periodic Hamiltonian defined
in Eq.(3.1). Wannier states are then defined as





where |R, j⟩ is Wannier state corresponding to a lattice site R, and j ∈ {1, 2} is the
Wannier state index. Nt is the number of lattice sites, and Uj,m(k) is any 2×2 unitary
matrix which has the role of mixing Bloch states from the two lowest-energy bands
(the two bands are degenerate in the absence of SOC). This is necessary because it
is not possible to construct localized Wannier states using Bloch states from each
band separately [61].
Wannier states defined in Eq.(B.1) are not localized for an arbitrary choice
of U(k) and the goal is to find U(k) for which Wannier states are maximally local-
ized [61,149] (implying exponentially decaying tails). Therefore, following Ref. [61]





⟨0, j|r2|0, j⟩, (B.2)
where, without loss of generality, we concentrate on the R = 0 lattice site (this is
possible since Wannier states at other sites can be obtained by simple translation
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HereM(q,k) can be evaluated numerically for a finite lattice with periodic boundary
conditions (in our calculations we considered lattices with up to Nt = 81 sites).
However, we have to find matrices U(k) which minimize Ω and we do it by
using the steepest descent method. That is, if f(λ) is a functional that has to be
minimized, this can (often) be done by changing the parameters λ in the direction
where the change of f the greatest:
dλ = − (∇f) dt. (B.4)
In order to find ∇Ω, we first notice that unitary operator U(k) can be written as
U = exp(W ), where W is an antihermitian operator (W † = −W ):
W =
 iα −β + iγ
β + iγ iδ
 , α, β, γ, δ ∈ R. (B.5)
Let us now define:
M̃(q,k) = U(q)M(q,k)U †(k). (B.6)
If we make an infinitesimal change of U :
U ′(k) = exp[W (k)] U(k) = [1+W (k) + ...] U(k)
≈
 1 + iαk −βk + iγk
βk + iγk 1 + iδk
U, (B.7)
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where αk, βk, γk, δk ≪ 1, Ω′ becomes Ω′ =
∑
k,q Tr{exp[W (q)]M̃(q,k) exp[W (k)]†}.
By expanding Ω′ to the first order in αk, βk, γk, δk, it is straightforward to calculate



































The numerical procedure is implemented as follows: (a) we first calculate
gradient of Ω using matrix M̃(q,k), (b) we modify U by a small amount, by choosing




∆t, βk = −
∂Ω
∂βk
∆t, γk = −
∂Ω
∂γk




where the step ∆t≪ 1. (c) we update M̃ :
M̃(q,k) → exp[W (q)] M̃(q,k) exp[W (k)]†. (B.10)
We continue repeating the procedure until Ω converges to a minimum, signifying
the maximally-localized Wannier states have been obtained.
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Appendix C: Derivation of the collisionless Boltzmann equation
Here we derive the collisionless Boltzmann equation for spin-1/2 Fermi gas



























, we obtain time-evolution equations




































 = 0. (C.3)
We now multiply Eq.(C.2) with ψ̂†↑(r2) and ψ̂
†
↓(r2) from the left and Eq.(C.3) with



















































Finally, we transpose Eq.(C.5) and add it to Eq.(C.4). We also define
f̂(r1, r2) =
f↑↑(r1, r2) f↓↑(r1, r2)










We first concentrate on the non-interacting part. After adding Eqs. (C.4)
and (C.5)-transposed, we define center-of-mass and relative position coordinates:































where we assumed slow variation of the potential: U(R + r/2) − U(R − r/2) ≈
∇RU(R) · r. We now transform f̂(r,R) to a Wigner distribution: f̂(p,R) =∫






· ∇R −∇RU(R, t) · ∇p
]
























where ∂x,y represent derivatives with respect to the spatial coordinate R.
C.2 Interacting part








































and the interacting part becomes:
g
n↓(r2)f↑↑(r1, r2)− n−(r2)f↓↑(r1, r2)− n↓(r1)f↑↑(r1, r2) + n+(r1)f↑↓(r1, r2)
n↑(r2)f↓↑(r1, r2)− n+(r2)f↑↑(r1, r2)− n↓(r1)f↓↑(r1, r2) + n+(r1)f↓↓(r1, r2)
n↓(r2)f↑↓(r1, r2)− n−(r2)f↓↓(r1, r2)− n↑(r1)f↑↓(r1, r2) + n−(r1)f↑↑(r1, r2)
n↑(r2)f↓↓(r1, r2)− n+(r2)f↑↓(r1, r2)− n↑(r1)f↓↓(r1, r2) + n−(r1)f↓↑(r1, r2)
 ,
(C.11)
where n↑(r) = f↑↑(r, r), n↓(r) = f↓↓(r, r), n+(r) = f↑↓(r, r), n−(r) = f↓↑(r, r).
After assuming slow variation of n↑(r), n↓(r), n+(r), n−(r) (similarly as we did
for U(r)) and after taking a Fourier transform with respect to the relative position
























f↑↑(R,p, t) f↓↑(R,p, t)
f↑↓(R,p, t) f↓↓(R,p, t)
 ,
V̂ (R, t) =
U(R, t) + gn↓(R, t) −gn−(R, t)
−gn+(R, t) U(R, t) + gn↑(R, t)
 .
This collisionless Boltzmann equation is almost an equivalent of dynamical Hartree-
Fock equations. The only difference is in the assumption that U(r), density and
magnetization have slow spatial variations.
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Appendix D: RPA susceptibility in the presence of spin-orbit
coupling
Here we show how to calculate (spinful) density-density response function
χij,mn(p, ω) of a Bose gas with spin-orbit coupling. By investigating the poles of
χij,mn(p, ω) we want to probe possible transitions to magnetically ordered states
at finite wave-vector which may happen at temperatures greater than the BEC
transition temperature. We first caluclate the non-interacting susceptibility, and
later we include interactions using the Random phase approximation.
D.1 Non-interacting susceptibility









where k = −i∇, and we set ~ = 1. The response function is defined as
χij,mn(r, t) = −iθ(t)
⟨[






where θ(t) is the Heaviside theta function. In the momentum and frequency space






















iωt−ηtdt, η → 0+, (D.4)
where V is the volume of a system. To find the response function in the frequency
space, it is convenient to define creation/annihilation operators corresponding to
eigenstates of Hamiltonian (D.1):
b−(k) = T11(k)a↑(k) + T12(k)a↓(k)






























































Time dependence is given by


















T1i(k)T1j(k + p)T1m(q)T1n(q − p)
ω + E−(k)− E−(k + p) + iη
⟨[





T2i(k)T2j(k + p)T2m(q)T2n(q − p)
ω + E+(k)− E+(k + p) + iη
⟨[





T1i(k)T2j(k + p)T2m(q)T1n(q − p)
ω + E−(k)− E+(k + p) + iη
⟨[





T2i(k)T1j(k + p)T1m(q)T2n(q − p)
ω + E+(k)− E−(k + p) + iη
⟨[









T1i(k)T1n(k)T1j(k + p)T1m(k + p)
ω + E−(k)− E−(k + p) + iη
[N−(k)−N−(k + p)]
+
T2i(k)T2n(k)T2j(k + p)T2m(k + p)
ω + E+(k)− E+(k + p) + iη
[N+(k)−N+(k + p)]
+
T1i(k)T1n(k)T2j(k + p)T2m(k + p)
ω + E−(k)− E+(k + p) + iη
[N−(k)−N+(k + p)]
+
T2i(k)T2n(k)T1j(k + p)T1m(k + p)




The expression is not easy to evaluate and we use Kramers-Kronig relations to
simplify the calculation. Kramers-Kronig realtions relate real and imaginary part






















This means that if we calculate only the imaginary part of Eq.(D.8), the real part
can be found using Kramers-Kronig relations. The imaginary part of Eq.(D.8) is





T1i(k)T1n(k)T1j(k + p)T1m(k + p) [N−(k)−N−(k + p)] δ(ω + E−(k)− E−(k + p))
+T2i(k)T2n(k)T2j(k + p)T2m(k + p) [N+(k)−N+(k + p)] δ(ω + E+(k)− E+(k + p))
+T1i(k)T1n(k)T2j(k + p)T2m(k + p) [N−(k)−N+(k + p)] δ(ω + E−(k)− E+(k + p))




and it can be evaluated numerically.
D.2 Interaction susceptibility in RPA





















= Ĥ0ψ⃗ + V̂HFψ⃗, (D.12)
where
V̂HF =
2g11n↑↑ + g12n↓↓ g12n↓↑
g12n↑↓ 2g22n↓↓ + g12n↑↑
 , (D.13)
and H0 is a single-particle Hamiltonian.
We now derive RPA expression for the susceptibility by linearizing dynamical
Hartree-Fock equation [79]. The variation in density is induced by the variation of
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where χ0 is the non-interacting susceptibility, and indices run from 1 to 4 [1 = (↑↑
) = (11), 2 = (↑↓) = (12), 3 = (↓↑) = (21), 4 = (↓↓) = (22)]. The interacting
susceptibility is defined as:




and the interaction-induced potential is:
δU intα (k, ω) =
∑
β
Vαβ δnβ(k, ω), V̂ =

2g11 0 0 g12
0 0 g12 0
0 g12 0 0
g12 0 0 2g22

. (D.16)


















χ0 0 0 0
0 0 χ0 0
0 χ0 0 0
0 0 0 χ0

, (D.19)
ans χ0 is given in section 5.3.
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Appendix E: Strongly correlated bosons with quartic dispersion:
various calculations
E.1 Box-potential ground state in a system with quartic dispersion
Here we show how to find a spectrum of a particle in box potential with Hamil-




x. While H4 is similar to the usual quadratic dispersion in a
sense that both are diagonal in momentum space, there is one fundamental differ-
ence: in a system with H4, not only the wave-function, but also its first derivative
has to be continuous for the wave-function to have finite energy expectation value.
If we choose a box of length L and −L/2 < x < L/2, then the boundary
conditions are ψ(−L/2) = ψ(L/2) = 0 and ∂xψ(−L/2) = ∂xψ(L/2) = 0. Solutions
of the equation ∂4xψ = Eψ are exp(kx), exp(−kx), exp(ikx) and exp(−ikx), where






+ a2 cos(kx), (E.1)
where a1, a2 are coefficients that have to be determined. Boundary conditions then
require tan(kL/2) = − tanh(kL/2), which can be solved graphically: in the ground
state kL = 4.730 and E0 = 5.140 (π/L)
4. The ratio of coefficients is a2/a1 = 15.06.
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E.2 Monte-Carlo calculations
Here we describe Monte-Carlo methods we used to calculate the kinetic energy
of various trial wave-functions. We were primarily interested in finding the expec-
tation value of Hamiltonian (6.5) and for analytic wave-functions this can be done
in two ways. As in standard Variational Monte Carlo techniques, the first step is to

















/4 − ∂2yj , and dR = dr1dr2 · · · drN . We then use a Metropo-




In the case of non-analytic wave-functions like ψB,abs and ψB,cf the expectation
value of ∂4xj cannot be calculated this way because a finite energy is associated with
points which have discontinuous derivatives of ψ. The correct method in that case
is to first calculate the momentum distribution of the state, and then compute the








dr2 · · · drN |f(k, r2, ..., rN)|2, (E.3)






where we chose the following normalization:
∫
|ψ(R)|2dR = 1 and
∫
n(k)dk = N .
This can be written in the form suitable for Metropolis importance sampling:
n(k) = N
∫
dR|ψ(R)|2|fN (k, r2, ..., rN)|2, (E.4)
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−ik·r1ψN (r1, ..., rN),
ψN (r1, ..., rN) =
ψ(r1, ..., rN)√∫
dr′|ψ(r′, r2, ..., rN)|2
.
For analytic wave-functions, both methods produce the same result.
The wave-functions we considered all have the property of being strongly
anisotropic, i.e. they are given in terms of length-scales ax, ay where ax ≪ ay.
The best way to do calclations is then to rescale the coordinates so that in the new
units ax ∼ ay ∼ 1. For example, in the case of ψsqB,cf we first calculate expectation
values α4 = ⟨k4x⟩ and α2 = ⟨k2y⟩ for the wave-function with ax = ay = 1 (rescaled
wave-function). The expectation values corresponding to the wave-function in the




y, respectively. In the end, we min-
imize E(ax, ay) = ⟨k4x⟩/4 + ⟨k2y⟩ = α4/(4a4x) + α2/a2y, while keeping the density
n = 1/(2πaxay) constant.
In the case of wave-functions where we can apply periodic boundary condition
(ψB,abs, ψB,sq, and ψJ) we did calculations with N = 400 particles. However, in the
case of composite-fermion wave-functions (ψB,cf and ψ
sq
B,cf) we did calculations with
N = 1600 particles. There the density of a wave-function with finite number of
particles has a form of a droplet with radius R =
√
2(N − 1) (when ax = ay = 1)
and the presence of the boundary increases the value of finite-size correction. Larger
system sizes were therefore necessary.
143
E.3 Estimating the interaction energy of a spinless gas at small, but
finite densities
In order to estimate the interaction energy at small densities, we can make a
simple order-of-magnitude calculation: we choose some coordinates λ = (r3, ..., rN)
and we keep them fixed (see Appendix E for more details). Now we can write the
wave-function as ψ(r1, r2;λ), and we can define parameter C as a measure of a






where V is the volume. We first estimate the kinetic energy: Ekin(C) ∼ n4/3(1−C).
The reasoning is that for C = 0, Ekin ∼ n4/3. When C = 1, the gas is not correlated
and Ekin ≈ 0. Moreover, Ekin should not have an extremum around C = 0, and
therefore should be linear in C in that region.
The interaction energy is Eint ∼ N2g
∫
dr|ψ(r, r)|2 ∼ gnC2. We minimize
Ekin + Eint with respect to C and the optimal C is C ∼ n1/3/g, and Eint ∼ n5/3/g.
This means Eint/Ekin ∼ n1/3, that is the kinetic energy is a dominant part at low
denities. The same reasoning gives the correct density scaling of Eint in the low-
density regime of a 1D Lieb-Liniger gas.
E.4 Kinetic energy of a many-body wave-function
Here we show that spinful wave-function constructed in Eq.(6.11) has the same
kinetic energy as the corresponding spinless wave-function.
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where fB is normalized:
∑
k1,...,kN
|fB|2 = 1, and |k1...kN⟩ = |k1⟩ ⊗ ...⊗ |kN⟩ is an
orthonormal momentum-eigenstate basis. Here state |k⟩ can describe either a spin-
less or spinful [Eq.(6.4)] single-particle momentum eigenstate. The state |k1...kN⟩




























It is clear that kinetic energy does not depend on whether |ψ⟩ [Eq.(E.6)] describes a
spinless or spinful state, as long their momentum representation fB and dispersion
εk are the same.
145
E.5 Estimating spinful state interaction energy





where |k1...kN⟩s = |k1⟩s ⊗ ...⊗ |kN⟩s and |k⟩s is a lower-band single-particle state.
The real-space representation of |k1...kN⟩s is

⟨r1...rN ; ↑↑ ... ↑|k1...kN⟩s




⟨r1...rN ; ↓↓ ... ↑|k1...kN⟩s












×ei(k1·r1+...+kN ·rN ), (E.10)
where s↑(k), s↓(k) are given in eq.(6.4). The real-space representation of the spinful
wave-function is then
ψ↑↑···↑(r1, · · · , rN)




ψ↓↓···↑(r1, · · · , rN)


















We are interested in the low-density regime and there |k| ≪ 1. We can then
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ψB(r1, · · · , rN),
(E.13)
since by definition of fB (Eq.(6.12)):
ψB(r1, · · · , rN) =
∑
k1···kN
fB(k1, · · · ,kN) ei(k1·r1+···+kN ·rN ). (E.14)
The strategy for calculating the interacting energy is: (a) we concentrate on
expectation value of V12 = gδ(r1 − r2) (the total interaction energy will then be
N(N − 1)/2 times that value). (b) We first calculate the contribution to interaction
energy coming from ψ↓···↓ component. (c) We show that all other spin components
give approximately the same contribution.
Estimating ψ↓···↓ contribution.— The idea is to choose some random values for
coordinates r3, · · · , rN and keep them fixed [we define λ = (r3, · · · , rN)]. This way
we get a two-body wave-function from which it is easy to calculate ⟨V12⟩. Later we
show that almost any choice of λ gives the same value of ⟨V12⟩.
We start by defining





























+ · · ·
)











and N (λ) is such that ∫
dr1dr2 |Φ(r1, r2;λ)|2 = 1. (E.17)
We notice that Φ(r1, r2;λ) is simply equal to ψ↓···↓, but with a different normaliza-
tion [see Eq.(E.13)].




axx (x1 − x2)2 +
1
2
ayy (y1 − y2)2 + axy (x1 − x2) (y1 − y2) + · · · , (E.18)
where we assume ψB = 0 when r1−r2 = 0 and aij = aij(rcm,λ), where rcm = r1+r2.




bxx (x1 − x2)2 +
1
2
byy (y1 − y2)2 + bxy (x1 − x2) (y1 − y2) + · · · , (E.19)
However, once we act on χ with s↓(−i∂x1)s↓(−i∂x2), function Φ will have non-zero
value for r1 = r2 which will give rise to finite interaction energy.


















































We can estimate bxx ∼ (∆kx)2 ¯|Φ|, where ∆kx is the momentum width in x direction








where V is the volume. The interaction energy corresponding to Φ is then
E12(Φ) =
∫
dr1dr2 gδ(r1 − r2)|Φ(r1, r2)|2






It is clear that a different choice of λ would give the same estimate. The same is
true for different spin components ψσ1,...,σN . Therefore, when we average over all λ










the energy is again Ē12 ∼ gV (∆kx)
4. The total energy is then Eint ∼ N(N −
1)/2 × Ē12 ∼ Ngn(∆kx)4 (since there are N(N − 1)/2 interacting pairs), that is
Eint/N ∼ gn(∆kx)4. The states that we considered (ψB,sq, ψsqB,cf , and ψJ) have
∆kx ∼ n1/3 which leads to Eint/N ∼ gn7/3.
The method described here works only if derivatives of ψB are defined at points
where ri = rj. This is, for example, not the case with ψB,abs or ψB,cf . However, in
those cases it is still possible to estimate the interaction energy: we again concentrate
on a two-body wave-function, that is, we fix λ = (r3, · · · , rN) and we look what
happens with ψ↓···↓(r1, r2;λ). Then we can estimate the value of ψ(r1 = r2) by
looking into its Fourier transform.
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The general conclusion is that Eint/N ∼ gn(∆kx)2m, where m = 1 if the first
derivative of ψ with respect to relative distance rij = ri−rj does not approach zero
as rij → 0, m = 2 if the first derivative approaches zero, but the second derivative
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[28] D.L. Campbell, G. Jūzeliunas and I.B. Spielman, Phys. Rev. A 84, 025602
(2011).
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