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ABSTRACT OF THE THESIS
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This paper presents the idea behind resume screening system used by human resources.
The implementation of NER offers a practical scenario for natural language processing in
the real world. We first review the traditional solutions to sequential labeling tasks but then
point out their drawbacks. Non-linear neural networks including LSTM and its variants are
then introduced. By experimentally investigating the performance of four models on different
NER tasks, we conclude that BLSTM-CRF with character-level embedding obtains the best
performance on all evaluation matrices. Finally, the case study is employed to analyze the
model performance, and offer a thorough bridge connecting the confusion matrix and the
experimental data set.
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1 Introduction
In the current environment of job posting software and social network, there may be hundreds
of applications for each open position. The department of human resources in companies
needs to evaluate a high volume of resumes. Such a process of evaluation in bulk often
becomes tedious and time wasting. Nowadays, when applying for open positions, people
find that some job searching websites, like Indeed and Linkedin, can automatically extract
information from resume uploaded by users. Information extracted from resumes is then
processed and classified into chief entities including name, gender, education background,
current location, etc. With such structured information, HRs significantly reduce the cases
of missing qualified candidates or employing mismatched candidates. The algorithm behind
this application involves a classic task in the field of information extraction: Named Entity
Recognition (NER).
NER is a sub-task of Natural Language processing (NLP), which aims to label sequential in-
puts from corpora into some predefined classes like person name, location name, organization
name, date, time, etc. Some of the applications of NER include machine translation, auto-
matic question answering, and dialog systems. Most existing sequence labeling models are
linear statistical models, including Hidden Markov Models [1], Maximum Entropy Markov
Models [2] and Conditional Random Fields [3]. Unlike traditional models relying heavily
on engineered features and specialized knowledge for better performance, non-linear neural
networks incorporated with various word embedding algorithm recently achieve great success
in NER tasks. Long Short-term Memory [4] based models have been recently proposed in
solving sequential labeling problems. These models include stack LSTMs [5], bidirectional
LSTM-CRF [6], BiLSTM-CNNs-CRF [7] and Lattice LSTM [8], which achieve competitive
performance against traditional models.
The current state of the art for English has been reached by using bidirectional LSTM-
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CRF models with character-level embedding integrated. When it comes to the context in
Chinese, NER tasks face two main challenges: 1) Unlike English words, Chinese words are
not separated by spaces, so we have to perform word segmentation before labeling them;
2) English text has clear features to indicate an entity name, like capitalized terms and
different tenses, but Chinese words stay unchanged in all kinds of tenses. For Chinese NER,
it has also been shown that character-based methods outperform word-based methods [9].
Therefore, we choose to learn character-level information instead of segmenting them into
word tokens.
In this paper, we implement the traditional solutions and neural network methods for solv-
ing NER tasks. We systematically compare the performance of four models including HMM,
CRF, BLSTM and BLSTM-CRF on two NER tasks. Our work is first to test their per-
formance on Chinese literature data sets and discuss if they can be improved by jointly
decoding label sequence. After that, we collect resume data from job searching websites and
feed them to the models for evaluation. Then we analyze the results by offering case studies,
which include a counter-example that the models fail to predict. Finally, confusion matrix
illustrates the outliers in the data set.
The remainder of the paper is organized as follows. Section 2 explains the main methodology
for conducting the experiments. Section 3 introduces sequential tagging models used in
the experiments. Section 4 presents the organization of experiments, shows the process
of training, and reports the results. Section 5 discusses the results from experiments and
connects the analysis to data sets. Section 6 draws the conclusion.
2
2 Methodology
In this section, the main approaches used to conduct the experiments are introduced below.
The architecture of model will not be emphasized here.
2.1 Tagging Strategy
The task of named entity recognition is to assign a named entity label to each word or char-
acter in a sequential input. One tagging strategy is called IOB (Inside, Outside, Beginning)
encoding [10]. In its simplest form, we label any token as B label when it is the beginning
of a named entity, I label when it occurs inside of a named entity, and O for any token
otherwise. For example, we label an example sentence from our exprimental data set as the
following:
O O O BLOC ILOC ILOC ILOC ILOC O BT ime IT ime
我 来 到, 乡 下 舅 舅 家 度 暑 假.
I went to my uncle’s house in the country for summer vocation.
IOBES [11] is another more expressive tagging scheme. In addition to IOB tagging scheme,
we label the end of named entities by E lable and tag the singleton entities by S lable. For
the same sentence shown above, we label it as the following:
O O O BLOC ILOC ILOC ILOC ELOC O BT ime ET ime
我 来 到, 乡 下 舅 舅 家 度 暑 假.
I went to my uncle’s house in the country for summer vocation.
We tend to use the IOBES tagging schemes rather than standard IOB, as previous studies
have reported a meaningful improvement with this information-enriched scheme [12].
3
2.2 Viterbi Algorithm
For any model, such as an HMM, that contains hidden states, the task of determining which
sequence of variables is the underlying source of some sequence of observations is called the
decoding task. That is, given an input as HMM λ = (A,B, pi) and a sequence of observations
O = o1, o2, · · · , oT , we aim to find the most probable sequence of states Q = q1q2 · · · qT . The
Viterbi algorithm [13] is implemented to find the most likely tag sequence in the state space
of the possible tag distribution based on the state transition probabilities. It allows us to
find the optimal labels in linear time. The idea behind the algorithm is that of all the state
sequences, only the most probable of these sequences needs to be considered.
Parameters of HMM Viterbi algorithm are the following: Let transition probability be A,
emission probability be B and initial state probability be pi. Then we represent HMM as
λ = (A,B, pi). Define the probability that the HMM is in state j after seeing the first t
observations and passing through the most probable state sequence q1, · · · , qt−1, given the
pi. Then the value of each cell vt(j) is recursively computed by taking the most probable
path that could lead us to this cell. Formally, the probability of vt(j) is the following:
vt(j) = max
q1,··· ,qt−1
P (q1 · · · qt−1, o1, o2, · · · , ot, qt = j|λ) (1)
Given that we had already computed the probability of being in every state at time t−1, we
compute the Viterbi probability by taking the most probable of the extensions of the paths
that lead to the current cell. For a given state qj at time t, the value vt(j) is computed as
vt(j) =
N
max
i=1
vt−1(i)aijbj(ot) (2)
where aij is the transition probability from previous state qi to current state qj and bj(ot) is
the state observation likelihood of the observation symbol ot given the current state j. We
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will use this Viterbi algorithm in decoding for both HMM and CRF models.
Algorithm 1 Viterbi algorithm for decoding
Input: a path probability matrix Viterbi(N,T)
1: function Viterbi(observations with length T, states with length N) return best-path,
path-prob
2: for each state s from 1 to N do
3: viterbi(s,1) ← pis ∗ bs(o1)
4: backpointer(s,1) ← 0
5: end for
6: for each time step t from 2 to T do
7: for each state s from 1 to N do
8: viterbi(s,t) ← maxNs′=1 viterbi(s’,t-1) ∗ as′,s ∗ bs(ot)
9: backpointer(s,t) ← argmaxNs′=1 viterbi(s’,t-1) ∗ as′,s ∗ bs(ot)
10: end for
11: bestpathprob ← maxNs=1viterbi(s,T)
12: bestpathpointer ← argmaxNs=1viterbi(s,T)
13: bestpath ← the path starting at state bestpathpointer
14: end for
15: return bestpath, bestpathprob
16: end function
Algorithm 1 shows the pseudo algorithm for Viterbi algorithm to find the optimal sequence
of hidden states. Given an observation sequence and an HMM λ = (A,B, pi), the algorithm
returns the state path through the HMM that assigns maximum likelihood to the observation
sequence.
2.3 Gradient Descent
Gradient descent is an optimization algorithm used to minimize loss function by iteratively
moving in the direction of steepest descent. By this algorithm, we train the parameter of
our LSTM networks in the step of backward propagation.
Suppose we have loss function: L(θ), and for all sample in the training set, the loss is given
5
by
L(θ) =
1
n
n∑
i=1
Li(θ)
Then the updated parameters are given by
θt+1 = θt − ηL′(θ)
where η is the learning rate and L′(θ) is the gradient. After running several iterations, we
have our loss minimized and finish the training process with weights updated.
2.3.1 Momentum
The stochastic gradient descent(SGD) algorithm in contrast performs a parameter update
for each training example. It goes downhills in the steepest direction, while the steepest
direction might not be the optimal direction. In this case, SGD might have trouble in
navigating to the true direction of minimum when the surface curves much more steeply in
one dimension than in another. In these scenarios, SGD oscillates across the slopes while
only making hesitant progress along the bottom towards the local optimums.
The Momentum [14] is a method that helps accelerate SGD converge by reducing the oscilla-
tion. The gradient always follows the steepest direction, while it might not be the best case
as described above, so we want to accumulate the momentum, and let it guide the descent.
The updated rule is given by:
vt = γvt−1 + ηgt
θt = θt−1 − vt
where gt is the averaged gradient of the current batch, vt is the momentum with a constant
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parameter, and γ is the momentum term, which is usually set to 0.9 or a similar value. With
such momentum component, we are pushing gradient to the minimum of loss function as
we push a ball down a hill, and the momentum is accumulated. As a result, we gain faster
convergence and reduce oscillation.
2.3.2 Adagrad
Adagrad [15] is an algorithm for gradient-based optimization that adapts the learning rate
to the parameters. It performs smaller updates for parameters associated with frequently
occurring features, and larger updates for parameters associated with infrequent features.
The Adagrad uses a different learning rate for every parameter at every time step t. Let gt
denote the gradient at time step t. The updated rule is then given by:
Gt = Gt−1 + g2t
θt+1 = θt − η gt√Gt+
where Gt is a diagonal matrix, and each diagonal element is the sum of the squares of the
gradients.
2.3.3 RMSprop
The RMSprop [16] is an extension of Adagrad. The Gt in Adagrad is the sum of gradient
over all time steps, and it’s better to focus on the recent time steps to guide the gradient
into the appropriate direction of descent. The value of momentum is denoted by β and is
usually set to 0.9. Then the Gt is modified by the following:
Gt = βGt−1 + (1− β)g2t
7
2.3.4 Adam
In our experiments, we mainly use Adam optimizer [17] to improve the performance of
SGD. The algorithm combines the idea of RMSprop and the idea of gradient decent with
momentum. Formally, we have the updating algorithm as the following:
vt = γvt−1 + (1− γ)gt
Gt = βGt−1 + (1− β)g2t
vˆt =
vt
1− γ , Gˆt =
Gt
1− β
θt+1 = θt − η vt√
Gt + 
where v and G are the estimates of the first and the second moment, and vˆ and Gˆ are the
bias-corrected first and second moment estimates. γ and β denote the exponential decay
rate for the first and second moment estimate, respectively.  is a very small number to
prevent any division by zero. Finally, it updates the weights with learning rate η.
3 Models
Named entity recognition (NER) has been a classic sequence labeling problem for a few
decades. In sequence labeling problems, the output is a sequence of labels Y = (y1, · · · , yT )
given an input X = (x1, · · · , xT ). If each possible label can be drawn from a set V called
vocabulary, then the problem is transformed to a multiple classification problem.
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3.1 HMM
One traditional statistical tool for solving such sequence labeling tasks is Hidden Markov
Model (HMM). An HMM is a generative model over input sets, which consists of a sequence
of observations and a sequence of the corresponding labels. A first-order hidden Markov
model follows two main assumptions. First, the probability of a particular state depends
only on the previous state such that P (qi|q1 · · · qi−1) = P (qi|qi−1). Second, the probability of
an output observation oi depends only on the state that produced the observation qi such that
P (oi|q1 · · · qi, · · · , qT , o1, · · · , oi, · · · , oT ) = P (oi|qi), which is called output independence.
Let Q = q1, q2, · · · , qT be the state sequence with length T, and O = o1, o2, · · · , oT , be the
sequence of T corresponding observations that each one is drawn from a vocabulary V. Then
the transition matrix A [18] is computed as follows:
aij = P (qi|qj) = Count(qi, qj)
Count(qj)
(3)
where count(qi, qj) is the number of the case qi is followed by qj at time t, and ai,j stands
for the probability of moving from stats i to state j.
Also, the initial probability distribution is the following:
pii = P (q1 at t = 1) =
Count(q1)
n
(4)
where n is the number of training sequences.
Based on Rabiner’s tutorial on HMM in the case of speech tagging task, we characterize
the process of training HMM by three sub-tasks: 1) given an HMM with λ = (A,B, pi)
and an observation sequence O, we firstly determine the likelihood of P (O|λ); 2) Given an
observation sequence O and an HMM λ = (A,B), we then choose a corresponding state
sequence Q that best explains the observation; 3) Given an observation sequence O and the
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set of states in the HMM, learn the HMM parameters A and B to maximize P (O|λ).
Formally, we aim to find the most likely state path for the observed sequence and decode
via the Viterbi algorithm, i.e.
max
q1q2···qT
P (q1q2 · · · qT |o1o2 · · · oT ) (5)
For the discrete observations such as the NER task, the observation matrix is computed as:
bj(ok) = P (ok|qj) = Count(ok, qj) + α
Count(qj) + |V |α (6)
where count(ok, qj) is the number of times when ok was labeled as qj, and α is the tuning
parameter for smoothing.
Algorithm 2 HMM
Input: a path probability matrix Forward(N,T)
1: function Forward (observations with length T, states with length N) return forward-
prob
2: for each state s from 1 to N do
3: forward(s,1) ← pis ∗ bs(o1)
4: end for
5: for each time s from 2 to T do
6: for each state s from 1 to N do
7: forward(s,t) ←∑Ns′=1 forward(s’,t-1) ∗ as′,s ∗ bs(ot)
8: end for
9: forwardprob←∑Ns′=1forward(s,T)
10: end for
11: return forwardprob
12: end function
For an HMM with N hidden states and an observation sequence of T observations, there
are NT possible hidden sequences. For real tasks, where N and T are both large, NT is
a very large number, so we cannot compute the total observation likelihood by comput-
ing the individual observation likelihood for each hidden state sequence and then summing
10
them. Therefore, we use a dynamic programming algorithm called the forward algorithm.
Algorithm 2 presents the pseudo code for the algorithm.
3.2 CRF
In addition to linear Hidden Markov Models, we model the sequence labeling process using
a conditional random field (CRF). Note that in HMM, we assumed that the output obser-
vations are strictly independent and the current state is only related to the previous state.
However, in the case of NER tagging task, we often require more features, as the annotation
of the current moment should be associated with the annotation of the previous moment
and that of the later moment. Following this idea, we can take the correlation between
neighborhoods’ labels into account and therefore, decode them jointly. CRF overcomes this
problem faced by HMM by introducing a feature extraction function, which can express not
only the dependence between observations, but also the dependence between the current
observation and multiple states before and after.
Figure 1: A CRF network
A CRF model that considers the correla-
tions between labels in the neighborhoods and
jointly decodes the best chain of labels for a
given input sentence.
For an input sentence X = (x1, x2, · · · , xn), we have Y = (y1, y2, · · · , yn) representing
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the output sentence of predictions. Before feeding the data into the model, we need to
use the feature function to extract the features first. Define φ to be the feature extrac-
tion function that takes labeled sequence as input and extracted features as output. i.e.
φ(x1, · · · , xT , y1 · · · yT ) ∈ Rd. Then a softmax function over all possible label sequences
forms a family of conditional probabilities p(y|X) [7] for the sequence Y :
p(y|x;W, b) = exp (W
Tφ(x, y) + b)∑
y′ exp (W
Tφ(x, y′) + b)
(7)
where W and b are the weights and bias vectors and y′ is the set of all possible label sequences.
In order to train the CRF model, we apply the maximum conditional likelihood estimation
and the log-likelihood is given by:
L(W, b) =
∑
i
log p(yi|x;W, b) (8)
Like decoding in HMM, we adopt the Viterbi algorithm and then predict the output sequence
that maximizes the probability:
y∗ = argmax
y∈V
p(y|x;W, b) (9)
In our experiments, we capture the features including the previous word, the current word,
the next word, the former word:the current word, and the current word:the next word. i.e.
φ(x1, · · · , xT , y1 · · · yT ) = (xi−1, xi, xi+1, xi−1:i, xi:i+1, yi−1, yi, yi+1, yi−1:i, yi:i+1).
3.3 LSTM
In the recent years, non-linear neural networks with word embedding have been broadly used
in solving NLP problem. Recurrent Neural Networks (RNN) are a class of neural networks
that process sequential data as inputs. A RNN maintains a memory of history due to its
12
cyclic structure within its network connections. Figure 1[6] shows the RNN structure for a
Vanilla RNN model [19].
Figure 2: A vanilla RNN model
A simple recurrent neural network shown un-
rolled in time. The hidden layer includes a
recurrent connection as a part of its input.
Let (x1, · · · , xn) be the sequential inputs, (h1, · · · , hn) be the sequence of hidden states for
each step, and (y1, · · · , yn) be our predictions. Then the hidden layer and the outputs are
given as the following:
h(t) = f(Ux(t)) + Vh(t− 1) (10)
y(t) = g(Wh(t)) (11)
where U, V and W are the weights that need to be updated, and f(z) and g(z) are sigmoid
and softmax functions as the following:
f(z) =
1
1 + e−z
(12)
g(zi) =
ezi∑
j e
zj
(13)
Theoretically, RNNs connect previous hidden state and current hidden state so that they
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are capable of learning long dependencies between words. In the practice, however, they
fail to back propagate using the gradient decent especially when the sequence gets long. In
order to overcome the gradient vanishing or exploding problem, Long Short-term Memory is
designed to learn the long-range dependencies in the data set by introducing memory cells.
Figure 3: A LSTM memory cell
Formally, we have LSTM memory cell[20] implemented as the followings:
it = σ(Wiixt + bii +Whiht−1 + bhi)
ft = σ(Wifxt + bif +Whfht−1 + bhf )
gt = tanh (Wigxt + big +Whght−1 + bhg)
ot = σ(Wioxt + bio +Whoht−1 + bho)
ct = ftct−1 + itgt
ht = ot tanh (ct)
where hi is the hidden state at time t, ct is the cell state at time t, xt is the input at time
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t, σ is the sigmoid function, and it, ft, gt, ot are the input, forget, cell, and output gates,
which guarantee that only meaningful information will be passed through. The cell state
serves like a conveyor belt as it runs straight down the unrolled chain with only minor linear
interactions.
Figure 4: A LSTM model
The figure 4[6] shows the structure of a LSTM
model. The dashed boxes refer to LSTM mem-
ory cells.
Due to its unique architecture, LSTM network is able to maintain the information of long-
range dependencies. Then our prediction rule for yˆi [21] is the following:
yˆi = argmaxj(log Softmax(Ahi + b))j (14)
where A is some mapping over the hidden state, and the dimensionality of the target space
of A is the same as that of vocabulary |V |.
3.4 BLSTM-CRF
As a sequence tagging task, NER requires the access to both past and future information, so
we implement a bi-directional LSTM (BLSTM) network [22] in our experiment. Similar to
bi-directinal RNN, BLSTM networks process sequence inputs forwards and backwards with
two independent hidden states to maintain the memory for both past and future. After that,
15
we concatenate these two hidden states for our final output.
Figure 5: A BLSTM-CRF model
The figure 5[6] shows the main architecture of a BLSTM-CRF
model. Word embeddings are fed to a forward LSTM and a
backward LSTM. The results concatenating these two vectors
are then passed to the CRF layer.
Recall that the CRF models take advantage of the correlations between labels, but rely
heavily on hand-crafted features and task-specific resources. Since BLSTM networks utilize
both past and future features automatically, we combine a BLSTM netowk and a CRF
network to form a BLSTM-CRF model [6].
For an input sentence X = (x1, x2, · · · , xn), we consider Pn×k to be the matrix of scores
output by BLSTM network. The output dimensionality of BLSTM k also corresponds to
the number of distinct labels and Pi,j represents the score of the j
th tag of the ith word in
a setence. For a sequence of prediction Y = (y1, y2, · · · , yn), we define the score function as
the following:
s(X, y) =
n∑
i=0
Ayi,yi+1 +
n∑
i=1
Pi,yi (15)
where Ai,j is the transition probability from tag i to tag j. Here, y0 and yn are the starting
and ending tags, respectively. Instead of capturing hand-crafted features, we now use the
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output of BLSTM to feed our CRF model. Similarly, the conditional probability of sequence
y given input X turns out to be the following:
p(y|X) = e
s(X,y)∑
y′∈V e
S(X,y′) (16)
where V is the vocabulary of all possible tag sequence of given input X. Then we maximize
the log-likelihood of the correctly labeled sequence as:
log p(y|X) = s(X, y)− log
∑
y′∈V
eS(X,y
′) (17)
Again, the predictive output is given when the maximum score is obtained:
y∗ = argmax
y∈V
S(X, y′) (18)
The training algorithm for BLSTM-CRF is the following:
Algorithm 3 BLSTM-CRF model training procedure
1: loop:
2: for each epoch do
3: for each mini batch do
4: 1. bidirectional LSTM-CRF model forward pass:
5: forward pass for forward state LSTM
6: forward pass for backward state LSTM
7:
8: 2. CRF layer forward and backward pass
9:
10: 3. bidirectional LSTM-CRF model backward pass:
11: backward pass for forward state LSTM
12: backward pass for backward state LSTM
13:
14: 4. update weights and parameters
15: end for
16: end for
17
4 Experiment
In this section, we provide the details of a set of experiments, by which we compare the
models described in the previous section on different NER tasks. For neural networks, we
build the LSTM layer by the pytorch package and implement the CRF model by the module
from the sklearn package. The computations for the models are run on 16 CPUs on the
google cloud platform. The total training and testing process requires about 10 hours. After
the training process, we present the results obtained from the experiments and configurations
used in the models for faster convergence of loss function.
4.1 Exploratory Data Analysis
In our experiment, we evaluate HMM, CRF, BLSTM, BLSTM-CRF models on two named
entity recognition tasks: Chinese literature tagging [23] and Chinese resume tagging [8].The
corpus statistics in detail are shown in Table 1.
Dataset literature Resume
Train
TOKEN 24,165 3,830
CHAR 1,044,966 124,333
Validation
TOKEN 1,895 476
CHAR 86,453 14,114
Test
TOKEN 2,837 596
CHAR 119,466 17,598
Table 1: Corpora Statistics.
TOKEN refers to the the number of tokens sep-
arated by punctuation like comma and period,
and CHAR refers to the number of characters in
each corresponding data set.
For token segmentation in the Resume data set, we apply the best model from of RichWord-
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Segmentor [24]. Meanwhile, there is no segmentation available for the Chinese literature
data set, which is already segmented into sentence tokens by Xu et al. (2017). The whole
data sets are converted into CoNLL format with each character followed by its label for each
line, and sentences are split by an empty line.
We firstly test the performance of the four models for tagging the NE in Chinese literature
text. The data set includes 726 articles, 29,096 sentences and over 1,000,000 characters
annotated by the authors of the paper. In the paper, they define 7 entity tags including
Thing, Person, Location, Time, Metric, Organization and Abstract and label the entities
incorporated with a variant of IOB labeling scheme. For the second task, we train our models
based on the Chinese resume dataset. We firstly collect over 100 resumes from job-search
websites, and annotate them with the IOBES labeling scheme. After concatenating them
with the resume dataset annotated by Zhang and Yang, we then split them into three sets:
train, test and validation. These data sets consist of eight different types of named entities:
Country, Education, Location, Name, Organization, Profession, Ethnicity and Title.
Figure 6: Token length frequency plots.
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Figure 6 shows the histograms of word length frequency in train, test and validation data
sets in both tagging tasks. The height of the bar shows the number of occurrences for each
token length. The highest and lightest bar refers to the most frequent values, while the
lowest and darkest bar refers to the least frequent values for word length. Most tokens are
observed with word length less than 128, which determines the embedding size of the input
for the LSTM layer.
The main difference between Chinese NER task and English NER task is that we learn
character-level features instead of hand-craft features like prefix and suffix, which limits us
to learn the representations of words specific to the language and the task. In our approach,
we mainly focus on character-level information. There is no need for pre-processing word-
level features in data sets, which makes sure that our experiment is end-to-end.
4.2 Word Embeddings
To begin with our experiments, all sentences are tokenized, and all characters in tokens
are converted into vectors. Such vectors for representing words or characters are called
embeddings. The TF-IDF model and word2vec [25] model are two typical methods for word
embedding. We decide to use the pre-trained word embeddings based on word2vec. As these
word embeddings are well developed, we then are able to feed the models with these vectors
rather than the sentence tokens.
When the CPU processes the training data in batches, LSTM models expect that all tokens
in the batches should have the same length. However, the lengths of tokens vary as shown
in token length frequency plots before. Therefore, it is necessary to pad them so that they
would have the same lengths. According to figure 6, most tokens are observed to have word
lengths less than 128. For tokens with a less length than the threshold, PAD that refers to
paddings are then padded into the ending of the token. Especially, for the rare words that
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did not fit in the vocabulary, we replace them with UNK, which refers to unknowns.
4.3 Training Process
This section presents the methods we use to train our models, especially for the neural
networks, and provide the configuration settings by tuning the parameters for faster conver-
gence. In general, we train our models using the training data and monitor the performance
on validation data.
Recall in both BLSTM and BLSTM-CRF, character embeddings are computed for input xi,
which are passed through a left-to-right LSTM and a right-to-left LSTM. The outputs are
then combined to provide a output layer at position i. For BLSTM, this layer can then be
simply directed to a softmax function that leads to a probability distribution over all labels.
In most sequential labeling tasks, however, such a greedy method is insufficient for decoding,
since it neglects the connections between the labels in neighborhoods. Therefore, a CRF
layer is applied on the top of the BLSTM network, and the Viterbi algorithm is used for
decoding.
Figure 7: Loss against training epochs
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Figure 7 plots the loss convergence with respect to the epoch increment. In the experiments,
the train loss decreases as we increase the number of training iterations, while the validation
loss stays constant after training for several epochs. Both validation and training errors are
low, and validation loss is slightly higher than the training error after 30 epochs.
We train our networks mainly based on the back propagation algorithm. In our experiment,
the batch size is set to be 512 due to the limit of memory and parameter optimization
is performed with the mini-batch stochastic gradient decent (SGD). The main approach
we proposed to increase the performance of SGD is Adam as explained in the section of
methodology. In each epoch, we divide the training data into small batches and process one
batch at a time. Then we pass the character embeddings into the LSTM model and get the
output score for all labels. After that, we back propagate the error from the end to the start
and finally, update all the weights.
In the experiment, BLSTM and BLSTM-CRF models use a single layer for the forward and
backward LSTMs whose embedding size and hidden size are both set to be 128. Here, the
embedding size stands for the number of expected features in the input, and the hidden size
means the number of features in the hidden state. Also, the initial learning rate η is set to
be 0.001 for the Adam optimizer with γ = 0.9, β = 0.999 and  = 1e − 08. Figure 7 shows
the convergence of loss function of BLSTM model in both tagging tasks.
4.4 Result
As mentioned before, the four models are tested on the two named entity recognition tasks:
Chinese literature and resume labeling. We first run experiments to investigate the effec-
tiveness of each model on the Chinese literature labeling task. We compare the performance
with the three baseline models: HMM, CRF, BLSTM to learn the character-based sequen-
tial information. Moreover, by adding the CRF layer over the BLSTM network, we test the
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function of joint decoding in improving model performance.
Figure 8: General Confusion Matrix
The y-axis shows the predicted class,
and the x-axis shows the actual class.
The formula for calculating Precision, Recall and F1 score is as follows:
Precision =
True Positive
True Positive + False Positive
(19)
Recall =
True Positive
True Positive + False Negative
(20)
F1 score = 2× Precision× Recall
Precision + Recall
(21)
The matrices of recall, precision and F1 score are used to evaluate the NER tasks. Remember
that recall is the ratio of the number of correctly labeled responses to the total that should
have been labeled, precision is the ratio of the number of correctly labeled responses to the
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total labeled, and F-measure is the harmonic mean of the two.
Named Entity Nominal Mention
Model prec. recall F1 prec. recall F1
HMM 76.23 61.24 67.72 82.16 81.75 81.79
CRF 82.32 67.08 73.70 86.52 87.19 86.65
BLSTM 80.76 59.40 67.97 84.42 85.29 84.21
BLSTM-CRF 85.08 72.11 77.91 89.11 89.61 89.19
Table 2: Comparison of model performance on the Chinese literature
A nominal mention refers to an entity mention that is not com-
posed solely of a named entity, which is labeled by O in both tagging
schemes.
According to the results shown in the table 2, HMM is the least effective model is this
labeling task. It may be explained by the HMM’s inappropriate assumptions that neglect
the connections between labels in the neighborhood. The BLSTM-CRF model surpasses the
BLSTM model, which demonstrates that jointly decoding label sequences would improve
the performance of neural networks. For Chinese literature, BLSTM-CRF presents the best
performance on all evaluation matrices.
Named Entity Nominal Mention
Model prec. recall F1 prec. recall F1
HMM 86.31 84.79 84.92 85.13 85.19 84.64
CRF 91.06 88.19 89.23 90.78 90.52 89.98
BLSTM 92.22 87.41 89.01 90.74 90.65 90.07
BLSTM-CRF 92.59 88.32 89.31 90.79 90.71 90.10
Table 3: Comparison of model performance on the resumes
Table 3 shows the performance of all models for NER over resume data. Consistent with ob-
servations on Chinese literature data set, BLSTM-CRF outperforms the other three models.
The marginal improvements after adding CRF layer may be explained by the insufficient
training set of resume corpora and the existence of plenty of non-entity labels.
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5 Discussion
5.1 Case Study
In this section, we utilize the models trained before to recognize the named entities in my
personal curriculum vitae since high school. In the example, we first use my high school
resume to test the model performance on unlabeled data set. After that, a counter-example
is used to indicate some potential problems due to language-specific features and domain-
related knowledge. Here’s the example sentence we used to illustrate the results given by
the models:
BNAME MNAME ENAME BRACE ERACE BLOC MLOC MLOC MLOC MLOC BEDU MEDU
毛 立 慧, 汉 族, 浙 江 宁 波 人, 高 中
Lihui Mao, Han race from Ningbo, Zhejiang high school-
MEDU EEDU O O O BORG MORG MORG MORG MORG EORG O
学 历, 毕 业 于 宁 波 鄞 州 中 学 。
-education graduated from NingBo YinZhou High School.
In this example, there is ambiguity around the named entity ‘宁波’ in ‘浙江宁波(Ningbo
city in Zhejiang Province)’ and ‘宁波鄞州中学(NingBo YinZhou High School)’, and ‘中学’
in ‘高中学历(high school degree)’ and ‘鄞州中学(high school)’. We are curious about the
predictive results given by the four models.
Table 4 shows the result of the case study, which compares model performance of HMM,
CRF, BLSTM, and BLSTM-CRF on an example sentence. All four models are trained
by the resume data set as described before. According to the table, it is observed that
all four models complete a decent job on NER. The BLSTM-CRF model obtains the best
performance on recognizing all nominal mentions, as the result predicted by the model is the
same as the ground truth. Also, we conclude that CRF layer can produce higher tagging
accuracy in general.
25
Model Predictions
Ground BNAME MNAME ENAME BRACE ERACE BLOC MLOC MLOC MLOC MLOC BEDU MEDU
Truth MEDU EEDU O O O BORG MORG MORG MORG MORG EORG O
HMM
BNAME MNAME ENAME BRACE ERACE O O BLOC MLOC MLOC O BEDU
MEDU EEDU O O O BLOC MLOC BORG MORG MORG EORG O
CRF
BNAME MNAME ENAME BRACE ERACE BLOC MLOC MLOC MLOC MLOC BEDU MEDU
MEDU EEDU O O O BLOC MLOC MORG MORG MORG EORG O
BLSTM
BNAME MNAME ENAME BRACE ERACE BLOC MLOC MLOC MLOC MLOC BNAME MEDU
MEDU EEDU O O O BORG MORG MORG MORG MORG EORG O
BLSTM BNAME MNAME ENAME BRACE ERACE BLOC MLOC MLOC MLOC MLOC BEDU MEDU
-CRF MEDU EEDU O O O BORG MORG MORG MORG MORG EORG O
Table 4: Predictions given by the four models
Red tags represent incorrect entities predicted by the corresponding model.
Meanwhile, we observe that the models are sensitive to the sequence of inputs, and rely
heavily on training data set, which indicates our models are potentially over-fitting. In other
words, switching the order of sequential inputs or feeding the models with the characters
that they have never seen before may lead to failure in recognizing the named entities in
corpora. Here’s an example that the models fail to predict:
BRACE MRACE ERACE BPRO MPRO MPRO EPRO BNAME MNAME ENAME
蒙 古 族, 数 学 专 业, 毛 立 慧
Mongols, majored in mathematics, Lihui Mao
BEDU EEDU O O O BORG MORG MORG EORG O
本 科 就 读 于 加 州 大 学 。
bachelor degree studied in University of California.
As we can see from table 5, more mistakes are made when the four models try to predict the
named entities in this example. After we change the orders of the race and the name, both
HMM and CRF fail in recognizing the name (Lihui Mao) in a different place. All four models
are incapable of predicting the race, because the race (Mongols) has never been learned by
them from the training data set. Therefore, augmented data sets are desired for improving
neural network training.
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Model Predictions
Ground BRACE MRACE ERACE BPRO MPRO MPRO EPRO BNAME MNAME ENAME
Truth BEDU EEDU O O O BORG MORG MORG EORG O
HMM
MORG MORG MORG BPRO MPRO MPRO EPRO BNAME MNAME ENAME
BEDU MEDU O O O O O MORG EORG O
CRF
BNAME MNAME ENAME BPRO MPRO MPRO EPRO O O O
O O O O O BORG MORG MORG EORG O
BLSTM
BNAME MTITLE ERACE MPRO MPRO MPRO EPRO O O O
O O O O O BORG MORG MORG EORG O
BLSTM BNAME MNAME ENAME BPRO MPRO MPRO EPRO BNAME MNAME ENAME
-CRF O O O O O BORG MORG MORG EORG O
Table 5: Predictions given by the four models
Red tags represent incorrect entities predicted by the corresponding model.
5.2 Confusion Matrix Analysis
For named entities, the entity is the unit of the response to measure rather than the word or
the tag. Remember that the data sets in the experiments consist of eight different categories
of named entities: Country, Education, Location, Name, Organization, Profession, Ethnicity
and Title. We use a confusion matrix to visualize the result of an eight-class categorization
task. The matrix shows how many entities from one class are (in)correctly assigned to
another class.
The figure 9 shows the confusion matrix plot we produced that compares the actual and
predicted classes for 8 named entities. The color represents the relative frequency of that
observation in our data. As some classes occur more frequently than other class, we normalize
the values before plotting.
According to the Figure, any rows except the diagonal entry represents instances where we
falsely identified entities that belong to the other class. Note that some entities categorized
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Figure 9: Normalized Confusion Matrix
The y-axis shows the predicted class for all items, and the x-axis shows
the actual class. The grids are colored according to the frequency of
the intersection of the different classes thus the diagonal represents
where we predict the actual class.
as location are mistakenly labeled by either organization or profession. For example, there
exists ambiguity when labeling named entities ‘北京上大学’(Studying in Beijing) and ‘北
京大学’ (Peking University). Although they seem totally different in English, they share
the same beginning and ending words in Chinese. It is difficult for the sequential labeling
models to tell the difference between them. When labelled by a human being, however, the
first ‘北京’ (Beijing City) would be tagged as a location, while the second ‘北京’ in ‘北京大
学’ (Peking University) should be labeled as a part of an organization name.
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6 Conclusion
This paper presented the idea behind the resume screening system used by the department of
human resources. The implementation of NER offers a practical scenario for natural language
processing in the real world. Our approach is in line with existing methods using traditional
statistical methods and several different neural network architectures. Hammerton tried to
solve the task by a unidirectional LSTM, which was regarded as the first neural models for
NER. Recently, Huang et al.[6] applied hand-craft spelling features to LSTM-CRF, while
Lample et al.[5] presented a similar BLSTM-CRF model with character-level information
instead. Several popular NER systems for English use CNNs or LSTMs to model word-
level features. For Chinese NER tasks, character sequence labeling has been the dominant
approach. In previous experiments, character-based models showed advantages over word-
based models for different NER tasks. The proper representation of characters also results
in the improvement of the model performance.
In this paper, we first reviewed the conventional solution to sequential labeling tasks but then
pointed out their drawbacks. Non-linear neural networks including LSTM and its variants
were then introduced. By experimentally investigating the performance of the four models
on different NER tasks, we concluded that BLSTM-CRF with character-level embedding
obtains the best performance on all evaluation matrices. Finally, the case study we employed
offered a thorough connection between the labels in the experimental data sets and the labels
predicted by the aforementioned models using a confusion matrix. Due to the shortage of
labeled resume corpora in other languages, we mainly trained the models in the Chinese
context. Unfortunately, language specific resources and features are costly when we transfer
to learning a new language. Therefore, non-language-specific corpora are desired for neural
network training. The limited time and computational power prevented us from increasing
training epochs. In the future, we will consider adding more models for the performance
comparison.
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Recognizing named entities is merely the first step for the automatic resume screening sys-
tem. With the unstructured information extracted into predefined classes, user portraits are
then created as a reference for HRs to make informed decisions. Based on such organized
information, such a system may even grade resumes by calculating their similarity to the
requirements of the target position, finally reducing the human resource costs for company
in return.
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A R code
A.1 Word Length Frequency
l i b r a r y ( ggp lot2 )
#i n s t a l l . packages (”BBmisc”)
l i b r a r y (BBmisc )
r e qu i r e ( ggp lot2 )
#i n s t a l l . packages (” gr idExtra ”)
l i b r a r y ( gr idExtra )
### word length f r equence p l o t s
#read data
v1 = scan ( ”word counts t e s t 1 . txt ” , cha rac t e r ( ) )
v2 = scan ( ”word counts dev1 . txt ” , cha rac t e r ( ) )
v3 = scan ( ”word counts t r a i n1 . txt ” , cha rac t e r ( ) )
word count l i t e r a t u r e t e s t = as . numeric ( v1 )
word count l i t e r a t u r e dev = as . numeric ( v2 )
word count l i t e r a t u r e t r a i n = as . numeric ( v3 )
v4 = scan ( ”word counts t e s t 2 . txt ” , cha rac t e r ( ) )
v5 = scan ( ”word counts dev2 . txt ” , cha rac t e r ( ) )
v6 = scan ( ”word counts t r a i n2 . txt ” , cha rac t e r ( ) )
word count resume t e s t = as . numeric ( v4 )
word count resume dev = as . numeric ( v5 )
word count resume t r a i n = as . numeric ( v6 )
l ength (word count l i t e r a t u r e t e s t )
h i s t (word count resume t e s t )
par (mfrow=c (2 , 3 ) )
l i b r a r y ( ggp lot2 )
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p lo t1 =ggp lot ( ) + aes (word count l i t e r a t u r e dev ) + geom histogram ( aes ( f i l l =. .
count . . ) , binwidth = 10) +
s c a l e x cont inuous ( ( name = ”Token Length in l i t e r a t u r e dev s e t ” ) , breaks =
seq (0 ,175 ,50 ) , l im i t s=c (0 ,175) )+
s c a l e y cont inuous (name = ”Token Counts” )
p lo t2 =ggp lot ( ) + aes (word count l i t e r a t u r e t e s t ) + geom histogram ( aes ( f i l l
=. . count . . ) , binwidth = 10) +
s c a l e x cont inuous ( ( name = ”Token Length in l i t e r a t u r e t e s t s e t ” ) , breaks =
seq (0 ,175 ,50 ) , l im i t s=c (0 ,175) )+
s c a l e y cont inuous (name = ”Token Counts” )
p lo t3=ggp lot ( ) + aes (word count l i t e r a t u r e t r a i n ) + geom histogram ( aes ( f i l l
=. . count . . ) , binwidth = 10) +
s c a l e x cont inuous ( ( name = ”Token Length in l i t e r a t u r e t r a i n s e t ” ) , breaks =
seq (0 ,175 ,50 ) , l im i t s=c (0 ,175) )+
s c a l e y cont inuous (name = ”Token Counts” )
p lo t4=ggp lot ( ) + aes (word count resume dev ) + geom histogram ( aes ( f i l l =. . count
. . ) , binwidth = 5) +
s c a l e x cont inuous ( ( name = ”Token Length in resume dev s e t ” ) , breaks = seq
(0 ,125 ,25) , l im i t s=c (0 ,125) )+
s c a l e y cont inuous (name = ”Token Counts” )
p lo t5=ggp lot ( ) + aes (word count resume t e s t ) + geom histogram ( aes ( f i l l =. .
count . . ) , binwidth = 5) +
s c a l e x cont inuous ( ( name = ”Token Length in resume t e s t s e t ” ) , breaks = seq
(0 ,125 ,25) , l im i t s=c (0 ,125) )+
s c a l e y cont inuous (name = ”Token Counts” )
p lo t6=ggp lot ( ) + aes (word count resume t r a i n ) + geom histogram ( aes ( f i l l =. .
count . . ) , binwidth = 5) +
s c a l e x cont inuous ( ( name = ”Token Length in resume t r a i n s e t ” ) , breaks = seq
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(0 ,125 ,25) , l im i t s=c (0 ,125) )+
s c a l e y cont inuous (name = ”Token Counts” )
g r id . arrange ( plot1 , p lot2 , p lot3 , p lot4 , p lot5 , p lot6 , nrow=2, nco l=3)
l ength ( v1 )
l eng
u=as . numeric ( v1 )
l ength ( subset (u , u>128) )
A.2 Loss Convergence
### l o s s p l o t s
par (mfrow=c (1 , 1 ) )
l o s s <− read . t ab l e ( ” l o s s . txt ” , header = TRUE)
l o s s 2<−as . data . frame ( l o s s )
t r a i n l o s s 1=as . numeric ( l o s s 2 [ 1 , ] )
va l l o s s 1=as . numeric ( l o s s 2 [ 2 , ] )
t r a i n l o s s 2=as . numeric ( l o s s 2 [ 3 , ] )
va l l o s s 2=as . numeric ( l o s s 2 [ 4 , ] )
group1 = r e p l i c a t e (31 ,0 )
group2 = r e p l i c a t e (31 ,1 )
index1 = c ( 1 : 3 1 )
index2 = c (32 : 6 2 )
df1=cbind ( group1 , index1 , t r a i n l o s s1 , t r a i n l o s s 2 )
df2=cbind ( group2 , index2 , va l l o s s1 , va l l o s s 2 )
df = cbind ( index1 , t r a i n l o s s1 , va l l o s s1 , t r a i n l o s s2 , va l l o s s 2 )
p l o t ( data = df , x=index1 , y = t r a i n l o s s 1 )
df3=rbind ( df1 , df2 )
df3 [ 1 : 3 1 , ” index1 ” ] = c ( 0 : 3 0 )
df3 [ 3 2 : 6 2 , ” index1 ” ] = c ( 0 : 3 0 )
df3 [ 1 : 3 1 , ”group1” ] = ( rep ( ” t r a i n ” ,31) )
df4 = as . data . frame ( df3 )
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df5 = df4 [ ,−3]
df4 $ index1 <−as . numeric ( as . vec to r ( df4 $ index1 ) )
p1 <− ggp lot ( data = df4 , aes ( x = df4 $ index1 , y = df4 $ t r a i n l o s s1 , c o l o r = as .
f a c t o r ( df4 $group1 ) ) )+
geom l i n e ( )+ geom point ( ) +s c a l e c o l o r brewer ( p a l e t t e = ”Paired ” , l a b e l s=c ( ”
t r a i n ” , ” v a l i d a t i o n ” ) , guide legend ( t i t l e=”data s e t s ” ) )
p1<− p1+xlab ( ”epoch” )+ylab ( ” l o s s ” )+g g t i t l e ( ”Chinese L i t e r a tu r e ” ) +theme ( p l o t .
t i t l e = element text ( h ju s t =0.5) )
p2 <− ggp lot ( data = df5 , aes ( x = df5 $ index1 , y = df5 $ t r a i n l o s s2 , c o l o r = as .
f a c t o r ( df5 $group1 ) ) )+
geom l i n e ( )+ geom point ( ) +s c a l e c o l o r brewer ( p a l e t t e = ”Paired ” , l a b e l s=c ( ”
t r a i n ” , ” v a l i d a t i o n ” ) , guide legend ( t i t l e=”data s e t s ” ) )
p2<− p2+xlab ( ”epoch” )+ylab ( ” l o s s ” )+g g t i t l e ( ”Resume” ) +theme ( p l o t . t i t l e =
element text ( h ju s t =0.5) )
g r id . arrange (p1 , p2 , nco l=2)
A.3 Confusion Matrix
### con fus i on matrix p l o t
# read data
data2 <− read . t ab l e ( ” con fus i on matrix 88 . txt ” , header = TRUE)
input2 = read . t ab l e ( ” con fus i on matrix 88 . txt ” , header = TRUE)
###input <− read . del im (” conf matrix . csv ” , header=TRUE, sep=” ,”)
input2 . matrix <− data . matrix ( input2 )
input2 . matrix . normal ized <− normal ize ( input2 . matrix )
colnames ( input2 . matrix . normal ized ) = c ( ”CONT” , ”EDU” , ”LOC” , ”NAME” , ”ORG” , ”
PRO” , ”RACE” , ”TITLE” )
rownames ( input2 . matrix . normal ized ) = colnames ( input2 . matrix . normal ized )
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con fu s i on <− as . data . frame ( as . t ab l e ( input2 . matrix . normal ized ) )
p l o t <− ggp lot ( con fus i on ) + g g t i t l e ( ”Confusion Matrix” ) +
theme ( p l o t . t i t l e = element text ( h ju s t = 0 . 5 ) )
p l o t + geom t i l e ( aes ( x=Var1 , y=Var2 , f i l l =Freq ) ) + s c a l e x d i s c r e t e (name=”
Actual Class ” ) +
s c a l e y d i s c r e t e (name=”Pred ic ted Class ” ) + s c a l e f i l l g rad i ent ( breaks=seq (
from=−.5, to =4.1 , by=0.5) ) + labs ( f i l l =”Normalized\nFrequency” )
B Python code
B.1 Data Processing
### data c l ean
### t r a n s f e r the data s e t s i n to the format r equ i r ed by the experiment
import re
f 2 = open ( ’ t r a i n . char . txt ’ , ’w+’ , encoding = ’UTF−8 ’ )
with open ( ’ t r a i n . txt ’ , ’ r ’ ) as f :
s t r i n g = f . r e a d l i n e s ( )
f o r l i n e s in s t r i n g :
l i n e s = ’ ’ . j o i n ( e f o r e in l i n e s i f e . isalnum ( ) )
l i n e s = re . sub ( r ’ [0−9\ . ]+ ’ , ’ ’ , l i n e s )
f o r word in l i n e s :
i f word != ” ” :
p r i n t (word )
f2 . wr i t e (word )
f2 . wr i t e ( ”\n” )
f2 . c l o s e ( )
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### tag the named en t i t y based on the numeric annotat ion
import re
f 2 = open ( ’ t e s t . char2 . txt ’ , ’w+’ , encoding = ’UTF−8 ’ )
with open ( ’ t e s t . char . txt ’ , ’ r ’ , encoding = ’UTF−8 ’ ) as f :
s t r i n g = f . r e a d l i n e s ( )
f o r l i n e s in s t r i n g :
p r i n t ( l i n e s )
i f ” ” not in l i n e s :
l i n e s = l i n e s . s t r i p ( ’ \n ’ ) + ” O\n”
l i n e s = l i n e s . r ep l a c e ( ”01” , ”B−ORG” )
l i n e s = l i n e s . r ep l a c e ( ”02” , ”M−ORG” )
l i n e s = l i n e s . r ep l a c e ( ”03” , ”E−ORG” )
l i n e s = l i n e s . r ep l a c e ( ”04” , ”B−PRO” )
l i n e s = l i n e s . r ep l a c e ( ”05” , ”M−PRO” )
l i n e s = l i n e s . r ep l a c e ( ”06” , ”E−PRO” )
l i n e s = l i n e s . r ep l a c e ( ”07” , ”B−LOC” )
l i n e s = l i n e s . r ep l a c e ( ”08” , ”M−LOC” )
l i n e s = l i n e s . r ep l a c e ( ”09” , ”E−LOC” )
l i n e s = l i n e s . r ep l a c e ( ”10” , ”B−NAME” )
l i n e s = l i n e s . r ep l a c e ( ”11” , ”M−NAME” )
l i n e s = l i n e s . r ep l a c e ( ”12” , ”E−NAME” )
l i n e s = l i n e s . r ep l a c e ( ”13” , ”B−EDU” )
l i n e s = l i n e s . r ep l a c e ( ”14” , ”M−EDU” )
l i n e s = l i n e s . r ep l a c e ( ”15” , ”E−EDU” )
l i n e s = l i n e s . r ep l a c e ( ”16” , ”B−TITLE” )
l i n e s = l i n e s . r ep l a c e ( ”17” , ”M−TITLE” )
l i n e s = l i n e s . r ep l a c e ( ”18” , ”E−TITLE” )
l i n e s = l i n e s . r ep l a c e ( ”19” , ”B−RACE” )
l i n e s = l i n e s . r ep l a c e ( ”20” , ”M−RACE” )
l i n e s = l i n e s . r ep l a c e ( ”21” , ”E−RACE” )
l i n e s = l i n e s . r ep l a c e ( ”22” , ”B−CONT” )
l i n e s = l i n e s . r ep l a c e ( ”23” , ”M−CONT” )
l i n e s = l i n e s . r ep l a c e ( ”24” , ”E−CONT” )
36
pr in t ( l i n e s )
f 2 . wr i t e ( l i n e s )
f 2 . c l o s e ( )
import re
f 3 = open ( ’ . / Ch i n e s e l i t e r a t u r e / r e v e r s e t r a i n . txt ’ , ’w+’ , encoding = ’UTF−8 ’ )
with open ( ’ . / Ch i n e s e l i t e r a t u r e / t r a i n . char . bmes ’ , ’ r ’ ) as f :
s t r i n g = f . r e a d l i n e s ( )
f o r l i n e s in s t r i n g :
i f l i n e s != ”\n” :
l i n e s = ’ ’ . j o i n ( e f o r e in l i n e s i f e . i s a l pha ( ) )
l i n e s = re . sub ( r ’ [A−Za−z ] ’ , ’ ’ , l i n e s )
#pr in t ( l i n e s )
f o r word in l i n e s :
i f word != ”\n” :
word = word . s t r i p ( ’ \n ’ )
e l s e :
word = word . r ep l a c e ( ’ \n ’ , ’ ’ )
#pr in t (word )
f3 . wr i t e (word )
f3 . c l o s e ( )
### count the word l ength f o r each sentence in copora , and wr i t e r e s u l t i n to a
new f i l e
wordcounts = [ ]
f 4 = open ( ’ . / Ch i n e s e l i t e r a t u r e / word count s t e s t . txt ’ , ’w+’ , encoding = ’UTF−8 ’ )
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with open ( ’ . / Ch i n e s e l i t e r a t u r e / r e v e r s e t e s t . txt ’ , ’ r ’ , encoding = ’UTF−8 ’ ) as d
:
t ex t = d . read ( )
s en t ence s = text . s p l i t ( ” ” )
f o r sentence in s en tence s :
wordcounts . append ( l en ( sentence ) )
f o r item in wordcounts :
f 4 . wr i t e ( ”%s ” % item )
f4 . c l o s e ( )
#pr in t ( wordcounts )
B.2 Model Building
from os . path import j o i n
from codecs import open
import torch
import torch . nn as nn
from torch . nn . u t i l s . rnn import pad packed sequence , pack padded sequence
from s k l e a r n c r f s u i t e import CRF
from . u t i l import s e n t 2 f e a t u r e s
### data p ro c e s s i ng
de f bu i l d co rpus ( s p l i t , make vocab=True , da t a d i r=” . /NER” ) :
””” read data ”””
a s s e r t s p l i t in [ ’ t r a i n ’ , ’ dev ’ , ’ t e s t ’ ]
w o r d l i s t s = [ ]
t a g l i s t s = [ ]
with open ( j o i n ( data d i r , s p l i t+” . char . txt ” ) , ’ r ’ , encoding=’ utf−8 ’ ) as f :
wo r d l i s t = [ ]
t a g l i s t = [ ]
f o r l i n e in f :
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i f l i n e != ’ \n ’ :
word , tag = l i n e . s t r i p ( ’ \n ’ ) . s p l i t ( )
wo r d l i s t . append (word )
t a g l i s t . append ( tag )
e l s e :
w o r d l i s t s . append ( wo rd l i s t )
t a g l i s t s . append ( t a g l i s t )
wo r d l i s t = [ ]
t a g l i s t = [ ]
i f make vocab :
word2id = build map ( wo r d l i s t s )
tag2 id = build map ( t a g l i s t s )
re turn wo rd l i s t s , t a g l i s t s , word2id , tag2 id
e l s e :
r e turn wo rd l i s t s , t a g l i s t s
de f build map ( l i s t s ) :
maps = {}
f o r l i s t in l i s t s :
f o r e in l i s t :
i f e not in maps :
maps [ e ] = l en (maps)
re turn maps
### main c l a s s o f BLSTM model
c l a s s BiLSTM(nn . Module ) :
de f i n i t ( s e l f , vocab s i z e , emb size , h idden s i z e , o u t s i z e ) :
super (BiLSTM, s e l f ) . i n i t ( )
s e l f . embedding = nn . Embedding ( vocab s i z e , emb s ize )
s e l f . b i l s tm = nn .LSTM( emb size , h idden s i z e ,
39
b a t c h f i r s t=True ,
b i d i r e c t i o n a l=True )
s e l f . l i n = nn . Linear (2∗ h idden s i z e , o u t s i z e )
de f forward ( s e l f , s en t s t en s o r , l eng th s ) :
emb = s e l f . embedding ( s e n t s t e n s o r ) # [B, L , emb s ize ]
packed = pack padded sequence (emb , lengths , b a t c h f i r s t=True )
rnn out , = s e l f . b i l s tm ( packed )
rnn out , = pad packed sequence ( rnn out , b a t c h f i r s t=True )
s c o r e s = s e l f . l i n ( rnn out ) # [B, L , o u t s i z e ]
r e turn s c o r e s
### main c l a s s o f CRF model
c l a s s CRFModel( ob j e c t ) :
de f i n i t ( s e l f ,
a lgor i thm=’ l b f g s ’ ,
c1=0.1 ,
c2=0.1 ,
max i t e r a t i on s =100 ,
a l l p o s s i b l e t r a n s i t i o n s=False
) :
s e l f . model = CRF( algor i thm=algorithm ,
c1=c1 ,
c2=c2 ,
max i t e r a t i on s=max i t e ra t i ons ,
a l l p o s s i b l e t r a n s i t i o n s=a l l p o s s i b l e t r a n s i t i o n s )
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de f t r a i n ( s e l f , s entences , t a g l i s t s ) :
f e a t u r e s = [ s e n t 2 f e a t u r e s ( s ) f o r s in s en t ence s ]
s e l f . model . f i t ( f e a tu r e s , t a g l i s t s )
de f t e s t ( s e l f , s en t ence s ) :
f e a t u r e s = [ s e n t 2 f e a t u r e s ( s ) f o r s in s en t ence s ]
p r e d t a g l i s t s = s e l f . model . p r ed i c t ( f e a t u r e s )
re turn p r e d t a g l i s t s
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