bstract. A concept of emergence was recently introduced in [Be2] in order to quantify the richness of possible statistical behaviors of orbits of a given dynamical system. In this paper, we develop this concept and provide several new definitions, results, and examples. We introduce the notion of topological emergence of a dynamical system, which essentially evaluates how big the set of all its ergodic probability measures is. On the other hand, the metric emergence of a particular reference measure (usually Lebesgue) quantifies how non-ergodic this measure is. We prove fundamental properties of these two emergences, relating them with classical concepts such as Kolmogorov's -entropy of metric spaces and quantization of measures. We also relate the two types of emergences by means of a variational principle. Furthermore, we provide several examples of dynamics with high emergence. First, we show that the topological emergence of some standard classes of hyperbolic dynamical systems is essentially the maximal one allowed by the ambient. Secondly, we construct examples of smooth area-preserving diffeomorphisms that are extremely non-ergodic in the sense that the metric emergence of the Lebesgue measure is essentially maximal. These examples confirm that super-polynomial emergence indeed exists, as conjectured in [Be2] . Finally, we prove that such examples are locally generic among smooth diffeomorphisms. 
Introduction
An unsophisticated but fruitful way of quantifying the size of a compact metric space X goes as follows: one counts how many points can be distinguished up to error ą 0, and then studies the behavior of this number N p q as the resolution tends to zero. For example, if N p q is of the order of ´d , for some d ą 0, then we say that X has (box-counting) dimension d. This dimension, when it exists, is a geometric invariant of X: it is preserved under bi-Lipschitz maps.
A similar idea can be used to define invariants of dynamical systems. One considers how many orbits can be distinguished up to time t ą 0 and up to a fine resolution; if this number is roughly expph¨tq then the dynamics has topological entropy h. The metric entropy (also called Kolmogorov-Sinai entropy) of an invariant probability measure can be characterized similarly: in this case we are allowed to disregard a set of orbits of small probability.
This discretization paradigm can be used to quantify the complexity of a dynamical system in another way, called emergence, which was recently introduced in [Be2] . Emergence is significant when a finite number of statistics is not enough to describe the behavior of the orbit of almost every point. In this paper, we carry out a more detailed study of the concept of emergence, sometimes guided by analogies with the concept of entropy. Furthermore, we provide examples of topologically generic dynamics with high emergence, substantiating a conjecture from [Be2] .
Let us note that the word emergence is used with several different meanings in the scientific literature. Our use is compatible with MacKay's viewpoint, according to whom "emergence means non-unique statistical behaviour" [MK] . He elaborates on this as follows:
"Note that emergence is very different from chaos, in which sensitive dependence produces highly non-unique trajectories according to their initial conditions. Indeed, the nicest forms of chaos produce unique statistical behaviors in the basin of the attractor. The distinction is like that between the weather and the climate. For weather we care about individual realizations; for climate we care about statistical averages." [MK] Given a continuous self-map f of a compact metric space X, emergence distinguishes only the statistical behavior of orbits of f . So it does not matter when a segment of orbit pf i pxqq n´1 i"0 visits a certain region of the phase space X, but only how often. This can be quantified by a probability, the n th empirical measure associated to x: In the paradigm of ergodic theory, one focuses on the probability measures µ which are invariant: f˚µ " µ. We denote by M f pXq the convex, closed subset of such measures. Then, by Birkhoff ergodic theorem, for µ-a.e. x P X, the sequence pe f n pxqq n converges to a unique measure: e f pxq :" lim nÑ8 e f n pxq , called the empirical measure associated to x. Furthermore, this measure is almost surely ergodic, by the ergodic decomposition theorem. We recall that a measure µ is ergodic if and only the empirical function x Þ Ñ e f pxq is µ-a.e. constant. We denote by M erg f pXq Ă M f pXq the subset of ergodic probability measures.
It is natural to study how many ergodic statistical behaviors a dynamical system admits up to resolution (in a sense to be made precise). We are interested in the behavior of this number as tends to zero. This leads us to introduce the following notion:
Definition 0.1 (Topological Emergence). Let X be a compact metric space, let f be a continuous self-map of X, and let d be a distance on the space of probabilities MpXq of X so that pMpXq, dq is compact.
The topological emergence E top pf qp q of f is the function which associates to ą 0 the minimal number of -balls of MpXq whose union covers M erg f pXq. Of course this definition depends on how the space of measures is metrized. There are basically two classical types of distances on the space of probabilities MpXq which define the same weak topology (which is the most relevant one in ergodic theory): the Lévy-Prokhorov distance LP, and Wasserstein distances W p , which depend on a parameter p P r1, 8q. We will recall their definitions in Section 1.2. For the rest of this introduction, we fix any distance d P tW p : 1 ď p ă 8u Y tLPu.
In Section 2, we will give examples of open sets of mappings with essentially maximal topological emergence:
Theorem A. Let f be C 1`α -mapping of a manifold which admits a basic hyperbolic set K with box-counting dimension d. Assume that f is conformal expanding or that f is a conservative surface diffeomorphism. Then the topological emergence of f |K is stretched exponential with exponent d:
log log E top pf |Kqp q log " d .
The emergence exponent is indeed maximal, since for any such a compact set K, the covering number of the space of probability measures MpKq is stretched exponential with exponent d, both for the Lévy-Prokhorov metric LP and the Wasserstein metrics W p ; see Section 1.3 for details.
We may be interested only in physically relevant statistics, and so we are allowed to disregard statistics that correspond to a set of orbits of zero Lebesgue measure. This led to the following concept [Be2] , initially introduced for X a manifold and µ the Lebesgue measure:
Definition 0.2 (Metric Emergence). Let pX, µq be a compact metric space X endowed with a probability measure µ, and let f be a continuous self-map of X (not necessarily µ-preserving).
The metric emergence E µ pf q is the function that associates to ą 0 the minimal number E µ pf qp q " N of probability measures µ 1 , . . . , µ N so that: Let us note that when µ is f -invariant, then pe f n pxqq n converges to e f pxq µ-a.e. and so (0.1) can be replaced by:
(0.2) ż min 1ďiďN dpe f pxq, µ i q dµpxq ď .
As we will explain in Section 3, when the measure µ is f -invariant, metric emergence becomes a particular case of the classic problem of quantization (or discretization) of a measure [GrL] .
Let us recall some examples of metric emergence. By definition, if pf, µq is ergodic then e f pxq " µ for µ-a.e. x and so its metric emergence E µ is identically 1 (i.e. minimal).
When X is a compact manifold M , the metric emergence will be canonically considered for µ " Leb, the Lebesgue measure of M (that is, the probability measure corresponding to a fixed normalized smooth positive volume form). The map f is called conservative if it leaves the Lebesgue measure invariant. The group of conservative C r -diffeomorphisms is denoted by Diff r Leb pM q. There are well-studied subsets of Diff r Leb pM q consisting of ergodic diffeomorphisms: uniformly hyperbolic dynamics, quasi-periodic mappings (e.g. minimal translations of tori), and many classes of partially hyperbolic dynamics [BuW, ACW, Ob] .
For a while, Boltzmann's ergodic hypothesis prevailed and typical Hamiltonian dynamical systems were believed to be ergodic [BiK, Dum] . However, KAM (Kolmogorov-Arnold-Moser) theory revealed that every perturbation of certain integrable systems displays infinitely many invariant tori filling a set of positive Lebesgue measure, in each of which the dynamics is an ergodic rotation. Thus the ergodic hypothesis was refuted. This phenomenon also showed that a typical symplectic diffeomorphism is in general not ergodic, since nearby its totally elliptic periodic points it is Hamiltonian and smoothly approximable by an integrable system. As we will explain later (see Corollary 5.7), the metric emergence of systems displaying KAM phenomenon is at least polynomial:
log E Leb pf qp q log ě 1 .
Another phenomenon, discovered by Newhouse [Ne1] , is the co-existence of infinitely many invariant open sets, each of which having an asymptotically constant empirical function, so that the corresponding probability measures can approximate any invariant ergodic measure supported on a certain non-trivial hyperbolic compact set. This phenomenon occurs generically in many categories of dynamical systems: see [Ne2, Dua, Buz, BoD, DNP, Bie] . The Newhouse phenomenon has been recently shown to be typical in the sense of Kolmogorov: see [Be1, Be2] .
In view of Theorem A, one might believe that the metric emergence of systems displaying Newhouse phenomenon can have super-polynomial growth. In the paper [Be2] , it is actually conjectured that super-polynomial growth is typical in open sets of many categories of dynamical systems. We prove one step toward this conjecture by showing (in Section 4) the existence of a smooth (that is, C 8 ) conservative flow with stretched exponential metric emergence:
Theorem B. There exists a smooth conservative flow pΦ t q t on the annulus A :" R{Zˆr0, 1s such that for every t ‰ 0 the emergence of f " Φ t is stretched exponential with (maximal) exponent d " 2:
log log E Leb pf qp q log " d .
Remark 0.3. We recall that surface flows have zero topological entropy. Thus the previous theorem provides an example of smooth conservative dynamics with high emergence but zero topological entropy.
Question 0.4. Is there a smooth conservative surface map f such that: lim inf
Ñ0
2 log E Leb pf qp q ą 0 ?
Actually the proof of this theorem can be adapted to show the existence of smooth conservative flow pΦ t q t of a compact manifold M of any dimension d ě 2 such that the metric emergence of f " Φ t , t ‰ 0 satisfies (S exp d ).
We recall that a conservative map is C r Leb -weakly stable if every conservative mapping in a C r neighborhood has only hyperbolic periodic points (i.e. points x " f p pxq for which the eigenvalues of Df p pxq have moduli different than 1). Such mappings are conjecturally uniformly hyperbolic (and so structurally stable): see [BeT] , [Ma1, Conj. 2] . In that paper, it was shown that any conservative surface diffeomorphism which is not weakly stable can be C 8 -approximated by one with positive metric entropy. Here we obtain a stronger emergence counterpart of this result: Theorem C. A C 8 -generic, conservative, surface diffeomorphism f either is weakly stable or has a metric emergence with lim sup stretched exponential with exponent d " 2:
Remark 0.5. Theorem C certainly requires some appropriate degree of differentiability, and is completely false for the C 0 category -indeed, generic volume-preserving homeomorphisms of a compact manifold are ergodic [OxU] and therefore have minimal metric emergence.
With a relatively simple modification of the proof of the previous theorem, we also obtain its dissipative (i.e. non conservative) counterpart:
Theorem D. For every r P r1, 8s and for every surface M , there exists a non-empty open set U Ă Diff r pM q, such that a generic map f P U has metric emergence E Leb pf q that satisfies (S exp d ) with d " 2.
These results prove a weak version of Conjecture A of [Be2] for the classes of smooth conservative and non-conservative surface diffeomorphisms. This conjecture posits the existence of many open classes of dynamics for which super-polynomial emergence is typical in many senses (including Kolmogorov's) . In this regard, let us note that it is an open question whether Newhouse phenomenon implies typically high emergence.
Our results also make it clear that emergence and entropy are completely unrelated. On one hand, a uniformly hyperbolic, conservative map has positive metric entropy but minimal metric emergence (identically equal to 1), since the volume measure is ergodic. Furthermore, a construction of Rees and Béguin-Crovisier-Le Roux [BCLR] yields a homeomorphism which is uniquely ergodic (and so has minimal topological and metric emergences) but has positive topological entropy. On the other hand, Theorem B gives an example of conservative dynamics with stretched exponential emergence but (as noted in Remark 0.3) with zero topological entropy and in particular (by the entropy variational principle) with zero metric entropy.
As we will show in Section 3, the metric emergence of any invariant measure is at most the topological emergence (see Proposition 3.14). Furthermore, we will prove that the latter upper bound is asymptotically attained, therefore obtaining the following statement that mirrors the entropy variational principle:
Theorem E (Variational Principle for Emergence). For every continuous self-map f of a compact metric space X, there exists an invariant probability measure µ such that:
log log E µ pf qp q log " lim sup
log log E top pf qp q log , lim inf
log log E µ pf qp q log " lim inf
log log E top pf qp q log .
Question 0.6. Can we find an invariant measure µ such that E µ pf q " E top pf q (that is, these two functions of are asymptotic as Ñ 0)?
Organization of the paper. In Section 1 we discuss covering numbers and the related concepts of box-counting dimension (the exponent when covering numbers obey a power law) and metric order (the exponent when covering numbers obey a stretched exponential law); furthermore, we define precisely the Wasserstein and Lévy-Prokhorov metrics on space MpXq of probability measures on a compact metric space X, and show that the metric order of MpXq coincides with the box-counting dimension of X (Theorem 1.3).
Since topological emergence of a dynamical system is defined as the covering number function of its set of invariant probability measures, we obtain a simple upper bound for the growth rate of topological emergence of a dynamical system in terms of the dimension of the phase space. In Section 2 we exhibit classes of examples where this upper bound is attained: this is the content of Theorem A. The proof uses elementary properties of Gibbs measures.
In Section 3 we recall the notion of quantization of probability measures. We define quantization numbers, which express how efficiently a measure can be discretized, and are bounded from above by the covering numbers of the ambient space. We show that metric emergence of an invariant measure amounts to the quantization number function of its ergodic decomposition. We prove Theorem E, which says that one can always find an invariant probability measure with essentially maximal metric emergence; actually this is deduced from a more abstract result (Theorem 3.9) on the existence of measures with essentially maximal quantization numbers.
In Section 4 we construct an example of smooth conservative surface diffeomorphism such that Lebesgue measure has essentially maximal metric emergence; more precisely, we prove Theorem B. In Section 5 we prove our results on genericity of high emergence for conservative and dissipative surface diffeomorphisms, Theorems C and D; these proofs are relatively short because we make use of an intermediate result used to obtain Theorem B, namely Proposition 4.2. The proofs also use elementary versions of the KAM theorem and the persistence of normally contracted submanifolds.
In Appendix A we recall a characterization of metric entropy due to Katok [Ka] , and show how it provides a characterization of metric entropy in terms of quantization numbers. Katok's theorem is used in Section 2; that is because the proof of Theorem A uses the measure of maximal dimension as an auxiliary device in the construction of large sufficiently separated sets of periodic orbits.
Notation. We employ the usual notations:
‚ f " g means f {g Ñ 1; ‚ f -g means f " Opgq and g " Opf q.
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1. Metric orders and spaces of measures 1.1. Dimension and metric order of a compact metric space. Let X be a totally bounded space, and let ą 0. A subset F Ă X is called:
‚ -dense if X is covered by the closed balls of radius and centers in F ; ‚ -separated if the distance between any two distinct points of F is greater than .
Then we define the following numbers (which are finite by total boundedness):
‚ the covering number D X p q " DpX, q is the minimum cardinality of an -dense set; ‚ the packing number S X p q " SpX, q is the maximum cardinality of an -separated set;
Precise computation of these numbers is seldom possible (see the classic [Rog] for problems of this nature). However we are only interested in the asymptotics of these numbers as tends to 0, and so moderately fine estimates will suffice. Covering and packing numbers can be compared as follows:
indeed the first inequality follows from the observation that a 2 -separated set of cardinality n cannot be covered by less than n closed balls of radius , while the second inequality follows from the fact that every maximalseparated set is -dense. The upper box-counting dimension of X is defined as:
Note that by inequalities (1.1), it makes no difference if D X p q is replaced by S X p q in the definition above. We define the lower box-counting dimension dimpXq by taking lim inf instead of lim sup. If these two quantities coincide, they are called the box-counting dimension of X and denoted by dim X. The term Minkowski dimension is also used. For an elementary introduction and more information, see [Fa] . The dimensions defined above are infinite when the numbers D X p q and S X p q are super-polynomial with respect to ´1 . However, these functions are often comparable to stretched exponentials; indeed many examples of functional spaces with this property are studied in the classic work by Kolmogorov and Tihomirov [KoT] 1 . The corresponding exponent
if it exists, is called the metric order of X, following [KoT, p. 298] . In general we define lower and upper metric orders mopXq ď mopXq by taking lim inf and lim sup.
Remark 1.1. A concept similar to metric order, called critical parameter for the power-exponential scale, was introduced and studied by Kloeckner [Kl1, Kl2] . Its definition is more akin to the Hausdorff dimension.
Remark 1.2. If Y is a subset of X then define the relative covering number D X pY, q as the minimal number of closed -balls in X whose union covers Y . Note that:
Therefore dimension and metric order of subsets of X can be also computed using relative covering numbers.
1.2. Spaces of measures. Let pX, dq be a compact metric space. Let MpXq be the space of Borel probability measures on X, endowed with the weak topology and therefore compact. There are many different ways of metrizing the weak topology. We will consider two types of metrics in MpXq: the Wasserstein distances and the Lévy-Prokhorov distance (defined below). These metrics respect the original metric on X, in the sense that the map x Þ Ñ δ x (where δ x is the Dirac probability measure concentrated at the point x) becomes an isometric embedding of X into MpXq. Given two measures µ, ν P MpXq, a transport plan (or coupling) from µ to ν is a probability measure π on the product XˆX such that pp 1 q˚π " µ and pp 2 q˚π " ν, where p 1 , p 2 : XˆX Ñ X are the canonical projections. (We say that µ and ν are the marginals of π.) Such transport plans form a closed and therefore compact subset Πpµ, νq of MpXˆXq. For any real number p ě 1, the p-Wasserstein distance between µ and ν is defined as:
The integral in this formula is called the cost of the transport plan π with respect to the cost function d p . The infimum is always attained, i.e., an optimal transport plan always exists.) It can be shown that W p is a metric on MpXq which induces the weak topology: see e.g. [Vil, Theorems 7.3 and 7.12] . The Lévy-Prokhorov distance between two measures µ, ν P MpXq is denoted LPpµ, νq and is defined as the infimum of ą 0 such that for every Borel set E Ă X, if V pCq denotes the -neighborhood of E, then:
and µpEq ď νpV pEqq` .
For a proof that LP is a metric on MpXq and that induces the weak topology, see [Bil, p. 72] . The Lévy-Prokhorov distance can also be characterized in terms of transport plans: it equals the infimum of ą 0 such that for some π P Πpµ, νq, the set tpx, yq P XˆX ; dpx, yq ą u has π-measure less than ; this is Strassen's theorem: see [Bil, p. 74] or [Vil, p. 44] .
The family of Wasserstein metrics are not Lipschitz-equivalent to one another nor to the Lévy-Prokhorov metric. On the other hand, the following Hölder comparisons hold:
see [Vil, p. 210] , [GiS, Theorem 2] .
1.3. Metric order of spaces of measures. The following result relates the lower and upper metric orders of Wasserstein space with the lower and upper box-counting dimensions of the underlying metric space: Theorem 1.3. For any compact metric space X and any p ě 1, we have:
In particular the metric order mopMpXq, W p q exists and equals the boxcounting dimension dim X whenever the latter exists.
Actually, the rightmost inequality in the theorem is a consequence of a more precise result of Bolley-Guillin-Villani [BGV] (details will be provided below), while a variation of the leftmost inequality was obtained by Kloeckner [Kl2, Theorem 1.3] . Here we will present a proof of the leftmost inequality which was obtained jointly with Rémi Peyre. Remark 1.5. Other examples where the metric order of a functional space equals the dimension of the underlying space can be found in [KoT] , namely uniformly bounded uniformly Lipschitz functions on an interval [KoT, p. 288] , or on more general sets [KoT, p. 307] .
Proof of the rightmost inequality in Theorem 1.3. By [BGV, Theorem A.1] 2 , there exists C ą 0 such that:
Taking lim sup as Ñ 0 we obtain mopMpXq, W p q ď dimpXq.
The remaining part of Theorem 1.3 will be obtained as a consequence of a more general result that allows us to estimate the lower metric order of other spaces of measures.
Let us say that two probability measures µ, ν on X are -apart if their supports are -apart in the following sense: mintdpx, yq | x P supp µ, y P supp νu ě . Theorem 1.6. Let X be a compact metric space. Let C be a convex subset of MpXq. For each ą 0, let ApC, q denote the maximal number of pairwise -apart measures in C. Then, for any p ě 1,
The same inequality holds for the distance LP.
Proof of the leftmost inequality in Theorem 1.3. We apply Theorem 1.6 with C " MpXq. If tx 1 , . . . , x N u is an -separated subset of X then the Dirac measures δ x 1 , . . . , δ x N are pairwise -apart. This observation shows that ApMpXq, q ě SpX, q. The result follows.
To prove Theorem 1.6, we will need the following elementary large-deviations estimate (see e.g. [GrS, p. 32 ] for a proof): Lemma 1.7 (Bernstein inequality). Let H n (a random variable) be the number of heads on n tosses of a fair coin. Then for any δ ą 0,
Proof of Theorem 1.6 (with Rémi Peyre). Fix ą 0, and let N :" 8tApC, q{8u.
Observe that ApC, q´7 ď N ď ApC, q, and so we can find measures ν 1 , . . . , ν N P C that are pairwise -separated. Denote
We endow F with the Hamming distance:
Hammpf, gq :" #ti P t1, . . . , N u| f piq ‰ gpiqu (which is always an even number between 0 and N ). Let us estimate the cardinality of a ball B of radius N {4 in F and centered at some f . If g is an element of B, that is, k :" 1 2 Hammpf, gq ď N {8, then there are exactly k elements of f´1pt0uq and k elements of f´1pt1uq at which g differs from f . As both sets f´1pt0uq and f´1pt1uq have cardinality N {2, we obtain:
The quantity between square brackets equals 2 N {2 times the probability of obtaining at most N {8 heads on N {2 tosses of a fair coin. By Lemma 1.7, this probability is at most
Choose a maximal N {4-separated subset F 1 of F . Then F 1 is N {4-dense, that is, the balls of radius N {4 with centers in F 1 form a covering of F . The cardinality of F itself is`N N {2˘ě p2N q´1 {2 2 N (by Stirling's formula). Using (1.5), we conclude that
Now, for each f P F 1 , consider the measure:
which by convexity belongs to C. Consider the subset F :" tµ f | f P F 1 u of C, which has the same cardinality as F 1 . This set has the following property, whose proof will be given later:
Claim 1.8. The set F is 4´1 {p -separated with respect to the Wasserstein distance W p .
In particular, SppC, W p q, 4´1 {p q ě # F 1 . On the other hand, it follows from (1.6) that # F 1 ě e cN for all sufficiently large N , where c ą 0 is a constant. So: log log SppC,
Since N ě ApC, q´7, taking lim inf as Ñ 0 we obtain the conclusion of the theorem for the Wasserstein distance W p . As regards the Lévy-Prokhorov distance LP, inequalities (1.3) allows us to compare it with the W 1 distance, and so Claim 1.8 implies that F is p4p1`diam Xqq´1 -separated with respect to LP, which allows us to conclude as before.
This completes the proof of Theorem 1.3, modulo the claim.
Proof of Claim 1.8. Fix two distinct elements f , g of F 1 , and let us estimate W p pµ f , µ g q. Let S f and S g be the supports of µ f and µ g , respectively.
We claim that:
Indeed, if y P S g then y P supp ν j for some j P t1, . . . , N u such that gpjq " 1, while if x P S f S g then x P supp ν i for some i P t1, . . . , N u such that f piq " 1 and gpiq " 0; in particular, i ‰ j. So ν i and ν j are -apart, which guarantees that dpx, yq ě , as claimed. Also note that:
For any transport plan π from µ f to µ g , using the remarks above we can estimate:
So, by definition of the Wasserstein distance, we have W p pµ f , µ g q ě 4 1{p , completing the proof of the claim.
Examples of dynamics with high topological emergence
Let f be a continuous self-map of a compact metric space X. We recall that M erg f pXq denotes the space of invariant ergodic probability measures. As explained in the introduction, the topological emergence of f is the relative covering number of M erg f pXq (defined in Remark 1.2) endowed either with a Wasserstein distance W p , 1 ď p ă 8, or the Lévy-Prokhorov distance LP, that is:
We are concerned with the asymptotic behavior of this function for small . Since M erg f pXq is included in MpXq, by Theorem 1.3 and Remark 1.4 we have:
Sometimes, this bound is far from being optimal. For instance, when f is uniquely ergodic, then E top pf qp q " 1 does not grow at all. If f is the identity of X, then M erg f pXq is isometric to X, and so E top pf qp q is comparable to ´d if X has well defined box-counting dimension d.
On the other hand, Theorem A gives examples of hyperbolic compact sets for which the above bound is optimal. Let us explain and prove them.
Conformal expanding repellers. Let M be a Riemannian manifold,
U an open subset of M and f : U Ñ M be C 1`α map which leaves invariant a compact subset K of U (i.e. f´1pKq " K). We say that pK, f q is a conformal expanding repeller if f is conformal and expanding at K: for each x P K, the derivative Df pxq expands the Riemannian metric by a scalar factor greater than 1. Then its box-counting dimension dimpKq is well-defined, and it equals the Hausdorff dimensions: see [PrU, Corol. 9.1.7] .
Theorem 2.1. Let pK, f q be a conformal expanding repeller of dimension d. Then the topological emergence of f |K is stretched exponential with exponent d:
Proof. First, we can assume that K is transitive since it is always a finite disjoint union of transitive sets; moreover, up to taking an iterate of f , we can suppose that f |K is topologically mixing -see [PrU, Thm. 3.3.8] .
By standard results [PrU, §9.1] , there exists an invariant ergodic probability measure µ supported on K of maximal dimension. The Lyapunov exponent χ µ :" ş log }Df } dµ and metric entropy h µ are related as follows:
Let ρ 0 ą 0 be such that U contains the ρ 0 -neighborhood of K. Reducing ρ 0 if necessary, there exists λ ą 1 such that f is λ-expanding on the ρ 0 -neighborhood of K, in the sense that }Df´1}´1 ě λ. Then we have the following property [PrU, §4.1]: for all x P K and all n ě 1, the connected component V n x of x in the preimage by f n of the (Riemannian) ball Bpf n pxq, ρ 0 q is included in Bpx, λ´nρ 0 q. Moreover V n x is sent by f n diffeomorphically onto Bpf n pxq, ρ 0 q. Note that ρ 0 is an expansiveness constant for f |K, in the sense that if x ‰ y then there exists n ě 0 such that dpf n pxq, f n pyqq ě ρ 0 .
Let d be the metric on M induced by the Riemannian structure, and for each n ě 1, let d n denote the time-n Bowen metric on K, defined by:
By the bounded distortion property [PrU, Lemma 4.4.2] , there exists a constant C 0 ą 1 such that for any n ě 0, if a pair of points px, yq P KˆU satisfies d n px, yq ă ρ 0 then }Df n pyq} ď C 0 }Df n pxq}. Reducing ρ 0 if necessary, we assume that every pair of points px, yq P KˆU such that dpx, yq ă ρ 0 can be joined by a unique geodesic segment of minimal length, denoted rx, ys.
Claim 2.2. If n ě 1 and px, yq P KˆU are such that d n`1 px, yq ă ρ 1 :" C´2 0 ρ 0 then: dpf n pxq, f n pyqq dpx, yq ď C 0 }Df n pxq} .
Proof. Fix x P K and n ě 1. As explained above, f n maps V n x diffeomorphically onto Bpf n pxq, ρ 0 q; let f´n x :" pf n |V n x q´1 be its inverse. Note that V n x is exactly the d n`1 -ball of center x and radius ρ 0 . Now consider y P U such that d n`1 px, yq ă ρ 1 :" C´2 0 ρ 0 . We have dpf n pxq, f n pyqq ă ρ 1 , by definition of the Bowen metric. Consider the geodesic segment S :" rf n pxq, f n pyqs.
Since S is contained in Bpf n pxq, ρ 1 q Ă Bpf n pxq, ρ 0 q, the curve f´n x pSq is well-defined and is contained in V n x . Since this curve joins x and y, we have:
where the estimate (2.4) follows from the bounded distortion property and conformality of the derivatives, and (2.5) follows from the defintion of ρ 1 .
We claim that the geodesic segment rx, ys is contained in the interior of V n x . Indeed, if that is not the case, there exists a subsegment rx, zs Ă V n x such that z P BV n x . On one hand, f n pzq P f n pBV n x q Ă BBpf n pxq, ρ 0 q; on the other hand, using bounded distortion again,
a contradiction. This confirms that rx, ys is contained in the interior of V n x . We are now allowed to apply estimate (2.6) with z " y and therefore conclude the validity of Claim 2.2.
Fix a small δ ą 0. By Katok's Theorem A.2 (see the appendix), there exists a positive number ρ ă ρ 1 such that for all sufficiently large n, the least number N µ pn, ρ, 1{2q of balls of radii ρ necessary to cover a set of µ-measure ě 1{2 satisfies:
For each n ě 1, let B n be the set of points x P K such that }Df n pxq} ď e pχµ`δqn . By Birkhoff theorem, if n is large enough then µpB n q ą 1{2. Take a pd n , ρq-separated set F n Ă B n of maximal cardinality. Then the balls of radii ρ and centered at points in F n cover B n . Therefore:
provided n is large enough. By the specification property of topologically mixing repellers (see e.g. [ViO, Prop. 11.3 .1]), there exists an integer n 0 ě 0 (depending on ρ) such that for every n, each point x P F n is shadowed by an pn`n 0 q-periodic point y P K in such a way that d n px, yq ă ρ{2. Let G n be the set of periodic points y obtained in this way. Note that G n has the same cardinality as F n . Also note that, by bounded distortion, }Df n pyq} ď C 0 }Df n pxq} ď C 0 e pχµ`δqn and so, if n is large enough, (2.8) }Df n`n 0 pyq} ď e pχµ`2δqn .
Let Π n :" Ť kě0 f k pG n q be the union of the orbits of the points in G n . By periodicity, the points y P Π n satisfy the same estimate (2.8).
Claim 2.3. The set Π n is pd, n q-separated with n :" e´p χµ`3δqpn`1q , provided n is large enough.
Proof. Take a pair of distinct points y, z P Π n , and let us prove that dpy, zq ą n . Both points are fixed by f n`n 0 , so, by expansiveness, there exists k in the range 0 ď k ă n`n 0 such that dpf k pyq, f k pzqq ě ρ 1 since ρ 1 ď ρ 0 . Assume that k is minimal. If k " 0 then the desired estimate is trivial, so consider k ą 0. Then d k py, zq ă ρ 1 and the following estimates hold:
(by (2.8)).
This implies the sough inequality when n is large enough.
So any two distinct ergodic measures supported in the finite invariant set Π n are n -apart (in the sense defined in Section 1.3). The number A n of such ergodic measures satisfies:
if n is sufficiently large (by (2.7)). Now, given ą 0 sufficiently small, take n such that n ď ă n´1 . Consider the convex set C :" M f pKq of all f -invariant measures; then, in the notation of Theorem 1.6, we have ApC, q ě ApC, n q ě A n and so
So Theorem 1.6 yields mopM f pKqq ě ph µ´2 δq{pχ µ`3 δq. As δ is arbitrarily close to 0, we conclude that mopM f pKqq is at least h µ {χ µ , which by (2.3)
As a consequence of specification (see [ViO, Thrm. 11.3.4] ), the closure of M 2.2. Hyperbolic sets of conservative surface diffeomorphisms. Let M be a surface and let f : M Ñ M be a C 1`α diffeomorphism. Let K Ă M be a hyperbolic set for f . This means that K is an invariant compact set K and there exists an invariant splitting E s ' E u of the tangent bundle T M of M restricted to K such that the line bundles E s and E u are respectively contracted and expanded. In other words, there exists λ ą 1 such that for every z P K:
Let us assume moreover that the compact set K is locally maximal, that is, it admits a neighborhood U such that K " Ş nPZ f n pU q. Theorem 2.4. If f is conservative then the topological emergence of f |K is stretched exponential with exponent d :" dimpKq:
Proof. First, we can assume that K is transitive since it is always a finite disjoint union of such sets; moreover, up to taking an iterate of f , we can consider that f |K is topologically mixing -see [KaH, Thm. 18.3.1, p. 574] .
From standard results on dimension theory of hyperbolic sets (see e.g. [Pe, Thrm. 22 .2]), the box-counting dimension d :" dim K is well defined, and it equals d s`du , where d s (resp. d u ) is the box-counting dimension of K intersected with any local stable (resp. unstable) manifold. Moreover, for every ‹ P tu, su, there exists an invariant ergodic probability measure µ ‹ supported on K of maximal ‹-dimension. The Lyapunov exponent χ µ ‹ :" ş log }Df |E ‹ } dµ and the metric entropy h µ ‹ are related as follows:
Those measures are obtained as the unique equilibrium states for the functions:
The dynamics being consevative, the functions ϕ s and ϕ u are cohomologous. Thus by uniqueness of equilibria:
and so by (2.9) and using d " d u`ds :
Let us fix continuous families of local stable and unstable manifolds pW s loc pxqq xPK and pW u loc pxqq xPK , small enough to be λ´1-contracted by respectively f and f´1. Furthermore, whenever x and y P K are close enough, then W u loc pxq intersects W s loc pyq at a unique point, called the bracket of x and y and denoted rx, ys. By local maximality of K, the point rx, ys belongs to K. Let d n denote the bilateral Bowen metric on M , defined by:
We denote by d u the distance along the local unstable manifolds and d s the one along the local stable manifolds. Using the contraction along the local stable and unstable manifolds by f and f´1, we obtain:
Claim 2.5. There exists ρ 0 ą 0 small and c ą 0 such that for any x ‰ y P K which are ρ 0 -close, there exists k ě 1 minimal such thatd k px, yq ă ρ 0 and:
By the bounded distortion property [Pe, Prop. 22 .1], there exists a constant C 0 ą 1 such that for any n ě 0 and x P K, the following estimates hold for every y P M such thatd n px, yq ă ρ 0 : (2.11)
Using the bracket, it follows for every x, y P K such thatd n px, yq ă ρ 0 :
For each n ě 0, let B n be the set of points x P K such that
Again, for n large enough, by the Birkhoff ergodic Theorem we have µpB n q ą 1{2. By the same argument as in the proof of Theorem 2.1 (using Corollary A.3 instead of Theorem A.2), there exists a positive number ρ ă ρ 0 such that for all sufficiently large n we can find a pd n , ρq-separated set F n Ă B n of cardinality at least e phµ´δq2n . As before, we use specification [KaH, Thrm. 18.3.9 ] to shadow each x P F n by a periodic point y " f 2n`2n 0 pyq in such a way thatd n px, yq ă ρ{2, where n 0 ě 0 is independent of n. Let G n be the set of periodic points y obtained in this way; it has the same cardinality as F n . Since x P B n , it follows from (2.12) that:
provided n is large enough. Let Π n be the union of the orbits of the points in G n .
Claim 2.6. If n is large enough then the set Π n is pd, n q-separated with n :" e´p χµ`3δqpn`1q .
Proof. Take a pair of distinct points y, z P Π n , and let us prove that dpy, zq ą n . If dpx, yq ă ρ 0 then there is nothing to prove. Otherwise, as both points are fixed by f 2n`2n 0 , so, by Claim 2.5, there exists k with 1 ď k ď n`n 0 such thatd k px, yq ă ρ 0 and:
Let us consider the case where the first inequality holds; the other case is similar. Putting z :" rx, ys, we have:
(by (2.13)).
Since local stable and unstable manifolds are uniformly transverse, there exists a constant C 1 ą 0 such that dpx, yq ě C 1¨d u px, zq. This implies:
It follows that dpx, yq ą n , for n uniformly sufficiently large.
The same argument as in the proof of Theorem 2.1 (based on Theorem 1.6 again) yields that mopM f pKqq ě 2ph µ´2 δq{pχ µ`3 δq. As δ is arbitrarily close to 0, we conclude that mopM f pKqq is at least 2h µ {χ µ " d " dim K by (2.10). It follows that mopM erg f pKqq " d. This completes the proof of Theorem 2.1.
3. Metric emergence and quantization of measures 3.1. Quantization of measures. The problem of quantization of measures consists in approximating efficiently a given measure by another measure with finite support: see [GrL] .
Let pY, dq be a compact metric space. Consider the set of probability measures MpY q endowed either with a metric also denoted d, which can be either a q-Wasserstein metric W q , q P r1, 8q or the Lévy-Prokhorov metric LP.
Definition 3.1. The quantization number of a measure µ P MpY q at a scale (or resolution) ą 0, denoted Q µ p q, is defined as the least integer N such that there exists a probability measure ν with dpµ, νq ď and supported on a set of cardinality N .
Here is a reformulation of the definition when a Wassertein metric is used:
Proposition 3.2. The quantization number Q µ p q for the q-Wasserstein metric W q is the minimal cardinality N of a set F " tx 1 , . . . , x N u so that:
Proof. Fix ą 0 and let F Ă Y be a set of minimal cardinality N such that ş rdpx, F qs q dµpxq ď q . Take a measurable map h : Y Ñ F that associates to each element in Y a closest element in F (w.r.t. the d metric). Let ν :" h˚µ P MpY q; this is a measure supported on F . We claim that W q pµ, νq ď . Indeed, π :" pidˆhq˚pµq is a transport plan from µ to ν with cost
We have shown that Q µ p q ď N . Let us prove the reverse inequality. Let ν P MpY q be a measure whose support F 1 Ă Y has cardinality Q µ p q and such that W q pµ, νq ď . This means that there is a transport plan π P MpYˆY q from µ to ν with cost at most q . Consider a disintegration of π, that is, a family pν ξ q of elements of MpY q, defined for µ-almost every ξ P Y , such that π " ş δ ξ b ν ξ dµpξq. As the second marginal of π equals ν, whose support is the finite set F 1 , it follows that supp ν ξ Ă F 1 for µ-almost every ξ. Therefore:
Here is a similar characterization of the quantization number for the case of the Lévy-Prokhorov metric:
Proposition 3.3. The quantization number Q µ p q for the LP metric is the least number of closed balls of radius that cover a set of µ-measure at least 1´ .
Proof. Straightforward.
Similarly to the definition of the lower and upper box-counting dimensions, following [GrL, p. 155 ] the lower and upper quantization dimensions of µ P MpY q are defined as:
log Q µ p q log and dimpµq :" lim sup
Ñ0
log Q µ p q log .
If these numbers coincide then they are denoted by dimpµq and called quantization dimension. Furthermore, the lower and upper quantization orders are defined as:
qopµq :" lim inf
log log Q µ p q log and qopµq :" lim sup
log log Q µ p q log .
If these numbers coincide then they are denoted by qopµq and called quantization order.
Proposition 3.4. Let µ P MpY q. For any resolution ą 0, the quantization number of any µ P MpY q is bounded from above by the covering number of Y , that is:
Proof. Given an -dense set F of cardinality N , we can transport any measure µ P MpY q to a measure supported on F with cost ď q with respect to the cost function d q . This shows that Q µ p q ď D Y p q with respect to the W q distance. In view of Proposition 3.3, the same statement is also immediate for the LP distance. Then it follows that quantization dimensions are bounded by box-counting dimensions, and quantization orders are bounded by metric orders.
Example 3.5. Consider Y " r0, 1s with the usual metric, and endow the space Mpr0, 1sq with the metric W q . Consider the Lebesgue measure on r0, 1s; its quantization number is:
and in particular the quantization dimension is 1. Indeed, given N ě 1, the probability measure on r0, 1s supported on N points which is W q -closest to Lebesgue is:
, for which W q pν N , Lebq " 1 2pq`1q 1{q N (see [GrL, p. 69] ), so the asserted formula for Q Leb p q follows.
Example 3.6. If µ is a compactly supported measure on R d which is absolutely continuous with respect to Lebesgue measure then dimpµq " d; actually there is a precise asymptotic formula for the quantization number Q µ p q with respect to the W q distance: see [GrL, p. 78, p. 52] .
Example 3.7. See the paper [LiM] for the computation of the quantization dimension of certain self-similar measures (F -conformal measures) supported on fractal sets defined by conformal iterated function systems; let us note that the answer depends on the exponent q.
Example 3.8. The metric entropy of an ergodic measure can be described in terms of quantization numbers: see Appendix A.3.
In this paper, we are mostly interested in the situation where the quantization orders are positive, and so the quantization dimensions are infinite.
In view of Proposition 3.4, the next result yields measures with maximal quantization order: Theorem 3.9. Let Y be a Borel subset of a compact metric space Z. Then there exists a probability measure µ P MpY q such that:
qopµq " mopY q and qopµq " mopY q .
The proof is given in Section 3.5.
3.2. Ergodic decomposition. Let X be a compact metric space and let f : X Ñ X be a continuous map. Recall that the empirical measure at a point x P X is defined as e f pxq :" lim 1 n ř n´1 i"0 δ f i x , when this limit exists. By the ergodic decomposition theorem (see [DGS, § 13] or [Ma2, § II.6]), there exists a Borel set X 0 Ă X with full probability (that is, µpX 0 q " 1 for every µ P M f pXq) such that for every x P X 0 , the empirical measure e f pxq is f -invariant and ergodic. So for any µ P M f pXq, the measure e f µ P MpMpXqq gives full weight to the set M erg f pXq Ă M f pXq of ergodic measures, and its barycenter barpe f µq :" ş ν dpe f µqpνq is µ. The probability measure e f µ is called the ergodic decomposition of µ. There is a canonical
Remark 3.10. Generic conservative diffeomorphisms (in any topology) constitute continuity points of the ergodic decomposition of Lebesgue measure: see [AB, Thrm. B] . We will see later in Section 5.2 non-trivial examples of continuity points w.r.t. the C 8 topology.
Let us note the following property for later use: 
When no confusion arises, we will write ϕ˚instead of Φ, so the last equation becomes e g pϕ˚µq " ϕ˚˚pe f pµqq.
Proof. Let µ P M f pXq and let ν :" ϕ˚pµq. Then g˚ν " pg˝ϕq˚pµq " pϕ˝f q˚pµq " ν, that is, ν P M g pY q, proving the first assertion. Note that that if B Ă Y is a g-invariant Borel set then ϕ´1pBq is finvariant; it follows that ν is ergodic if µ is, proving the second assertion.
Letμ :" e f pµq andν :" e g pνq be the corresponding ergodic decompositions. For every Borel set B Ă Y , we have:
This means that ν is the barycenter of Φ˚pμq. Sinceμ gives full weight to M erg f pXq, the measure Φ˚pμq gives full weight to M erg g pY q, and by uniqueness of the ergodic decomposition, it follows that Φ˚pμq equalsν, the ergodic decomposition of ν.
3.3. Metric emergence. Given a continuous self-map f : X Ñ X of a compact metric space X, we consider the set MpXq with a metric d P tW p ; 1 ď p ă 8u Y tLPu. We have introduced in Definition 0.2 the metric emergence of a measure µ P MpXq. In the case µ is invariant, we have the following characterization of metric emergence:
Proposition 3.12. For every dynamics f : X Ñ X, the metric emergence of any invariant measure µ P M f pXq equals the quantization number of the ergodic decompositionμ :" e f µ (considered as a measure on MpXq ):
where Qμ is the quantization number ofμ for the metric W 1 of MpMpXqq.
Proof. Combine Definition 0.2 and Proposition 3.2.
Remark 3.13. Given a parameter q ě 1, we may define the q-emergence of an f -invariant measure µ at scale ą 0 as:
By Proposition 3.2, q-emergence is the quantization number of the ergodic decomposition with respect to the metric W q on MpMpXqq. For simplicity we will focus our study on q " 1.
Metric and topological emergences may be compared as follows:
Proposition 3.14. For every dynamics f : X Ñ X, the metric emergence of any invariant measure µ P M f pXq is at most the topological emergence:
E µ pf qp q ď E top pf qp q , @ ą 0 , provided both emergences are computed using the same metric W p or LP on MpXq.
Proof. By Proposition 3.12, the metric emergence E µ pf qp q equals the quantization number Qμp q of the ergodic decompositionμ :" e f µ. Note that µ is a measure on Y :" M erg f pXq which is a Borel subset of Z :" MpXq. By Proposition 3.4, Qμp q is at most the relative covering number D Z pY, q, which equals the topological emergence E top pf qp q by its own definition (2.1).
We are now able to deduce the variational principle for emergence announced at the introduction:
Proof of Theorem E. Applying Theorem 3.9 with Y :" M erg f pXq, Z :" MpXq and q " 1, we obtain a probability measure ν P MpM erg f pXqq such that:
qopµq " mopM erg f pXqq and qopµq " mopM erg f pXqq . Let µ :" ş MpXq ηdνpηq. Since ν gives full weight to M erg f pXq, the measure µ is invariant and its ergodic decomposition is ν. Bearing in mind Proposition 3.12 and the definitions of lower and upper quantizations orders and metric orders, we obtain the equalities stated in Theorem E.
3.4. Some properties of quantization numbers. In this section we prove a few general properties about quantization numbers that will be needed later. To simplify matters, all quantization numbers in this section are computed w.r.t. the W 1 metric.
Lemma 3.15. For all µ 1 , µ 2 P MpY q,
Proof. Immediate.
The next two lemmas deal with pushing forward a measure under a Lipschitz map, and the effect of this operation on the quantization numbers:
Lemma 3.16. Let f : pY, dq Ñ pZ, dq be a κ-Lipschitz map between compact metric spaces. Let F : pMpY q, W 1 q Ñ pMpZq, W 1 q be the map µ Þ Ñ f˚µ. Then F is κ-Lispchitz.
Proof. Given µ 1 , µ 2 P MpY q, consider a transport plan π P MpYˆY q. Thenπ :" pfˆf q˚pπq is a transport plan from f˚µ 1 to f˚µ 2 with: costpπq " ż dpf pxq, f pyqq dπpx, yq ď κ ż dpx, yq dπpx, yq " κ costpπq .
So W 1 pf˚µ 1 , f˚µ 2 q ď κW 1 pµ 1 , µ 2 q.
Lemma 3.17. Let pY, dq and pZ, dq be compact metric spaces. Let f : Y Ñ Z be a κ-Lipschitz map. Given a measure µ P MpY q, consider its push-forward ν :" f˚µ P MpZq. Then for every ą 0, we have:
Proof. Given µ P MpY q and ą 0, letμ P MpY q be a measure supported on n :" Q µ p q points with W 1 pµ,μq ď . By Lemma 3.16, the measures ν :" f˚µ andν :" f˚μ satisfy W 1 pν,νq ď κ . Sinceν is supported on at most n points, we conclude that Q ν pκ q ď n.
The next two lemmas will be used several times, in particular in the proof of Theorem 3.9:
Lemma 3.18. Let µ, µ 1 P MpY q be such that µ ě tµ 1 , for some t ą 0.
Then:
Q µ pt q ě Q µ 1 p q .
Proof. Let˜ :" t . Let ν be a measure supported on a set of cardinality :" Q µ p˜ q and such that W 1 pµ, νq ď˜ . Let π be a transport plan from µ to ν with cost (w.r.t. d) not greater than˜ .
The Radon-Nikodym derivative f :" dµ 1 dµ is well-defined and satisfies 0 ď f ď t´1 at µ-a.e. point. Consider the measureπ on YˆY defined by:
Thenπ is a probability, its first marginal is µ 1 , and its second marginal is some measureν which is absolutely continuous with respect to ν and therefore supported on a set of cardinality at most . We have:
That is, W 1 pµ 1 ,νq ď t´1˜ " . It follows that # suppν ě Q µ 1 p q, and so ě Q µ 1 p q, as claimed.
Lemma 3.19. Let ą 0 and let F Ă Y be an -separated set. Let n :" # F and let µ be the equidistributed probability measure with support F . Let ν be any probability measure whose support has cardinality m ă n. Then:
Proof. Let supp µ " tx 1 , . . . , x n u and supp ν " ty 1 , . . . , y m u. Since µ is equidistributed, transport plans from µ to ν take the form:
where A " pa ij q is a row-stochastic nˆm matrix (that is, each a ij is nonnegative and ř m j"1 a ij " 1 for every i). The cost of π A is:
a ij dpx i , y j q , which can be viewed as an affine function on the set of row-stochastic matrices. This set is compact and convex, and its extremal points consist on the matrices that contain exactly one entry equal to 1 on each row. So it is sufficient to consider matrices of this type in order to find a lower bound for the cost. Thus consider a row-stochastic matrix A " A T whose nonzero entries are a i,T piq " 1 for some map T : t1, . . . , nu Ñ t1, . . . , mu.
Claim 3.20. For every j P t1, . . . , mu such that s :" # T´1pjq ě 2, the following holds:
Proof of the claim. Indeed, write T´1pjq " ti 1 , . . . , i s u; then the left hand side of (3.1) equals:
For every 1 ď k ă ď s, since F is -separated, it hold:
So we obtain:
as claimed.
Using (3.1), we estimate:
" n´# j P t1, . . . , mu ; # T´1pjq " 1 ( " n´m`# j P t1, . . . , mu ; # T´1pjq ‰ 1 ( ě n´m`1 , since m ă n. We conclude that costpπ A q is at least n´m`1 n 2 for every matrix A of type A T , and therefore for every row-stochastic matrix A. The lemma follows.
3.5. Existence of a measure with essentially maximal quantization numbers. In this subsection we prove Theorem 3.9, which was used to deduce Theorem E.
Proof of Theorem 3.9. It is sufficient to prove the theorem assuming that MpY q is metrized with the W 1 distance. Indeed, by the first inequality in (1.2) (see p. 10), if the exponent q is reduced then the metric W q does not increase, and so neither do quantization numbers and orders. Furthermore, by the second inequality in (1.3), the metric LP is bounded from below by a constant factor of the metric W 1 , and so quantization numbers and orders with respect to LP are bounded from below by the corresponding quantities with respect to W 1 . So from now on we assume that MpY q is metrized with the W 1 distance. By Proposition 3.4, it is sufficient to show the existence of a measure µ P MpY q such that:
qopµq ě mopY q and qopµq ě mopY q .
Recall that, given ą 0, the corresponding packing number is denoted by S Y p q. We set i :" 2´i 2 for every i ě 1. Let F i Ă Y be a 4 i -separated set of cardinality n i :" S Y p4 i q, and let µ i P MpY q be the equidistributed probability measure with support F i . By Lemma 3.19, if ν is a probability measure whose support has cardinality at most m i :" rn i {2s then
That is, in terms of quantization number:
Now consider the following probability measure:
By Lemma 3.18, for every i ě 1 we have Q µ p˜ i q ě Q µ i p i q, where˜ i :" t i i . Using (3.3) we obtain:
Claim 3.21. The following equalities hold:
Proof of the claim. Let us prove (3.6); the proof of (3.5) is essentially the same. Given ą 0, let i be such that P r4 i`1 , 4 i s. We have S Y p4 i q ď S Y p q ď S Y p4 i`1 q and so:
Since logp4 i q " logp4 i`1 q as i Ñ 8, inequalities (3.6) follow.
Combining (3.4) with Claim 3.21 we obtain inequality (3.2) and the theorem.
Examples of conservative dynamics with high metric emergence
We are going to study the emergence of dynamics on the annulus A: A :" Tˆr0, 1s with T :" R{Z .
Lebesgue measure on either of theses sets is denoted by Leb.
The horizontal flow associated to a C 8 function ω : r0, 1s Ñ R is defined as:
(4.1) R t ω : pθ, ρq P A Þ Ñ pθ`ωpρqt, ρq P A . So pR t ω q t is a conservative smooth flow on the annulus. Assume that ω has no critical points. Then, for every fixed t ‰ 0, Lebesgue almost every ρ P r0, 1s has the property that ωpρq¨t is irrational, and therefore for every θ P T, the empirical measure e R t ω pθ, ρq equals: λ ρ :" Leb T b δ ρ (Lebesgue measure on the circle Tˆtρu).
Hence the ergodic decomposition of the Lebesgue measure with respect to the time t map R t ω does not depend on t ‰ 0 and is given by:
4.1.
Robust examples of at least polynomial emergence.
Proposition 4.1. Suppose ω : r0, 1s Ñ R is a smooth function without critical points and let pR t ω q t be the corresponding horizontal flow. For every t ‰ 0, the metric emergence of the time t map R t ω with respect to the Wasserstein metric W 1 is:
E Leb pR t ω qp q " rp4 q´1s .
Proof. As seen in (4.2), the ergodic decompositionμ :" e R t ω pLebq is equidistributed on the curve tλ ρ : ρ P r0, 1su. This curve endowed with the Wasserstein metric W 1 is isometric to the unit interval r0, 1s endowed its usual distance; the isometry sends the measureμ to the Lebesgue measure on r0, 1s. Thus Qμp q " Q Leb|r0,1s p q " rp4 q´1s, by Example 3.5 with q " 1. Using Proposition 3.12 we conclude.
KAM theory ensures that most of the invariant circles of R t ω persist for any conservative C 8 perturbation. As a consequence, we obtain C 8 -open sets of conservative surface diffeomorphisms whose metric emergence is at least of the order of ´1 : see Section 5.2, more specifically Corollary 5.7.
4.2. Construction of a smooth conservative flow with high emergence at a given scale. The heart of the proof of Theorem B is the following result: Proposition 4.2. There exists C ą 0 such that for every ˚ą 0, there exists a smooth conservative diffeomorphism h of A satisfying the following property. For every function ω P C 8 pr0, 1s, Rq without critical points and for every t ‰ 0, the map Ψ t :" h˝R t ω˝h´1 satisfies:
where the emergence is computed with respect to the Wasserstein metric W 1 . Furthermore, h equals identity on a neighborhood of the boundary of A.
The proof of the proposition will occupy the rest of this subsection.
Proof. We will actually construct a sequence h n of diffeomorphisms such that the corresponding flows Ψ t n :" h´1 n˝R t ω˝h n have high emergence at a certain scale n ; then we will show that for every ˚ą 0 we can choose an appropriate h " h n and obtain the conclusion of Proposition 4.2. The proof is divided into several steps.
Zeroth step. Let n ě 3 be an arbitrary integer. We will fix several numbers depending on n. Let N :" 32¨n 2 . Let M " m¨n be the multiple of n as big as possible such that:
It is clear from this definition that:
Finally, let η :" 1{p1000nq and κ :" 1´η.
First step. The real proof begins with the construction of certain families of boxes in the annulus A. An aˆb-box is a set of the form IˆJ where I Ă T and J Ă r0, 1s are closed intervals of respective lengths a (the width of the box) and b (the height of the box). An a-square is an aˆa-box.
A kˆ -family is a disjoint collection of boxes of the form I iˆJj where 1 ď i ď k, 1 ď j ď . Such a family can be partitioned (in the obvious way) into k subfamilies called columns and into subfamilies called rows. Let G be a 8nˆ4n-family of 1 10n -squares contained in the lower halfannulus Tˆr0, 1 2 s and such that the gaps between rows and between columns is 1 40n . Inside each square G from the family G we take a nˆm-family L G of 2κ Nˆ1 11M -boxes; it is possible to construct such a family since:
Nˆ1 11M -boxes contained in the upper half-annulus Tˆr 1 2 , 1s. Second step. We will need some auxiliary combinatorial data, namely certain coloring of our boxes. We start by painting each G-square with a different color, and then we paint each L G -box with the same color as G. We claim that it is possible to paint each U-box with one of the N previously chosen colors so that the following properties hold:
‚ no row contains repeated colors (that is, exactly N {2 different colors appear in each row), and ‚ for any pair of distinct rows, there are at least N {4 colors that appear in one row but not in the other. Indeed, if each choice of N {2 among N colors can be identified with a function f : t1, . . . , N u Ñ t0, 1u such that
The set F of such functions was considered previously in the proof of Theorem 1.6, where we have shown the existence of a set F 1 Ă F which is N {4-separated w.r.t. the Hamming distance and has cardinality at least p2N q´1 {2 e πN {4 3 : see estimate (1.6). Thus, by (4.3), we can select M distinct elements of the set F 1 . Each of these specifies a way of coloring a row of the family U; the order of the colors inside each row being arbitrary. This gives the desired coloring of the family U.
Third step. We will find a smooth conservative diffeomorphism h of the annulus that maps each U-box to a L-box of the same color by means of a translation, and which equals the identity near the boundary of the annulus. Essentially, this diffeomorphism exists because for each color k, there are at most M U-boxes of color k (at most one box for each row), while there are exactly M " m¨n L-boxes of color k. Let us construct h precisely. We index the members of the family U as U 1 , U 2 , . . . , U N M {2 in such a way that U 1 , . . . , U N {2 form the bottom row, U N {2`1 , . . . , U N form the second from bottom row, and so on. Then we select distinct L-boxes L 1 , L 2 , . . . , L N M {2 in such a way that each L i has the same color as U i , and whenever L i and L j have the same color and i ă j then L i is not above L j .
For each i " 1, . . . , N M {2, we will choose a smooth path u i : r0, 1s Ñ R 2 starting from u i p0q " 0 such that t P r0, 1s Þ Ñ B i ptq :" U i`ui ptq is a well-defined path of boxes in A, starting at B i p0q " U i and finishing at U i p1q " L i . We require the path of boxes P i :" Ť tPr0,1s B i ptq to be disjoint from the set These paths can be taken as follows: we start with the box U i and move it always either directly downwards or horizontally (like a Tetris piece). Note that 1 40n ą 2κ N (since n ě 3); this means that the gaps between the squares of G are greater than the width of the box. Therefore it is possible to move between gaps and reach the destination L i avoiding the obstacle set (4.5): see Fig. 1 .
Let ϕ i : A Ñ r0, 1s be a smooth function that equals 1 on the set P i and equals 0 outside a small neighborhood of it (which is still disjoint from the set (4.5)). Now, writing u i ptq ": pv i ptq, w i ptqq, define a (non-autonomous) Hamiltonian H i : Aˆr0, 1s Ñ R by:
Leb pAq be the time one map of the associated Hamiltonian flow. Then f i translates the box U i to the box L i , and equals the identity on the set (4.5). It follows that the diffeomorphism
translates each box U i to the corresponding L i , and equals the identity on a neighborhood of BA.
Fourth step. Let ω : r0, 1s Ñ R be any smooth function without critical points. Consider the conservative flow Ψ t :" h˝R t ω˝h´1 (see Fig. 2 ). We will estimate the emergence of the time t maps from below, at an appropriate scale. For each ρ P r0, 1s, let λ ρ denote Lebesgue measure on the circle Tˆtρu. Recall from (4.2) that for every t ‰ 0, the ergodic decomposition of Lebesgue measure on A with respect to R t ω is e R t pLebq " ş 1 0 δ λρ dρ, and in particular it is independent of t. It follows that the ergodic decomposition of Lebesgue with respect to Ψ t :" h˝R t ω˝h´1 is:
(4.6)μ :" e Ψ t pLebq "
We need to estimate the quantization number of this measure. Let J be the set of ρ P r0, 1s such that the circle Tˆtρu intersects the boxes of the family U; then J is a disjoint union of intervals J 1 , . . . , J M , each of them of length 1 11M . Claim 4.3. If ρ, ρ 1 P J belong to the same interval J i then:
Proof of the claim. Fix ρ, ρ 1 P J i . We will use the following bound:
Indeed, the right hand side is the cost of transporting each point hpθ, ρq to hpθ, ρ 1 q. Let I Ă T be the union of the projections of the U-boxes on the first coordinate; this is a union of N 2 intervals of length 2κ N . Note that:
otherwise; indeed if θ P I then both points pθ, ρq and pθ, ρ 1 q belong to the same U-box U , which has height 1 11M and furthermore h| U is an isometry. Finally, using the fact that LebpI c q " 1´κ " η, we obtain the asserted upper bound for the Wasserstein distance.
Claim 4.4. If ρ P J i , ρ 1 P J j with i ‰ j then:
Proof of the claim. Fix ρ P J i , ρ 1 P J j with i ‰ j. Let R 1 be the family of U-boxes that intersect the circle Tˆtρ 1 u (that is, a row of boxes). Let R be the family of U-boxes that intersect the circle Tˆtρu and whose colors are distinct from those of the R 1 -boxes. By construction, the family R contains at least N {4 boxes; let E be their union. Since λ ρ pU q " 2κ{N for each R-box U , we have λ ρ pEq ě κ{2 " p1´ηq{2. So F :" hpEq satisfies λ ρ pF q ě p1´ηq{2. The set F is contained in the union of the G-squares whose colors appear in the family R. Recall that 1 40n is the minimal separation between G-squares, so if V is the open 1 40n -neighborhood of F then V does not intersect any G-square with other colors. In particular, R 1 -boxes are disjoint from h´1pV q. Since the union of R 1 -boxes has λ ρ 1 measure equal to κ " 1´η, it follows thatλ ρ 1 pV q " λ ρ 1 ph´1pVď η.
Consider an arbitrary transport plan π fromλ ρ toλ ρ 1 . Then:
and so:
Since this estimate holds for all transport plans π, we obtain the asserted lower bound for the Wasserstein distance.
For every i P t1, . . . , M u, let us fix a point ρ i in the interval J i . The following measuresμ 1 ,ν P MpMpAqq correspond respectively to the ergodic decomposition of Ψ t |hpTˆJq and to the probability measure equidistributed on the set tλ ρ i ; 1 ď i ď M u:
It follows from Claim 4.3 that W 1 pν,μ 1 q ď 1 11M`2 η; indeed each δλ ρ with ρ P J i can be transported to δλ ρ i at a cost no greater than 1 11M`2 η. On the other hand, by Claim 4.4, the measureν is equidistributed on a 1´3η 80n -separated set of cardinality M . So, by Lemma 3.19, the W 1 -distance fromν to any probability measure supported on M {2 points is bigger than 1´3η 320n . Therefore the W 1 -distance fromμ 1 to any probability measure supported on M {2 points is bigger than:
In other words, Qμ 1 p11 q ě M 2 . By definitions (4.6), (4.7), we haveμ ě 1 11μ 1 , and so Lemma 3.18 yields Qμ p q ě M 2 . This quantization number is the metric emergence (by Proposition 3.12), so we obtain:
Conclusion. If " n is defined by (4.8) then n -n´1 -n`1 . For every sufficiently small number ˚ą 0, we can find n ě 3 such that n`1 ă ˚ď n . If pΦ t q t " pΦ t n q t is the flow constructed above, then for every t ‰ 0 we have:
This ends the proof of Proposition 4.2. 4.3. Construction of a smooth conservative flow with high emergence at every scale. In this subsection, we will prove Theorem B. The main ingredient is Proposition 4.2.
Proof of Theorem B. Let us assume that the space MpAq is metrized with Wasserstein metric W 1 . We will construct a conservative flow pΦ t q t on the annulus A whose metric emergence with respect to W 1 is stretched exponential with exponent 2. In the end of the proof we will see that the same holds if emergence is computed with respect to other Wasserstein metrics W p or the Lévy-Prokhorov metric LP.
Leb pAq be given by Proposition 4.2 for ˚" i :" 2´i 2 . We define a smooth diffeomorphism between the annuli A and A i :" Tˆr2´i, 2´i`1s as follows:
Let h be the homeomorphism of the annulus A such that for each i ě 1, hpA i q " A i and h|A i :" g i˝hi˝g´1 i .
Since each g i has constant jacobian, h is conservative. Furthermore, h equals the identity on the boundary of the annulus and is smooth on its interior. Next, fix a smooth function r : R Ñ R that vanishes on p´8, 0s Y r1,`8q and is positive on the interval p0, 1q. Let pη i q be a sequence of positive numbers converging very rapidly to 0. Define a function by:
If η i tends to 0 sufficiently rapidly then ω 2 becomes a smooth function. Furthermore, it is positive at Lebesgue a.e. point of r0, 1s. Put:
Observe that the map ω is smooth and its derivative is strictly positive on p0, 1s. Furthermore, the C r -norm of ω|r2´i, 2´i`1s is small when pη j q jěi is small. Hence we can chose inductively pη j q j sufficiently small so that the push forward of B t R t ω by h: h˚B t R t ω : pθ, ρq Þ Ñ ω˝p 2˝h´1 pθ, ρq¨B θ h˝h´1pθ, ρq has its C j -norm restricted to each A j smaller than 1 for every j.
Thus this vector field and its flow Φ t " h˝R t ω˝h´1 are smooth. The construction of the smooth conservative flow pΦ t q t is completed, and is depicted in Fig. 4 . We are left to show that the flow has stretched exponential emergence with exponent 2. Of course, the homeomorphism h cannot be smooth on the whole annulus, because otherwise the flow would have polynomial emergence (by Proposition 4.1 and lemmas from Section 3.4). Letμ P MpMpAqq denote the ergodic decomposition of Leb with respect to Φ t (which is indeed independent of t ‰ 0, since it is given by formula (4.6)). Recalling Proposition 3.12, we have E Leb pΦ t qp q " Qμp q for every .
Claim 4.5. For every i ě 1 and t ‰ 0 we have E Leb pΦ t qp i`1 q ě exppC ´2 i q, where C ą 0 is a constant.
Proof of the claim. Let µ i :" 2 i Leb|A i " g i˚p Lebq; this is a Φ t -invariant probability measure. Its ergodic decompositionμ i is bounded from above by 2 iμ and so, by Lemma 3.18, for all ą 0 we have:
Let ω i :" ω˝g i , and consider the conservative flow Ψ t i :" h i˝R t ω i˝h´1 i and its ergodic decompositionν i :" e Ψ t i pLebq (for t ‰ 0). Note that there exists a 1-Lipschitz retraction p i : A Ñ A i . Let q i : A Ñ A be the map q i :" g´1 i˝p i . By Lemma 3.11 we haveν i " q i˚˚pμi q, that is,ν i is the push-forward of µ i under the map q i˚: MpAq Ñ MpAq. Since q i is 2 i -Lipschitz, so is q i˚. Hence, by Lemma 3.17,
In summary, we have shown that Qμp q ě Qν i p2 2i q, that is,
Taking " 2 i`1 and noting that 2 2i " i , we obtain:
i q , where the last inequality is the main property of the flow pΨ t i q t , coming from Proposition 4.2. This proves the claim.
Next, we claim that: (4.10) lim inf
Ñ0
log log Qμp q log ě 2 .
Indeed, given a small ą 0, let i be such that P r i`2 , i`1 s. We have Qμp q ď Qμp i`1 q and so, using Claim 4.5, log log Qμp q log ě log log Qμp i`1 q log i`2 ě log C´2 log í log i`2 .
The right-hand side tends to 2 as i Ñ 8, so (4.10) follows. Inequality (4.10) means that the lower quantization order ofμ is at least 2, that is, qopµq ě 2. Up to this moment we were assuming that MpAq is metrized with Wasserstein metric W 1 , but now let us use any Wasserstein metric W p , 1 ď p ă 8, or the Lévy-Prokhorov metric LP. By inequalities (1.2), (1.3) from p. 10, we still have qopµq ě 2 with respect to the other metrics. On the other hand, by Proposition 3.4, Theorem 1.3, and Remark 1.5, we have: qopμq ď mopMpAqq ď dimpAq " 2 . Therefore qopμq " 2. This means exactly that:
This completes the proof of Theorem B.
Genericity of high emergence
In this section, we will prove our Theorems C and D on the genericity of high emergence among surface diffeomorphisms. Both proofs are based on Proposition 4.2. Another fundamental tool is the creation of periodic spots; we recall the relevant results in Section 5.1. Furthermore, for the conservative Theorem C, we also need a KAM theorem, which is discussed along with some of its consequences in Section 5.2.
Throughout this section, let pM, Lebq be a compact surface endowed with a normalized smooth volume (i.e. area) measure. The statement above follows from the combination of [GTS, Thrm. 5] and [GeT, Thrm. 1] .
In the dissipative setting we have:
Theorem 5.3 (Turaev, [Tu, Lemma 2] ). For every r P r2, 8s, there exists a non-empty open set U Ă Diff r pM q and a dense set D Ă U formed by dynamics displaying a periodic spot.
We add that the set U in Theorem 5.3 contains the absolute Newhouse domain: it is formed by diffeomorphisms displaying a horseshoe having a robust homoclinic tangency, a volume expanding periodic point, and a volume contracting periodic point.
5.2. KAM and stability of high emergence. A twist map is a conservative diffeomorphism f 0 : A Ñ A of the form f 0 " R t ω , where ω : r0, 1s Ñ R is a smooth function without critical points, and t ‰ 0.
Theorem 5.4 (Moser-Pöschel's twist mapping theorem [Mo] , [Pö] , [BrS, § 3.2 .1]). Let f be a twist map. Fix a number η ą 0 a neighborhood U of the identity map in Diff 8 pAq. Then there exist a closed subset D Ă p0, 1q with Lebesgue measure at least 1´η and a neighborhood V of f in Diff such that for every g P V, there exists h P U such that the map f |TˆD is conjugate to g|hpTˆDq via h: g˝hpzq " h˝f pzq, @z P TˆD .
As a corollary of Theorem 5.4, we will prove below:
Corollary 5.5. Let f P Diff 8 Leb pM q be a conservative surface diffeomorphism that acts as a twist map on a embedded annulus A Ă M ; more precisely, assume that there exist a smooth embedding h 1 : A Ñ M with constant jacobian and image h 1 pAq " A and a twist map f 0 : A Ñ A such that f˝h 1 " h 1˝f0 . Then for every 1 ą 0, for every g P Diff 8 Leb pM q sufficiently close to f , there exists a g-invariant embedded sub-annulus B Ă A such that LebpA Bq ă 1 and
where µ A and µ B are the normalized Lebesgue measures on A and B, respectively.
In the case that f itself is a twist map (so M " A " A, f " f 0 , and h 1 " id), we can actually take B " A. In particular, f becomes a continuity point for the ergodic decomposition of Lebesgue measure (c.f. Remark 3.10).
We will use the following general estimate:
Lemma 5.6. Let pX, dq be a compact metric space and µ, ν P MpXq. If ν is absolutely continuous w.r.t. µ, with density r :" dν dµ , then:
Proof. This is an immediate consequence of the Kantorovich-Rubinstein duality formula [Vil, p. 207] .
Proof of Corollary 5.5. Let us first consider the simpler case where f " f 0 is a twist map on M " A " A, and so h 1 " id. Let η ą 0 be small, and let U be a small neighborhood of the identity map in Diff 8 pAq. We apply Theorem 5.4, obtaining a set D Ă r0, 1s and a neighborhood V of the twist map f in Diff 8 Leb pAq. Take an arbitrary g P V. We need to prove that the ergodic decompositions of Lebesgue measure with respect to f and g are approximately the same.
Consider the (non-conservative) diffeomorphismf :" h´1˝g˝h; by construction it equals f on TˆD. The measure ν :" h´1 pLebq isf -invariant. Let c :" νpTˆDq (a number close to 1), and let ν 1 :" c´1¨ν|TˆD. Then ν 1 isf -invariant. Sincef equals f on supp ν 1 " TˆD, this measure is also f -invariant. We will prove that the four ergodic decompositions below are close to each other:
1 :" e g pLebq, 2 :" efpνq, 3 :" efpν 1 q " e f pν 1 q, 4 :" e f pLebq.
Since h is close to identity, the distances dphpxq, xq are uniformly bounded by a small constant 2 . Therefore:
That is, h˚: pMpAq, W 1 q Ñ pMpAq, W 1 q is 2 -close to the identity map.
Repeating the argument, we see that h˚˚is also close to the identity. By Lemma 3.11, h˚˚p 2 q " 1 ; this proves that the measures 1 and 2 are close.
The Radon-Nikodym derivative r :" dν dLeb is smooth and uniformly close to 1. We have:
(Here 1 denotes characteristic function.) On the other hand, for all pθ, ρq P A, the empirical measure e f pθ, ρq is Lebesgue on the circle Tˆtρu, denoted λ ρ . It follows that the ergodic decomposition of Leb and ν 1 with respect to f are:
whererpρq :" ş r dλ ρ . So 3 is absolutely continuous with respect to 4 , with density:
This function is close to 1 in L 1 p 4 q; so Lemma 5.6 implies that the measures 3 and 4 are close. Finally, we have:
This function is close to 1 in L 1 p 2 q, so Lemma 5.6 implies that the measures 2 and 3 are close. The upshot is that 1 " e g pLebq and 4 " e f pLebq are close. This completes the proof of the corollary in the case f is a twist map.
The general situation can be reduced to the previous case. Indeed, Theorem 5.4 also ensures that if f : M Ñ M acts as a twist map on a annulus A, then any perturbation g of f admits a g-invariant sub-annulus B Ă A which is close to A. Then the proof is verbatim the same by substituting the measures λ ρ by their pushforward by h 1 , g by h 1˝g˝h´1 1 , and h by h 1˝h˝h´1 1 .
As another corollary of Theorem 5.4, we obtain open sets with at least polynomial emergence, so justifying an assertion made in Section 4.1. (Readers anxious to see the proof of Theorem C may skip this.) Corollary 5.7. Under the same hypotheses as Corollary 5.5, there exists C ą 0 such that for every g P Diff
8
Leb pM q sufficiently close to f , its emergence of g with respect to the W 1 metric satisfies:
Note that this is not a consequence of Corollary 5.5 by itself, since we bound the emergence of the perturbations at every scale.
Proof. We will provide a proof in the case that f itself is a twist map (so M " A " B " A, f " f 0 , and h 1 " id), leaving for the reader to adapt the proof for the general situation.
Let g P Diff 8
Leb pAq be a perturbation of f . Applying Theorem 5.4, we obtain h P Diff 8 pAq close to identity such that g˝h " h˝f on TˆD, where D Ă p0, 1q is a closed set with almost full measure; say at least 1{2. We can assume that h˘1 are 2-Lipschitz and have jacobian at most 2. As in the proof of Corollary 5.5, letf :" h´1˝g˝h and ν :" h´1 pLebq; then ν isf -invariant.
Consider the ergodic decompositionsμ :" e g pLebq andν :" efpνq. Then, for arbitrary ą 0, E Leb pgqp q " Qμp q (by Proposition 3.12)
ě Q h´1˚pμq pLipph´1(by Lemma 3.17)
ě Qνp2 q (by Lemmas 3.11 and 3.16) .
Note that ν ě 1 2 Leb, by the bound on the jacobian. Let µ 1 be the normalized Lebesgue measure on TˆD. Since LebpDq ě 1 2 we have µ 1 ď 2Leb, and so ν ě 1 4 µ 1 . Furthermore, µ 1 is alsof -invariant so the ergodic decomposition µ 1 :" efpνq is well-defined. We haveν ě 1 4μ 1 and so, by Lemma 3.18, E Leb p q ě Qνp2 q ě Qμ 1 p8 q .
Sincef equals f on the support of µ 1 , we have:
where λ ρ denotes Lebesgue measure on the circle Tˆtρu. Similarly to the proof of Proposition 4.1, the measureμ 1 is supported on a set which is isometric to D under the isometry λ ρ Þ Ñ ρ; moreover, the isometry carriesμ 1 to the normalized Lebesgue measure on D (call it λ). Therefore Qμ 1 p8 q " Q λ p8 q.
We are left to estimate the quantization number of the measure λ. Consider its distribution function F : r0, 1s Ñ r0, 1s defined by F pxq :" λpr0, xsq. Since λ ď 2Leb, the function F is 2-Lipschitz. Furthermore, F˚pλq " Leb. So, by Lemma 3.17, Q λ p8 q ě Q Leb p16 q .
We have seen in Example 3.5 that quantization number of 1-dimensional Lebesgue measure is Q Leb p q -´1 . We conclude that E µ pgqp q is at least of the order of ´1 , as we wanted to show.
5.3. Genericity of high emergence: conservative setting. Here is a consequence of Proposition 4.2, combined with Corollary 5.5:
Leb pM q admits a periodic spot O. Let 0 ą 0, and let U Ă Diff 8 Leb pM q be a neighborhood of f . Then there exists a nonempty open set V Ă U such that for every g P V, its metric emergence w.r.t. W 1 metric satisfies:
Proof. Assume that f has a periodic spot O. For simplicity of writing, let us assume that O consists of fixed points. LetÂ :" Tˆr´1, 2s. Take a smooth embedding h 1 :Â Ñ O with constant Jacobian J. Fix a small ˚ą 0; how small it needs to be will become apparent at the end.
Let ω : R Ñ R be a smooth function that has no critical points in r0, 1s and vanishes outside r´1, 2s. By Proposition 4.2, we can find h P Diff 8 Leb pAq that equals the identity on the neighborhood of the boundary such that the maps Ψ t :" h˝R t ω˝h´1 has high emergence at scale ˚:
where C is a constant. We fix t ‰ 0 very close to 0 and write ψ :" Ψ t . We can extend h and ψ to smooth conservative diffeomorphismsĥ andψ of the bigger annulusÂ, puttingĥpθ, ρq :" pθ, ρq andψpθ, ρq :" pθ`tωpρq, ρq for pθ, ρq PÂ A. Definef : M Ñ M by:
Thenf is a smooth conservative diffeomorphism, and it is C 8 -close to f (since t is close to 0). So we can assume thatf belongs to the given neighborhood U of f . Note thatf acts as a twist map on the embedded annulus A :" h 1 pAq, which has measure J (the jacobian of h 1 ).
Leb pM q be a small perturbation off . By Corollary 5.5, g admits an invariant sub-annulus B Ă A such that:
where µ A (resp. µ B ) is the normalized Lebesgue measure on A (resp. B).
Since µ A " h 1˚p Leb A q, by Lemma 3.11, efpµ A q " h 1˚˚p e ψ pLeb A qq. Let L be the Lipschitz constant of h 1 ; then, by Lemmas 3.16 and 3.17,
It follows from Lemma 3.15 that:
Since LebpBq ě J 2 , we have µ B ď 2J´1Leb and so e g pLebq ď 2J´1e g pµ B q. It follows from Lemma 3.18 that:
Q e g pLebq p4L´1J´1 ˚q ě Q e g pµ B q p2L´1 ˚q ě exppC ´2 q .
Let :" 4L´1J´1 ˚. Since ˚i s very small, we conclude that ă 0 and log log E Leb pgqp q log ě 2´ 0 .
Therefore the neighborhood V off formed by the perturbations g has the required properties.
Proof of Theorem C. Consider the following two subsets of Diff 8 Leb pM q: ‚ W is the set of weakly stable diffeomorphisms, i.e., those that robustly have only hyperbolic periodic points (if any); ‚ U is the set of diffeomorphisms that admit at least one elliptic periodic point. These two sets are open and disjoint. Furthermore, since the periodic points of a generic area preserving map are either hyperbolic or elliptic, the union W Y U is dense in Diff 8 Leb pM q. By Theorem 5.2, there is a dense subset D Ă U formed by diffeomorphisms displaying a periodic spot. For each f P D, let pU f,n q be a neighborhood basis for f . By Lemma 5.8, there exists a nonempty open subset V f,n Ă U f,n such that:
n is open and dense in U. Then R :" Ş n O n is a residual subset of U which satisfies:
Thus W Y R is a residual subset of Diff Lemma 5.9. Let r P r1, 8s. Suppose that f P Diff r pM q admits a periodic spot O. Let 0 ą 0, and let U Ă Diff 8 pM q be a neighborhood of f . Then there exists a nonempty open set V Ă U such that for every g P V, its metric emergence w.r.t. W 1 metric satisfies:
Proof. Let us first consider the simpler case where M is the annulus and f is the identity map. Let 0 ą 0 be given. Fix a positive ˚ă 0 small enough such that: log C´2 log l og 4´log ˚ě 2´ 0 , where C ą 0 is the constant from Proposition 4.2. Choose and fix a smooth function ω : r0, 1s Ñ R without critical points. Applying Proposition 4.2, we obtain a smooth conservative diffeomorphism h : A Ñ A that equals identity on a neighborhood of the boundary of the annulus, such that the flow Ψ t :" h˝R t ω˝h´1 has the following property: @t ‰ 0, E Leb pΨ t qp ˚q ě exppC ´2 q .
For each ρ P r0, 1s, let λ ρ denote Lebesgue measure on the circle Tˆtρu, and letλ ρ :" h˚pλ ρ q be its push-forward under h. Soλ ρ is supported on the curve C ρ :" hpTˆtρuq. Consider the following sequence of elements of MpMpAqq:μ . Note that the sequence pμ n q tends to the measureμ defined by (4.6), which is exactly the ergodic decomposition of any Ψ t (t ‰ 0). By Lemma 3.15, if n is large enough then Qμ n p ˚{ 2q is at least Qμp ˚q , which by construction is at least exppC ´2 q.
Let ppΨ t n q t q n be a sequence of flows on the annulus A converging to pΨ t q t and such that, for each n ě 1, the flow pΨ t n q t satisfies: ‚ for every i P t0, 1, . . . , nu, the curve C i{n is invariant and exponentially repelling; ‚ for every i P t0, 1, . . . , n´1u, the curve C pi`.5q{n is invariant and exponentially attracting, with basin hpTˆpi{n, pi`1q{nqq; Let f n :" Ψ tn n , where pt n q is a sequence of non-zero numbers tending to zero. Then f n converges f " id in the C 8 topology. Tweaking the sequence pt n q if necessary, we can assume that each f n acts as an irrational rotation on each attracting cycle C pi`.5q{n , i P t0, 1, . . . , n´1u. Then every point in the basin of C pi`.5q{n has a well-defined empirical measure with respect to f n , which isλ pi`.5q{n . Each of these basins has Lebesgue measure 1{n, so the measure e fn pLebq, (which with some abuse of terminology we will call the ergodic decomposition of f n ) is well defined and equalsμ n . So for large enough n, the diffeomorphism f n displays high emergence at scale ˚{ 2: E Leb pf n qp ˚{ 2q " Qμ n p ˚{ 2q ě exppC ´2 q.
(Strictly speaking, Proposition 3.12 does not apply since Leb measure is not f n -invariant, but it still works since the empirical measures are Leb-a.e. well defined and ergodic.) For the remainder of the proof, we fix a large n such that f n has the above properties, and moreover belongs to the given neighborhood U of f " id. Now, if g is a small C 1 -perturbation of f n then by persistence of normally contracting submanifolds (see e.g. [BeB, Thm. 2 .1]), g has n attracting curves C 1 -close to the curves C pi`.5q{n , and their basins are bounded by repelling curves that are C 1 -close to the curves C i{n . The rotation numbers along these attracting curves are either irrational or rational with a large denominator, so every point in the union of the basins has a well-defined empirical measure with respect to g, which is close toλ pi`.5q{n . Thus g has a well-defined ergodic decomposition, which is close toμ n . It follows from Lemma 3.15 that: E Leb pgqp ˚{ 4q " Q e g pLebq p ˚{ 4q ě Qμ n p ˚{ 2q ě exppC ´2 q.
So it follows from the definition of ˚t hat:
:" 4 ñ log log E Leb pgqp q log ě 2´ 0 .
Letting V be a C 1 -neighborhood of the diffeomorphism f n where such estimates hold, we conclude the proof of the lemma in the case M " A, f " id. If f is an arbitrary surface diffeomorphism admitting a periodic spot O, then we embed an annulus in O and reproduce the construction above. Emergences can be estimated from below similarly. Details are left for the reader.
Proof of Theorem D. The proof is entirely analogous to the proof of Theorem C, using Theorem 5.3 instead of Theorem 5.2 and Lemma 5.9 instead of Lemma 5.8.
Appendix A. Entropy A.1. Entropy in terms of covering numbers. Let us explain how entropies are related to covering numbers. We use these relations in Section 2.
Let f : X Ñ X be a continuous self-map of a compact metric space pX, dq. For each integer n ě 1, define the Bowen metric: (A.1) d n px, yq :" max 0ďiăn dpf i pxq, f i pyqq .
Let N pn, q :" D dn p q denote the least number of balls of radii in the d n -metric necessary to cover X. We recall the following:
Definition A.1. The topological entropy of f is:
h top pf q :" lim Ñ0 lim nÑ8 1 n log N pn, q.
Fix an invariant measure µ P M f pXq. Given n ě 1, ą 0, and 0 ă δ ă 1, let N µ pn, , δq denote the least number of balls of radii in the d n -metric necessary to cover a set of µ-measure at least 1´δ.
Though metric entropy is most commonly defined in terms of measurable partitions, the following result by Katok allows us to define it in terms of covering numbers: When f is a homeomorphism, letÑ µ pn, , δq denote the least number of balls necessary to cover a set of µ-measure at least 1´δ of radii in the following metric: (A.3)d n px, yq :" max năiăn dpf i pxq, f i pyqq .
We note that d 2n pf´npxq, f´npyqq "d n px, yq and soÑ µ pn, , δq " N µ p2n, , δq. So we obtain: A.2. Variational principle for entropy. If a measurable self-map f of a measurable space X preserves a probability measure µ, then h µ pf q denotes the corresponding metric entropy.
Theorem A.4 (Variational Principle for Entropy). If X is compact and f is continuous, then the topological entropy h top pf q equals the supremum of h µ pf q where µ runs over all the invariant Borel probability measures.
Details can be found in the standard textbooks [DGS, KaH, Ma2, PrU, ViO] .
A.3. Metric entropy in terms of quantization numbers. Let pX, dq be a compact metric space, and let W p and LP denote the induced Wasserstein and Lévy-Prokhorov metrics on the space MpXq. If µ P MpXq, then let Q µ,Wp p¨q and Q µ,LP p¨q and denote the corresponding quantization numbers. They can be compared as follows: Proof. This is an immediate consequence of inequalities (1.3).
Given a continuous map f : X Ñ X on the compact metric space pX, dq and an integer n ě 1, the corresponding Bowen metric d n induces Wasserstein and Lévy-Prokhorov metrics on the space MpXq, which we respectively denote by W p,n and LP n . Now, given an invariant measure µ P M f pXq, we consider its quantization numbers with respect these two metrics. This relates to the entropy as follows: Proof. Note that existence of limits as Ñ 0 is automatic by monotonicity.
In view of Lemma A.5, it is sufficient to consider the Lévy-Prokhorov metrics. By Lemma A.5, Q µ,LPn p q " N µ pn, , q (in the notation of Appendix A.1).
In the paper [Ka] (see inequality (I.I)), Katok proves that: This concludes the proof.
The reader will notice a certain parallelism between the notions of topological/metric entropies and topological/metric emergences: compare Definition A.1 with Definition 0.2, Theorem A.6 with Proposition 3.12, and Theorem A.4 with Theorem E.
