q (R n ), provided that the smooth indices of these spaces have different signs, i.e. s, t 0. This space of multipliers consists of distributions u, such that for all ϕ ∈ H s p (R n ) the product ϕ · u is well-defined and belongs to the space H −t q (R n ). We succeed to describe this space explicitly, provided that p q and one of the following conditions s t 0, s > n/p or t s 0, t > n/q ′ ( где 1/q + 1/q ′ = 1),
holds. In this case one has
where H γ r, unif (R n ), γ ∈ R, r > 1 is the scale of uniformly localized Bessel potential spaces.
In particular but important case s = t < n/ max(p, q ′ ) we prove two-sided continuous embeddings
where r 2 = max(p ′ , q), r 1 = [s/n − (1/p − 1/q)] −1 .
ВВЕДЕНИЕ
Цель работы изучить мультипликаторы, действующие из од-ного пространства бесселевых потенциалов H s p (R n ) в другое про-странство H −t q (R n ), где s, t 0, p, q ∈ (1, +∞). Пространство всех таких мультипликаторов будем обозначать через M[H
. Основное внимание уделено случаю, когда p q и вы-полнено одно из условий (1) s t 0, s > n/p или t s 0, t > n/q ′ , где число q ′ определяется как сопряжённое по Гёльдеру к чис-лу q. Мы покажем, что в этом случае пространство мультипли-каторов допускает явное описание в терминах шкалы пространств H γ r, unif (R n ) равномерно локализованных бесселевых потенциалов. Более того, оказывется, что такое явное описание возможно толь-ко при p q и выполнении одного из условий (1).
Шкала пространств H γ r, unif (R n ) для положительных индексов гладкости γ была введена Р. Стрихартцем в работе [20] . В этой работе был также получен первый важный результат об описании пространств мультипликаторов в терминах этой шкалы, состоящий в том, что
В дальнейшем задача по изучению мультипликаторов не только в пространствах бесселевых потенциалов, но и в других функцио-нальных пространствах соболевского типа, таких, как простран-ства Лизоркина-Трибе-ля, Бесова и др., исследовалась многи-ми авторами. Отметим, в частности, монографии В. Г. Мазьи и Т. О. Шапошниковой [10] , В. Зикеля и Т. Рунста [16] , а также рабо-ты Ж. Бурдо [4] , Й. Франке [5] , В. Зикеля, Х. Трибеля и И. Смир-нова [19, 17, 18 ]. В случае s > n/p, который называют стрихартцевским, наибо-лее общий результат об описании мультипликаторов в простран-
. В случае же s n/p явное описание пространств мультиплика-торов получить не удаётся, но при этом плодотворным оказывается подход, основанный на характеризации пространств мультиплика-торов в терминах ёмкостей, детальное изложение которого содер-жится в [10] .
Начало систематическому изучению пространств мультиплика-торов в случае, когда индексы гладкости пространств H s p (R n ) и H t q (R n ) разного знака, было положено М. И. Нейман-Заде и А. А. Шкаликовым в работе [14] , где была отмечена важная роль теории мультипликаторов в приложениях к спектральной теории дифференциальных операторов, в частности, при изучении опера-тора Шрёдингера и более общих эллиптических дифференциаль-ных операторов с сингулярными потенциалами. Предложенный в [14] подход к изучению мультипликаторов в пространствах бесселе-вых потенциалов был развит в работах [1, 15] , где были получены следующие результаты:
В случае, когда показатели гладкости являются целыми и соответствующие пространства бесселевых потенциалов совпада-ют с классическими пространствами Соболева W s p (R n ), в работе В. Г. Мазьи и Т. О. Шапошниковой [9] с помощью других методов было установлено, что [11] , [12] , С. Гала и П. Ж. Лемари-Рьёссе [6] и П. Жермена [7] , где мультипли-каторы, действующие между пространствами бесселевых потенци-алов с индексами гладкости разного знака, изучались с помощью отличающихся от развитых в цикле статей [1, 14, 15] методов. Шка-ла пространств равномерно локализованных бесселевых потенциа-лов в этих работах не использовалась. Из недавних работ упомянем статью Л. К. Кусаиновой, А. Х. Мырзагалиевой и Я. Т. Султанае-ва [8] , где действующие в весовых пространствах Соболева муль-типликаторы применялись для изучения оператора Шрёдингера с сингулярным потенциалом.
Методы работ [1, 15] были развиты А. А. Беляевым в статье [3] , в которой были получены следующие результаты:
Сформулированные здесь утверждения 1) 6) представляют со-бой частные случаи следующей теоремы, являющейся главным ре-зультатом настоящей работы.
Если, к тому же, p q и выполняется одно из двух условий
и нормы этих пространств эквивалентны.
Основная новизна этого результата состоит в том, что мы полу-чаем описание пространства мультипликаторов для случая, когда все четыре индекса s, t, p, q могут быть различными. В этом слу-чае доказательство существенно осложняется и требует использо-вания новых технических приемов. Для доказательства теоремы 1 мы развиваем технику, которая в более частных случаях использо-валась в работах [14, 1, 15, 3, 2] . Помимо уже известных результатов мы доказываем еще три леммы, которые представляют и самосто-ятельный интерес.
Для нестрихартцевского случая мы получаем следующий резуль-тат.
.
Тогда имеют место непрерывные вложения
Статья имеет следующую структуру. В § 2 мы вводим необходи-мые обозначения и определения, используемые в работе, а также приводим для удобства читателей формулировки результатов, ко-торые применяются для доказательства основных теорем. В § 3 мы доказываем три леммы, используемые в доказательстве основной теоремы при работе с наиболее трудным случаем, который рассмат-ривается на шаге 6 доказательства. Наконец, в § 4 мы проводим доказательства обеих теорем.
ОСНОВНЫЕ ОПРЕДЕЛЕНИЯ И ФАКТЫ
1. Далее будут использоваться следующие обозначения.
2) в пространстве R n будем рассматривать две нормы
3) µ L классическая мера Лебега на R n ;
4) D(R n ) пространство бесконечно дифференцируемых функ-ций с компактным носителем, на котором топология определена стандартным образом; 5) S(R n ) пространство Шварца (быстро убывающих бесконеч-но дифференцируемых функций) со стандартно определяемой то-пологией; 6) X ′ определяемое по топологическому линейному простран-ству X пространство всех секвенциально непрерывных на X ком-плекснозначных линейных функционалов с топологией поточечной сходимости; 7) B(X, Y ) пространство ограниченных линейных операторов из нормированного пространства X в нормированное пространство Y с обычной операторной нормой; при X = Y это пространство обозначается B(X);
Через C, C j , j ∈ N, обозначаются различные константы, не зави-сящие от функций (или распределений), участвующих в оценках.
2.
Приведем определения функциональных пространств, фигу-рирующих в работе, и соответствующих пространств мультиплика-торов.
С помощью этого дуального скалярного произведения естествен-ным образом устанавливается изометрический изоморфизм про-странства H −s
Отметим, что в определении пространства H s p, unif (R n ) участву-ет функция η и норма этого пространства зависит от выбора этой функции. Однако определяемое соотношением (6) множество не за-висит от выбора функции η и при выборе любых двух функций η 1 и η 2 , подчинённых условиям (5), соответствующие нормы эквива-лентны.
Как и в предыдущем определении, от выбора функции η рассмат-риваемое пространство фактически не зависит. При выборе двух различных функций, подчиненных условию (5), мы получаем одно и то же множество, а соответствующие нормы эквивалентны.
3. Для удобства читателя приведем формулировки теоремы вло-жения Соболева и теоремы об интерполяции для пространств бес-селевых потенциалов, а также формулировки некоторых резуль-татов из недавней работы авторов [2], которые будут существенно использоваться при доказательстве основных теорем этой работы.
Известен следующий результат (см., например, [21, §2.8.1, заме-чание 2]).
Теорема вложения Соболева. Пусть s, t ∈ R, p, q > 1. Если p q и s − n/p t − n/q, то имеет место непрерывное вложение
При этом, если хотя бы одно из условий p q и s − n/p t − n/q не выполняется, то указанное вложение не имеет места.
Замечание 2. Пусть s, t ∈ R, p, q > 1. Легко видеть, что спра-ведливо непрерывное вложение
Кроме того, если имеет место один из следующих двух случаев:
то справедливо непрерывное вложение
Замечание 3. Пусть s, t ∈ R, p, q > 1. Тогда при любых k, l 0 из теоремы вложения Соболева имеем
Известно, что шкала пространств бесселевых потенциалов за-мкнута относительно комплексной интерполяции. А именно, спра-ведлива следующая теорема (см.
Замечание 4. Пусть s 0 , s 1 , t 0 , t 1 ∈ R и p 0 , p 1 , q 0 , q 1 > 1. Из сфор-мулированной интерполяционной теоремы следует, что для произ-вольного оператора A : 
причем нормы этих пространств равны.
Лемма 2. [2, Утверждение 2] Пусть s, t ∈ R, p, q > 1. Тогда справедливо непрерывное вложение
причем нормы этих пространств эквивалентны.
Лемма 4.
[2, Лемма 3] Пусть s, t ∈ R, p, q > 1 и p q. Если для некоторых чисел γ ∈ R, r > 1 справедливо непрерывное вложение
то также справедливо непрерывное вложение
Отметим, что обратное утверждение остаётся верным, даже если в условиях леммы 4 отказаться от ограничения p q. А именно, из справедливости при некоторых γ ∈ R, r > 1 непрерывного вло-жения (9) следует справедливость непрерывного вложения (8).
Лемма 5. Пусть γ, s, t 0 и p, q, r > 1. Тогда следующие условия эквивалентны:
Доказательство. Эквивалентность условий 1), 2) и 3) была дока-зана в [2, Лемма 4], а эквивалентность условий 1) и 4) доказана в [3, Lemma 4] .
имеет место в том и только в том случае, когда выполняется мультипликативная оценка
Доказательство. Это утверждение является следствием Леммы 4 и Леммы 5.
Лемма 7.
[2, Лемма 6] Пусть p, q > 1, s, t 0, s > n/p и выполняется одно из двух условий:
Тогда справедлива мультипликативная оценка
где константа C > 0 не зависит от выбора f и g.
ТРИ ЛЕММЫ
Докажем лемму о дифференцировании мультипликаторов, ко-торая играет важную роль в доказательстве основного результата этой работы. Утверждение этой леммы известно в случае, когда мультипликатор действует между пространствами с положитель-ными индексами гладкости (см., например, [10, Lemma 3.2.4]). Бо-лее того, условие
которое фигурирует ниже в формулировке леммы, оказывается из-лишним при s t m. Но в случае t − m < 0 мы не можем получить нужный результат без этого дополнительного условия.
. Доказательство. Достаточно провести доказательство леммы для мультииндексов α, таких, что |α| 1 = m. При |α| 1 < m утверждение будет следовать из Замечания 3 и Замечания 4.
Для сокращения записи далее для пространств мультипликато-ров будем использовать обозначение
причём в дальнейшем мы будем опускать индексы p и q, поскольку в ходе доказательства леммы они фиксированы. Проведём доказательство леммы индукцией по индексу m = |α| 1 .
Из определения пространства мультипликаторов получаем, что
Это завершает доказательство леммы при m = 1. Предположим, что утверждение уже доказано для всех мульти-
Из этих двух оценок получаем
Согласно предположению индукции отсюда получаем
Следующую лемму можно рассматривать как обобщение извест-ного результата (см., например, [13, с. 74 
Доказательство. Из определения оператора J s следует, что
Из этого представления видно, что для завершения доказатель-ства леммы достаточно показать, что операторы
являются ограниченными при условии |γ| 1 k. Действительно, такой оператор представляется в виде композиции операторов
Первый из этих операторов по определению изометричен, второй ограничен в силу Замечания 1, а ограниченность третьего операто-ра следует из теоремы вложения Соболева при условии |γ| 1 k.
Как следствие Лемм 8 и 9 получаем важный в дальнейшем ре-зультат.
Лемма 10. Пусть s, t ∈ R, m ∈ Z + , p, q > 1 и справедливо непрерывное вложение
Тогда справедливо непрерывное вложение
Тогда в силу Леммы 9 справедливо представление
ограничены. При |β| 1 m, пользуясь Леммой 8, непрерывностью вложения (12) и ограниченностью операторов (14) , получаем
, то справедливо вложение (13) с оценкой норм.
ДОКАЗАТЕЛЬСТВА ОСНОВНЫХ ТЕОРЕМ
Доказательство теоремы 1. Первое утверждение теоремы о непрерывном вложении (2) следует из леммы 2. Основная труд-ность состоит в доказательстве обратного непрерывного вложения
Шаг 1. Достаточно доказать справедливость непрерывного вло-жения (15) в случае s t 0, s > n/p. Случай t s 0, t > n/q ′ сводится к предыдущему. Действительно, согласно лемме 1 имеет место совпадение пространств
Шаг 2. Итак, пусть выполнены условия (16) s t 0, s > n/p, p q.
В этой ситуации возможны три случая
Рассмотрим отдельно каждый из этих трех случаев.
причём нормы этих пространств эквивалентны. Так как p q, то в силу Леммы 6 непрерывное вложение
имеет место тогда и только тогда, когда справедлива мультипли-кативная оценка
Но справедливость этой оценки при p q ′ следует из Леммы 7 (ре-ализуется случай b) в этой лемме). Поэтому справедливость непре-рывного вложения (15) вытекает из (21) 
Тогда в силу Замечания 2 имеем (20) и (21), а в силу Леммы 6 спра-ведливость непрерывного вложения (22) равносильна выполнению мультипликативной оценки (23). Но, в силу выполнения условий (18) , справедливость оценки (23) также следует из Леммы 7 (реа-лизуется случай a) в этой лемме). Шаг 5. Остается рассмотреть наиболее трудный случай (19) . На-помним, что в этом случае выполнены условия
Покажем, что для доказательства непрерывного вложения (15) достаточно доказать справедливость непрерывного вложения
Это утверждение аналогично Лемме 4, но применить здесь эту лем-му непосредственно не удаётся. Поэтому приведем независимое до-казательство. Пусть справедливо непрерывное вложение (25) и η ∈ D(R n ) функция, удовлетворяющая условиям (5) из Определения 2. Рассмотрим произвольное распределение
(R n ) , где константа C 1 > 0 не зависит от выбора z ∈ R n . Переходя к супремуму по z ∈ R n в этой оценке и используя Лем-му 3 (ее условия выполнены, поскольку p q), получаем
поэтому с учетом других условий (24) имеем (30) n − t 0, s > n/p, p < q, s − n/p > n − t − n/q.
Это влечет выполнение условий Леммы 7 (реализуется случай а) в этой лемме). Следовательно, мультипликативная оценка (28) вы-полняется, а значит, при n − t 0 справедливо непрерывное вло-жение (26). Пусть теперь n − t < 0. Тогда, согласно Лемме 5 (используем эквивалентность условий 1) и 4) в этой лемме), справедливость непрерывного вложения (26) равносильна выполнению мультипли-кативной оценки
Но эта оценка также справедлива согласно Лемме 7. Действитель-но, реализуется случай a) в этой лемме, поскольку t − n > 0, s > n/p, p q ′ и s − n/p t − n − n/q ′ .
Тем самым непрерывность вложения (26) доказана вне зависимости от знака n − t. Шаг 8. Докажем теперь справедливость непрерывного вложения (27). Согласно Лемме 1 справедливо равенство
поэтому достаточно доказать непрерывное вложение
Так же, как на Шаге 6, нужно рассмотреть случаи разных знаков числа n − s. Пусть сначала n − s 0. В силу Леммы 5 (использу-ем эквивалентность условий 1) и 3)) справедливость непрерывного вложения (32) равносильна выполнению мультипликативной оцен-ки
Неравенство p < q влечет q ′ < p ′ , поэтому из (24) и (29) имеем n − s 0, t > n/q ′ , q ′ < p
Следовательно, выполнены условия Леммы 7 (реализуется случай a) в этой лемме). Значит, верна оценка (33), которая влечет спра-ведливость непрерывного вложения (32).
Рассмотрим теперь случай n − s < 0. Тогда, согласно Лемме 5
