In this paper, we establish an explicit classification of length two extensions of tensor modules for the Witt algebra using the cohomology of the Witt algebra with coefficients in the module of the space of homomorphisms between the two modules of interest. To do this we extended our module to a module that has a compatible action of the commutative algebra of Laurent polynomials in one variable. In this setting, we are be able to directly compute all possible 1-cocycles.
Introduction
This paper is concerned with classifying all length two extensions of tensor modules of the Witt algebra, W 1 . This is a question that has been studied before by Martin and Piard in their 1992 paper [14] . In [14] , Martin and Piard classifies all the cases in which these extensions exist and describe the action of the generators of the Witt algebra. In this paper, we construct much better bases for these extensions which allow us to give explicit formulas for the action of the Witt algebra. By comparison, our results are similar to the classification of the cohomology of the Lie algebra of vector fields on a line given by Feigin and Fuks in their 1982 paper [8] .
In his 1992 paper [15] , Mathieu gave a complete classification of irreducible Virasoro modules with finite dimensional weight spaces. Consequently, as any Witt algebra module is a Virasoro module where the central element acts trivially, his results are also applicable to Witt algebra modules. As was proved in [15] , every irreducible W 1 -module with finitedimensional weight spaces is either a highest weight modules, a lowest weight module, a tensor module or quotient of a tensor module.
In this paper, the method used to obtain the classification of these module extensions M, begins with moving up to the A-cover M , as described in [5] , where A is the algebra of Laurent polynomials in one variable. The idea is to obtain a classification in the context of AW 1 -modules, which is a simpler problem computationally than in the W 1 -module setting. We obtain a surjection from the space where the classification is easily calculated back to the original module, which will give a classification of these extensions. In fact, we can extend this definition to define an A n W n -module [5] . The methods used in this work will extend to the case of W n , giving us somewhere to start in the classification of length two extensions of W n -modules.
The paper is organized as follows: In Section 2, we find when these extensions are polynomial. In Section 3, we classify all polynomial cocycles. In Section 4, we classify all delta function cocycles. In Section 5, we look at a special case that does not work under the general approach used in Section 2. Finally, we end with a summary of all results.
The Witt algebra and its irreducible modules
In this paper, we are interested in the Witt algebra, W 1 . We consider the algebra of Laurent polynomials over the complex numbers, denoted by A = C[t ±1 ]. The Witt algebra is the set of all derivations of A, which is a Lie algebra spanned by the basis vectors e k = t k+1 d dt |k ∈ Z with the bracket [e k , e s ] = (s − k)e k+s . We can consider tensor modules which are parameterized by two constants, γ, α ∈ C. The structure of these tensor W 1 -modules, denoted by T (α, γ), are given by Note that T (γ, α) ∼ = T (γ ′ , α) if γ − γ ′ ∈ Z, as stated in Remark 1.1 of [12] . Therefore, we will always assume that 0 ≤ Re(γ) < 1 and we will treat the cases of γ ∈ Z and γ = 0 as interchangeable.
These tensor modules are irreducible except in two special cases: α = 0, γ ∈ Z and α = 1, γ ∈ Z by Proposition 1.1 of [12] . For convenience, we will denote by D(0) = span{v 0 } the irreducible submodule of T (0, 0) and T
• (1) = span{v m |m ∈ Z, m = 0} the irreducible submodule of T (1, 0).
Definition 1.
A W 1 -module V is a weight module if there exist weights λ ∈ C such that V = ⊕ λ V λ where the weight space of weight λ is given by V λ = {v ∈ V |e 0 v = λv} Definition 2. A weight module is called cuspidal if the dimensions of all weight spaces are bounded by a common constant.
Tensor W 1 -modules are cuspidal modules as every weight space has dimension 1. In fact, every irreducible cuspidal module of W 1 is isomorphic to either a tensor module, D(0) or T
• (1), as the only cuspidal highest and lowest weight modules are trivial (Corollary III.3 of [13] ). Definition 3. If V is both an A-module and a W 1 -module, then the A-action and the W 1 -action is compatible if (xf )v = x(f v) − f (xv), for all x ∈ W 1 , f ∈ A, v ∈ V
If V has a compatible A-action and W 1 action, it is called an AW 1 -module [5] .
The space of Hom C (A, V ) is an example of AW 1 -module [5] , with the actions (xψ)(f ) =x(ψ(f )) − ψ(x(f )) (2) (gψ)(f ) =ψ(gf ), for ψ ∈ Hom(A, V ),
In general, this space is too "big" in the sense that it may have infinite dimensional weight spaces. Instead, we would like to look at a submodule of Hom(A, V ) which will better preserve the structure of the weight spaces of the module V .
The W 1 -action and A-action on the A-cover is
The following Theorem is important to the motivation behind considering the A-cover of a cuspidal module V .
Theorem 5 (Theorem 4.10 of [5] ). If V is a cuspidal module, then so is V .
From V , we can always go back to the space V via the map π : V → V where π(φ(x, u)) = φ(x, u)(1) = x.u. By Proposition 4.5 of [5] , this map is surjective only if
Cocycle Functions
In this paper, we will concern ourselves with weight W 1 -modules M which possess the short exact sequence:
These extensions are taken to be a weight extensions, i.e. the weight space M λ is given by the exact sequence
Here we fix a basis {v m } of T (α, γ) and a basis {w m } of T (β, γ ′ ). In this way, M is spanned by basis vectors v m and w m , where these w m ∈ M are mapped to w m ∈ T (β, γ ′ ) under the surjection · : M → T (β, γ ′ ). The goal of this section is to make use of the A-cover to find an appropriate basis of M so that the corresponding cocycles will be polynomial in almost all cases.
Parameters of the module extension
The W 1 -action on the w m basis vectors is defined as
where τ (k, m) is some function in k and m. When γ + Z = γ ′ + Z, this gives a trivial extension in the sense that τ (k, m) is the zero function. Therefore, we may assume these cosets are equal, so that without loss of generality, we will assume γ = γ ′ for the rest of the paper. Here we see that M is parameterized by four objects: the function τ (k, m) and the complex numbers α, β and γ.
As the W 1 -action on M is a module action, we obtain the following condition on τ :
These τ -functions also have a cohomological interpretation.
The isomorphism classes of these module extensions M are in one-to-one correspondence to the cohomology,
is a 1-cocycle of the cohomology of W 1 with coefficients in the module Hom(T (β, γ), T (α, γ)). There is a natural equivalence relation on this set of 1-cocycles where two cocycles are equivalent if they differ by a 1-coboundary. In this way, we obtain a one-to-one correspondence between equivalence classes of 1-cocycles and equivalence classes of extensions M.
Lifting the module extension into the setting of AW 1 -modules
Our final goal is to obtain a basis for M such that our cocycles will be polynomials in almost all cases. By this, we mean we want to find w k ∈ M such that each w k is the preimage of w k ∈ T (β, γ) that admit polynomial cocycles τ . The first thing to do is to lift our module extension into the setting of AW 1 -modules. To do this, we make use of the A-cover M of M.
From Theorem 4.10 of [5] , the A-cover of M is cuspidal, so M has finite dimensional weight spaces. We have the map π :
and define the map π : M → T (β, γ) by π(φ(x, u)) = φ(x, u), where u is the image of u under the surjection that sends M onto T (β, γ).
Proof. For the first part, as M → T (β, γ) is a homomorphism of W 1 -modules, then it is enough to show that π is a homomorphism of A-modules.
so that the A-action is preserved by π.
The second part is clear, as M (α, γ) is defined exactly as it needs to be the kernel of this map.
It follows from this lemma that M (α, γ) is an AW 1 -module as it is the kernel of a homomorphism of AW 1 -modules. We obtain the short exact sequence
This extension turns out to be too large; instead we will need to find a submodule M of M that will admit a short exact sequence with T (β, γ); the next two lemmas will help us relate T (β, γ) to T (β, γ). Define ε j and η j in Hom(A, T (β, γ)) by
is spanned by the vectors ε j , η j for j ∈ γ + Z when β = 1, and β = 0. In the special cases of β = 0 or β = 1, T (β, γ) is spanned by vectors ε j or η j respectively.
Proof. The action of φ(e k , w j ) on t m is given by:
For β = 1, consider
where w j , w j−1 ∈ T (β, γ), j ∈ γ + Z. Then this element maps t m to w j+m so that, as long
and so η j ∈ T (β, γ) as long as β = 0.
Remark 9. Here, T (β, γ) is a module extension of T (β − 1, γ) with T (β, γ) when β is not 0 or 1. From the W 1 -action on these basis vectors (calculated in (12) and (13)) and the results of this paper, the cocycle of this extension is trivial so that
Lemma 10. Let β = 1. The subspace of T (β, γ) spanned by {ε i |i ∈ γ + Z} is isomorphic to T (β, γ).
Proof. The action of W 1 on ε m is given by e k ε m = (m + βk)ε m+k so that {ε i |i ∈ γ + Z} is a submodule of T (β, γ). Then, as long as β = 1, the map ε i → w i is surjective and the lemma follows.
Consequently, we will denote span{ε j |j ∈ Z} by T (β, γ), and view T (β, γ) as a subspace of T (β, γ) when β = 1. Now define M = π −1 (T (β, γ)). M is an AW 1 -module containing M (α, γ). We now determine M / M(α, γ) to write M as a module extension; this is the appropriate setting in which to view our cocycles.
e s v −s ∈ W 1 T (α, 0) which happens only if α = 1. Thus, this map is surjective as long as α = 1 or γ / ∈ Z: For π : T (α, γ) → T (α, γ) is surjective, we can extend to the map M(α, γ) → T (α, γ), which is also surjective. It is left to show that π : M/ M (α, γ) → T (β, γ) is surjective.
By Lemma 7, π : M → T (β, γ) is surjective. As T (β, γ) ⊆ T (β, γ) for β = 1 and M = π −1 (T (β, γ)), then it follows that π : M → T (β, γ) is surjective. Now, consider the case that α = 0, γ ∈ Z and β = 1. The element φ(e k , w −k ) is mapped to
If τ (k, −k) = 0 for every k ∈ Z, then we can obtain an equivalent cocycle by adding the coboundary τ (k, m) = (β − 1)kv 0 , which is exactly the coboundary given by −(e k ϕ)(w m ) where ϕ(w i ) = v i . Then this equivalent cocycle is nonzero for k = 0 so that we may apply the above argument. Now, for β = 1, we have the short exact sequence
All these modules are cuspidal; this follows as M (α, γ) and M are AW 1 -submodules of M .
The next proposition will be very important in showing that for the generic case, 1-cocycles are polynomial functions. First, we introduce the maps in Hom(A, T (α, γ)) for
Remark 12. When the quotient module T (β, γ) is isomorphic to the submodule T (α, γ), then the maps θ
We make the distinction between these functions for convenience of notation later on.
Proposition 13. Any AW 1 -submodule in Hom(A,T(α, γ)) with finite dimensional weight spaces is contained in a submodule spanned by:
Proof. Suppose that ϕ ∈ Hom(A, T (α, γ)). Without loss of generality, suppose that ϕ is an element of weight k and ϕ(t m ) = a m v m+k . We will show that the function a(m) = a m is a polynomial in m when α = 0.
First, we consider t −i e i ϕ ∈ Hom(A, T (α, γ)). In this notation, t −i e i ϕ = t −i (e i ϕ) which is not the same as (t −i e i )ϕ. Since e i ϕ is an element with weight k + i, and t
−i
is an element of weight −i, t −i e i ϕ is still an element of weight k in Hom(A, T (α, γ)).
The functions a and b are connected by the following relation.
Define an action of t −i e i on a as
and let z n = n+1 i=0 (−1)
One can easily check that the following Lemma holds:
We can give an explicit form of z n and y n , by simplifying using that
Observe that a is a function from γ + Z to C. By assumption, ϕ is contained in an AW 1 -module with finite dimensional weight spaces. Hence z n in a linear operator on an ℓ-dimensional space and z n ∈ M ℓ×ℓ (C).
By Lemma 4 of [3] , [z −1 , z n ] = −nz n for all n ∈ N, which means that z n will be an eigenvector of adz −1 . As z n ∈ M ℓ×ℓ , adz −1 ∈ M ℓ 2 ×ℓ 2 (C). Thus adz −1 has at most ℓ 2 unique eigenvalues, so that z n can only be non-zero for finitely many n ∈ N. Letn = max{n ∈ N|z n = 0} if this set is non-empty, and setn = 1 if the set is empty. Then z n = z n+1 = 0 for all n >n, so z n − z n+1 is zero for all n >n. It follows from the previous lemma that y n+1 is zero for n >n. We observe
and so by shifting the variable m to m − 1, y n+1 is still the zero function. So
As long as α = 0,
for all n >n and hence {a m } satisfy recurrence relations. This in turn tells us that each a is a polynomial in m by the use of Lemma 3 in [3] , so that a(m) is in the span (m + k) In the case that α = 0,
By the previous argument, d is a polynomial in m with a root at −k. So there exists a polynomial
. Thus, a(m) and g(m) agree on every integer except −k so that
is a polynomial in m. This suggests that a may have a delta-function component. As
this indeed contained in an AW 1 -submodule with finite dimensional weight spaces.
Finding an appropriate basis for M
For the rest of this section, we will assume that β = 1. From here, we would like to obtain a basis of M that will admit polynomial cocycles. In particular, we would like to make use of the last proposition to show that we can obtain a basis of M so that all possible 1-cocycles are contained in subspaces of the form described in the last proposition. Let L be the Lie algebra spanned by the elements z Theorem 15 (Theorem 4.11 of [5] ). If V is a cuspidal AW 1 -module with weights in γ + Z for some γ ∈ C, then there exists a finite dimensional module (U, ρ) of L + such that
and with W 1 -action given by
A quick application of this theorem is to look at the module T (β, γ). As this space is spanned by ε i and η i for i ∈ γ +Z, then if
where U ′ = ε, η ⊂ T (β, γ) γ . The W 1 -action on these elements is given by:
By the previous theorem, we can derive the representation ρ:
is the only element that acts non-trivially on ε, so that e k (t m ⊗ ε) = (m + γ)t m+k ⊗ ε + kt m+k ⊗ βε. Let us make use of the theorem for M . Define σ 0 ∈ M such that
where w γ−1 , w γ ∈ M, the preimages of the basis vectors
We make use of this element to define a basis of M. Let σ m = t m σ 0 and define w m = π(σ m ) ∈ M. It follows that w m = σ 0 (t m ). As we have already concluded, M is a submodule of a cuspidal AW 1 -module, and thus is itself a cuspidal AW 1 -module. By Theorem 15, we can write M = A ⊗ M γ , and the γ-weight space M γ admits the action of L + . Notice σ 0 ∈ M γ so that σ 0 = 1 ⊗ σ for some σ ∈ M γ . Then
for all k ∈ Z where
We can use this action to describe the W 1 -action on the basis vectors w m .
The goal is to show that ζ is the zero function and τ (k, m) is a polynomial function in k and m. To do this, we will need to make use of both Proposition 13 and equation (15) . The problem is that the first result is in the context of Hom(A, T (α, γ)) while the second result is in the context of L + -modules. The next lemma will give us a way to relate AW 1 -modules to L + -modules.
Proof. To simplify notations, let
). First notice that since ϕ is an A-module homomorphism and a
By making us of Theorem 15, equation (16) becomes
Then the following is true for all k ∈ Z:
These will be polynomial functions since for all x ∈ L + , there exists n ∈ N such that ρ z n d dz x = 0 by Lemma 2 of [3] . Since these functions are equal on all integer values then necessarily they must be equal as polynomial functions. Therefore,
phism of L + -modules that is surjective and its kernel is such that
By applying π to (15) ,
. so that we may simplify (15) to:
Since u i ∈ M(α, γ) and ω ∈ M(α, γ) γ , then we may apply Proposition 13 to write
γ + c i,N i +1 δ γ . Finally, we can say something about the W 1 -action on w m .
Notice that since for all k, m ∈ Z,
We may think of
γ + c i,N i +1 δ γ as the image under π of a polynomial τ (k, m) in k and θ m+k+γ functions with a possible δ k+m+γ function. Thus,
where τ (k, m) is a polynomial in k and m, with a possible delta function. We may shift m ∈ Z to m ∈ γ + Z to simplify our notation. Now we apply the surjective map · :
This shows that ζ(k, m) = 0, so that e k w m = (m + βk) w k+m + τ (k, m)v k+m . We can identify T (β, γ) in M by using basis vectors ε m = t m ⊗ σ so that ε m (1) = w m . The W 1 -action on M is given by
where τ (k, m) is contained in a submodule of the form in Proposition 13. This is enough to show that our cocycles are combinations of polynomials and delta functions. By Proposition 13, we know that τ (k, m) is contained in the submodule {θ
, we may extend our module M to a module M N given by the extension
This will be convenient in the next section when we consider τ cocycles as we may assume that θ (i) k is contained in our submodule for each i ∈ N. As M ⊂ M N , then π : M N → M will be surjective for β = 1, which will allow us reclaim the cocycles from the original extension of M.
Polynomial Cocycles
As long as α = 0 and β = 1, every cocycle is a polynomial function. For this section, we consider only polynomial functions, even possibily in these two cases. As mentioned in the introduction, we will do these calculations with τ (k, m) in the context of M N rather than M; the homomorphism π can be used to recover the functions τ (k, m).
General results for polynomial cocycles
The W 1 -action on ε m is given by
where k ∈ Z, n, s ∈ Z + and m ∈ γ + Z. The space of polynomials C[k, m] admits a Z-grading, where homogeneous elements of degree n consist of monomials whose powers of k and m sum to n. Using (7), we can see that each homogeneous component of the polynomial τ (k, m) must independently satisfy the cocycle condition. Similarly, this is true for the coboundary condition.
For the cocycle τ (k, m), we may introduce an analogous idea of a homogeneous element. A homogeneous element of degree n will consist of monomials k ℓ θ (i) k+m for which ℓ + i = n. In this way, we obtain a Z-grading on the cohomology space. Again, each homogeneous component of τ (k, m) will independently satisfy (7) and (24), so that it is enough to consider homogeneous cocycles:
By Theorem 15,
Lemma 17.
is given by
This is directly verified by the W 1 -action defined in Section 1 so the proof is omitted.
Here, we are interested in finding all non-trivial polynomial cocycles. It is crucial that we know the form of the trivial homogeneous polynomial coboundaries. For τ (k, m), a 1-coboundary is of the form −(e k ϕ)(ε i ) for ϕ ∈ Hom(T (β, γ), M N (α, γ)). Here, ϕ(ε i ) = g(i)θ (n) i , where g : γ + Z → C. Then coboundaries are of the form
In general, the map g has very few restrictions. In this case though, we would like to find coboundaries that are homogeneous polynomials in k and θ (i) m+k . The following lemma outlines the restrictions on g that make coboundaries of interest to us.
Lemma 18. The function g(x) makes (22) a homogeneous polynomial 1-coboundary in k and θ (i) m+k only when: 1. g(x) is a constant function; this admits coboundaries that are homogeneous polynomials in k and θ.
g(x)
is a rational function, α = 0 and β = 1; this admits the delta-function coboundary δ m,0 − δ m+k,0 .
Proof. First, we assume that τ (k, m) is of the form described in Proposition 13. By comparing both sides of (22) for α = 1, the coefficient of θ
m+k must be a polynomial in k that is independent of m. Thus for n ≥ 1, g must be a constant function. If α = 1 and n ≥ 2, we may consider the coefficient of θ (1) m+k to come to the same conclusion. We need to consider the cases of n = 0 and (n = 1 and α = 1). The coefficient of θ
This must be a polynomial in k. If we set m = γ in (23) then as g(γ) is a constant, (γ + βk)g(γ + k) must be a polynomial in k. So g(x) = q 1 (x) (βx−(1−β)γ) for some polynomial q 1 (x). Similarly, if we set m = γ + 1, we conclude that g(x) = q 2 (x) (βx+(1−β)(γ+1)) for some polynomial q 2 (x). Thus,
so that either g is a polynomial or (βx − (1 − β)γ) = (βx + (1 − β)(γ + 1)). If these two factors are equal, then β = 1 and for some polynomial q(x) and some constant c,
The coefficient (23) at m = γ becomes q(γ + k) − (γ+(α−n)k) γ q(γ) and thus α = n to obtain a polynomial coboundary. Notice for n = 1, α = 1 this is already true while for n = 0, this requires that α = 0. This reduces (23) to
for (α = 0, n = 0) and (α = 1, n = 1). Therefore, for strictly homogeneous polynomial coboundaries of degree n, τ ∼ 0 if there exists h ∈ C such that
We can obtain some more information about the representation ρ, which will be a useful our calculations. From (18) -(21), we can derive the formulae:
Also, since ρ is a representation,
The next two results will determine the conditions on the coefficients c i using (29).
Lemma 19. For all cocycles of degree n for n ∈ N + , and for i, j ∈ Z + ,
2. For i, j ≥ 2, i + j ≤ n + 1, and i = j
Proof. For part (1), set j = 1, u = ε so by (29) the claim follows immediately. For part (2) , by setting i, j ≥ 2 in (29), then again the claim follows immediately.
Theorem 20. For non-trivial 1-cocycles with n ≥ 3, c n−1 = 0 and α − β = n − 1.
Proof. Suppose n ≥ 3 and suppose c n−1 is non-zero. Then by (30), i!(α − β − (n − 1))c n−i is non-zero for all i = n α . As n ≥ 3 there exits at least one 1 ≤ i ≤ n such that i = n α
; it follows that (α − β − (n − 1)) is necessarily non-zero. Thus
The W 1 action on ε m is e k ε m =(m + βk)ε m+k + kc n−1 θ
∈ C. Then this 1-cocycle is equivalent to the trivial 1-cocycle. For non-trivial cocycles, c n−1 must be zero, so α − β − (n − 1) must be zero as well.
The general technique to find cocycles of a specific degree is to first simplify the cocyle using Lemma 19 and Theorem 20. We derive the representation ρ using Theorem 15 and then make use of (29) to derive a system of equations in the coefficients c i . We solve the system of coefficients and find all general solutions, then find all non-trivial cocycles by looking at the solution space distinct from the trivial solution space.
Cases when n ≤ 4
When n ≤ 4, there does not exist positive integers i and j satisfying i ≥ 2, j ≥ 2 and i = j such that n − i − j + 1 is still positive so that Part (2) of Lemma 19 cannot be used. Instead, we look at each case individually.
Cocycles of degree 1
When n = 1, we cannot use Part (1) m+k for some h ∈ C. If α = β, then h = c 0 α−β makes the cocycle trivial. When α = β, the equivalence relationship is simply zero, so only cocycles strictly equal can be equivalent. Thus for α = β, we obtain the equivalence class of kθ (0) .
Cocycles of degree 2
When n = 2, Part (1) of Lemma 19 applies and we obtain the single equation for i = 2:
By the proof of Theorem 20, if α − β − 1 = 0, this cocycle will be trivial. Thus, α − β = 1 and we get two cases when the above equation is equal to zero: c 1 = 0, or α = 1.
m+k . We can derive ρ and the system of coefficients we obtain from it gives no added restrictions on c 0 . m+k . Again, this gives no restrictions on c 0 or c 1 . The coboundary of degree 2 is exactly zero when α = 1. This gives us the equivalence class of kθ (1) for α = 1 and β = 0.
Cocycles of degree 3
For the case of n = 3, we can now make use of Theorem 20. For non-trivial cocycles, α − β = 2, and c 2 = 0. Then, by (18),
The representation ρ gives no added restrictions on our coeficients. All we need to do is find an element in the 1-dimensional non-trivial solution space to find the equivalence class of non-trivial cocycles. The trivial cocycle of degree 2 is (α − 1)
k+m . For c 0 = 1, and c 2 = −2, the cocycle is not trivial. Thus we obtain an equivalence class of
Cocycles of degree 4
The case of n = 4 is very similar to the previous case. For non-trivial cocycles, α − β = 3, and c 3 = 0. Then by (18),
The representation ρ gives the following condition from (29) when i = 2, j = 3:
Thus cocycles are of the form
m+k . The 1-dimensional trivial solution space is given by the equivalence class of
Then the 1-dimensional non-trivial solution space is spanned by the cocycle where 2c 1 = −c 2 . Thus, we obtain the equivalence class of
3.3 Cases when n ≥ 5
As soon as n ≥ 5, Part (2) of Lemma 19 can be used. If we set i = 2, then
for j = 3, 4, . . . , n − 2 so that we will obtain n − 3 formulas for n ≥ 5. If we set i = 3,
for j = 4, 5, . . . , n − 2 so that we obtain n − 5 formulas for n ≥ 7. From this, we obtain the following coefficient matrix, where each column j corresponds to the coefficient c j−1 .
0 a n−4,1 a n−4,2 · · · 0 0 0 0 0 a n−4,n−2 a n−3,0 a n−3,1 0
This matrix encodes a system of (n − 3) + (n − 5) = 2n − 8 equations in n − 1 variables, our n − 1 coefficients. We are guaranteed to always have a 1-dimensional trivial solution space, which means that the rank of our matrix is at most n − 2. If there exists a non-trivial solution, then the rank would have to be less than or equal to n − 3.
To demonstrate this, we can further reduce this matrix to 
which gives us the explicit formulae for 2 ≤ i ≤ n − 5
Remark 21. This last matrix shows the rank is always at least n − 3, which means there is always at most a 1-dimensional non-trivial solution space.
Cocycles of degree 5
When n = 5, we only get two formulae and thus our complete coefficient matrix is only a 2×4 matrix, so the rank is automatically less than or equal to n−3 = 2. Thus there exists a non-trivial solution, and we simply solve to find a satisfactory cocycle not equivalent to the trivial cocycle, as done in the previous sections. This gives an equivalence class of:
Cocycles of degree 6
When n = 6, the rank of the coefficient matrix will only be n−3 when b ′ 1,n−3 = b 1,n−2 = 0. This means there is only a non-trivial solution where both polynomial coefficients (32) and (33) are zero at the same time.
Solving for the roots of these polynomials, we get two shared roots of the form α = n± √ −2+3n 2 which reduces to α = 5 and α = 1. Similar to the methods used in the previous section, there is a 1-dimensional non-trivial solution space given by the equivalence classes of:
Cocycles of degree 7
When n = 7, the rank of the coefficient matrix will equal n − 3 when b . This gives 2 cases of non-trivial cocycles
Cocycles of degree greater than or equal to 8
When n ≥ 8, the system will only admit non-trivial cocycles when
If there exists a common solution to these formulae, then this solution must satisfy all of the first four formulae, thus it necessarily must be of the form α =
. It is easy to check that this is not a solution to b ′ 3,n−3 or b 3,n−2 . This means the rank of the matrix is always at least n − 2 and thus this case never admits a non-trivial solution space.
Delta Cocycles
For this section, we assume that the conditions for delta function cocycles hold, i.e. α = 0 and γ = 0. These cocycles will classify extensions of the form
As D(0) ⊂ T (0, 0), this extension will admit an extension
In this section, we will find these delta cocycles in the context M ′ rather than M N , where δ k (t m ) = δ k+m,0 v m+k . These delta cocycles will be of the form
Thus, f is a function of k. In fact, by Theorem 15 for e k .w −k and β = 1, f (k) must be a polynomial function in k. As we will deal with the special case of β = 1 in the next section, for now we will assume that f (k) is a polynomial in k for every β.
Conditions for delta functions
As derived in Section 2, cocycles must satisfy the relation (7) so for τ (k, m) = δ k+m,0 f (k), this reduces to:
A trivial cocycle is a 1-coboundary which becomes the zero function under some change of basis. By the change of basis u m = w m + cδ m,0 v 0 , we obtain that τ (k, m) = k(1 − β)δ k+m,0 is the trivial cocycle.
To solve for cocycles τ (k, m) = δ k+m,0 f (k), we know that the function f (k) must be polynomial so that for some n ∈ N, f (k) is given by
Equation (34) is homogeneous in s and k so each case f (k) = k m can be treated separately. As in the previous section, we simply solve the system of coefficients we obtain from (34) and find a non-trivial solution to obtain the equivalence classes described below.
When n ≥ 4, by (34) we can obtain the system
The coefficient at s n−1 k 2 for n ≥ 4 will be given by:
Thus, this coefficient is non-zero for any value of β. Therefore this system will only admit the trivial cocycle as a solution and there are no other cocycles of this form.
The case of β = 1
The approach used in Section 2 to find conditions on our cocycles depended on the fact that β = 1 as there was no obvious way in which to define M N . In particular, ε j / ∈ T (1, γ) for any j ∈ γ + Z. We deal with this case here, using a similar approach by defining a basis of M using M .
As we have already found all possible polynomial cocycles, we will now assume that cocycles are strictly non-polynomial.
The structure of non-polynomial cocycles
First, we would like to find an appropriate basis of M. Introduce σ 0 ∈ M as σ 0 = φ(e 0 , w γ ) and set w m+γ = v m+γ for all k ∈ Z and m ∈ Z such that m + γ = 0.
σ as in Theorem 15. Notice that (e k π(σ 0 ))(t m ) = 0, ∀m ∈ Z such that m + γ = 0. It follows from e k φ(e 0 , w γ ) = 0 that φ(e 0 , w γ ) = 0 and so π(σ 0 ) ∈ M(α, γ). This shows that ku 1 
is contained in a submodule of the form described in Proposition 13. In other words, the cocycle τ (k, m) will be a polynomial function or a δ m+k,0 function when α = 0, with a factor of m −1 . Here we may apply Theorem 15 to obtain that if a cocycle is given by
is not defined when m = 0. This τ -function completely determines the cocycle on the short exact sequence with T
• (1). To extend this cocycle onto M, we introduce a possible δ m,0 function to determine the cocycle on the basis vector w 0 .
We can extend the cocycle to the whole space of M by setting τ (k, m) to be the piecewise function:
These two components are independent thus we may consider each case separately. Hence, for β = 1, cocycles in M can be polynomial functions in k with a possible factor of m −1 , δ k+m,0 functions with a possible factor of m −1 or δ m,0 functions.
Cocycles with a factor of m −1
Suppose that τ
If this is a cocycle, (7) reduces this to the case that µ(k, m) is a cocycle for β = 0.
In the case that α = 0 and µ(k, m) = δ k+m,0 f (k) there are two cocycles for β = 0: the trivial cocycle δ k+m,0 k and the nontrivial cocycle δ k+m,0 k 2 . This first case gives a cocycle of the form δ k+m,0 which was found to be non-trivial in Section 4. The second case is exactly the equivalence class of δ k+m,0 k found in Section 4. In the case that µ(k, m) is a polynomial function, then we would like to see when this cocycle is a coboundary. In other words, there exists g : γ + Z → C such that
which is the same condition as µ(k, m) equivalent to the trivial polynomial cocycle for β = 0. Thus, if 1 m µ(k, m) is a non-trivial cocycle for β = 1, µ(k, m) must be a non-trivial cocycles for β = 0.
In Section 6, we describe the polynomial equivalence classes of cocycles in M. Using Table 6 and µ(k, m) is a polynomial cocycle. Although these module extensions are not isomorphic, these cocycles can be thought of as polynomials in some sense.
Delta cocycles
As in Section 4, we will consider delta functions of the form δ m,0 f (k, m). This reduces to f (k, m) = µ(k) where µ is polynomial in k. If we take the change of basis w ′ 0 = w 0 + v 0 , then we find that δ m,0 αk is the trivial cocycle. Now, we take τ (k, m) = δ m,0 µ(k) so by the cocycle condition (7), (k − s)µ(k + s) + (k + αs)µ(k) − (s + αk)µ(s) = 0
Using this condition, we may derive an infinite system of equations on µ(k) for k ∈ Z. Most importantly, we obtain the following 5 conditions: The last two of these equations give us (2α − 3α 2 + α 3 )µ(2) = 2(2α − 3α 2 + α 3 )µ(1). As 2α − 3α 2 + α 3 = α(α − 1)(α − 2), then µ(2) = 2µ(1) as long as α = 0, 1, 2. The proof of the next four lemmas are very similar. Consequently, we will only include the proof of the first one.
Lemma 23. If α = 0, 1, 2, then µ(n) = nµ(1) for n ≥ 3.
[L(k), W (m)] =(m − βk)W (k + m) + δ k+m,0 µ(k)c 2 where V is a subalgebra and the bracket of any element with a central extension c 1 , c 2 , c 3 is simply zero.
In this way, we can construct what is called the W (2, 2) algebra [17] , which corresponds to the cocycle δ k+m,0 k 3 , β = −1. Similarly, we can construct the twisted HeisenbergVirasoro algebra [4] which will correspond to the cocycle δ k+m,0 k 2 , β = 0. We can construct two more algebras of this form, given by the cases of δ k+m,0 , β = 1, δ k+m,0 k, β = 1. As in the previous cases, V can be taken as an abelian algebra or as a Heisenberg algebra. In the case that V is a Heisenberg algebra, this construction is only a Lie algebra if β = 0.
For the cocycle δ k+m,0 , β = 1, we take V to be an abelian Lie algebra. The resulting algebra is given below, where the bracket with any central element is trivial. This action is very close to the twisted Heisenberg-Virasoro algebra, which only behaves differently on W (0). The main goal of this work was to produce an explicit classification of length two module extensions of the Witt algebra. However, this method is promising in finding a similar classification of length two module extensions of the solenoidal subalgebra (see Definition 2.2 of [6] ) of W n , and may even be used to find a classification of module extensions of this type for W n .
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