Molecular Cluster Perturbation Theory. I. Formalism by Byrd, Jason N. et al.
ar
X
iv
:1
40
9.
27
00
v5
  [
ph
ys
ics
.ch
em
-p
h]
  2
3 M
ar 
20
15
Molecular Cluster Perturbation Theory. I. Formalism
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We present second-order molecular cluster perturbation theory (MCPT(2)), a linear scaling methodology to
calculate arbitrarily large systems with explicit calculation of individual wavefunctions in a coupled-cluster
framework. This new MCPT(2) framework uses coupled-cluster perturbation theory and an expansion in
terms of molecular dimer interactions to obtain molecular wavefunctions that are infinite-order in both the
electronic fluctuation operator and all possible dimer (and products of dimers) interactions. The MCPT(2)
framework has been implemented in the new SIA/Aces4 parallel architecture, making use of the advanced
dynamic memory control and fine grained parallelism to perform very large explicit molecular cluster calcu-
lations. To illustrate the power of this method, we have computed energy shifts, lattice site dipole moments,
and harmonic vibrational frequencies via explicit calculation of the bulk system for the polar and non-polar
polymorphs of solid hydrogen fluoride. The explicit lattice size (without using any periodic boundary con-
ditions) was expanded up to 1,000 HF molecules, with 32,000 basis functions and 10,000 electrons. Our
obtained HF lattice site dipole moments and harmonic vibrational frequencies agree well with the existing
literature.
I. INTRODUCTION
There are at least two fundamental challenges in mod-
ern quantum chemistry: the efficient calculation of both
dynamic and static correlation simultaneously, and the
calculation of successively larger systems. Diverse classes
of methods exist1–9 to describe large systems within
a quantum mechanical framework by subdivision into
smaller fragments. For an overarching summary of mod-
ern fragmentation methods, we refer to the review arti-
cle of Gordon et al.10 In general, when presented with a
large number of degrees of freedom, one has the choice to
represent them implicitly or explicitly. Examples of im-
plicit representation include employing periodic bound-
ary conditions or approximating the surrounding system
as a bath with a continuum representation. Explicit rep-
resentations of high numbers of degrees of freedom typi-
cally require sub-partitioning of the system in some man-
ner to reduce the computational cost. Our goal in this
work is to create an explicit method of handling large
systems with a rigorously defined perturbation expan-
sion. We consider it highly desirable to have an explicit
model. Inherent to periodic boundary conditions or im-
plicit solvation models is a requirement of homogeneity.
Inherently heterogeneous phenomena, such as crystalline
defects, solvents with varied electrical moments over the
molecule (like carboxylic acids), or surface interactions
require some explicit representation of these degrees of
freedom.
If we consider an arbitrarily large system consisting of
N non-interacting (infinitely separated) molecular clus-
ters, collectively referred to as monomers, we can write
a)Electronic mail: byrdja@chem.ufl.edu
the Schro¨dinger equation for each monomer X as
HˆX |φX〉 = EX |φX〉 (1)
where |φX〉 is the properly anti-symmetric monomer
wavefunction. The total system’s wavefunction is then
a simple direct product of the monomer wavefunctions
|Ψp〉 = |φ1〉 ⊗ |φ2〉 ⊗ . . . |φN 〉. (2)
Assuming that these monomers retain their identity to a
large degree as they begin to interact (by adiabatically
bringing them to some finite separation), then we can
preserve the product nature of the system wavefunction
by introducing the complete anti-symmetrizer Aˆ so that
|Ψ〉 = Aˆ|Ψp〉 = Aˆ|φ1〉 ⊗ |φ2〉 ⊗ |φ3〉 ⊗ . . . |φN 〉. (3)
The anti-symmetrizer Aˆ can be written in terms of the
permutation operator Pˆ as
Aˆ = 1+ Pˆ (4)
where Pˆ acting on an electronic wavefunction inter-
changes electrons between monomers in all possible
ways resulting in a completely anti-symmetric wavefunc-
tion. This product wavefunction is a common Ansatz
in molecular and condensed matter physics distinguished
by the various treatments of the anti-symmetrizer and
Hamiltonian approximations. By further assuming that
each monomer interacts non-covalently with neighboring
monomers, the problem becomes an excellent candidate
for an intermolecular force expansion11. Using the prod-
uct wavefunction Eq. 2 as our monomer fermi vacuum,
with the specification that the monomer wavefunctions
|φX〉 are the Hartree-Fock solutions to Eq. 1, we can
write the system electronic Hamiltonian without further
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approximation as the sum of individual monomer and
dimer Hamiltonians,
Hˆ =
N∑
X
HˆX +
N∑
X,Y 6=X
HˆXY , (5)
where N is the total number of monomers. This ex-
act separation of the Hamiltonian into only monomer
and dimer spaces arises from the precisely block diag-
onal nature of the product wavefunction in Eq. 2, due
to approximating the global anti-symmetrizer as Aˆ ≃ 1.
Neglecting the global anti-symmetrizer in Eq. 3 like this
leads to the well known polarization expansion, whereas
the term including Pˆ leads to the exchange expansion,
the details of both expansions are well-documented12,13.
Traditional methods based on Eq. 3 (such
as polarization13,14 or symmetry-adapted perturbation
theory12,13) compute the wavefunction and energy com-
ponents perturbatively from these two expansions in
terms of polarization, induction, dispersion, exchange,
and “mixed” terms (see Rybak et al.12 for a compre-
hensive discussion). The standard approaches to the
intermolecular force perturbation expansion suffer from
several significant drawbacks; the expansion in terms of
the intermonomer electrostatic operator is nonconver-
gent and requires explicit inclusion of many-body in-
termonomer effects15,16. Also absent in most standard
intermolecular expansions is an explicit monomer wave-
function. This lack of a monomer wavefunction greatly
hampers the evaluation of solvation shifted or bulk limit
properties. It is our goal in this work to address some
of the limitations found in traditional methods by devel-
oping a monomer centric wavefunction theory that self
consistently includes the perturbative effects of the sur-
rounding system.
The success of coupled-cluster (CC) theory17 as a
rapidly converging description of dynamic correlation
makes it a natural candidate for molecular cluster in-
teractions. The behavior of CC theory is the driving
force behind many embedding methods1,8,18–20. Such
molecular clusters are dominated by weaker intermolec-
ular forces and are therefore the most amenable to an
intermolecular expansion. We present a new infinite-
order pairwise-based embedding framework, which we re-
fer to as molecular cluster perturbation theory (MCPT),
as a means to efficiently compute the Schro¨dinger equa-
tion for large systems of interacting molecular clusters.
The MCPT method combines the coupled-cluster per-
turbation theory21 (CCPT) with the intermolecular force
approach11,13 of products of monomer wavefunctions. By
expanding the perturbation series in terms of both the in-
tramolecule (monomer) and intermolecular (dimer) elec-
tron fluctuation operators, a formally consistent pertur-
bation theory can be obtained that has many significant
advantages.
1. Expanding in terms of pairwise interactions re-
duces the extremely high computational cost of
O(N6o2v4) inherent to the standard coupled-
cluster theory with all singles and doubles22
(CCSD) to O(N2o2v4) where o (v) is the num-
ber of occupied (virtual) orbitals of an individual
monomer while N is the total number of monomers.
Further physical arguments based on the distance
scaling of intermolecular forces allow the introduc-
tion of a cutoff radius past which all explicit in-
teractions are neglected. This cutoff reduces the
MCPT computational scaling to be linear with re-
spect to the number of monomers.
2. Choosing the particle excitation rank
partitioning21,23 of the Hamiltonian (Hˆ = Hˆ0+ Vˆ ),
the single and double excitation cluster operators
(monomer and dimer) completely decouple at
first-order in Vˆ while remaining infinite order in
Hˆ0.
3. By our choice of H0, all intermolecular interactions
are iterated over so that the final monomer wave-
function contains all possible pairwise interactions
and products of pairwise interactions to infinite-
order. This alleviates the non-convergent nature
found in other intermolecular force theories.
4. We neglect the global anti-symmetrization of the
total system’s wavefunction by approximating it as
a product state of individual monomer wavefunc-
tions.
5. The explicit monomer wavefunction nature of the
MCPT formalism allows the further computation
of monomer-only properties while retaining the in-
formation of the surrounding system. Knowledge
of the monomer wavefunctions allows the compu-
tation of any quantum mechanical observable (e.g.
optical spectra) and the shifts to the observable due
to the surrounding system (such as solvation shifts
or crystal field effects.
Due to the greatly improved computational scaling, the
MCPT framework allows for the calculation of large sys-
tems cheaply and explicitly without any continuum rep-
resentation or periodic boundary conditions. In this
work, we report the study of 1,000 hydrogen fluoride
molecules in two different crystal polymorphs. This is one
of the largest explicit quantum calculations on record,
done on merely ∼ 256 processors within a 12 hour queue.
The HF lattice is one of the simplest systems to de-
scribe physically due to the small number of electrons
and non-covalent interaction between HF molecules.
In the field of calculating correlated wavefunctions for
crystalline systems, new methods need simple systems
against which to compare to understand the merits of
new many-body methodologies. We consider the HF
lattice to be a good candidate as a prototype bench-
mark system. The HF lattice is additionally of theo-
retical interest as it is not currently known what crystal
polymorph is most stable between polar and non-polar
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forms19,24–31. Work toward this goal is an interesting
challenge for new methods, given that previous estimates
suggest that the difference between polymorphs at a few
kcal/mol. The computational vibrational spectra also
poses a challenge for new correlated wavefunction crys-
tal methods as the crystal induced shifts of the IR and
Raman spectra are tremendous32–36.
This manuscript is organized as follows: In Sec. II A
a brief overview of coupled-cluster perturbation theory
and the particle rank partitioning of Hˆ0 is presented.
This is followed by Sec. II B where the derivation and
use of the effective molecular cluster Hamiltonians in the
CCPT framework is summarized. Working MCPT(2)
spin-adapted equations, with other supporting equations,
are given in Sec. II C. After a brief summary of the elec-
tronic structure calculations in Sec. III, we present in
Sec. IVA our large scale calculations on the 10× 10× 10
square HF crystal. Sec. V contains our concluding re-
marks.
II. MOLECULAR CLUSTER
PERTURBATION THEORY
A. Second-order coupled cluster perturbation
theory and choice of Hˆ0
The CCPT expansion is outlined in detail in this sec-
tion so that we can build upon the formal definitions later
to construct the MCPT equations. For a generic system
the Schro¨dinger equation can be written in terms of the
coupled-cluster (CC) exponential expansion as,
HˆeTˆ |φ0〉 = Ee
Tˆ |φ0〉 (6)
where the cluster operator, Tˆ , acting on the reference |φ0〉
creates n-fold excited determinants. The Hamiltonian,
Hˆ , is given in normal-ordered second-quantized form as
Hˆ =〈0|Hˆ|0〉+
∑
pq
fpq {pˆ
†qˆ}+
1
4
∑
pqrs
v¯pqrs{pˆ
†qˆ†sˆrˆ} (7)
=〈0|Hˆ|0〉+ Fˆ + Wˆ (8)
where f is the usual one particle Fock matrix, v¯ are anti-
symmetric two-electron integrals and {} denotes normal
ordering of the included operators. The Hamiltonian can
be formally partitioned as a sum of operators Hˆ0 and Vˆ ,
where
Hˆ0|φ0〉 = E0|φ0〉 (9)
and
Vˆ ≡ Hˆ − Hˆ0 (10)
is treated as a perturbation. Writing Eq. 6 and the
partitioned Hamiltonian from Eq. 9 we have(
Hˆ0 + Vˆ
)
eTˆ |φ0〉 = Ee
Tˆ |φ0〉. (11)
From here it is possible to obtain the cluster amplitudes
and final energy through projection against the appropri-
ate excitation space. Performing the standard similarity
transformation,
e−Tˆ
(
Hˆ0 + Vˆ
)
eTˆ |φ0〉 = E|φ0〉, (12)
the energy is obtained by projection with the reference
space
〈φ0|e
−Tˆ
(
Hˆ0 + Vˆ
)
eTˆ |φ0〉 = E〈φ0|φ0〉 (13)
while the cluster amplitudes are defined by projecting
with the excited manifold |φg〉〈φg | giving
〈φg |e−Tˆ
(
Hˆ0 + Vˆ
)
eTˆ |φ0〉 = 0 (14)
where 〈φg| indicates a g-fold excited determinant. The
cluster operator Tˆ can be expanded in the perturbation
Vˆ , leading to the CCPT equations for the first-order am-
plitudes and second-order energy:
〈φg |Vˆ +
[
Hˆ0, Tˆ
]
|φ0〉 = 0 (15)
〈φ0|
[
Vˆ , Tˆ
]
|φ0〉 = E
(2). (16)
It is customary to choose Hˆ0 to be the one-particle
Fock operator Fˆ , commonly referred to as the Møller-
Plesset partitioning. This leads to the standard MPn
equations37 which have been quintessential to modern
computational chemistry. However, other choices in par-
titioning of the Hamiltonian are possible. In this work
we will use the particle rank partitioning,
Hˆ0 = Fˆ
[0] + Wˆ [0], (17)
used in our previous work21,38 where [0] denotes only
particle excitation rank conserving contributions. This
choice has the advantages over the MPn series that at
second-order in the energy (Eq. 16), the singles and
doubles amplitude equations from Eq. 15 are linear in
the cluster operator Tˆ and completely decoupled from
each other (as contrasted with the standard CCSD the-
ory, which introduces significant coupling between the
singles and doubles cluster amplitudes). From this defi-
nition of Hˆ0, the perturbation
Vˆ = Hˆ − Hˆ0 = Fˆ
[±1] + Wˆ [±1,±2] (18)
will contain all terms that do not preserve particle exci-
tation rank (see Fig. 1 for the diagrammatic forms of the
Fˆ [n] and Wˆ [n] operators).
If we use canonical Hartree-Fock orbitals in our ref-
erence wavefunction |φ0〉, with the choice of Hˆ0 defined
above, the first-order amplitudes and second-order en-
ergy are equivalent to LCCD (linear coupled-cluster the-
ory). However, as will be illustrated below, for non-
Hartree-Fock orbitals this LCCD amplitude and energy
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FIG. 1. Diagrammatic form of the one- Fˆ [n] and two-particle
Wˆ
[n] (Eq. 7) operators with particle excitation rank number
n listed. Also shown are the effective one-electron ŵcX (Eq.
26) and dimer W
[0]
XY
Brandow-type diagrams (the remaining
dimer W
[n]
XY
are expressed in a similar fashion, see Eq. 23 for
the algebraic form).
equivalence to CCPT(2) is no longer valid. When ap-
plied brute-force to chemical systems, CCPT(2) is faster
than the traditional CCSD due to the removed CPU and
I/O cost of computing and storing the quadratic prod-
uct terms. It is a Hermitian theory, which is theoretically
more straight forward in the determination of properties.
Its Hermitian nature also allows for the calculation of
properties (including analytic gradients) twice as quickly
as compared to standard coupled-cluster theory, as com-
putation of the Lambda equations is avoided.
B. Effective molecular cluster Hamiltonians
Before proceeding to the derivation of second-order
MCPT, it is convenient to define the following monomer
specific index domains
p, p1, r, r1, a, i, a1, i1, · · · ∈ H(X) (19)
and
q, q1, s, s1, b, j, b1, j1, · · · ∈ H(Y ) (20)
where a, b, . . . refer to virtual orbitals and i, j, . . . refer to
occupied orbitals while p, q, . . . range over both occupied
and virtual orbitals. These index domains will be used to
completely define the range of all tensors used hereafter.
The monomer Hamiltonian, HˆX , is then given in second-
quantized form by
HˆX =〈0|HˆX |0〉+
∑
pp1
fpp1{pˆ
†pˆ1}+
1
4
∑
pp1rr1
v¯pp1rr1 {pˆ
†pˆ†1rˆ1rˆ}
(21)
=〈0|HˆX |0〉+ FˆX + WˆX (22)
while the dimer Hamiltonian HˆXY is given by
HˆXY =〈0|HˆXY |0〉+
∑
pp1
hpp1{pˆ
†pˆ1} (23)
+
∑
qq1
hqq1{qˆ
†qˆ1}+
∑
pqrs
v¯pqrs{pˆ
†qˆ†sˆrˆ} (24)
=〈0|HˆXY |0〉+ ŵc
[±1]
X + ŵc
[±1]
Y + WˆXY . (25)
Here, the monomer and dimer one- (FˆX) and two- (WˆX
and WˆXY ) particle operators are defined appropriately
in either the monomer or dimer subspace as dictated by
the indices. The one-particle operator ŵcX (see Fig. 1)
is defined12 as
ŵcX = w
a
i aˆ
† iˆ (26)
where the matrix elements
wai = h
a
i + 2v
aj
ij , (27)
are composed of the one-electron integrals
hai = −
∑
µν∈H(X)
CµaCνi
∫
dr1dr2ψ
∗
µ(r1)
∑
Y 6=X
α∈Y
Zα
Rα − r1
ψν(r1) (28)
which includes the effect of all system nuclei on the wavefunction of X , where Cµp are the monomer Hartree-Fock
coefficients and ψν(r1) are gaussian basis functions belonging to monomer X . The v
aj
ij two-electron integrals are
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evaluated as a special case from
(pr|qs) =
∑
µν∈H(X)
λσ∈H(Y )
CµpCνrCλqCσs
∫
dr1dr2ψ
∗
µ(r1)ψν(r1)r
−1
12 ψ
∗
λ(r2)ψσ(r2) (29)
with λ = σ. It should be noted that the Hartree-Fock
orbitals on each monomer are not orthogonalized with
other monomers. Using the approximation of Eq. 2
to define our Hartree-Fock vacuum, we can develop our
MCPT embedding method.
The monomer and dimer Hamiltonians can still be par-
titioned in terms of reference and perturbation Hamilto-
nians
HˆX = HˆX0 + VˆX (30)
and
HˆXY = HˆXY 0 + VˆXY , (31)
where we again use the particle excitation rank partition-
ing given by (see Fig. 1 for the Brandow-type diagrams
for HˆXY 0)
HˆX0 = Fˆ
[0]
X + Wˆ
[0]
X , (32)
VˆX = Fˆ
[±1]
X + Wˆ
[±1]
X + Wˆ
[±2]
X , (33)
HˆXY 0 = Wˆ
[0]
XY , and (34)
VˆXY = ŵc
[±1]
X + ŵc
[±1]
Y + Wˆ
[±1]
XY + Wˆ
[±2]
XY . (35)
Throughout this work, the lower case “t” is reserved for
singles amplitudes, with upper case “T ” and script “T ”
reserved for monomer and dimer doubles amplitudes,
respectively. Using this notation the system coupled-
cluster amplitudes can be expressed as
Tˆ =
∑
X
TˆX +
∑
X,Y 6=X
TˆXY (36)
where the cluster operator for monomer X ,
TˆX = tˆ
(1)
X + Tˆ
(2)
X , (37)
contains the singles and doubles operators defined as
tˆ
(1)
X =
∑
ai
tai aˆ
† iˆ (38)
and
Tˆ
(2)
X =
1
4
∑
aa1ii1
T aa1ii1 {aˆ
†aˆ†1iˆ1iˆ}, (39)
respectively, while the cluster operator for the XY dimer
only has a doubles contribution (there can be no tˆ
(1)
XY in
a monomer centered basis) given by
TˆXY = Tˆ
(2)
XY =
∑
abij
T abij aˆ
†bˆ†jˆ iˆ. (40)
Using Eqs. 36, 37, and 40 it is possible to transform the
system Hamiltonian (Eq. 5) into an effective monomer
and dimer Hamiltonian as
H˜X =
[
e−Tˆ+TˆX HˆeTˆ−TˆX
]
X
(41)
and
H˜XY =
[
e−Tˆ+Tˆ
(2)
XY HˆeTˆ−Tˆ
(2)
XY
]
XY
(42)
where the brackets [. . . ]X and [. . . ]XY denote that
only terms operating in the monomer H(X) and dimer
H(X)⊗H(Y ) Hilbert spaces remain. All terms within the
brackets not a member of the appropriate final space to
be are internally contracted away. Expanding the Baker-
Campbell-Hausdorff (BCH) commutator in Eq. 41 in the
same manner as Eqs. 15 and 16 (keeping to the appro-
priate order in Vˆ ) gives
H˜X = HˆX + ŵcX +
∑
Y 6=X
[
HˆXY 0, TˆY + TˆXY
]
(43)
= HˆX0 + V˜X (44)
with
V˜X = VˆX + ŵcX +
∑
Y 6=X
[
HˆXY 0, tˆ
(1)
Y + Tˆ
(2)
XY
]
. (45)
Similarly, the dimer effective Hamiltonian in Eq. 42 can
be expanded to give
H˜XY = HˆXY 0 + VˆXY +
[
HˆXY 0, Tˆ
(2)
X + Tˆ
(2)
Y
]
. (46)
These effective Hamiltonians have the property that the
monomer and dimer Hamiltonians are at this point only
members of that specific Hilbert space: H˜X ∈ H(X)
and H˜XY ∈ {H(X) ⊗ H(Y ) = H(XY )}. Contributions
from Y in the H˜X effective Hamiltonian are completely
internally contracted away at this point. The monomer
and dimer polarization components of the Schro¨dinger
equation for the system can now be written, respectively,
as
e−TˆX
(
H˜X − E
(2)
monomer
)
eTˆX |φX〉 = 0 (47)
and
e−TˆXY
(
H˜XY − E
(2)
dimer
)
eTˆXY |φX〉 ⊗ |φY 〉 = 0. (48)
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The corresponding amplitude equations can be obtained straightforwardly from Eqs. 47 and 48 giving
〈φgX |
[
HˆX0, TˆX
]
+ VˆX + ŵcX +
∑
Y 6=X
[
HˆXY 0, tˆ
(1)
Y + Tˆ
(2)
XY
]
|φX〉 = 0. (49)
and
〈φgY | ⊗ 〈φ
g
X |
[
HˆXY 0, TˆXY
]
+ VˆXY +
[
HˆXY 0, Tˆ
(2)
X + Tˆ
(2)
Y
]
|φX〉 ⊗ |φY 〉 = 0. (50)
By transforming to these effective Hamiltonians,
we have made clear the electrostatic, induction and
dispersion-like monomer and dimer effects from monomer
Y into the monomer X Hamiltonian. However, instead
of the physically separable bare integral terms12 these
contributions are inseparably included to infinite-order
through the coupled-cluster amplitudes by the terms
ŵcX +
∑
Y 6=X
[
HˆXY 0, tˆ
(1)
Y + Tˆ
(2)
XY
]
. (51)
There are also the corresponding monomer corrections
into the dimer potential via
[
HˆXY 0, Tˆ
(2)
X + Tˆ
(2)
Y
]
. (52)
The inclusion of the induction/dispersion interaction of
all other monomers, Y , in the amplitude equation of
monomer X through Eq. 45 has several important im-
plications. Firstly, at zeroth-order each monomer wave-
function includes the inductive field of the surrounding
system. Secondly, while interactions are limited to pair-
wise terms only, each monomer feeds back into the induc-
tive field of the system iteratively. This means that each
monomer includes not just all pairwise interactions but
all products of pairwise interactions to infinite-order. To
graphically illustrate this point, Fig. 2c contains an il-
lustration of the pairwise communication topology. Here
monomers A, B and C and monomers in the D′ and E′
grouping have all combinations of pairwise interactions
at zeroth-order. On the second step of the iterative solu-
tion monomer A will now contain information from the
entire D′ and E′ grouping as well as the BC interaction.
Continuing this process iteratively it is evident that, for
example, monomer A will contain the information of all
possible pairwise interactions. An approximation of im-
mediate concern is the use of a cutoff radius (Rcut) when
deciding what explicit dimer interactions to include in
equations 49 and 50. The introduction of such a cut off
greatly reduces the computational cost of the amplitude
equations, while introducing what would be a small error
due to the infinite-order nature of the pairwise contribu-
tion.
C. Working spin-adapted MCPT(2) equations
and program flow
Standard second quantization techniques can be used
to obtain the cluster and pairwise additive amplitudes
as well as the associated monomer and 2-body polariza-
tion energy equations. For the sake of brevity, we forgo
a detailed derivation and simply present the final spin-
adapted equations using the spin-restricted Hartree-Fock
reference as implemented in our program. With the clus-
ter definitions from Eqs. 37-40 and the energy Eqs. 47
and 48 we can write the explicit energy equations. From
here on summation over repeated lower and upper indices
is implied. The monomer X singles (M1) and doubles
(M2) energy contributions are given by
E
(2)
M1(X) = 2w
i
at
a
i (53)
and
E
(2)
M2(X) = (2v
ii1
aa1
− vi1iaa1)T
aa1
ii1
(54)
for the doubles energy while the XY dimer doubles (D2)
energy is defined as
E
(2)
D2 (XY ) = 4v
ij
abT
ab
ij . (55)
The monomer doubles energy shift is relative to the iso-
lated monomer X LCCD energy as
δE
(2)
M2(X) = E
(2)
M2(X)− ELCCD(X). (56)
Using Eqs. 37-40 with Eqs. 49 and 50 the monomer
singles amplitude equations are
ǫiat
a
i +(2v
ai1
ia1
−vaia1i1)t
a1
i1
+wai +
∑
Y 6=XA
c,k∈H(Y )
(
vakic t
c
k
)
= 0, (57)
6
while the monomer and dimer doubles amplitudes are defined as
ǫii1aa1T
aa1
ii1
+ vaa1ii1 + v
aa1
a2a3
T a2a3ii1 + v
i2i3
ii1
T aa1i2i3 + (v
ai2
ia2
− vai2a2i)T
a2a1
i2i1
+ (va1i2i1a2 − v
a1i2
a2i1
)T a2ai2i
+ vi2aa2i(T
a2a1
i2i1
− T a2a1i1i2 ) + v
i2a1
a2i1
(T a2ai2i − T
a2a
ii2
)− va1i2a2i T
aa2
i2i1
− vai2a2i1T
a1a2
i2i
+
∑
Y 6=XA
c,k∈H(Y )
(
va1ki1c T
ac
ik + v
ak
ic T
a1c
i1k
)
= 0 (58)
and
ǫijabT
ab
ij + v
ab
ij + v
ab
a1b1
T a1b1ij + v
i1j1
ij T
ab
i1j1
− vbi1b1iT
ab1
i1j
− vaj1a1jT
a1b
ij1
+ (2vi1aa1i − v
ai1
a1i
)T a1bi1j
+ (2vj1bb1j − v
bj1
b1j
)T ab1ij1 +
(
vi1ba1j(2T
aa1
ii1
− T aa1i1i ) + v
j1a
b1i
(2T bb1jj1 − T
bb1
j1j
)
)
= 0 (59)
respectively.
For clarity, the summation over the c, k indices is explic-
itly written in Eqs. 57 and 58. The energy tensor used
above is defined as
ǫij···ab··· = ǫi + ǫj + · · · − ǫa − ǫb − · · · (60)
where ǫp is the p’th Hartree-Fock orbital energy, the en-
ergy denominator is then
Dij···ab··· = 1/ǫ
ij···
ab···. (61)
The energy equations 53-55, and amplitude equations
57-59 define the second-order MCPT embedding method.
With all the pertinent equations derived we are able now
to summarize the overall algorithm. Note that in the fol-
lowing X and Y remain dummy indices over monomers,
N is the number of monomers and Rcut is the distance
cutoff value.
1. For each monomer in the system a Hartree-Fock
calculation is performed in the monomer centered
basis set neglecting all environment contributions.
The resulting monomer specific molecular orbitals
(MO) are stored.
2. The two-electron integrals are computed and trans-
formed into the monomer, and direct product MO
basis (see Eq. 29). If a cutoff radius is to be used,
only dimers that satisfy the distance criteria are
included.
3. The one-electron ŵc operator is formed.
4. Using wai as an initial guess to t
a
i the singles am-
plitudes are iterated over until convergence as:
for all CC iterations do
for 1 ≤ X ≤ N do
for all Y satisfying Rcut do
Construct
∑
vakic t
c
k.
end for
Construct tai (Eq. 57).
Compute E
(2)
M1 (Eq. 53).
if E
(2)
M1 is converged then
Exit
end if
end for
end for
5. Compute LCCD energies for each monomer in the
monomer centered basis set again neglecting all en-
vironment contributions.
6. Using vaa1ii1 and v
ab
ij as an initial guess, the T
aa1
ii1
and T abij doubles amplitudes are iterated over in a
macro and micro iteration fashion until converged
as illustrated:
for all CC macro iterations do
for 1 ≤ X ≤ N do
for all CC micro iterations do
for all Y satisfying Rcut do
Construct va1ki1c T
ac
ik + v
ak
ic T
a1c
i1k
end for
Construct T aa1ii1 (Eq. 58).
Compute E
(2)
M2 (Eq. 54).
if E
(2)
M2 is converged then
Exit
end if
end for
end for
for 1 ≤ X ≤ N , 1 ≤ Y ≤ N do
if X 6= Y and Rcut is satisfied then
for all CC micro iterations do
Construct T abij (Eq. 59).
Compute E
(2)
M2 (Eq. 55).
if E
(2)
D2 is converged then
Exit
end if
end for
end if
end for
end for
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The practical computational benefit of using the
MCPT(2) method can be seen by examining the most
intensive part of the calculation (Eqs. 58 and 59) de-
scribed in bullet (6) above. Using M and M˜ to denote
the total number of monomer- and dimer-doubles (first
and second sub loops respectively) micro iterations the
effective computational scaling of the entire calculation is
O
(
(M + M˜)×NN˜ × o2v4
)
, where N denotes the num-
ber of monomers in the system, N˜ is the largest number
of monomers contained within the cutoff radius Rcut and
the number of occupied and virtual orbitals corresponds
to the largest included monomer. This is contrasted by
the corresponding LCCD scaling of O(M × N6 × o2v4)
which will always be more costly so long as M˜N˜ < N5. It
is our experience in practice for M˜ ∼ 15 so that only for
two monomers is LCCD less computationally intensive.
As an additional note, in the computation of first-order
properties it is convenient to work with the one-particle
density matrix (1DM). This monomer 1DM is defined in
the AO basis as
ρµν =
∑
ij
CµiCνj −
∑
pq
CµpρpqCνq (62)
where ρpq is the response density computed from the
monomer cluster amplitudes TˆX and the indices p, q
range over both occupied and virtual orbitals. The con-
tribution from exchange between monomersX and Y can
be obtained at the Hartree-Fock level by examining
〈φX |OˆPˆ |φX〉 (63)
where O is the one-particle property operator, and we
define then the Hartree-Fock exchange density as
ρ¯µν¯ =
∑
µ′ν¯′
∑
ij
CµiCµ′jS
ν¯′
µ′
∑
k¯ℓ¯
Cν¯′k¯Cν¯ℓ¯. (64)
for all µ, µ′, i, j ∈ H(X) and ν¯, ν¯′, k¯, ℓ¯ ∈ H(Y ), where S ν¯
′
µ′
is the overlap matrix between monomers12. A first-order
property can be evaluated through the expectation value
of the wavefunction as
〈Oˆ〉 = Tr(Oρ) + Tr(Oρ¯), (65)
where the first term is the monomer only value and the
second is the non-local dimer contribution.
III. ELECTRONIC STRUCTURE
CALCULATIONS
Electronic structure calculations were performed on
the University of Florida HiPerGator high performance
cluster and the Cray (XE6) Garnet based at the ERDC
DoD Supercomputer Resource Center. The all ab ini-
tio results were obtained using the new Aces4 mas-
sively parallel ab initio quantum chemistry package based
on the new implementation of the Super Instruction
Architecture39 (SIA)? program.
The current implementation of MCPT does not include
the ability to freeze the core electrons of the monomers.
To guarantee a balanced treatment of the electronic cor-
relation, we use the core-valence version of the Dun-
ning correlation consistent basis sets40 (cc-pCVnZ) on
all heavy atoms with the corresponding standard basis41
(cc-pVnZ) on hydrogen. To aid in the basis set conver-
gence of computed energies and dipole moments42, dif-
fuse functions43 (aug-) were added to each atom’s ba-
sis set. It is established in this work and elsewhere
that dipole moments42 and HF molecular harmonic fre-
quencies are described reasonably with just the aug-cc-
pCVDZ basis set.
Immensely instrumental in the practical implementa-
tion and use of the MCPT methodology is the recently
reimplemented SIA. The extremely large arrays required
are automatically partitioned and distributed, and are
allocated only as needed. They can be very conveniently
manipulated from SIAL39, the domain specific program-
ming language used to script calculations. This means
that by expanding in the direct product space (Eq. 2) we
have introduced a block sparsity into the system which
is fully exploited by the dynamic memory management
system.
IV. NUMERICAL RESULTS AND
DISCUSSION
A. Hydrogen fluoride crystal
As previously discussed, the tremendous computa-
tional scaling reduction obtained by working within an
iterative pairwise interaction framework means that scal-
ing quantum systems to the bulk limit is accessible. In
this section, we illustrate just how flexible this framework
is by examining the HF molecular crystal from a starting
seed of eight molecules up through the bulk limit using a
thousand molecules. The double ζ quality basis set (aug-
cc-pCVDZ) was used here for all calculations, which pro-
vides qualitatively accurate energetics (except for very
small energy differences on the order of a few kcal/mol)
and well converged dipole moments. The total HF crystal
structure was generated by building up HF ”1-D” poly-
mers into a regular cube. Spacings between HF molecules
within and between the polymer chains was chosen as to
replicate the experimental lattice constants24. The H-F
bond length was fixed at 0.92 A˚ so as to agree with this
the same experiment. The two basic unit cells, denoted
polar and non-polar here, are illustrated in Fig. 2a-b.
Also shown in Fig. 2c-d is the HF crystal cube mono-
layer and the final 3-D structure. Bulk limit scaling cal-
culations were performed for both the polar (Fig. 2a)
and non-polar (Fig. 2b) polymorphs. The size of the HF
cube for both polymorphs was increased from 2 × 2 × 2
to 10 × 10 × 10, systematically. The largest structure
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FIG. 2. HF molecules in a crystal; a) Polar unit cell, b) Non-Polar unit cell. c) Mono-layer of crystal HF in the non-polar
(8×8×8) polymorph. Also shown diagrammatically is an example of the pairwise monomer-monomer communication topology.
d) Schematic of the largest HF crystal cube (show is the non-polar polymorph) considered in this paper. With 1,000 explicit
HF molecules in the aug-cc-pCVDZ basis set there is 32,000 basis set functions in total.
considered (the 10× 10× 10 lattice) has ∼ 32, 000 basis
set functions and 10, 000 electrons. In all crystal calcu-
lations a dimer radius cutoff of 12 A˚ was used. With
these lattice parameters the size of the 10× 10× 10 crys-
tal is 20 × 20 × 30 A˚. Choosing a 12 A˚ cutoff results in
a maximum of N˜ ∼ 350 (with an average of N˜ ∼ 210)
monomers included within the threshold. Numerical ex-
perimentation showed that a much smaller (next near-
est neighbors) cutoff is sufficient to converge the MCPT
doubles amplitudes to within 0.1 kcal/mol. However the
electrostatic contributions are not converged to the same
degree until at least the 10.5 A˚ cutoff distance. This is
illustrated for the polar lattice in Fig. 3.
In Fig. 4, we show the shift in energy coming from the
E
(2)
M1 and δE
(2)
M2 contribution for the four HF molecules
forming the central unit cell. Because the crystal is ex-
plicitly computed with no periodic boundary conditions,
each internal HF molecule experiences a different envi-
ronment (including any surface polarization effects). To
obtain true bulk limit quantities it is necessary to increase
the crystal size until interactions between the central unit
cells become uniform. We use as a metric for conver-
gence the energy shift of the four member HF molecules
of the central unit cell. The energy shifts perform well
in this role as these quantities are very sensitive to the
surrounding environment. Small deviations due to the
addition of more HF molecules to the crystal (the in-
variance to adding more molecules to the system being
the definition of bulk limit) become evident on the milli-
and microHartree scale, well within the numerical con-
vergence of our calculations.
The initial 2 × 2 × 2 cube is a largely artificial con-
struct in this bulk limit scaling analysis. It is included
as it illustrates the expected monomer energy shift sym-
metry between adjacent HF chains. As is clear for the
following small cluster sizes (3-4 per side), the energy
shift varies greatly within the central unit cell. This is
expected; surface effects still drastically affect the cen-
tral system. Scaling the cluster size past 5 molecules per
side demonstrates that the δE
(2)
M2 energy shift is essen-
tially converged, with the E
(2)
M1 contribution nearly so.
The accelerated convergence of the δE
(2)
M2 energy contri-
butions can be understood from the fact that this term
is dominated by dispersion- and induction-type interac-
tions, which drop off as 1/R6 with the intermolecular dis-
tance. Thus contributions from anything beyond nearest
neighbors are necessarily going to be small. This is con-
trasted by the E
(2)
M1 contribution which is dominated by
long-range dipole type interactions that do not fully con-
verge until at least 7 molecules per side. We find the E
(2)
M1
energy shift converges for both the 10×10×10 polar and
non-polar cube with an energy variance within the unit
cell of less than a micro-Hartree.
With the perturbed HF molecular wavefunction on
hand, it is straightforward to compute the first-order re-
sponse properties. In this work, we examine the dipole
moment, via using the first term of Eq. 65. Comput-
ing the dipole moment for each HF molecule in the lat-
tice produces an imperceptible change from the gas phase
dipole moment of 1.90 Debye. This result is expected as
the idea of a local monomer density within a polar crystal
is merely a theoretical construct. The average HF lat-
tice site dipole moment per unit cell can still be assigned
by computing the non-local exchange contribution to the
electronic density and then assigning a portion of the
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FIG. 3. Convergence of the polar unit cell monomer energy
shifts as a function of the distance cutoff Rcut. The difference
between the singles energy shift at 10.5 and 12.0 A˚ is 4 cm−1,
and for the doubles energy shift the difference is 1 cm−1.
The cutoff values were chosen to correspond to the separation
between HF layers.
density to a specific HF molecule domain. The non-local
density is computed using Eq. 64, which uses the SCF
exchange density between nearby molecule pairs. Tak-
ing all these effects into account, the computed average
dipole moments within the central unit cell are found
to be 2.51 and 2.49 Debye for the polar and non-polar
structures respectively. These are in excellent agreement
with the published values31 of 2.51 and 2.47 Debye using
MP2/aug-cc-pVDZ.
Any quantity directly dependent on the monomer
wavefunction (and energy), including environmental ef-
fects, is of course obtainable within the MCPT frame-
work. Monomer structures, conformational orderings,
and vibrational spectra are some examples that could
be examined. We can further illustrate the utility of
the MCPT method by computing the harmonic vibra-
tional (stretch) modes of the non-polar polymorph of
the HF lattice. This kind of property is readily com-
Isolated HF molecule ωe
LCCD/aug-cc-pCVDZ 4121
CCSD/aug-cc-pCVDZ 4130
Exp45 4138
S(Ag) S(B3u) S(B2u) S(B1g)
MCPT(2)/aug-cc-pCVDZ 3696 3724 3758 3770
Infrared32 3067 3406
Raman33 3045 3386
Raman34 3027 3376
Periodic wavefunction36 3555 3458 3584 3570
TABLE I. Computed harmonic vibrational frequency for the
gas phase HF molecule and the four stretch modes of the non-
polar polymorph HF crystal (10×10×10 lattice). Units are in
cm−1.
puted numerically by displacements of the nuclear coordi-
nates and thus requires no new methodological advance-
ment. With knowledge of the orthorhombic D2h stretch
modes44, we can obtain the requisite single point cal-
culations by performing symmetric displacements about
the F-H equilibrium along the four specific stretch modes
(S(Ag), S(B3u), S(B2u) and S(B1g)) within the unit cell.
A 5-point grid for the finite-difference second deriva-
tive with a displacement step size of 0.01 A˚ was used
with the approximation that the fluorine atoms remain
fixed.? The single point energies used are constructed
additively? from Eqs. 53 and 54 by
E
(2)
MCPT =
∑
X
(
ESCF(X) + E
(2)
M1(X) + E
(2)
M2(X)
)
(66)
where the sum is over the four HF molecules in the cen-
tral unit cell. Having identified that the monomer shift
of the central unit cell in the 10×10×10 lattice has con-
verged to the bulk limit, we use the same crystal size and
lattice constants for the frequency calculation for con-
sistency. The resulting stretch frequencies are given in
Table I as well as a reference LCCD harmonic frequency
calculation for the gas phase HF molecule. We recover
most of the observed frequency shift relative to the gas
phase, with our predicted ordering and relative energies
in agreement with experiment32–34. As also observed in
prior periodic wavefunction results36, the further lower-
ing of the S(Ag) and S(B3u) modes relative to the S(B2u)
and S(B1g) modes is not achieved. This comparison with
the values from Sode et al. is relevant as theirs are the
only other computational value in the literature. Further
improvement to the absolute placement of the predicted
spectra can be expected through optimization of the lat-
tice parameters, larger basis sets, and other improved
approximations which we leave to future work.
V. CONCLUSIONS
In this work we have focussed on two specific goals:
the formulation of a new explicit molecular cluster based
perturbation theory, and a program implementation of
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FIG. 4. Monomer energy shifts for the four member HF molecules of the central unit cell for increasing crystal size.
said perturbation theory that is capable of scaling to
the bulk limit. Our first goal has led us to develop the
linearly scaling second-order molecular cluster perturba-
tion theory. MCPT(2) contains infinite-order contribu-
tions to the monomer electronic correlation energy and is
infinite-order in the pairwise dimer interaction (infinite-
order by including all pairwise, and all possible prod-
ucts of pairs). We started with coupled-cluster pertur-
bation theory with the particle excitation rank Hamilto-
nian partitioning, as used by us before21,38 ,with the ref-
erence wavefunction taken to be a product of monomer
Hartree-Fock wavefunctions. Limiting the cluster expan-
sion to only monomer and dimer interactions, a similarity
transformation is performed to obtain effective Hamilto-
nians that only operate on the monomer, H˜X ∈ H(X),
and dimer, H˜XY ∈ H(XY ), Hilbert spaces. These ef-
fective Hamiltonians allow us to directly use the CCPT
framework, and help elucidate the pairing between clus-
ter operators of the surrounding cluster on that of a given
monomer or dimer.
By working with at most explicit pairwise interac-
tions within a cutoff, the prohibitive O(N6o2v4) com-
putational scaling of a full CCSD explicit calculation is
reduced to O(N˜No2v4) (N˜ is the maximum number of
monomers possible within the given cutoff radius). For
the benchmark crystal studied here (the 10× 10× 10 HF
square crystal), the computation savings of going from
the full CCSD to the MCPT(2) framework is a factor of
106, with an additional factor of 3 (N˜ ∼ 350) savings
through the inclusion of a cutoff. Independent of the
methodological choices that reduce computational cost,
the use of innovations in the computer science of the SIA
model Despite the reduction due to pairwise interactions,
the necessary arrays remain large. The automatic par-
titioning and inherent block sparsity capability provided
by SIA has allowed us to perform our largest HF crystal
calculations on just 256 processors within a standard 12
hour queue length.
By using the MCPT(2) framework, we obtain not just
monomer energies that include interactions of the sur-
11
rounding system to infinite-order, but also the specific
monomer wavefunction as well. This opens up future in-
vestigations not just in monomer energetic such as vibra-
tional energy shifts or monomer conformer orderings, but
also direct computation of first and second-order proper-
ties of the monomers.
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