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The purpose of this study was to identify meaningful gait patterns in knee frontal plane
kinematics from a large population of asymptomatic individuals. The proposed method used
principal component analysis (PCA). It ﬁrst reduced the data dimensionality, without loss of
relevant information, by projecting the original kinematic data onto a subspace of signiﬁcant
principal components (PCs). This was followed by a discriminant model to separate the
individuals’ gait into homogeneous groups. Four descriptive gait patterns were identiﬁed and
validated by clustering silhouette width and statistical hypothesis testing. The ﬁrst pattern
was close to neutral during the stance phase and in adduction during the swing phase (Cluster
1). The second pattern was in abduction during the stance phase and tends into adduction
during the swing phase (Cluster 2). The third pattern was close to neutral during the stance
phase and in abduction during the swing phase (Cluster 3) and the fourth was in abduction
during both the stance and the swing phase (Cluster 4).
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1. Introduction
Gait analysis from biomechanical data, such as kinematic, kinetic, and electro-
myographic measurements, informs about an individual’s locomotion function. A
characterization of asymptomatic gait, also called normal gait, by a few patterns
representative of distinct gait categories, is necessary to understand locomotion
function.1 However, such a characterization is diﬃcult for two reasons. First, the
biomechanical data are given in the form of a vector of measurements of high
dimension for each subject, causing its analysis to suﬀer from the drawback of
dimensionality.2 Second, there is signiﬁcant variability in the biomechanical data of
asymptomatic gait.
Some studies have attributed kinematic data variability to diﬀerences in meth-
odology (motion capture systems, walking speed, data processing, etc.),3 but others
have hypothesized it to be due to the presence of several diﬀerent patterns in the
asymptomatic gait data.4 The multiplicity of knee kinematic patterns was backed
by experiments with intracortical pins.5 The high variability of gait data and the
curse of dimensionality have forced most studies to use simple descriptions of the
asymptomatic class, e.g., the mean of the available gait data or the data vector local
extrema. Along this vein, there have been various biomechanical patterns to
describe the normal three-dimensional (3D) kinematic patterns of the knee (ﬂexion/
extension, abduction/adduction, and tibial internal/external rotation) during
functional activities such as level walking.512 In most studies, for each anatomical
plane, a single normal pattern with bands of deviation is shown as a reference to
explain abnormalities in a patient’s pattern.13
The problem we are facing when trying to determine characteristic patterns in
curve bundles is basically one of data clustering because the purpose is to discover
markers that can support clinical and treatment decisions within a large set of
unlabeled patterns. As a result, pattern recognition and machine learning tech-
niques are required to characterize gait patterns. There has been some work in the
ﬁeld of biomechanics in this respect. Various clustering techniques have been
applied, including hierarchical clustering,1416 c-means,1720 and fuzzy clustering.21
Hierarchical clustering was previously applied to distinguish gait patterns of young
able-bodied subjects from those of able-bodied elderly men based on phasic and
temporal parameters as well as 3D peak muscle powers.14 It was also shown to be an
eﬀective method in identifying ﬁve distinct gait sub-patterns in young able-bodied
men using peak 3D lower limb muscles powers as input.15 Hierarchical c-means
clustering algorithms were employed to derive gait patterns using temporal
distance parameters (stride length and step frequency/cadence).17 Common clus-
tering was used to classify spatiotemporal and kinematic data of patients following a
stroke.18 A c-means clustering method19,20 and hierarchical clustering16 have been
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applied on kinematic data to identify gait pattern deviations in children with cer-
ebral palsy. In this same pathologic population, fuzzy clustering was applied to
group normal and pathological subjects using temporaldistance parameters.21
Previous studies have generally focused on pathological rather than asympto-
matic gait because of the small sample size of the available asymptomatic dataset.7
Moreover, they often used simple descriptors such as the mean of the measurement
data or local information to identify patterns in the data. Sample data description
can seriously limit the interpretation of the data.
For more meaningful gait data interpretation, we investigated the identiﬁcation
of asymptomatic patterns using the entire curve of the abduction/adduction (abd/
add) angle versus the gait cycle (GC) percentage, rather than speciﬁc local infor-
mation on these curves. The proposed method ﬁrst reduced data dimensionality by
projecting the original curve onto a subspace of signiﬁcant components via principal
component analysis (PCA). This was followed by a discriminant model to separate
the individuals’ gait into homogeneous groups. Our basic hypothesis was that dis-
tinct patterns can be found in the asymptomatic knee frontal plane kinematic
gait data.
2. Methods
2.1. Data acquisition
One hundred and eleven (111) asymptomatic volunteers participated in this gait
study. Institutional ethics approval was obtained and all participants gave their
informed consent. The participants’ descriptive characteristics are shown in
Table 1.
Three-dimensional knee kinematic data were recorded while the participant was
walking on a conventional treadmill at a self-selected comfortable speed. Kinematics
data have been shown to be similar for treadmill and overground gaits.22 Data col-
lection was performed on each knee separately. For nine of the participants,
measurements were only collected on one knee, giving a total of 213 dataset elements
as shown in Fig. 2. Each participant took part in a 10-min treadmill walking adap-
tation period to ensure reproducible knee kinematics prior to data acquisition.
Table 1. Descriptive characteristics of subjects.
Parameter Value
Number of subjects 111
Age (year) 36.3 14.5
Weight (kg) 71.38 13.6
Height (cm) 169.58 8.6
Walking speed (m/s) 1.03 0.18
Percentage of male/female 48%/52%
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A knee marker attachment system, the KneeKG system23,24 (EMOVI, Inc.,
Laval, Canada), was installed on the participant’s knee to record the 3D kinematics
as shown in Fig. 1. The position and orientation of the marker system, attached non-
invasively onto an exoskeleton, were recorded using an electromagnetic motion
tracking system (Fastrack, Polhemus, USA) at a sampling frequency of 60 Hz.
A number of representative GCs, generally 15, were averaged to obtain a mean
pattern per subject. This was followed by interpolation and resampling from 1% to
100% of the GC, therefore giving 100 measurement points for each participant. Both
the variability and high dimensionality are illustrated in Fig. 2, which shows the
graph of a sample of 213 distinct asymptomatic abd/add curves, each composed of
100 measurement points.
2.2. Identification of gait patterns
The purpose of this study was to extract meaningful patterns to separate the abd/
add data into homogeneous groups. The data we worked with were all from the
asymptomatic class; there was no a priori information such as manual labeling or
other such ground truth that would allow distinguishing speciﬁc subclasses
beforehand. In particular, we had no formal statistical model to represent the data,
but rather, we worked with unlabeled data. The problem was therefore one of data
clustering in an unsupervised framework.
In its general meaning, clustering is a non-parametric technique that consists of
dividing a data sample into groups of similar elements. The elements in a group are
more similar to each other than they are to the elements of the other groups.
Clustering, as any other pattern classiﬁcation technique, suﬀers from the problem of
Fig. 1. Three-dimensional (3D) knee kinematic data acquisition system.
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dimensionality; unless very large, asymptotically inﬁnite, the data is sparse in a
high-dimensional space and therefore, diﬃcult to separate into meaningful groups.25
We addressed this problem by PCA  the original data was projected onto a low-
dimensional subspace of relevant variables, called principal components (PCs),
without aﬀecting the inherent information contained about the meaningful groups
in the sample. Details about the PCA method are given next.
2.3. Principal component analysis
PCA is an eﬃcient technique for dimensionality reduction. It has been used in
various ﬁelds of study,26,27 including biomechanics.28,29
Given a set of data of p dimensions, PCA determines a linear subspace of
dimension k  p such that the projection of the data points on this subspace con-
tains most of the variability of the data, i.e., most of the relevant information in the
data. More precisely, letXðnpÞ ¼ fxi;j : 1  i  n; 1  j  pg be the observed data
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Fig. 2. (a) Abduction/adduction (abd/add) angle curves over gait cycles (GCs) of the 213 asympto-
matic subjects. The signals were interpolated and resampled from 1% to 100% (100 points) of the GC. (b)
The GC phases.
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presented in matrix form. In this study, each individual contributes two rows in this
matrix X, one corresponding to the left knee angle and the other to the right knee
angle. Therefore, n is even and n=2 is the number of individuals. Each column of the
matrix corresponds to a GC percentage. There were 100 columns (p ¼ 100) in our
study; these correspond to the 100 points of the angle versus cycle percentage curve.
The observation matrixX is generally expressed as a mean normalized to 0 and unit
variance data. PCA produces linear combinations of the observations XðnpÞ to
determine the PC scores ZðnpÞ:
ZðnpÞ ¼ XðnpÞ AðppÞ: ð1Þ
According to Eq. (1), matrix Z contains the new variables (PCs) and is the product
of the original data matrix and a linear transformation weight matrix A. The col-
umns of A are eigenvectors of the covariance matrix § under a spectral
decomposition:25
§ ¼ U¤UT ; ð2Þ
where ¤ ¼ diagð1; 2; . . . ; pÞ is the diagonal matrix of the ordered eigenvalues
1  2      p and U is a p p orthogonal matrix containing the eigenvec-
tors.25 Matrix U determines an orthonormal basis for the PCs.
The total variance is equal to the sum of the eigenvalues of the covariance
matrix:30
Xp
i¼1
varðPCiÞ ¼
Xp
i¼1
i ¼
Xp
i¼1
traceðÞ: ð3Þ
Therefore, the fraction
Xk
i¼1
i
traceðÞ ð4Þ
gives the cumulative proportion of the variance explained by the ﬁrst k PCs.
A powerful property of PCA is that the majority of the data variation can often
be explained by just the ﬁrst few PCs. As a result, the components corresponding to
the smaller eigenvalues are dropped, aﬀording a signiﬁcant reduction in dimen-
sionality without the loss of relevant information. The number of PCs needed to
adequately describe a dataset can be determined using the portion of explained
variance criteria.31 In this study, a 90% trace criteria was used to determine the
number of PCs to retain.
Dimensionality reduction was followed by a discriminant model, based on the
PC’s sign, to separate the individuals’ gait into homogeneous groups. This model
provides an eﬀective and computationally eﬃcient method to determine distinct
patterns descriptive of the asymptomatic gait. Moreover, it is consistent with the
assumption of Gaussian-distributed data, which served as the derivation of the
PCA, namely to determine an orthonormal basis for the PCs.25
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According to Eq. (1), the columns of A, which are the eigenvectors of the
covariance matrix of X, are called PC coeﬃcients or loadings. The component
loadings are the correlation coeﬃcients between the variables and the PCs. In this
study, the variables were the GC percentage. As a general rule, variables with large
loadings indicate that they are representative of the component, while small load-
ings suggest that they are not.32 We used a parallel analysis to objectively determine
a threshold estimate for signiﬁcant loading coeﬃcients. Parallel analysis was per-
formed by running a simulation on a random variable. The total number of variable
loadings (number of variables  number of extracted components) was multiplied
by the selected signiﬁcance level (e.g., 0:05 ¼ 95th percentile) providing an
empirical estimate of the percentile loading.3335 As a result, we obtained an
absolute value, the threshold, for the signiﬁcant loading.
2.4. Validation of gait patterns
The purpose of gait pattern validation is to determine whether the dataset division
resulted in well-distinguished groups. We veriﬁed the clustering quality based on
the analysis of the silhouette width and with statistical evaluation by hypothesis
testing.
The silhouette width is a conﬁdence indicator of the membership of a sample to a
cluster.36 For a given cluster, Cj, j ¼ 1; 2; . . . ; c, the silhouette width sðiÞ of a sample
xi is:
sðiÞ ¼ bi  ai
maxðai; biÞ
; ð5Þ
where ai is the average distance between xi and the elements in the cluster Cj, and bi
is the minimum of the average distances between the sample xi and all of the
samples clustered in Ck (k ¼ 1; 2; . . . ; c and k 6¼ j).
An analysis of variance was performed to verify group homogeneity. A post-hoc
Tukey test was used to examine the diﬀerences between pairs of groups. The stat-
istical analysis were conducted using SPSS 18.0 (Statistical Package for Social
Sciences).37 A p-value of 0.05 was set as the criterion for statistical signiﬁcance.
3. Results
We used the portion of explained variance criteria to determine the proper number
of PCs to retain. The ﬁrst two PCs were retained as they explained 94% of the
total variance. The ﬁrst PC (PC1) accounted for 79% and the second PC (PC2)
for 15%.
The patterns, representative of asymptomatic gait which the discriminant model
identiﬁed, are the four mean patterns shown in Fig. 3. Figure 4 shows the corre-
sponding clusters in matching colors.
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By looking at the loading coeﬃcients in Fig. 5, we can see that the ﬁrst PC
represents the stance phase and the second PC represents the swing phase.
The silhouette plot which supported the validation is shown in Fig. 6. The plot
accounts for each of the 202 observations. The observations are grouped per cluster,
starting with Cluster 1 at the top; the silhouette values as horizontal bars are
ordered to ﬁt in each cluster. The silhouette width is positive for all the observations
except for six samples (one in Cluster 1 and ﬁve in Cluster 2), which represent only
about 2% of the dataset, i.e., 2% of the gait data sample have been assigned to a
wrong cluster.
Table 2 summarizes the results of the statistical analysis. The results showed
that the number of samples and the gender distribution within the four clusters are
equivalent. There is no statistically signiﬁcant diﬀerence between the four clusters
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Fig. 4. The clustered abd/add samples corresponding to Cluster 1, Cluster 2, Cluster 3, and Cluster 4.
Each curve corresponds to a subject in the original data space of Fig. 2.
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Fig. 3. The patterns representative of asymptomatic gait.
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Fig. 5. Loading coeﬃcients for the ﬁrst (a) and second PCs (b). Only the highest loading >0.1 were
included in the plot to make variable (GC percentage) interpretation easier. The ﬁrst PC has higher
loading factors during the stance phase of the GC (between 1% and 60%) and the highest loading factors
of the second PC are located during the swing phase of the GC (between 60% and 100%).
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Fig. 6. Silhouette width bar graph of the clustered data. For each dataset element xi; i ¼ 1; 2; . . . ; 202, a
horizontal bar represent the silhouette width sðiÞ to the cluster Cj; j ¼ 1; 2; 3; 4. The width of a particular
bar is proportional to the compactness. A negative silhouette value means that the observation is assigned
to a wrong cluster.
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with respect to height and walking speed. Clusters 1, 2, and 3 are similar in terms of
anthropometric characteristics. However, the participants belonging to Cluster 4
are younger and have a lower mean body weight than the other three clusters.
4. Discussion and Conclusion
The silhouette graphical representation of Fig. 6 shows a good separation quality of
the four clusters of the abd/add asymptomatic gait samples (Fig. 4). We noted that
these clusters have a comparable number of samples (21% for Cluster 1, 28% for
Cluster 2, 28% for Cluster 1, and 27% for Cluster 4). This is a desirable result
because there is a priori no justiﬁcation, statistical or clinical, for uneven repartition
of the data points among the clusters.
By representing each cluster bundle by its mean curve (Fig. 3), we can also see
the good separation between the four clusters. The four clusters demonstrated the
occurrence of four speciﬁc patterns during both the stance phase (neutral versus
abduction) and the swing phase (abduction versus adduction). The ﬁrst pattern is
close to neutral during the stance phase and in adduction during the swing phase
(Cluster 1). The second pattern is in abduction during the stance phase and tends
into adduction during the swing phase (Cluster 2). The third pattern is close to
neutral during the stance phase and in abduction during the swing phase (Cluster 3)
and the fourth pattern is in abduction during both the stance and the swing phases
(Cluster 4). A representation by the total mean error band will inevitably mask
these four clusters.
The loads of PC1 are high only for the variables corresponding to the GC stance
phase as shown in Fig. 5. However, the PC2 loads are high only for the swing phase,
also shown in Fig. 5. This aﬀords an additional strong justiﬁcation for the four
clusters. More speciﬁcally, this means that most of the variability can be explained
by events of clinical importance during the GC. Looking at PC1, the loading
coeﬃcients indicated that three speciﬁc events of the stance phase diﬀerentiate the
patterns: (1) when the foot hits the ground (initial contact between 1% and 2% of
Table 2. Demographic characteristics of subjects of the entire group and of the determined clusters.
All samples
of the data set Cluster 1: C1 Cluster 2: C2 Cluster 3: C3 Cluster 4: C4
Number of samples 202 40 52 56 54
Age (year) 35.9 14.2 39.1 17.8 34.7 13.0 39.2 15.0* 31.6 10.1*
Weight (kg) 71.7 13.5 74.8 10.4** 74.1 16.1** 73.6 13.8** 65.1 10.5**
Height (cm) 169.7 8.5 171.2 8.4 168.5 8.9 170.2 8.9 169.3 7.9
Walking speed (m/s) 1.1 0.1 0.99 0.1 1.1 0.2 1.0 0.2 1.1 0.1
Percentage of male/
female
48%=52% 56%=44% 53%=47% 42%=58% 43%
Note: p < 0:05, between C3 and C4.
p < 0:01, between C1 and C4, C2 and C4, and C3 and C4.
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the GC, (2) during single limb stance, from mid-stance to the terminal stance,
between 20% and 50% of the GC, and (3) during pre-swing, from 51% and 60%,
when the heel is lifted oﬀ the ground (push oﬀ).
The identiﬁed clusters are in agreement with those of previous studies in the
literature. Indeed, a knee adduction swing strategy (Clusters 1 and 2) has previously
been reported5,8,9,11,12 and a knee abduction swing strategy (Clusters 3 and 4) has
also been observed.57 The four clusters are consistent with the biomechanical
experiments of Lafortune et al.,5 who used intra-cortical pins to show that three out
of ﬁve participants walked with close to neutral abd/add during the stance phase
similar to Clusters 1 and 3, while the other two out of ﬁve walked with slight
abduction similar to Clusters 2 and 4.
From a demographic point of view, the statistical test of Table 2 showed that
there is no signiﬁcant diﬀerence in walking speeds between the four clusters. They
also showed the homogeneity of the anthropometric characteristics for Clusters 1, 2,
and 3. These results emphasized that for these groups, the diﬀerence in waveform
pattern cannot be attributed to age, weight, or height. The question regarding
whether the lower weight observed for Cluster 4 could inﬂuence the waveform
pattern is diﬃcult to answer. The lower weight could be attributed to the fact that
this group was also younger than the other three. Further experiments simul-
taneously analyzing the knee and the ankle using other parameters such as moments
and powers would be needed to explain this diﬀerence.
In summary, this study has identiﬁed four distinct meaningful patterns in normal
gait by PCA of knee abd/add angle data and a PC clustering model. The study can
be extended to the analysis of the sagittal and transverse plane kinematics data.
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