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ABSTRACT. – The slice of a subanalytic chain in a projection pi :Rp ×Rn→Rp is a
subanalytic chain on the complement in Rp of a subanalytic set with dimension p − 2.
In this work we show that the coefficients of the slice are in relation with the p-density
of certain cone associated with the map pi . Ó Elsevier, Paris
RÉSUMÉ. – La tranche d’une chaîne sous-analytique dans une projection de Rp ×Rn
sur la première coordonnée est une chaîne sous-analytique sur les points appartenant au
complémentaire dans Rp d’un ensemble sous-analytique de dimension p−2. On montre
ici que les coefficients de la tranche sont en relation avec la p-densité d’un certain cône
associé à la fois à la géométrie du support de la chaîne et à la projection. Ó Elsevier, Paris
Dans un article précédent, [1], l’auteur a montré l’existence de la
tranche d’une chaîne sous-analytique à support compact de Rp×Rn dans
la projection pi sur la première coordonnée, en tout point x de Rp comme
courant normal et comme chaîne sous-analytique dans le complémentaire
d’un fermé sous-analytique de dimension p − 2 de Rp , résultats qui se
généralisent aux chaînes sous-analytiques et aux applications analytiques
quelconques, améliorant en cela les résultats de [5]. Les techniques mises
en oeuvre dans [1] ouvrent une voie pour décrire la tranche quand elle est
sous-analytique, dans le cas où cela n’a pas été fait dans [5]. On utilisera
dans ce but les résultats de [3] et de [4] concernant les cônes tangents et
la densité des ensembles sous-analytiques.
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0. Definitions-resultats-rappels
0.1. Variété sous-analytique adaptée à pi
pi étant la projection de Rp × Rn sur la première coordonnée, on
désigne parΛ l’ensemble des injections croissantes λ de [1, k] dans [1, n]
et par piλ la projection associée de Rp × Rn sur Rp × Rk , Rk étant un
sous-espace de Rn de coordonnées yλ(k) = (yλ(1), . . . , yλ(k)).
On dira que A est une variété sous-analytique adaptée à pi si A est
une variété de Rp×Rn, de dimension p+k, analytique, sous-analytique,
bornée, connexe, orientée et telle que
(1) le rang de piλ|A est constant pour tout λ ∈Λ.
(2) l’ensemble Λ◦ = {λ ∈Λ, rang piλ|A = p+ k} est non vide.
(3) Si λ ∈ Λ◦, en désignant par yλ(n−k) les coordonnées associées au
sous-espace Rn−k , noyau de piλ
A= {(x, y) ∈Rp ×Rn, (x, yλ(k)) ∈ piλ(A), yλ(n−k) = gλ(x, yλ(k))}
gλ étant une application analytique, sous-analytique et bornée, définie sur
piλ(A).
Il a été montré que, pour le calcul de la tranche dans la projection pi une
(p+ k)-chaîne sous-analytique Σ à support compact peut être remplacée
par une (p+ k)-chaîne sous-analytique Σpi , somme finie de termes a[A]
où [A] est le courant d’intégration sur une variété sous-analytique adaptée
à pi , A, de dimension p+ k et a ∈R.
0.2. Cône associé à pi
A étant une variété sous-analytique adaptée à pi ,M un point de A¯ dont
la projection est l’origine, on définit le cône associé à pi en un point M
de A¯, comme Γ piM(A)=
⋂
ε>0Γ
ε
M avec
Γ εM =
{
x ∈ Rp, ∃z ∈A∩B(M,ε), ∃θ ∈]0,+∞[ , ‖θx − pi(z)‖ = 0}.
Les Γ εM forment une suite décroissante de cônes sous-analytiques de
Rp de sommet 0. Le p-volume de Γ εM ∩ B(0,1) est défini pour tout ε
positif ainsi que
volp
(⋂
ε>0
Γ εM ∩B(0,1)
)
= lim
ε→0 volp
(
Γ εM ∩B(0,1)
)
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et θp(Γ piM(A),0)= 1α(p) volp(Γ piM(A)∩B(0,1)) existe d’après [4].
On peut maintenant énoncer le résultat principal
THÉORÈME. – Soit la chaîne sous-analytique Σ = a[A], A étant une
variété sous-analytique adaptée à pi , de dimension p + k. Alors, il
existe F , fermé sous-analytique de dimension p − 2 de Rp et, pour
chaque x appartenant à Rp|F , un fermé sous-analytique ∆ de dimension
k − 1 dans pi−1(x) ∩ A¯ tel que si M ∈ pi−1(x) ∩ A¯ \∆, au voisinage de
M
(1) pi−1(x)∩ A¯ est une variété orientée de dimension k.
(2) la chaîne 〈Σ,pi,x〉 coïncide avec la chaîne a θp(Γ piM(A), x)[pi−1(x) ∩ A¯] (où θp est la p-densité).
0.3. Rappels de résultats antérieurs [1]
On a montré que A, variété sous-analytique adaptée à pi de dimension
p+ k, est telle que
(1) Pour tout λ ∈Λ◦, A¯=⋃α∈Iλ Aλα .
(2) pi(Aλα) est une composante connexe de pi(A¯)\B0, B0 étant un fermé
sous-analytique de Rp de dimension p− 1.
(3) Les Aλα admettent la paramétrisation
(
x, yλ(k), yλ(n−k)
) ∈Rp ×Rk ×Rn−k, x ∈ pi(Aλα),
∃tm ∈]0,1[, m= 1, . . . , k
yλ(m) = (1− tm)f −λ(m)α
(
x, yλ(m−1)
)+ tmf +λ(m)α(x, yλ(m−1))
= hλ(m)α(x, tm)
yλ(n−k) = gλ(x, yλ(k))

(0.1)
où les fonctions f ±λ(m)α sont analytiques, sous-analytiques, bornées et
telles que f +λ(m)α − f −λ(m)α > 0, avec la convention que f ±λ(1)α est fonction
de x seul. L’application gλ provient de la représentation globale de A
comme graphe (cf. Définition 0.1, (3)).
(4) Aλα ∩Aλβ =∅ si α 6= β ∈ Iλ.
Il en résulte que Σ = a[A] admet pour tout λ ∈Λ◦ une décomposition
Σ = aλ∑α∈Iλ[Aλα], aλ = ±a. Cette dernière représentation de Σ est
adaptée au calcul de la tranche sur une composante ωλ d’une k-forme
C∞ ambiante, où ωλ = φλ(x, y)dyλ(1) ∧ · · · ∧ dyλ(k).
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On suppose que 0 ∈ pi(Aλα). Alors
〈
aλ
[
Aλα
]
, pi,0
〉
(ωλ)= lim
ε→0
1
α(p)εp
[
aλ
[
Aλα
]
|
pi−1(B(0,ε))
x pi# dx,ωλ
]
.
Via la représentation paramétrique (0-1), le changement de variables
x = ρu, (ρ,u) étant les coordonnées polaires de centre 0 de Rp, et le
passage à la limite quand ρ tend vers zéro〈
aλ
[
Aλα
]
, pi,0
〉
(ωλ)
= a
λ
pα(p)
∫
Cs0(B0)∩Sp(0,1)
σp−1(u)
1∫
0
· · ·
1∫
0
Fkφ¯λ
(
0, u, tk
)
dtk(0.2)
avec
Fj
(
0, u, tj−1
)= j∏
1
(
f¯ +λ(i)α − f¯ −λ(i)α
)(
0, u, t i−1
)
pour j = 1, . . . , k
φ¯λ
(
0, u, tk
)= φλ(0, h¯λ(k)(0, u, tk), g¯λ(0, u, tk))
où f¯ +λ(i)α, f¯ −λ(i)α, h¯λ(i), g¯λ sont les limites quand ρ tend vers 0, les
autres variables restant constantes, des fonctions correspondantes. En
conformité avec des notations précédentes h¯λ(k) = (h¯λ(1), . . . , h¯λ(k)). De
plus σp−1(u) est la forme volume de Sp(0,1), sphère unité de Rp, α(p)
le volume de la boule unité de Rp et Cs0(B0) le cône tangent strict en 0 à
l’ouvert sous-analytique de Rp, B0 = pi(Aλα), dont la définition, (cf. [3]),
dans ce cas précis, est la suivante
Cs0(B0)=
{
x ∈Rp \ {0}, ∃α > 0, ∃β > 0, ]0, α[ .B(x,β)⊂ B0}.(0.3)
Cs0(B0) est un cône sous-analytique ouvert, éventuellement vide, de
dimension pure p, dont on précisera ultérieurement les propriétés.
Moyennant ces définitions, on peut donner un exemple tout à fait
élémentaire :
EXEMPLE. – Soit U un ouvert sous-analytique relativement compact
de Rp, F :U → Rp une application analytique sur U , continue et sous-
analytique sur U . On désigne par G l’application graphe associée à F .
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Soit Σ = aG#[U ], [U ] étant orienté par l’orientation standard de Rp. Si
0 ∈U , alors
〈Σ,pi,0〉 = aθp(Cs0(U),0)δ(G(0)).
Preuve. – Pour toute fonction φ ∈ C∞(Rp+n), d’après ce qui précède,
〈Σ,pi,0〉(φ)= a
pα(p)
∫
Cs0(U)∩Sp(0,1)
σp−1(u)φ
(
0,F (0)
)
= aθp(Cs0(U),0)φ(0,F (0))
et on vérifie aisément que θp(Cs0(U),0)= θp(Γ piM(G(U)),0), M étant le
point de coordonnées (0,F (0)). 2
La démonstration du théorème va consister à utiliser simultanément les
propriétés de la fibre géométrique pi−1(0)∩ A¯λα quand 0 n’appartient pas
à un fermé sous-analytique de Rp de codimension deux, la tranche étant
alors sous-analytique et celles de l’application(
h¯λ(k), g¯λ
)
:Cs0(B0)∩ Sp(0,1)× [0,1]k→ pi−1(0)∩ A¯λα.
La démonstration du théorème s’effectuera en six étapes. La première
consiste à étudier en détail la géométrie de la fibre.
1. Geometrie de la fibre
Il paraît nécessaire, au préalable, de rappeler un résultat qui sera utilisé
constamment dans ce qui suit :
LEMME 1.1 ([1], Sous-Lemme 6.1). – Soit A un compact sous-analy-
tique de dimension d de Rm ×Rn, pi la projection
pi :Rm ×Rn→Rm
(x , y) x
Alors il existe un fermé sous-analytique B de dimension au plus
d − k − 1 de Rm tel que, si x /∈ B , dimpi−1(x)∩A6 k.
On utilisera les notations précédentes. De plus, bA désignera A¯ \A.
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PROPOSITION 1.2. – Soit A une variété sous-analytique adaptée à pi ,
de dimension p+k etΛ◦ = {λ ∈Λ, rangpiλ|A = p+k}. Pour tout λ ∈Λ◦,
A¯=⋃α∈Iλ A¯λα , les Aλα admettant la paramétrisation (0.1). Alors, il existe
un fermé sous-analytique, F , de pi(A), de dimension p − 2 au plus, tel
que, si x /∈ F , pour tout α ∈ Iλ et λ ∈Λ◦
(1) dimpi−1(x)∩Aλα 6 k.
(2) dimpi−1(x) ∩ (bAλα)pi 6 k − 1, en désignant par (bAλα)pi l’adhé-
rence de l’ensemble {(x, y) ∈ RegbAλα , rangx,y pi|RegbAλα = p}.
(3) Si µ ∈Λ |Λ◦, dimpiµ(pi−1(x)∩Aλα)6 k − 1.
(4) En notant Pλ(m) la projection (x, yλ(m)) 7→ x, pλ(m) la projection
(x, yλ(m)) 7→ (x, yλ(m−1)) et B±λ(m),α les ensembles
B±λ(m),α =

(
x, yλ(m)
)
,
(
x, yλ(m−1)
) ∈ (pλ(m) ◦ · · · ◦ pλ(l) ◦ piλ)(Aλα)
yλ(m) = f ±λ(m)α
(
x, yλ(m−1)
)

alors dimP−1λ(m)(x)∩B ±λ(m),α 6m− 1.
Preuve de (1) et (2). – (1) et (2) sont vérifiés d’après le Lemme 1.1
si x n’appartient pas à la réunion d’un nombre fini d’ensembles sous-
analytiques de dimension p− 2.
Preuve de (3). – Comme rang piµ|Aλα 6 p + k − 1, il est clair par
le théorème du rang que dimpiµ(pi−1(x) ∩ Aλα) 6 k − 1 pour tout x
appartenant à B0 = pi(Aλα).
bAλα étant de dimension p + k − 1, toujours d’après le Lemme 1.1, il
existe un fermé sous-analytique B′0 de B0 de dimension p−1 hors duquel
dimpi−1(x)∩bAλα 6 k−1. Il reste donc à examiner le cas où x appartient
à B′0. On sait que dimpiµ(pi−1(B′0)∩ bAλα)6 p+ k− 1 ; on suppose qu’il
y a égalité. Alors, comme
dim
(
piµ(A¯
λ
α) \ piµ(Aλα)
)
6 p+ k− 2,
piµ(pi
−1(B′0) ∩ bAλα) ∩ piµ(Aλα)) contient un ouvert V de dimension
p+ k− 1, pi−1µ (V )∩Aλα est un ouvert U de Aλα et pi(U), de dimension p
est contenu dans B′0. Ainsi
dimpiµ
(
pi−1(B′0)∩ bAλα
)
6 p+ k− 2,
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sa projection sur Rp est de dimension p − 1 et il en résulte que, si x est
hors d’un fermé sous-analytique de dimension au plus p− 2 de B′0
dimP−1k (x)∩ piµ
(
pi−1(B′0)∩ bAλα
)
6 k− 1
et, si x ∈ B′0
piµ
(
pi−1(x)∩ bAλα
)⊂ P−1k (x)∩ piµ(pi−1(B′0)∩ bAλα).
Preuve de (4). – λ étant fixé, on simplifiera les notations en remplaçant
les indices λ(j) et α par le seul indice j . Ainsi, on notera Pj = p1 ◦ p2 ◦
· · · ◦ pj et (pj+1 ◦ · · · ◦ pk ◦ piλ)(Aλα) = Bj , ce dernier étant un ouvert
sous-analytique relativement compact de Rp+j dont la représentation
paramétrique se déduit de (0.1) pour j = 1, . . . , k. De même, on désigne
par B±j l’ensemble
B±j =
{(
x, yj
)
,
(
x, yj−1
) ∈ Bj−1, yj = f ±j (x, yj−1)}.
Il résulte de la représentation paramétrique (0-1) que dimP−1j (x) ∩
B±j = j − 1 si x ∈ B0 tandis que P−1j (x) ∩ B±j est vide si x ∈ bB0.
bB±j , fermé sous-analytique de dimension p + j − 2, se projette par
Pj dans bB0 de dimension p − 1. Par le Lemme 1.1 il est clair que
dimP−1j (x) ∩ bB±j 6 j − 1 si x n’appartient pas à un fermé sous-
analytique de dimension au plus p− 2 de bB0. 2
Au cours de la preuve, on aura l’occasion d’utiliser les lemmes suivants
LEMME 1.3. – Avec les notations ci-dessus
(1) pj(B±j )= Bj−1,
(2) pj(Bj )= Bj−1,
(3) p−1j (bBj−1)∩Bj = bBj \B+j ∪B−j .
Preuve. – Pour établir (1), il suffit de considèrer une suite (un) de Bj−1
de limite u ∈ Bj−1 et de lui associer la suite (un, f ±j (un)) dans B±j . Celle-
ci a alors au moins une valeur d’adhérence dans p−1j (u)∩B±j . (3) est vrai
car
p−1j (bBj−1)∩Bj = p−1j
(
Bj−1
)∩Bj \ p−1j (Bj−1)∩Bj
et p−1j (Bj−1)∩Bj = B+j ∪Bj ∪B−j . 2
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LEMME 1.4. – Avec les mêmes notations
P−1j (bB0)∩Bj = bBj \
(
B+j ∪B−j ∪ p−1j
(
B+j−1 ∪B−j−1
)∪ · · ·
∪ (p2 ◦ · · · ◦ pj )−1(B+1 ∪B−1 )).(1.4)
Preuve. – Par récurrence, en utilisant le (3) du Lemme 1.3. 2
2. Cones
2.1. Cône tangent strict à un ouvert sous-analytique [3]
On rappelle que le cône tangent strict à un ouvert sous-analytique U
de Rp en 0 ∈U est défini par
Cs0(U)=
{
x ∈Rp \ {0}, ∃α > 0, ∃β > 0, ]0, α[ .B(x,β)⊂U}(2.1)
C’est un cône sous-analytique ouvert. On utilisera ultérieurement les
propriétés :
(a) Si les (Ui), i = 1, . . . , r , sont des ouverts sous-analytiques disjoints
ayant 0 dans leur adhérence, alors les Cs0(Ui) sont des cônes disjoints.
(b) θp étant la p-densité θp(U,0)= θp(Cs0(U),0).
(c) Si U est un ouvert sous-analytique de Rp, B un fermé sous-
analytique de dimension p−1, les Ui les composantes connexes de U \B
et 0 ∈U , alors Cs0(U) est l’union disjointe des Cs0(Ui) et d’un cône sous-
analytique de dimension p− 1.
2.2. Les composantes connexes du cône tangent strict
LEMME 2.2.1. – Soit U un ouvert sous-analytique de Rp et 0 ∈U . On
désigne par Zh, h ∈H , les composantes connexes du cône tangent strict
Cs0(U). Alors il existe ε0 positif tel que, pour tout ε positif inférieur où
égal à ε0, (U ∩Zh ∩B(0, ε)) a une seule composante connexe adhérente
à 0, dont le cône tangent strict est Zh.
Preuve. – Appliquer ([2], Théorème 3.14) concernant la borne des
composantes connexes des fibres d’une application sous-analytique
définie sur un ensemble sous-analytique relativement compact et la
propriété (a) des cônes tangents stricts.
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LEMME 2.2.2. – Soit A une variété sous-analytique adaptée à pi et
0 ∈ pi(A¯).
Alors
Cs0
(
pi(A)
)⊂ ⋃
M∈pi−1(0)∩A¯
Γ piM(A)
et les deux cônes diffèrent d’un cône sous-analytique de dimension au
plus p− 1.
Preuve. – Soit Z0(pi(A))=⋂ε>0Cε avec
Cε = {x ∈Rp,∃θ ∈]0,+∞[ , θx ∈ pi(A)∩B(0, ε)}.
Soit x ∈ Γ εM ; alors il existe z ∈A∩B(M,ε) et θ ∈]0,+∞[ tels que
θx = pi(z)∈ pi(A∩B(M,ε))⊂ pi(A)∩B(0, ε)
et, par conséquent Γ piM(A)⊂ Z0(pi(A)).
D’autre part, soit x ∈ Z0(pi(A)) ; x définit alors une direction dont
l’intersection avec pi(A) contient un intervalle ]0, α[ avec α positif. Soit
une suite (αn) de ]0, α[ convergeant vers 0. On lui associe une suite
zn = (αn, βn) ∈A. Cette suite a ses valeurs d’adhérence dans pi−1(0)∩ A¯.
Soit M une de ces valeurs d’adhérence, (z0n) la sous-suite convergeant
vers M . La suite (z0n) se projette sur ]0, α[ en une suite (α0n) de limite 0.
Alors pour tout ε positif, A∩B(M,ε) contient un point z0n = (α0n, β0n) où
pi(z0n)= α0n est porté par la demi-droite de direction x. Ainsi la direction
x appartient au cône Γ piM(A) et
Z0
(
pi(A)
)⊂ ⋃
M∈pi−1(0)∩A¯
Γ piM(A).
Or, d’après [3], Cs0(pi(A))⊂ Z0(pi(A)) et les deux cônes ne diffèrent que
d’un cône sous-analytique de dimension p− 1 au plus. 2
3. Unicite de la limite
LEMME 3.1. – Soit p :Rs × Rm → Rs la projection, U un ouvert
sous-analytique relativement compact de Rs avec 0 ∈ U . On fait de
plus l’hypothèse qu’il existe ε0 positif tel que U ∩ B(0, ε) ait une seule
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composante connexe adhérente à 0 pour ε inférieur à ε0. Soit A le graphe
d’une application analytique, sous-analytique et bornée f :U → Rm. Si
dimp−1(0) ∩ A¯ = 0 alors p−1(0) ∩ A¯ consiste en un seul point, noté
(0, f¯ (0)) et limx→0 f (x)= f¯ (0).
Preuve. – Comme A¯ est compact et sous-analytique, p−1(0) ∩ A¯ =
{a1, . . . , as}, où s est fini et ai = (0, yi). On considère des boules
Ci = B(ai, ρi) disjointes deux à deux. Comme les ai ∈ A¯, Ci ∩ A est
un ouvert non vide de A et, p|A :A→ U étant un difféomorphisme,
K = p(A \⋃i Ci) est un compact qui ne contient pas 0. On pose
d(0,K)= ε′ > 0 et ε = Inf{ ε′2 , ε0, ρi, i = 1, . . . , s}. Alors il est clair que
p−1(B(0, ε))∩ (A \⋃i Ci) est vide et ainsi
p−1
(
B(0, ε)
)∩A=⋃
i
p−1
(
B(0, ε)
)∩ (Ci ∩A).
Les ensembles p−1(B(0, ε))∩ (Ci∩A) sont des ouverts sous-analytiques
de A, disjoints deux à deux et il en est de même de leur projection dont la
réunion est U ∩B(0, ε). Pour ε < ε0, U ∩B(0, ε) a une seule composante
connexe adhérente à 0. Il en résulte qu’il existe un seul Ci donc un seul
ai = a1 et limx→0 f (x)= y1 = f¯ (0). 2
COROLLAIRE 3.2. – Soient A, U , f et p comme dans le Lemme 3.1.
On suppose que, pour tout x ∈ B⊂ bU , p−1(x)∩ A¯ consiste en un point
de coordonnées (x, f¯ (x)). Alors f se prolonge continuement et sous-
analytiquement à U ∪B par F où F(x)= f¯ (x) si x ∈ B.
4. Parametrisation limite
On considère maintenant une décomposition Σ = aλ∑α∈Iλ[Aλα] où
les Aλα sont paramétrisés par (0.1). Soit un point de pi(A) \ F qu’on
supposera être l’origine, F étant défini dans la Proposition 1.2. Les
projections pi(Aλα) sont les composantes connexes de pi(A) \B0, B0 étant
un fermé sous-analytique de dimension p − 1. Soient (Zh), h ∈ H ,
les composantes connexes du cône tangent strict en 0 à l’ouvert sous-
analytique pi(A) \ B0: Cs0(pi(Aλα)) est alors la réunion de certains Zh.
On notera Aλhα =Aλα ∩ pi−1(Zh), dont la paramétrisation est la restriction
de celle de Aλα à pi−1(Zh). On sait par le Lemme 2.2.1 qu’il existe
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ε0 positif tel que, pour tout ε positif inférieur à ε0, pi(Aλhα ) ∩ B(0, ε)
a une seule composante connexe adhérente à 0. Ces notations seront
reprises ultérieurement. Dans l’immédiat, pour démontrer les propriétés
des Aλhα ayant même projection B0 sur Rp , on désignera piλ(Aλhα ) par Bk ,
les projections seront notées comme dans la Proposition 1.2 avec λ(m)
remplacé par m. Ainsi
Aλhα =

(
x, yk, yn−k
) ∈ Rp ×Rk ×Rn−k,
x ∈ B0, ∃tm ∈]0,1[ , m= 1, . . . , k
ym = (1− tm)f −m
(
x, ym−1
)+ tmf +m (x, ym−1)
= hm(x, tm), yn−k = gλ(x, yk)

(4.0.1)
et Bj = (pj+1 ◦ · · · ◦ pk)(Bk) tandis que
B±j =
{(
x, yj
) ∈Rp ×Rj(x, yj−1) ∈ Bj−1, yj = f ±j (x, yj−1)}(4.0.2)
Comme il est nécessaire de comparer les fibres de l’adhérence de deux
ensembles de type Bj ayant même projection par Pj sur B0 on sera amené
à noter ceux-ci Bj,β et Bj,γ , β 6= γ signifiant que les deux ensembles ne
sont pas égaux : d’après leur construction, ils sont alors disjoints.
Le but de ce qui suit est de montrer que si 0 /∈F , (cf. Proposition 1.2),
le membre de droite de l’expression
〈
aλ
[
Aλα
]
, pi,0
〉
(ωλ)
= a
λ
pα(p)
∫
Cs0(B0)∩Sp(0,1)
σp−1(u)
1∫
0
· · ·
1∫
0
Fkφ¯λ
(
0, u, tk
)
dtk
se factorise parce que les limites radiales Fk et φ¯λ sont en fait indépen-
dantes de la variable u hors d’un ensemble négligeable pour l’intégration.
Le calcul de la paramétrisation limite sera fait par récurrence en trois
étapes.
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4.1. Première étape
LEMME 4.1. – Soit p :Rp × R→ Rp la projection (x, y) 7→ x et les
ensembles :
B1 = {(x, y1) ∈Rp ×R, x ∈ B0, ∃t1 ∈]0,1[ ,
y1 = (1− t1)f −1 (x)+ t1f +1 (x)
}
B±1 =
{
(x, y1) ∈Rp ×R, x ∈ B0, y1 = f ±1 (x)
}
.
On suppose que 0 ∈ B0 \F et que B0∩B(0, ε) a une seule composante
connexe adhérente à 0 pour ε inférieur à ε0 positif. Alors
(1) limx→0 f ±1 (x) existe et on la désigne parf ±1 (0).
(2) Reg1 p−11 (0)∩B1 = p−11 (0)∩B1 \S1 = {(0, y1), ∃t1 ∈]0,1[ , y1 =
(1− t1)f −1 (0)+ t1f +1 (0)} est non vide si et seulement si
f +1 (0)− f −1 (0) > 0, S1 =
{(
0, f +1 (0)
)
,
(
0, f −1 (0)
)}
.
(3) De plus, si B1,β et B1,γ sont disjoints et tels que p1(B1,β) =
p1(B1,γ )= B0 alors dimp−11 (0)∩B1,β ∩B1,γ = 0.
Preuve de (1). – Si 0 /∈ F , dimp−11 (0) ∩ B±1 = 0 d’après le (4) de la
Proposition 1.2 et, comme B0 ∩B(0, ε) a une seule composante connexe
adhérente à 0 pour ε inférieur à ε0
lim
ρ→0f
±
1 (ρu)= f ±1 (0)
pour tout u ∈Zh ∩ Sp(0,1).
Preuve de (2). – (xn) étant une suite de B0 de limite 0, on lui associe
la suite un = (xn, y1n) avec y1n = (1− t1)f −1 (xn)+ t1f +1 (xn), t1 étant fixé.
Clairement, la limite de un appartient à [(0, f −1 (0)), (0, f +1 (0))]. D’autre
part, si (0, y1) ∈ p−11 (0) ∩ B1, c’est la limite d’une suite (xn, yn1 ) de B1
telle que la limite de xn soit 0 et f −1 (xn) < yn1 < f
+
1 (xn). Ainsi
p−11 (0)∩B1 = {0} ×
[
f −1 (0), f +1 (0)
]
TOME 123 – 1999 – N◦ 5
CALCUL DE LA TRANCHE D’UNE CHAINE SOUS-ANALYTIQUE 341
et sa dimension est 0 si et seulement si f +1 (0) − f −1 (0) = 0 tandis que
F 1(0) > 0 implique que
Reg1 p−11 (0)∩B1 = {0} ×
]
f −1 (0), f +1 (0)
[
admet la paramétrisation de l’énoncé.
Preuve de (3). – Comme B1,β et B1,γ sont disjoints et ont même
projection sur Rp, si x ∈ B0 on a par exemple f +1β(x) 6 f −1γ (x), ce qui
implique
f +1β(0)6 f −1γ (0). 2
4.2. Deuxième étape : récurrence
LEMME 4.2. – On suppose que 0 /∈ F et on fait l’hypothèse de
récurrence suivante (Hj−1) La fonction sous-analytique
Fj−1(0, u, t1, . . . , tj−2)=
j−1∏
1
(
f +m − f −m
)(
0, u, tm−1
)
est analytique et ne dépend pas de u hors d’un fermé sous-analytique
sj−2 de dimension au plus j − 3 de ]0,1[ j−2. On conviendra de la noter
Fj−1(0, tj−2) et
Regj−1 P−1j−1(0)∩Bj−1 \ Sj−1
=

(
0, yj−1
) ∈ {0} ×Rj−1,
∃tj−2 ∈ { ]0,1[j−2\sj−2}∩ {tj−2,F j−1(0, tj−2)> 0}
∃tj−1 ∈]0,1[ ,
ym = (1− tm)f −m
(
0, u, tm−1
)+ tmf +m (0, u, tm−1),
m= 1, . . . , j − 1

(4.2)
avec les propriétés suivantes
(a1) Les fonctions f ±m (0, u, tm−1) sont analytiques, sous-analytiques,
bornées et ne dépendent pas de u sur l’ensemble sous-analytique(
tj−2, tj−1
) ∈ {]0,1[ j−2 \ sj−2, F j−1(0, tj−2)> 0}×]0,1[
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(a2) Sj−1 est un fermé sous-analytique de dimension au plus j −2 qui
contient P−1j−1(0)∩ Cj−1 avec
Cj−1 = [B+j−1 ∪B−j−1 ∪ p−1j−1(B+j−2 ∪B−j−2)∪ · · ·
∪ (p2 ◦ · · · ◦ pj−1)−1(B+1 ∪B−1 )]∩Bj−1
(a3) Enfin si Pj−1(Bj−1,β)= Pj−1(Bj−1,γ )= B0 et β 6= γ , alors
dimP−1j−1(0)∩Bj−1,β ∩Bj−1,γ 6 j − 2.
Alors (Hj) est vraie.
Preuve. – Le fermé sous-analytique
p−1j
(
P−1j−1(0)∩Bj−1
)∩B±j = P−1j (0)∩B±j
est de dimension au plus j − 1. Alors il existe un fermé sous-analytique
S ′j−1 de dimension j − 2 tel que, si
m0 ∈ Regj−1 P−1j−1(0)∩Bj−1 \ Sj−1 ∪ S ′j−1
la dimension de p−1j (m0)∩B±j est zéro.
SOUS LEMME 4.2.1. – Si m0 ∈ Regj−1P−1j−1(0)∩Bj−1 \Sj−1 ∪S ′j−1,
alors
(1) p−1j (m0)∩B±j consiste en un seul point noté M±0 .
(2) p−1j (m0)∩Bj = [M−0 ,M+0 ].
Preuve. – D’après (a2), Sj−1 contient P−1j−1(0) ∩ Cj−1 et il existe une
boule B(m0, ε) dans Rp+j−1 qui ne rencontre pas Cj−1 ; de plus, d’après
(1.4)
bBj−1 = Cj−1 ∪ (P−1j−1(bB0)∩Bj−1)
cette réunion étant disjointe puisque tous les ensembles dont la réunion
constitue Cj−1 se projettent sur B0. Si x ∈ B0 ∩B(0, ε)
P−1j−1(x) ∩B(m0, ε)∩Bj−1 = P−1j−1(x)∩B(m0, ε)
c’est-à-dire que B(m0, ε) ∩ Bj−1 = P−1j−1(B0) ∩ B(m0, ε). B0 ∩ B(0, ε),
pour ε inférieur à ε0 a une seule composante connexe adhérente à 0 qu’on
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notera B ′0. P
−1
j−1(B ′0)∩B(m0, ε) peut seul contenir m0 dans son adhérence
et, clairement, est connexe. Alors (1) résulte du Lemme 3.1 et (2) se
démontre comme dans le Lemme 4.1.
Remarque 4.2.2. – D’après ce qui précède, si m0 ∈ P−1j−1(0)∩ (Bj−1 \
Cj−1) alors, pour tout ε assez petit Pj−1(Bj−1∩B(m0, ε))= B0∩B(0, ε).
Remarque 4.2.3. – Si m0 ∈ Regj−1 P−1j−1(0) ∩ Bj−1 \ Sj−1 ∪ S ′j−1,
d’après l’hypothèse de récurrence (Hj−1), il est l’image d’un tj−10 =
(t01 , . . . , t
0
j−1) par l’intermédiaire des fonctions f ±m , m = 1, . . . , j − 1.
La jème coordonnée de M±0 est la limite quand x tend vers 0 de
f ±j (x, yj−1(t
j−1
0 )). Cette limite étant unique f ±j (0, u, yj−1(t
j−1
0 )) est
indépendant de u. Dans le lemme suivant, on l’écrira f ±j (0, yj−1), yj−1
étant l’image de tj−10 dans la paramétrisation (4.2) ou encore f ±j (m0)
avec un sens évident.
SOUS LEMME 4.2.4. – Il existe des fermés sous-analytiques Sj−1 de
P−1j−1(0)∩Bj−1 et Sj de P−1j (0)∩Bj de dimensions respectives j − 2 et
j − 1 tels que
Regj P−1j (0)∩Bj \ Sj
=

(0, yj ) ∈ {0} ×Rj ,
(0, yj−1) ∈ Regj−1P−1j−1(0)∩Bj−1 \ Sj−1, ∃tj ∈]0,1[ ,
yj = (1− tj )f −j
(
0, yj−1
)+ tj f +j (0, yj−1),
f +j
(
0, yj−1
)− f −j (0, yj−1)> 0.

(4.2.4)
De plus f ±j (0, yj−1(tj−1)) est analytique et Sj ⊃ P−1j (0)∩ Cj .
Esquisse de preuve du Sous-Lemme 4.2.4. – Il existe un fermé sous-
analytique Sj−1 de dimension j − 2 au plus, contenant Sj−1 ∪S ′j−1 et tel
que, si le point m0 appartient à Regj−1 P−1j−1(0) ∩ Bj−1 \ Sj−1 d’après le
Sous-Lemme 4.2.1, f ±j (m0) existe et elle est analytique, sous-analytique
et bornée. En notant S ′j−1 l’ensemble des points de P
−1
j−1(0)∩Bj−1 qui ne
sont pas réguliers de dimension j −1, l’ensemble p−1j (Sj−1∪S ′j−1)∩Bj
est de dimension j − 1 au plus : en effet, la fibre est de dimension au plus
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un. Comme la dimension de la fibre est zéro pour les points de
Z = {m0 ∈ Regj−1P−1j−1(0)∩Bj−1 \ Sj−1, f +j (m0)− f −j (m0)= 0},
la dimension de p−1j (Z)∩Bj est encore j − 1 au plus. La variété analy-
tique qui admet pour paramétrisation (4.2.4) ne diffère de Regj P−1j (0)∩
Bj que d’un ensemble sous-analytique de dimension j − 1 qui, de
plus, contient P−1j (0) ∩ Cj ; en effet Cj = B+j ∪ B−j ∪ p−1j (Cj−1) ∩ Bj ;
or, P−1j−1(0) ∩ Cj−1 est contenu dans Sj−1 par (a2) du Lemme 4.2 et
P−1j (0)∩B±j a pour jème coordonnée yj = f ±j (m0).
Preuve du Lemme 4.2. – Comme Sj−1 contient Sj−1 et
Fj = Fj−1(f +j − f −j ),
les résultats précédents impliquent la paramétrisation (4.2) et (a1) et (a2)
du Lemme 4.2 au rang j .
Preuve de (a3). – Dans le cas où pj(Bj,β)= pj(Bj,γ ) la preuve se fait
comme dans le Lemme 4.1. Si pj(Bj,β)= Bj−1,β et pj(Bj,γ ) = Bj−1,γ
alors d’après (Hj−1), dimP−1j−1(0)∩Bj−1,β ∩Bj−1,γ 6 j − 2 et, de plus
P−1j (0)∩Bj,β ∩Bj,γ ⊂ p−1j (P−1j−1(0)∩Bj−1,β ∩Bj−1,γ )∩Bj,β ∩Bj,γ .
La fibre de pj étant de dimension au plus un, ce dernier ensemble est
de dimension au plus j − 1. Ainsi, (Hj) est vraie. 2
4.3. Troisième étape : paramétrisation limite
LEMME 4.3. – Si 0 /∈F , soit l’ensemble sous-analytique de Rp ×Rn
Aλhα0 =
{(
0, yn
) ∈ Regk pi−1(0)∩Aλhα , rang(0,y) piλ|
pi−1(0)∩Aλhα
= k
}
\ Sλhα0
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où Sλhα0 est un fermé sous-analytique de dimension au plus k − 1. Alors
Aλhα0 admet la paramétrisation
(
0, yk, yn−k
)
, ∃tk ∈ ( ]0,1[ k \ sk)∩ {Fk(0, yk−1)> 0}
ym = (1− tm)f −m
(
0, ym−1
)+ tmf +m (0, ym−1), m= 1, . . . , k
yn−k = gλ(0, yk)
(4.3)
où f ±1 , gλ et Fk sont des fonctions analytiques, sous-analytiques et
bornées des seules variables t1, . . . , tk et sk un fermé sous-analytique de
dimension k− 1.
Preuve. – Si 0 /∈ F , (Hk) est vraie pour piλ(Aλhα )= Bk et il existe des
fermés sous-analytiques, sk−1 et Sk de dimensions respectivement k − 2
et k− 1 au plus, tels que
Regk P−1k (0)∩Bk \ Sk
=

(
0, yk
)
, ∃tk−1 ∈ ( ]0,1[ k−1 \ sk−1)∩ {Fk(0, yk−1)> 0}
∃tk ∈]0,1[ , ym = (1− tm)f −m
(
0, ym−1
)+ tmf +m (0, ym−1),
m= 1, . . . , k.

Soient pi−1(0) ∩ Aλhα =R ∪R′ ∪ S et Regk pi−1(0) ∩ Aλhα =R ∪R′,
les réunions étant disjointes et
R′ =
{
y ∈ Regk pi−1(0)∩Aλhα , rangy piλ|
Regk pi−1(0)∩Aλhα
< k
}
.
Alors dimpiλ(R′ ∪ S)6 k− 1 et on a la double inclusion
P−1k (0)∩Bk \
(Sk ∪ piλ(R′ ∪ S))⊂ piλ(R)⊂ Regk P−1k (0)∩Bk.
Si m appartient à l’ensemble de gauche,
pi−1λ (m)∩
(
pi−1(0)∩Aλhα
)⊂ pi−1λ (m)∩R
et dimpi−1λ (m)∩R= 0. D’autre part, m n’appartient pas à P−1k (0)∩ Ck .
En remplaçant dans la preuve du Lemme 4.1 f ±1 par gλ, application
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analytique qui définit A comme graphe sur piλ(A), on montre que la fibre
se réduit à un seul point de coordonnées (0, yk, gλ(0, yk)). En notant sk la
réunion de sk−1×]0,1[ et de l’image inverse dans la paramétrisation ci-
dessus de piλ(R′ ∪S)∪S ′, S ′ étant le fermé sous-analytique de dimension
k−1 hors duquel gλ est analytique, on obtient le résultat de l’énoncé. 2
5. Calcul des multiplicites de la tranche
Soit Σ = a[A], A étant une variété sous-analytique adaptée à pi . On
sait que, pour tout λ ∈Λ◦, il existe une décomposition Σ = aλ∑α∈Iλ[Aλα]
et que Zh, h ∈ H , désigne les composantes connexes du cône tangent
strict en 0 à l’ouvert sous-analytique
⋃
α∈Iλ pi(A
λ
α). De plus, il résulte
de [5] et de la Proposition 1.2 que si 0 /∈ F , 〈Σ,pi,0〉 est une k-chaîne
sous-analytique dont le support est contenu dans pi−1(0) ∩ A¯. Il s’agit
donc de calculer les multiplicités de la tranche sur les composantes
connexes des points réguliers de dimension k de pi−1(0) ∩ A¯ et, pour
ce faire de remarquer :
LEMME 5.1. – Soit Σ une k-chaîne sous-analytique de Rn, de support
T , T étant une variété connexe ne rencontrant pas suppbΣ . Si, pour
une forme différentielle ω ∈ Dk(Rn), (Σ,ω) = a([T ],ω) 6= 0, alors
Σ = a[T ].
Preuve. – D’après les hypothèses, Σ = c[T ], c ∈R, et
(Σ,ω)= a([T ],ω)= c([T ],ω). 2
LEMME 5.2. – Si 0 /∈F , λ ∈Λ◦ et ωλ = φλ(x, y)dy1∧· · ·∧ dyk , alors
〈Σ,pi,0〉(ωλ)= aλ
∑
h∈H
θp(Zh,0)
(∑
α∈Iλ
[
Aλhα0
]
,ωλ
)
où [Aλhα0] est l’intégration sur la variété Aλhα0 orientée par la paramétrisa-
tion limite (4.3). De plus Aλhα0 ∩Aλhβ0 = ∅ si α 6= β et les orientations des
[Aλhα0] sont cohérentes quand h décrit H .
Preuve. – Si λ ∈Λ◦, d’après [1], Σ = aλ∑α∈Iλ[Aλα] et
〈Σ,pi,0〉(ωλ)=
∑
h∈H
∑
α∈Iλ
Lλhα (ωλ)
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en notant
Lλhα (ωλ)=
aλ
pα(p)
∫
Zh∩Sp(0,1)
σp−1(u)
1∫
0
· · ·
1∫
0
F kφ¯λ
(
0, u, tk
)
dt1 · · · dtk
où Fk et φ¯λ sont associés à un Aλhα0.
Si 0 /∈F , il résulte du calcul de la paramétrisation limite que Fk et φ¯λ
ne dépendent pas de u et sont analytiques, sous-analytiques et bornées
hors d’un ensemble sous-analytique sk de dimension k− 1, contenu dans
l’ensemble : {tk ∈]0,1[ k, F k(0, yk−1(tk−1) > 0}. Lλhα (ωλ) est alors égal
au produit de
aλ
pα(p)
∫
Zh∩Sp(0,1)
σp−1(u)= aλθp(Zh,0)
d’après [3] et de
1∫
0
· · ·
1∫
0
Fkφ¯λ
(
0, tk
)
dt1 · · · dtk =
∫
Aλh
α0
φλ(x, y)dyk.
Si 0 /∈F , on sait de plus que
dimP−1k (0)∩ piλ
(
Aλhα
)∩ piλ(Aλhβ )6 k− 1,
Aλhα0 et A
λh
β0 s’écrivant comme graphes sur des ouverts de P
−1
k (0) ∩
piλ(Aλhα ) et de P
−1
k (0) ∩ piλ(Aλhβ ) avec Aλhα0 ∩ Aλhβ0 = ∅. D’autre part,
l’orientation de [Aλhα0] est l’orientation standard de {0} × Rk, transportée
par le graphe de gλ, limite de gλ analytique sur A connexe. 2
LEMME 5.3. – Si 0 /∈F , alors
Regk pi−1(0)∩A∩ pi−1(Zh)=
⋃
λ∈Λ◦
⋃
α∈Iλ
Aλhα0.
Preuve. – Il suffit de montrer que les deux membres de l’égalité qui
sont des fermés sous-analytiques de dimension pure k diffèrent au plus
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d’un ensemble sous-analytique de dimension k − 1. On considère une
stratification sous-analytique S de pi−1(0) ∩ A∩ pi−1(Zh) compatible
aux piλ, λ ∈ Λ. On pose S ′ = {S ∈ S, dimS = k} et S ′λ = {S ∈
S ′, rangpiλ|S constant et égal à k}. Comme 0 /∈ F , S ′λ est vide si λ /∈Λ◦
d’après (3) de la Proposition 1.2. Il est clair que⋃
λ∈Λ◦
⋃
S∈S ′
λ
S ⊂ ⋃
S∈S ′
S
et, pour établir l’inclusion réciproque, il suffit de considérer une paramé-
trisation de S. Alors, d’après la définition de Aλhα0,⋃
α∈Iλ
Aλhα0 =
⋃
S∈S ′
λ
S et Regk pi−1(0)∩A∩ pi−1(Zh)=
⋃
S∈S ′
S. 2
6. Preuve du theoreme
On pose B0 = ⋃α∈Iλ pi(Aλα), λ ∈ Λ◦ ; les Zh sont les composantes
connexes de de Cs0(B0) et A¯=
⋃
α∈Iλ A¯
λ
α .
6.1. Si
M ∈ pi−1(0)∩ A¯ \ pi−1(0)∩A∩ pi−1
( ⋃
h∈H
Zh
)
,
il existe une boule B(M,ε) qui ne rencontre pas A ∩ pi−1(⋃h∈H Zh)
et, d’après (0.2), 〈Σ,pi,0〉|B(M,ε) = 0. D’autre part, il est clair que
Γ piM(A)⊂
⋃
h∈H Zh ∪Γ0, Γ0 étant un cône de dimension p− 1 et, d’après
l’hypothèse, il ne rencontre pas les Zh. Ainsi, Γ piM(A)⊂
⋃
h∈H bZh ∪ Γ0
et ce dernier étant de dimension p− 1, θp(Γ piM(A),0)= 0.
6.2. On suppose que
M ∈ pi−1(0)∩A∩ pi−1
( ⋃
h∈H
Zh
)
=A0
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qui est de dimension au plus k et, d’après le Lemme 5.3, il existe des
fermés sous-analytiques ∆h et ∆′h de dimension au plus k− 1, tels que
Regk pi−1(0)∩A∩ pi−1(Zh) \∆h =
⋃
λ∈Λ◦
⋃
α∈Iλ
Aλhα0 \∆′h.
On pose ∆0 = (A0 \ Regk A0)
⋃
α,λ,h bA
λh
α0
⋃
h∈H(∆h ∪∆′h). ∆0 est un
fermé sous-analytique de dimension k − 1 au plus. Si M ∈ A0 \∆0, M
appartient à une composante connexe d’un Aλhα0 \ ∆0 et, λ et h étant
fixés, M appartient à Aλhα0 pour un seul α ∈ Iλ. Celui-ci est contenu dans
pi−1(0)∩Aλhα et il existe ε0 > 0 tel que si ε < ε0 , toute boule B(M,ε) de
Rp+n
– rencontre Aλhα ;
– est telle que piλ(B(M,ε) ∩ Cλhαk est vide, en désignant par Cλhαk
l’analogue de Ck pour piλ(Aλhα ). (Cf. (a2) du Lemme 4.2) ;
– et que pi−1(0)∩Aλhα ∩B(M,ε)=Aλhα0 ∩B(M,ε).
piλ(A
λh
α ∩ B(M,ε)) est un ouvert sous-analytique de Rp+k dont
l’adhérence contient m= piλ(M). On pose
D = piλ(Aλhα ) \ piλ(Aλhα ∩B(M,ε))
qui est égal à piλ(Aλhα \B(M,ε)) puisque piλ|Aλhα est un difféomorphisme.
Alors m /∈D et il existe une boule B(m, ε′) telle que
piλ
(
Aλhα
)∩B(m, ε′)⊂ piλ(Aλhα ∩B(M,ε))
dans Rp+k : ainsi
Pk
(
piλ
(
Aλhα
)∩B(m, ε′))⊂ pi(Aλhα ∩B(M,ε)).
Comme B(m, ε′) ⊂ piλ(B(M,ε)), B(m, ε′) ne rencontre pas Cλhαk et,
d’après la Remarque 4.2.2,
pi
(
Aλhα
)∩B(0, ε′)⊂ pi(Aλhα ∩B(M,ε))⊂ pi(Aλhα )∩B(0, ε).
Le cône tangent strict à pi(Aλhα ) est Zh. D’après la définition de Γ piM(A),
pour un certain ensemble d’indices H0 ⊂ H , Γ piM(A) ⊃
⋃
h∈H0 Zh. Il est
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clair que si Zh n’est pas contenu dans Γ piM(A), il ne le rencontre pas. Ainsi⋃
h∈H0
Zh ⊂ Γ piM(A)⊂
⋃
h∈H0
Zh
⋃
h∈H
bZh ∪ Γ0
et Γ piM(A) diffère de
⋃
h∈H0 Zh d’un cône de dimension p − 1, ce qui
implique que
θp
(
Γ piM(A),0
)= ∑
h∈H0
θp(Zh,0).
D’autre part,M est dans l’adhérence d’un seulAλhα pour chaque h ∈H0
λ ∈ Λ◦ étant fixé, d’après le Lemme 5.3. Alors, d’après les Lemme 5.1
et 5.2
〈Σ,pi,0〉|B(M,ε)= 〈Σ|B(M,ε), pi,0〉
=±a ∑
h∈H0
θp(Zh,0)
[
pi−1(0)∩ A¯∩B(M,ε)]
=±aθp(Γ piM(A),0)[pi−1(0)∩ A¯∩B(M,ε)]
ce qui achève la démonstration.
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