Monoidal categorification of cluster algebras II by Kang, Seok-Jin et al.
ar
X
iv
:1
50
2.
06
71
4v
1 
 [m
ath
.R
T]
  2
4 F
eb
 20
15
MONOIDAL CATEGORIFICATION OF CLUSTER ALGEBRAS II
SEOK-JIN KANG1, MASAKI KASHIWARA2, MYUNGHO KIM, SE-JIN OH3
Abstract. We prove that the quantum unipotent coordinate algebra Aq(n(w)) as-
sociated with a symmetric Kac-Moody algebra and its Weyl group element w has
a monoidal categorification as a quantum cluster algebra. As an application of our
earlier work, we achieve it by showing the existence of a quantum monoidal seed of
Aq(n(w)) which admits the first-step mutations in all the directions. As a consequence,
we solve the conjecture that any cluster monomial is a member of the upper global
basis up to a power of q1/2.
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Introduction
The quantum unipotent coordinate ring Aq(n), which is isomorphic to the negative
half U−q (g) of a quantized enveloping algebra Uq(g) associated with a symmetrizable
Kac-Moody algebra g, has very interesting bases so called upper global basis and lower
global basis ([11]). In particular, the upper global basis Bup has been studied empha-
sizing on its multiplicative structure. For example, Berenstein and Zelevinsky ([1])
conjectured that, in the case g is of type An, the product b1b2 of two elements b1 and
b2 in B
up is again an element of Bup up to a multiple of a power of q if and only if they
are q-commuting; i.e., b1b2 = q
mb2b1 for some m ∈ Z. This conjecture turned out to
be not true in general, because Leclerc ([23]) found examples of an imaginary element
b ∈ Bup such that b2 does not belong to Bup. Nevertheless, the idea of considering sub-
sets of Bup whose elements are q-commuting with each other and studying the relations
between those subsets has survived and becomes one of the motivations of (quantum)
cluster algebras ([4]).
A cluster algebra is a Z-subalgebra of a rational function field given by a set of gen-
erators, called the cluster variables. They are grouped into overlapping subsets, called
clusters and there is a procedure called mutation which produces new clusters succes-
sively from a given initial cluster. A quantum cluster algebra is a non-commutative
q-deformation of a cluster algebra, and a quantum cluster is a family of mutually q-
commuting elements of it ([2]). There are many examples of algebras which turned
out to be (quantum) cluster algebras. In particular, Geiß, Leclerc and Schro¨er showed
that the quantum unipotent coordinate algebra Aq(n(w)) has a quantum cluster alge-
bra structure ([6]). Here Aq(n(w)) is a subalgebra of the Q(q)-algebra Aq(n) ≃ U
−
q (g) ,
which is associated with a symmetric Kac-Moody algebra g and its Weyl group element
w,
It is shown by Kimura [18] that Bup ∩ Aq(n(w)) is a basis of Aq(n(w)). Then, in
terms of quantum cluster algebras, Berenstein-Zelevinsky’s ideas can be generalized
and reformulated in the following form:
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Conjecture 1 ([6, Conjecture 12.9], [18, Conjecture 1.1(2)]). When g is of symmetric
type, every quantum cluster monomial in Aq1/2(n(w)) :=Q(q
1/2)⊗Q(q) Aq(n(w)) belongs
to the upper global basis up to a power of q1/2.
There are some partial results of this conjecture. It is proved for g = A2, A3, A4 and
Aq(n(w)) = Aq(n) in [1] and [5, Section 12], for g = A
(1)
1 , An and w is a square of a
Coxeter element in [21] and [22], when g is symmetric and w is a square of a Coxeter
element in [19].
In this paper, we prove the above conjecture completely by showing that there exists a
monoidal categorification of Aq1/2(n(w)) along the lines of our previous work [10]. Note
that Nakajima proposed a geometric approach of this conjecture via quiver varieties
([27]).
Let us briefly recall the notion of monoidal categorifications of quantum cluster al-
gebras. Let C be an abelian monoidal category equipped with an auto-equivalence q
and a tensor product which is compatible with a decomposition C =
⊕
β∈Q Cβ . Fix a
finite index set J = Jex ⊔ Jfr with a decomposition into the exchangeable part and the
frozen part. Let S be a quadruple ({Mi}i∈J , L, B˜, D) of a family of simple objects
{Mi}i∈J in C , an integer-valued skew-symmetric J × J-matrix L = (λi,j), an integer-
valued J × Jex-matrix B˜ = (bi,j) with skew-symmetric principal part, and a family of
elements D = {di}i∈J in Q. If those data satisfy the conditions in Definition 5.2 below,
then we call it a quantum monoidal seed in C. For each k ∈ Jex, we have mutations
µk(L), µk(B˜) and µk(D) of L,B and D, respectively. We say that a quantum monoidal
seed S = ({Mi}i∈J , L, B˜, D) admits a mutation in direction k ∈ Jex, if there exists a
simple object M ′k ∈ Cµk(D)k which fits into two short exact sequences (0.1) below in C
reflecting the mutation rule in quantum cluster algebras, and thus obtained quadruple
µk(S ) := ({Mi}i 6=k ∪ {M
′
k}, µk(L), µk(B˜), µk(D)) is again a quantum monoidal seed in
C. We call µk(S ) the mutation of S in direction k ∈ Jex.
Now the category C is called a monoidal categorification of a quantum cluster algebra
A over Z[q±1/2] if (i) the Grothendieck ring Z[q±1/2]⊗Z[q±1]K(C) is isomorphic to A,
(ii) there exists a quantum monoidal seed S = ({Mi}i∈J , L, B˜, D) in C such that
[S ] := ({qmi[Mi]}i∈J , L, B˜) is a quantum seed of A for some mi ∈
1
2
Z, and (iii) S
admits successive mutations in all directions in Jex. Note that if C is a monoidal
categorification of A, all the quantum cluster monomials in A are the classes of simple
objects in C up to a power of q1/2.
In the case of quantum unipotent coordinate ring Aq(n), there is a natural candidate
for monoidal categorification, the category of finite-dimensional graded modules over
a Khovanov-Lauda-Rouquier algebras ([16, 17], [28]). The Khovanov-Lauda-Rouquier
algebras (abbreviated by KLR algebras) are a family of Z-graded algebras {R(β)}β∈Q+
such that the Grothendieck ring of R-gmod:=
⊕
β∈Q+ R(β)-gmod, the direct sum of the
categories of finite-dimensional graded R(β)-modules, is isomorphic to the integral form
Aq(n)Z[q±1] of Aq(n). Here Q
+ denotes the positive root lattice of the corresponding
symmetrizable Kac-Moody algebra g. The multiplication of K(R-gmod) is given by
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the convolution product of modules, and the action of q is given by the grading shift
functor. In [30, 29], Varagnolo–Vasserot and Rouquier proved that the upper global
basis Bup of Aq(n) corresponds to the set of the classes of all self-dual simple modules
of R-gmod under the assumption that R is a symmetric KLR algebra with the base
field of characteristic 0. For each Weyl group element w, let Cw be the full subcategory
of R-gmod consisting of objects M such that [M ] belongs to Aq(n(w)). Then, Cw is
an abelian monoidal category whose Grothendieck ring is isomorphic to Aq(n(w)) and
its simple objects correspond to the basis Bup ∩ Aq(n(w)) of Aq(n(w)). In particular,
Conjecture 1 is equivalent to saying that when g is of symmetric type, every quantum
cluster monomial inQ(q1/2)⊗Z[q±1]K(Cw) belongs to the class of self-dual simple modules
up to a power of q1/2.
In [10], to simplify the conditions of quantum monoidal seeds and their mutations, we
introduce the notion of admissible pairs in Cw. A pair ({Mi}i∈J , B˜) is called admissible
in Cw if (i) {Mi}i∈J is a commuting family of self-dual real simple objects of Cw, (ii)
B˜ is an integer-valued J × Jex-matrix with skew-symmetric principal part, and (iii) for
each k ∈ J , there exists a self-dual simple object M ′k in Cw such that M
′
k commutes
with Mi for all i ∈ J \ {k} and there are exact sequences in Cw
0→ q
⊙
bi,k>0
M
⊙bi,k
i → q
Λ˜(Mk,M
′
k)Mk ◦M ′k →
⊙
bi,k<0
M
⊙(−bi,k)
i → 0
0→ q
⊙
bi,k<0
M
⊙(−bi,k)
i → q
Λ˜(M ′k ,Mk)M ′k ◦Mk →
⊙
bi,k>0
M
⊙bi,k
i → 0
(0.1)
where Λ˜(Mk,M
′
k) and Λ˜(M
′
k,Mk) are prescribed integers and
⊙
is a tensor product up
to a power of q.
For an admissible pair ({Mi}i∈J , B˜), let Λ = (Λi,j)i,j∈J be the skew-symmetric matrix
where Λi,j is the homogeneous degree of rMi,Mj
, the r-matrix between Mi and Mj , and
let D = {di}i∈J be the family of elements in Q given by Mi ∈ R(−di)-gmod.
Then, together with the result of [6], the main theorem of [10] reads as follows:
Theorem 2 (Theorem 6.3 and Corollary 6.4 in [10]). If there exists an admissible pair
({Mi}i∈K , B˜) in Cw such that [S ] :=
(
{q−(wt(Mi),wt(Mi))/4[Mi]}i∈J ,−Λ, B˜, D
)
is an initial
seed of Aq1/2(n(w)), then Cw is a monoidal categorification of Aq1/2(n(w)).
This paper is mainly devoted to show that there exists an admissible pair in Cw for ev-
ery symmetric Kac-Moody algebra g and its Weyl group element w. In [6], Geiß, Leclerc
and Schro¨er provided an initial quantum seed in Aq(n(w)) whose quantum cluster vari-
ables are unipotent quantum minors. The unipotent quantum minors are elements in
Aq(n), which are a q-analogue of a generalization of the minors of upper triangular
matrices. In particular, they are elements in Bup. We define the determinantial module
M(µ, ζ) to be the simple module in R-gmod corresponding to the unipotent quantum
minor D(µ, ζ) under the isomorphism Aq(n(w))Z[q±1] ≃ K(R-gmod). Here (µ, ζ) is a
pair of elements in the weight lattice of g satisfying certain conditions.
Our main theorem is as follows.
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Main Theorem 3. Let ({D(k, 0)}1≤k≤r, B˜, L) be the initial quantum seed of Aq(n(w))
in [6] with respect to a reduced expression w˜ = si1 · · · sir of w. Let M(k, 0) be the
determinantial module corresponding to the unipotent quantum minor D(k, 0). Then
the pair
({M(k, 0)}1≤k≤r, B˜)
is admissible in Cw.
The most essential condition for an admissible pair is that there exists the first
mutation M(k, 0)′ in (0.1) for each k ∈ Jex. To obtain it, we investigate the properties of
determinantial modules and those of their convolution products. Note that a unipotent
quantum minor is the image of a global basis element of the quantum coordinate ring
Aq(g) under the projection Aq(g) → Aq(n). Since there exists a bicrystal embedding
from the crystal basis B(Aq(g)) of Aq(g) to the crystal basis B(U˜q(g)) of the modified
quantum groups U˜q(g), this investigation amounts to the study on the interplays among
the crystal and global bases of Aq(g), U˜q(g) and Aq(n).
This paper is organized as follows:
In Section 1, we review on quantum groups, their integrable modules, and crystal
and global bases. In Section 2, we review the algebras Aq(g), U˜q(g) and Aq(n), and
study relations among them. In Section 3, we study the properties of quantum minors
including T-systems and generalized T-systems. In Section 4, we review and study
further about the modules over Khovanov-Lauda-Rouquier algebras along the lines of
[9, 10]. In Section 5, we review the quantum cluster algebras and their monoidal
categorifications by symmetric KLR algebras. In the last section, we establish our
main theorem.
Acknowledgements. The authors would like to express their gratitude to Bernard
Leclerc for many fruitful discussions. The last two authors gratefully acknowledge the
hospitality of Research Institute for Mathematical Sciences, Kyoto University during
their visits in 2014.
1. Preliminaries
This is a continuation of [10], and we sometimes omit the definitions and notations
employed there. We refer the reader to loc. cit. In this section, we briefly recall the
crystal and global bases theory for Uq(g). We refer to [11, 12, 15] for materials in this
section.
1.1. The quantum enveloping algebras and their integrable modules. Let g
be a Kac-Moody algebra. We denote by I the index set which parametrizes the set
of simple roots Π = {αi | i ∈ I} and the set of simple coroots Π
∨ = {hi | i ∈ I}.
We also denote by P the weight lattice, by P∨ := HomZ(P,Z) the co-weight lattice, by
A =
(
〈hi, αj〉
)
i,j∈I
the generalized Cartan matrix of g, byW the Weyl group of g, and by
( , ) aW -invariant symmetric bilinear form on P. The free abelian group Q :=
⊕
i∈I Zαi
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is called the root lattice. Set Q+ =
∑
i∈I Z≥0αi ⊂ Q and Q
− =
∑
i∈I Z≤0αi ⊂ Q. For
β =
∑
i∈I miαi ∈ Q, we set |β| =
∑
i∈I |mi|.
Let Uq(g) be the quantum enveloping algebra of g, which is theQ(q)-algebra generated
by ei, fi (i ∈ I) and q
h (h ∈ P∨) with certain defining relations (see e.g. [10, Definition
1.1]). We set ti = q
(αi,αi)
2
hi. We denote by U−q (g) (resp. U
+
q (g)) the subalgebra of Uq(g)
generated by fi (i ∈ I) (resp. ei (i ∈ I)).
We define the divided powers by
e
(n)
i = e
n
i /[n]i!, f
(n)
i = f
n
i /[n]i! (n ∈ Z≥0),
where qi = q
(αi,αi)/2, [n]i =
qni − q
−n
i
qi − q
−1
i
and [n]i! =
∏n
k=1[k]i for n ∈ Z≥0, i ∈ I. Let
us denote by Uq(g)Z[q±1] the Z[q
±1]-subalgebra of Uq(g) generated by e
(n)
i , f
(n)
i (i ∈ I,
n ∈ Z≥0) and q
h (h ∈ P∨), by U−q (g)Z[q±1] the Z[q
±1]-subalgebra of U−q (g) generated by
f
(n)
i (i ∈ I, n ∈ Z≥0), and by U
+
q (g)Z[q±1] the Z[q
±1]-subalgebra of U+q (g) generated by
e
(n)
i (i ∈ I, n ∈ Z≥0).
We denote by Oint(g) the category of integrable left Uq(g)-modules M satisfying the
following conditions: (i) M =
⊕
η∈PMη where Mη := {m ∈ M | q
hm = q〈h,η〉m},
(ii) dimMη < ∞, and (iii) there exist finitely many weights λ1, . . . , λm such that
wt(M) ⊂ ∪j(λj+Q
−). The category Oint(g) is semisimple with its simple objects being
isomorphic to the highest weight modules V (λ) with highest weight vector uλ of highest
weight λ ∈ P+, the set of dominant integral weight.
Let us recall the Q(q)-antiautomorphism ϕ and ∗ of Uq(g) given as follows:
ϕ(ei) = fi, ϕ(fi) = ei, ϕ(q
h) = qh,(1.1)
e∗i = ei, f
∗
i = fi, (q
h)∗ = q−h.(1.2)
Let us recall also the Q-automorphism of Uq(g) given by
ei = ei, f i = fi, q
h = q−h, q = q−1.(1.3)
For M ∈ Oint(g), let us denote by DϕM the left Uq(g)-module
⊕
η∈P Hom(Mη,Q(q))
with the action of Uq(g) given by:
(aψ)(m) = ψ(ϕ(a)m) for ψ ∈ DϕM , m ∈M and a ∈ Uq(g).
Then DϕM belongs to Oint(g).
For a left Uq(g)-module M , we denote by M
r the right Uq(g)-module {m
r | m ∈M}
with the right action of Uq(g) given by
(mr) x = (ϕ(x)m)r for m ∈M and x ∈ Uq(g).
We denote by Orint(g) the category of right integrable Uq(g)-modules M
r such that
M ∈ Oint(g).
There are two comultiplications ∆+ and ∆− on Uq(g) defined as follows:
∆+(ei) = ei⊗ 1 + ti⊗ ei, ∆+(fi) = fi⊗ t
−1
i + 1⊗ fi, ∆+(q
h) = qh⊗ qh,(1.4)
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∆−(ei) = ei⊗ t
−1
i + 1⊗ ei, ∆−(fi) = fi⊗ 1 + ti⊗ fi, ∆−(q
h) = qh⊗ qh.(1.5)
For two Uq(g)-modules M1 and M2, let us denote by M1 ⊗+ M2 and M1 ⊗− M2
the vector space M1⊗Q(q)M2 endowed with Uq(g)-module structure induced by the
comultiplications ∆+ and ∆−, respectively. Then we have
Dϕ(M1 ⊗± M2) ≃ (DϕM1)⊗∓ (DϕM2).
The simple Uq(g)-module V (λ) and the Bq(g)-module U
−
q (g)) have a unique non-
degenerate symmetric bilinear form ( , ) such that
(uλ, uλ) = 1 and (xu, v) = (u, ϕ(x)v) for u, v ∈ V (λ) and x ∈ Uq(g),(1.6)
(1, 1) = 1 and (xu, v) = (u, ϕ(x)v) for u, v ∈ U−q (g) and x ∈ Bq(g).(1.7)
Recall that Bq(g) is the quantum boson algebra generated by e
′
i and fi, and ϕ is the
anti-automorphism of Bq(g) sending e
′
i to fi and fi to e
′
i.
Note that ( , ) induces the non-degenerated bilinear form
〈·, ·〉 : V (λ)r ⊗Uq(g) V (λ)→ Q(q)
given by 〈ur, v〉 = (u, v), by which DϕV (λ) is canonically isomorphic to V (λ).
1.2. Crystal bases and global bases. For a subring A of Q(q), we say that L is an A-
lattice of aQ(q)-vector space V if L is a free A-submodule of V such that V = Q(q)⊗A L.
Let us denote by A0 (resp. A∞) the ring of rational functions in Q(q) which are
regular at q = 0 (resp. q =∞). We set A :=A0 ∩A∞ = Q[q
±1].
Let M be a Uq(g)-module in Oint(g). Then any u ∈M can be uniquely written as
u =
∞∑
n=0
f
(n)
i un with eiun = 0.
We define the lower Kashiwara operators by
e˜lowi (u) =
∞∑
n=1
f
(n−1)
i un and f˜
low
i (u) =
∞∑
n=0
f
(n+1)
i un,
and the upper Kashiwara operators by
e˜upi (u) = e˜
low
i q
−1
i tiu and f˜
up
i (u) = f˜
low
i q
−1
i t
−1
i u.
We say that an A0-lattice of M is a lower (resp. upper) crystal lattice of M if L is
P-graded and invariant by the lower (resp. upper) Kashiwara operators.
Lemma 1.1. Let L be a lower crystal lattice of M ∈ Oint(g). Then we have
(i)
⊕
λ∈P q
−(λ,λ)/2Lλ is an upper crystal lattice of M .
(ii) L∨ := {ψ ∈ DϕM | 〈ψ, L〉 ∈ A0} is an upper crystal lattice of DϕM .
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Proof. (i) Let φM be the endomorphism of M given by φM |Mλ = q
−(λ,λ)/2idMλ . Then
we have e˜upi = φM ◦ e˜
low
i φ
−1
M and f˜
up
i = φM ◦ f˜
low
i φ
−1
M .
(ii) follows from the fact that e˜upi and f˜
up
i are the adjoint operators of f˜
low
i and e˜
low
i ,
respectively. 
Definition 1.2. A lower (resp. upper) crystal basis of M consists of a pair (L,B)
satisfying the following conditions:
(i) L is a lower (resp. upper) crystal lattice of M ,
(ii) B = ⊔ηBη is a basis of the Q-vector space L/qL, where Bη = B ∩ (Lη/qLη),
(iii) the induced maps e˜i and f˜i on L/qL satisfy
e˜iB, f˜iB ⊂ B ⊔ {0}, and f˜ib = b
′ if and only if b = e˜ib
′ for b, b′ ∈ B.
Here e˜i and f˜i denote the lower (resp. upper) Kashiwara operators.
It is shown in [11] that V (λ) has the lower crystal basis (Llow(λ), Blow(λ)). Using
the non-degenerate symmetric bilinear form ( , ), V (λ) has the upper crystal basis
(Lup(λ), Bup(λ)) where
Lup(λ) := {u ∈ V (λ) | (u, Llow(λ)) ⊂ A0},
and Bup(λ) ⊂ Lup(λ)/qLup(λ) is the dual basis of Blow(λ) with respect to the induced
non-degenerate pairing between Lup(λ)/qLup(λ) and Llow(λ)/qLlow(λ). An (abstract)
crystal is a set B together with maps
wt: B → P, εi, ϕi : B → Z ⊔ {∞} and e˜i, f˜i : B → B ⊔ {0} for i ∈ I,
such that
(C1) ϕi(b) = εi(b) + 〈hi,wt(b)〉 for any i,
(C2) if b ∈ B satisfies e˜i(b) 6= 0, then
εi(e˜ib) = εi(b)− 1, ϕi(e˜ib) = ϕi(b) + 1, wt(e˜ib) = wt(b) + αi,
(C3) if b ∈ B satisfies f˜i(b) 6= 0, then
εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) = ϕi(b)− 1, wt(f˜ib) = wt(b)− αi,
(C4) for b, b′ ∈ B, b′ = f˜ib if and only if b = e˜ib
′,
(C5) if ϕi(b) = −∞, then e˜ib = f˜ib = 0.
Recall that, with the notions of morphisms and tensor product rule of crystals, the
category of crystal becomes a monoidal category ([14]). If (L,B) is a crystal of M ,
then B is an abstract crystal. Since Blow(λ) ≃ Bup(λ), we drop the superscripts for
simplicity.
Let V be a Q(q)-vector space, and let L0 be an A0-lattice of V , L∞ an A∞-lattice
of V and VA an A-lattice of V . We say that the triple (VA, L0, L∞) is balanced if the
following canonical map is a Q-linear isomorphism:
E := VA ∩ L0 ∩ L∞ −−→ L0/qL0.
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The inverse of the above isomorphism G : L0/qL0 ∼−→E is called the globalizing map. If
(VA, L0, L∞) is balanced, then we have
Q(q)⊗
Q
E ∼−→V , A⊗
Q
E ∼−→VA, A0⊗
Q
E ∼−→L0 and A∞⊗
Q
E ∼−→L∞.
Hence, if B is a basis of L0/qL0, then G(B) is a basis of V , VA, L0 and L∞. We call
G(B) a global basis.
We define the two Z[q±1]-forms of V (λ) by
V low(λ)Z[q±1] := U
−
q (g)Z[q±1]uλ and
V up(λ)Z[q±1] :=
{
u ∈ V (λ) |
(
u, V low(λ)Z[q±1]
)
⊂ Z[q±1]
}
.
Then
(
Q⊗V low(λ)Z[q±1], L
low(λ), Llow(λ)
)
and
(
Q⊗V up(λ)Z[q±1], L
up(λ), Lup(λ)
)
are
balanced. Let us denote by Glowλ and G
up
λ the associated globalizing maps, respectively.
Then the sets
Blow(λ) := {Glowλ (b) | b ∈ B
low(λ)} and Bup(λ) := {Gupλ (b) | b ∈ B
up(λ)}
form Z[q±1]-bases of V low(λ)Z[q±1] and V
up(λ)Z[q±1], respectively. They are called the
lower global basis and the upper global basis of V (λ).
Similarly, there exists a crystal basis (L(∞), B(∞)) of the simple Bq(g)-module U
−
q (g)
such that (Q⊗U−q (g)Z[q±1], L(∞), L(∞)) is balanced. Let us denote the globalizing map
by Glow. Then the set
Blow(U−q (g)) := {G
low(b) | b ∈ B(∞)}
forms an Z[q±1]-basis of U−q (g)Z[q±1] and is called the lower global basis of U
−
q (g).
Let us denote by
Bup(U−q (g)) := {G
up(b) | b ∈ B(∞)}
the dual basis of Blow(U−q (g)) with respect to ( , ). Then it is a Z[q
±1]-basis of
U−q (g)
∨
Z[q±1] := {x ∈ U
−
q (g) | (x, U
−
q (g)Z[q±1]) ⊂ Z[q
±1]}
and called the upper global basis of U−q (g).
2. Quantum coordinate rings and modified quantized enveloping
algebras
2.1. Quantum coordinate ring. Let Uq(g)
∗ be HomQ(q)(Uq(g),Q(q)). Then the co-
multiplication ∆+ induces the multiplication µ on Uq(g)
∗ as follows:
µ : Uq(g)
∗⊗Uq(g)
∗ → (Uq(g)⊗Uq(g))
∗ (∆+)
∗
−−−−→ Uq(g)
∗.
Later on, it will be convenient to use Sweedler’s notation ∆+(x) = x(1)⊗x(2). With
this notation, (
fg
)
(x) = f(x(1)) g(x(2)) for f, g ∈ Uq(g)
∗ and x ∈ Uq(g).
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The Uq(g)-bimodule structure on Uq(g) induces a Uq(g)-bimodule structure on Uq(g)
∗.
Namely,
(x · f)(v) = f(vx) and (f · x)(v) = f(xv) for f ∈ Uq(g)
∗ and x, v ∈ Uq(g).
Then the multiplication µ is a morphism of a Uq(g)-bimodule, where Uq(g)
∗⊗Uq(g)
∗
has the structure of a Uq(g)-bimodule via ∆+: for f, g ∈ Uq(g)
∗ and x, y ∈ Uq(g),
x(fg)y = (x(1)fy(1))(x(2)gy(2)),
where ∆+(x) = x(1)⊗x(2) and ∆+(y) = y(1)⊗ y(2).
Definition 2.1. We define the quantum coordinate ring Aq(g) as follows:
Aq(g) = {u ∈ Uq(g)
∗ | Uq(g)u belongs to Oint(g) and uUq(g) belongs to O
r
int(g)}.
Then, Aq(g) is a subring of Uq(g)
∗ because (i) µ is Uq(g)-bilinear, (ii) Oint(g) and
Orint(g) are closed under the tensor product.
We have the weight decomposition: Aq(g) =
⊕
η,ζ∈P
Aq(g)η,ζ where
Aq(g)η,ζ := {ψ ∈ Aq(g) | q
hl · ψ · qhr = q〈hl,η〉+〈hr,ζ〉ψ for hl, hr ∈ P
∨},
For ψ ∈ Aq(g)η,ζ , we write
wtl(ψ) = η and wtr(ψ) = ζ.
For any V ∈ Oint, we have the Uq(g)-bilinear homomorphism
ΦV : V ⊗(DϕV )
r → Aq(g)
given by
ΦV (v⊗ψ
r)(a) = 〈ψr, av〉 = 〈ψra, v〉 for v ∈ V , ψ ∈ DϕV and a ∈ Uq(g).
Proposition 2.2 ([12, Proposition 7.2.2]). We have an isomorphism Φ of Uq(g)-
bimodules
(2.1) Φ:
⊕
λ∈P+
V (λ) ⊗
Q(q)
V (λ)r
∼
−→ Aq(g)
given by Φ|V (λ)⊗Q(q) V (λ)r = Φλ := ΦV (λ) : Namely,
Φ(u⊗ vr)(x) = 〈vr, xu〉 = 〈vrx, u〉 = (v, xu) for any v, u ∈ V (λ) and x ∈ Uq(g).
We introduce the crystal basis
(
Lup(Aq(g)), B(Aq(g))
)
of Aq(g) as the images by Φ
of ⊕
λ∈P+
Lup(λ)⊗ Lup(λ)r and
⊔
λ∈P+
B(λ)⊗B(λ)r.
Hence it is a crystal base with respect to the left action of Uq(g) and also the right
action of Uq(g). We sometimes write by e
∗
i and f
∗
i the operators of Aq(g) obtained by
the right actions of ei and fi.
We define the Z[q±1]-form of Aq(g) by
Aq(g)Z[q±1] :=
{
ψ ∈ Aq(g) | 〈ψ, Uq(g)Z[q±1]〉 ⊂ Z[q
±1]
}
.
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We define the bar-involution − of Aq(g) by
ψ(x) = ψ(x) for ψ ∈ Aq(g), x ∈ Uq(g).
Note that the bar-involution is not a ring homomorphism but it satisfies
ψ θ = q(wtl(ψ),wtl(θ))−(wtr(ψ),wtr(θ)) θ ψ for any ψ, θ ∈ Aq(g).
Since we do not use this formula and it is proved similarly to Proposition 2.4 below, we
omit its proof.
The triple
(
Q⊗Aq(g)Z[q±1], L
up(Aq(g)), Lup(Aq(g))
)
is balanced ([12, Theorem 1]),
and hence there exists an upper global basis of Aq(g)
Bup(Aq(g)) := {G
up(b) | b ∈ Bup(Aq(g))}.
For λ ∈ P+ and µ ∈ Wλ, we denote by uµ a unique member of the upper global basis
of V (λ) with weight µ. It is also a member of the lower global basis.
Proposition 2.3. Let λ ∈ P+, w ∈ W and b ∈ B(λ). Then, Φ(Gup(b)⊗urwλ) is a
member of the upper global basis of Aq(g).
Proof. The element ψ :=Φ(Gup(b)⊗urwλ) is bar-invariant, and a member of crystal basis
modulo Lup(Aq(g)). For any P ∈ Uq(g)Z[q±1],
〈ψ, P 〉 =
(
uwλ, PG
up(b)
)
belongs to Z[q±1] because PGup(b) ∈ V up(λ)Z[q±1] and uwλ ∈ V
low(λ)Z[q±1]. Hence ψ
belongs to Aq(g)Z[q±1]. 
The Q(q)-algebra anti-automorphism ϕ of Uq(g) induces a Q(q)-linear automorphism
ϕ∗ of Aq(g) by (
ϕ∗(ψ)
)
(x) = ψ
(
ϕ(x)
)
for any x ∈ Uq(g).
We have
ϕ∗
(
Φ(u⊗ vr)
)
= Φ(v⊗ur),
and
wtl(ϕ
∗ψ) = wtr(ψ) and wtr(ϕ
∗ψ) = wtl(ψ).
It is obvious that ϕ∗ preserves Aq(g)Z[q±1], L
up(Aq(g)) and B
up(Aq(g)).
Proposition 2.4.
ϕ∗(ψθ) = q(wtr(ψ),wtr(θ))−(wtl(ψ),wtl(θ))(ϕ∗ψ)(ϕ∗θ).
In order to prove this proposition, we prepare a sublemma.
Let ξ be the algebra automorphism of Uq(g) given by
ξ(ei) = q
−1
i tiei, ξ(fi) = qifit
−1
i , ξ(q
h) = qh.
We can easily see
(ξ⊗ ξ) ◦∆+ = ∆− ◦ ξ.(2.2)
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Let ξ∗ be the automorphism of Aq(g) given by
(ξ∗ψ)(x) = ψ(ξ(x)) for ψ ∈ Aq(g) and x ∈ Uq(g).
Sublemma 2.5. We have
ξ∗(ψ) = qA(wtl(ψ),wtr(ψ))ψ.(2.3)
Here A(λ, µ) =
1
2
(
(µ, µ)− (λ, λ)
)
.
Proof. Let us show that, for each x, the following equality
ψ(ξ(x)) = qA(wtl(ψ),wtr(ψ))ψ(x)(2.4)
holds for any ψ.
The equality (2.4) is obviously true for x = qh. If (2.4) is true for x, then
ξ∗(ψ)(xei) = ψ
(
ξ(xei)
)
= ψ
(
ξ(x)eiti)qi
= q(αi,wtl(ψ))+(αi ,αi)/2ψ(ξ(x)ei)
= q(αi,wtl(ψ))+(αi ,αi)/2
(
ξ∗(eiψ)
)
(x)
= q(αi,wtl(ψ))+(αi ,αi)/2+A(wtl(ψ)+αi,wtr(ψ))(eiψ)(x).
Since ‖λ+ αi‖
2 = ‖λ‖2 + 2(αi, λ) + (αi, αi), (2.4) holds for xei. Similarly if (2.4) holds
for x, then it holds for xfi. 
Proof of Proposition 2.4. We have
(ϕ ◦ ϕ) ◦∆− = ∆+ ◦ ϕ.(2.5)
Hence, we have
〈ϕ∗(ψθ), x〉 = 〈ψθ, ϕ(x)〉
= 〈ψ⊗ θ,∆+(ϕ(x))〉
= 〈ψ⊗ θ, (ϕ⊗ϕ) ◦∆−(x)〉
= 〈ϕ∗(ψ)⊗ϕ∗(θ), ∆−(x)〉.
Hence we have
〈ξ∗(ϕ∗(ψθ)), x〉 = 〈ϕ∗(ψθ), ξ(x)〉 = 〈ϕ∗(ψ)⊗ϕ∗(θ),∆−(ξ(x))〉
= 〈ϕ∗(ψ)⊗ϕ∗(θ), (ξ⊗ ξ) ◦∆+x〉
= 〈ξ∗ϕ∗(ψ)⊗ ξ∗ϕ∗(θ),∆+x〉
= 〈
(
ξ∗ϕ∗(ψ)
)(
ξ∗ϕ∗(θ)
)
, x〉
= qA(wtr(ψ),wtl(ψ))+A(wtr(θ),wtl(θ))〈(ϕ∗ψ) (ϕ∗θ), x〉.
Hence we obtain
ϕ∗(ψθ) = qc(ϕ∗ψ) (ϕ∗θ)
with
c = A(wtr(ψ),wtl(ψ)) + A(wtr(θ),wtl(θ))−A(wtr(ψ) + wtr(θ),wtl(ψ) + wtl(θ))
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= (wtr(ψ),wtr(θ))− (wtl(ψ),wtl(θ)).

2.2. Unipotent quantum coordinate ring. Let us endow U+q (g)⊗U
+
q (g) with the
algebra structure defined by
(x1⊗x2) · (y1⊗ y2) = q
−(wt(x2),wt(y1))(x1y1⊗x2y2).
Let ∆n be the algebra homomorphism U
+
q (g)→ U
+
q (g)⊗U
+
q (g) given by
∆n(ei) = ei⊗ 1 + 1⊗ ei.
Set
Aq(n) =
⊕
β∈Q−
Aq(n)β where Aq(n)β := (U
+
q (g)−β)
∗.
Defining the bilinear form 〈 · , · 〉 : (Aq(n)⊗Aq(n))× (U
+
q (g)⊗U
+
q (g)) by
〈ψ⊗ θ, x⊗ y〉 = θ(x)ψ(y),
we define the algebra structure on Aq(n) by
(ψ · θ)(x) = 〈ψ⊗ θ,∆n(x)〉 = θ(x(1))ψ(x(2))
where ∆n(x) = x(1)⊗x(2).
Since U+q (g) has a U
+
q (g)-bimodule structure, so does Aq(n).
We define the Z[q±1]-form of Aq(n) by
Aq(n)Z[q±1] =
{
ψ ∈ Aq(n) | ψ
(
U+q (g)Z[q±1]
)
⊂ Z[q±1]
}
.(2.6)
We define the bar-operator − on Aq(n) by
ψ(x) = ψ(x) for ψ ∈ Aq(n) and x ∈ U
+
q (g).
Note that the bar-operator is not a ring homomorphism but it satisfies
ψ θ = q(wt(ψ),wt(θ)) θ ψ for any ψ, θ ∈ Aq(n).
For i ∈ I, we denote by e∗i the right action of ei on Aq(n).
Lemma 2.6. For u, v ∈ Aq(n), we have q-boson relations
ei(uv) = (eiu)v + q
(αi,wt(u))u(eiv) and e
∗
i (uv) = u(e
∗
i v) + q
(αi,wt(v))(e∗iu)v.
Proof.
〈ei(uv), x〉 = 〈uv, xei〉 = 〈u⊗ v, ∆n(xei)〉.
If we set ∆nx = x(1)⊗x(2), then we have
∆n(xei) = (x(1)⊗x(2))(ei⊗ 1 + 1⊗ ei) = q
−(αi,wt(x(2)))(x(1)ei)⊗x(2) + x(1)⊗(x(2)ei).
Hence, we have
〈u⊗ v, ∆n(xei)〉 = q
−(αi,wt(x(2)))u(x(2))v(x(1)ei) + u(x(2)ei)v(x(1))
= q(αi,wt(u))u(x(2)) · (eiv)(x(1)) + (eiu)(x(2)) · v(x(1))
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= 〈q(αi,wt(u))u⊗(eiv) + (eiu)⊗ v, ∆nx〉.
The second identity follows in a similar way. 
We define the map ι : U−q (g)→ Aq(n) by
〈ι(u), x〉 = (u, ϕ(x)) for any u ∈ U−q (g) and x ∈ U
+
q (g).
Since ( , ) is a non-degenerate bilinear form on U−q (g), ι is injective. The relation
〈ι(e′iu), x〉 = (e
′
iu, ϕ(x)) = (u, fiϕ(x)) = 〈eiι(u), x〉,
implies that
ι(e′iu) = eiι(u).
Lemma 2.7. ι is an algebra isomorphism.
Proof. The map ι is an algebra homomorphism because e′i and ei both satisfy the same
q-boson relation. 
Hence, the algebra Aq(n) has an upper crystal basis (L
up(Aq(n)), B(Aq(n))) such that
B(Aq(n)) ≃ B(∞). Furthermore, Aq(n) has an upper global basis
Bup(Aq(n)) = {G
up(b)} b∈B(Aq(n))
induced by the balanced triple
(
Q⊗Aq(n)Z[q±1], L
up(Aq(n)), Lup(Aq(n))
)
.
Remark 2.8. Note that the multiplication on Aq(n) given in [6] is different from ours.
Indeed, by denoting the product of ψ and φ in [6, §4.2] by ψ ·φ, we have, for x ∈ U+q (g)
(ψ · φ)(x) = ψ(x(1))φ(x(2)),
where ∆+(x) = x
(1)qh(1) ⊗ x(2)qh(2) for x(1), x(2) ∈ U+q (g), h(1), h(2) ∈ P
∨. By Lemma
2.17 below, we have
(ψ · φ)(x) = ψ
(
q(wt(x(1)),wt(x(2)))(x(2))
)
φ
(
x(1)
)
= q(wt(x(1),wt(x(2)))ψ(x(2))φ(x(1)) = q
(wt(ψ),wt(φ))(ψφ)(x),
for x ∈ U+q (g), where ∆n(x) = x(1)⊗ x(2). In particular, we have a Q(q)-algebra iso-
morphism from (Aq(n), ·) to Aq(n) given by
x 7→ q−
1
2
(β,β)x for x ∈ Aq(n)β .(2.7)
Note also that the bar-operator − is a ring anti-isomorphism between Aq(n) and
(Aq(n), ·).
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2.3. Modified quantum enveloping algebra. For the materials in this subsection we
refer the reader to [24], [14]. We denote by Mod(g,P) the category of left Uq(g)-modules
with the weight space decomposition. Let (forget) be the functor from Mod(g,P) to
the category of vector spaces over Q(q), forgetting the Uq(g)-module structure.
Let us denote by R the endomorphism ring of (forget). Note that R contains Uq(g).
For η ∈ P, let aη ∈ R denotes the projector M → Mη to the weight space of weight η.
Then the defining relation of aη (as a left Uq(g)-module) is
qh · aη = q
〈h,η〉aη.
We have
aηaζ = δη,ζaη, aηP = Paη−ξ for ξ ∈ Q and P ∈ Uq(g)ξ.
Then R is isomorphic to
∏
η∈P
Uq(g)aη. We set
U˜q(g) :=
⊕
η∈P
Uq(g)aη ⊂ R.
Then U˜q(g) is a subalgebra of R. We call it the modified quantum enveloping algebra.
Note that any Uq(g)-module in Mod(g,P) has a natural U˜q(g)-module structure.
The (anti-)automorphisms ∗, ϕ and ¯ of Uq(g) extend to the ones of U˜q(g) by
a∗η = a−η, ϕ(aη) = aη, aη = aη.
For a dominant integral weight λ ∈ P+, let us denote by V (λ) (resp. V (−λ)) the
irreducible module with highest (resp. lowest) weight λ (resp. −λ). Let uλ (resp. u−λ)
be the highest (resp. lowest) weight vector.
For λ ∈ P+, µ ∈ P− :=−P+, we set
V (λ, µ) := V (λ)⊗
−
V (µ).
Then V (λ, µ) is generated by uλ⊗uµ as a Uq(g)-module, and the defining relation of
uλ ⊗− uµ is
qh(uλ ⊗− uµ) = q
〈h,λ+µ〉(uλ ⊗− uµ),
e
1−〈hi,µ〉
i (uλ ⊗− uµ) = 0, f
1+〈hi,λ〉
i (uλ ⊗− uµ) = 0.
Let us define the automorphism ¯ of V (λ, µ) by
P (uλ ⊗− uµ) = P (uλ ⊗− uµ).
We set
(i) Llow(λ, µ) := Llow(λ)⊗A0 L
low(µ),
(ii) V (λ, µ)Z[q±1] := V (λ)Z[q±1]⊗Z[q±1] V (µ)Z[q±1],
(iii) B(λ, µ) :=B(λ)⊗B(µ).
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Proposition 2.9 ([24]). (Llow(λ, µ), B(λ, µ)) is a lower crystal basis of V (λ, µ). Fur-
thermore,
(
Q⊗V (λ, µ)Z[q±1], L
low(λ, µ), Llow(λ, µ)
)
is balanced, and there exists a lower
global basis Blow(V (λ, µ)) obtained from the lower crystal basis (Llow(λ, µ), B(λ, µ)).
Theorem 2.10 ([24]). The algebra U˜q(g) has a lower crystal basis (L
low(U˜q(g)), B(U˜q(g)))
satisfying the following properties:
(i) Llow(U˜q(g)) =
⊕
λ∈P
Llow(U˜q(g)aλ) and B(U˜q(g)) =
⊔
λ∈PB(U˜q(g)aλ) where
• Llow(U˜q(g)aλ) = L
low(U˜q(g)) ∩ Uq(g)aλ and
• B(U˜q(g)aλ) = B(U˜q(g)) ∩
(
Llow(U˜q(g)aλ)/qL
low(U˜q(g)aλ)
)
.
(ii) Set U˜q(g)Z[q±1] :=
⊕
η∈P
Uq(g)Z[q±1]aη. Then
(
Q⊗ U˜q(g)Z[q±1], L
low(U˜q(g)), Llow(U˜q(g))
)
is balanced, and U˜q(g) has the lower global basis B
low(U˜q(g)) := {G
low(b) | b ∈
B(U˜q(g))}.
(iii) For any λ ∈ P+ and µ ∈ P−, let
Ψλ,µ : Uq(g)aλ+µ → V (λ, µ)
be the Uq(g)-linear map aλ+µ 7−→ uλ⊗uµ. Then we have Ψλ,µ
(
L(U˜q(g)aλ+µ)
)
=
Llow(λ, µ).
(iv) Let Ψλ,µ be the induced homomorphism
Llow(U˜q(g)aλ+µ)/qL
low(U˜q(g)aλ+µ) −→ L
low(λ, µ)/qLlow(λ, µ).
Then we have
(a) {b ∈ B(U˜q(g)aλ+µ) | Ψλ,µb 6= 0}
∼
−→ B(λ, µ),
(b) Ψλ,µ
(
Glow(b)
)
= Glow(Ψλ,µ(b)) for any b ∈ B(U˜q(g)aλ+µ).
(v) B(U˜q(g)) has a structure of crystal such that the injective map induced by (iv) (a)
B(λ, µ)→ B(U˜q(g)aλ+µ) ⊂ B(U˜q(g))
is a strict embedding of crystals for any λ ∈ P+ and µ ∈ P−.
For λ ∈ P, take any ζ ∈ P+ and η ∈ P− such that λ = ζ + η. Then B(ζ)⊗B(η) is
embedded into B(U˜q(g)aη).
For µ ∈ P, let Tµ = {tµ} be the crystal with
wt(tµ) = µ, εi(tµ) = ϕi(tµ) = −∞, e˜i(tµ) = f˜i(tµ) = 0.
Since we have
B(ζ) →֒ B(∞)⊗Tζ , B(η) →֒ Tη ⊗B(−∞) and Tζ ⊗Tη ≃ Tζ+η,
B(ζ)⊗B(η) is embedded into the crystal B(∞)⊗Tλ⊗B(−∞). Taking ζ → ∞ and
η → −∞, we have
Lemma 2.11 ([14]). For any λ ∈ P, we have a canonical crystal isomorphism
B(U˜q(g)aλ) ≃ B(∞)⊗Tλ⊗B(−∞).
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Hence we identify
B(U˜q(g)) =
⊔
λ∈P
B(∞)⊗Tλ⊗B(−∞).
Theorem 2.12 ([14]).
(i) Llow(U˜q(g)) is invariant under the anti-automorphisms ∗ and ϕ.
(ii) B(U˜q(g))
∗ = ϕ(B(U˜q(g))) = B(U˜q(g)).
(iii)
(
Glow(b)
)∗
= Glow(b∗) and ϕ(Glow(b)) = Glow(ϕ(b)) for b ∈ B(U˜q(g)).
Corollary 2.13 ([14]). For b1 ∈ B(∞), b2 ∈ B(−∞), we have
(1) (b1⊗ tµ⊗ b2)
∗ = b∗1⊗ t−µ−wt(b1)−wt(b2)⊗ b
∗
2.
(2) ϕ(b1⊗ tµ⊗ b2) = ϕ(b2)⊗ tµ+wt(b1)+wt(b2)⊗ϕ(b1).
We define, for b ∈ B with B = B(U˜q(g)), B(∞) or B(−∞),
ε∗i (b) = εi(b
∗), ϕ∗i (b) = ϕi(b
∗), wt∗(b) = wt(b∗), e˜∗i (b) = e˜i(b
∗)∗ and f˜ ∗i (b) = f˜i(b
∗)∗.
This defines another crystal structure on U˜q(g): For b1 ∈ B(∞) and b2 ∈ B(−∞)
and η ∈ P, we have
ε∗i (b1⊗ tη ⊗ b2) = max(ε
∗
i (b1), ϕ
∗
i (b2) + 〈hi, η〉),
ϕ∗i (b1⊗ tη ⊗ b2) = max(ε
∗
i (b1)− 〈hi, η〉, ϕ
∗
i (b2)),
= ε∗i (b1⊗ tη ⊗ b2) + 〈hi,wt
∗(b1⊗ tη ⊗ b2)〉,
wt∗(b1⊗ tη ⊗ b2) = −η,
e˜∗i (b1⊗ tη ⊗ b2) =
{
(e˜∗i b1)⊗ tη−αi ⊗ b2 if ε
∗
i (b1) ≥ ϕ
∗
i (b2) + 〈hi, η〉,
b1⊗ tη−αi ⊗(e˜
∗
i b2) if ε
∗
i (b1) < ϕ
∗
i (b2) + 〈hi, η〉,
f˜ ∗i (b1⊗ tη ⊗ b2) =
{
(f˜ ∗i b1)⊗ tη+αi ⊗ b2 if ε
∗
i (b1) > ϕ
∗
i (b2) + 〈hi, η〉,
b1⊗ tη+αi ⊗(f˜
∗
i b2) if ε
∗
i (b1) ≤ ϕ
∗
i (b2) + 〈hi, η〉.
We have
e˜i ◦ ϕ = ϕ ◦ f˜
∗
i and f˜i ◦ ϕ = ϕ ◦ f˜
∗
i for every i ∈ I.
For ξ ∈ Q− and η ∈ Q+, we shall denote by
U+q (g)<η :=
⊕
η′∈Q+∩(η+Q−)\{η}
U+q (g)η′ .
Then for any λ ∈ P, b− ∈ B(∞)ξ and b+ ∈ B(−∞)η, we have
Glow(b−⊗ tλ⊗ b+)−G
low(b−)G
low(b+)aλ ∈ U
−
q (g)>ξU
+
q (g)<ηaλ.(2.8)
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2.4. Relationship of Aq(g) and U˜q(g). There exists a canonical pairing Aq(g) ×
U˜q(g)→ Q(q) by
(2.9) 〈ψ, xaµ〉 = δµ,wtl(ψ)ψ(x) for any x ∈ U
−
q (g) and µ ∈ P.
Theorem 2.14 ([14]). There exists a bi-crystal embedding
(2.10) ιg : B(Aq(g)) −−→ B(U˜q(g))
which satisfies:
〈Gup(b), ϕ(Glow(b′))〉 = δ ιg(b),b′
for any b ∈ B(Aq(g)) and b
′ ∈ B(U˜q(g)).
2.5. Relationship of Aq(g) and Aq(n).
Definition 2.15. Let pn : Aq(g) → Aq(n) be the homomorphism induced by U
+
q (g)→
Uq(g):
〈pn(ψ), x〉 = ψ(x) for any x ∈ U
+
q (g).
Then we have
wt(pn(ψ)) = wtl(ψ)− wtr(ψ).
Note that the map pn sends the upper global basis of Aq(g) to the upper global basis
of Aq(n) or zero. Hence we have a map
pn : B(Aq(g))→ B(Aq(n))
⊔
{0}.
It is obvious that pn sends all Φ(uwλ⊗u
r
wλ) (λ ∈ P
+ and w ∈ W ) to 1. Note that
ιg(uwλ⊗u
r
wλ) = b∞⊗ twλ⊗ b−∞ ∈ B(U˜q(g)).
Proposition 2.16. For b ∈ B(Aq(g)), set ι¯g(b) = b1⊗ tζ ⊗ b2 ∈ B(∞)⊗Tζ ⊗B(−∞) ⊂
B(U˜q(g)) (ζ ∈ P). Then we have
pn(G
up(b)) = δb2, b−∞G
up(b1).
Proof. Set η := wt(b1) + ζ + wt(b2) = wtl(b). Then for any b˜ ∈ B(∞), we have〈
pn(G
up(b)), ϕ(Glow(b˜))
〉
=
〈
Gup(b), Glow(ϕ(b˜))aη
〉
=
〈
Gup(b), Glow(b∞⊗ tη ⊗ϕ(b˜))
〉
= δ(ι¯g(b) = b˜⊗ tη−wt(b˜)⊗ b−∞)
= δ(b2 = b−∞, b1 = b˜).

Although the map pn is not an algebra homomorphism, pn preserves the multiplica-
tions up to a power of q, as we will see below.
Lemma 2.17. For x ∈ U+q (g), if ∆n(x) = x(1)⊗x(2), then
∆+(x) = q
wt(x(1))x(2)⊗x(1).(2.11)
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Proof. Assume that (2.11) holds for x ∈ U+q (g). Note that
∆n(eix) = (ei⊗ 1 + 1⊗ ei)(x(1)⊗x(2)) = eix(1)⊗x(2) + q
−(αi,wt(x(1)))x(1)⊗(eix(2)).
On the other hand, we have
∆+(eix) = (ei⊗ 1 + q
αi ⊗ ei)(q
wt(x(1))x(2)⊗ x(1))
= (eiq
wt(x1))x(2)⊗x(1) + (q
αi+wt(x(1))x(2))⊗(eix(1))
= q−(αi,wt(x(1)))(qwt(x(1))eix(2))⊗x(1) + (q
wt(eix(1))x(2))⊗(eix(1)).
Hence (2.11) holds for eix. 
Proposition 2.18. For ψ, θ ∈ Aq(g), we have
pn(ψθ) = q
(wtr(ψ),wtr(θ)−wtl(θ))pn(ψ)pn(θ).
Proof. For x ∈ U+q (g), set ∆n(x) = x(1)⊗x(2). Then, we have
〈pn(ψθ), x〉 = 〈ψθ, x〉 = 〈ψ⊗ θ, q
wt(x(1))x(2)⊗x(1)〉 = 〈ψ, q
wt(x(1))x(2)〉〈θ, x(1)〉
= q(wtr(ψ),wt(x(1)))〈ψ, x(2)〉〈θ, x(1)〉 = q
(wtr(ψ),wt(x(1)))〈pn(ψ), x(2)〉〈pn(θ), x(1)〉
=
(a)
q(wtr(ψ),wtr(θ)−wtl(θ))〈pn(ψ)⊗ pn(θ),∆n(x)〉
= q(wtr(ψ),wtr(θ)−wtl(θ))〈pn(ψ)pn(θ), x〉.
Here, we used wt(x(1)) = −wt
(
pn(θ)
)
in (a). 
There exists an injective map
ιλ : B(λ)→ B(∞)(2.12)
induced by the U+q (g)-linear homomorphism ιλ : V (λ)→ Aq(n) given by
v 7−→
(
Uq(g)
+ ∋ a 7→ (av, uλ)
)
.
It commutes with e˜i. We have
Glowλ (b) = G
low(ιλ(b))uλ and ιλG
up
λ (b) = G
up(ιλ(b)) for any b ∈ B(λ).
Proposition 2.19 ([14]). Let λ, µ ∈ P+ and w ∈ W . Then for any b ∈ B(U˜q(g)aλ+wµ),
Glow(b)(uλ ⊗− uwµ) vanishes or is a member of the lower global basis of V (λ)⊗− V (µ).
Hence we have a crystal morphism
πλ,wµ : B(U˜q(g)aλ+wµ)→ B(λ)⊗B(µ)(2.13)
by Glow(b)(uλ ⊗− uwµ) = G
low(πλ,wµ(b)).
3. Quantum minors and T-systems
Hereafter, we assume that the generalized Cartan matrix A is symmetric, although
many of the results hold also in the non-symmetric case. Hence we assume that A =(
(αi, αj)
)
i,j∈I
.
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3.1. Quantum minors. Using the isomorphism Φ in (2.1), for each λ ∈ P+ and µ, ξ ∈
Wλ, we define the elements
∆(µ, ζ) := Φ(uµ⊗ u
r
ζ) ∈ Aq(g)
and
D(µ, ζ) := pn(∆(µ, ζ)) ∈ Aq(n).
The element ∆(µ, ζ) is called a (generalized) quantum minor and D(µ, ζ) is called a
unipotent quantum minor.
Lemma 3.1. ∆(µ, ζ) is a member of the upper global basis of Aq(g). Moreover D(µ, ζ)
is either a member of the upper global basis of Aq(n) or zero.
Proof. It follows from Proposition 2.3 and Proposition 2.16. 
Lemma 3.2 ([2, (9.13)]). For u, v ∈ W and λ, µ ∈ P+, we have
∆(uλ, vλ)∆(uµ, vµ) = ∆
(
u(λ+ µ), v(λ+ µ)
)
.
By Proposition 2.18, we have the following corollary:
Corollary 3.3. For u, v ∈ W and λ, µ ∈ P+, we have
D(uλ, vλ)D(uµ, vµ) = q−(vλ,vµ−uµ)D
(
u(λ+ µ), v(λ+ µ)
)
.
Note that
D(µ, µ) = 1 for µ ∈ Wλ .
Then D(µ, ζ) 6= 0 if and only if µ  ζ . Recall that for µ, ζ in the same W -orbit,
we say that µ  ζ if there exists a sequence {βk}1≤k≤l of positive real roots such that,
defining λ0 = ζ , λk = sβkλk−1 (1 ≤ k ≤ l), we have (βk, λk−1) ≥ 0 and λl = µ.
More precisely, we have
Lemma 3.4. Let λ ∈ P+ and µ, ζ ∈ Wλ. Then the following conditions are equivalent:
(a) D(µ, ζ) is an element of upper global basis of Aq(n),
(b) D(µ, ζ) 6= 0,
(c) uµ ∈ U
−
q (g)uζ,
(d) uζ ∈ U
+
q (g)uµ,
(e) µ  ζ,
(f) for any w ∈ W such that µ = wλ, there exists u ≤ w (in the Bruhat order) such
that ζ = uλ,
(g) there exist u, v ∈ W such that µ = wλ, ζ = uλ and u ≤ w.
Proof. The equivalence of (b), (c) and (d) is obvious. The equivalence of (e), (f), (g) is
well-known. The equivalence of (d) and (f) is proved in [13]. 
For any u ∈ Aq(n) \ {0} and i ∈ I, we set
εi(u) := max {n ∈ Z≥0 | e
n
i u 6= 0} ,
ε∗i (u) := max {n ∈ Z≥0 | e
∗n
i u 6= 0} .
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Then for any b ∈ B(Aq(n)), we have
εi(G
up(b)) = εi(b) and ε
∗
i (G
up(b)) = ε∗i (b).
Lemma 3.5. Let λ ∈ P+, µ, ζ ∈ Wλ such that µ  ζ and i ∈ I.
(i) If n := 〈hi, µ〉 ≥ 0, then
εi(D(µ, ζ)) = 0 and e
(n)
i D(siµ, ζ) = D(µ, ζ).
(ii) If 〈hi, µ〉 ≤ 0 and siµ  ζ, then εi(D(µ, ζ)) = −〈hi, µ〉.
(iii) If m :=−〈hi, ζ〉 ≤ 0, then
ε∗i (D(µ, ζ)) = 0 and e
∗ (m)
i D(µ, siζ) = D(µ, ζ).
(iv) If 〈hi, ζ〉 ≥ 0 and µ  siζ, then ε
∗
i (D(µ, ζ)) = 〈hi, ζ〉.
Proof. We have εi
(
∆(µ, ζ)
)
= max(−〈hi, µ〉, 0) and ε
∗
i
(
∆(µ, ζ)
)
= max(〈hi, ζ〉, 0). More-
over, pn commutes with e
(n)
i and e
∗
i
(n).
Let us show (ii). Set ℓ = −〈hi, µ〉. Then we have e
ℓ+1
i ∆(µ, ζ) = 0, which implies
eℓ+1i D(µ, ζ) = 0. Hence εi(D(µ, ζ)) ≤ ℓ. We have
e
(ℓ)
i ∆(µ, ζ) = ∆(siµ, ζ).
Hence we have e
(ℓ)
i D(µ, ζ) = D(siµ, ζ). By the assumption siµ  ζ , D(siµ, ζ) does not
vanish. Hence we have εi(D(µ, ζ)) ≥ ℓ.
The other statements can be proved similarly. 
Proposition 3.6 ([2, (10.2)]). Let λ, µ ∈ P+ and s, t, s′, t′ ∈ W such that ℓ(s′s) =
ℓ(s′) + ℓ(s) and ℓ(t′t) = ℓ(t′) + ℓ(t). Then we have
(i) ∆(s′sλ, t′λ)∆(s′µ, t′tµ) = q(sλ,µ)−(λ,tµ)∆(s′µ, t′tµ)∆(s′sλ, t′λ).
(ii) If we assume further that s′sλ  t′λ and s′µ  t′tµ, then we have
D(s′sλ, t′λ)D(s′µ, t′tµ) = q(s
′sλ+t′λ, s′µ−t′tµ)D(s′µ, t′tµ)D(s′sλ, t′λ),(3.1)
or equivalently
q(t
′λ, t′tµ−s′µ)D(s′sλ, t′λ)D(s′µ, t′tµ) = q(s
′µ−t′tµ, s′sλ)D(s′µ, t′tµ)D(s′sλ, t′λ)(3.2)
Note that (ii) follows from by Proposition 2.18 and (i). Note also that the both sides
of (3.2) are bar-invariant, and hence they are members of the upper global basis as seen
by [10, Corollary 3.5].
Proposition 3.7. For λ, µ ∈ P+ and s, t ∈ W , set ι¯g
(
usλ⊗(uλ)
r
)
= b−⊗ tλ⊗ b−∞ and
ι¯g
(
uµ⊗(utµ)
r
)
= b∞⊗ ttµ⊗ b+ with b∓ ∈ B(±∞). Then we have
∆(sλ, λ)∆(µ, tµ) = Gup
(
ι¯−1g (b−⊗ tλ+tµ⊗ b+)
)
.
Proof. Let ( • , • ) :
(
V (λ)⊗
−
V (µ)
)
×
(
V (λ)⊗+ V (µ)
)
→ Q(q) be the coupling defined
(u⊗
−
v, u′ ⊗+ v
′) = (u, u′)(v, v′). Then it satisfies(
P (u⊗
−
v), u′ ⊗+ v
′
)
=
(
u⊗
−
v, ϕ(P )(u′ ⊗+ v
′)
)
for any P ∈ Uq(g).
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For u, u′ ∈ V (λ) and v, v′ ∈ V (µ), we have
〈Φ(u⊗u′r)Φ(v⊗ v′r), P 〉 =
(
u′ ⊗− v
′, P (u⊗+ v)
)
=
(
ϕ(P )(u′ ⊗
−
v′), u⊗+ v
)
.
Hence for P ∈ Uq(g), we have
〈∆(sλ, λ)∆(µ, tµ), Paζ〉 = δ(ζ = sλ+ µ)
(
ϕ(P )(uλ ⊗− utµ), usλ ⊗+ uµ
)
.
If Paζ = G
low(ϕ(b)) for b ∈ B(U˜q(g)), then we have
〈∆(sλ, λ)∆(µ, tµ), ϕ(Glow(b))〉 = δ(ζ = sλ+ µ)
(
Glow(b)(uλ ⊗− utµ), usλ ⊗+ uµ
)
.
The element Glow(b)(uλ⊗− utµ) vanishes or is a global basis of V (λ)⊗− V (µ) by Propo-
sition 2.19. Since usλ⊗+ uµ is a member of the upper global basis of V (λ)⊗+ V (µ), we
have
〈∆(sλ, λ)∆(µ, tµ), ϕ(Glow(b))〉 = δ(ζ = sλ+ µ)δ
(
πλ,tµ(b) = usλ⊗ uµ
)
.
Here πλ,tµ : B(U˜q(g)aλ+tµ)→ B(λ)⊗B(µ) is the crystal morphism given in (2.13).
Hence we obtain
∆(sλ, λ)∆(µ, tµ) = Gup(ι¯−1g (b))
where b ∈ B(U˜q(g)) is a unique element such that
(
Glow(b)(uλ ⊗− usµ), usλ ⊗+ uµ
)
= 1.
On the other hand, we have Glow(b+)utµ = uµ and G
low(b−)uλ = usλ. The last equal-
ity implies ϕ(Glow(b−))usλ = uλ because (ϕ(G
low(b−))usλ, uλ) = (usλ, G
low(b−)uλ) =
(usλ, usλ) = 1. As seen in (2.8), we have
Glow(b−)G
low(b+)aλ+tµ −G
low(b−⊗ tλ+tµ⊗ b+) ∈ U
−
q (g)>sλ−λU
+
q (g)<µ−tµaλ+tµ.
Hence we obtain(
Glow(b−⊗ tλ+tµ⊗ b+)(uλ ⊗− utµ), usλ ⊗+ uµ
)
=
(
Glow(b−)G
low(b+)(uλ ⊗− utµ), usλ ⊗+ uµ
)
=
(
Glow(b+)(uλ ⊗− utµ), ϕ(G
low(b−))(usλ ⊗+ uµ)
)
= 1.
In the last equality, we used Glow(b+)(uλ⊗− utµ) = uλ⊗− (G
low(b+)utµ) = uλ⊗− uµ and
ϕ(Glow(b−))(usλ ⊗+ uµ) =
(
ϕ(Glow(b−))usλ)⊗+ uµ = uλ ⊗+ uµ.
Hence we conclude that b = b−⊗ tλ+tµ⊗ b+. 
Let
ιλ,µ : V (λ+ µ)֌ V (λ)⊗V (µ)(3.3)
be the canonical embedding and
ι¯λ,µ : B(λ+ µ)֌ B(λ)⊗B(µ)(3.4)
the induced crystal embedding.
Lemma 3.8. For λ, µ ∈ P+ and x, y ∈ W such that x ≥ y, we have
uxλ ⊗ uyµ ∈ ιλ,µ(B(λ+ µ)) ⊂ B(λ)⊗B(µ).
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Proof. Let us show by induction on ℓ(x), the length of x in W . We may assume that
x 6= 1. Then there exists i ∈ I such that six < x. If siy < y, then six ≥ siy and
e˜maxi (uxλ ⊗ uyµ) = usixλ ⊗ usiyµ.
If siy > y, then six ≥ y and e˜
max
i (uxλ ⊗ uyµ) = usixλ ⊗ uyµ. In both cases, uxλ ⊗ uyµ
is connected with an element of ιλ,µ(B(λ+ µ)). 
Lemma 3.9. For λ, µ ∈ P+ and w ∈ W , we have
∆(wλ, λ)∆(µ, µ) = Gup
(
ι¯−1λ,µ(uwλ⊗uµ)⊗uλ+µ
r
)
.
Proof. We have
ι¯g(uwλ⊗u
r
λ
)
= bwλ⊗ tλ⊗ b−∞,
ι¯g(uµ⊗ u
r
µ
)
= b∞⊗ tµ⊗ b−∞,
where bwλ := ι¯λ(uwλ). Hence Proposition 3.7 implies that
∆(wλ, λ)∆(µ, µ) = Gup
(
ι¯−1g (bwλ⊗ tλ+µ⊗ b−∞)
)
.
Then, ι¯g
(
ι¯−1λ,µ(uwλ⊗uµ)⊗uλ+µ
r
)
= bwλ⊗ tλ+µ⊗ b−∞ implies the desired result. 
3.2. T-systems. In this subsection, we record the T -system among the (unipotent)
quantum minors for later use (see [20] for T -system).
Proposition 3.10 ([6, Proposition 3.2]). Assume that u, v ∈ W and i ∈ I satisfy
u < usi and v < vsi. Then
∆(usi̟i, vsi̟i)∆(u̟i, v̟i) = q
−1∆(usi̟i, v̟i)∆(u̟i, vsi̟i) +
∏
j 6=i
∆(u̟j, v̟j)
−ai,j ,
∆(u̟i, v̟i)∆(usi̟i, vsi̟i) = q∆(u̟i , vsi̟i)∆(usi̟i, v̟i) +
∏
j 6=i
∆(u̟j, v̟j)
−ai,j ,
and
q(vsi̟i,v̟i−u̟i)D(usi̟i, vsi̟i)D(u̟i, v̟i)
= q−1+(v̟i,vsi̟i−u̟i)D(usi̟i, v̟i)D(u̟i, vsi̟i) + D(uλ, vλ)
= q−1+(vsi̟i,v̟i−usi̟i)D(u̟i, vsi̟i)D(usi̟i, v̟i) + D(uλ, vλ),
q(v̟i,vsi̟i−usi̟i)D(u̟i, v̟i)D(usi̟i, vsi̟i)
= q1+(vsi̟i,v̟i−usi̟i)D(u̟i, vsi̟i)D(usi̟i, v̟i) + D(uλ, vλ)
= q1+(v̟i,vsi̟i−u̟i)D(usi̟i, v̟i)D(u̟i, vsi̟i) + D(uλ, vλ),
where λ = si̟i +̟i = −
∑
j 6=i aj,i̟j.
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3.3. Revisit of crystal bases and global bases. In order to prove Theorem 3.13
below, we first investigate the upper crystal lattice of DϕV induced by an upper crystal
lattice of V ∈ Oint(g).
Let V be a Uq(g)-module in Oint. Let L
up be an upper crystal lattice of V . Then we
have (see Lemma 1.1)⊕
ξ∈P
q(ξ,ξ)/2(Lup)ξ is a lower crystal lattice of V .
Recall that, for λ ∈ P+, the upper crystal lattice Lup(λ) and the lower crystal lattice
Llow(λ) of V (λ) are related by
Lup(λ) =
⊕
ξ∈P
q((λ,λ)−(ξ,ξ))/2Llow(λ)ξ ⊂ L
low(λ).(3.5)
Write
V ≃
⊕
λ∈P+
Eλ ⊗ V (λ)
with finite-dimensional Q(q)-vector spaces Eλ . Accordingly, we have a canonical de-
composition
Lup ≃
⊕
λ∈P+
Cλ ⊗A0 L
up(λ),
where Cλ ⊂ Eλ is an A0-lattice of Eλ.
On the other hand, we have
DϕV ≃
⊕
λ∈P+
E∗λ ⊗ V (λ).
Note that we have
ΦV ((a⊗ u)⊗ (b⊗ v)
r) = 〈a, b〉Φλ(u⊗ v
r) for u, v ∈ V (λ) and a ∈ Eλ, b ∈ E
∗
λ.
We define the induced upper crystal lattice DϕL
up of DϕV by
DϕL
up :=
⊕
λ∈P+
C∨λ ⊗A0 L
up(λ) ⊂ DϕV,
where C∨λ := {u ∈ E
∗
λ | 〈u, Cλ〉 ⊂ A0}. Then we have
ΦV (L
up ⊗ (DϕL
up)r) ⊂ Lup(Aq(g)).
Indeed, we have
DϕL
up = {u ∈ DϕV | ΦV (L
up ⊗ ur) ⊂ Lup(Aq(g))} .
Since (Lup(λ))∨ = Llow(λ), we have
(Lup)∨ =
⊕
λ∈P+
C∨λ ⊗A0 L
low(λ).
The properties Lup(λ) ⊂ Llow(λ) and Lup(λ)λ = L
low(λ)λ imply the following lemma.
Lemma 3.11. DϕL
up is the largest upper crystal lattice of DϕV contained in the lower
crystal lattice (Lup)∨.
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Let λ, µ ∈ P+. Then
(
Lup(λ)⊗+L
up(µ)
)∨
= Llow(λ)⊗
−
Llow(µ) is a lower crystal lattice
of Dϕ
(
V (λ) ⊗+ V (µ)
)
≃ V (λ) ⊗
−
V (µ). Let Ξλ,µ : V (λ) ⊗+ V (µ)
∼−→V (λ) ⊗
−
V (µ) ≃
Dϕ
(
V (λ)⊗+ V (µ)
)
be the Uq(g)-module isomorphism defined by
Ξλ,µ(u⊗+ v) = q
(λ,µ)−(ξ,η)
(
u⊗
−
v
)
for u ∈ V (λ)ξ and v ∈ V (µ)η.
Then
L˜ := Ξλ,µ
(
Lup(λ)⊗+ L
up(µ)
)
=
⊕
ξ,η∈P
q(λ,µ)−(ξ,η)Lup(λ)ξ ⊗− L
up(µ)η.
is an upper crystal lattice of V (λ) ⊗
−
V (µ). Since we have (λ, µ)− (ξ, η) ≥ 0 for any
ξ ∈ wt
(
V (λ)
)
and η ∈ wt
(
V (µ)
)
, Lemma 3.11 implies that
L˜ ⊂ Dϕ
(
Lup(λ)⊗+ L
up(µ)
)
.
Lemma 3.12. Let λ, µ ∈ P+ and x1, x2, y1, y2 ∈ W such that xk ≥ yk (k = 1, 2). Then
we have
(3.6)
q(λ,µ)−(x2λ,y2µ)∆(x1λ, x2λ)∆(y1µ, y2µ)
≡ Gup(ι−1λ,µ(ux1λ ⊗ uy1µ)⊗ ι
−1
λ,µ(ux2λ ⊗ uy2µ)
r) mod qLup(Aq(g)).
Proof. By the definition, we have
∆(x1λ, x2λ)∆(y1µ, y2µ) = ΦV (λ)⊗+V (µ)
(
(ux1λ ⊗+ uy1µ)⊗(ux2λ ⊗− uy2µ)
r
)
.
Hence we have
q(λ,µ)−(x2λ,y2µ)∆(x1λ, x2λ)∆(y1µ, y2µ)
= ΦV (λ)⊗+V (µ)
(
(ux1λ ⊗+ uy1µ)⊗ q
(λ,µ)−(x2λ,y2µ)(ux2λ ⊗− uy2µ)
r
)
= ΦV (λ)⊗+V (µ)
(
(ux1λ ⊗+ uy1µ)⊗
(
Ξλ,µ(ux2λ ⊗+ uy2µ)
)r)
.
The right-hand side of (3.6) can be calculated as follows. Let us take vk ∈ L
up(λ + µ)
such that ιλ,µ(vk)−uxkλ⊗+uykµ ∈ qL
up(λ)⊗+L
up(µ) for k = 1, 2. Here ιλ,µ : V (λ+µ)→
V (λ)⊗+ V (µ) denotes the canonical Uq(g)-module homomorphism. Then we have
Gup
(
ι¯ −1λ,µ (ux1λ⊗uy1µ)⊗
(
ι¯ −1λ,µ (ux2λ⊗uy2µ)
)r)
≡ Φλ+µ(v1⊗ v
r
2) mod qL
up(Aq(g))
= ΦV (λ)⊗+V (µ)
(
ιλ,µ(v1)⊗
(
Ξλ,µιλ,µ(v2))
r
)
On the other hand, we have
ιλ,µ(v1) ≡ ux1λ ⊗+ uy1µ mod qL
up(λ)⊗+ L
up(µ)
and
Ξλ,µ
(
ιλ,µ(v2)
)
≡ Ξλ,µ(ux2λ ⊗+ uy2µ) mod qL˜.
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Hence
ΦV (λ)⊗+V (µ)
(
(ux1λ ⊗+ uy1µ)⊗Ξλ,µ(ux2λ ⊗+ uy2µ)
r
)
≡ ΦV (λ)⊗+V (µ)
(
(ιλ,µ(v1)⊗(Ξλ,µιλ,µ(v2))
r
)
mod qLup(Aq(g)).

Theorem 3.13. Let λ ∈ P+ and x, y ∈ W such that x ≥ y. Then we have
D(xλ, yλ)D(yλ, λ) ≡ D(xλ, λ) mod qLup(Aq(n)).
Proof. Applying pn to (3.6), we have
(3.7)
D(xλ, yλ)D(yλ, λ)
≡ pn
(
Gup(ι−1λ,λ(uxλ ⊗ uyλ)⊗ ι
−1
λ,λ(uyλ ⊗ uλ)
r)
)
mod qLup(Aq(n)).
Hence the desired result follows from Proposition 2.16 and Lemma 3.14 below. 
Lemma 3.14. Let λ ∈ P+ and x, y ∈ W such that x ≥ y. Then we have
ι¯g
(
ι¯ −1λ,λ (uxλ⊗uyλ)⊗
(
ι¯ −1λ,λ (uyλ⊗uλ)
)r)
= ι¯λ(uxλ)⊗ tyλ+λ⊗ b−∞.
Proof. We shall argue by induction on ℓ(x). We set bxλ = ι¯λ(uxλ). Since the case x = 1
is obvious, assume that x 6= 1. Take i ∈ I such that x′ := six < x
(a) First assume that siy > y. Then we have y ≤ x
′. Hence by the induction hypothesis,
ι¯g
(
ι¯ −1λ,λ (ux′λ⊗uyλ)⊗
(
ι¯ −1λ,λ (uyλ⊗uλ)
)r)
= bx′λ⊗ tyλ+λ⊗ b−∞.(3.8)
We have ϕi(ux′λ) = 〈hi, x
′λ〉 and ϕi(bx′λ⊗ tyλ+λ) = 〈hi, x
′λ〉 + 〈hi, yλ〉 ≥ 〈hi, x
′λ〉.
Hence, applying f˜
〈hi,x
′λ〉
i to (3.8), we obtain
ι¯g
(
ι¯ −1λ,λ (uxλ⊗uyλ)⊗
(
ι¯ −1λ,λ (uyλ⊗uλ)
)r)
= bxλ⊗ tyλ+λ⊗ b−∞.
(b) Assume that y′ := siy < y. Then we have y
′ ≤ x′, and the induction hypothesis
implies that
ι¯g
(
ι¯ −1λ,λ (ux′λ⊗uy′λ)⊗
(
ι¯ −1λ,λ (uy′λ⊗uλ)
)r)
= bx′λ⊗ ty′λ+λ⊗ b−∞.
We shall apply e˜
∗ 〈hiy′λ〉
i f˜
〈hi,x′λ+y′λ〉
i to the both sides. Then the left-hand side yields
ι¯g
(
ι¯ −1λ,λ (uxλ⊗uyλ)⊗
(
ι¯ −1λ,λ (uyλ⊗uλ)
)r)
.
Since ϕi(bx′λ⊗ ty′λ+λ) = 〈hi, x
′λ〉 + 〈hi, y
′λ + λ〉 ≥ 〈hi, x
′λ + y′λ〉, the right-hand side
yields
e˜
∗ 〈hi,y′λ〉
i f˜
〈hi,x′λ+y′λ〉
i
(
bx′λ⊗ ty′λ+λ⊗ b−∞
)
= e˜
∗ 〈hi,y′λ〉
i
(
(f˜
〈hi,x′λ+y′λ〉
i bx′λ)⊗ ty′λ+λ⊗ b−∞
)
= e˜
∗ 〈hi,y
′λ〉
i
(
(f˜
〈hi,y
′λ〉
i bxλ)⊗ ty′λ+λ⊗ b−∞
)
.
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Since ε∗i (bxλ) = −ϕi(bxλ) = 〈hi, λ〉 and f˜
〈hi,y′λ〉
i bxλ = f˜
∗ 〈hi,y′λ〉
i bxλ, we have
e˜
∗ 〈hi,y
′λ〉
i
(
(f˜
〈hi,y
′λ〉
i bxλ)⊗ ty′λ+λ⊗ b−∞
)
= bxλ⊗ tyλ+λ⊗ b−∞.

3.4. Generalized T-systems. The T -system in §3.2 can be interpreted as an equation
among the three products of elements in Bup(Aq(g)) or B
up(Aq(n)). In this subsection,
we introduce another equation among the three products of elements in Bup(Aq(g)),
called a generalized T -system.
Proposition 3.15. Let µ ∈ W̟i and set b = ι̟i(uµ) ∈ B(∞). Then we have
(3.9)
∆(µ, si̟i)∆(̟i, ̟i) = q
−1Gup
(
ι−1̟i,̟i(uµ ⊗ u̟i)⊗
(
ι−1̟i,̟i(usi̟i ⊗ u̟i)
)r)
+Gup
(
ι−1̟i+si̟i(e˜
∗
i b)⊗ u
r
̟i+si̟i
)
.
Note that if µ = ̟i, then b = 1 and the last term in (3.9) vanishes. If µ 6= ̟i, then
ε∗i (b) = 1 and ι
−1
̟i+si̟i(e˜
∗
i b) ∈ B(̟i + si̟i), and uµ ⊗ u̟i ∈ ι̟i,̟iB(2̟i).
Proof. In the sequel, we omit ι−1̟i,̟i for the sake of simplicity. Set
u = ∆(µ, si̟i)∆(̟i, ̟i)− q
−1Gup ((uµ ⊗ u̟i)⊗ (usi̟i ⊗ u̟i)
r) .
Then wtr(u) = λ :=̟i + si̟i.
It is obvious that we have ufj = 0 for j 6= i. Since e˜i(usi̟i ⊗ u̟i) = u̟i ⊗ u̟i, we
have
Gup ((uµ ⊗ u̟i)⊗ (usi̟i ⊗ u̟i)
r) fi = G
up ((uµ ⊗ u̟i)⊗ (u̟i ⊗ u̟i)
r)
= Gup(uµ ⊗ u
r
̟i
)Gup(u̟i ⊗ u
r
̟i
)
= ∆(µ,̟i)∆(̟i, ̟i).
Here the second equality follows from Corollary 3.9. On the other hand, we have
(∆(µ, si̟i)∆(̟i, ̟i)) fi = (∆(µ, si̟i)fi)
(
∆(̟i, ̟i)t
−1
i
)
= q−1i ∆(µ,̟i)∆(̟i, ̟i).
Hence we have ufi = 0. Thus, u is a lowest weight vector of wight λ with respect to
the right action of Uq(g). Therefore there exists some v ∈ V (λ) such that
u = Φ(v ⊗ urλ).
Hence we have pn(u) = ιλ(v) ∈ Aq(n). On the other hand, we have
pn (∆(µ, si̟i)∆(̟i, ̟i)) = pn (∆(µ, si̟i)) pn (∆(̟i, ̟i))
= D(µ, si̟i) = G
up(e˜∗i b)
= ιλ
(
Gupλ
(
ι¯−1λ (e˜
∗
i b)
))
Note that since ε∗i (e˜
∗
i b) = 0 and ε
∗
j(e˜
∗
i b) ≤ −〈hj , αi〉 for j 6= i, we have e˜
∗
i b ∈ ιλ(B(λ)).
Hence in order to prove our assertion, it is enough to show that
pn
(
Gup
(
(uµ ⊗ u̟i)⊗ (usi̟i ⊗ u̟i)
r
))
= 0.
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This follows from Proposition 2.16 and
ιg ((uµ ⊗ u̟i)⊗ (usi̟i ⊗ u̟i)
r) = b⊗ tλ ⊗ e˜ib−∞.(3.10)
Let us prove (3.10). Since
(uµ ⊗ u̟i)⊗ (usi̟i ⊗ u̟i)
r = e˜∗i
(
(uµ ⊗ u̟i)⊗ (u̟i ⊗ u̟i)
r
)
,
the left-hand side of (3.10) is equal to
e˜∗i
(
ιg
(
(uµ ⊗ u̟i)⊗ (u̟i ⊗ u̟i)
r
))
= e˜∗i (b⊗ t2̟i ⊗ b−∞).
Since ε∗i (b) = 1 < 〈hi, 2̟i〉 = 2, we obtain
e˜∗i (b⊗ t2̟i ⊗ b−∞) = b⊗ t2̟i−αi ⊗ e˜
∗
i b−∞ = b⊗ tλ ⊗ e˜ib−∞.

4. KLR algebras and their modules
4.1. KLR algebras and R-matrices. In this subsection, we briefly recall the basic
materials of symmetric KLR algebras and R-matrices following [10]. For precise defi-
nitions in this subsection, we refer [8, 9, 10]. In this paper, for the sake of simplicity,
KLR algebras are always assumed to be symmetric although some of results in this pa-
per hold also in the non-symmetric case. We consider only graded modules over KLR
algebras. Hence we write “a module” instead of “a graded module”. We sometimes
omit the grading shift if there is no afraid of confusion.
Let the quintuple (A,P,Π,P∨,Π∨) be a symmetric Cartan datum and let k be a base
field. Hence we assume that the generalized Cartan matrix A = (ai,j)i,j∈I is equal to(
(αi, αj)
)
i,j∈I
. For i, j ∈ I such that i 6= j, let us take a family of polynomials (Qi,j)i,j∈I
in k[u, v] such that Qi,i = 0 and
(4.1) Qi,j(u, v) = ci,j(u− v)
−ai,j for i 6= j
with ci,j ∈ k
×. We assume
Qi,j(u, v) = Qj,i(v, u).
For n ∈ Z≥0 and β ∈ Q
+ such that |β| = n, we set
Iβ = {ν = (ν1, . . . , νn) ∈ I
n | αν1 + · · ·+ ανn = β}.
For β ∈ Q+, we denote byR(β) the KLR algebra at β associated with (A,P,Π,P∨,Π∨)
and (Qi,j)i,j∈I. It is a Z-graded k-algebra generated by the generators {e(ν)}ν∈Iβ ,
{xk}1≤k≤n, {τm}1≤m≤n−1 with certain defining relations (e.g., see [10, Definition 1.2]).
Note that the isomorphism class of R(β) does not depend on the choice of ci,j’s.
We denote by R(β)-Mod the category ofR(β)-modules and by R(β)-mod the category
of R(β)-modules M which are finite-dimensional over k and the action of xk on M is
nilpotent for any k.
Similarly, we also denote by R(β)-gMod and by R(β)-gmod the category of graded
R(β)-modules and the category of graded R(β)-modules finite-dimensional over k, re-
spectively.
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For β ∈ Q+ and M ∈ R(β)-Mod, we set
wt(M) = −β.
We set
R-gmod =
⊕
β∈Q+
R(β)-gmod.
Then R-gmod is a k-linear abelian monoidal category, whose tensor product is given
by the convolution product ◦.
Let us denote by K(R-gmod) the Grothendieck group of R-gmod. Then K(R-gmod)
becomes a Z[q±1]-algebra whose multiplication is induced by the convolution product
and the Z[q±1]-action is induced by the grading shift functor q.
For M ∈ R(β)-mod, the dual space M∗ := Homk(M,k) admits an R(β)-module
structure via
(r · f)(u) := f(ψ(r)u) (r ∈ R(β), u ∈M),
where ψ denotes the k-algebra anti-involution on R(β) which fixes the generators e(ν),
xm and τk for ν ∈ I
β, 1 ≤ m ≤ |β| and 1 ≤ k ≤ |β| − 1.
It is known that (see [26, Theorem 2.2 (2)])
(M1 ◦M2)
∗ ≃ q(wt(M1),wt(M2))(M∗2 ◦M
∗
1 ) for M1,M2 ∈ R-gmod.(4.2)
A simple moduleM is called self-dual ifM∗ ≃M . Every simple module is isomorphic
to a grading shift of a self-dual simple module ([16, §.3.2]).
Theorem 4.1 ([16, 29]). There exists a Z[q±1]-algebra isomorphism
ch :
⊕
β∈Q+
K(R(β)-gmod) ∼−→Aq(n)Z[q±1].(4.3)
Theorem 4.2 ([29, 30]). We assume further that k has characteristic 0. Then under
the isomorphism ch in (4.3), the upper global basis Bup(Aq(n)) corresponds to the set
of the isomorphism classes of self-dual simple R-modules.
Let z be an indeterminate which is homogeneous of degree 2, and let ψz be the algebra
homomorphism
ψz : R(β)→ k[z]⊗R(β)
given by
ψz(xk) = xk + z, ψz(τk) = τk, ψz(e(ν)) = e(ν).
For an R(β)-module M , we denote by Mz the
(
k[z]⊗R(β)
)
-module k[z]⊗M with
the action of R(β) twisted by ψz.
For a non-zero R(β)-module M and a non-zero R(γ)-module N ,
let s be the order of zero of RMz ,N : Mz ◦N −→ N ◦Mz ; i.e., the
largest non-negative integer such that the image of RMz,N is contained
in zsN ◦Mz,
(4.4)
where RM,N is the R-matrix from M ◦N to N ◦M constructed in [8].
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Definition 4.3. For a non-zero R(β)-module M and a non-zero R(γ)-module N ,
RrenM,N : Mz ◦N → N ◦Mz and rM,N : M ◦N → N ◦M
by
RrenM,N = z
−sRMz ,N and rM,N =
(
z−sRMz ,N
)
|z=0,
where s is the integer in (4.4).
For M,N ∈ R-gmod, Λ(M,N) denotes the homogeneous degree of the morphisms
RrenMz ,N and rM,N . Hence we have a morphism in R-gmod:
qΛ(M,N)M ◦N −−→ N ◦M.
We say that a simple R-module M is real if M ◦M is simple again.
The following theorem is the main result of [9]
Theorem 4.4 ([9, Theorem 3.2]). Let M and N be simple modules. We assume that
one of them is real. Then we have:
(i) M ◦N has a simple head and a simple socle,
(ii) Im(r
M◦N
) coincides with the head of M ◦N and the socle of N ◦M (up to grading
shifts).
We also have the following
Proposition 4.5. Let M and N be simple modules. We assume that one of them is
real. Then we have
Hom
R-mod(M ◦N,N ◦M) = k rM,N .
Proof. Since the other case can be proved similarly, we assume that M is real. Let
f : M ◦N → N ◦M be a morphism. Then we have a commutative diagram (up to a
constant multiple)
M ◦M ◦N
M◦r
M,N
//
M◦f

M ◦N ◦M
f◦M

M ◦N ◦M
r
M,N
◦M
// N ◦M ◦M
Note that r
M,M◦N
= M ◦ r
M,N
and r
M,N◦M
= r
M,N
◦M . Hence we have
M ◦ Im(r
M,N
) ⊂ f−1
(
Im(r
M,N
)
)
◦M.
Hence there exists a submodule K of N such that Im(r
M,N
) ⊂ K ◦M and M ◦K ⊂
f−1
(
Im(r
M,N
)
)
. Since K 6= 0, we have K = N . Hence f(M ◦N) ⊂ Im(r
M,N
), which
means that f factors as M ◦N → soc(N ◦M) ֌ N ◦M . It remains to remark that
Hom
R-mod
(
M ◦N, soc(N ◦M)
)
= k r
M,N
. 
For simple modules M N , let us denote by M ⋄N the head of M ◦N .
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4.2. Properties of Λ˜(M,N) and d(M,N).
Lemma 4.6 ([10, Lemma 2.9]). Let M and N be non-zero modules. Then we have
(1) Λ(M,N) + Λ(N,M) ∈ 2Z≥0.
(2) Setting Λ(M,N) + Λ(N,M) = 2m with m ∈ Z≥0, we have
RrenMz ,N ◦R
ren
N,Mz = z
midN ◦Mz and R
ren
N,Mz ◦R
ren
Mz ,N = z
midMz◦N
up to constant multiples.
By [10, Lemma 2.5] and the above lemma, we can define the following integers:
Definition 4.7 ([10]). Let M and N be non-zero modules.
Λ˜(M,N) :=
(
(wt(M),wt(N)) + Λ(M,N)
)
/2 ∈ Z,
d(M,N) :=
(
Λ(M,N) + Λ(N,M)
)
/2 ∈ Z≥0.
Lemma 4.8 ([10]). Let M and N be simple modules. Assume that one of them is real.
Then the following conditions are equivalent:
(i) d(M,N) = 0,
(ii) r
M,N
and r
N,M
are inverse to each other up to a constant multiple,
(iii) M ◦N ≃ N ◦M up to a grading shift,
(iv) M ⋄N ≃ N ⋄M up to a grading shift,
(v) M ◦N is simple.
Definition 4.9. Let M and N be simple modules.
(i) We say that M and N commute if d(M,N) = 0.
(ii) We say that M and N are simply linked if d(M,N) = 1.
Definition 4.10. Let M1, . . . ,Mm be simple modules. Assume that they commute
with each other. We set
M1
⊙
M2 := q
Λ˜(M1,M2)M1 ◦M2,⊙
1≤k≤m
Mk := (· · · (M1
⊙
M2) · · · )
⊙
Mm−1)
⊙
Mm
≃ q
∑
1≤i<j≤m Λ˜(Mi,Mj)M1 ◦ · · ·◦Mm.
It is invariant by the permutations of M1, . . . ,Mm.
Lemma 4.11 ([10, Lemma 2.15]). Let M1, . . . ,Mm be real simple modules commuting
with each other. Then for any σ ∈ Sm, we have⊙
1≤k≤m
Mk ≃
⊙
1≤k≤m
Mσ(k) in R-gmod.
Moreover, if Mk’s are self-dual, so is
⊙
1≤k≤m
Mk.
Lemma 4.12. Let {Mi}1≤i≤n and {Ni}1≤i≤n be a pair of commuting families of real
simple modules. We assume that
32 S.-J. KANG, M. KASHIWARA, M. KIM, SE-JIN OH
(a) {Mi ⋄Ni}1≤i≤n is a commuting family of real simple modules,
(b) Mi ⋄Ni commutes with Nj for any 1 ≤ i, j ≤ n.
Then we have
( ◦
1≤i≤n
Mi) ⋄ ( ◦
1≤j≤n
Nj) ≃ ◦
1≤i≤n
(Mi ⋄Ni) up to a grading shift
Since the proof is elementary and similar to the proof of [10, Lemma 2.23], we omit
it.
Proposition 4.13. Let L, M and N be simple modules. We assume that L is real and
one of M and N is real.
(i) If Λ(L,M ⋄ N) = Λ(L,M) + Λ(L,N), then L◦M ◦N has a simple head and
N ◦M ◦L has a simple socle.
(ii) If Λ(M ⋄ N,L) = Λ(M,L) + Λ(N,L), then M ◦N ◦L has a simple head and
L◦N ◦M has a simple socle.
(iii) If d(L,M ⋄ N) = d(L,M) + d(L,N), then L◦M ◦N and M ◦N ◦L have a
simple head, and N ◦M ◦L and L◦N ◦M have a simple socle.
Proof. (i) Denote k = Λ(L,M ⋄ N) = Λ(L,M) + Λ(M,N) and m = Λ(M,N). Then
the diagram
L◦M ◦N
r
L,M◦N
//


q−kM ◦N ◦L


L◦(M ⋄N)
r
L,M⋄N
//


q−k(M ⋄N)◦L


q−mL◦N ◦M
r
L,N◦M
// q−k−mN ◦M ◦L
commutes. Hence [10, Proposition 2.1, Proposition 2.2] implies that L◦M ◦N has a
simple head and N ◦M ◦L has a simple socle. (ii) are proved similarly.
(iii) If d(L,M ⋄N) = d(L,M)+ d(L,N), the we have Λ(L,M ⋄N) = Λ(L,M)+Λ(L,N)
and Λ(M ⋄N,L) = Λ(M,L) + Λ(N,L). Thus the third assertion follows from the first
and second assertion. 
Proposition 4.14. Let M and N be simple modules. Assume that one of them is real
and d(M,N) = 1. Then we have an exact sequence
0→ qΛ(N,M)N ⋄M →M ◦N →M ⋄N → 0.
In particular, M ◦N has length 2.
Proof. In the course of the proof, we ignore the grading.
Set X = Mz ◦N and Y = N ◦Mz. By R
ren
N,Mz
: Y ֌ X let us regard Y as a submodule
of X . By the condition, we have RrenN,Mz ◦R
ren
Mz ,N = zidX up to a constant multiple, and
hence we have
zX ⊂ Y ⊂ X.
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We have an exact sequence
0 −−→
Y
zX
−−→
X
zX
−−→
X
Y
−−→ 0.
Since
M ◦N ≃
X
zX
։
X
Y
֌
z−1Y
Y
≃ N ◦M,
we have
X
Y
≃M ⋄N . Similarly
N ◦M ≃
Y
zY
։
Y
zX
֌
X
zX
≃M ◦N
implies that
Y
zX
≃ N ⋄M . 
Lemma 4.15. Let M and N be simple modules. Assume that one of them is real. If
the equation
[M ][N ] = qm[X ] + qn[Y ]
holds in K(R-gmod) for self-dual simple modules X, Y and integers m, n such that
m ≥ n, then we have
(i) d(M,N) = m− n > 0,
(ii) there exists an exact sequence
0 −−→ qmX −−→M ◦N −−→ qnY −−→ 0,
(iii) qmX is a socle of M ◦N and qnY is a head of M ◦N .
Proof. First note that d(M,N) > 0 since M ◦N is not simple. By the assumption there
exists either an exact sequence
0 −−→ qmX −−→M ◦N −−→ qnY −−→ 0,
or
0 −−→ qnY −−→ M ◦N −−→ qmX −−→ 0.
The last sequence cannot exist by [10, Corollary 2.24] because d(M,N) = n −m ≤ 0.
Hence the first sequence exists, and the assertions follow from loc.cit. 
4.3. Chevalley and Kashiwara operators. Let us recall the definition of several
functors used to categorify U−q (g) by using KLR algebras.
Definition 4.16. Let β ∈ Q+.
(i) For i ∈ I and 1 ≤ a ≤ |β|, set
ea(i) =
∑
ν∈Iβ ,νa=i
e(ν) ∈ R(β).
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(ii) We take conventions:
EiM = e1(i)M,
E∗iM = e|β|(i)M,
which are functors from R(β)-gmod to R(β − αi)-gmod.
(iii) For a simple module M , we set
εi(M) = max {n ∈ Z≥0 | E
n
i M 6= 0} ,
ε∗i (M) = max {n ∈ Z≥0 | E
∗ n
i M 6= 0} ,
F˜iM = q
εi(M)L(i) ⋄M,
F˜ ∗i M = q
ε∗i (M)M ⋄ L(i),
E˜iM = q
1−εi(M)soc(EiM) ≃ q
εi(M)−1hd(EiM),
E˜∗iM = q
1−ε∗i (M)soc(E∗iM) ≃ q
ε∗i (M)−1hd(E∗iM),
E˜ maxi M = E˜
εi(M)
i M and E˜
∗ max
i M = E˜
∗ ε∗i (M)
i M.
(iv) For i ∈ I and n ∈ Z≥0, we set
L(in) = qn(n−1)/2 L(i)◦ · · ·◦L(i)︸ ︷︷ ︸
n
.
Here L(i) denotes the R(αi)-module R(αi)/R(αi)x1. Then L(i
n) is a self-dual real
simple R(nαi)-module.
In the course of the following propositions, we use the following notations.
Qi,j(xa, xa+1, xa+2) :=
Qi,j(xa, xa+1)−Qi,j(xa+2, xa+1)
xa − xa+2
.(4.5)
Then we have
τa+1τaτa+1 − τaτa+1τa =
∑
i,j∈I
Qi,j(xa, xa+1, xa+2)ea(i)ea+1(j)ea+2(i).
Proposition 4.17. Let β ∈ Q+ with n = |β|. Assume that an R(β)-module M satisfies
EiM = 0. Then the morphism R(αi)⊗M −→ q
(αi,β)M ◦R(αi) given by
e(i)⊗u 7−→ τ1 · · · τn(u⊗ e(i))(4.6)
extends uniquely to an (R(αi + β), R(αi))-bilinear homomorphism
R(αi)◦M −→ q(αi,β)M ◦R(αi)(4.7)
Proof. (i) First note that, for 1 ≤ a ≤ n,
(4.8) τ1 · · · τa−1ea(i)τa+1 · · · τn
(
u⊗ e(i)
)
= τa+1 · · · τn
(
e1(i)τ1 · · · τa−1(u⊗ e(i))
)
= 0
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since EiM = 0.
(ii) In order to see that (4.7) is a well-defined R(αi + β)-linear homomorphism, it is
enough to show that (4.6) is R(β)-linear.
(a) Commutation with xa ∈ R(β) (1 ≤ a ≤ n): We have
xa+1τ1 · · · τn
(
u⊗ e(i)
)
= τ1 · · · τa−1xa+1τa · · · τn
(
u⊗ e(i)
)
= τ1 · · · τa−1
(
τaxa + ea(i)
)
τa+1 · · · τn
(
u⊗ e(i)
)
= τ1 · · · τnxa
(
u⊗ e(i)
)
by (4.8).
(b) Commutation with τa ∈ R(β) (1 ≤ a < n): Then we have
τa+1τ1 · · · τn
(
u⊗ e(i)
)
= τ1 · · · τa−1(τa+1τaτa+1)τa+2 · · · τn
(
u⊗ e(i)
)
= τ1 · · · τa−1
(
τaτa+1τa +
∑
j
Qi,j(xa, xa+1, xa+2)ea(i)ea+1(j)
)
τa+2 · · · τn
(
u⊗ e(i)
)
= τ1 · · · τnτa
(
u⊗ e(i)
)
+
∑
j
τ1 · · · τa−1Qi,j(xa, xa+1, xa+2)ea(i)ea+1(j)τa+2 · · · τn
(
u⊗ e(i)
)
.
The last term vanishes because EiM = 0 implies that
τ1 · · · τa−1f(xa, xa+1)g(xa+2)ea(i)τa+2 · · · τn
(
u⊗ e(i)
)
= g(xa+2)τa+2 · · · τne1(i)τ1 · · · τa−1f(xa, xa+1)
(
u⊗ e(i)
)
= 0
for any polynomial f(xa, xa+1) and g(xa+2).
(iii) Now let us show that (4.7) is right R(αi)-linear. By (4.8), we have
τ1 · · · τa−1xaτa · · · τn
(
u⊗ e(i)
)
= τ1 · · · τa−1
(
τaxa+1 − ea(i)
)
τa+1 · · · τn
(
u⊗ e(i)
)
= τ1 · · · τaxa+1τa+1 · · · τn
(
u⊗ e(i)
)
for 1 ≤ a ≤ n. Therefore we have
x1τ1 · · · τn
(
u⊗ e(i)
)
= τ1 · · · τnxn+1
(
u⊗ e(i)
)
= τ1 · · · τn
(
u⊗ e(i)x1
)
.

For m,n ∈ Z≥0, let us denote by w[m,n] the element of Sm+n defined by
w[m,n](k) =
{
k + n if 1 ≤ k ≤ m,
k −m if m < k ≤ m+ n.
(4.9)
Set τw[m,n] := τi1 · · · τir , where si1 · · · sir is a reduced expression of w[m,n]. Note that
τw[m,n] does not depend on the choice of reduced expression ([8, Corollary 1.4.3]).
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Proposition 4.18. Let M ∈ R(β)-gmod and N ∈ R(γ)-gmod, and set m = |β| and
n = |γ|. If EiM = 0 for any i ∈ supp(γ), then
v⊗u 7−→ τw[m,n](u⊗ v)(4.10)
gives a well-defined R(β + γ)-linear homomorphism N ◦M −→ q(β,γ)M ◦N .
Proof. The proceeding proposition implies that
v⊗u 7−→ τw[m,n](u⊗ v) for u ∈M, v ∈ R(γ)
gives a well-defined R(β + γ)-linear homomorphism R(γ)◦M → M ◦R(γ). Hence it
is enough to show that it is right R(γ)-linear. Since we know that it commutes with
the right multiplication of xk, it is enough to show that it commutes with the right
multiplication of τk. For this, we may assume that n = 2 and k = 1. Set γ = αi + αj.
Thus we have reduced the problem to the equality
τ1(τ2τ1) · · · (τm+1τm)
(
u⊗ e(i)⊗ e(j)
)
= (τ2τ1) · · · (τm+1τm)τm+1
(
u⊗ e(i)⊗ e(j)
)(4.11)
for u ∈M . It is a consequence of
(4.12)
(τ2τ1) · · · (τaτa−1)τa(τa+1τa) · · · (τm+1τm)
(
u⊗ e(i)⊗ e(j)
)
= (τ2τ1) · · · (τa+1τa)τa+1(τa+2τa+1) · · · (τm+1τm)
(
u⊗ e(i)⊗ e(j)
)
for 1 ≤ a ≤ m. Note that
τa(τa+1τa) · · · (τm+1τm)
(
u⊗ e(i)⊗ e(j)
)
= τa(τa+1τa)ea+1(i)ea+2(j)(τa+2τa+1) · · · (τm+1τm)
(
u⊗ e(i)⊗ e(j)
)
and
τa(τa+1τa)ea+1(i)ea+2(j)
= (τa+1τa)τa+1ea+1(i)ea+2(j)−Qji(xa, xa+1, xa+2)ea(j)ea+1(i)ea+2(j).
Hence it is enough to show
(τ2τ1) · · · (τaτa−1)Qj,i(xa, xa+1, xa+2)ea(j)
(τa+2τa+1) · · · (τm+1τm)
(
u⊗ e(i)⊗ e(j)
)
= 0.
This follows from
(τ2τ1) · · · (τaτa−1)f(xa)g(xa+1, xa+2)ea(j)(τa+2τa+1) · · · (τm+1τm)
(
u⊗ e(i)⊗ e(j)
)
= (τ2 · · · τa)(τ1 · · · τa−1)f(xa)g(xa+1, xa+2)ea(j)
(τa+2τa+1) · · · (τm+1τm)
(
u⊗ e(i)⊗ e(j)
)
= (τ2 · · · τa)g(xa+1, xa+2)(τa+2τa+1) · · · (τm+1τm)
e1(j)(τ1 · · · τa−1)f(xa)
(
u⊗ e(i)⊗ e(j)
)
= 0
for 1 ≤ a ≤ m and f(xa) ∈ k[xa], g(xa+1, xa+2) ∈ k[xa+1, xa+2]. 
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Corollary 4.19. Let i ∈ I and M a simple module. Then we have
Λ˜
(
L(i),M
)
= εi(M),
Λ
(
L(i),M
)
= 2εi(M) + 〈hi,wt(M)〉 = εi(M) + ϕi(M).
Proof. Set n = εi(M) and M0 = E
(n)
i (M). Then the preceding proposition implies
Λ(L(i),M0) =
(
αi,wt(M0)
)
. Hence we have Λ˜(L(i),M0) = 0, which implies
Λ˜(L(i),M) = Λ˜(L(i), L(in) ◦M0) = Λ˜
(
L(i), L(in)
)
+ Λ˜(L(i),M0) = n.

Let P (in) be a projective cover of L(in). The functor
E
(n)
i : R(β)-Mod→ R(β − nαi)-Mod
is defined by
E
(n)
i (M) := P (i
n)ψ ⊗
R(nαi)
Eni M,
where P (in)ψ denotes the right R(nαi)-module obtained from the left R(β)-module
P (in) via the anti-automorphism ψ. Similarly we define E
∗ (n)
i . We have
Eni ≃ [n]!E
(n)
i .
Proposition 4.20. Let M and N be modules, and m,n ∈ Z≥0,
(i) If Em+1i M = 0 and E
n+1
i N = 0, then we have
E
(m+n)
i (M ◦N) ≃ q
mn+n〈hi,wt(M)〉E
(m)
i M ◦E
(n)
i N.(4.13)
(ii) If E∗m+1i M = 0 and E
∗n+1
i N = 0, then we have
E
∗ (m+n)
i (M ◦N) ≃ q
mn+m〈hi,wt(N)〉E
∗ (m)
i M ◦E
∗ (n)
i N.(4.14)
Proof. It follows from the shuffle lemma ([16, Lemma 2.20]). 
The following corollary is an immediate consequence of Proposition 4.20.
Corollary 4.21. Let i ∈ I and let M be a real simple module. Then E˜ maxi M is also
real simple.
Proposition 4.22. Let M and N be simple modules. We assume that one of them
is real. Assume further that εi(M ⋄ N) = εi(M). Then we have an isomorphism in
R-gmod.
E˜ maxi (M ⋄N) ≃ (E˜
max
i M) ⋄N.
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Proof. Set n = εi(M ⋄N) = εi(M) and M0 = E˜ maxi M . Then M0 or N is real. Now we
have
L(in)⊗M0 ⊗N ֌ E
n
i (M ⋄N) ≃ L(i
n)⊗ E˜maxi (M ⋄N),
which induces a non-zero map M0 ⊗ N → E˜
max
i (M ⋄ N). Hence we have a surjective
map
M0 ◦N ։ E˜ maxi (M ⋄N).
Since M0 or N is real by Corollary 4.21, M0 ◦N has a simple head and we obtain the
desired result. 
4.4. Determinantial modules and T-systems. In the rest of this paper, we assume
further that the base field k is of characteristic 0. Under this condition, the family of
self-dual simple R-modules corresponds to the upper global basis of Aq(n) by Theorem
4.2.
Definition 4.23. For λ ∈ P+ and µ, ζ ∈ Wλ such that µ  ζ , let M(µ, ζ) be a simple
R(ζ − µ)-module such that ch(M(µ, ζ)) = D(µ, ζ).
Since D(µ, ζ) is a member of the upper global basis, such a module exists uniquely
due to Theorem 4.2. The module M(µ, ζ) is self-dual and we call it the determinantial
module.
Lemma 4.24. M(µ, ζ) is a real simple module.
Proof. It follows from ch(M(µ, ζ)◦M(µ, ζ)) = ch
(
M(µ, ζ)
)2
= q−(ζ,ζ−µ)D(2µ, 2ζ) which
is a member of the upper global basis up to a power of q. Here the last equality follows
from Corollary 3.3. 
Proposition 4.25. Let λ, µ ∈ P+, and s, s′, t, t′ ∈ W such that ℓ(s′s) = ℓ(s′) + ℓ(s),
ℓ(t′t) = ℓ(t′) + ℓ(t), s′sλ  t′λ and s′µ  t′tµ. Then
(i) M(s′sλ, t′λ) and M(s′µ, t′tµ) commute,
(ii) Λ
(
M(s′sλ, t′λ),M(s′µ, t′tµ)
)
= (s′sλ+ t′λ, t′tµ− s′µ).
(iii) Λ˜
(
M(s′sλ, t′λ),M(s′µ, t′tµ)
)
= (t′λ, t′tµ− s′µ) and
Λ˜
(
M(s′µ, t′tµ),M(s′sλ, t′λ)
)
= (s′µ− t′tµ, s′sλ).
Proof. It is a consequence of Proposition 3.6 (ii) and [10, Corollary 3.4]. 
Proposition 4.26. Let λ ∈ P+, µ, ζ ∈ Wλ such that µ  ζ and i ∈ I.
(i) If n := 〈hi, µ〉 ≥ 0, then
εi(M(µ, ζ)) = 0 and M(siµ, ζ) ≃ F˜
n
i M(µ, ζ) ≃ L(i
n) ⋄M(µ, ζ) in R-gmod.
(ii) If 〈hi, µ〉 ≤ 0 and siµ  ζ, then εi(M(µ, ζ)) = −〈hi, µ〉.
(iii) If m :=−〈hi, ζ〉 ≤ 0, then
ε∗i (M(µ, ζ)) = 0 and M(µ, siζ) ≃ F˜
∗m
i M(µ, ζ) ≃ M(µ, ζ) ⋄ L(i
m) in R-gmod.
(iv) If 〈hi, ζ〉 ≥ 0 and µ  siζ, then ε
∗
i (M(µ, ζ)) = 〈hi, ζ〉.
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Proof. It is a consequence of Lemma 3.5. 
Proposition 4.27. Assume that u, v ∈ W and i ∈ I satisfy u < usi and v < vsi ≤ u.
(i) We have exact sequences
(4.15)
0 −→ M(uλ, vλ) −→ q(vsi̟i,v̟i−u̟i)M(usi̟i, vsi̟i)◦M(u̟i, v̟i)
−→ q−1+(v̟i,vsi̟i−u̟i)M(usi̟i, v̟i)◦M(u̟i, vsi̟i) −→ 0,
and
(4.16)
0 −→ q1+(v̟i,vsi̟i−u̟i)M(usi̟i, v̟i)◦M(u̟i, vsi̟i)
−→ q(v̟i,vsi̟i−usi̟i)M(u̟i, v̟i)◦M(usi̟i, vsi̟i) −→ M(uλ, vλ) −→ 0,
where λ = si̟i +̟i =
∑
j 6=i−aj,i̟j.
(ii) d
(
M(u̟i, v̟i),M(usi̟i, vsi̟i)
)
= 1.
Proof. Since the proof of (4.15) is similar, let us only prove (4.16). (Indeed, they are
dual to each other.)
Set
X = q(v̟i,vsi̟i−u̟i)M(usi̟i, v̟i)◦M(u̟i, vsi̟i),
Y = q(v̟i,vsi̟i−usi̟i)M(u̟i, v̟i)◦M(usi̟i, vsi̟i),
Z = M(uλ, vλ).
Then Proposition 3.10 implies that
ch(Y ) = ch(qX) + ch(Z).
Since X and Z are simple and self-dual, the assertion follows from Lemma 4.15. 
4.5. Generalized T-system on determinantial modules.
Theorem 4.28. Let λ ∈ P+ and µ1, µ2, µ3 ∈ Wλ such that µ1  µ2  µ3. Then there
exists a canonical epimorphism
M(µ1, µ2)◦M(µ2, µ3)։ M(µ1, µ3),
which is equivalent to saying that M(µ1, µ2) ⋄M(µ2, µ3) ≃ M(µ1, µ3).
In particular, we have
Λ˜(M(µ1, µ2),M(µ2, µ3)) = 0 and Λ(M(µ1, µ2),M(µ2, µ3)) = −(µ1 − µ2, µ2 − µ3).
Proof. (a) Our assertion follows from Theorem 3.13 and [10, Theorem 3.6] when µ3 = λ.
(b) We shall prove the general case by induction on |λ− µ3|. By (a), we may assume
that µ3 6= λ. Then there exists i such that 〈hi, µ3〉 < 0. The induction hypothesis
implies that
M(µ1, µ2) ⋄M(µ2, siµ3) ≃ M(µ1, siµ3).
Since µ1  µ2  µ3  siµ3, Proposition 4.26 (iv) implies that
ε∗i
(
M(µ2, siµ3)
)
= ε∗i
(
M(µ1, siµ3)
)
= −〈hi, µ3〉.
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Then Proposition 4.22 implies that
E˜∗i
max
(
M(µ1, µ2) ⋄M(µ2, siµ3)
)
≃ M(µ1, µ2) ⋄
(
E˜∗i
maxM(µ2, siµ3)
)
,
from which we obtain
M(µ1, µ3) ≃ M(µ1, µ2) ⋄M(µ2, µ3).
Lemma 4.11 implies that Λ˜
(
M(µ1, µ2),M(µ2, µ3)
)
= 0. Hence we have
Λ
(
M(µ1, µ2),M(µ2, µ3)
)
= −
(
wt(M(µ1, µ2),wt(M(µ2, µ3))
)
.

Proposition 4.29. Let i ∈ I and x, y, z ∈ W .
(i) If ℓ(xy) = ℓ(x) + ℓ(y), zsi > z, y > ysi, and x ≥ z, then we have
d(M(xy̟i, zsi̟i),M(x̟i, z̟i)) ≤ 1.
(ii) If ℓ(zy) = ℓ(z) + ℓ(y), xsi > z, xsi ≥ zy and x ≥ z, then we have
d(M(xsi̟i, zy̟i),M(x̟i, z̟i)) ≤ 1.
Proof. In the course of proof, we omit ι−1̟i,̟i for the sake of simplicity. Set y
′ :=ysi < y.
Let us show (i). By Proposition 3.15, we have
(4.17)
∆(y̟i, si̟i)∆(̟i, ̟i) = q
−1Gup ((uy̟i ⊗ u̟i)⊗ (usi̟i ⊗ u̟i)
r)
+Gup(ι−1λ (e˜
∗
i b)⊗ u
r
λ),
where λ = ̟i+ si̟i and b = ι̟i(uy̟i) ∈ B(∞). Let S
∗
z be the operator on Aq(g) given
by the multiplication of e
(a1)
j1
· · · e
(at)
jt from the right, where z = sjt · · · sj1 is a reduced
expression of z and ak = 〈hjk , sjk−1 · · · sj1λ〉. Then applying S
∗
z to (4.17), we obtain
∆(y̟i, zsi̟i)∆(̟i, z̟i) = q
−1Gup ((uy̟i ⊗ u̟i)⊗ (uzsi̟i ⊗ uz̟i)
r)
+Gup(ι−1λ (e˜
∗
i b)⊗ u
r
zλ).
Recall that µ ∈ P is called x-dominant if ck ≥ 0. Here x = sir · · · si1 is a reduced
expression of x and ck := 〈hik , sik−1 · · · si1µ〉 (1 ≤ k ≤ r). Recall that an element
v ∈ Aq(g) with wtl(v) = µ is called x-highest if µ is x-dominant and
f 1+ckik f
(ck−1)
ik−1
· · ·f
(c1)
i1
v = 0 for any k (1 ≤ k ≤ r).
If v is x-highest, then v is a linear combination of x-highest Gup(b)’s. Moreover,
Sx,µG
up(b) := f
(cr)
ir · · ·f
(c1)
i1
Gup(b) is either a member of the upper global basis or zero.
Since ∆(y̟i, zsi̟i)∆(̟i, z̟i) is x-highest of weight µ :=̟ii +̟ii, we obtain
∆(xy̟i, zsi̟i)∆(x̟i, z̟i) = q
−1Gup ((uxy̟i ⊗ ux̟i)⊗ (uzsi̟i ⊗ uz̟i)
r)
+ Sx,µG
up(ι−1λ (e˜
∗
i b)⊗ u
r
zλ).
Applying pn, we obtain
qcD(xy̟i, zsi̟i)D(x̟i, z̟i) = q
−1pnG
up ((uxy̟i ⊗ ux̟i)⊗ (uzsi̟i ⊗ uz̟i)
r)
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+ pnSx,µG
up(ι−1λ (e˜
∗
i b)⊗ u
r
zλ)
for some integer c. Hence we obtain (i) by Lemma 4.15.
(ii) is proved similarly. By applying ϕ∗ to (4.17), we obtain
q(si̟ii,̟ii)−(y̟ii,̟ii)∆(si̟i, y̟i)∆(̟i, ̟i) = q
−1Gup ((usi̟i ⊗ u̟i)⊗ (uy̟i ⊗ u̟i)
r)
+Gup(uλ ⊗ (ι
−1
λ e˜
∗
i b)
r).
Here we used Proposition 2.4. Then the similar arguments as above show (ii). 
Proposition 4.30. Let x ∈ W such that xsi > x and x̟i 6= ̟i. Then we have
d(M(xsi̟i, x̟i),M(x̟i, ̟i)) = 1.
Proof. By Proposition 4.29 (ii), we have d(M(xsi̟i, x̟i),M(x̟i, ̟i)) ≤ 1. Assuming
d(M(xsi̟i, x̟i),M(x̟i, ̟i)) = 0, let us derive a contradiction.
By Theorem 4.28 and the assumption, we have
M(xsi̟i, x̟i)◦M(x̟i, ̟i) ≃ M(xsi̟i, ̟i).
Hence we have
ε∗j(M(xsi̟i, ̟i)) = ε
∗
j(M(xsi̟i, x̟i)) + ε
∗
j(M(x̟i, ̟i))
for any j ∈ I. Since xsi̟i  x̟i  si̟i, Proposition 4.26 implies that
ε∗j(M(xsi̟i, ̟i)) = ε
∗
j(M(x̟i, ̟i)) = 〈hj, ̟i〉.
It implies that
ε∗j(M(xsi̟i, x̟i)) = 0 for any j ∈ I.
It is a contradiction since wt
(
M(xsi̟i, x̟i)
)
= xsi̟i − x̟i does not vanish. 
5. Quantum cluster algebras and monoidal categorifications
5.1. Quantum cluster algebras. In this subsection, we briefly recall the definition
of a quantum cluster algebra following [2], [6, §8] and [10, §4.1].
Let us fix a finite index set J with a decomposition J = Jex ⊔ Jfr into the set
Jex of exchangeable indices and the set Jfr of frozen indices. Let L = (λi,j)i,j∈J be a
skew-symmetric integer-valued J × J-matrix. We denote by P(L) the Z[q±1/2]-algebra
generated by {Xi}i∈J subject to the following defining relations:
XiXj = q
λi,jXjXi (i, j ∈ J).(5.1)
For a := (ai)i∈J ∈ Z
J
≥0, we define the element X
a of P(L) as
Xa := q1/2
∑
i>j aiajλi,j
−→∏
i∈J
Xaii
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where < is a total order on J and
−→∏
i∈JX
ai
i = X
a1
i1
· · ·X irar with J = {i1, . . . , ir} such
that i1 < i2 < · · · < ir. Note that X
a does not depend on the choice of a total order
on J . We have
XaXb = q1/2
∑
i,j∈J aibjλi,jXa+b for all a, b ∈ ZJ≥0.(5.2)
It is well-known that {Xa | a ∈ ZJ≥0} forms a Z[q
±1/2]-basis of P(L).
For a Z[q±1/2]-algebra A, we say that a family of elements {xi}i∈J of A is L-commuting
if it satisfies the relation (5.1), i.e., xixj = q
λi,jxjxi.
Let B˜ = (bi,j) be an integer-valued J×Jex matrix whose principal part B :=(bi,j)i,j∈Jex
is skew-symmetric. To the matrix B˜ we can associate the quiver QB˜ without loops, 2-
cycles and arrows between frozen vertices such that its vertices are labeled by J and
the arrows are given by
(5.3) bi,j = (the number of arrow from i to j)− (the number of arrow from j to i).
Here we extend the J×Jex-matrix B˜ to the skew-symmetric J×J-matrix B˜
′ = (bi,j)i,j∈J
by setting bi,j = 0 for i, j ∈ Jfr.
Conversely, whenever we have a quiver with vertices labeled by J and without loops,
2-cycles and arrows between frozen vertices, we can associate a J × Jex-matrix B˜ by
(5.3).
We say that the pair of matrices (L, B˜) is compatible if there exists a positive integer
d such that ∑
k∈J
λi,kbk,j = δi,jd, (i ∈ J, j ∈ Jex).(5.4)
For a Z[q±1/2]-algebra A and a compatible pair (L, B˜), we say that the datum S =
({xi}i∈J , L, B˜) is a quantum seed if {xi}i∈J is an algebraically independent L-commuting
family of elements in A.
The set {xi}i∈J is called a cluster of S and its elements are called cluster variables.
In particular, the elements in {xi}i∈Jfr are called frozen variables. The elements in
{xa | a ∈ Zr≥0} are called cluster monomials.
See [10] for the definition of
µk(S ) :=
(
{µk(x)i}i∈J , µk(L), µk(B˜)
)
,(5.5)
the mutation of S in direction k ∈ Jex.
Definition 5.1. Let S = ({xi}i∈J , L, B˜) be a quantum seed in a Z[q
±1/2]-algebra A
which is contained a skew field K. The quantum cluster algebra Aq1/2(S ) associated
with the quantum seed S is the Z[q±1/2]-subalgebra of the skew field K generated by all
the quantum cluster variables in the quantum seeds obtained from S by any sequence
of mutations.
We call S the initial quantum seed of the quantum cluster algebra Aq1/2(S ).
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5.2. Monoidal categorifications of quantum cluster algebras. In this subsection,
we shall review monoidal categorifications of cluster algebras. In this paper, we shall
restrict ourselves to the case when monoidal categories are full subcategories of R-gmod.
Here R-gmod is the category of finite-dimensional graded modules over a symmetric
KLR algebra R with the base field k of characteristic 0. We refer to [9] in a more
general setting.
Let C be a full subcategory of R-gmod stable by taking convolution products, subquo-
tients, extensions and grading shifts. Hence C is a k-linear abelian monoidal category
with the decomposition
C =
⊕
β∈Q−
Cβ with Cβ := C ∩R(−β)-gmod.
Definition 5.2. We call a quadruple S = ({Mi}i∈J , L, B˜, D) a quantum monoidal seed
in C if it satisfies the following conditions:
(i) B˜ = (bi,j) is an integer-valued J × Jex-matrix whose principal part is skew-
symmetric.
(ii) L = (λi,j) is an integer-valued skew-symmetric J × J-matrix.
(iii) D = {di}i∈J is a family of elements in Q.
(iv) {Mi}i∈J is a family of simple objects such that Mi ∈ Cdi for i ∈ J .
(v) Mi ◦Mj ≃ qλi,jMj ◦Mi for all i, j ∈ J .
(vi) Mi1 ◦ · · ·◦Mit is simple for every sequence (i1, . . . , it) in J .
(vii) The pair (L, B˜) is compatible in the sense of (5.4) with d = 2.
(viii) λi,j − (di, dj) ∈ 2Z for all i, j ∈ J .
(ix)
∑
i∈J
bi,kdi = 0 for all k ∈ Jex.
By (vi), every Mi is real simple. The integer λi,j in (ii) is given by −Λ(Mi,Mj). Note
that (viii) is redundant since it follows from Λ˜(Mi,Mj) ∈ Z. For a J×Jex-matrix B˜ with
skew-symmetric principal part and D = {di}i∈J , we define the mutation µk(D) ∈ Q
J of
D in direction k with respect to B˜ by
µk(D)i = di (i 6= k), µk(D)k = −dk +
∑
bi,k>0
bi,kdi.
Note that
• µk(µk(D)) = D (for k ∈ Jex),
•
(
µk(L), µk(B˜), µk(D)
)
satisfies the conditions (viii) and (ix) for any k ∈ Jex.
Definition 5.3 ([10, Definition 5.6]). For k ∈ Jex, we say that a quantum monoidal
seed S = ({Mi}i∈J , L, B˜, D) admits a mutation in direction k if there exists a simple
object M ′k ∈ Cµk(D)k such that
(i) there exist exact sequences in C
0→ q
⊙
bi,k>0
M
⊙bi,k
i → q
mkMk ◦M ′k →
⊙
bi,k<0
M
⊙(−bi,k)
i → 0,(5.6)
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0→ q
⊙
bi,k<0
M
⊙(−bi,k)
i → q
m′kM ′k ◦Mk →
⊙
bi,k>0
M
⊙bi,k
i → 0,(5.7)
where
(5.8) mk =
1
2
(dk, ξ) +
1
2
∑
bi,k<0
λk,ibi,k and m
′
k =
1
2
(dk, ξ) +
1
2
∑
bi,k>0
λk,ibi,k
with ξ = −dk +
∑
bi,k>0
bi,kdi.
(ii) the quadruple µk(S ) := ({Mi}i 6=k ∪ {M
′
k}, µk(L), µk(B˜), µk(D)) is a quantum
monoidal seed in C.
We call µk(S ) the mutation of S in direction k.
Definition 5.4 ([10, Definition 5.8]). The category C is called a monoidal categorifica-
tion of a quantum cluster algebra A over Z[q±1/2] if
(i) the Grothendieck ring Z[q±1/2]⊗Z[q±1]K(C) is isomorphic to A,
(ii) there exists a quantum monoidal seed S = ({Mi}i∈J , L, B˜, D) in C such that
[S ] := ({q−(di,di)/4[Mi]}i∈J , L, B˜) is the image of a quantum seed of A by the
isomorphism in (i).
(iii) S admits successive mutations in all directions,
Note that if C is a monoidal categorification of A, then any quantum seed in A ob-
tained by mutations from the initial quantum seed is of the form ({q−(di,di)/4[Mi]}i∈J , L, B˜)
for some monoidal seed ({Mi}i∈J , L, B˜, D). Thus any quantum cluster monomial in A
coincides with q−(wt(S),wt(S))/4[S] for some real simple module S in C.
5.3. Main result of [10]. In this subsection, we briefly recall the main result of [10].
Definition 5.5 ([10, Definition 6.1]). A pair ({Mi}i∈J , B˜) is called admissible if
(1) {Mi}i∈J is a commuting family of real simple self-dual objects of C,
(2) B˜ is an integer-valued J × Jex-matrix with skew-symmetric principal part, and
(3) for each k ∈ J , there exists a self-dual simple object M ′k in C such that there is
an exact sequence in C
0→ q
⊙
bi,k>0
M
⊙bi,k
i → q
Λ˜(Mk,M
′
k)Mk ◦M ′k →
⊙
bi,k<0
M
⊙(−bi,k)
i → 0,(5.9)
and M ′k commutes with Mi for all i 6= k ∈ J .
For an admissible pair ({Mi}i∈J , B˜), let Λ = (Λi,j)i,j∈J be the skew-symmetric matrix
given by Λi,j = Λ(Mi,Mj). and let D = {di}i∈J be the family of elements of Q
− given
by di = wt(Mi).
Theorem 5.6 ([10, Theorem 6.3, Corollary 6.4]). Let S = ({Mi}i∈J ,−Λ, B˜, D) be a
quantum monoidal seed. We assume the following:
The Q(q1/2)-algebra Q(q1/2) ⊗
Z[q±1]
K(C) is isomorphic to Q(q1/2) ⊗
Z[q±1/2]
Aq1/2([S ]).
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If the pair ({Mi}i∈J , B˜) is admissible, then S admits successive mutations in all direc-
tions and the category C is a monoidal categorification of Aq1/2([S ]).
6. Monoidal categorification of Aq(n(w))
6.1. Quantum cluster algebra structure on Aq(n(w)). In this subsection, we shall
consider the Kac-Moody algebra g associated with a symmetric Cartan matrix A =
(ai,j)i,j∈I . We shall recall briefly the definition of the subalgebra Aq(n(w)) of Aq(g) and
its quantum cluster algebra structure by using the results of [6] and [18]. Remark that
we bring the results in [6] through the isomorphism in (2.7).
For a given w ∈ W , fix a reduced expression w˜ = sir · · · si1 . For s ∈ {1, . . . , r} and
j ∈ I, we set
(6.1)
s+ := min({k | s < k ≤ r, ik = is} ∪ {r + 1}),
s− := max({k | 1 ≤ s < k, ik = is} ∪ {0}),
s−(j) := max({k | 1 ≤ k < s, ik = j} ∪ {0}).
For 1 ≤ k ≤ r, set
λk := uk̟ik where uk := si1 · · · sik .(6.2)
Note that λk− = uk−1̟ik . For 0 ≤ t ≤ s ≤ r, we set
D(s, t) =

D(λs, λt) if 0 < t,
D(λs, ̟is) if 0 = t < s ≤ r,
1 if t = s = 0.
(6.3)
The Q(q)-subalgebra of Aq(n) generated by D(i, i−) (1 ≤ i ≤ r) is independent of
the choice of a reduced expression of w. We denote it by Aq(n(w)). Then every D(s, t)
(0 ≤ t ≤ s ≤ r) is contained in Aq(n(w)) ([6, Corollary 12.4]). The set B
up
(
Aq(n(w))
)
:=
Bup
(
Aq(g)
)
∩ Aq(n(w)) is a basis of Aq(n(w)) as a Q(q)-vector space ([18, Theorem
4.2.5]). We call it the upper global basis of Aq(n(w)). We denote by Aq(n)Z[q±1] the
Z[q±1]-module generated by Bup
(
Aq(n(w)). Then it is a Z[q
±1]-subalgebra of Aq(n(w))
([18, § 4.7.2]). We set Aq1/2(n(w)) :=Q(q
1/2)⊗Q(q) Aq(n(w)).
We set J = {1, . . . , r}, Jfr := {k ∈ J | k+ = r + 1} and Jfr := J \ Jfr.
Definition 6.1. We define the quiver Q with the set of vertices Q0 and the set of
arrows Q1 as follows:
(Q0) Q0 = J = {1, . . . , r},
(Q1) There are two types of arrows:
ordinary arrows : s
|ais,it |−−−−−→ t if 1 ≤ s < t < s+ < t+ ≤ r + 1,
horizontal arrows : s −→ s− if 1 ≤ s− < s ≤ r.
Let B˜ = (bi,j) be the integer-valued J × Jex-matrix associated to the quiver Q by (5.3).
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Lemma 6.2. Assume that 0 ≤ d ≤ b ≤ a ≤ c ≤ r and
• ib = ia if b 6= 0,
• id = ic if d 6= 0.
Then D(a, b) and D(c, d) q-commute; that is, there exists λ ∈ Z such that
D(a, b)D(c, d) = qλD(c, d)D(a, b).
Proof. We may assume a > 0. Let uk be as in (6.2). Take s
′ = ua, s = u
−1
a uc, t
′ = ud
and t = u−1d ub. Then we have
D(s′̟ia, t
′t̟ia) = D(a, b) and D(s
′s̟ic , t
′̟ic) = D(c, d).
From Proposition 3.6, our assertion follows. 
Hence we have an integer-valued skew-symmetric matrix L = (λi,j)1≤i,j≤r such that
D(i, 0)D(j, 0) = qλi,jD(j, 0)D(i, 0).
Proposition 6.3 ([6, Proposition 10.1]). The pair (L, B˜) is compatible with d = 2 in
(5.4).
Theorem 6.4 ([6, Theorem 12.3]). Let Aq1/2([S ]) be the quantum cluster algebra asso-
ciated to the initial quantum seed [S ] := ({q−(ds,ds)/4D(s, 0)}1≤s≤r, L, B˜). Then we have
an isomorphism
Q(q1/2)⊗Z[q±1/2] Aq1/2([S ]) ≃ Aq1/2(n(w)),
where ds := λs −̟is = wt(D(s, 0)) and Aq1/2(n(w)) :=Q(q
1/2)⊗Q(q) Aq(n(w)).
6.2. Admissible seeds in the monoidal category Cw. For 0 ≤ t ≤ s ≤ r, we set
M(s, t) = M(λs, λt). It is a real simple module with ch(M(s, t)) = D(s, t).
Definition 6.5. For w ∈ W , let Cw be the smallest monoidal abelian full subcategory
of R-gmod satisfying the following properties:
(a) It is stable under the subquotients, extensions and grading shifts.
(b) It contains M(s, s−) for all 1 ≤ s ≤ ℓ(w).
Then by [6], M ∈ R-gmod belongs to Cw if and only if ch(M) belongs to Aq(n(w)).
Hence we have an Z[q±1]-algebra isomorphism
K(Cw) ≃ Aq(n(w))Z[q±1].
We set
Λ := (Λ(M(i, 0),M(j, 0)))1≤i,j≤r and D = (di)1≤i≤r := (wt(M(i, 0)))1≤i≤r.
Then, by Proposition 4.25, S := ({M(k, 0)}1≤k≤r,−Λ, B˜, D) is a quantum monoidal
seed in Cw. We are now ready to state the main theorem in this subsection:
Theorem 6.6. The pair
(
{M(k, 0)}1≤k≤r, B˜
)
is admissible.
As we already explained, this theorem implies Theorem 2 in Introduction.
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Theorem 6.7. The category Cw is a monoidal categorification of the quantum cluster
algebra Aq1/2(n(w)).
In the course of the proof of Theorem 6.6, we omit grading shifts if there is no afraid
of confusion.
We shall start the proof of Theorem 6.6 by proving that, for each s ∈ Jex, there exists
a simple module X such that
(a) there exists a surjective homomorphism (up to a grading shift)
X ◦M(s, 0)։ ◦
t; bt,s>0
M(t, 0)◦bt,s,
(b) there exists a surjective homomorphism (up to a grading shift)
M(s, 0)◦X ։ ◦
t; bt,s<0
M(t, 0)◦−bt,s,
(c) d(X,M(s, 0)) = 1.
(6.4)
We set
x := is ∈ I,
Is := {ik | s < k < s+} ⊂ I \ {x},
A := ◦
t<s<t+<s+
M(t, 0)◦|ais,it | = ◦
y∈Is
M(s−(y), 0)◦|ax,y|.
Then A is a real simple module.
Now we claim that the following simple module X satisfies the conditions in (6.4):
X :=M(s+, s) ⋄ A.
Let us show (6.4) (a). The incoming arrows to s are
• t
|ax,it |−−−→ s for 1 ≤ t < s < t+ < s+,
• s+ −−→ s.
Hence we have
◦
t; bt,s>0
M(t, 0)◦bt,s ≃ A◦M(s+, 0).
Then the morphism in (a) is obtained as the composition:
X ◦M(s, 0)֌ A◦M(s+, s)◦M(s, 0)։ A◦M(s+, 0).(6.5)
Here the second epimorphism is given in Theorem 4.28, and [9, Corollary 3.11] asserts
that the composition (6.5) is non-zero and hence an epimorphism.
Let us show (6.4) (b). The outgoing arrows from s are
• s
|ax,it |−−−−→ t for s < t < s+ < t+ ≤ r + 1.
• s −→ s− if s− > 0.
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Hence we have
◦
t;bt,s<0
M(t, 0)◦−bt,s ≃ M(s−, 0)◦
(
◦
y∈Is
M((s+)
−(y), 0)◦−ax,y
)
.(6.6)
Lemma 6.8. There exists an epimorphism (up to a grading)
Ω : M(s, 0)◦M(s+, s)◦A։ ◦
t;bt,s<0
M(t, 0)◦−bt,s.(6.7)
Proof. By the dual of Theorem 4.28 and the T -system (4.16) with i = is, u = us+−1
and v = us−1, we have morphisms
M(s, 0)֌ M(s−, 0)◦M(s, s−),(6.8)
M(s, s−)◦M(s+, s)։ ◦
y∈I\{x}
M((s+)
−(y), s−(y))◦−ax,y(6.9)
≃ ◦
y∈Is
M((s+)
−(y), s−(y))◦−ax,y .
Here the last isomorphism follows from the fact that (s+)
−(y) = s−(y) for any y 6∈
{x} ∪ Is = {ik | s ≤ k < s+}.
Thus we have a sequence of morphisms
M(s, 0)◦M(s+, s)◦A //
ϕ1
// M(s−, 0)◦M(s, s−)◦M(s+, s)◦A
ϕ2
// // M(s−, 0)◦
(
◦
y∈Is
M((s+)
−(y), s−(y))◦−ax,y
)
◦A.
By [9, Corollary 3.11], the composition ϕ := ϕ2 ◦ ϕ1 is non-zero.
Since A = ◦
y∈Is
M(s−(y), 0)◦−ax,y , Theorem 4.28 gives the morphisms
M(s, 0)◦M(s+, s)◦A
ϕ
// M(s−, 0)◦
(
◦
y∈Is
M((s+)
−(y), s−(y))◦−ax,y
)
◦A
φ
// // M(s−, 0)◦
(
◦
y∈Is
M((s+)
−(y), 0)◦−ax,y
)
≃ ◦
t;bt,s<0
M(t, 0)◦−bt,s.
Here we have used Lemma 4.12 to obtain the morphism φ. Note that the module
◦
y∈Is
M((s+)
−(y), s−(y))◦−ax,y is simple. By applying [9, Corollary 3.11] once again, φ◦ϕ
is non-zero, and hence it is an epimorphism. 
Lemma 6.9. We have d(X,M(s, 0)) = 1.
Proof. Since A and M(s, 0) commute and d
(
M(s+, s),M(s, 0)
)
= 1 by Proposition 4.30,
we have
d
(
X,M(s, 0)
)
≤ d
(
M(s+, s),M(s, 0)
)
+ d
(
A,M(s, 0)
)
≤ 1,
by [10, Corollary 2.17] and Lemma 4.8. If X and M(s, 0) commute, then (6.4) (a) would
imply that ch
(
◦
t;bst<0
M(t, 0)◦−bst
)
belongs toK(R-gmod) ch(M(s, 0)). It contradicts the
result in [7] that all the ch(M(k, 0))’s are prime at q = 1. 
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Proposition 6.10. The map Φ factors through M(s, 0)◦X; that is,
M(s, 0)◦M(s+, s)◦A
τ
** **❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯
Ω
// // ◦
t;bt,s<0
M(t, 0)◦−bt,s.
M(s, 0)◦X
Ω 55 55❥❥❥❥❥❥❥❥❥❥❥❥❥
(6.10)
Here τ is the canonical surjection.
Proof. We have 1 = d
(
M(s, 0),M(s+, s) ⋄ A
)
by Lemma 6.9, and
d
(
M(s, 0),M(s+, s)
)
+ d
(
M(s, 0), A
)
= 1
by Proposition 4.30 with x = us+−1, i = is. Hence M(s, 0)◦M(s+, s)◦A has a simple
head by Proposition 4.13 (iii). 
End of the proof of Theorem 6.6. By the arguments above, we have proved the exis-
tence of X which satisfies (6.4). By Proposition 4.14 and (6.4) (c), M(s, 0)◦X has
composition length 2. Moreover, it has a simple socle and simple head. On the other
hand, taking the dual of (6.4) (a), we obtain a monomorphism⊙
t;bt,s>0
M(t, 0)⊙bt,s ֌ M(s, 0)◦X
in R-mod. Together with (6.4) (b), there exists a short exact sequence in R-gmod:
0→ qc
⊙
t;bt,s>0
M(t, 0)⊙bt,s → qΛ˜(M(s,0),X)M(s, 0)◦X →
⊙
t;bt,s<0
M(t, 0)⊙(−bt,s) → 0,
for some c ∈ Z. By [10, Corollary 2.24], c must be equal to 1.
It remains to prove that X commutes with M(k, 0) (k 6= s). For any k ∈ J , we have
Λ(M(k, 0), X) = Λ(M(k, 0),M(s, 0) ⋄X)− Λ(M(k, 0),M(s, 0))
=
∑
t; bt,s<0
Λ(M(k, 0),M(t, 0))(−bt,s)− Λ(M(k, 0),M(s, 0))
and
Λ(X,M(k, 0)) = Λ(X ⋄M(s, 0),M(k, 0))− Λ(M(s, 0),M(k, 0))
=
∑
t; bt,s>0
Λ(M(t, 0),M(k, 0))bt,s − Λ(M(s, 0),M(k, 0)).
Hence we have
2 d(M(k, 0), X) = −2 d(M(k, 0),M(s, 0))−
∑
t; bt,s<0
Λ(M(k, 0),M(t, 0))bt,s
−
∑
t; bt,s>0
Λ(M(k, 0),M(t, 0))bt,s
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= −
∑
1≤t≤r
Λ(M(k, 0),M(t, 0))bt,s
= 2δk,s,
We conclude that X commutes with M(k, 0) if k 6= s. Thus we complete the proof of
Theorem 6.6. 
As a corollary we obtain the following answer to the conjecture on the cluster mono-
mials.
Theorem 6.11. Conjecture 1 in Introduction is true, i.e., every cluster variable in
Aq(n(w)) is a member of the upper global basis.
Theorem 6.6 also implies [6, Conjecture 12.7] in the refined form as follows:
Corollary 6.12. Z[q±1/2]⊗Z[q±1]Aq(n(w))Z[q±1] has a quantum cluster algebra structure
associated with the initial quantum seed [S ] = ({q−(di,di)/4D(i, 0)}1≤i≤r, L, B˜); i.e.,
Z[q±1/2] ⊗
Z[q±1]
Aq(n(w))Z[q±1] ≃ Aq1/2([S ]).
References
1. A. Berenstein and A. Zelevinsky, String bases for quantum groups of type Ar, I. M. Gel’fand
Seminar, 51–89, Adv. Soviet Math. 16, Part 1, Amer. Math. Soc., Providence, RI, 1993.
2. , Quantum cluster algebras, Adv. Math. 195 (2005), 405–455.
3. S. Fomin, A. Zelevinsky, Double Bruhat cells and total positivity, J. Am. Math. Soc. 12(2) (1999),
335–380.
4. , Cluster algebras I: Foundations, J. Amer. Math. Soc. 15(2) (2002), 497-529
5. C. Geiß, B. Leclerc and J. Schro¨er, Semicanonical bases and preprojective algebras, Ann. Sci. E´cole
Norm. Sup. (4) 38 (2005), no. 2, 193–253.
6. , Cluster structures on quantum coordinate rings, Selecta Math. (N.S.) 19 (2013), no. 2,
337–397.
7. , Factorial cluster algebras, Doc. Math. 18 (2013), 249–274.
8. S.-J. Kang, M. Kashiwara and M. Kim, Symmetric quiver Hecke algebras and R-matrices of quan-
tum affine algebras, arXiv:1304.0323v1.
9. S.-J. Kang, M. Kashiwara, M. Kim and S.-j. Oh, Simplicity of heads and socles of tensor products,
arXiv:1404.4125v2, to appear in Compos. Math.
10. , Monoidal categorification of cluster algebras, arXiv:1412.8106v1.
11. M. Kashiwara, On crystal bases of the q-analogue of universal enveloping algebras, Duke Math. J.
63 (1991), 465–516.
12. , Global bases of quantum groups, Duke Math. J. 69 (1993), 455–485.
13. , Crystal base and Littelmann’s refined Demazure character formula, Duke Math. J. 71
(1993) 839–858.
14. , Crystal bases of modified quantized enveloping algebra, Duke Math. J. 73 (1994), no. 2,
383–413.
15. , On crystal bases, Representations of groups (Banff, AB, 1994), 155–197, CMS Conf. Proc.,
16, Amer. Math. Soc., Providence, RI, 1995.
16. M. Khovanov and A. Lauda, A diagrammatic approach to categorification of quantum groups I,
Represent. Theory 13 (2009), 309–347.
MONOIDAL CATEGORIFICATION OF CLUSTER ALGEBRAS II 51
17. , A diagrammatic approach to categorification of quantum groups II, Trans. Amer. Math.
Soc. 363 (2011), 2685–2700.
18. Y. Kimura, Quantum unipotent subgroup and dual canonical basis, Kyoto J. Math. 52 (2012), no.
2, 277–331.
19. Y. Kimura, F. Qin, Graded quiver varieties, quantum cluster algebras and dual canonical basis,
Adv. in Math. 262 (2014) 261–312.
20. A. Kuniba, T. Nakanishi and J. Suzuki, T-systems and Y-systems in integrable systems, J. Phys.
A 44, (2011) 103001, 146 pp.
21. P. Lampe, A quantum cluster algebra of Kronecker type and the dual canonical basis, Int. Math.
Res. Not. IMRN (2011), no. 13, 2970–3005.
22. Quantum cluster algebras of type A and the dual canonical basis, Proc. London Math. Soc.
(3) 108 (2014) 1–43.
23. B. Leclerc, Imaginary vectors in the dual canonical basis of Uq(n), Transform. Groups 8 (2003),
no. 1, 95–104.
24. G. Lusztig, Canonical bases in tensor products, Proc. Natl. Acad. Sci. USA 89 (1992) 8177–8179.
25. , Introduction to Quantum Groups, Progress in Mathematics, 110, Birkha¨user Boston
(1993), 341 pp.
26. A. Lauda and M. Vazirani, Crystals from categorified quantum groups, Adv. Math., 228 (2011),
803-861.
27. H. Nakajima, Cluster algebras and singular supports of perverse sheaves, Advances in representa-
tion theory of algebras, 211–230, EMS Ser. Congr. Rep., Eur. Math. Soc., Zu¨rich, 2013.
28. R. Rouquier, 2-Kac-Moody algebras, arXiv:0812.5023v1.
29. , Quiver Hecke algebras and 2-Lie algebras, Algebra Colloq. 19 (2012), no. 2, 359–410.
30. M. Varagnolo and E. Vasserot, Canonical bases and KLR algebras, J. reine angew. Math. 659
(2011), 67–100.
Department of Mathematical Sciences and Research Institute of Mathematics, Seoul
National University, Seoul 151-747, Korea
E-mail address : sjkang@math.snu.ac.kr
Research Institute for Mathematical Sciences, Kyoto University, Kyoto 606-8502,
Japan, & Department of Mathematical Sciences and Research Institute of Mathemat-
ics, Seoul National University, Seoul 151-747, Korea
E-mail address : masaki@kurims.kyoto-u.ac.jp
School of Mathematics, Korea Institute for Advanced Study, Seoul 130-722, Korea
E-mail address : mhkim@kias.re.kr
Department of Mathematical Sciences and Research Institute of Mathematics, Seoul
National University, Seoul 151-747, Korea
E-mail address : sj092@snu.ac.kr
