A UX Approach to Privacy and Security: the Impact of User, Contextual and System-Related Factors by Distler, Verena et al.
 A UX Approach to Privacy and 
Security: the Impact of User, 
Contextual and System-Related 
Factors
 
Abstract 
This position paper lays out current and future studies 
which we conduct on the UX aspects of security and 
privacy, our goal being to understand which factors 
influence privacy-related decision-making. We advocate 
using UX design methods in order to study 
interindividual differences, system-related and 
contextual factors involved in privacy and security 
attitudes and behaviors. These results will contribute to 
user-tailored and personalized privacy initiatives and 
guide the design of future technologies.  
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Introduction 
Technologies nowadays perform increasingly complex 
and security-relevant tasks and play an important role 
in almost all areas of our everyday lives. While the 
technology’s performance and security might be critical 
in these situations, the relevance and scope of security 
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 and privacy challenges thereby increase. Privacy can be 
defined as the ability of individuals to maintain control 
of their personal information [16], with the goal of 
enhancing autonomy and/or minimize vulnerability [8]. 
In the field of information technology, security can be 
defined as the limited effects of an attacker trying to 
make a system fail, meaning the system’s tamper-
resistance [11]. In UX Design, perceived security is 
defined as feeling safe and in control of your life, rather 
than feeling uncertain and threatened by your 
circumstances [5]. 
On these grounds, various actors undertake efforts to 
improve privacy and security. However, these 
endeavors often take a techno-centered approach, 
which frequently leads to poorly designed systems. 
Security breaches caused by “human error” are 
therefore common. Reducing the security problem to a 
technical question and blaming users to be “the 
weakest links” when a security breach occurs is a 
frequent and bad practice [14]. We consider that these 
breaches can often be blamed on badly designed 
systems, which do not take human characteristics into 
account during the design phase. As [4] state, if users 
are left to be weak points in a system’s functioning, the 
system interfaces with its users in an insecure way, 
violating basic principles of psychology and security 
economics. In order to improve users’ privacy and 
security when using technologies, it is therefore 
imperative to take a human-centered approach when 
designing and improving these systems. User 
Experience (UX) design allows for understanding user, 
contextual and system-related factors impacting 
security and privacy decision-making. Individual factors 
also include one’s awareness and knowledge of privacy 
matters. On the one hand, some users might not 
perceive any threat, or might not realize the value of 
their personal data, potentially leading to unwilling 
consequences. On the other hand, users’ decision-
making processes in the context of security and privacy 
might also be based on tradeoffs, as studied for 
example by [19, 12]. Users are regularly confronted 
with situations where they need to evaluate the 
potential benefits of using a technology in exchange for 
its possible drawbacks. This problem should also be 
seen through the lens of voluntariness of use, as choice 
is not always given to the users (e.g., in a professional 
context). Recent research has revealed that privacy 
concerns differ between individuals and that systems 
should be tailored to these different privacy profiles 
[17, 18, 9]. Privacy concerns are for instance 
influenced by demographic differences, privacy 
attitudes, cultural dimensions and 
contextual/situational factors [7]. In line with this 
research, we hypothesize that there are individual 
differences in the accepted tradeoffs. Moreover, we 
consider that the accepted compromises are context- 
and system dependent. The overarching objective of 
our studies will be to understand people’s awareness of 
privacy and the underlying decision-making processes 
in order to guide the design of future technologies. 
 
Current studies 
Privacy and technology acceptance 
PARTICIPANTS. In a first study, eight focus groups (4 
face-to-face and 4 online) involving 32 participants (17 
men, 15 women) from different cultural backgrounds 
and socioeconomic characteristics served as a basis for 
an ongoing survey on users’ perception of privacy. The 
focus groups were comprised of 4 to 5 participants. Our 
goal is to represent a large spectrum of users in the 
focus groups. We created two expert groups with 
professionals of the digital field, two student groups 
 with non-IT related majors, and four groups of the 
general population. We invited participants with a 
multitude of nationalities, including France, 
Luxembourg, Macedonia, Croatia, China, Russia, 
Poland, Italy, Belgium, Spain, Canada, India, Kenya, 
Mauritius. The average age of our participants was 33.1 
years (Min=19, Max=55). At the educational level, one 
(3%) participant had no high school diploma, seven 
(22%) had completed high school level education, 11 
(35%) had completed an undergraduate or Bachelor's 
degree, 10 (31%) had completed a Master’s degree, 
and three (9%) hold a PhD.  
METHODOLOGY. In these studies, we present participants 
with a selection of technology use scenarios derived 
from a previous study by [12]. Each scenario presents 
a potential situation where a technology could provide 
various benefits in exchange for different kinds of user 
data: 1/ office surveillance cameras, enhancing 
employees’ security against a potential risk of 
surveillance and performance management. In the 
second scenario, 2/ sharing health information, the 
scheduling of doctors’ appointments can be done online 
in return for allowing the doctor to upload medical data 
onto an online platform. The third scenario offers the 
advantage of potential savings using a 3/ smart 
thermostat, which however also provides information 
on the movements in the house. And the fourth 
scenario, 4/ free social media, would allow people to 
reconnect with peers in exchange for being shown 
targeted ads. Participants are invited to comment on 
each scenario by arguing why the situations described 
seem acceptable or not. A discussion on the 
acceptability and acceptance of these technologies 
follows.  
First insights might suggest differences of perception 
based on cultural dimensions, such as individualism - 
collectivism: while all but one participants from 
countries with a highly individualistic culture (according 
to [6]) found the installation of surveillance cameras at 
their workplace inacceptable, 3 participants out of the 
four who found it acceptable come from countries with 
a highly collectivist culture (where people act in the 
interests of the group before individual concerns) 
namely Russia, China and Kenya. The fourth person 
stated that it is her previous experiences working in 
shops with cameras which influenced the acceptance. 
Similar individual differences in privacy were observed 
in all of the scenarios, emphasizing that a one-size fits 
all approach is not adequate in the context of privacy 
and security.  Ongoing studies include an online 
questionnaire replicating a part of the study by [12] 
with the objective of reaching a more international 
audience. Beyond the scenarios, the survey will include 
privacy fatigue items [2], technology acceptance items 
(adapted from [15]), and questions exploring people’s 
actual knowledge about privacy and their actual 
behavior. This will enable us to understand which types 
of users exist with relation to privacy-tradeoffs, 
potentially allowing us to create context-based “privacy 
personas”. We expect this mixed methods protocol to 
inform us on individual differences in privacy 
perceptions, more specifically on the tradeoffs and 
factors impacting perceived risk and willingness to give 
away personal data. Contextual factors are of course of 
primary importance and are therefore included as 
variables in our studies. We intend to analyse how 
compliant our results are with established technology 
acceptance models [15] in the context of privacy. 
Privacy and security in the context of eVoting 
In a second study, we investigated privacy and security 
concerns in the context of eVoting. For this study, we 
conducted four focus groups with a total of 16 
 participants (8 men, 8 women). Two groups were 
recruited at the university (students and UX 
professionals) and two groups were recruited outside of 
the university. The average age was 34.7 (Min=21, 
Max=55). One (6%) participant had no high school 
diploma, four (25%) a high school diploma, five (31%) 
a bachelor’s degree or equivalent, four (25%) a 
master’s degree or equivalent and two (13%) hold a 
PhD. Amongst 16 participants, ten nationalities were 
represented, mainly from Europe but also from Russia 
and Asia.  
We strived to understand to which extent people are 
aware of potential risks and threats regarding eVoting. 
We also explored factors that give participants a feeling 
of security and privacy in the context of eVoting and 
potential tradeoffs between usability and security. 
Again, participants stemmed from different cultural and 
socio-economic backgrounds, while also having 
different voting experiences and behaviours. Contextual 
factors, such as the type of elections at stake, the 
country of residence, type of devices used or technical 
aspects of IT security were discussed by the groups as 
impacting their attitudes. A particular characteristic of 
the groups we have formed is their international 
composition (several nationalities represented in each 
group), thereby allowing participants to debate around 
varied voting experiences, expectations and concerns. 
One of the groups for instance involved participants 
from Russia, China, Poland and Luxembourg. The topic 
of trust in governments and political systems in place 
appeared as a relevant factor strongly impacting 
people’s perception of the pros and cons of eVoting.  
As discrepancies between user attitude and their actual 
behavior exist, the so-called privacy paradox [10], we 
plan to experimentally study eVoting experience 
through user testing of a highly secure eVoting 
platform, Selene [13]. Previous studies of similar voting 
systems [1] have pointed out important usability 
issues, leading to a high number of invalid or erroneous 
votes and acceptance issues. Beyond usability, we will 
take a broader, context-based UX approach in order to 
understand how the design of the eVoting platform 
Selene can inspire security, confidence and a feeling of 
privacy. To address this objective, several variations of 
the eVoting platform Selene will be prototyped and 
tested, e.g. through different levels of user feedback, 
levels of transparency of complex cryptographic 
processes. As we consider interdisciplinarity as a key 
condition of success in privacy and socio-technical 
security research, members of our team have 
complementary backgrounds in user experience, 
information architecture, psychology, cryptography, 
and network security. 
Conclusion 
Our research follows a user-centered approach, defined 
as a way to “understand people’s actions, and aspects 
of experience that people will find relevant when 
interacting with a product” [3, p. 262]. Using UX design 
methods and processes, we therefore advocate 
studying interindividual differences, along with system-
related and contextual factors involved in privacy and 
security attitudes and behaviors. The overarching goal 
for our current and future studies will be to understand 
which factors influence privacy-decision making. We 
thereby hope to contribute to well informed, user-
tailored and personalized privacy initiatives. At a larger 
level, we strive to contribute to the development of a 
user-centered and personalized approach to socio-
technical security.  
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