A list decoding for an error-correcting code is a decoding algorithm that generates a list of codewords within a Hamming distance t from the received vector, where t can be greater than the error-correction bound. In [18] , a list-decoding procedure for Reed-Solomon codes [19] was generalized to algebraic-geometric codes. A recent work [8] gives improved list decodings for Reed-Solomon codes and algebraic-geometric codes that work for all rates and have many applications. However, these list-decoding algorithms are rather complicated. In [17], Roth and Ruckenstein proposed an efficient implementation of the list decoding of Reed-Solomon codes. In this correspondence, extending Roth and Ruckenstein's fast algorithm for finding roots of univariate polynomials over polynomial rings, i.e., the Reconstruct Algorithm, we will present an efficient algorithm for finding the roots of univariate polynomials over function fields. Based on the extended algorithm, we give an efficient list-decoding algorithm for algebraicgeometric codes.
Introduction
Suppose C is a [n, k, d] code over the finite field F q , t < n is a positive integer. For any received vector y = (y 1 , · · · , y n ) ∈ F n q , we refer to any codeword c in C satisfying d(c, y) ≤ t as a t-consistent codeword. A decoding problem is in fact the problem of finding an effective (or efficient) algorithm which can find t-consistent codewords, and we call such an algorithm a decoding algorithm that can correct t errors. The classical decodings (sometimes called unique decodings) of error-correcting codes consider the algorithms which can correct τ = d− 1 2 or fewer errors ( [5] , [11] ). It is clear that in any Hamming sphere in F n q of radius ≤ τ , there exists at most one codeword of a [n, k, d] code. We call τ the error-correction bound of the code. On the other hand, if the number of errors t > τ then there may exist several distinct t-consistent codewords. A list decoding is a decoding algorithm which tries to construct a list of t-consistent codewords. Thus, a list-decoding algorithm makes it possible to recover the information from errors beyond the traditional error-correction bound.
List decoding was introduced by Elias [4] and Wozencraft [20] . In [19] , Sudan proposed a list-decoding algorithm for Reed-Solomon codes. Shokrollahi and Wasserman generalized Sudan's algorithm and derived a list-decoding scheme for algebraic-geometric codes [18] . These algorithms are effective only for codes of relatively low rates. In a recent paper [8] , Guruswami and Sudan proposed improved algorithms for Reed-Solomon and algebraicgeometric codes. The algorithms have better error-correction capabilities than previous algorithms for any code rate. However, the implementations of the list-decoding algorithms are rather complicated, especially for algebraic-geometric codes. As we will discuss in the next section, the list-decoding procedures consist of two main steps. The first step is in fact reduced to the problem of solving a system of homogeneous linear equations, which can be implemented with low complexity using Gaussian elimination. The second step is a problem of finding roots in some spaces of univariate polynomials H(T ) over polynomial rings for Reed-Solomon codes and over function fields for algebraic-geometric codes, respectively. Shokrollahi and Wasserman [18] and Guruswami and Sudan [8] proposed factorization (or root-finding) algorithms to find the roots of H(T ), but the implementation of these algorithms is rather arduous. Gao and Shokrollahi [6] designed an algorithm for computing roots of polynomials over the fields of rational functions on plane curves. Their work also includes an algorithm for finding roots of H(T ) over polynomial rings. In [9] , Høholdt and Nielsen studied fast list decoding for Hermitian codes. They transformed the factorization of H(T ) over the Hermitian function field into a problem of factoring a univariate polynomial over a large finite field. Their algorithm remains to be extended to general algebraic-geometric codes. In [1] , Augot and Pecquet proposed root-finding algorithms. Augot and Pecquet's algorithms do not work for the improved list decodings for Reed-Solomon and algebraicgeometric codes in [8] . Recently, Roth and Ruckenstein [17] presented a fast list-decoding scheme for Reed-Solomon codes. They sped up the first step of the list-decoding algorithm for Reed-Solomon codes in [19] , making use of special properties of the system of homogeneous linear equations that arises. More importantly, based upon a different approach, they proposed an efficient algorithm for finding roots of univariate polynomials over polynomial rings to accelerate the second step of the list decoding for Reed-Solomon codes.
In this correspondence, extending Roth and Ruckenstein's algorithm, we derive an efficient root-finding algorithm for finding roots of polynomials over function fields. As an application of the root-finding algorithm we then present an efficient list-decoding procedure for algebraic-geometric codes.
In the next section, we will give the basic definitions and properties of algebraic-geometric codes and a statement of the root-finding problem. In Section 3, we will present an efficient root-finding algorithm for finding roots of polynomials over function fields and prove the correctness of the algorithm. The efficient list-decoding algorithm for algebraic-geometric codes will be given in Section 4. In Section 5, we present our conclusions. We will give an example and the complexity analysis for the root-finding algorithm in Appendix A and Appendix B, respectively.
Preliminaries
Let X be a nonsingular, absolutely irreducible curve in P m k , the m-dimensional projective space over a field k. Denote by k(X ) the function field of X over k. We can view X as a curve over k, where k is the algebraic closure of k. Over k there is a one-to-one correspondence between the points P of X and the discrete valuation rings of the function field. When k is not algebraically closed, we cannot see all points of X over k; nevertheless, we can look at the discrete valuation rings contained in k(X ) such that the discrete valuation is trivial on k. Let v be a discrete valuation of k(X ) and R v be its valuation ring with maximal ideal m v , we call the pair (R v , m v ) a closed point of X . The degree deg(P ) of P is defined as [R v /m v : k] where R v is the corresponding discrete valuation ring, which is a positive integer since the field R v /m v is a finite extension of k. A point P of X with deg(P ) = 1 is called a rational point.
A divisor of X is a formal linear combination
where the sum is over all closed points of X , n P are integers and all but finitely many n P 's are zero. The degree of D is
The support of D is sup(D) = {P | n P = 0}.
Let P be a closed point of X . In the sequel, we denote by ord P the discrete valuation associated to P . We recall that for any nonzero rational function ϕ ∈ k(X ) there are only finitely many closed points P such that ord P (ϕ) = 0. If ord P (ϕ) > 0, ϕ is said to have a zero of order ord P (ϕ) at P , if ord P (ϕ) < 0, ϕ is said to have a pole of order −ord P (ϕ) at P . For a nonzero rational function ϕ ∈ k(X ), the divisor of ϕ is defined as
where the sum is over all closed points. Let (ϕ) 0 = ord P (ϕ)>0 ord P (ϕ)P and (ϕ) ∞ =
It can be shown that for any nonzero rational function ϕ, the degree of (ϕ) is zero, i.e., deg(ϕ) = 0.
If we define D + D = (n P + n P )P , where D = n P P and D = n P P are any two divisors of X , then the set of divisors of X forms an additive group Div(X ). A divisor D = n P P is called effective and denoted as
It can be proved that L(D) is a linear space over k.
Now suppose X is a nonsingular, absolutely irreducible curve in the m-dimensional projective space PF m q over the finite field
Suppose ρ = degG < n; then, C L (D, G) has length n, dimension ≥ ρ − g + 1, and minimum distance ≥ n − ρ, where g is the genus of the curve.
In this paper, we consider the algebraic-geometric codes C L (D, G) with D = P 1 +· · ·+P n and G = ρP , such that ρ is an integer and {P 1 , · · · , P n , P } is the set of all the rational points of X . These codes include Hermitian codes as special cases and are of special interest in practical applications.
By the definitions, we know that if
. Let ρ be a nonnegative integer and P be a point of X . If L(ρP ) = L((ρ−1)P ), or equivalently there exists a rational function ϕ, such that ϕ has a pole only at P and the order of the pole of ϕ at P is ρ, i.e., ord P (ϕ) = −ρ, then we call ρ a nongap of P . Let {ρ 1 , ρ 2 , ρ 3 , · · ·} be the set of all the nongaps of P and ρ 1 < ρ 2 < ρ 3 < · · ·, and let g be the genus of the curve. Then,
and ρ i = i + g − 1 when i ≥ g + 1 (see [3] ). Let ϕ 1 , ϕ 2 , ϕ 3 , · · · be a sequence of rational functions, such that ϕ i has a pole only at P and ord P (ϕ i ) = −ρ i . Then it is easy to check that {ϕ 1 
In the sequel, we call the list-decoding algorithm for algebraic-geometric codes proposed by Guruswami and Sudan in [8] the G-S Algorithm. Given a received vector y = (y 1 , · · · , y n ), the G-S Algorithm first finds a nontrivial polynomial H(T ) with coefficients in the function field of X over F q satisfying some conditions. It can be proved that a polynomial satisfying such conditions does exist. Also, in [8] 
So the problem of finding all the t-consistent codewords is reduced to the problem of finding all the roots in L(ρP ) of H(T ).
For the precise statement of the G-S algorithm, please see [8] . The Step 1, i.e., the step of finding a polynomial H(T ), can be reduced to a problem of solving a system of homogeneous linear equations over F q , where the unknowns are the coefficients of H(T ). This can be done by Gaussian elimination with low complexity. So, the complexity is mainly based on the Step 2, i.e., the step of finding the roots in L(ρP ) of H(T ). The purpose of this work is to find an efficient root-finding algorithm for finding roots of polynomials over function fields, and then give an efficient list-decoding algorithm, replacing the Step 2 by the new root-finding algorithm. Our problem can be stated as:
The Root-Finding Problem: Let X be a nonsingular, absolutely irreducible curve defined over F q . Let P be a point of X , which can be the point at infinity. Assume L(ρP ) is a k-dimensional space, and ϕ 1 , . . . , ϕ k form a basis of L(ρP ), where every ϕ i has a pole only at P and ord P (ϕ i ) = −ρ i . Given a nonzero polynomial
where l is a nongap of P , we want to find the roots in L(ρP ) of H(T ).
Efficient Root-Finding Algorithm
In this section, we will derive an efficient algorithm for solving the root-finding problem. We first give a simple example to illustrate the idea.
Example 3.1
The Reed-Solomon codes can be viewed as special algebraic-geometric codes defined from projective line. The projective line over F 4 contains a point P = [y : x] = [0 : 1], the point at infinity. X = x/y is a rational function. We now try to find the roots in the space 1, X, X 2 of the following polynomial
Suppose the roots have the form
To find the roots, we need to
We introduce a method for determining f 2 , f 1 , and f 0 recursively. From (3.1), we have that the leading coefficient of
2 ), which is equal to the leading coefficient of H(f 2 X 2 ), is zero. By simple calculation, the leading coefficient of
From the equation we have f 2 = 0 or f 2 = 1.
For any root α 1 of f
, where
Thus, the leading coefficient of
Next, for any value
Therefore, we find two
Roth and Ruckenstein in [17] presented an efficient algorithm for finding the roots of univariate polynomials over polynomial rings, i.e., the Reconstruct Algorithm. It is easy to see that the root-finding procedure in this example is equivalent to Roth and Ruckenstein's algorithm. In fact, one can easily verify that the equations for finding the coefficients f i of any root of H(T ) are equal to the corresponding equations using Roth and Ruckenstein's algorithm. Now consider the general case.
of polynomial H(T ). As in the above example, we can view ϕ 1 , ϕ 2 , . . . as formal variables and H(f ) as a polynomial in ϕ 1 , ϕ 2 , . . .. The rational function ϕ i has a pole of order ρ i at P , and ϕ
u has a pole of order i 1 ρ 1 + · · · + i u ρ u at P . We define the weighted degree of the monomial ϕ
Let < W GL be the weighted graded lexicographic order. Under the order < W GL , and being reduced modulo the curve, the polynomial H(f 1 ϕ 1 + · · · + f k ϕ k ) can be written uniquely as 
we have that the coefficient of every term must be zero. Thus, we get a system of polynomial equations over F q with unknowns
. . .
So, the roots in L(ρP ) of H(T ) are given by finding the points over F q of the affine variety in
defined by the system of equations above. Using the idea in Example 3.1, we present a recursive root-finding procedure in the following.
Root-Finding Procedure: For convenience, we denote H 1 (T ) := H(T ). From
we have that the leading coefficient of
, which is equal to the leading coefficient of H 1 (f k ϕ k ), is zero. This is a polynomial equation over F q with unknown f k , we denote it by
Solving this equation, we can find f k .
Suppose we have obtained
. We therefore will have found a polynomial g i over F q such that f k−i+1 is a root of g i . For each of the distinct roots α i of the polynomial equation
. From the fact that the leading coefficient of
is zero, we get a polynomial equation over F q with unknown f k−i ,
We then get f k−i by solving the equation. Therefore, we obtain the coefficients
With respect to the complexity of the root-finding procedure above, we note that there are efficient algorithms for finding the roots of polynomials over a finite field [2] . Another factor that affects the complexity is the size of the output set. Given a nontrivial polynomial H(T ), the root-finding procedure will output a set of sequences [
It can be proved that if the T -degree of H(T ) is s, then every g i is a polynomial of degree less than or equal to s, which has at most s roots. The root-finding procedure above suggests that the number of root extractions grows exponentially. Although the polynomial H(T ) has at most s = deg(H(T )) roots in L(ρP ), we cannot prove that the size of the output set is bounded by s without sufficient information about the polynomials g i . On the other hand, to prove the correctness of the root-finding procedure, we need to show that the polynomials g i are nontrivial so that we can get f k−i+1 by solving the equation g i = 0. However, the above root-finding procedure does not give any explicit description for the polynomials g i . This provides the motivation for a different approach.
Generalizing the efficient algorithm for finding roots of univariate polynomials over polynomial rings proposed by Roth and Ruckenstein in [17] , we present an alternative root-finding algorithm below. In this algorithm, a nonzero polynomial is constructed explicitly for the purpose of determining f k−i+1 . We will show the correctness of the algorithm by proving that the algorithm computes a set of rational functions which contains all the roots in L(ρP ) of H(T ). Also, we can prove that the size of output set of the algorithm is at most s.
Since the coefficients of H(T ) are rational functions and we will evaluate them at the point P , we denote the coefficients h j of H(T ) by h j (X) and H(T ) by H(X; T ) in the following algorithm. And we use [a 1 , · · · , a k ] to represent a rational function a 1 ϕ 1 + · · · + a k ϕ k .
Algorithm 3.1 Root-Finding Algorithm for Polynomials over Function Fields

Procedure Finding Roots ( G(X; T ), fixed integer k, integer i) / * Input the nonzero polynomial H(X; T
Compute
G(X; T ) = H(X; ϕ k T ). A global array g[1, · · · , k] is assumed. The initial call is ( G(X; T ), k, i = 1). * /
Step 1: find a rational function φ such that ord
Step 2: G(X; T ) ← 1 φ
G(X; T ).
Step 3: compute the nonzero polynomial G(P ; T ) ∈ F q [T ].
Step 4: find all the roots α of G(P ; T ) = 0.
Step 5: for each of the distinct roots α of G(P ; T ) = 0 do {
Step 6:
Step 7:
Step 8: set G(X; T ) = G(X; T + α).
Step 9: set G(X; T ) = G(X;
Step 10:
Finding Roots ( G(X; T ), k, i + 1).
} } 2
It can be proved that Algorithm 3.1 and the Root-Finding Procedure output the same set of rational functions for a given polynomial H(T ). In fact, the polynomial equation G i (P ; T ) = 0 constructed for determining f k−i+1 using Algorithm 3.1 is equal to the equation g i (f k−i+1 ) = 0 in the Root-Finding Procedure. We will see this fact in the example that we will give in Appendix A. Now let us prove the correctness of Algorithm 3.1.
Theorem 3.1 Suppose H(T ) is a nonzero polynomial with coefficients in L(lP ) as stated in the Root-Finding Problem. Then, Algorithm 3.1 computes a set of rational functions that contains all the roots in L(ρP ) of H(T ).
Proof:
It is sufficient to prove that the algorithm can find the coefficients of f . By the algorithm, we have G 1 (X; T ) = H(X; T ) and
Since φ 1 is a rational function such that
1 (P ) = 0.
This means that G 1 (P ; T ) is a nonzero polynomial in F q [T ] .
From H(X; f (X)) = 0, we have
which implies
On the other hand, ord P
(P ) = 0, and
By (3.4), we have
Therefore, f k is a root of G 1 (P ; T ) = 0.
Suppose that we have determined coefficients f k , . . . , f k−i+1 . We therefore will have found a polynomial
where
Since φ i+1 is a rational function with
Thus,
Therefore, f k−i is a solution of the nonzero polynomial equation G i+1 (P ; T ) = 0. By induction, the algorithm can find the coefficients
Lemma 3.2 Suppose α is a solution of multiplicity d of the nonzero polynomial equation G i (P ; T ) = 0, and G i+1 (P ; T ) = 0 is the corresponding nonzero polynomial equation. Then,
Let φ i+1 be a rational function with ord
Corollary 3.3 Suppose H(T ) is a polynomial of degree s as in Theorem 3.1. Then, the number of output rational functions generated by Algorithm 3.1 is at most s.
Proof: Suppose G 1 (P ; T ) = 0 has σ roots, and their multiplicities are
we have σ equations G 2 (P ; T ) = 0 corresponding to the roots of G 1 (P ; T ) = 0 , and by Lemma 3.2, the degrees of these equations are at most d 1,1 , . . . , d 1,σ respectively. So the number of roots of all the equations G 2 (P ; T ) = 0 is at most
and ω i denote the number of the roots and the sum of the degrees of all the equations G i (P ; T ) = 0 respectively. By induction, we can prove σ i ≤ ω i ≤ s. In particular, the number of output rational functions is σ k ≤ s. 2
Efficient List Decoding of AG Codes
Replacing the Step 2 in G-S Algorithm by Algorithm 3.1, we get an efficient list-decoding algorithm for algebraic-geometric codes.
Algorithm 4.1 Efficient List-Decoding Algorithm
Implicit Parameters: Same as in G-S Algorithm.
Assumptions: Same as in G-S Algorithm.
Initialization: Same as in G-S Algorithm.
Step 1: Same as in G-S Algorithm.
Step 2:
. . , n}, and if so, include f in the output list.
2
Using Proposition 22 and Theorem 27 of [8] and Theorem B.2 that we will give in Appendix B, it is easy to determine the complexity of the above list-decoding algorithm. 
, t , and t > n(n − d).
Conclusion
In this paper, we have presented an efficient root-finding algorithm for polynomials over function fields, extending Roth and Ruckenstein's Reconstruct Algorithm [17] for finding roots of univariate polynomials over polynomial rings. Again by Algorithm 3.1, we can take φ 1 = x 10 y 5 . So, G 1 (X; T ) = G 1 (X; T )/(x 10 y 5 ), and
2 )T ). We then get
Solving G 2 (Q; T ) = 0, we get f 4 = 0.
From f 4 = 0, we have G 3 (X; T) = G 2 (X; T) and G 3 (X; T) = G 3 (X; (ϕ 3 /ϕ 4 )T ) = G 3 (X; (x/y)T ). We then get
Solving G 3 (Q; T ) = 0, we get f 3 = 0.
From
Solving G 4 (Q; T ) = 0, we get f 2 = 1 or f 2 = 0.
From f 2 = 0, we have G 5 (X; T) = G 4 (X; T) and G 5 (X; T) = G 5 (X; (ϕ 1 /ϕ 2 )T ) = G 5 (X; (1/y)T ). We then get G 3 (Q; T ) = T . Solving G 5 (Q; T) = 0, we get f 1 = 0.
So, we obtain two rational functions f with form f = f 1 ϕ 1 + f 2 ϕ 2 + f 3 ϕ 3 + f 4 ϕ 4 + f 5 ϕ 5 . They are ζ 6 + ϕ 2 + ζ 3 ϕ 5 and ζ 3 ϕ 5 .
They are roots in L(7Q) of H(T ).
Similarly, for f 5 = ζ, we can obtain another root 1 + ζϕ 3 + ζ 2 ϕ 4 + ζϕ 5 .
Let us consider the case of f 5 = 0. By Algorithm 3.1, we get G 2 (Q; T ) = T 2 . We then get f 4 = 0 by solving G 2 (Q; T ) = 0. From f 4 = 0, we have G 3 (Q; T ) = T 2 . So, we have f 3 = 0. Then from f 3 = 0, we get G 4 (Q; T ) = T 2 . Solving G 4 (Q; T) = 0, we have f 2 = 0. Finally, from f 2 = 0, we get G 5 (Q; T ) = 1. The equation G 5 (Q; T ) = 0 has no solution.
Therefore, we have found all the three roots in L(7Q) of H(T). We can graphically represent the root-finding procedure as:
There are three "effective" paths in this graph, which start from H(f ) = 0 and terminate at f 1 = ζ 6 , f 1 = 0 and f 1 = 1, respectively. Each of them corresponds to a root of H(T ).
As a polynomial over the function field of the Klein quartic, H(T ) can be factorized as
The last path of the graph above corresponds to the factor T 2 + T + ϕ 3 . The fact that G 5 (Q; T) = 0 has no solution shows that T 2 + T + ϕ 3 is irreducible over the function field.
Also, we can use the Root-Finding Procedure in Section 3 to find the roots of H(T ). In fact, for each root f 1 ϕ 1 + f 2 ϕ 2 + f 3 ϕ 3 + f 4 ϕ 4 + f 5 ϕ 5 , the polynomial g i that we used to get f 6−i by the Root-Finding Procedure is equal to Finally, we consider the complexity associated with the execution of Steps 1 and 3. In these steps, we need to evaluate rational functions at P . To get G i (P ; T ), we need to compute G (j) i (P ) for j = 0, . . . , s. It is known that there is an open neighborhood U with P ∈ U ⊆ X , and N We remark that the assumption of q m+1 = O(n 2 ) in Theorem B.2 is reasonable. In fact, a large class of curves, including many well-known curves, has this property. For examples, the Klein quartic in PF 2 8 has n = 24 rational points, the plane Hermitian curve in PF 2 q 2 has n = q 3 affine rational points [3] , the Garcia-Stichtenoth curve [7] in PF m q 2 has at least (q 2 − 1)q m−1 rational points. On the other hand, it is easy to see that there exist curves that do not satisfy this assumption. This means that the complexity estimate in Theorem B.2 is not applicable for those curves. However, Algorithm 3.1 works for any nonsingular, absolutely irreducible curve defined over F q and, for a fixed curve, we are always able to get a similar estimate of complexity. Prof. Siegel is a member of Phi Beta Kappa and is a Fellow of the IEEE.
