Accessing large image databases requires effective indexing in order to restrict the number of database items that have to be processed. Indexing based on shapes is particularly challenging owing to the difficulty of deriving a similarity measure that supports clustering of shapes conforming with human perceptual similarity. Most previous techniques are based on the extraction of salient shape features and their organization into multi-dimensional point access structures. However, these features are extracted by analyzing shapes at a single resolution scale, and are not able to provide a robust representation. In this paper, we present a technique which exploits multi-scale analysis of shapes, to derive a hierarchical shape representation in which shape details are progressively filtered out while shape characterizing elements are preserved. A graph structure is introduced to represent shape parts at different scales and a procedure is defined to merge graphs of different shapes. Given a query shape, the graph can be traversed to select, through a coarse to fine matching, those database shapes which share similar structural parts with the query. ᭧
Introduction
The ever increasing rate at which images are generated in many application areas, gives rise to the need for contentbased image retrieval systems to provide an effective and efficient access to databases of images, on the basis of their visual content. Since visual information is difficult to describe using words, image attributes by themselves, instead of their textual representations, have to be used to access the database. Indexing procedures need to be developed to provide efficient retrieval. Through indexing, non-interesting images are filtered out and the number of images that must be matched is reduced. Several image properties and structures can be exploited to this end, such as colors, textures, shapes, and spatial relationships among image objects.
In shape-based retrieval the query objective is focused on the form of the objects represented in the images. At database population time, shape contours must be extracted from database images. This can be done manually, or through partial human interaction, or in some cases even automatically-if the contrast background/foreground or a specific knowledge about the context of the application allow automatic techniques to be effective.
Retrieval is the process of finding images containing objects whose contours are similar to the query sketch. Differently from colors and textures, shape-based image retrieval is particularly challenging owing to the lack of a complete mathematical model of how humans perceive shapes and similarities between different shapes. Queries are usually performed by sketching the contour of the required object. Shape-based retrieval systems can be distinguished whether they employ feature-based representations of shapes, and measure similarity as a distance in the feature space, or evaluate similarity through template matching, following shape transformation techniques in order to derive a measure of shape similarity.
Systems of the first class treat shapes as points in a multidimensional space, and evaluate the similarity between two shapes as the distance between corresponding points in the feature space. If the dimension of this space is not too large, access to the database can be filtered using well-known multi-dimensional point access methods (PAM). Values of features are computed off-line for the shapes in the database. At run-time, a comparison between feature values of the sketch and database images is performed to measure their similarity.
Feature-based approaches tend to be brittle when shapes are a distorted version of the query template, and for most features there is no warranty that the human notion of 'closeness' corresponds to the topological closeness in the feature space. Usually, shapes require the extraction of a great number of features in order to be reliably modeled. In order to perform indexing, this representation space must be reduced to a lower dimension. Examples of systems for shape-based retrieval following this approach have been proposed previously [5, 10, 13, 14] . They all use multidimensional point access methods to speed up search in the database.
The system of Mehrotra and Gary [13] use a polygonal approximation of the boundary with very few boundary key points. Structural features of the polygon boundary are defined considering couples of adjacent vertices of this polygon. For each vertex, the corresponding feature includes the internal angle at the vertex, the distance from its adjacent vertex in the clockwise direction, and its coordinates. Indexing is supported using a b-tree. A similar approach is used by Grosky and Mehrotra [10] .
The QBIC system [5] assumes that shapes are nonoccluded planar shapes. Instead of using external boundary descriptions, a large set of global features is used: area, circularity, eccentricity, major axis orientation and a set of algebraic moment invariants. Indexing is performed using an R-tree after having applied the Karhunen-Loeve transform in the feature space. The system works well for global feature properties, but provides only a limited ability to evaluate similarity according to local boundary properties.
In systems following the shape transformation approach, one shape acts as the template, and the other is warped until the two coincide. The distance between the two shapes is a transformational distance and is measured by the amount of deformation needed to match the two shapes. Examples of such systems are elastic template matching [15] , the PHOTOBOOK system [18] , and the system of Jain and Vailaya [8] .
Indexing is usually obtained by adding filtering modules (based on shape properties [18] or other features such as colors, textures [8] or spatial relationships [15] ) which avoid the sequential scanning of the whole database. These methods are typically more robust to cope with shape distortions and allow comparison with partially occluded shapes. Typically, their computational requirements are high since database images must be processed sequentially. An accurate and effective measure of shape similarity is therefore associated with a loss of performance in terms of system efficiency.
Effective shape-based retrieval must be based on a shape representation model which exploits both the advantages of multi-dimensional indexing and the robustness to shape distortion of elastic approaches.
In this paper, we present a method for indexing of two-dimensional planar closed shapes on the basis of their visual appearance. The proposed approach is based on a hierarchical description of the shapes at different levels of abstraction. Shapes are analyzed at different scales of resolution, at each scale partitioning the shape in significant parts. As the resolution changes, from fine to coarse, adjacent parts tend to combine to create more general structures, whose location, orientation and attributes are characteristic of the shape. Shapes which are partially different tend to exhibit similar characterizing elements if they are analyzed at coarse scales. This fact is exploited to derive a clustering criterion based on the most perceptually salient features of the shapes. The coarser the scale, the more the shapes are clustered according to their characterizing properties. To preserve the inherent uncertainty of visual attributes, shape parts are described through fuzzy attributes.
This indexing technique has been included in a complete system [15, 21] for image retrieval by color and color regions similarity, as well as by 2D pattern similarity.
The paper is organized as follows. In Section 2, multiscale analysis is reviewed and a novel multi-scale shape description is presented. In Section 3, the proposed shape description is used to define an index structure. In Section 4, considerations about the effectiveness of the approach are expounded with several examples.
Multi-scale shape analysis
Since the work of Attneave [1] , many contributions have appeared to point out the central role played in the partitioning process by those points where the shape bends more sharply. Following the idea proposed in [2, 3] , we assume that the information modeling a shape includes the description of its parts and of their relationships. In particular, we assume that the characterizing elements of a curve are its protrusions and the way these protrusions are organized along the curve.
Identification of curve protrusions is performed through the analysis of the curvature function. A protrusion is a portion of the curve bounded by two local maxima of curve concavity. We assume to analyze the curve according to a reference counterclockwise so that minima of the curvature function correspond to the boundaries of curve protrusions.
For a generic object contour, the number of partition points can be high. Some of them identify characterizing elements of the shape, others identify insignificant details. Characterizing elements of a shape can be separated from details by analyzing the shape and its curvature at different scales. By progressively smoothing the shape, its details can be filtered out, and what remains is a coarser representation of the original shape, keeping its prominent features. This process can be applied several times, and each time the new shape can be viewed as a generalization of the preceding one, preserving its characterizing elements but loosing some details. This method is commonly referred to as scale-space filtering [9] .
Scale-space filtering
Mathematically, a planar, continuous, closed curve can be parameterized with respect to its arc length t, and expressed as:
To analyze c at varying levels of detail, functions x(t) and y(t) are convolved with a one-dimensional Gaussian kernel [6] :
The two components of the smoothed curve C(t,j) are therefore evaluated as: 
The curvature G(t,j) of C(t,j) at the point {Xðt; jÞ; Yðt; jÞ} can be expressed as [7] :
where X t , Y t and X tt , Y tt are the first and second derivatives of X and Y with respect to t, respectively. For a given value of j, we define P j ¼ {p n } as the set of points p n of the curve corresponding to the relative minima t n of G(t,j), i.e.
The set P j partitions the curve C(t,j) into tokens corresponding to the main protruding and indenting parts of the shape at the level of detail identified by j. When j varies, the number and locations of p n vary: the higher is j, the lower is the number of p n . Variations of j can have two different effects: (i) the number and location of minima change; and (ii) only the location of minima changes. Values of j where the number of minima changes mark structural changes in the aspect of the curve. A minimal but significant representation of the curve can thus be derived by describing the curve only in correspondence with these critical values of j.
In Fig. 1 , the effects of smoothing on the number and position of minima curvature points are shown. Also shown are correspondences between partition points along the curve and minima of the curvature. It can be noticed that, at the finest scale, the horse shape presents many partition points, which identify parts such as the muzzle, the neck, the back, the tail, and each single leg. At a coarser scale, the neck and the muzzle are combined into a single part which models the entire head of the horse. The two front legs are combined into a single protrusion; the same thing happens for the rear legs. The tail disappears and it is joined with the rest of the back.
Shape description
An effective description of a generic shape can be achieved through the representation of the visual aspect of each token at different scales of resolution. We will refer in the following to the k-scale of a generic shape, as the smoothed shape with k minima of its curvature function. Equivalence between the descriptions is achieved by a unitary circular shift of the tokens of the second shape. The first token t 0 (C 0 ) of the first shape corresponds to the second token t 1 (C 1 ) of the second shape; t 1 ðC 0 Þ to t 2 ðC 1 Þ, t 2 ðC 0 Þ to t 3 ðC 1 Þ and t 3 ðC 0 Þ to t 0 (C 1 ). 
Token description
For each token t n we consider its equivalent triangle (see Fig. 2) , with vertices at the two token extremes p n , p nþ1 and the token center of mass b n computed by averaging x and y coordinates along the token.
The visual aspect of t n is represented by three properties, accounting for the prominent visual features of the shape:
(i) the symmetry S of the equivalent triangle with respect to its basis (p n ,p nþ1 ); S is evaluated considering the difference between the two angles b n p n p nþ1 and b n p nþ1 p n ; (ii) the orientation O of the vector b nmn where m n is the median point of the segment (p n ,p nþ1 ); O is expressed through the angle v n , which characterizes the vector in polar coordinates; (iii) the normalized token length L; L is expressed through the ratio between the token and the shape length l n /L, being:
Shapes of the same object may exhibit a high variability in terms of shape details or spatial arrangement of the A symbolic description is derived by thresholding values of the membership functions. For each token t, l a (t,p) is defined as the set of labels representing those attributes a of the property p such that m a Ͼ a. 
Shape description
A shape C at a generic scale k is represented using three descriptors:
(i) the set of 10-dimensional numeric arrays D(C,k)-one array for each token t n with n ʦ {0,…,k ¹ 1}-storing the values of m a for all the attributes of the token; (ii) a symbolic description L a SOL (C,k) retaining the most relevant attributes of all the three properties: orientation, length and symmetry
, the set of symbolic labels associated with tokens t n for the property O, according to the threshold a.
As an example, in 
north, west, south, north), (north, west, east, north)}
This scheme provides three levels of abstraction for the description of a shape. D(C,k) corresponds to the lowest level of abstraction and is used for a fine analysis of shape properties. L a SOL (C,k) corresponds to an intermediate level: the shape is represented through symbolic labels computed on all the properties of the tokens. L a O (C,k) corresponds to the highest level: only the orientation property of the tokens is taken into account, and only the prominent perceptual features of the shape are retained.
Using high values of a, symbolic descriptions retain only those attributes of each token which have a high value of the membership function (the prominent perceptual attributes).
With low values of a, non-prominent perceptual attributes are represented also at the highest level of abstraction. In  Fig. 4 , the representation of the shape in Fig. 3 is shown.
Since at the coarsest scales tokens identify characterizing elements of the shape, at these scales similar shapes share similar tokens. In Fig. 5 , representation schemes associated with two shapes are shown. Dotted arrows highlight symbolic labels which are equal apart from circular shifting (in the absence of a specific criteria to determine which token should be considered the first one, symbolic label matching need to be invariant to circular shift). In Fig. 5 , the first token of the left horse corresponds to the front leg of the horse. Differently, the first token of the right horse corresponds to the head of the horse.
The use of the orientation property for shape description makes it sensitive to rotations. A rotation of the shape of an angle v determines a rotation v of the orientation vectors. Therefore, the tolerance of the description to shape rotations depends on the value of a. As an example in If an object is occluded, a portion of its contour is modified. In these cases, the description of the object shape can change.
In our approach, since the shape description is obtained from a multi-scale representation, some minor occlusions can be coped with. In fact, if the occlusion does not alter the global appearance of the shape, the change of shape Fig. 13 . Horse sketch and the first retrieved items. description is localized only at fine scales. In Fig. 7 , they are shown four bottle-shapes with different degrees of occlusion, at different resolutions. Tokens at the highest resolution are quite unsimilar, but as the resolution decreases, characterizing elements of the shapes are preserved and tokens become similar.
Index structure
Shape descriptions of different objects have been embedded into a graph index structure. (ii) Arcs between nodes of different types at a certain scale k. They model relationships between descriptions at different levels of abstraction, from coarse to fine.
In Fig. 8 , representations of two horse shapes are shown, for three different scales. Links between nodes correspond to relationships between descriptions at the same scale (vertical links) or at different scales (horizontal links-only at the highest abstraction level). In Fig. 9 the two representations of Fig. 8 are combined into a single representation in which descriptions shared by the two shapes are represented through a single node.
The threshold a determines the number of symbolic descriptions that are associated with each description, and tunes the tolerance of the index structure to the imprecision of part description. 
Traversing the index
Given a query shape C q , selection of database shapes sharing similar characterizing elements is performed by comparing descriptions of C q (obtained at different scales) against the graph nodes.
Starting from the coarsest scale k 1 , the elements of the set L a O (C q ,k 1 ) are compared with the A-nodes of the graph. If a match is detected, the elements of the set L a SOL (C q ,k 1 ) are compared with B-nodes linked to the matched A-node.
Matching of two generic descriptions requires to us manage two different problems: (i) the scales of the two descriptions may be different; and (ii) there is no criterion to determine the 'first' token along the curve. Allowing cross-scale matching improves the robustness of the matching procedure, but at the same time increases its computational complexity. A threshold y can be used to establish the degree of cross-matching allowed. Two generic descriptions l 1 and l 2 referring to the scales s 1 and s 2 , respectively, match iff: (i) ls 1 ¹ s 2 l Յ y; and (ii) there exists a number r of circular shifts of the symbols in l 1 such that the two descriptions are equal. By allowing circular shifting in the matching procedure, invariance is achieved with respect to the location of the first token along the object contour. In our approach, cross-scale matching is not allowed, therefore we set y ¼ 0.
Hence, D(C q ,k 1 ) is compared with the C-nodes of the graph, and matching scores are computed. C-nodes contain numeric values corresponding to the fuzzy description D(C,k) of a database shape. Numeric descriptions of corresponding tokens are compared by evaluating the average correlation.
The same analysis is propagated to the following descriptions through the links between the A-nodes. The procedure terminates when the nodes corresponding to the finest scale are analyzed. Since a database shape can matched at several scales, global matching scores are computed by averaging matching scores computed at each scale. Assuming that a shape C has been matched at scales k 1 ,k 2 ,…,k N with matching scores m 1 ,m 2 ,…,m N , respectively, then the global matching score M is computed as:
Complexity and index size
The complexity of the indexing procedure depends on the number of graph nodes which are traversed during the search for a query shape C q . In the following, the analysis is simplified by assuming that no cross-scale matching is allowed between symbolic descriptions (i.e. y ¼ 0).
Let N i,k represent the number of nodes of type i and scale k. According to the traversing procedure, A-nodes at the coarsest scale k 1 are all analyzed sequentially until a match with L a O (C q ,k 1 ) is found. Nodes at the other scales are not analyzed sequentially. Only nodes which are linked with a node matched at a coarser scale are analyzed. Therefore, only a percentage p i,k of the N type i nodes is analyzed at a generic scale k.
In the average case, the comparison of A-nodes of the coarsest scale requires N A, k 1 =2 symbolic description comparisons. Let p B, k 1 be the percentage of B-nodes which are To provide circular shifting invariance, matching between A-nodes at scale k 1 requires k 2 1 symbol comparisons. Matching between B-nodes at the same scale requires 3k 1 symbol comparisons. The matching score between C-nodes requires us to correlate two onedimensional arrays of size 3k 1 ; this amounts to 3(k 1 þ 1) products.
The same analysis holds for the other scales, with the only difference being that not all the A-nodes at scale k 2 are analyzed, but only the percentage p A, k 2 which are linked to the A-node matched at the level k 1 .
According to this, the complexity of the indexing procedure amounts to:
symbol comparisons and
products, where p A, k 1 ¼ 1.
As to the size of the graph structure, this is bounded by:
(i) the number of shapes in the database;
(ii) the number of scales at which each shape is described; (iii) the value of tolerance to uncertainty
Let us consider first the number of nodes which are generated by the description of a shape at the scale k. Membership functions can be chosen such that, for each Fig. 16 . First 24 shapes indexed according to the query of Fig. 15. property, at most two membership functions exhibit values greater than a. In this case, the maximum number of elements of the set L a O (C,k) equals 2 k . Similarly, for the set L a SOL (C,k) this maximum number equals 2 3k . Considering descriptions of the shape at scales 2,…,L, the maximum number of nodes is:
For a database composed of N shapes, the maximum value of the index size is given by
This worst case condition corresponds to the case when all the following hypotheses hold: (i) at any resolution, all tokens have two membership functions with value greater than a, for S, O and L; (ii) there are no shapes which share equal descriptions, and this condition holds at all the scales; and (iii) each shape is described at all the scales 2,…,L. In this worst case, the number of nodes of the graph grows exponentially with the number of scales at which shapes are described and linearly with the number of shapes.
Actually, the index size is much smaller than this upper bound. This is due to the fact that, in real cases, the worst condition hypotheses do not hold. Many tokens exhibit marked visual properties, thus, for many of them, only one membership function exceeds the threshold a. This approach tends to preserve the characterizing elements of the shapes. As a consequence, many shapes have the same symbolic descriptions, determining a number of A and B nodes much less than the theoretical upper bound, as the coarseness of the representation grows. Table 1 gives the size of the index for different values of a for a sample database.
Experimental results
In this section, we give a qualitative view of the performance of the proposed indexing approach through a set of examples. We show the sketch-based interface of the system for image retrieval and results of indexing using the technique expounded in previous sections. Examples presented use shapes of different degrees of complexity. For each sample sketch, we show the output of the system (the first indexed images) and shapes of objects that have been classified. Shapes are ranked according to the extent to which the shape characterizing elements are close to the sketch characterizing elements. The test database includes 555 shapes representing objects of different forms. Shapes have been extracted manually from images and sampled at 100 equally-spaced points. The index is automatically built according to the technique expounded in the previous sections. Fig. 10 shows the query interface of the retrieval system. Buttons used for querying by shape similarity are located in the upper part of the icon menu (the pointer, the pencil, the rubber, the line and circle primitives). Buttons in the bottom left menu show functions available for shapebased retrieval: (i) multi-resolution indexing (described in this paper); (ii) token indexing (allowing retrieval by sketching only parts of the object contour-not discussed in this paper); and (iii) elastic matching (only for retrieval refinement on the image set extracted through the indexing procedures-reported in [15] ). Two usersettable tuning knobs are used to define the user's confidence in how much the sketch represents the desired shapes and to choose the number of best ranked shapes that are displayed. Fig. 11 shows the sketch of a simple form (a roundedbody bottle) and the best ranked indexed images. In order to evidence the shapes of the objects represented in the retrieved images, in Fig. 12 , object contours corresponding to the 24 best-ranked shapes are reported after zooming. Most of these images (about 80%) represent bottles, even though their forms are quite different from each other. It can be noticed that multi-resolution indexing makes retrieval insensitive to differences between shapes of the same object, produced, for instance, by artifacts in the bottle neck or in the body. A sort of generalization of the sketch, preserving structural features, is performed internally in order to extract most similar shapes from the entire database. This gives the user a certain degree of flexibility in sketching the profile of the object, without being forced to a precise reproduction of its contour. Shapes of objects different from bottles share a somewhat similar structure with bottles. The bottle structure characterized by a thin neck attached to a larger body can be recognized in the shape of the flower vase (21st shape) and in that of two pears (2nd and 3rd shapes).
Examples of indexing with more complex shapes are shown in Fig. 13 (with the first 22 shapes indexed according to the query shown in Fig. 14) and Fig. 15 (with the first 24 shapes indexed according to the query shown in Fig. 16 ). It can be observed that the system allows retrieval of objects with substantially different postures. This is particularly visible in the case of the horse sketch. Horse shapes with two legs are retrieved together with shapes of horses and other quadrupeds with more than two legs. Such differences in the forms are reflected in rankings assigned by the indexing procedure. Shapes very similar to the sketch, even though somewhat strongly deformed, are ranked in the first positions of the retrieval list. Lower rankings are assigned as shapes become more different from the original sketch, following a gradual degradation. It can be observed that profiles of hats (ranked in the lowest positions) are a somewhat smoothed version of the horse sketch profile, still keeping its prominent features. Fig. 17 shows average recall and precision values measured over a set of 100 different queries. Change of user confidence determines changes in recall and precision values. As the user confidence grows, a higher selectivity is obtained. As the number of best-ranked shapes that are displayed is increased, recall gets higher and precision can lessen. Plots of the relationship between recall and precision for different (normalized) values of these parameters are shown in Fig. 17 . Fig. 18 shows the percentage of C-nodes that are crossed in the database index as a function of user confidence. It can be observed that this function decreases monotonically with this parameter. From 85 to 90% of comparisons are saved with respect to sequential scanning of the database.
In Table 2 data about the speed of the indexing procedure are given. Data refer to a SGI R4600 133 MHz processor and IRIX 5.3 Operating System. Indexing times have been computed for different values of a with reference to the test database described in Section 4.
Conclusions
In this paper, we have presented shape indexing through multi-scale analysis of shapes. Shape descriptions are organized in a layered graph that groups shapes sharing similar parts. Viewing shapes at multiple scales allows structural constitutive elements of the shape to be captured. The technique has a gradual degradation in ranking similar shapes, assigning lower rankings to increasingly different shapes. The complexity analysis shows that this approach can be effectively implemented with large image databases.
