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The nuclei of differentiating cells exhibit several funda-
mental principles of self-organization. They are composed
of many dynamical units connected physically and func-
tionally to each other—a complex network—and the
different parts of the system are mutually adapted and
produce a characteristic end state. A unique cell-speciﬁc
signature emerges over time from complex interactions
among constituent elements that delineate coordinate gene
expression and chromosome topology. Each element itself
consists of many interacting components, all dynamical in
nature. Self-organizing systems can be simpliﬁed while
retaining complex information using approaches that
examine the relationship between elements, such as spatial
relationships and transcriptional information. These rela-
tionships can be represented using well-deﬁned networks.
We hypothesize that during the process of differentiation,
networks within the cell nucleus rewire according to
simple rules, from which a higher level of order emerges.
Studying the interaction within and among networks
provides a useful framework for investigating the complex
organization and dynamic function of the nucleus.
Molecular Systems Biology 6: 395; published online 27 July
2010; doi:10.1038/msb.2010.48
Subject Categories: computational methods; genome stability and
dynamics
Keywords: cellular differentiation; chromosomal organization;
networks; reprogramming the network
This is an open-access article distributed under the terms of the
Creative Commons Attribution Noncommercial Share Alike 3.0
Unported License, which allows readers to alter, transform, or
build upon the article and then distribute the resulting work
under the same orsimilar license to this one. The work must be
attributedback to the originalauthor andcommercialuse is not
permitted without speciﬁc permission.
Introduction
Genomes of higher eukaryotes are distributed non-randomly
within the nucleus, but it has been debated whether the
architectureofthenucleusitselfisanimportantfeaturedriving
cell differentiation and maturation. More than a century ago,
Rabl (1885) and then Boveri (1909) suggested that chromo-
somes occupy distinct regions of the nucleus. Cremer et al
(1982) conﬁrmed that interphase chromosomes are indeed
organized into discrete, non-overlapping ‘territories.’ More-
over, these chromosome territories adopt non-random posi-
tions within the nucleus with gene-rich chromosomes being
located preferentially towards the center of the nucleus, an
arrangement that is retained in many different cell types and
seems to be conserved through evolution (Croft et al, 1999;
Boyleet al, 2001; Cremeret al, 2001; Neusseret al, 2007). Gene
activation and gene silencing events can be accompanied by
dynamic movements (of up to 5mm) of gene loci to and from
chromosome territories, and such movements may determine
access to the transcriptional machinery (Chuang et al, 2006;
Dundr et al, 2007; Meister et al, 2010).
The three-dimensional architecture of chromosomes can
compartmentalize the nucleus and reﬂect regional gene
expression (Kosak and Groudine, 2004a; Bolzer et al, 2005;
Misteli, 2007; Dekker, 2008), but analysis of nuclear archi-
tecture has been limited by methods that focus on interactions
between speciﬁc loci rather than an unbiased genome-wide
analysis (Dostie et al, 2006; Simonis et al, 2006; Zhao et al,
2006). However, two recently described variants of the
classic 3C technique (Dekker et al, 2002) have been used to
investigate nuclear organization on a more global level, either
for a networkof lineage-speciﬁc activeloci (Schoenfelderet al,
2009) or for the whole genome (Lieberman-Aiden et al, 2009).
Using an anchor-based e4c method to investigate the nuclear
organization of active genes in murine fetal liver erythroid
cells, Schoenfelder et al, found that lineage-speciﬁc genes
colocalize within specialized transcription factories. Of parti-
cular signiﬁcance, colocalization occurs not only in cis (genes
within the same chromosome), but also in trans (between
genes located on different chromosomes) in these factories.
Using Hi-C, which probes the three-dimensional architecture
of whole genomes by coupling proximity-based ligation with
massively parallel sequencing, Lieberman-Aiden et al (2009)
constructed spatial proximity maps of the human genome in
B-cell and erythroid cell lines and conﬁrmed the presence of
chromosome territories, the spatial proximity of small, gene-
rich chromosomes, and the spatial segregation of open and
closed chromatin. The Hi-C approach reveals genome-wide
spatial relationships, and can be used to study the relation-
ships between global spatial architecture and global gene
expression at multiple time points to capture the dynamics of
nuclear organization during cell differentiation.
We have proposed that dynamic gene regulatory networks
are manifested spatially at the level of chromosomal organiza-
tion, with chromosomes associating according to their overall
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2009). This relationship was established by deﬁning and
showing the collective similarity of two networks, the
coregulated gene regulatory network and the chromosomal
interaction network, in the nucleus during in vitro differentia-
tion of murine hematopoietic progenitors (Bruno et al, 2004;
Kosaketal,2007;Rajapakseetal,2009).Amajorquestionthat
can now be addressed on a global scale is whether lineage
determination patterns a speciﬁc nuclear architecture to
preconﬁgure expression of differentiation genes, or whether
transcription of cell differentiation genes mediates transitions
in nuclear architecture. In other words: is form a precondition
for, or does form follow, function? We suggest that investigat-
ing the relationships between nuclear form and function will
be critical to improve our understanding of cell fate, including
missteps that can propel normal cells into an unstable state
that leads to cancer. By studying disruptions in networks that
globally represent the nucleus of any cell type, potentially we
can predict instabilities as well as points that have the largest
impact on cell fate, and ultimately redirect cells from a
pathological to a benign state, or a differentiated state to a
pluripotent state. In the following sections, we give a brief
introduction to the principles of self-organization and the
mathematics of networks. We then discuss how network
theory can be used to help further our understanding of
nuclear organization.
Self-organization
Self-organization in a system is a process by which the global-
level pattern emerges solely from many interactions among
lower-level components; the pattern is an emergent property
ofthesystem,rather than aproperty imposedon thesystemby
an external ordering inﬂuence (Ashby, 1947; Camazine et al,
2003). The system tends to reach a particular state, a set of
cycling states, or a small volume of their state space (attractor
basins), with no external interference (Kauffman, 1984). The
rules for behavior in such systems are non-linear (see Table I),
andassuch,cannotbeanalyzedbybreakingthemintosmaller
and smaller parts.In essence, thewhole of a non-linear system
is not simply an additive function of its parts (Anderson, 1972;
Strogatz, 1994, 2001, 2003). However, a more reﬁned view of
self-organization is that theglobal pattern, while not incontrol
of the local interactions, can feedback to inﬂuence those local
components (Langton, 1990). Resulting changes in local
behavior may then change the global pattern, and the self-
organized system ﬁne-tunes over time. Thus, self-organized
systems have local to global and global to local feedback that
leads to increasing order over time (Langton, 1990; Lewin,
1992). In other words, the system exhibits a continual
interplay of bottom–up and top–down processes. Therefore,
the coordination of the activities of individual complex
elements enables a system to develop, sustain complexity at
a higher level, and evolve.
Does self-organization in biological systems arise only from
stochasticeventsorcanself-organizationemergefromordered
assembly (deterministic) events (Misteli, 2001, 2007, 2008)?
Evidence suggests that both may occur. Formation of Cajal
bodiesinthenucleusseemstobeaself-organizingprocessthat
arisesfromstochastic events.Kaiseret al (2008)showthat any
constituent protein can initiate formation of Cajal bodies, and
a speciﬁc order of assembly is not required. In other words,
Cajal bodies can take shape without speciﬁc initial conditions.
This type of self-organizing system has well-deﬁned scaling
laws that arise as a result of stochastic processes. In contrast,
the deterministic world is characterized by non-stochastic
processes that require speciﬁc initial conditions for a certain
outcome to arise. Proteins, for example, self-organize into
three-dimensional structures, but depend on speciﬁc initial
conditions, or amino-acid sequence. A recent study found that
by altering a small numberof critical amino acids,just 5%, the
structure and therefore function of a protein can change
dramatically (He et al, 2008).
On a macroscopic level, groups of organisms also exhibit
self-organization. Fish and birds both form highly organized
and sometimes massive collective movements. Fireﬂies across
vast distances emit light ﬂashes absolutely synchronously
(Strogatz, 2003). These events are not directed by a leader or
top–down process, but occur due to individual adherence to
simple rules regarding how to react to environmental signals.
In mathematics, the Mandelbrot set, beautiful structures arise
from simple mathematical rules (Gleick, 1987). These struc-
tures emerge as a result of the application of deterministic
rules. However, they show statistical characteristics that are
often indistinguishable from random events, and also have
well-deﬁnedphysicalstructuresandscalinglaws.Indynamical
systems theory, deterministic systems can be self-organizing,
but randomness is not essential (S Strogatz, personal commu-
nication). A key feature of self-organizing systems is that they
converge towards global attractors (see Table I). Stochasticity
accelerates the process of self-organization and improves the
stabilityorrobustnessoftheresultingorderedstatebyallowing
the system to escape local basins of attraction (see Table I) and
move into global ones. It should also be mentioned that
processes in biological systems that are assumed to be
stochastic may only seem so due to the complexity of patterns
among elements, whereas in truth, deterministic rules govern
their behavior.
Emergent features may arise from the interplay between the
structure and function of the underlying pattern of connec-
tions. The cell is in a meta-stable state—a local attractor—and
when it receives speciﬁc signals, the system reorganizes into a
particular state or form that leads to the global attractor. MyoD
could be such a signal for myoblasts, as subsequent to its
activation, the cell commits to differentiation, initiates
expression of muscle-speciﬁc genes, exits the cell cycle, and
fuses with other muscle cells to form muscle ﬁbers. During
such a process, form and function must mutually evolve and
adapt to reach a state where stable function, or terminal
differentiation, is achieved. If form is an initiating global trigger,
it precedes a functional outcome, which in turn inﬂuences form.
Such a system mightoscillate betweenform and functionuntil a
stable, optimized function emerges. We hypothesize that this
process captures the mechanics of self-organization in the
nucleus during differentiation. The basic mechanisms under-
lying self-organization in complex biological networks are still
far from clear. However, as discussed below, self-organizing
systemscanbe simpliﬁed, whileretainingcomplex information,
by deconstruction of their elements into well-deﬁned networks.
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In recent years, there has been a strong upsurge in the study of
networks in many disciplines, ranging from computer science
and communications to sociology and epidemiology (New-
man et al., 2006). A network—a graph (see Table I) in the
mathematics literature—is a collection of points (called nodes
or vertices), joined by lines (called edges). The edges can be
directed or undirected, and weighted or unweighted. Many—
perhaps most—natural phenomena can be usefully described
in network terms. Biological networks can be considered
abstract representations of biological systems that capture
their essential characteristics (Baraba ´si and Oltvai, 2004).
Interestingly, mathematicians have thought about networks
since 1736, when Leonard Euler solved the so-called Ko ¨nigs-
berg bridge problem (seven bridges connect four land masses
in Ko ¨nigsberg, and the question was whether any single path
exists that crosses all seven bridges exactly once). Euler’s
method of abstracting the details of a problem, thereby
representing it as a set of nodes or vertices—a graph or
network—established the foundation for network theory
(Newman et al, 2006). The complexity of a network depends
ontopological structure,networkevolution, nodeconnectivity
and diversity, and dynamical evolution (Watts and Strogatz,
1998). The evolving nature of a network is determined byboth
the dynamical rules governing the nodes and the ﬂow
occurring along each edge. The nodes of a network are often
dynamicalsystemsevolvingaccordingtocertainrules,andthe
edges represent their pairwise interactions. Network nodes
can also have self-edges, where edges connect a node to itself
(Newman, 2003, 2004). Conceptualization of complexity by
representation in terms of networks can provide a general
approximation for understanding, modeling, and studying of
biological systems.
The behavior of a whole system arises not just from the
dynamicsofindividualcomponents,butalsoinequalmeasure
from the rules bywhich thewhole is assembled. The emergent
property of complex interactions among these elements
deﬁnes the speciﬁc characteristics of an individual cell
(Misteli, 2001; Felsenfeld and Groudine, 2003; Kosak and
Groudine, 2004a,b). Consider the nucleus a dynamical system
(see Table I) composed of many interacting elements, among
them networks having variable interactions with each
other, for example the networks of coregulated genes and
chromosomal interactions (Rajapakse et al, 2009). Thus, the
nucleus is self-organized because all interacting elements lead
to a deﬁned state, or signature, of that cell type (Misteli, 2001;
Kosak et al, 2007; Rajapakse et al, 2009). Networks within the
nucleus could rewirein both space and time, if forexample the
mutual exchange of information betweenthe coregulatedgene
Table I Glossary of terms
Adjacency matrix of a graph: Square matrix with aij¼1, when there is an edge from node i to node j; otherwise aij¼0. Weighted adjacency matrices
with entries that are not simply zero or 1 have entries equal instead to the weights on the edges
Attractor: An attractor is the end-state of a dynamic system as it moves over time. Attractors may be ﬁxed points, periodic, or chaotic and may also
be stable or unstable
Basin of attraction: A region in phase space associated with a given attractor. The basin of attraction of an attractor is the set of all (initial) points
that move toward that attractor
Cellular differentiation: The dynamical process of a less specialized cell transitioning into a more specialized cell type
Cellular reprogramming: The process of changing a mature unipotent adult cell’s unique genetic and epigenetic signature, typically by
manipulating signaltransductionmechanismsandgrowthfactors, soas to conferplasticity,pluripotency,orability todifferentiateinto atleastone
other type of cell
Chromosomal interaction network: Nodes are chromosome or genes and the edges are computed based on proximity of chromosomes. Spatial
relationships between each pair of chromosomes include distance between centroids, closest distance, and also more complex relationships such
as shared volume and contact area
Communication: Interaction between networks. We quantify network communication by comparing the similarity between the network’s
corresponding weighted adjacency matrices
Connectivity: Interaction within a network. We quantify network connectivity using the second smallest eigenvalue of the network’s Laplacian
matrix
Dynamical system: An evolution rule that deﬁnes a trajectory as a function of a single parameter (time) on a set of states (the phase space) is a
dynamical system
E-box: Is a regulatory DNA sequence that usually lies upstream of a gene in a promoter region, commonly bound by basic helix-loop-helix
transcription factors
Eigenvalues:A specialsetofscalarsassociatedwithlinearsystems ofequations.Theyare alsoknownas characteristicroots.Thedecomposition of
a square matrix A into eigenvalues and eigenvectors (the vectors associated with eigenvalues) is known in this work as eigen decomposition.
Eigenvalues are represented by l and eigenvectors by x. Ax¼lx with xa0 so det(A–lI)¼0
Euclidean distance: Is the ‘ordinary’ distance between two points. In a plane with p1 at (x1,y1) and p2 at (x2,y2), it is
x1   x2 ðÞ
2þ y1   y2 ðÞ
2
   0:5
Graph G: A set of n nodes connected pairwise by m edges. In a complete graph, all 0.5(n(n 1)) edges between nodes
Nonlinear: A function that is not linear. Most things in nature are nonlinear. This means that in a very real way, the whole is at least different from
the sum of the parts
Spectralkaryotyping(SKY):Amethodofvisualizingallchromosomesinthegenomesimultaneously,witheachchromosomelabeledwithaunique
color
Symmetric matrix: A matrix with the lower-left half equal to the mirror image of the upper-right half
Trace: Let A be an n n matrix with eigenvalues l1,l2,y,ln. The sum of the eigenvalues is the sum of the diagonal entries of A and is called the
trace of A
Transcriptome network: Nodes are chromosome or genes and the edges are computed based on gene coregulation. One of the measures of gene
coregulation is the relative entropy between gene proﬁles
Networking the nucleus
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(Rajapakse et al, 2009). Deﬁning elements within the nucleus
as networks allows assignment of quantiﬁable values, and
comparison of these values over time may then provide a
framework with which to study the process of differentiation
as well as how nuclear organization generally affects the
propertiesofacell.Geneexpressiondataprovidesthebasisfor
constructing a transcriptome network based on coregulated
genes either within or between chromosomes. The Hi-C
technique and spectral karyotyping (SKY) (see Table I)
determine spatial relationships between whole chromosomes
as well as between chromosomal compartments.
The mathematics of networks
Mathematically,anetworkcanberepresentedbyanadjacency
matrix, denoted A (see Table I). In the simplest case A is a
N Nsymmetricmatrix(seeTableI),whereNisthenumberof
vertices (nodes) in the network (Newman, 2003). Most simple
networksarebinaryinnature;thatis,theedgesbetweennodes
are either present or not. Such networks can be represented by
(0, 1) or binary matrices. Let G be a ﬁnite, undirected, simple
graphwithnode setV(G)¼(1,y,N).The adjacencymatrixofG





The matrix is symmetric, as if there is an edge between i and j
there is also an edge between j and i. Therefore Aij¼Aji.W e
may also deﬁne networks with weighted edges, or weighted
adjacency matrices, where some edges represent stronger
connections than others (Newman, 2004; Strang, 2009). We
restrict ourselves to positive weights and the non-zero
elements of the adjacency matrix can therefore be generalized
to values other than one to represent stronger and weaker
connections. Aweighted adjacency matrix can be represented
mathematically by a matrix with entries that are not simply
zero or 1, but are equal instead to the weights on the edges:
Aij¼ weightoftheedgebetweennodesiandj
A weight between two nodes can represent any desired
measure, such as physical distance or amount of shared
information, rather than the presence or absence of a
connection. As an example, the Euclidian distance between
nodes i and j is the weight between them, which in our case




measure of comparing the similarity between their corre-
sponding weighted adjacency matrices (see Table I). If X and Y
are two weighted adjacency matrices (e.g. representing two
different measures of interaction betweenpairs of the same set
of nodes), and d is the number of nodes in each network, the
communication between X and Y can be determined by
symmetrized Stein distance (SSD):
SSDðX;YÞ¼traceðXY 1ÞþtraceðX 1YÞ 2d
which is invariant under both matrix scale transformations
and matrix inversion (Kullback, 1959; Rajapakse et al, 2009).
Noteespeciallythat SSD(X,Y)¼0 ifand onlyif X¼Y, andcan be
extended to the case where X and/or Y is singular by using the
Moore–Penrose generalized inverse (for this extension and
other global measures see Rajapakse and Perlman (2010)).
For example, we deﬁne two weighted networks in the
nucleus during cellular differentiation (see Table I): chromo-
somal interaction network (X) and the transcriptome network
(Y). Elements in Xare a measure of proximityof chromosomes
and elements in Y are a measure of gene coregulation. Our
claim is that if the overall proximity of chromosomes is related
to gene coregulation during differentiation, then the two
matrices X and Yare related (communicate), and the distance
between X and Yapproaches 0. From a statistical perspective,
SSD can be used to measure the distance between two
covariance matrices and thus compare the similarity between
two weighted adjacency matrices (Anderson, 2003; Rajapakse
and Perlman, 2010).
KL divergence is often used as a measure of the difference
between two distributions (Kullback, 1959; Cover and
Thomas, 2006). KL is not symmetric, implying that if two
distributions, x and y, are compared, KL(x,y) is not equal to
KL(y,x). This comparison therefore does not deﬁne a distance,
and also requires a designation of one distribution as a
reference. The symmetrized version of KL(SKL) does not
require such a designation, and because SKL(x,y) is equal to
SKL(y,x), this comparison yields a measure of similarity in
terms of a distance. SSD is the matrix extension of symme-
trized Kullback–Leibler (SKL) distance (Anderson, 2003;
Rajapakse et al, 2009; Rajapakse and Perlman, 2010).
Intuitively and without rigorous mathematical proof, as
SSD(X,Y) decreases, the mutual information between X and
Y increases, or the matrices reach high similarity. Thus,
this framework captures between-network communication
(Box 1).
Within-network connectivity
Understanding dynamic changes in the nucleus using net-
works requires global evaluation of connectivity within each
network and investigation of how it changes over time. If we
havetworelatednetworksinanevolvingsystem,animportant
questionis whetherchanges inwithin-networkconnectivity in
one network precedechanges in the other. If one networkdoes
lead,thiscould implyanimportant global drivingforce behind
changes in cell function.
The largest eigenvalue (see Table I) of the network
adjacency matrix or the second smallest eigenvalue of the
Lapalacian matrix (algebraic connectivity) have been used to
characterize a variety of dynamical processes on networks
(Fiedler, 1973; Newman, 2003; Restrepo et al, 2006). In non-
linear oscillator models of synchronization on networks,
where the Laplacian matrix arises naturally, the algebraic
connectivity gives an indication of ‘synchronizability’ or how
easily the network will synchronize (Olfati-Saber et al, 2007).
The appearance of a giant component in a certain class of
directed networks depends on the largest eigenvalue of
the network adjacency matrix (Va ´zquez and Moreno, 2003).
Networking the nucleus
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determining within-network connectivity or network organi-
zation.
The adjacency matrix is closely related to the Laplacian
matrix (Mohar, 1992), which treats the graph as a system of
masses coupled by linear springs in place of the edges.
Laplacian matrices of graphs are closely related to the
Laplacian operator, or the second order differential operator
Df¼ div(grad(f)). This relation yields an important bilateral
link between the spectral geometry of the Riemannian
manifold and graph theory (Mohar, 1992). We now deﬁne
the Laplacian matrix of a weighted graph, and present it in a
more useful form. Given a weighted adjacency matrix A, the







Here, di denotes the degree of the node i, in the case of
the weighted adjacency matrix where di ¼
PN
j¼1 Aij: Thus
LG ¼ DG   AG; where DG is the diagonal matrix of the degrees
of G. Some features of L are immediate. L does not depend on
the diagonal entries of A. It is a symmetric and positive
semideﬁnite matrix and LG1¼0, where l is the vector of all
ones. Many of the properties of G can be determined from LG.
Let 0¼l1pl2pylN be the eigenvalues (see Table I) (Strang,
2009) of LG. The second smallest eigenvalue l2(LG) is the
algebraic connectivity (Fiedler eigenvalue) of the network
(Fiedler, 1973). We prefer algebraic connectivity as it does not
depend on the diagonal entries of the adjacency matrix and is
considered a measure of how well connected a graph is, or
degree of connectivity. For one, l2(LG) is monotonically
increasing in the edge set, that is if G1¼(N,E1) and G2¼(N,E2)
are such that E1   E2, where both graphs have the same node
set with a different edge set, then l2ðLG1Þpl2ðLG2Þ. This
implies that the network corresponding to LG2 is more
connected, or has greater algebraic connectivity, than the
networkcorrespondingto LG1 (Fiedler,1973; Groneet al,1990;
Mohar, 1992; Yoonsoo and Mesbahi, 2006; Cucker and Smale,
2007; Olfati-Saber et al, 2007). The Laplacian spectrum is
applicable more generally to the dynamics of coupled
oscillators near the synchronized state, including the relaxa-
tion of coupled identical limit-cycle oscillators to equilibrium.
When natural frequencies are the same, all oscillators will
exponentially synchronize and the rate of approach to a
synchronous state as well as the speed of synchronization
itself is determined by l2(LG). Other measures such as the
average distance (characteristic path length) can also be used
(Newman et al, 2006), and in fact the algebraic connectivity is
SSD (X,Y)t=1
AC (X)t=1 AC (Y)t=1
XY
SSD (X,Y)t=2
AC (X)t=2 AC (Y)t=2
AC (X)t=1 > AC (Y)t=1 and AC (X)t=2 > AC (Y)t=2
SSD (X,Y)t=1 > SSD (X,Y)t=2
AC(X)t=2 > AC (X)t=1
X and Y are simpliﬁed illustrations of chromosomal interaction and transcriptome networks. Symmetrized stein distance (SSD) is a global measure of similarity
between the two networks, SSD(X,Y)t¼1 at early time point 1, and SSD(X,Y)t¼2 at a later time point 2 during differentiation. Algebraic connectivity (AC) is a measure
ofwithin-networkconnectivity,whereAC(X)or(Y)andsubscriptt¼1ort¼2representthismeasureforeachofthefournetworkspresentedhere.Asdescribedinthe
accompanying lower box, networks X and Y are more similar at time point 1 than at time point 2, as shown by shorter and longer SSD measures, respectively.
AC(X)t¼2, or within network connectivity of X at time point 2, is greater than the connectivity of X at time point 1. In contrast, AC(Y) or the connectivity of network Y
does not change over these time points. This may indicate that changes in connectivity within network X, or changes in chromosomal interactions over time, drive
divergence and therefore direct system evolution.
Box 1 Quantifying the dynamics of networks that capture nuclear organization during differentiation in a hypothetical example
Networking the nucleus
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context, we can interpret this to mean that the higher the
algebraic connectivity, the higher the network organization.
The rationale of using l2(LG) to measure the network
organization is as follows. The basis for constructing the
transcriptome network is gene coregulation, and in the
differentiated state, lineage-speciﬁc genes are more highly
coregulated than in the undifferentiated state. As we can think
of gene coregulation as a measure of synchronization, we can
say that the differentiated state is more synchronized than the
undifferentiated state with respect to the lineage-speciﬁc
genes. For the chromosomal network, we can argue that the
optimal spatial conﬁguration is achieved in the differentiated
state, where l2(LG) is maximal (Box 1). Thus, during
differentiation, l2(LG) yields within-network connectivity or
network organization.
Determining the critical node—the most important or
central node—in the network and also how perturbation of
nodes or edges impacts within-network connectivity (dyna-
mical importance) may provide useful information about
network organization (Restrepo et al, 2006). The simplest of
centralitymeasuresisdegreecentrality.Thedegreediofanode
i is the number of its neighbors and is deﬁned as di ¼
P
j Aij
(Newman, 2003). Although simple, degree centrality is often a
highly effective measure of the inﬂuence or importance of a
node: in many settings, nodes with more connections tend to
have more power (Newman, 2003). We deﬁne the dynamical
importance (Restrepo et al, 2006) of the edge between nodes
i and j, Iij,a sIij ¼ Dl2ðLGÞ=l2ðLGÞ; where Dl2(LG) is the
amount l2(LG) decreases on removal of the edge Iij. Similarly,
Ik ¼ Dl2ðLGÞ=l2ðLGÞ; deﬁnes the dynamical importance of
node k where Dl2(LG) is the amount l2(LG) decreases on
removal of the node k or the removal of all edges into and out
of node k. We can adapt this mathematical framework to
identify the chromosome or genes that are most important in
deﬁning a given cell type, and quantitative characterization of
their dynamical importance will be in terms of their effect on
network organization during differentiation.
Reprogramming the network
As described in the Introduction, previously we used the
principles of network theory to test the hypothesis of
dynamicalgenomicorganization (Kosaket al,2007;Rajapakse
etal,2009).Usingdatasetsongeneexpressionchangesduring
in vitro differentiation of hematopoietic progenitors to derived
erythroid and neutrophil cell types (Bruno et al, 2004), we
created weighted adjacency matrices (the transcriptome
network) for the following: progenitor, (the onset of differ-
entiation), and erythroid or neutrophil (the endpoint of
differentiation). For each of these conditions, we also
measured the relative proximity of all chromosomes in
prometaphase rosettes using SKY and conﬁrmed these
proximal relations in interphase nuclei by ﬂuorescent in situ
hybridization(Kosaketal,2007).Weusedthesefrequenciesof
interaction, or how frequent one chromosome is proximal to
another, to construct another set of weighted adjacency
matrices (chromosomal interaction network) for each condi-
tion. On computation of the SSD (described above) between
the two matrices in each lineage, the distance between them
was close to zero, indicating that gene coregulation was
correlated with overall chromosomal organization. This led to
the suggestion that the genome—at the level of chromo-
somes—may self-organize to facilitate coordinate gene regula-
tion during cellular differentiation.
We posit that local interactions (gene coregulation) lead to
chromosomal associations that emerge cooperatively in a cell-
speciﬁc organization of the nucleus, which in turn feeds back
to strengthen the local associations. During differentiation,
loci containing upregulated genes move from a repressive to
an active nuclear compartment, whereas loci containing
downregulated genes move in the opposite direction (Brown
et al, 1997; Skok et al, 2001; Kosak et al, 2002; Ragoczy et al,
2006). On a local level, movement of loci is often accompanied
by the looping of loci from their chromosome territories
(Williams et al, 2006). Moreover, global reorganization of
chromosome proximities also occurs during differentiation
(Kim et al, 2004; Parada et al, 2004; Kosak et al, 2007).
However, it is unclear whether local changes in positioning
(e.g. looping of loci from chromosome territories to active or
repressive compartments) drive global reorganization on the
whole chromosome level, or vice versa. In this regard, it has
beenshownthat artiﬁcially tetheringa 50–100Kb lacOarrayto
the periphery is sufﬁcient to relocalize the whole chromosome
territory (Finlan et al, 2008).
As described in the Introduction, Hi-C (see Box 2) generates
a complete map of interactions of all open active or repressed
domains (as deﬁned by histone modiﬁcations, DNase1
sensitivity, etc.) in the genome at various scales, including
inter- and intra- chromosomally, globally (whole chromo-
some) and locally (loci speciﬁc). In the future, combination of
Hi-C and interphase SKY may provide a more complete map of
localandglobalspatialproximitieswithwhichtoconstructthe
chromosomal interaction network. Furthermore, to fully
represent the relationships between spatial organization and
gene coregulation, it will be critical to investigate this
relationship in native gene loci over a time course throughout
differentiation, as discussed below for two model systems.
MyoD
Studying the nucleus in terms of networks may allow us to
determine whether there exists a locus or set of loci
particularly important to a speciﬁc cell lineage, and whether
we can predict the fate of (and eventually manipulate) nuclear
organization given an understanding of the behavior of a
‘master’gene.Somegenesmayhaveglobalimpactongenomic
organization in certain cell types, thus conferring the ability to
transform from one cell type to another. One candidate is
Myogenic differentiation 1 (MyoD), the muscle speciﬁc basic-
helix-loop-helix transcription factor that can initiate the
myogenic program and by forced expression convert ﬁbro-
blasts into skeletal muscle cells (Davis et al, 1987; Tapscott,
2005).
MyoD is of particular interest, as it is able to convert certain
cell types (e.g. mouse embryonic ﬁbroblasts (MEFs)), but
not others (e.g. white blood cells) to skeletal muscle
(Weintraub et al, 1991). Thus, the MEF regulatory networks
must have unique patterns that are permissive to conversion
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here may provide insight into whether MyoD achieves
reprogramming on a global scale through nuclear reorganiza-
tion. Using MEFs, ora non-specialized cell type not committed
to the myogenic lineage, the effect of forced expression of
MyoD on the chromosomal topology and the transcriptome
networks can be determined. We suggest that deconstructing
the system into these two networks and studying their
behavior over time, will reveal whether MyoD is involved in
global reorganization of the genome by mathematical criteria,
using network theory (Figure 1). MyoD could impose global
changes in the genomic landscape through several routes. For
example, it is known that MyoD binds E-boxes (see Table I)
throughout the genome, in regions known to transcriptionally
regulate downstream genes, as well as other E-boxes of
unknown function (Tapscott, 2005). Thus, it is possible that
changes in the chromosomal topology network resulting
from MyoD occupancy of non-regulatory E-boxes precede
changes in the MyoD regulated transcriptome network,
resulting in divergence of the chromosomal and transcriptome
networks. Our recent studies indicate that MyoD can have a
much broader function in cell speciﬁcation, and that its
function as a transcription factor regulating expression of
skeletal muscle genes represents only a small fraction of its
activity (Cao et al, 2010). This broad inﬂuence could point to a
function for MyoD in reorganization of the genome, which
couldleadtorewiringofnetworkswithinthenucleus,possibly
changing the accessibility of additional E-boxes or afﬁnity of
MyoD for speciﬁc targets (a cooperative effect). Thus, both
chromatin conformation and the spatial arrangement of
chromosomes may facilitate activation of speciﬁc subsets of
MyoD targets. Over time, global rewiring effects of MyoD may
make a cell type amenable to skeletal muscle differentiation,
given appropriate environmental cues. In this case, the
transcriptome network will gradually increase connectivity
to match that of the chromosomal network. Thus, the initial
state or signature of the cell type involved in forced myogenic
conversion via MyoD may affect its receptivity to artiﬁcial
imposition of trans-differentiation (Figure 3), which could
explain why some cell types convert more readily than others
(Tapscott, 2005). This transition to a new MyoD-dependent
pattern (or steady state) can be captured quantitatively.
Divergence and convergence—network communication—
between the networks can be evaluated, as shown in Figure 2,
whereeachsetofchromosomalandtranscriptomenetworksat
a given time point are represented by unweighted adjacency
matrices. Measuring each network’s within-network connec-
tivity over time should indicate whether one changes ﬁrst
and modiﬁes between-network communication. From this
framework, whether a change in the chromosomal topology
network precedesor follows that of the transcriptome network
can be quantiﬁed (Figures 1F and 2A).
GATA-1
Another ‘master regulator’ is GATA-1, a zinc-ﬁnger transcrip-
tion factor essential to the maintenance of the erythroid and









chromosomes are labeled with a unique color to visualize their territories. Analysis of SKY data reveal spatial relationships between each pair of chromosomes,
including distance between centroids and closest distance and also more complex relationships such as shared volume and contact area. Lower right insert
is a theoretical magniﬁcation of two chromosomal territories. (C) The technique of Hi-C. (C1) DNA is cross-linked and digested with restriction enzymes. (C2)
Ends are ﬁlled and marked with biotin before the blunt ends are ligated. (C3) In the biotin pull-down step, DNA is sheared and puriﬁed before being
immunoprecipitated with avidin-conjugated beads. (C4) High-throughput sequencing (8.5 million reads) is used to determine the spatial proximity of sequences,
including those on the same or different chromosomes using paired-end sequencing. (D) Both SKY and Hi-C generate spatial proximity maps for inter- and
intra-chromosomal interactions.
Box 2 Chromosomal association analysis
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tions within and between the coregulated gene and chromo-
some topology networks. Thus, as for MyoD, studying the
effect of GATA-1 on nuclear organization and gene coregula-
tion in terms of networks during a time course of hemato-
poietic stem cell differentiation would provide a convenient
framework for understanding the genome-wide inﬂuence of
GATA-1 in speciﬁc lineages. Cheng et al (2009) have begun to
address this question using Chip-seq methods to identify the
spatial distribution of cis-regulatory elements targeted by
GATA-1, and they determine criteria for distinguishing
between target sites that promote activation versus repression
of genes during erythroid development.
Disrupting the network
Mutations in GATA-1 have been associated with development
of acute megakaryoblastic leukemia (Wechsler et al, 2002;
Shimizu et al, 2008). Such mutations may dysregulate the
global inﬂuence of a lineage-speciﬁc transcription factor, and
thereby disrupt appropriate maintenance of the lineage.
Consider Figure 3, in which a critical factor such as MyoD or
GATA-1 induces a state shift from one basin of attraction to
another—switching steady states (Kitano, 2007; MacArthur
et al, 2009)—with only transient instability in the system
(i.e. differentiation of a normal cell). One possibility is that
mutations in the factor alter this shift in such a way that
instead of differentiation or regulated proliferation, no stable
state is reached, resulting in a continuously evolving state
without entering a basin of attraction, that is reﬂected by long
term or permanent genomic instability (i.e. cancer cell).
Deﬁning the state or overall pattern of instability of this cell
may give insight into how to redirect it back toward a basin of
attraction. This can be described not only in terms of
transcriptional networks, but also using spatial characteristics
(chromosomal networks) of the unstable genome. With
knowledge of critical nodes or edges in a network comes the
opportunity to repair dysfunctional connections, and target
high impact connections to restore a disrupted network in a
disease state. Furthermore, the methods described in the
within-network connectivity section can be used to design
networks with speciﬁc dynamical properties and evaluate the
effects of therapies that target speciﬁc nodes or edges. An
existing network might be rewired through removal (knock-
down), addition (overexpression), or swapping pairs of edges
(translocations). This understanding could be the key to
achieving global reprogramming of an abnormal cell to a
normal cell.
MyoD and GATA-1 are two model systems that offer the
opportunity to distinguish whether form precedes or follows
function. For example, if form precedes function, chromoso-
mal topology changes ﬁrst and as a result gene coregulation is
facilitated. In this case, these two networks then initiate
. . . . .





















Figure 1 Reprogramming: a network view. Network diagrams (A–C) are representations of collective information from chromosomal topology (D) and transcriptome
(E)networks,thatisthebiologicalnetwork,wherenodesaregenesorchromosomes.Thus,wedeﬁnethenetworkin(A)asanuclearcircuit,composedofthenetworksin
(D, E) (rectangular outline). (A) A biological network representing the speciﬁc network signature of the MEF, where some genes are connected, and some are not. The
connectivity is weighted, that is the strength of the connection depends on the gene pair, shown by edge thickness. For example, connectivity between genes 2 and 5 is
weaker than between 2 and 3. MyoD (the red node) is part of the network but in this case has no connection with other genes as it not expressed. (B) Activated MyoD
establishes connections with the rest of the genes and initiates rewiring, accompanied by an increase in MyoD binding afﬁnity. (C) The differentiated system has unique
network architecture; new edges appear, resulting in a new network. Note that between (B) and (C) other network structures exist but we have only shown a few points
during the process. (D, E) (Within-network organization): the MEF network initially exists in a unique pattern before induction of MyoD. After MyoD induction, the
chromosomal network begins to rewire, increasing its connectivity and indicating changes in spatial architecture. The transcriptome network lags behind but gradually
increases connectivity,andreachesanetworkstatesimilartothe chromosomalnetwork(highercommunication).(F)Schematicrepresentationofthequestion: isforma
precondition for, or doesform follow, function? The ﬁbroblast andmyoblast differin nuclear architecture. In both cell types, actively transcribed genes (redcircles) will be
localizedinactiveregionsofchromatin(bluecircles)andshowanetworkofphysicaladjacencies(edges)withinotherregionsofactivechromatin.Ifformfollowsfunction,
then muscle gene expression will precede or coincide with localization of a gene to an active region and rearrangement of nuclear adjacencies; whereas if function
follows form, then repositioning of genes to active regions and rearrangement of nuclear adjacencies will precede gene transcription.
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Stable state  2 (myotube)
Differentiation
Figure 3 Schematic illustration for the mechanics of self-organization and differentiation. Right: a nuclear circuit demonstrating organization during cellular
differentiation. Local interactions (gene coregulation) lead to chromosomal associations that emerge cooperatively in cell-speciﬁc organization of the nucleus, which in
turn feeds back to strengthen the local associations, and the self-organized system ﬁne-tunes over time. Left: the initial state of this system is at the center of steady
state 1. A perturbation, such as activation of a speciﬁc signaling pathway or shown here as induction of the transcription factor MyoD, may drive the state of the system
towards the boundary of the basin of attraction of stable state 1 (locally stable state). A basin of attraction is a set of initial conditions that ultimately lead to behavior that
approaches a speciﬁc state (the attractor). In other words, the system approaches cell-speciﬁc organization. When it transitions to stable state 2 (globally stable state),
stability is lost and the system regains its stability only in the new steady state. In the case of MyoD, induction in MEF cells leads to a state transition into the myogenic
lineage.Thesystemisconsidered toberobustifitsfunctionsarestillintact,regardlessofwhetheritisinstablestate1or2.Inanextremecase,thesystemmaycontinue



























The Laplacian, L = D – A
MyoD
2
D = diag(d1,.....dN), di = ∑N
j=1aij






































Figure 2 A quantitative view of how spatial arrangement of chromosomes may inﬂuence gene expression, and may precede nuclear reprogramming. (A) The blue
networks on the left represent chromosomal spatial arrangement over six time points during reprogramming or differentiation, and the yellow networks represent gene
expression.(B)Eachconnection (edge)betweennodeswithinthenetworksin(A)attheﬁrsttimepointisassignedavalueofone,andabsenceofanedgeisassigneda
value of zero in the unweighted adjacency matrices shown. This can be easily extended to the weighted case, where an edge can be assigned numerical values
according to the strength of the connection. Equations for the computation of algebraic connectivity between adjacency matrices are given and are plotted in (C) for the
sixtimepoints.Inthiscase,thenetworkorganizationisinitiallysimilar,butthechromosomal networkprecedes theexpressionnetworkinorganization.After theﬁfthtime
point, the two networks, possibly by an iterative communication process, converge on a unique steady state. This concept is also illustrated in Figure 3, where the initial
networks at time point 1 exist within steady state 1, and the ﬁnal networks at time point 6 exist within steady state 2.
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attraction and stabilization in a new steady state (terminal
differentiation). It is possible that in cancer cells, disrupted
chromosomal topology leads to loss of communication
between networks. Control over cell fate and function is
therefore disrupted, and, as explained above, the ability
to smoothly transition into a new steady state is lost. The
network approaches outlined here allow exploration of
whether, during differentiation, cells maintain the predicted
interactions at both the gene and chromosomal levels. We can
also take cues from our understanding of induced pluripotent
stem cells, which can be reprogrammed from ﬁbroblasts into a
less specialized state with only four factors (Nakagawa et al,
2008;Yamanaka,2009).Thiscanalsobeviewedasatransition
between steady states. A quantitative framework to deﬁne
nuclear steady states may provide information important for
determining factors with the highest potential for changing
the way an unstable cell behaves, or how genomic instability
in cancer cells may be controlled.
‘Networking the nucleus’ provides a unique opportunity to
investigate theprinciplesof complexprocessesandemergence
of self-organization in biological systems. Ultimately, we may
gain insight into how global genomic organization distin-
guishes stem or progenitors from the differentiated cell as
well as a disease state. By deconstructing a system into a
network, even in the simplest case, we can capture features
of complex systems that linear models simply are not able to
accommodate. Using these methods, we can study the
dynamic connections within and between networks during




but it is unclear how to quantify the underlying mechanism.
Deconstructing nuclear architecture into well-deﬁned net-
works—networking the nucleus—and studying the connec-
tions and communication between networks provides a useful
new framework for investigating complex four-dimensional
nuclear organization. Studying the nucleus as a set of
interconnected networks will help us to understand not only
how the nucleus operates, responds to cellular cues, and
adapts to environmental changes,but hownetworked systems
behave. Evidence suggests that genes communicate with each
other in space, and communication patterns rewire over time,
driving speciﬁc topological organization of chromosomes that
ensures efﬁcient and coordinated expression of sets of genes
(Kosak and Groudine, 2004b; Takizawa et al, 2008; Rajapakse
et al, 2009). Coordination of the activities of individual
dynamic elements enables such a system to develop unique
patterns, sustain complexity at a higher level, and evolve. The
functionthattheorganizationofthenucleushasinitsfunction
has become an increasingly important question. We believe
that understanding nuclear networks will provide insight into
topics ranging from the regulation of gene expression, to stem
cell biology, to the basis for differentiation and cellular
reprogramming. Although still in initial stages of develop-
ment, integration of more sophisticated technical methods
with complex network theory open new avenues for investi-
gating topological structure and its impact on the dynamic
function of the nucleus.
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