An extension of the modified weighted-density approximation (MWDA) is presented which retains the key features of the original MWDA in that it continues to describe the nonuniform system through the use of low-order correlation functions of the uniform counterpart. However, the approximate free energy functional is now exact up to third order in the functional expansion of the free energy, and therefore requires as input both the second-and third-order direct correlation functions of the uniform liquid, as well as its excess free energy per particle. The theory has been applied previously to the problem of isochoric freezing of the classical one-component plasma, and is here applied to the well-known problem of isobaric freezing of hard spheres. We use two different approaches to describe the less well-known third-order direct correlation function of the uniform liquid. The first approach is representative of a class of models for this function that are derived through three functional density differentiations of an approximate free energy model. The second is a factorization ansatz based on liquid-state diagrammatic expansions. The results are quite sensitive to these choices: The first leads to an improvement over the already satisfactory results of the original MWDA for the hard-sphere system, whereas the second does not lead to freezing at all. These differences are traced to the ways in which the approximations treat long-range and short-range potentials.
I. INTRODUCTION
The density-functional theory of nonuniform systems was pioneered by the work of van der Waals on interfaces,' but modern applications of density-functional theory have been motivated more by the work of Hohenberg and Kahn' for the ground state of quantum-mechanical systems, and its generalization to finite temperatures by Mermin3 Here we examine the application of densityfunctional theory to the problem of freezing of classical liquids,4 and in particular to the freezing of the hardsphere system. Applications of this kind were initiated by the work of Ramakrishnan and Yussouff 5 (RY) , and its reformulation by Haymet and Oxtoby.6 In addition to the problem of freezing, the RY theory has already been applied to a variety of different problems, such as solid-melt interfaces, liquid crystals, quasicrystals and many others. ' In the problem of freezing, the central quantity of interest is the excess Helmholtz free energy of both the solid, F,, [p;l, and the liquid, F,,(pl) . For the solid, F,, [p,] is a unique functional of the one-particle density of the solid pS( r) (a position-dependent quantity), whereas for the liquid Fe,( pI) is just a function of the (uniform) liquid density pI. In the RY approach, a functional expansion of F,,[pJ is made around a uniform liquid of density pr, which has the same chemical potential as the solid (both at the same temperature). On the assumption of rapid convergence, this expansion is truncated at second order, i.e., 
where V is the volume occupied by the system, and the quantities CA') and ch2' are the first-and second-order direct correlation functions of the uniform coexisting liquid, respectively. The full expansion of F,,[p,] includes the higher-order direct correlation functions ch3', ci4', and so on, and correspondingly higher powers of p,(r) -pI. The neglect of higher terms in the RY approach is mainly impelled by practical limitations; the higher-order direct correlation functions of the liquid are, in general, poorly known. Thus such a truncation is not in fact justified a priori; nevertheless, it has been successful in many applications, and that has been the main ex post facto justification for its use. The major obstacle here is that there is no small parameter guiding an expansion. In a solid, the oneparticle density pS(r) is vastly inhomogeneous, having strong peaks at lattice sites, and falling to essentially zero values in the interstitial regions. Thus the quantity ps(r) -pI is not itself small. Furthermore, it has been shown explicitly by Cm-tin,* that inclusion of the third-order term in the problem of hard-sphere freezing considerably worseltS the results obtained from the RY theory, an observation that raises serious questions regarding the convergence of the functional expansion of F,, itself.
The justifiable doubts about the validity of arbitrarily truncated expansions have given rise to a variety of nonperturbative density-functional theories of inhomogeneous systems' which attempt to include, at least approximately, contributions from all higher orders into the functional F,,[pJ while at the same time preserving the low-order structure of the theory. This is usually achieved through a mapping of the inhomogeneous density p,(r) into a homogeneous equivalent, either locally,'~t2 globally,'3-15 or in a " mixed" fashion.16 The particular version of density functional theory that has influenced our work is the modified weighted-density approximation (MWDA) of Denton and Ashcroft.13 The MWDA is especially simple in its implementation, and has been applied successfully to the problem of freezing of hard spheresI and also to hard sphere mixtures." The MWDA has also been applied to a variety of inverse-power systems,i8 but it has also been noted that the quality of the freezing results generally worsens as the interaction becomes "softer,"19 a feature common to the other functional theories as well." When applied to the problem of freezing of the classical one-component plasma (OCP), a compensated system of charged particles interacting by means of the bare Coulomb potential, the MWDA fails to predict freezing of the OCP into a bee lattice2' (the structure actually observed in simulation2'). It was this particular observation that motivated the development of an extended version of the MWDA,22 which we call extended modified weighted-density approximation; in what follows we will designate this approximation by "EMA," since we are working throughout within weighted density formulations. The new theory is designed to be exact up to third order in the functional expansion of F,,[p,] (as opposed to second order for the MWDA), but again includes approximately contributions from all higher orders. We have already applied the EMA to the problem of OCP freezing, obtaining satisfactory results,22 contingent on reasonable choices being made for the third-order direct correlation function that the theory requires.
In this paper, we apply the EMA to the other extreme in the spectrum of inverse-power systems, namely, the well-studied hard sphere system. Our goal is to explore whether the already quite satisfactory results of the MWDA for this system are affected noticeably by the inclusion of the third-order contribution (which is also carried out in a self-consistent way.) As remarked, the EMA requires as input not only the second-order, but also the third-order direct correlation function of the liquid, ch3). This function is not very well known, in general, and we use here two different but representative approximations for ci3', one proposed by Denton and Ashcroft (DA) , and the other by Barrat, Hansen, and Pastore (BHP) based on a factorization scheme motivated by low-density expansions but generalized to high densities. As in the case of the OCP, we discover an interesting sensitivity of the freezing results to the model used for ch3'. The DA model leads mostly to an improvement of the freezing parameters, whereas the factorization ansatz actually fails to lead to stabilization of the crystal at all. It is especially interesting to note that this comparison is exactly the opposite of what was found for the OCP case.22
The rest of this paper is organized as follows: In Sec. II we present a brief description of the original MWDA and then a more detailed description of the new EMA, and discuss its essential features. In Sec. III we apply the new theory to the freezing of the hard-sphere liquid into an fee solid. The results are presented in Sec. IV. These results, including the possible utility of the sensitivity to ch3' are discussed in Sec. V. We conclude in Sec. VI.
II. THEORY
A. Modified weighted-density approximation
The Helmholtz free energy of an inhomogeneous system can be expressed as a sum of the "ideal-gas" and "excess" parts, namely,
where both terms in Eq. (2) are unique jiinctionals4 of the one-particle density p(r). The first term in the right-hand side of Eq. (2) is a nonuniform ideal-gas contribution of the form
where /?= (kBT) -' is the inverse temperature, and A is the thermal de Broglie wavelength. The second term in the right-hand side of Bq. (2) is the excess Helmholtz free energy of the nonuniform system. Unlike the ideal-gas contribution, this term is not known exactly, and is the focus of attention in the approximations presented by densityfunctional theories. We will now briefly review the essential features of the MWDA and refer the reader to Ref. 13 for further details. In the MWDA the excess free energy of the nonuniform system is approximated by the excess free energy of a uniform system, but evaluated at a weighted density d, namely, F~WDAl$(r)l --Nf0(/9, (4) where N is the number of particles in the system and fo( p) is the excess free energy per particle of a uniform system at density p. The weighted density $ is constructed from the actual inhomogeneous one-particle density p(r) and is defined by dr dr' p(r)p(r')w(r-r';b),
introducing thereby the weight function w( r--r'@). It is an essential ingredient of the MWDA that the weight function w, which is used to determine the weighted density, depends itself on the sought-for fi; thus Eq. (5) has to be viewed as a self-consistency condition for the determination of the weighted density. To ensure that the approximation in the determination of i, becomes exact in the uniform limit, the weight function has to be normalized, i.e., s dr w(r-r';lj) = 1 
p(r)-p These conditions [Eqs. (4)- (7)] result in a particularly simple expression for w, namely,
where the primes denote differentiations with respect to density. In Fourier space, Eq. (8) takes the form
The particular simplicity in the determination of w [Eq.
(9)] leads also to a straightforward expression for the weighted density,13 which makes the MWDA no more complicated in its implementation than the original second-order RY theory. However, the self-consistency requirement in the determination of fi [Eq. (5) i.e., it takes place at constant density rather than at constant pressure, we can equally well show that the thirdorder contribution in the MWDA will vanish. In fact, a similar statement can be made for all odd-order contributions to F, for an isochoric transition in the MWDA.22T26 The classical one-component plasma (OCP) is a model system which, because of the condition of electroneutrality, freezes precisely under these conditions: The average solid density is constrained to be equal to the liquid density at freezing. Thus for the OCP case, the MWDA fails to include third-and indeed all higher odd-order contributions, which, in view of the importance of third-order terms for this transition,27'28 can be viewed as the major reason for its inadequacy in predicting the OCP freezing transition. This observation has motivated the development of an extended version of MWDA,22 called extended-MWDA and here referred to as EMA. In the follwing subsection we present the features of the EMA in some detail, and then apply it to the liquid to fee solid freezing transition of a hard-sphere system in Sec. III.
B. Extended modified weighted-density approximation
Following the motivating arguments of the original MWDA, we continue to approximate the excess free energy of the inhomogeneous system with that of a homogeneous system evaluated at a weighted density 8, namely,
The weighted density is also still evaluated as an average over the one-particle density of the system, but now extended in its definition as follows:
where the primes denote differentiation with respect to density. Though the expression for ch3jMWDA formally vanishes in the thermodynamic limit (V,N+ UJ ), the thirdorder contribution to the excess free energy remains nonzero and extensive provided that the solid does not possess the same average density as the coexisting liquid, as is the case for isobaric transitions for systems with short-range interactions. Indeed, the third-order contribution is given by the expression pFI:'=-; s, s, Jv dr dr' dr" ch3) (r,r',r";pJ
and by introducing expression (10) for ch3) into Eq. (11) we can easily verify that the resulting contribution is nonzero and extensive. However, if the transtion is isochoric,
which clearly introduces two weight functions, w and v. As in Eq. (5)) the sought-for weighted density appears as an argument in both weight functions, which again makes Eq. We now make a further approximation: Instead of the more general normalization condition given by Eq. ( 14), we select the weight functions from a more restricted set of possibilities by requiring that they separately satisfy the normalization conditions:
V where C is an arbitrary constant which will be seen below to be unimportant. Equation (15b) imposes a constraint on the function v, namely that its integral over any of its two arguments must be a constant, independent of the value of the other. These normalization conditions [Eq.
( 15)] directly imply that spatial integrals over the density derivatives of the weight functions must vanish, a fact that greatly simplifies the implementation of the theory. The weight functions can now be uniquely specified by requiring that the approximate functional FFxMA is exact to second and third order in the functional expansion [cf. Eq. (711, i.e., lim 62FFyAtp(r) 1
Under the preceding conditions [Eqs. ( 12)) ( 13) and ( 15 ) , ( 16) or in Fourier space
[cf. Eq. (9)l and
Note that for k#O, k'#-Q, and k + k'#O, the weight functions w(k) and v(k,k') are simply proportional to the second-and third-order direct correlation functions cA2 '( k) and ch3)(k,k'), respectively. For k=O, the 6 function in Eq. ( 18a) along with condition ( 15a) ensures that the compressibility sum rule,
is satisfied. For k' =0 or k' = -k, Eqs. ( 15) and ( 18) also guarantee that the sum rule
is satisfied as well.
Taken together, Eqs. (12), (13), (15), and (18) constitute the specification of the EMA. It can be shown29 that because of the self-consistency condition in the determination of fi [Eq. (13)], the EMA excess free energy functional includes at least approximately contributions from all higher orders, as was the case with the original MWDA. However, the new approximation includes higher terms for both isobaric and isochoric transitions, whereas, as noted above, the MWDA included only even-order contributions for the latter case. The implementation of the EMA clearly requires more information than the MWDA: in order to evaluate the weighted density for an inhomogeneous system, we need as input the second-and thirdorder direct correlation functions of its uniform counterpart, as well as the excess free energy per particle of the uniform system. An application of the EMA to the freezing of the OCP has already been given.22 In the following section, we apply the theory to the problem of hard-sphere freezing, in order to test its performance for the hardest interparticle interaction in the family of inverse-power potentials.
III. APPLICATION OF THE EMA: FREEZING OF THE HARD-SPHERE LIQUID
The application of the EMA to the problem of freezing follows the same strategy as described in Refs. 10 and 12. For a given one-particle density of the (stipulated) crystalline solid, we need to evaluate the weighted density j? onto which the actual density is mapped [Eq. (13)], and from that to determine the excess free energy via Eq. ( 12). We subsequently add to the excess free energy its ideal counterpart [given by Eq. (3)], and then minimize the total free energy with respect to a set of variational parameters. We subsequently compare the free energy of the solid with the known free energy of the liquid in order to determine the freezing parameters.
px=e-K2/40.
(24)
The one-particle density of the solid now depends on a single variational parameter, the "localization parameter" a of the Gaussians. These become less strongly localized around the lattice sites as a decreases; thus the limit a-+0 corresponds to a uniform liquid, whereas large values of a correspond to well-localized Gaussians (the strongly inhomogeneous solid). Introducing the expressions from Eqs. ( 18) and (24) into Eq. (22), we arrive at the following result for the weighted density:
As a starting point, we express the one-particle density of the solid in Fourier space; it turns out that this simplifies the implementation of the EMA since the volume integrals of Eq. (13) become sums over reciprocal lattice vectors (RLV's) of the solid. Accordingly, we write Clearly, Eq. (25) represents a self-consistency condition for the weighted density, since p appears not only at the lefthand side, but also at the right-hand side both as an argument of the excess free energy and of the direct correlation functions.
where ps is the average solid density, {K} is the set of RLV's of the lattice, px are the Fourier components of the density, and px= p&p* are the corresponding dimensionless Fourier components. Introducing Eq. (21) into Eq. ( 13), and using the normalization conditions [Eq. ( 15>], we find the expression For a hard-sphere system (hard-sphere diameter a), the thermodynamic properties are described solely in terms of the packing fraction 7, a dimensionless quantity defined as ~=rrpd/6, where the average one-particle density is p. For this particular system, Eq. (25) can be rewritten as follows:
b=ps I l+ &&w(K;B)
All summations in Eq. (2 1) are carried over RLV's of the lattice, but with the zero wave vector always excluded (K#O,Q#O,K + Q=#=O). Strictly speaking, the variational parameters of the problem are the Fourier components pFLI( of the crystalline density. However, even if we truncate the sums in Eq. (22) beyond a certain length of the RLV's, the problem of minimization of the free energy remains highly complex because of the presence of a very large number of variational parameters. To make the calculation feasible, we follow Refs. 10 and 12, and parametrize the solid density as a sum of normalized Gaussians centered around lattice sites {R), i.e.,
where vs= 7rpd/6, ch2' (k) = os?h2) (k), and ch3' (k,k' ) =06?i3) (k,k'). A simple and accurate solution for the second-order direct correlation function is given by the Percus-Yevick (PY) approximation3'
o(ycosy-siny)+6qy ($cosy -2y sin y-2 cos y+2) 1 a +z 77 (y" cos y-4y3 sin y-123 cos y +24y sin y+24 cos y-24) 1 , (27) p(r)= % 3'2 c e-a(r-R)2 0 CR)
with Fourier components where y=ka, a=(1+271)~/(1-~>~, and b=-(l+v/ 2) 2/( 1 -v) 4. For the excess free energy per particle fo ( 7)) we use the 'compressibility' solution of the PY approximation,30 namely, At high densities, a more : accurate parametrization for ,^. cg' (k;q) has been developed by Verlet and Weis3' (VW) and Henderson and Grundke32 (HG) which is thermodynamically consistent with the more accurate CarnahanStarling33 (CS) p ex ression for the excess free energy, name1 y, (29) 1 -ln( 1-v). 1 (28) We will apply the EMA to the freezing of the hard-sphere liquid using both the PY and the VW approximations.
The third-order direct correlation function cA3)(k,k';v) is not well known in general. Several different approximations for co (3) have been proposed, hbwever,34 and recently simulation data on this function have also become available.35 In this paper, we consider two different models for ci3), taken as representative of two correspondingly different ways of approaching this function. The first was proposed by Denton and Ashcroft, (DA) and is based on a weighted-density treatment of the one-particle direct correlation function c(')[r;P(r)] of a nonuniform system. The resulting expression for ch3' reads, in Fourier space
where the primes denote differentiations with respect to density. Though very simple in its implementation, approximation (30) lacks angular dependence on the arguments; however, such a dependence can be introduced by imposing a simple symmetry requirement on Eq. (30), namely, +c~3'(k',Ik+k'I )I. Equations (30) and ( 3 1) constitute the DA model for ch3 ' . Though the DA model itself is not derived from any free energy functional, it has been pointed out35 that the DA model gives results for co (3) that are almost identical with the ones obtained by performing three functional differentiations with respect to density on the approximate weighted-density approximation ( WDA) free energy functional."*t2 Those, in turn, have been found to be fairly close to the results obtained trough three functional differentiations of another approximate free energy functional, namely the hybrid-MWDA free energy.16 Thus we may regard the DA model to be representative of a wider class of approaches, all based on taking three successive functional derivatives of approximate free energy functionals.
A second approach to ci3' has been proposed by Barrat, Hansen, and Pastore (BHP) and is based on a "factorization ansatz" for ch3' in real space. This approach represents an effort to generalize to high densities the h-bond factorization of ci3' valid, however, at low densities only,27 and it reads cA3)(r,r')=t(r)t(r')t( lr-r'l).
In principle the function t(r) can be uniquely determined by imposing the requirement that ch3' in Eq. (32) We present the results for the EMA using the DA and BHP models for ch3' in the following section, and discuss their meaning.
IV. RESULTS

A. DA model
We have performed calculations in the EMA with the DA model for ci3) using two different approximations for ch2' [which is the required input not only in the single sum in Eq. (25) the PY and the VW solution is small at these densities, it turns out that the use of the improved liquid-state input has a considerable effect on the freezing parameters.
than the corresponding PY values, even at the same density, and (c) because of the above, the minimum occurs at a smaller value of Q for the VW approximation, at which point the ideal term is itself smaller. As a direct consequence of the minimization at lower a, the solid has a larger Lindemann ratio with the VW approximation than with the PY approximation used to represent the liquid- In Fig. 1 we show the weighted density as a function of the localization parameter a. We confirm (as found in the original MWDA13) that the weighted density is a decreasing function of the localization. However, it is important to note that with the VW solution for c i2' the weighted density decreases more rapidIy than with the PY solution. The fact that i?~ decreases with localization implies that the excess free energy fe( p) is also a decreasing function of localization, as shown in Fig. 2 . Thus the excess free energy term continues to favor localization. On the other hand, the ideal free energy [Eq. (3)] is an increasing func-6 tion of a, and thus it favors delocalization. The competition between these two terms results in a minimum at a nonzero value of a, as shown in Fig. 3 . As mentioned in z the preceding section, the value a=0 corresponds to a 24 uniform liquid state, and therefore the free energy curves Ql. also display a minimum for this value of the localization parameter. When the minimum at nonzero localization is lower than the minimum at zero localization, we obtain a 2 thermodynamically stable solid.
Referring to Fig. 3 , we find that for average solid density p$= 1.0 the solid free energy is already lower than the liquid free energy. Comparing the PY and VW results, (see Table II ) we see that the solid free energies obtained through the use of the VW approximation are lower than those obtained through the use of the PY approximation by about 4%. There are three factors that cause this: (a) the weighted density itself is lower for the VW model, as mentioned above; (b) the CS excess free energies are lower FIG. 3 . Ideal, excess, and total free energies per particle vs localization for a hard-sphere fee solid of average density pp"= 1.0. The solid and dashed lines have the same meaning as in Fig. 1 . Note that the VW result is lower than the PY, and that it is minimized at a smaller value of a2 as well. state input (see Table I ). We note here that similar effects are observed in the original MWDA itself, for which we also performed a calculation using the VW approximation and the corresponding CS equation of state. Both the lowering of the free energy and the shift of the mean-square displacement to slightly larger values (smaller a) have been found previously36 proximation."
within the weighted-density ap-
In order to calculate the freezing parameters we proceed as follows: first, we determine the free energy minima for a number of different average solid densities ps, and use this information to find the corresponding total free energies per unit volume as a function of ps. Subsequently, we obtain the liquid free energies per unit volume, using the Camahan-Starling equation of state which is most accurate at high densities. Then, the densities of the liquid and solid phases at coexistence can be calculated by performing the well-known common tangent construction on the liquid-and solid-free energy curves. The curves are shown in Fig. 4 . Since the solid and liquid free energy curves cross at some density, it means that beyond a certain density the solid is stable. Finally, in Fig. 5 we show the localization parameter vs average solid density. From these data, we can calculate the Lindemann ratio L of the solid, which, for the fee lattice is given by L = ( 3/aa2) 1'2, where a= (4/p,) 1'3 is the fee lattice constant.
The results are summarized in Tables I, II , and III, and compared there with results from previous nonperturbative approaches,"*'3 and also with simulation.37'38 Referring to Table I , we see that the EMA predicts freezing parameters which are, in general, in better agreement with simulation data than the WDA and the MWDA, with the sole exception of the average densities at coexistence, which are slightly underestimated in the EMA (the solid phase is predicted to be slightly more stable than it actually is), by about 3%-S% depending on the liquid state input. The most significant improvement is observed for the latent heat per particle and also for the Lindemann ratio, two quantities that are usually not calculated very accurately within the framework of density-functional theory. Similar improvements can be seen in the values of the free energy per particle (Table II) and also ratio of pressure to average solid density (Table III) . We will return to these results in solution for c&*' (r;p). For each value of the density we have evaluated the third-order direct correlation functions for the triangles shown at the end of Sec. III, and then used a spline interpolation to calculate the value of ch3' at any intermediate density (a necessav requirement of the EMA since the weighted density must be evaluated selfconsistently). that a straightforward inclusion of the third-order term with the factorization scheme for ci3) tends always to favor the bee lattice, thus making the fee solid at least metastable. We will return to the implications of this interesting point in the following section.
In Fig. 6 , we show the weighted density vs localization for an fee solid of average density pd= 1.0. It is immediately seen that the weighted density has rather unphysical behavior: although it starts as a decreasing function of the localization, at about ad=47 it displays a minimum, and subsequently becomes an increasing function of the localization. This behavior is physically untenable since it implies that the excess free energy of the solid increases with localization beyond a certain point. As a result of this, a self-consistent solution for @ cannot be found beyond the value a~?=65, and thus in Fig. 6 the p vs a curve terminates at this point. The reason for this behavior is that the V. DISCUSSION factorization scheme leads to an unphysically negative contribution for the sum over RLV triangles (the third term within the brackets of the right-hand side in Eq. (26)). It is important to note that this behavior of j? occurs well below the value of a at which a stable solid exists, according to simulation studies. Thus, it is clear that this approximation for ch3) cannot lead to freezing of the hard-sphere liquid into an fee-solid, at least within the EMA-scheme even though the hard-sphere liquid certainly freezes into an fee solid at second-order. It has been found elsewhere24 It is clear from the completely different results we obtain using the two choices for cA3) that the two approaches give very different predictions for both the magnitude and the sign of the third-order contribution [the third term within the brackets of the right-hand side in Eq. (26)]. To provide a comparison, we show the predicted values for this term in Table IV ; it should be pointed out, however, that a direct comparison among the entries of eter (which determines the value of the Gaussian factors) are not the same. Nevertheless, a general qualitative statement can be made, namely, that the third-order contribution in the DA model is much smaller than the secondorder value (and can be positive or negative), whereas the same contribution within the BHP model is large (comparable to the second-order one) and negative. The direct consequence of this fact is that the excess free energy of the fee solid becomes increasingly large as a function of a, and thus the solid itself then becomes unstable.
Since simulation results on ch3' for hard-sphere liquids have recently become available,35 it is interesting to compare the predictions of the DA and BHP models for ch3' with those available from simulation. We have done this, and the results are shown in Figs 8. Furthermore, for the isosceles geometry with the two equal sides belonging to the first and second shell, respectively, the values of cos 13 (8 being the angle between the two equal sides) for which ch3' must be evaluated for the problem of freezing are the following: for isosceles triangles with equal sides chosen from the second shell. In Figs. 7 and 8 we compare these with simulation results for ka=7.0404 and 8.0383, the closest values of ka to k,a and k,a, respectively, for which simulation data are available. Referring to those figures, we find that the DA model mimics only the qualitative features of co (3), but the actual values of ch3' are themselves quite small; this is a feature of the DA model that remains true for all triangle geometries among those that are taken into account in the double sum in Eq. (26), and thus the total contribution from third-order is itself small within this model. On the other hand, the factorization scheme predicts an angular dependence on ci3) that possesses considerable structure; moreover, there is a large discrepancy between the simulation and the factorization scheme results, especially at the value cos 0= 1. In particular this model gives contributions that are lower than those found (26); the majority of triangles are general, meaning that no two sides of the triangles are equal. A particularly interesting triangle for which the factorization scheme gives a large and negative ci3' is the following:
This is an example of a general triangle and it is formed by RLV's from the first, fourth, and ninth shells (thus it is called [1, 4, 9] according to the terminology introduced at the end of Sec. III). The negative contribution from this triangle accounts for a large part of the overall negative result for the factorization scheme. Unfortunately, no simulation data are currently available for general triangles so that no comparison can be made at present. A somewhat broader comparison of simulation and DA and BHP model results is given in Figs. 9-11. The observation is once again that the DA model accounts only for the qualitative features of the simulation data. The BHP model, on the other hand, shows good agreement with simulation data for small values of ka, but as k increases we observe discrepancies, in particular for the larger values of cos 0.
The main question is therefore this: which of the two approaches that we have considered (DA or BHP) gives the more reliable description of the third-order direct correlation function of a hard-sphere liquid? The negative results obtained for the well-known hard-sphere freezing transition using the factorization scheme seem to suggest that the model itself is inaccurate (if the density-functional theory of freezing is to have any meaning at all.) It should be noted that in their straightforward addition of the thirdorder term using the BHP model for ch3 ', Barrat et al. discovered that the freezing results worsened as the interaction became harder.24 In particular, it was found that the factorization scheme seemed always to favor the bee lattice, not fee. Though this is indeed the case for soft potentials (such as the OCP22), it is also known that inversepower potential systems u(r) -r-" with n > 6 freeze into the close-packed fee lattice. The steepest potential considered by Barrat et al. is the inverse-12 power potential (n = 12), for which the factorization scheme gives the erroneous result that bee is again the most stable structure. It was suggested by Barrat et al. that it would be necessary to include higher (fourth, fifth, etc.) terms in order to stabilize the hard systems into the correct crystalline structure. We essentially accomplish it here, since our theory achieves this goal, albeit in an approximate fashion through the self-consistency condition in the determination of the weighted density. Nevertheless, the BHP model does not lead to freezing for the hardest of all potentials, namely the interaction of impenetrable spheres. This observation seems to suggest that the BHP model itself, though quite satisfactory for soft interactions, becomes increasingly innacurate for hard potentials.
The DA model, on the other hand, has been found to be inadequate for the long-range (soft) Coulomb interaction.22 However, the freezing results we obtain for the hard-sphere system using this model show significant improvement compared with those from previous weighteddensity theories (see Tables I-III) . Though the individual components ch3) (k,k') predicted by the DA model agree with simulation data only qualitatively, it is not unlikely that the total contribution from third order [the double sum in Eq. (26)] is close to the actual value. However, it is clear that a more detailed comparison among various models for ci3' can be made only if more simulation data become available. There still exists a great need for such data.
A final remark should be made regarding the quality of the EMA in lower dimensions. Part of the critisism that density-functional theories have justly received (both second-order and nonperturbative versions) is that they predict a freezing transition for the exactly solvable onedimensional hard-rod system.3' It has been reported to us that the EMA does not suffer from this defect;39 the free energy obtained for a one-dimensional hard-rod crystal through the EMA turns out to be higher than the true free energy, and thus one-dimensional freezing is not predicted by the new theory.
VI. CONCLUSION
We have presented a nonperturbative extension to the density-functional theory of nonuniform liquids which is exact up to third order in the functional expansion of the excess free energy of the nonuniform system but includes, approximately, contributions from all-higher orders-a direct consequence of a self-consistency requirement in the determination of the uniform density onto which the nonuniform density is mapped. The new theory has been applied to the problem of freezing of classical liquids, and in particular the freezing of the classical one-component plasma and the classical hard-sphere system. For the latter we discover that the results are sensitive to the model used for the third-order direct correlation function of the uniform system. We believe that the question of the triplet structure of uniform liquids is now of central importance both to our theory, and to density-functional theory in general, and therefore it merits further study both analytically and through simulation studies.
