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Abstract This paper is devoted to studying the recollement of the categories of finitely generated
modules over finite dimensional algebras. We prove that for algebras A, B and C, if A-mod admits a
recollement relative to B-mod and C-mod, then A[R]-mod admits a recollement relative to B[S]-mod
and C-mod, where A[R] and B[S] are the one-point extensions of A by R and of B by S.
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1 Introduction
Recollements of abelian and triangulated categories play an important role in geometry of
singular spaces, representation theory, ring theory and polynomial functors theory (see [1–4]).
At first, we recall the notion of recollement of abelian categories (see [5] for example).
Definition 1.1. Let A,A′ and A′′ be abelian categories. Then a recollement of A relative to













is given by six additive functors
i = i! : A′ → A; j = j! : A → A′′; i, i! : A → A′; j, j! : A′′ → A,
which satisfy the following three conditions :
(1) (i, i), (i!, i!), (j!, j!) and (j, j) are adjoint pairs ;
(2) i, j! and j are full embeddings ;
(3) ji = 0.
A fundamental example of recollement of abelian categories is due to MacPherson and Vilo-
nen, which appeared in the construction of perverse sheaves[6]. Then Franjou and Pirashvili
gave a necessary and sufficient condition when a recollement can be obtained through the
construction of MacPherson and Vilonen[5]. In this paper, we study the relationship between
recollement of the categories of finitely generated modules and one-point extensions. Our main
result is the following
Theorem 1.2. Let A, B and C be finite dimensional algebras over a field k. Assume that
A-mod admits a recollement relative to B-mod and C-mod,
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where A[R] and B[S] are the one-point extensions of A by R and of B by S.
If C = 0, we have the following consequence obviously.
Collorary 1.3. Let A and B be finite dimensional algebras over a field k, R ∈ A-mod. Then
for a category equivalence F : A-mod ∼= B-mod, there exists a category equivalence ˜F : A[R]-
mod ∼= B[S]-mod with ˜F |A-mod = F , where S = FR.
2 Preliminaries
Throughout this paper, all algebras are finite dimensional associative algebras with 1 over an
arbitrary base field k. Given a k-algebra A, by A-mod we denote the category of finitely
generated left A-modules. For morphisms f ∈ HomA(X,Y ) and g ∈ HomA(Y, Z), we denote
by gf the composition of f and g, by f∗ the map HomA(Z, f) : HomA(Z,X) → HomA(Z, Y ),
and by f∗ the map HomA(f, Z) : HomA(Y, Z) → HomA(X,Z).
Let A be an algebra and R be a finitely generated A-module. Then there is a finite di-







, which is called the one-point extension of A by
R. The category A[R]-mod can be described as follows[7]: the objects are of form (M,V ;ϕ),
where M ∈ A-mod, V ∈ k-mod, ϕ ∈ Homk(V,HomA(R,M)); the morphisms are of form
(f, g) : (M,V ;ϕ) → (M ′, V ′;ϕ′), where f ∈ HomA(M,M ′), g ∈ Homk(V, V ′), such that the
following diagram is commutative
V HomA(R,M)






that is, f∗ϕ = ϕ′g; and the compositions of morphisms are natural. The canonical projection
p : A[R] → A induces an embedding lA: A-mod → A[R]-mod. So we can view A-mod as a full
subcategory of A[R]-mod. That is, for any X in A-mod, we write lA(X) as X inside A[R]-mod.
Let C and D be categories, F : C → D and G : D → C be functors. If there is a natural
equivalence
η = ηM,N : HomD(FM,N) → HomC(M,GN),
we then say that F is left adjoint to G, and G is right adjoint to F . We also say that (F,G)
is an adjoint pair, and call η the adjugant. For X ∈ C, let εX = ηX,FX(idFX) : X → GFX .
Then ε = {εX |X ∈ C} : idC → GF is a natural transformation. We call ε the unit of (F,G).
Similarly, for Y ∈ D, let δY = η−1GY,Y (idGY ) : FGY → Y . Then δ = {δY |Y ∈ D} : FG → idD
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is also a natural transformation. We call δ the counit of (F,G). In the rest of this section, we
recall some properties about adjoint pair, which can be found in [8].
Lemma 2.1. Let (F,G) be an adjoint pair, and η : HomD(FM,N) → HomC(M,GN) be the
adjugant, then
(1) for any α ∈ HomC(M,M ′) and any f ∈ HomD(FM ′, N), we have ηM ′,N(f)α =
ηM,N (fF (α));
(2) for any β ∈ HomD(N,N ′) and any g ∈ HomD(FM,N), we have G(β)ηM,N (g) =
ηM,N ′(βg).
Lemma 2.2. If F : C → D is left or right adjoint to G, then F is a full embedding if and
only if there exists a natural equivalence GF ∼= idC .
Lemma 2.3. Let F : C → D be a full embedding.
(1) If (F,G) is an adjoint pair, then there exists a functor G′ with (F,G′) being an adjoint
pair such that its unit ε′ : idC → G′F is the identity ;
(2) If (H,F ) is an adjoint pair, then there exists a functor H ′ with (H ′, F ) being an adjoint
pair such that its couint δ′ : H ′F → idC is the identity.
3 Proof of main result
Lemma 3.1. Let A and B be finite dimensional k-algebras, F : A-mod → B-mod be an
additive functor. If R ∈ A-mod, and S = FR. Then F induces an additive functor ˜F : A[R]-
mod → B[S]-mod with ˜F |A-mod = F .
Proof. For everyM ∈ A-mod, F induces a k-linear map FM : HomA(R,M) → HomB(S, FM).
For any (M,V ;ϕ) ∈ A[R]-mod, define ˜F (M,V ;ϕ):=(FM,V ;FMϕ). It is easy to see that
˜F (M,V ;ϕ) ∈ B[S]-mod. For any (f, g) ∈ HomA[R]((M,V ;ϕ), (M ′, V ′;ϕ′)), define ˜F (f, g):=
(F (f), g). Then for every v ∈ V , F (f)∗(FMϕ)(v) = F (f)∗(F (ϕ(v))) = F (f)F (ϕ(v)) =
F (fϕ(v)) = F ((f∗ϕ)(v)) = F (ϕ′(g(v))) = ((FM ′ϕ′)g)(v). Thus, F (f)∗(FMϕ) = (FM ′ϕ′)g,
which means that ˜F (f, g) ∈ HomB[S]( ˜F (M,V ;ϕ), ˜F (M ′, V ′;ϕ′)). For another (f ′, g′) ∈
HomA[R]((M ′, V ′; ϕ′), (M ′′, V ′′;ϕ′′)), we have ˜F ((f ′, g′)(f, g)) = ˜F (f ′f, g′g) =(F (f ′f), g′g) =
˜F (f ′, g′) ˜F (f, g). And ˜F (idM , idV ) = (F (idM ), idV ) = (idFM , idV ). So ˜F is a functor.
For any (f1, g1), (f2, g2) ∈ Hom A[R]((M,V ;ϕ), (M ′, V ′;ϕ′)), ˜F ((f1, g1) + (f2, g2)) = ˜F (f1 +
f2, g1 + g2) = (F (f1 + f2), g1 + g2) = (F (f1) + F (f2), g1 + g2) = (F (f1), g1) + (F (f2), g2) =
˜F (f1, g1) + ˜F (f2, g2). So ˜F is an additive functor.
It is easy to see that ˜F |A-mod = F .
Lemma 3.2. Let A and B be finite dimensional k-algebras, F : A-mod → B-mod and G : B-
mod → A-mod be additive functors. Let R ∈ A-mod, and S = FR. If (F,G) is an adjoint pair
with the unit ε satisfying εR = idR, denoting by ˜F , ˜G the additive functors, being the same
as those in Lemma 3.1, induced by F,G respectively, then ( ˜F , ˜G) is an adjoint pair between
A[R]-mod and B[S]-mod.
Proof. Since εR = idR, we have GFR = R. So GS = R. By Lemma 3.1, additive functors F
and G induce additive functors ˜F : A[R]-mod → B[S]-mod and ˜G : B[S]-mod → A[R]-mod re-
spectively. For M ∈ A-mod, N ∈ B-mod, denote by τM,N : HomA(M,GN) → HomB(FM,N)
the inverse of natural equivalence ηM,N : HomB(FM,N) → HomA(M,GN).
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First we define a map η̃ : HomB[S]( ˜F (M,V ;ϕ),(N,W ;ψ))→HomA[R]((M,V ;ϕ), ˜G(N,W ;ψ)).
For any (f, g) ∈ HomB[S]( ˜F (M,V ;ϕ), (N,W ;ψ)), where f ∈ HomB(FM , N), g ∈ Homk(V,W ),
define η̃(f, g) := (ηM,N (f), g). In order to show η̃(f, g) ∈ HomA[R]((M,V ;ϕ), ˜G(N,W ;ψ)), we








i.e., ηM,N (f)∗ϕ = (GNψ)g, where GN is the k-linear map HomB(S,N) → HomA(R, GN)
induced by G. According to the definition of (f, g), we have f∗FMϕ = ψg. Then GNf∗FMϕ =
GNψg. So we only need to show ηM,N (f)∗ = GNf∗FM . That is, ηM,N (f)α = G(fF (α)) for
any α ∈ HomA(R,M). In fact, let β = fF (α) ∈ HomB(S,N). We have ηM,N (f)α = ηR,N (β),
and G(β)ηR,FR(idFR) = ηR,N (β) by Lemma 2.1. Since εR = idR, i.e. ηR,FR(idFR) = idR, we
have G(fF (α)) = G(β) = ηR,N (β) = ηM,N (f)α.
Also we define a map τ̃ : HomA[R]((M,V ;ϕ), ˜G(N,W ;ψ))→HomB[S]( ˜F (M,V ; ϕ), (N,W ;ψ)).
For any (h, i) ∈ HomA[R]((M,V ;ϕ), ˜G(N,W ;ψ)), where h ∈ HomA(M, GN), i ∈ Homk(V,W ),
we define τ̃ (h, i) := (τM,N (h), i). In order to show τ̃ (h, i) ∈ HomB[S]( ˜F (M,V ; ϕ), (N,W ;ψ)),








that is, τM,N (h)∗FMϕ(v) = ψi(v) for every v ∈ V . In fact, let α = ϕ(v) ∈ HomA(R,M),
β = ψi(v) ∈ HomB(S,N). Similar to Lemma 2.1, for natural equivalence τM,N , we obtain
that τM,N (h)F (α) = τR,N (hα) and βτR,FR(idR) = τR,N (G(β)). Since εR = idR, we have
τR,FR(idR) = idFR. Then β = τR,N (G(β)). On the other hand, according to the definition
of (h, i), we have h∗ϕ = GNψi. Thus, τM,N (h)∗FMϕ(v) = τM,N (h)F (ϕ(v)) = τM,N (h)F (α) =
τR,N (hα) = τR,N (hϕ(v)) = τR,N (h∗ϕ(v)) = τR,N (GNψi(v)) = τR,N (G(ψi(v))) = τR,N (G(β)) =
β = ψi(v).
Next we claim that η̃ is a bijection. In fact, for any (f, g) ∈ HomB[S]( ˜F (M,V ;ϕ), (N,W ;ψ)),
we have τ̃ η̃(f, g) = τ̃ (ηM,N (f), g) = (τM,NηM,N (f), g) = (f, g). So τ̃ η̃ = id. Similarly η̃τ̃ = id.
Then we prove that η̃ is a natural transformation.
For any (a, b) ∈ HomA[R]((M,V ;ϕ), (M ′, V ′;ϕ′)), we claim that the following diagram is
commutative
HomB[S]( ˜F (M ′, V ′;ϕ′), (N,W ;ψ)) HomA[R]((M ′, V ′;ϕ′), ˜G(N,W ;ψ))





( ˜F (a, b))∗ (a, b)∗
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In fact, for any (f, g) ∈ HomB[S]( ˜F (M ′, V ′;ϕ′), (N,W ;ψ)), we have ηM ′,N (f)a = ηM,N (fF (a))
by Lemma 2.1, where f ∈ HomB(FM ′, N). So (a, b)∗η̃(f, g) = (a, b)∗(ηM ′,N (f), g) = (ηM ′,N (f),
g)(a, b) = (ηM ′,N(f)a, gb) = (ηM,N (fF (a)), gb) = η̃(fF (a), gb) = η̃((f, g)(F (a), b)) = η̃( ˜F (a,
b))∗(f, g). That is, (a, b)∗η̃ = η̃( ˜F (a, b))∗. Hence η̃ is natural in the first variable.
For any (a′, b′) ∈ HomB[S]((N,W ;ψ), (N ′,W ′;ψ′)), we claim that the following diagram is
commutative
HomB[S]( ˜F (M,V ;ϕ), (N,W ;ψ)) HomA[R]((M,V ;ϕ), ˜G(N,W ;ψ))





(a′, b′)∗ ( ˜G(a′, b′))∗
In fact, for any (f ′, g′) ∈ HomB[S]( ˜F (M,V ;ϕ), (N,W ;ψ)), we haveG(a′)ηM,N (f ′)=ηM,N ′(a′f ′)
by Lemma 2.1, where f ′ ∈ HomB(FM,N). So ( ˜G(a′, b′))∗η̃(f ′, g′) = (G(a′), b′)∗(ηM,N (f ′), g′)
= (G(a′)ηM,N (f ′), b′g′) = (ηM,N ′(a′f ′), b′g′) = η̃(a′f ′, b′g′) = η̃(a′, b′)∗(f ′, g′). That is, ( ˜G(a′,
b′))∗η̃ = η̃(a′, b′)∗. Hence η̃ is natural in the second variable.
Therefore, ( ˜F , ˜G) is an adjoint pair.
Lemma 3.3. Let A and C be finite dimensional k-algebras, F : A-mod → C-mod and G : C-
mod → A-mod be additive functors. Then, for R ∈ A-mod, F and G induce additive functors
˜F : A[R]-mod → C-mod and ˜G : C-mod → A[R]-mod respectively such that ˜F |A-mod = F and
˜F ˜G = FG. Moreover, if (F,G) is an adjoint pair, then ( ˜F , ˜G) is also an adjoint pair.
Proof. We define ˜F (M,V ;ϕ) := FM and ˜F (f, g) := F (f), where (M,V ;ϕ) ∈ A[R]-mod
and (f, g) ∈ HomA[R]((M, V ;ϕ), (M ′, V ′;ϕ′)). It is easy to see that ˜F : A[R]-mod → C-mod
is an additive functor. We define ˜GN := (GN,HomA(R,GN), idHomA(R,GN)) and ˜G(g) :=
(G(g), (G(g))∗), where N ∈ C-mod and g ∈ HomC(N,N ′). It is easy to see that ˜G : C-mod →
A[R]-mod is an additive functor. By the definition, we have ˜F |A-mod = F , and ˜F ˜G = FG.
Now let η be the adjugant of adjoint pair (F,G). We want to show that ( ˜F , ˜G) is an adjoint
pair. First, we define the map η̃ : HomC( ˜F (M,V ;ϕ), N) → HomA[R]((M,V ; ϕ), ˜GN) as follows:
for any f ∈ HomC( ˜F (M,V ;ϕ), N), define η̃(f) := (ηM,N (f), ηM,N (f)∗ϕ). Let τ be the inverse
of η. Also we define a map τ̃ : HomA[R]((M,V ;ϕ), ˜GN) → HomC( ˜F (M,V ;ϕ), N). For any
(g, h) ∈ HomA[R]((M,V ;ϕ), ˜GN), we have h= g∗ϕ. So the morphisms in HomA[R]((M,V ;ϕ),
˜GN) are of form (g, g∗ϕ), where g ∈ HomA(M,GN). We define τ̃ (g, g∗ϕ) := τM,N (g) for any
(g, g∗ϕ) ∈ HomA[R]((M,V ;ϕ), ˜GN). Thus, τ̃ η̃(f) = τ̃ (ηM,N (f), ηM,N (f)∗ϕ) = τM,NηM,N (f) =
f , so τ̃ η̃ = id. Similarly η̃τ̃ = id. Hence η̃ is a bijection. Next we prove that η̃ is a natural
transformation.
For any (a, b) ∈ HomA[R]((M,V ;ϕ), (M ′, V ′;ϕ′)), we want to show the following diagram is
commutative
HomC( ˜F (M ′, V ′;ϕ′), N) HomA[R]((M ′, V ′;ϕ′), ˜GN)





( ˜F (a, b))∗ (a, b)∗
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In fact, according to the definition of (a, b) we have a∗ϕ = ϕ′b. And for any f ∈HomC( ˜F (M ′, V ′;
ϕ′), N) = HomC(FM ′, N), we have ηM ′,N (f)a=ηM,N(fF (a)) by Lemma 2.1. Then (a, b)∗η̃(f)
= (a, b)∗(ηM ′,N(f), ηM ′,N(f)∗ϕ′) = (ηM ′,N(f)a, ηM ′,N (f)∗ϕ′b) = (ηM ′,N(f)a, ηM ′,N (f)∗a∗ϕ) =
(ηM ′,N (f)a, (ηM ′,N(f)a)∗ϕ)=(ηM,N (fF (a)), ηM,N (fF (a))∗ϕ)= η̃(fF (a)) = η̃( ˜F (a, b))∗(f). So
(a, b)∗η̃ = η̃( ˜F (a, b))∗.
For any c ∈ HomC(N,N ′), we want to show the following diagram is commutative
HomC( ˜F (M,V ;ϕ), N) HomA[R]((M,V ;ϕ), ˜GN)






In fact, for any f ∈ HomC( ˜F (M,V ;ϕ), N)=HomC(FM,N), we have G(c)ηM,N (f)=ηM,N ′(cf)
by Lemma 2.1. Then ( ˜G(c))∗η̃(f) = (G(c), (G(c))∗)(ηM,N (f), ηM,N (f)∗ϕ) = (G(c)ηM,N (f),
(G(c)ηM,N (f))∗ϕ) = (ηM,N ′(cf), (ηM,N ′(cf))∗ϕ) = η̃(cf) = η̃c∗(f). So ( ˜G(c))∗η̃ = η̃c∗.
Therefore, ( ˜F , ˜G) is an adjoint pair.
Lemma 3.4. Let A, C be finite dimensional k-algebras, H : C-mod → A-mod and F : A-
mod → C-mod be additive functors. Assume that R ∈ A-mod, then H and F induce additive
functors ˜H : C-mod → A[R]-mod and ˜F : A[R]-mod → C-mod respectively, which satisfy
˜F |A-mod = F , ˜F ˜H = FH, and ˜H = EH, where E : A-mod → A[R]-mod is the natural
inclusion. Moreover, if (H,F ) is an adjoint pair, then ( ˜H, ˜F ) is also an adjoint pair.
Proof. We define ˜H(M) := (HM, 0; 0) and ˜H(f) = (H(f), 0), where M ∈ C-mod and
f ∈ HomC(M,M ′). Then it is easy to see that ˜H : C-mod → A[R]-mod is an additive functor.
The functor ˜F : A[R]-mod → C-mod is defined as same as in Lemma 3.3. It is obvious that
˜F |A-mod = F , ˜F ˜H = FH , and ˜H = EH .
Now, let η be the adjugant of adjoint pair (H,F ). We want to show ( ˜H, ˜F ) is also an adjoint
pair. First we define a map η̃ : HomA[R]( ˜HM, (N,W ;ψ)) → HomC(M, ˜F (N,W ;ψ)). Clearly,
the morphisms in HomA[R]( ˜HM, (N,W ;ψ)) are of form (f, 0), where f ∈ HomA(HM,N).
Define η̃(f, 0) := ηM,N (f). Then η̃ is a bijection. Next we want to show that η̃ is a natural
transformation.
For any a ∈ HomC(M,M ′), we claim that the following diagram is commutative
HomA[R]( ˜HM ′, (N,W ;ψ)) HomC(M ′, ˜F (N,W ;ψ))






In fact, for any (g, 0) ∈ HomA[R]( ˜HM ′, (N,W ;ψ)), we have ηM ′,N (g)a = ηM,N (gH(a)) by
Lemma 2.1, where g ∈ HomA(HM ′, N). Then a∗η̃(g, 0) = a∗ηM ′,N (g) = ηM ′,N (g)a =
ηM,N (gH(a)) = η̃(gH(a), 0) = η̃( ˜H(a))∗(g, 0). So a∗η̃ = η̃( ˜H(a))∗.
For any (b, c) ∈ HomA[R]((N,W ;ψ), (N ′,W ′;ψ′)), we claim that the following diagram is
commutative
382 LIN YaNan & LIN ZengQiang
HomA[R]( ˜HM, (N,W ;ψ)) HomC(M, ˜F (N,W ;ψ))





(b, c)∗ ( ˜F (b, c))∗
In fact, for any (f, 0) ∈ HomA[R]( ˜HM, (N,W ;ψ)), we have F (b)ηM,N (f) = ηM,N ′(bf) by
Lemma 2.1, where f ∈ HomA(HM,N). Then ( ˜F (b, c))∗η̃(f, 0) = F (b)ηM,N (f) = ηM,N ′(bf) =
η̃(bf, 0) = η̃(b, c)∗(f, 0). So ( ˜F (b, c))∗η̃ = η̃(b, c)∗.
Therefore, ( ˜H, ˜F ) is an adjoint pair.
Proof of Theorem 1.2. For the adjoint pair (i, i), denote by η its adjugant, by ε the unit and
by δ the counit. Additionally, denote by ε′ the unit of the adjoint pair (i!, i!). Since i = i! is
a full embedding, we can assume that i!i! = idB-mod, ii = idB-mod according to Lemma 2.3.
Then, we have ε′S = idS , and δS = idS , which implies that η
−1(idR) = η−1(idiS) = δS = idiR.
So εR = η(idiR) = idR. Thus, by Lemma 3.2, there exist adjoint pairs (˜i, ˜i) and (˜i!, ˜i!), where
˜i = ˜i!. Moreover, we have ˜i!̃i! = idB[S]-mod, ˜i˜i = idB[S]-mod. Therefore,˜i is a full embedding
by Lemma 2.2.
By Lemma 3.3, the adjoint pair (j, j) induces adjoint pair (˜j,˜j) with ˜j˜j = jj. By
Lemma 3.4, the adjoint pair(j!, j!) induces an adjoint pair (˜j!,˜j!) with ˜j!˜j! = j!j!. Since j and
j! are full embeddings, we obtain that ˜j and ˜j! are full embeddings by Lemma 2.2.
Since ji = 0, we have ˜j˜i = 0. In fact, for any (M,V ;ϕ) ∈ B[S]-mod, ˜j˜i(M,V ;ϕ) =
˜j(iM,V ; iMϕ) = jiM = 0.
Consequently Theorem 1.2 holds.
Remark. We can see from the proof of Theorem 1.2 that the six functors in the recollement
are as follows:
˜i(M,V ;ϕ) = (iM,V ; iMϕ); ˜i(N,W ;ψ) = (iN,W ; iNψ); ˜i
!(M,V ;ϕ) = (i!M,V ; i!Mϕ);
˜j!(M ′) = (j!M ′, 0; 0); ˜j(M,V ;ϕ) = jM ; ˜j(M ′) = (jM ′, 0; 0).
For the last one, ˜j(M ′)=(jM ′,HomA(R, jM ′), idHomA(R,jM ′))=(jM
′, 0; 0), since HomA(R,
jM
′) = HomA(iS, jM ′) ∼= HomC(jiS,M ′) = 0.
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