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This paper develops new duality relations in linear programming which give 
new economic interpretations to the dual problem. These duality relations 
are part of a new closed-form solution to an economically interesting class 
of linear programming problems. A generalization of these results to geometric 
programming is announced, and potential extensions to integer programming 
as well as potential applications to stochastic programming are indicated. 
1. INTRODUCTION 
In linear programming there are well-known economic interpretations for 
optimal solutions to the dual problem (Von Neumann [25], Gale, Kuhn, and 
Tucker [12], Goldman and Tucker [14]). With those interpretations in mind, 
dual optimal solutions have been termed “shadow price vectors” [14] and 
“equilibrium price vectors” ([lo], [ll]). I n searching through the literature 
([l], [3]-[5], [6], [IO]-[18], [21], [22], [24], [26]) the author has not found 
comparable economic interpretations for either nonoptimal dual feasible 
solutions or dual infeasible solutions. Such economic interpretations, inclu- 
ding the classical interpretations, follow from the mathematical theory 
developed here. 
An additional byproduct of this theory is a simple algorithm for solving 
an economically interesting class of linear programming problems. This 
algorithm is simple in that it does not require pivoting or, for the most part, 
even elementary linear algebra. Actually, it provides rather simple formulas 
that give the optimal value and the optimal solution set for each problem in the 
class. The formula for the optimal value is identical to the dual objective 
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function restricted to the dual feasible solution set, and hence furnishes an 
economic interpretation for that function. The formula for the optimal solu- 
tion set is given in terms of a “complementary slackness” principle, which 
sheds additional light on the economic nature of the classical complementary 
slackness principle [4, 141. Moreover, a slight modification of these formulas 
gives the optimal value and the optimal solution set for a related class of 
integer programming problems. Both sets of formulas may be of some aid 
in studying corresponding classes of stochastic programs. 
Most of the theorems given here, including the simple algorithm, can be 
generalized to “geometric programming” ([7], [20]) and “convex program- 
ming under convex perturbations” ([21], [22]). Those generalizations are 
given in [19] rather than here because their proofs require the theory of 
“conjugate convex functions” ([9], [23]). Thus, the author has decided to 
devote this paper to the linear programming case only, because its proof 
requires little more than the tools of linear algebra. 
This paper is self-contained except for the classical duality theorems of 
linear programming, which are stated here for easy reference but are only 
partially proved. However, the proofs for many of the new theorems given 
here, including the simple algorithms, do not utilize the classical theory. 
2. DUAL FAMILIES OF LINEAR PROGRAMMING PROBLEMS 
Let a be a fixed vector in E, , M a fixed n x m real matrix, b a fixed 
vector in E,, , and u a vector parameter in E,,; and consider the following 
family A, of linear programming problems i2,(u). 
PROBLEM A,(u). Using the “feasible solution” set 
S(u)={x~E,JMx+q=b-uundx,q >O>, 
calculate both the “problem injimum” 
and the “optimal solution” set 
S*(u) = ix E S(u) I (a, x> = n(u)>. 
For a given u, problem A,(u) is either “consistent” or “inconsistent,” 
depending on whether the feasible solution set S(u) is nonempty or empty. 
It is, of course, obvious that the family A, contains infinitely many consistent 
problems A,(u). The domain of the i&mum function v1 is taken to be the 
corresponding nonempty set U of all vectors u for which A,(u) is consistent. 
Thus, the range of p1 may contain the point - CO; but if R(U) = .- co, then 
the optimal solution set S*(u) is clearly empty. 
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Closely related to the family A, is the following family B, of linear pro- 
gramming problems B,(v). 
PROBLEM B,(v). Using the “feasible solution” set 
T(v)={yEE,( -A!Ty+~=a-vm4fy,5,>,0}, 
calculate both the “problem infimum" 
and the “optimal solution” set 
T*(v) = IY E T(v) I (b, Y> = AW- 
Families A, and B, are clearly of the same type, so the observations made 
about A, are equally valid for B, . 
Notice how B, is obtained from A,; the matrix M is replaced by its negative 
transpose - M’, and the roles of a and b are interchanged. Hence, it is clear 
that the family obtained by applying the same transformation to B, is again 
A, . Because of this symmetry, A, and B, are termed &al families of linear 
programming problems. 
Each of the dual families A, and B, contains a problem of special interest, 
namely, problems A,(O) and B,(O). Due to the apparent symmetry between 
them, A,(O) and B,(O) are termed dual problems. To avoid confusion, it is 
important to bear in mind that problems A,(u) and B,(v) are termed dual 
problems only when u and v are zero. 
However, problem A,(u) does have a dual problem, and it can be obtained 
by observing that A,(u) is essentially problem A,(O) with b replaced by 
b - u. Thus, the dual of problem A,(u) is problem B,(O) with b replaced by 
b - u. Notice that this dual problem has the same feasible solution set T(0) 
as the dual problem B,(O); only the “objective function” (b, y) for B,(O) is 
altered to give the objective function (b - u, y) for the dual of A,(u). 
Hence, one might expect the feasible solution set T(0) for dual problem 
B,(O) to play an important role in a study of the family A, . This expectation 
is confirmed by the results to be obtained here (see Section 6). 
Because of the symmetry between the families A, and B, , it is clear that 
problem B,(v) also has a dual: namely, problem A,(O) with a replaced by 
a - v. The analogs of the remarks made about problem A,(u) and its dual 
are left to the reader. 
The dual problems A,(O) and B,(O) are not essentially different from the 
classical symmetrical dual linear programming problems studied in [25, 12, 
4, 141. Unlike the classical formulation, the preceding formulation has the 
property that both a problem and its dual are minimization problems. This 
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property is a convenience when it comes to comparing duality in linear 
programming with duality in geometric programming [19]. 
The symmetry between families A, and Br induces a symmetry on the 
theory that relates A, to B, . Thus, each mathematical statement about A, and 
B, automatically produces an equally valid “dual statement” about B, and 
A, . To be concise, our attention will be focused on the family A,, and 
each dual statement will be left to the reader’s imagination. 
It is well-known that each linear programming problem can be put into 
the form of problem A,(O). Classically, each consistent problem A,(O) is 
embedded in its corresponding family A, in order to study the effect of a 
small “perturbation” u on A,(O). Of special interest is the “directional 
derivative” of the infimum function r++ in an arbitrary direction d at 0. This 
directional derivative 
D&J,l(o) = litit+ cpl(sd) ; YJ1(o) 
is, of course, intimately related to the “subgradient” set of vr at 0, namely, 
%J~(O) = {Y E ~3, I ~(4 3 ~40) + (Y, u> for each u E V. 
In particular, Rockafellar has recently shown in a more general context 
([21], [22]) that qr is convex, and hence that 
by virtue of Fenchel’s convex calculus ([9], [23]). Previously, it was known 
that an(O) has an economic interpretation as the set of “equilibrium price” 
vectors for problem A,(O). In addition, it was known that $J~(O) is identical 
to both the set of Lagrange multiplier vectors for problem A,(O) and the 
optimal solution set T*(O) for the dual problem B,(O). These relationships 
also follow from the theory to be developed here and are discussed more 
thoroughly in Section 8. 
Unlike the classical work, this paper does not focus entirely on those 
problems A,(u) for small perturbations u, but considers the whole family 
A, . In carrying out this global analysis, the nonoptimal feasible solutions 
and even the infeasible solutions to the dual problem B,(O) play an important 
role. 
These preliminary remarks are the only prerequisites for the motivational 
discussion provided in the next section. 
3. THREE ECONOMICS PROBLEMS IN MANAGEMENT SCIENCE 
To help motivate the theory to be developed here, consider the following 
classical economic interpretation for problem A,(O). Thus, suppose that 
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Zener Corporation is capable of manufacturing m different products from n 
different raw materials, and assume that Mij is the quantity of raw material i 
required to manufacture a unit amount of product j. In addition, let aj be the 
difference between Zener Corporation’s cost of marketing a unit amount of 
product j and the price it receives for a unit amount of product j, and suppose 
that the “consumer market” can absorb an arbitrarily large quantity of each of 
Zener Corporation’sproducts. Also, let bi denote the quantity of raw material i 
that is available in Zener Corporation’s warehouses, and assume for the moment 
that Zener Corporation wants to know how much of each product it should 
manufacture from its warehouse supply of raw materials in order to minimize its 
cost, or equivalently maximize its return revenue. 
It is then clear that Zener Corporation should solve problem /l,(O), with 
the component xi of the “solution” vector x to be interpreted as the number 
of units of product j being considered for production. To be “feasible,” a 
solution x (sometimes called a “product mix”) must afortiori satisfy the 
constraint x > 0 and must also satisfy the raw material constraint 
Mx + q = b, where the “slack” vector variable q must satisfy the condition 
rl > 0. Thus, the component vi of q is to be interpreted as that portion of the 
quantity bi of raw material i that is not consumed in producing the product 
mix x. Among all feasible solutions x, Zener Corporation should choose an 
“optimal” solution x* that minimizes its cost (a, x) or equivalently maximi- 
zes its return revenue (- a, x). 
Problem lz,(O) is clearly consistent in the rather common case that b > 0. 
In solving a consistent problem A,(O), Z ener Corporation should probably 
use George Dantzig’s “simplex algorithm” [2] or one of its variants ([3], 
[13], [24]). It is well-known that the application of such an algorithm to 
problem a,(O) automatically produces all optimal solutions to the dual 
problem B,(O) and hence an analysis of ql(u) for small perturbations u. Thus, 
Zener Corporation could arrive at an optimal solution x* to its problem 
A,(O) and in the process be able to estimate the change vr(u) - v,(O) in its 
minimum cost if it were to perturb its warehouse store of raw materials by 
the amount u. It is, of course, clear that a negative value for ui is tantamount 
to acquiring - ui additional units of raw material i and that a positive value 
for ui is equivalent to relinquishing ui units of raw material i. 
If all components of u are negative, it is obvious that S(O)CS(u) and 
hence that r,.+(u) < vr(O), with strict inequality in the likely circumstance 
that M > 0 and a > 0. Thus, it may seem that Zener Corporation should 
not be content with implementing an optimal solution to problem A,(O), but 
should acquire additional quantities of each raw material in order to lower 
its minimum cost. However, such reasoning is clearly fallacious, except in the 
unusual event that the extra quantities can be acquired at no additional cost. 
In the more usual event that Zener Corporation has to pay ai dollars to 
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acquire each additional unit of raw material i, its total minimum cost would 
be pl(u) - (a, u), which may or may not be smaller than pi(O). 
In the other extreme case, namely, the case in which all components of u 
are positive, it is obvious that S(u) C S(0) and hence that ~~(0) < &u), 
still with strict inequality in the likely circumstance that M > 0 and a > 0. 
Thus, it may seem that Zener Corporation should never relinquish quantities 
of its stored raw materials if it wants to lower its total minimum cost, but 
such reasoning is just as fallacious as before, except in the unusual event that 
its stored raw materials can not be sold. In the more usual event that Zener 
Corporation can sell a unit of raw material i for 01~ dollars, its total minimum 
cost would once again be given by the formula vi(u) - (a, u), which may 
or may not be smaller than p,(O). 
In the intermediate case, in which some components of u are negative 
and some are positive, it is clear that the total minimum cost is still given by 
the formula vl(u) - (a, u), provided that raw material i can be bought or 
sold for 01~ dollars per unit quantity on the “raw material market”. Moreover, 
it is clear that vi(u) - (a, u) still may or may not be smaller than vr(O), 
depending on a and u. 
In the rather common circumstance that Zener Corporation has essentially no 
injluence in determining the raw material market price vector a, what plan should 
Zener Corporation use to achieve its lowest possible total minimum cost? Clearly, 
one possible plan is to adjust u so that or - (a, u) is as small as possible. 
But this is equivalent to solving problem A,(O) only in the rather unlikely 
occurrence that a is an “equilibrium price vector” for problem A,(O); that is, 
vl(u) - (a, u) is minimized by setting u = 0, in which case there is no 
economic incentive for Zener Corporation to perturb its warehouse store of 
raw materials. Thus, Zener Corporation is not necessarily using an “optimal 
plan” when it solves only problem A,(O). But to adjust u so that&u) - (a, u) 
is minimized seems to require much more effort than that involved in solving 
only problem A,(O) by the simplex method. It seems that the simplex method 
would generally have to be repeated many times in order to construct the 
function v1 . Even then the simplex method would not be directly applicable 
to minimizing vi(u) - (a, u}, because vr is not generally linear, but only 
piecewise linear (see Section 6). The remarkable fact is that with a relatively 
weak hypothesis the more relevant and apparently more difficult problem of 
minimizing pr(u) - (a, u) is actually much easier to solve in general than 
problem A,(O), and the demonstration of this fact is the key to the main 
results of this paper. Actually, simple formulas for the minimum value of 
vi(u) - (a, u), all optimal u, and corresponding optimal x will be obtained 
in terms of a. 
The required relatively weak hypothesis is that the raw material market 
can either supply or absorb an arbitrarily large quantity of each raw material i 
409/30/I-12 
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at the fixed, but arbitrary, price ai . For purposes of easy reference and 
mathematical precision, the resulting economics problem of minimizing 
vi(u) - (‘u, u) can be formally stated as 
PROBLEM A,(a). Using the “feasible perturbation” set 
U = {u E E,, / S(u) is not empty), 
calculate both the “problem injimum” 
q+(a) = i~&{g+(u) - <a, u>i 
and the “optimal perturbation” set 
U*(a) = {u E U 1 q+(u) - (a, uj = &a)}. 
In addition, given u* E U*(a), calculate the optimal solution set 
S*(u*) = {x E S(u*) 1 (a, x) = cpl(u*)}. 
As pointed out earlier, the feasible perturbation set U is not empty, and 
hence problem A*(a) is consistent for each a in E, . Thus, the domain of the 
infimum function ~a is all of E, . Note, however, that the range of va may 
contain the point - cc. But in contrast to problem A,(u), observe that the 
optimal perturbation set U*(a) for A*(a) need not be empty even though 
tp2(a) = - CO. Nevertheless, it is clear that the optimal solution set S*(u*) 
must be empty when &a) = - co. 
It is generally useful to view the infimum function ~a (actually - ~a) as 
the “conjugate” of the infimum function pi . In fact, much of the theory to be 
developed here can be established by exploiting the general properties 
(m [231) f o con’u a e convex functions. But the powerful tools of conjugate J g t 
function theory are not really needed in the strictly linear framework of this 
paper and would only serve to obscure the real essentials. Nevertheless, the 
more direct techniques to be used here do not seem to generalize to the more 
general convex framework of geometric programming. Hence, conjugate 
function theory is used in [19] even though it is not used here. The more 
direct techniques to be used here consist of reformulating the nonlinear 
programming problem A,(a) to obtain an equivalent linear programming 
problem A(a) whose solution can be obtained by methods more elementary 
than the simplex method. The possible simplifications resulting from this 
approach were first realized during a helpful conversation with James H. 
Case. 
To motivate problem A(a), observe that A,(a) is the second stage of a two- 
stage sequential minimization problem: first minimize Zener Corporation’s 
“production” cost (a, x) by adjusting its product mix x subject to the 
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feasibility constraint x E S(u) to obtains its minimum production cost 
vr(u) for each u E U, and then minimize its total minimum cost p)l(u) - {a, u) 
by adjusting its raw material perturbation u subject to the feasibility constraint 
u E U to obtain its minimum total minimum cost q+(a). From Zener Corpora- 
tion’s point of view this sequential minimization problem clearly seems to have 
no more economic relevance than the more easily stated nonsequential 
minimization problem: minimize Zener Corporation’s total cost 
(a, x) - (a, u) by simultaneously adjusting its product mix x and its raw 
material perturbation u subject to the feasibility constraint x E S(u) to 
obtain its minimum total cost. 
For purposes of easy reference and mathematical precision, the preceding 
nonsequential minimization problem is stated formally as 
PROBLEM A(a). Using the “feasible strategy” set 
W={(x,u)~E,,+,~dlx+~=b-uandx,q>O}, 
calculate both the “problem infimum” 
da) = c,i$w{<a, x> - <a, u>l 
and the “optimal strategy” set 
W*(a) = {(x, u) E W I <a, x> - (a, u> = a(a)). 
Notice that this problem [unlike problem &(a)] is a linear programming 
problem. Moreover, it is obvious that this problem is consistent for each 
a E E,, . Thus, the domain of the infimum function v consists of all of E, , 
and the range of v may, of course, contain the point - co; but if 91(a) = - co, 
then the optimal strategy set W*(a) must clearly be empty. 
Obviously, problems &(a) and A( ) a are closely related. Thus it is 
easily seen that pa(a) = p(a), but the connections between the optimal sets 
U*(a), S*(u*), and W*( a are not as easily seen without the classical duality ) 
theory of linear programming and some resulting properties of the family A, 
of linear programming problems A,(u). The relevant classical theory is 
reviewed in Section 5, and the resulting properties of A, are derived in 
Section 6. Hence, the precise relationships between A,(a) and A(a) are not 
brought to light until Section 7. But it should be mentioned now that those 
relationships show that the two problems are equivalent in the sense that a 
solution of either one automatically provides a solution of the other. This is 
important because the first theorem established in the next section provides 
an elementary and complete solution of problem A(a). 
The reader may wonder why the more difficult (but not more economically 
relevant) problem &(a) is even introduced. The answer is that it is directly 
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concerned with perturbation theory and hence with the classical economic 
interpretation of duality given in Section 8. 
4. AN ELEMENTARY SOLUTION OF PROBLEM A(a) 
For purposes of solution expediency, the nonsequential minimization 
problem -4(a) has an important advantage over the sequential minimization 
problem &(a) in that A(a) is a linear programming problem, actually one 
that is extremely easy to solve with only the tools of elementary linear algebra. 
The results of the solution can be conveniently summarized as 
THEOREM 4A. The feasible strategy set IV is a nonempty convex polyhedral 
set, and hence problem .4(a) is consistent for each a E E,, . Moreover, the injimum 
cp(a) for problem d(a) isfinite if, and only if, a 2 0 and a + M’a > 0, in which 
case 
(9 v(a) + (b, a> = 0, 
(ii) the optimal strategy set W*(a) is the nonempty convex polyhedral set 
!cx, u) E IV 1 sj = 0 for each j E P(a + M’a), and 
bi - 1 M,~N~ - ui = ofor each i E S(a)1 , 
j=l 
where P(z) denotes the integer set (k 1 .z~ > 0). 
The remaining case (in which cp(a) = - 03) is covered by the following two 
possibilities : 
(I) Suppose that some component of a, say the ith component ai , is negative, 
and let ei be the unit vector with all components except the ith equal to zero. If  
(x0, u”) is a feasible strategy, then so is (x0, u” - ATei) for each 47 >, 0, and 
q(a) = $ym{(a, x0> - (a, u” - ATei>) = - co. 
(II) Suppose that some component of a + M’a, say the jth component 
aj + xy=, M+x( , is negative, and let Mi be the jth column vector of the matrix 
M. If (x0, ~0) is a feasible strategy, then so is (x0 + Axe’, u” - Ax Mj) for 
each Ax > 0, and 
v(a) = Llm{(a, x0 + Axei) - (a, u” - AxMr)) = - CO. 
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Proof. The feasible strategy set W is clearly convex and polyhedral, and it 
is nonempty because the point (0, b) E W. 
To prove the remaining assertions, solve the constraint equation 
Mx + q = b - u for u in terms of x and q, and then substitute the result 
u = b - Mx - rl into the objective function (a, x) - (a, u) to deduce that 
v(a) = xi;t,{(a, x) - (a, b - &IX - Q>. 
3 A 
Now this equation is clearly equivalent to the equation 
p(a) = xi;lO{(a, rl) + <a + M’a, xl) - (b, a>} 
9 I 
from which the remaining assertions easily follow. Thus, if a > 0 and 
a + M’a > 0, then (a, q) + (a + M‘a, x) - (b, a) > - (b, a) when 
x, n > 0; with equality holding if, and only if, xi = 0 for eachj E P(a + M’a) 
and Q = 0 for each i E 9(a). If ai < 0 for some i, let Q -+ + co to show that 
q(a) = - co; if a, + xr=, M,p, < 0 for somej, let xi + + co to show that 
v(a) = - 00. This completes the proof of Theorem 4A. 
Notice that the solution to problem A(a) is intimately related to the dual 
problem B,(O). Thus, Theorem 4A can be summarized by the following 
statement. The infimum p(a) for problem A(a) is finite if, and only if, the 
vector y = a is a feasible solution for the dual problem B,(O), in which case 
(i) p(a) is related to the objective function for the dual problem B,(O) by the 
formula y(a) + (b, a) = 0, (ii) a feasible strategy (x, u) E W is optimal if, 
and only if, it satisfies the “complementary slackness” conditions: either 
aj + Cy=, Mijai = 0 or &Xj = 0 for j = 1,2 ,..., m, and either ai = 0 or 
bi - E:j”=l Mij~j - Ui = 0 for i = 1,2,..., n. Classically, the complementary 
slackness conditions play an important role in characterizing the optimal 
solution sets for each dual pair of linear programming problems. In this 
respect, it should be mentioned that the complementary slackness conditions 
given in the preceding theorem are not the complementary slackness condi- 
tions corresponding to problem A,(O) and its dual problem B,(O), but are the 
complementary slackness conditions corresponding to problem A,(u) and 
its dual problem, namely, problem B,(O) with b replaced by b - u. This will 
become apparent after the classical duality theory is reviewed in the next 
section. 
5. CLASSICAL DUALITY THEORY 
At this stage of development, the classical symmetrical duality theory for 
linear programming becomes relevant and useful. For convenience, the 
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classical theory will be stated in terms of the rather unorthodox dual problems 
A,(O) and B,(O). 
To translate the classical duality theorems from the orthodox formulation 
([25], [12], [4], [14]) into the unorthodox formulation, observe that problem 
A,(O) is equivalent to minimizing <a, x) subject to the constraints 
- Mx 3 - b and x > 0. Now the classical dual of the latter consists of 
maximizing <I-b, y> subject to the constraints - M’y < a and y 3 0. 
Hence, it is clear that the classical dual is equivalent to problem B,(O), 
because max (- b, y) = - min (b, y). Thus, the main classical duality 
theorems can be stated in the context of the unorthodox formulation and are 
summarized here as 
THEOREM 5A. Problem A,(O) is consistent if, and only if, the vector b is in 
the convex polyhedral cone {Mx + q 1 x, q 3 O}; its dual problem B,(O) is 
consistent if, and only if, the vector a is in the convex polyhedral cone 
{- M’y + 5.1 y, 5 3 O}. If problem A,(O) is consistent, then its injimum v,(O) 
is Jinite if, and only if, its dual problem B,(O) is consistent, in which case 
(i) the infimum #JO) for problem B,(O) is jnite and ~~(0) + y$(O) = 0, 
(ii) the optimal solution sets S*(O) and T*(O) are nonempty, polyhedral 
and convex, 
(iii) a feasible solution x E S(O) and a feasible solution y  E T(0) are in 
S*(O) and T*(O) respectively if, and only ;f, they satisfy the “complementary 
slackness” conditions: a’ther Ej = 0 or xi = 0 for j = 1, 2,..., m, and either 
Ti = 0 or yi = 0 for i = 1, 2,..., n, where g = a + M’y and q = b - Mx. 
The first assertion of the preceding theorem follows immediately from the 
definitions of S(0) and T(0). S ome, but not all, of the remaining assertions 
can be proved with only the tools of elementary linear algebra. Thus, take 
the inner product of the vector x with the constraint equation - M’y + 5 = a 
to obtain the relation 
(a, x> = (5, x> - W’Y, x>. 
Similarly, take the inner product of the vector y with the constraint equation 
MX + ‘1 = b to obtain the relation 
(b, Y> = <n Y> + Wx, Y>- 
Adding these two relations shows that 
<a, x> + (b, Y> = G, x> + <rl, Y>, 
because (M’y, x> = (Mx, y). Hence, if x E S(0) and y E T(O), it follows 
from the nonnegativity constraints x, q > 0 and y, 5 > 0 that 
<a, x> + (b, Y> = (5, x> + 01, Y> b 0, 
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with equality if, and only if, (g, x) = 0 and (q, y> = 0. Thus, cpr(O) and 
&(O) are both finite, and q,(O) + #r(O) > 0; the fact that equality actually 
holds is equivalent to the “separation theorem” for convex polyhedral cones 
(or the Farkas lemma [8]) and will not be demonstrated here. After accepting 
the relation ~~(0) + #r(O) = 0, the complementary slackness conditions 
follow directly from the equality conditions for the displayed inequality and 
from the constraints 5, x, q, y > 0. 
For a complete proof of Theorem 5A, the reader can consult almost any 
one of the numerous books on linear programming; for example, see [3], 
[13], [24]. Other classical duality theorems that are not mentioned here can 
be found in [14]. 
6. STRUCTURE OF THE FAMILY A, 
With the classical duality theory available, it is now convenient to establish 
some important properties of the family A, of linear programming problems 
A,(u). These properties can be conveniently partioned into convexity pro- 
perties and linearity properties. The convexity properties are given in the 
following Theorem 6A, and the linearity properties are given later in this 
section as Theorem 6B. 
THEOREM 6A. The feasible perturbation set U is the nontrivial convex 
polyhedral cone {b - Mx - q 1 x, q 3 0} whose vertex is at the point b. 
Moreover, the point-to-set mapping II + S(u) is “concave” in that for each 
d, 13 E U the set S,S(ul) + G,S(ua) C S(6p1 + &J.I~) when SI , 6, > 0 and 
6, + 6, = 1. Furthermore, either the infmum function R is jnite and convex 
on its domain U or q+(u) G - 00 fw each u E U, with the former being the case 
if, and only if, the dual problem B,(O) is consistent. 
Proof. The first assertion is an immediate consequence of the definitions 
for U and S(u). 
To prove the second assertion, suppose that Mxk + qk = b - uk where 
xk, nk > 0 for k = 1,2. Then 8,x1 + 6,x*, 6r$ + Sa$ > 0, and 
M(W + 82x2) + (&$ + W) = &(Mxl + $) + UMx* + r1’) 
= 6,(b - u’) + 6,(b - u”) 
= b - (6pl + 6pa). 
Hence, 6,x1 + 6,~s E S(Sp1 + 6,~~) and the proof of the second assertion 
is complete. 
To establish the third assertion, first observe that problem A,(u) becomes 
problem A,(O) when b is replaced by b - u, and then observe that this does 
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not alter the constraints and hence the feasible solution set T(0) in the 
corresponding dual problem. Thus, the second statement of Theorem 5A 
shows that v1 is either finite or identically - co on U. 
To establish the convexity of y1 and hence complete a proof of the third 
assertion, suppose that Q+ is finite on U and let ul, u2 E U. If 6, , 6, > 0 and 
6, + 6, = 1, then Siui + S2u2 E U because U is convex. Moreover, the second 
assertion of this theorem justifies the inequality in the following computation: 
(pl(S1ul + S2u2) = jilf2 ((a, 6,x’ + 6,x2) 1 6,x1 + S,x” E S(S+’ + S2u2)) 
= ~rn${S,(a, xl) + S,(a, x2) / Six1 + 6,X2 E S(S# + S2U2)} 
< $${S,(a, xi) + S,(a, x2> I x1 E S(ul) and x2 E S(U’)> 
= 6, $f{(a, x1) I x1 E S(3)) + 6, isf{(a, x”) I x2 E S(U*)} 
= QPlW + S2v1(u2). 
Thus, p1 is convex and the proof of Theorem 6A is complete. 
The third assertion of Theorem 6A is an essential ingredient for obtaining 
a complete solution of problem A,(a). That solution is derived in Section 7, 
which follows. 
The next, and last, theorem in this section is not an essential ingredient 
for obtaining a complete solution of problem ,4,(a); but, when combined 
with the preceding Theorem 6A, it provides a rather detailed description of 
the family A,. This theorem is dependent on both the classical duality 
theory and some well-known facts about the dual feasible solution set T(0) 
and their role in solving the dual problem B,(O) by the simplex method. 
These facts will only be reviewed here, because the reader who is completely 
unfamiliar with them can consult almost any one of the numerous books on 
linear programming. 
Thus, the feasible solution set T(0) for a consistent dual problem B,(O) 
is polyhedral and has a finite number, say t, of distinct “vertices” yl,..., yf, 
which can be generated by “pivoting” with the dual linear constraint system 
M’y + a = 5 while keeping y, 5 > 0. Corresponding to each vertex yQ is a 
slack vector 5~ such that a total of at least n of their components are zero for 
each q = 1, 2,..., t. Moreover, no two distinct pairs (ye, g*) and (y’, Pr) have 
identical sets of zero components. 
The simplex method provides a recipe for selecting a finite sequence of 
pivots and hence “adjacent” vertices such that the final vertex in the sequence 
is either an optimal solution to the dual problem B,(O) or shows how to make 
(b, y) arbitrarily small while maintaining dual feasibility for y. Therefore, at 
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least one of the vertices yl,..., yt is in the optimal solution set T*(O) when 
I,&(O) is finite. These are the only facts about the simplex method that are 
required in this paper. 
The following theorem shows that the infimum function roar for the family 
A, is piecewise linear in addition to being convex on its domain U, most of 
these conclusions have been established previously by Wets ([27], pps. 103- 
105). 
THEOREM 6B. Suppose that the feasible solution set T(0) for dual problem 
B,(O) is not empty, and let yl,..., yt be the distinct vertices of T(O), with gl,..., Et 
the corresponding slack vectors. Then the feasible perturbation cone 
U={b-Mx--lx,q>O} 
can be decomposed into the union of t nontrivial, nonoverlapping, convex poly- 
hedral subcones 
UQ = {b - Mx - IJ 1 x, q 3 0; xi = 0 for each j E P(eQ); 
qi = 0 for each i E P(YQ)), q = 1, 2 ,..., t, 
such that 
~(4 = (Y”, 11 - b) for u E UQ, q = 1, 2 )..., t, 
and such that 
x E S(U) 1 xj = 0 for each j E g&Q), and bi - f  Mijxr - ui = 0 
j=l 
for each i E Y(yq)l for u E U4, Q = 1,2 ,..., t, 
where 9(z) denotes the integer set {k 1 zlc > O}. These subcones UQ are non- 
trivial in that each contains more than just its vertex b, and they are nonover- 
lapping in the sense that their “relative interiors” do not intersect; that is, 
(rilJQ) n (rilJr) is empty when q # r, where 
(riUQ) = {b - MX - q E UQ 1 xj > 0 for each j $ g(gQ), and rli > 0 
for each i C$ 9(y~)}. 
Proof. Each set UQ is clearly a convex polyhedral subcone of the pertur- 
bation cone U, and each UQ is nontrivial because a total of at least n compo- 
nents of the two vectors EQ and y” are known to be zero. 
It is obvious that ui UQ C U; to prove that Ui UQ = U, suppose that 
u E U. Since vr(u) is finite by virtue of the third assertion of Theorem 6A, 
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conclusion (ii) of Theorem 5A (with b replaced by b - u) asserts that S*(u) 
is not empty. Given an arbitrary x E S*(u), conclusion (iii) of Theorem 5A 
(with b replaced by b - u) implies that .vj = 0 for j E 9’(E,), rli = 0 for 
i E 9(y), and u = b - Mx - ‘1 for each y with slack e such that y is 
an optimal solution to the dual problem B,(O) (with b replaced by b - u). 
It follows that u E Up for at least one integer 4, because the simplex method 
shows that at least one vertex yq of T(0) is such an optimal solution y. Thus, 
u = u; UQ. 
To prove that the subcones are nonoverlapping, suppose that 
u E (riW) n (YOU’). Then u = b - lclx@ - 14 and u = b - Mxr - qr, 
where 
(1) .YQ~ = 0 for each j E P(l$), and xai > 0 for each j $ P(!$r), 
(2) 7qi = 0 for each i E 9(yq), and vgi > 0 for each i $ B(yQ), 
(3) Yj = 0 for each j E P(gC), and xrj > 0 for each j $ P(y), 
(4) qri = 0 for each i E 9(yr), and yri > 0 for each i $ P(yr). 
The first part of each of these four relations and the complementary slackness 
principle, namely, conclusion (iii) of Theorem 5A (with b replaced by 
b -u), imply that x9 and xr are optimal solutions to problem A,(u) and 
that yQ and yr are optimal solutions to its dual problem, namely, problem 
B,(O) with b replaced by b -u. It follows that y = $ y” + 4 yr is also an optimal 
solution to the dual problem because the complementary slackness principle 
shows that the optimal solution set for each linear programming problem is 
convex. Now P(yq) C P(y) and P(yr) C 9’(y) because yQ, yr > 0. If there is 
an integer i E .9(y) such that i $ P(yQ), then the second part of relation (2) 
contradicts the optimality of XQ and y by virtue of the complementary slack- 
ness principle. Thus P(yq) = 9(y), and similarly 9’(yr) = .9(y); so 
P(y”) = 9(y’). Th e same type of reasoning applied to the slack vector 
E, = & 59 + 4 5’ for y shows that P(g’J) = S(s+). These two relations, 
P(y”) = P(yr) and P(!$q) = P(y), imply that Q = Y because no two distinct 
pairs (y”, eq) and (yr, Sr) can have identical sets of zero components. Hence, 
the subcones Uq, 4 = l,.,., t, are nonoverlapping. 
To prove the remaining two relations, suppose that u E UQ, which means 
that u = b - Mx - r) where x, r) 3 0; 3cj = 0 for j Ed’; and Q = 0 
for i ELF’(P). Now apply the classical duality theory to the dual problems 
A,(O) and B,(O) (with b re pl aced by b - u). Thus, conclusion (iii) of Theo- 
rem 5A implies that ye is optimal for the dual problem B,(O) (with b replaced 
by b - u). Then conclusion (i) of Theorem 5A (with b replaced by b - U) 
shows that vr(u) + (b - U, yq) = 0, which establishes the desired formula 
for am. The desired characterization of S*(u) is an immediate consequence 
of the optimality of ya and conclusion (iii) of Theorem 5A (with b replaced 
by b - u). Thus, the proof of Theorem 6B is complete. 
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Even though the subcones Uq, q = l,..., t, do not overlap, their boundaries 
do. Thus, for a given u’ E U, there may be more than one vertex yr of T(0) 
such that qr(u’) = (y’, u’ - b). This is a reflection of the fact that the optimal 
solution set for a linear programming problem may contain more than a 
single point. Actually, a close examination of the preceding proof for the 
relation &u) = (yq, u - b) shows that an arbitrary optimal solution y* 
to the dual problem B,(O) (with b replaced by b - u’) has the property that 
vr(u’) = (y*, u’ - b). Thus, y* can not always be interpreted as the gradient 
of vr at the point u’. However, if u’ is in the interior of U’, then u’ is certainly 
in the relative interior of UT and no other subcone Uq. Thus, the optimal 
vertex y * = yr is unique and al(u) = (y*, u - b) in a neighborhood of u’. 
Differentiation of this representation formula shows that Vvr(u’) = y*. 
Because of the convexity of pr established in Theorem 6A, it follows that 
p)l(u) 3 vr(u’) + (y*, u - u’) for each u E U. With the help of the theory to 
be established in the following Section 7, it will be possible in Section 8 to 
prove that the preceding inequality is actualy valid for all u’ E U and all 
optimal solutions y* to the corresponding dual problem B,(O) with b 
replaced by b -u’. Thus, dual optimal solutions always have at least one 
property possessed by the gradient, and vectors with this property are said 
to be “subgradients.” The relationships between subgradients of pI at u’, 
“Lagrange multipler” vectors for problem A,(u’), and “equilibrium price” 
vectors for problem A,(u’) are also brought to light in Section 8. 
7. A SOLUTION OF PROBLEM A,(a) 
It is now convenient to give a complete solution of problem A,(a). This is 
done by first bringing out the connections between problems A(a) and 
AZ(a), and then using those connections to translate the solution for problem 
A(a) provided by Theorem 4A. This translation gives a complete solution 
of problem &(a) only when the structure of the family A, brought out by 
Theorem 6A is taken into account. 
The classical duality theory discussed in Section 5 is the only prerequisite 
for establishing the connections between problems .4(a) and A,(a). These 
connections are stated and proved here as 
THEOREM 7A. The injimum q+(a) for problem A,(a) and the injimum q(a) 
fw problem A(a) are identical for each a E E,, . Moreover, if these injima are 
finite for a particular a E E,, , then 
(i) the optimal perturbation set U*(a) and the optimal strategy set W*(a) 
are related by the equation 
U*(a) = (u E E,, 1 (x, u) E W*(a) for some x E E,}. 
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(ii) for each u* E U*(a) the optimal solution set S*(u*) and the optimal 
strategy set W*(a) are related by the equation 
S*(u*) = (x E E, 1 (x, II*) E W*(a)}. 
Proof. First, choose a sequence (xk, uk) E W such that the objective 
function value sequence (a, xh) - <a, t.C> 4 F(a) as k -+ + 00. Clearly, 
(a, x”) - (a, u”> > vl(uh) - <a, II”) > va(a) for each k, and hence 
v(a) > q+(a). Now observe that vi(u) - (a, u) 2 y(a) for each u E U, so 
ve(a) 3 v(a) and thus va(a) z q(a) for a E E, . 
To prove conclusion (i), first assume that u* E U*(a); then 
rp2(a) + <a, u*> = itf{(a, x> 1 Mx + rr = b - u* and x, TJ > O}. 
Thus, from conclusion (ii) of Theorem 5A (with b replaced by b -u*) it 
follows that there exists an x* E E,, such that v,(a) = (a, x*j - (a, u*) 
where Mx* + q * = b -u* and x*, q* 3 0. Hence, (x*,u*) E W*(a) 
because v(a) = va(a). Now, assume that (x*, u*) E W*(a); then 
p(a) = (a, x*> - (a,u*j where Mx* + q* = b -u* and x*, q* 3 0. 
Thus, U* E U*(a); otherwise, there would be a contradiction (p*(a) < v(a) 
to the identity pi(a) = v(a). This establishes conclusion (i); the proof of 
conclusion (ii) is more elementary and is left to the reader. Hence, the proof 
of Theorem 78 is considered to be complete. 
The solution of problem A,(a) is now readily available and is stated as 
THEOREM 7B. The feasible perturbation set U is a nonempty polyhedral 
cone, and hence problem A,(a) is consistent for each a E E, . Moreover, the 
in..mum v2(a) for problem A,(a) is$nite if, and only sf, a > 0 and a + M’a 3 0, 
in which case 
(i) q&4 + (b, a> = 0, 
(ii) theoptimalperturbation set U*(a)is the nonempty,convexpolyhedraE cone 
{b - Mx - YJ 1 x, q 2 0; 2cj = 0 for each j E s(a + M’a); and 
rli = 0 for each i E P(a)}, 
(iii) for each u* E U*(a) the optimal solution set S*(u*) is the non-empty 
convex polyhedral set 
{x E E, j x > 0; xj = 0 for each j E P(a + M’a); and Mx + q = b - u*, 
where q > 0 and 71~ = 0 for each i E P(a)}, 
where .9(z) denotes the integer set (k 1 xk > 0). 
In the remaining case (in which rpz(a) = - oo), either U*(a) is empty or 
U*(a) = U; with the former being the case if, and only if, the dual problem 
B,(O) is consistent, in which case 
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(I) if some component of a, say the ith component ai, is negative, and if 
ei is the corresponding unit vector with all components except the ith equal to 
zero, then u = b - Te” is a feasible perturbation for each 7 3 0, and 
&a) = iiyz{pl(b - qei) - (a, b - qei)} = - co, 
(II) if some component of a + Ma, say the jth component aj + cbI lllijai , 
is negative, and if Mj is the jth column vector of the matrix M, then 
u = b - .rMj is a feasible perturbation for each x 2 0, and 
v,?(a) = jlyz{~l(b - XMj) - (a, b - rMj)} = - co. 
Proof. The first assertion is an immediate consequence of the first 
assertion of Theorem 6A, and the second assertion follows directly from the 
second assertion of Theorem 4A and all of Theorem 7A. 
If the dual problem B,(O) is inconsistent, then the third assertion of Theo- 
rem 6A implies that vi(u) - (a, u) = - co = vs(a) for each u E U, and 
hence U*(a) = U for each a E E,, . 
If the dual problem B,(O) is consistent, then the third assertion of Theorem 
6A implies that there can be no u E U such that vi(u) - (a, u) -= - a~, so 
U*(a) is empty when &a) = - co. 
Now, observe that b - Tei E U and 0 E S(b - Tei) for each 7 .>, 0. Thus, 
- la, b) + Tai = (a, 0) - (a, b - r]e”) > y,(b - qei) - (a? b - qe”), 
and hence 
lim(v,,(b - Tei) - (a, b - TeQ} = - co 
1++Q, 
when 0~~ < 0. 
Finally, observe that b - xMi E U and xej E S(b - XMj) for each s > 0. 
Thus, 
- (a, b) + .rc (aj + gI M,q) = (a, xej) - (a, b - xMj) 
> yl(b - xMj) - {a, b -- xMj), 
and hence 
when 
Jlym{rp,(b - .rMj) - (a, b - xMj)} = - CD 
aj + f n!lij”j < 0. 
i=l 
This completes the proof of Theorem 7B. 
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Like problem A(a), the solution to problem As(a) is intimately related to 
the dual problem E&(O). Thus, Theorem 7B can be summarized by the state- 
ment: the infimum pJa) for problem &(a) is finite if, and only if, the vector 
y = a is a feasible solution for the dual problem B,(O), in which case (i) 
p+(a) is related to the objective function for the dual problem B,(O) by the 
formula q+(a) + (b, aj = 0; (ii) the optimal perturbation set U*(a) consists 
of all those vectors u = b - Mx - q such that x E S(u) and satisfies the 
complementary slackness conditions: either a, + xy=, illijaf = 0 or xj = 0 
for j = 1, 2 ,..., m, and either ai = 0 or bj - Cy=r Miijxj - ui = 0 for 
i = 1, 2,..., n; (iii) for each u* E U*(a) the optimal solution set S*(u*) 
consists of all those vectors x E S(u*) that satisfy the complementary slackness 
conditions: either a, + CyZ, iI;Tijai = 0 or .vj = 0 for j = 1, 2,..., m, and 
either ai = 0 or bi - xi”=, Mijxj - ui* = 0 for i = 1, 2 ,..., n. Of course, 
these complementary slackness conditions are not the same as those provided 
in conclusion (iii) of Theorem 54 for the dual problems -dr(O) and B,(O), but 
are the complementary slackness conditions corresponding to problem 
A,(u) and its dual problem, namely, problem B,(O) with b replaced by 
b -1111. 
8. EQUILIBRIU~I PRICES, LAGRANGE MULTIPLIERS, SUBGRADIENTS, AND 
SENSITIVITY ANALYSIS 
There are three useful concepts associated with a consistent problem 
A,(u’) whose infimum q~r(u’) is finite. Thus an equilibrium price vector for 
problem A,(u’) is a vector a E E, such that u’ is an optimal perturbation for 
problem A,(a); that is, 
v~du) - <a, u> 3 du’) - <a, u’> = Aa) for each u E u. 
A Lagrange multiplier vector for problem A,(u’) is a vector A E E, that 
allows problem a,(~‘) to be replaced by a minimization problem without 
the constraints &.2x + q - b + II’ = 0 but with the same infimum vr(u’); 
more specifically, A must have the property that the 
xi;$O{<a, x) + (A, MX + rl - b + u’)> = FJI(U’>~ 
1 A 
A subgradient vector for the injimum function y+ at the point u’ is a vector 
y E E,, that has one of the properties of the gradient vector for a differentiable 
convex function, namely, the property that 
Al z VW + <Y, u - u’> for each 11 E u. 
The preceding concepts are very closely related in that 
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THEOREM 8A. Given a consistent problem A,(u’) whose infimum I is 
finite, the following three statements are equivalent when a = X = y: 
(1) the vector a is an equilibrium price vector for problem A,(u’), 
(2) the vector h is a Lagrange multiplier vector for problem A,(u’), 
(3) the vector y  is a subgradient vector for the infimum function v1 at the 
point u’. 
Proof. It will be efficient to show that statement (1) implies statement (2), 
that statement (2) implies statement (3) and that statement (3) implies 
statement (1). 
First, suppose that vr(u) - {a, u) > cpr(u’) - (a, u’) for each u E U. 
Then the definitions of U and vr(u) show that 
(a, x> - <a, b - Mx - rl) 2 pdu’) - (a, u’> 
for each x, q > 0. It follows easily that the 
xi$o{<a, x> + <a, Mx + rl - b)) = du’) - (a, 0, , f 
and hence that the 
xi$o{(a, x> + <A, Mx + q - b + u’>l = AU’) I A 
when A = a. 
Now suppose that the 
xi$o{<a, x> + 0, Mx + rl - b + 0) = p)l(u’). . A 
Then (a, x) + (1, Mx + q -b + u’) 3 n(u’) for each x, rl > 0, and 
hence (a, x) + (h, - u + u’) > vr(u’) for each x E S(u) and each u E U. 
Thus, (a, x) > vr(u’) + (h, u - u’) for each x E S(u) and each u E U. 
From this inequality and the definition of vl(u) it follows that 
q+(u) 3 vl(u’) + (y, u - u’) for each u E U, when y = h. 
Now suppose that vr(u) > IJJ~(U’) + (y, u - u’) for each u E U. Then 
qdu) - <a, u> b 94~‘) - (a, u’> f or each u E U, when a = y. Thus, the 
proof of Theorem 8A is complete. 
In view of the preceding theorem, the following duality theorem shows that 
equilibrium price vectors, Lagrange multiplier vectors, and subgradient 
vectors exist for each consistent problem A,(u’) whose infimum vr(u’) is 
finite. Both this theorem and the remaining theorems in this section are 
more meaningful when the structure of the family A, brought out in Section 6 
(and especially the third assertion of Theorem 6A) is kept in mind. 
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THEOREhI 8B. Given a consistent problem A,(u) whose inJimum am is 
finite, the set of all equilibrium price vectors for problem A,(u’) is identical to the 
nonempty optimal solution set T*(O; u’) for the dual of problem .d,(u’), namely, 
dual problem B,(O) with b replaced by b - u’. 
Proof. The second statement of Theorem 5A (with b replaced by b - u’) 
implies that the dual of problem .a,(~‘) is consistent, because am is finite. 
Thus, the dual optimal solution set T*(O; u’) is not empty by virtue of 
conclusion (ii) of Theorem 5A (with b replaced by b - u’). 
Now, suppose that a E T*(O; u’); then conclusions (i) and (ii) of Theorem 
5A (with b replaced by b -u’) imply that there is an optimal solution 
x’ E S*(u’) such that (a, x’) + c:b - u’, a) = 0. Thus, 
{(a, x’> - (a, u’>> + (b, ai = 0, 
and hence (x’, u’) E W*(a) by virtue of conclusion (i) of Theorem 4A. It 
then follows from conclusion (i) of Theorem 7A that u’ E U*(a), so a is an 
equilibrium price vector for problem A,(u’). 
Now, suppose that a is an equilibrium price vector for problem A,(u’). 
Then u’ E U*(a) and hence the second assertion of Theorem 7B implies 
that a > 0 and a + h/la > 0, which in turn implies that a E T(0). Moreover, 
there is a vector x’ E E, such that (x’, u’) E W*(a) by virtue of conclusion (i) 
of Theorem 7A. Thus, x’ E S(u’), and {(a, x’) - (a, u’)} + (b, a) = 0 
a result of conclusion (i) of Theorem 4A. It follows that 
;, x’) + (b - u’, a) = 0, and this equation along with conclusion (i) 
of Theorem 5A (with b replaced by b - u’) implies that a E T*(O; u’) 
because x’ E S(u’) and a E T(0). This completes the proof of Theorem 8B. 
The preceding duality theorem characterizes the set of all equilibrium 
price vectors (and hence the set of all Lagrange multiplier vectors and the set 
of all subgradient vectors) corresponding to each consistent problem A,(u) 
with finite infimum p)l(u). The following duality theorem reverses that 
characterization. 
THEOREM 8C. The set of all vectors a E E, such that a is an equilibrium 
price vector for at least one consistent problem A,(u) is identical to the feasible 
solution set T(0) for the dual problem B,(O). Furthermore, given an arbitrary 
vector a E T(O), the family of all problems A,(u) for which a is an equilibrium 
price vector is given by the nonempty optimal perturbation cone 
U*(a) = {b - hlx - 7) 1 x, q > 0; xj = Ofor eachj E 9(a + M’a); and 
Q = 0 for each i E P(a)}, 
where P(z) = {k 1 zk > 0). 
Proof. Simply observe that T(0) = (a E E, 1 a > 0 and a + M’a > 0}, 
and then apply Theorem 7B. 
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There are at least two different reasons why one might want to focus 
attention on a particular problem A,(u’) from the infinite family A, . The 
first is that A,(u’) may arise through the solution of either problem A,(a) or 
the equivalent problem A(a) for some particular a E T(O), in which case a 
is an equilibrium price vector for problem A,(u’). The second is that A,(u’) 
may be the only problem in the family A, that has contextual significance. 
(e.g., Zener Corporation may not be able to alter its warehouse store of raw 
materials, in which case problem A,(O) is the only problem with economic 
significance for Zener Corporation.) In any event, it is usually of some interest 
to know the “sensitivity” of the problem infimum vi(u) to u near u = u’. 
Thus, it is desirable to be able to estimate the first order effect of a small 
perturbation Au on p7i(u’). 
Such an estimate can, of course, be based on the directional derivative of 
vi at the point u’ in the direction Au, namely 
Thus, this defining equation provides the estimation formula 
%(U + Au) * ?‘I@‘) + DA,,‘?+‘), (1) 
and hence it is of interest to be able to compute DAo~i(u’). 
As one would expect, D,,v,(u’) is closely related to the subgradient set 
$+(u’) for ff+ at u’. Given an arbitrary y E +r(u’), the inequality 
vr(u’ + SAU) > n(u’) + (y, SAU) is valid for each u’ + SAU E U. Thus, if 
the perturbation Au is permissible in the sense that u’ + Au E U, and if 
O<s< 1, then 
du’ + SW - PlW 3 /Au, Y> for each s Y E ~du’). 
Letting s -+ Of in this inequality shows that 
DAo%(u’) 3 (Au, Y> for each Y E %wh 
and hence it follows that 
Using the separation theorem for convex sets, Fenchel [9] has shown that 
the preceding inequality is actually an equality when q1 is convex. Therefore, 
the third assertion of Theorem 6A establishes the equation 
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which can be rewritten as 
~A&‘,b’) = SUP <Au,yi 
YsT*(O;u’) 
(2) 
by virtue of Theorems 8A and 8B. 
Thus, it is of interest to know T*(O; u’) as well as CJ+(U’) and S*(u’) so 
that formulas (1) and (2) can be used to estimate pi(u’ + Au) for a small 
perturbation Au. In the event that u’ solves problem IA,(a) and hence its 
equivalent problem A(a) for some a E T(O), the dual optimal solution set 
T*(O; u’) can be calculated by solving the linear system arising from the 
complementary slackness principle and the data provided by Theorem 4A 
or Theorem 7B. In the event that Lgl(u’) is the only problem in the family A, 
that has contextual significance, the simplex method can be used to compute 
its infimum ~~(11’) and optimal solution set S*(u’), in which case the dual 
optimal solution set T*(O; u’) is obtained as a byproduct. Thus, in either 
event, T*(O; u’) is readily available. 
Finally, it is worth noting that T*(O; u’) is a convex polyhedral set, so 
formula (2) shows that D,“cJ+(u’) is the supremum for a linear programming 
problem and hence can be calculated by the simplex method. Actually, the 
simplex method is almost never needed because T*(O; u’) almost never 
contains more than a single point. 
9. CONCLUDING REMARKS 
The preceding theory can, of course, be modified to give a corresponding 
theory for unsymmetric dual linear programming, and such a theory will be 
spelled out in [19] as a special case of geometric programming theory. In this 
respect it is worth remarking that even the unsymmetric duality theory for 
linear programming is symmetric when viewed within the generalized sym- 
metric framework [I93 of geometric programming. 
It should be mentioned that part of the theory developed here can be 
adapted to an interesting class of integer programming problems, namely, 
the class of economics problems discussed in Section 3 with the product mix x 
further constrained so that some, or all, of its components can take on integer 
values only. Such integer problems are of interest in management science 
because some products are discrete in nature (e.g., it usually doesn’t make 
sense to manufacture a fractional part of an automobile or a television set). 
Thus, the interested reader can easily verify that even with these added 
integer constraints the minimum for problems As(a) and A(a) is still 
- (b, a}. Moreover, it is just as easy to modify the formulas for the optimal 
solution sets W*(a), U*(a), and S*(u*) to give optimal solutions for these 
integer problems. 
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It is worth noting that the theory given here should have some applications 
to the study of an interesting class of stochastic programming problems, 
namely, the class of economics problems in which the raw material price 
vector a is taken to be a random variable. Thus, the explicit formulas given 
here for the minimum value and optimal solution sets as a function of a 
should be an aid in studying various related questions in decision theory. 
Similarly, the explicit formulas for n(u) and 5’*(u) provided by Theorem 6B 
are an aid [27] in studying the class of economics problems A,(u) in which 
the raw material perturbation u is taken to be a random variable. 
Finally, it should be pointed out that problems &(a) and A(a), even in 
their nonlinear generalizations [19], do not embrace as wide a class of econo- 
mics problems as one would like. In particular, it is unrealistic in many 
cases to assign a single raw material price vector a such that (a, u) gives the 
price of an arbitrary vector quantity u of raw materials. To allow additional 
flexibility, one can replace the formula (a, u> by a more general formula 
p(u) where the function p might retain certain nice, but realistic, mathematical 
properties (e.g. perhaps just homogeneity, or homogeneity and piecewise 
linearity). Then, problem A2( ) a consists of minimizing q+(u) -p(u) for 
u E U, which is a generalized type of conjugate transform of v1 that, to the 
best of the author’s knowledge, has not yet been studied. 
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