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Abstract. A locale, being a complete Heyting algebra, satisfies De Mor-
gan law (a ∨ b)∗ = a∗ ∧ b∗ for pseudocomplements. The dual De Morgan
law (a ∧ b)∗ = a∗ ∨ b∗ (here referred to as the second De Morgan law) is
equivalent to, among other conditions, (a ∨ b)∗∗ = a∗∗ ∨ b∗∗, and character-
izes the class of extremally disconnected locales. This paper presents a
study of the subclasses of extremally disconnected locales determined by
the infinite versions of the second De Morgan law and its equivalents.
1. Introduction
Recall that a topological space X is extremally disconnected if the closure
of every open set is open. The point-free counterpart of this notion is that
of an extremally disconnected locale, that is, of a locale L satisfying
(a ∧ b)∗ = a∗ ∨ b∗, for every a, b ∈ L, (ED)
or, equivalently,
(a ∨ b)∗∗ = a∗∗ ∨ b∗∗, for every a, b ∈ L. (ED′)
Extremal disconnectedness is a well-established topic both in classical
andpoint-free topology (see, for example, Section 3.5 and the following ones
in Johnstone’s monograph [18]), and it admits various characterizations
(cf. Proposition 2.4 below, or Proposition 2.3 in [12]). The goal of the
present paper is to study infinite versions of conditions (ED) and (ED′) (cf.
Proposition 2.4 (i) and (iii)). We show that, when considered in the infinite
case, the conditions are no longer equivalent, and they define two different
properties strictly between Booleaness (denoted by (CBA) for short) and
extremal disconnectedness.
The stronger one corresponds to the infinite second De Morgan law
(IDM), and it can be expressed as the conjunction of the weaker one (which
we call infinite extremal disconnectedness, (IED) for the sake of brevity)
and a weak scatteredness condition. We are thus led to study the chain of
strict implications
(CBA) =⇒ (IDM) =⇒ (IED) =⇒ (ED).
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The paper is organized as follows. In Section 2, we introduce preliminaries
explaining basic concepts and introducing notation. We also recall sev-
eral aspects about De Morgan law in locale theory. Section 3 is devoted
to define and study infinite variants of extremal disconnectedness. In Sec-
tion 4 the auxiliary scatteredness property is discussed, since it has not
been fully investigated in locale theory and looks interesting in its own.
In Sections 5 and 6 additional characterizations of (hereditary) infinite ex-
tremal disconnectedness are provided. Section 7 concerns some categorical
aspects mainly regarding the (non-) functoriality of Booleanization. By us-
ing infinite extremal disconnectednessan alternative framework formaking
Booleanization functorial is discussed. Furthermore, a construction parallel
to DeMorganization ([4], cf. [5]) is provided.
2. Preliminaries
We first recall some background on point-free topology. For more in-
formation on the categories of frames and locales, we refer the reader to
Johnstone [18] or the more recent Picado-Pultr [21]. A locale (or frame) is a
complete lattice L satisfying
a ∧
∨
B =
∨
{a ∧ b | b ∈ B}
for all a ∈ L and B ⊆ L. A frame homomorphism is a function preserving
arbitrary joins (including the bottom element 0) and finite meets (including
the top element 1). Frames and their homomorphisms form a category
Frm. For each a the map a ∧ (−) preserves arbitrary joins, thus it has a
right (Galois) adjoint a → (−), making L a complete Heyting algebra (i.e.
a cartesian closed category, if one regards L as a thin category). This right
adjoint is called the Heyting operator. A comprehensive list of its properties
may be found in [21, III 3.1.1], and we will freely use some of them, e.g.:
(1) a→
∧
bi =
∧
(a→ bi);
(2) (
∨
ai)→ b =
∧
(ai → b); (
∨∧
-distr)
(3) a→ b = 1 if and only if a ≤ b;
(4) a→ b = a→ (a ∧ b);
(5) a→ b = (a ∨ b)→ b;
for all {ai}i∈I , {bi}i∈I ⊆ L and all a, b ∈ L.
The pseudocomplement of an a ∈ L is a∗ = a→ 0. We shall also use standard
facts such as a ≤ a∗∗, a∗∗∗ = a∗, or the fact that a ≤ b implies b∗ ≤ a∗. As a
particular case of (
∨∧
-distr) above, one has (
∨
ai)
∗
=
∧
a∗
i
for any family
{ai}i∈I ⊆ L. This is known as the first De Morgan law (see, for example, [21,
A.I. Proposition 7.3.3]).
Given a topological space X, its lattice of open sets Ω(X) is a frame,
and this construction can be upgraded to a functorΩ : Top −→ Frmop which
sends a continuous map f : X → Y to the preimage operator
f−1[−] : Ω(Y)→ Ω(X). There is a further spectrum functor Σ : Frmop −→ Top
which yields an adjunction
Top Frmop
Ω
Σ
⊥
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The category Loc of locales is by definition the opposite category of Frm:
Loc = Frmop,
and Ω restricts to a full embedding of a substantial part of Top (namely
the full subcategory of sober spaces) into Loc. The latter can therefore
be seen as a category of generalized spaces. We shall mostly speak of
objects in Loc as locales (instead of frames)when emphasizing the covariant
approach. Morphisms in Loc can be concretely represented by the right
(Galois) adjoints f∗ : M −→ L of the corresponding frame homomorphisms
f : L −→M; these will be referred to as localic maps.
A regular subobject in Loc (that is, an isomorphismclass of regularmono-
morphisms) of a locale L is a sublocale of L. Sublocales of a locale L can be
represented as the actual subsets S ⊆ L such that
(1) S is closed under arbitrary meets in L, and
(2) a→ s ∈ S for all a ∈ L and s ∈ S.
A different, but equivalent, representation of sublocales is by means of
nuclei, i.e. inflationary and idempotent maps ν : L −→ L which preserve
binary meets. The sublocale associated to a nucleus ν is the image ν[L], and
conversely the nucleus associated to a sublocale S ⊆ L is given by ιS ◦ νS
where ιS denotes the inclusion of S into L and νS is its left adjoint frame
homomorphism given by
νS(a) =
∧
{s ∈ S | s ≥ a}.
The following identity is satisfied
a→ s = νS(a)→ s for all a ∈ L, s ∈ S.
A sublocale should not be confused with a subframe; the latter is a subobject
of a locale in the category Frm. Subframes can be represented as subsets
which are closed under arbitrary joins and finite meets.
For each a ∈ L, one has an open sublocale and a closed sublocale
o(a) = {b | b = a→ b} = {a→ b | b ∈ L} and c(a) = ↑a
which in the spatial case L = Ω(X) correspond to the open and closed
subspaces.
If S is a sublocale of L, the closure of S in L, denoted by S, is the smallest
closed sublocale containing S, which can be computed as S = c(
∧
S). A
sublocale S is dense if S = L, or equivalently if 0 ∈ S. The family
S(L)
of all sublocales of L partially ordered by inclusion is always a coframe
(the order-theoretic dual of a frame) and every localic map f : L −→ M
gives by pulling back in Loc an inverse image map f−1[−] : S(M) −→ S(L)
which turns out to be a coframe homomorphism (i.e. a function which
preserves arbitrary meets and finite joins). Set-theoretic direct image yields
a direct image map f [−] : S(L) −→ S(M) which is additionally a colocalic
map (i.e. a left adjoint of a coframe homomorphism). In this context, the
usual adjunction f [−] ⊣ f−1[−] is satisfied.
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Given a locale L, we denote by BL the subset consisting of regular elements
of L; that is, those a ∈ L with a∗∗ = a, or equivalently those a ∈ L with a = b∗
for some b ∈ L. In other words, one has
BL = {a
∗ | a ∈ L} = {a ∈ L | a∗∗ = a};
and this subset is called the Booleanization of L. It was originally introduced
by Glivenko [9] as a generalization of the Boolean algebra of regular open
subspaces of a topological space, and it can be characterized in severalways,
e.g. it is the least dense sublocale, or equivalently, the unique Boolean dense
sublocale.
The nucleus associated to BL is the double-negation map (−)
∗∗ : L −→ L.
We recall the following facts:
Proposition 2.1. Let L be a locale. Then the following hold:
(1)
∧
a∗∗
i
≤ (
∧
ai)
∗∗ for all {ai}
n
i=1
⊆ L.
(2) (a→ b)∗∗ = a∗∗ → b∗∗ for all a, b ∈ L.
Since the reverse inequality in (1) above is trivially satisfied, this tells
us that the nucleus (−)∗∗ : L −→ L always preserves finite meets and the
Heyting operation. Equivalently, the frame homomorphism (−)∗∗ : L → BL
is a Heyting algebra homomorphism.
Note that the infinite version of (1) in Proposition 2.1 is not always true.
For reasons to be explained below, we shall say that a locale L is ⊥-scattered
if the nucleus (−)∗∗ : L −→ L preserves arbitrary meets, i.e.
∧
a∗∗i ≤ (
∧
ai)
∗∗, {ai}i∈I ⊆ L, (⊥-scattered)
Remarks 2.2. (1) This terminologywas introduced in [8] in the broader topos-
theoretic setting. It is a property weaker than scatteredness, as introduced
by Plewe in [24], where a locale is said to be scattered if for each sublocale
S of L, the Booleanization BS is an open sublocale in S (cf. Proposition 4.1
below). More precisely, scatteredness is just the hereditary variant of⊥-scat-
teredness.
(2) This notion has been recently considered by T. Dube andM.R. Sarpoushi
under the name of near Booleaness (cf. [7, Theorem 4.9]).
We have the following easy characterization:
Proposition 2.3. The following conditions are equivalent for a locale L:
(i) L is ⊥-scattered;
(ii) The nucleus (−)∗∗ : L→ L preserves arbitrary meets;
(iii) The frame homomorphism (−)∗∗ : L→ BL preserves arbitrary meets;
(iv) (−)∗∗ : L→ BL is a complete Heyting algebra homomorphism;
(v) (
∧
ai)
∗ ≤ (
∨
a∗
i
)∗∗ for all {ai}i∈I ⊆ L;
(vi) If {ai}
n
i=1
⊆ L satisfies
∧
ai = 0 then
∧
a∗∗
i
= 0.
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We turn now our attention to extremal disconnectedness in frames. We
also have the following (see [17, 21]):
Proposition 2.4. The following conditions are equivalent for a locale L:
(i) (
∧
ai)
∗ ≤
∨
a∗
i
for all {ai}
n
i=1
⊆ L; (Second De Morgan law)
(ii) If {ai}
n
i=1
⊆ L satisfies
∧
ai = 0 then
∨
a∗
i
= 1;
(iii) (
∨
ai)
∗∗ ≤
∨
a∗∗
i
for all {ai}
n
i=1
⊆ L;
(iv) The nucleus (−)∗∗ : L −→ L preserves finite joins;
(v) The nucleus (−)∗∗ : L −→ L is a lattice homomorphism;
(vi) (
∧
ai)
∗ ≤
∨
a∗
i
for all {ai}
n
i=1
⊆ BL;
(vii) If {ai}
n
i=1
⊆ L satisfies (
∨
ai)
∗ = 0 then
∨
a∗∗
i
= 1.
Indeed, it is easy to check that (i) ⇐⇒ (ii) =⇒ (iii) ⇐⇒ (iv) ⇐⇒ (v) ⇐⇒
(vi) ⇐⇒ (vii), and (vii) =⇒ (ii) is also true because of Lemma 2.1 (1).
Note that we actually have the equality in (i), (iii), (vi) and (vii). A locale
satisfying any of the conditions of the proposition above is called extremally
disconnected or De Morgan. Subsequently, we shall use ED as a shorthand
for an extremally disconnected locale. Clearly, if X is a topological space, X
is extremally disconnected in the usual sense if and only if the locale Ω(X)
is extremally disconnected.
The main motivation for this paper is to study the infinite versions of the
conditions in Proposition 2.4.
3. Infinite versions of extremal disconnectedness
Infinitely De Morgan locales. We shall say that a locale L is infinitely De
Morgan if it satisfies the infinite second De Morgan law, i.e. if
(
∧
ai)
∗ ≤
∨
a∗i , {ai}i∈I ⊆ L. (IDM)
For brevity such a locale will be referred to as an IDM locale. (Note again
that we actually have the equality in (IDM)).
We have the following characterization (cf. Proposition 2.4 (i)–(ii)):
Proposition 3.1. The following conditions are equivalent for a locale L:
(i) L is an IDM locale;
(ii) If {ai}i∈I ⊆ L satisfies
∧
ai = 0 then
∨
a∗
i
= 1.
Proof. (i) =⇒ (ii) is obvious. (ii) =⇒ (i): Let {ai}i∈I ⊆ L and a = (
∧
ai)
∗. Since
(
∧
ai) ∧ a = 0, it follows that (
∨
a∗
i
) ∨ a∗ = 1. Hence, a ≤
∨
a∗
i
. 
If we restrict to the spatial case, we obtain the following characterization:
Corollary 3.2. A topological space X is IDM if and only if for each family of closed
sets with dense union, the family of their interiors covers X.
Remarks 3.3. (1) A frame which is also a coframe does not necessarily sat-
isfy (IDM); one has an infinite second De Morgan law for supplements, but
these need not coincide with pseudocomplements. For instance the locale
L = [0, 1] is totally ordered (and thus a coframe) but not IDM, see (2) below.
(2) It follows immediately that if 0 is completely prime in a locale L (i.e. if
for each arbitrary family {ai}i∈I ⊆ L,
∧
ai = 0 implies ai = 0 for some i ∈ I)
then L is an IDM locale.
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The converse is true for linear locales (i.e. those which are chains). Indeed,
let L be a chain, then we have a∗ = 0 whenever a , 0 (and 0∗ = 1), so let∧
ai = 0 for {ai}i∈I ⊆ L. By (IDM), we have
∨
a∗
i
= 1, and thus there is some
i ∈ I with ai = 0.
(3) Let L be any locale and define L∗ to be the poset obtained by adding a
new bottom element ⊥ to L (cf. [2, p. 504]). It is easily seen that L∗ is also a
locale and that ⊥ is completely prime. Accordingly, one has that this new
locale is IDM.
(4) Any complete Boolean algebra is an IDM locale, but there are non
Boolean IDM locales. For instance, any non Boolean locale L such that 0 is
completely prime. An easy such example is the linear locale L =N∪{0,+∞},
or any locale constructed as in (3) above.
IDM locales are very close to being Boolean; in fact, under the very weak
separation axiom of weak subfitness, both concepts coincide. Recall that a
frame is called weakly subfit [13] if for each a , 0 there is some c , 1 with
c ∨ a = 1. This property can also be characterized by the following formula
for pseudocomplementation:
Lemma 3.4. ([22, Theorem 5.2]) Let L be a locale. The formula
a∗ =
∧
{c ∈ L | c ∨ a = 1} for all a ∈ L
is valid if and only if L is weakly subfit.
Any Boolean algebra is trivially weakly subfit. Moreover:
Fact 3.5. Let L be a locale. Then L is a complete Boolean algebra if and only if it is
a weakly subfit and IDM locale.
Proof. We only need to prove sufficiency. Let L be a weakly subfit and IDM
locale and a ∈ L. By the previous lemma and the infinite second DeMorgan
law we get
a∗∗ = (
∧
{c ∈ L | c ∨ a = 1})∗ ≤
∨
{c∗ | c ∨ a = 1}.
Now if c ∨ a = 1 it follows that c∗ ≤ a, hence a∗∗ ≤ a for all a ∈ L. Thus L is
Boolean. 
Remark 3.6. IDM does not imply weak subfitness and conversely. Indeed,
the frame L = N ∪ {0,+∞} is IDM but not weakly subfit, and the cofinite
topology on an infinite set is weakly subfit and not IDM.
The situation is very different to the case of extremally disconnected
spaces,where theHausdorff axiomnot onlydoes not implydiscreteness,but
arguably themost important extremally disconnected spaces are Hausdorff
(since it is in presence of this axiom that extremal disconnectedness has
something to dowith connectedness).
Infinitely extremally disconnected locales. We shall say that a locale L
is infinitely extremally disconnected if the nucleus (−)∗∗ : L −→ L preserves
arbitrary joins, i.e. if
(
∨
ai)
∗∗ ≤
∨
a∗∗i , {ai}i∈I ⊆ L, (IED)
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For brevity such a locale will be referred to as an IED locale. (Note again
that we actually have the equality sign in (IED)).
We have the following characterization (cf. Proposition 2.4 (iii)–(vii)):
Proposition 3.7. The following conditions are equivalent for a locale L:
(i) L is an IED locale;
(ii) The nucleus (−)∗∗ : L −→ L preserves arbitrary joins;
(iii) The nucleus (−)∗∗ : L −→ L is a frame homomorphism;
(iv) (
∧
ai)
∗ ≤
∨
a∗
i
for all {ai}i∈I ⊆ BL;
(v) If {ai}i∈I ⊆ L satisfies (
∨
ai)
∗ = 0 then
∨
a∗∗
i
= 1.
Proof. (i) ⇐⇒ (ii) ⇐⇒ (iii) =⇒ (iv) are obvious.
(iv) =⇒ (v): Let {ai}i∈I ⊆ L such that (
∨
ai)
∗ = 0. Then {a∗
i
}i∈I ⊆ BL and so
1 = (
∨
ai)
∗∗ = (
∧
a∗
i
)∗ ≤
∨
a∗∗
i
.
(v) =⇒ (i): Let {ai}i∈I ⊆ L and a = (
∨
ai)
∗. Since (a ∨ (
∨
ai))
∗ = 0, it follows
that a∗∗ ∨ (
∨
a∗∗
i
) = 1. Hence, a∗ = (
∨
ai)
∗∗ ≤
∨
a∗∗
i
. 
If we restrict to the spatial case, we obtain the following characterization:
Corollary 3.8. A space X is IED if and only if for each family of open sets with
dense union, the family of the interiors of their closures covers X.
Remarks 3.9. (1) For a finite locale L, it follows from Proposition 2.4 that
all conditions in Propositions 3.1 and 3.7 are equivalent. Consequently, in
what follows we shall restrict our attention to infinite locales.
(2) In any irreducible (or hyperconnected) locale L i.e. such that BL = {0, 1},
or equivalently such that 0 is prime (cf. [6]) condition (iv) in Proposition 3.7
is trivially satisfied. Consequently, any irreducible locale L is IED. In par-
ticular, linear locales are clearly irreducible, and hence IED.
(3) Since (IDM) trivially implies condition (iv) in Proposition 3.7, it follows
that any IDM locale is IED, but there are IED locales which fail to be IDM.
An easy such example is the cofinite topology on an infinite set.
(4) Any IED locale is obviously extremally disconnected. However the con-
verse is false, as any non-Boolean regular extremally disconnected locale
shows (see Fact 3.13 below). An easy such example is the Stone-Cˇech com-
pactification of the frame of natural numbers.
(5) In any semi-irreducible locale L i.e. such that BL is finite, condition (iv)
in Proposition 3.7 is clearly satisfied if the locale is ED. Consequently, any
semi-irreducible extremally disconnected locale L is IED.
Consequently we have the following chain of implications
(CBA) =⇒ (IDM) =⇒ (IED) =⇒ (ED),
and none of them can be reversed.Any IDM locale is trivially ⊥-scattered
8 IGOR ARRIETA
(cf. Proposition 3.1 and Proposition 2.3 (vi)). Moreover:
Fact 3.10. Let L be a locale. Then L is IDM if and only if it is⊥-scattered and IED.
Proof. We only need to prove sufficiency. Let L be a ⊥-scattered and IED
frame and consider {ai}i∈I ⊆ L such that
∧
ai = 0. By ⊥-scatteredness one
has (
∨
a∗
i
)∗ =
∧
a∗∗
i
≤ (
∧
ai)
∗∗ = 0 and hence Proposition 3.7 (v) implies that∨
a∗
i
=
∨
a∗∗∗
i
= 1. By Proposition 3.1 (ii) L is IDM. 
Remark 3.11. IED does not imply and neither is implied by ⊥-scatteredness.
Indeed, the cofinite topology on an infinite set is IED and not ⊥-scattered,
and the frame of scattered real numbers (i.e. the topology generated by the
usual topology of the real line and by arbitrary subsets of the irrationals) is
⊥-scattered (cf. Proposition 4.2 below) but not IED.
Now, if we combine this characterization with Propositions 2.3 and 3.7
we obtain:
Corollary 3.12. A locale is IDM if and only if the nucleus (−)∗∗ : L → L is a
complete Heyting algebra homomorphism.
Recall that the conjunction of weak subfitness and (IDM) is equivalent to
(CBA). One may also wonder which condition together with (IED) implies
Booleaness.
We first note that Fact 3.5 does not remain valid if we replace IDM by
IED. For example, an infinite set with the cofinite topology is a T1-space
(thus its associated locale is subfit) and, as we have observed before, it is
also IED; though not, of course, discrete.
We recall that a locale L is said to be semiregular if every element is a join
of regular elements (i.e. elements contained in BL). A regular locale is one in
which a =
∨
{b | b∗∨a = 1} for each a ∈ L. Every regular locale is semiregular
and every zero-dimensional locale is regular (cf. [18, III]).
ABoolean algebra is trivially zero-dimensional, and therefore it is regular
(and semiregular). Moreover:
Fact 3.13. Let L be a locale. Then L is a complete Boolean algebra if and only if it
is a semiregular IED locale.
Proof. Semiregularity means that BL generates L by joins. But (IED) is
equivalent to BL being closed under joins. Hence BL = L. 
Remark 3.14. Locales L for which S(L)op is extremally disconnected were
characterized by Plewe in [25]. It is therefore natural to ask what the
properties IDM and IED mean for locales of the form S(L)op. However,
since S(L)op is always a zero-dimensional locale, the previous fact implies
that IED and IDM are in this case equivalent to Booleaness.
Finally, we provide a condition under which extremal disconnectedness
implies (IED), due to Tomasz Kubiak in a private communication. If L is a
locale, let us recall that a family {ai}i∈I ⊆ L is said to be locally finite if there
is a cover {b j} j∈J such that for each j ∈ J one has that ai ∧ b j = 0 for all but
finitely many i ∈ I. The cover {b j} is said to witness local finiteness of the
family {ai}.
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Proposition 3.15. Let L be a locale whose Booleanization BL is a locally finite
family. Then (ED) implies (IED).
Proof. Assume that L is ED and BL is locally finite. Let {ai}i∈I ⊆ L. By an
application of the first DeMorgan law, we see that (
∨
ai
∗∗)∗∗ = (
∨
ai)
∗∗. Now,
let {b j} j∈J be the cover witnessing local finiteness of BL. For each j ∈ J, one
has
b j ∧ (
∨
ai)
∗∗
= b j ∧ (
∨
ai
∗∗)∗∗ ≤ b∗∗j ∧ (
∨
ai
∗∗)∗∗ =
(∨
(b j ∧ a
∗∗
i )
)∗∗
.
Since {a∗∗
i
}i∈I ⊆ BL, there exists a finite F j ⊆ I such that b j∧ a
∗∗
i
= 0 for all i < F j
and so we have
b j ∧
(∨
ai
)∗∗
≤
(∨
i∈F j
(b j ∧ a
∗∗
i )
)∗∗
=
∨
i∈F j
b∗∗j ∧ a
∗∗
i
where the last equality follows from extremal disconnectedness and the fact
that it is a finite join. We thus obtain
b j ∧ (
∨
ai)
∗∗ ≤
∨
i∈F j
a∗∗i ≤
∨
a∗∗i ,
and the conclusion follows by taking joins as j ∈ J. 
Remark 3.16. Since finiteness of a family obviously implies its local finite-
ness, it is clear that the assumption in the proposition above is weaker than
semiregularity; hence Proposition 3.15 can be seen as a generalization of
Remark 3.9 (5).
4. Scatteredness
Let us now digress a bit in order to understand ⊥-scatteredness better.
We first state some further equivalent formulations of this condition.
Proposition 4.1. The following conditions are equivalent for a locale L:
(i) L is ⊥-scattered;
(ii) There exists an open ⊥-scattered dense sublocale;
(iii) The Booleanization BL is an open sublocale;
(iv) The interior of a dense sublocale is dense.
Proof. (i) =⇒ (ii) is obvious.
(ii) =⇒ (iii): If S is any sublocale whatsoever we have BS = BS. Indeed,
since S is dense in S and B
S
is the least such sublocale of S, one has B
S
⊆ S.
But now B
S
is dense in S, whence it is a dense Boolean sublocale of S. Thus
BS = BS. If S is dense and ⊥-scattered, one has that BS = BL is open in S. If
additionally S is open, it follows that BL is open in L.
(iii) =⇒ (iv): IfS is a dense sublocale, wehaveBL ⊆ S, and soby assumption,
BL = int(BL) ⊆ int(S). Hence int(S) must be dense too.
(iv) =⇒ (i): Since BL is dense, by assumption so is int(BL). But BL is the least
dense sublocale, henceBL ⊆ int(BL), i.e., BL is open. It follows that the frame
homomorphism (−)∗∗ (left adjoint to the sublocale embedding BL ⊆ L) is a
complete Heyting algebra homomorphism, i.e. L is ⊥-scattered.
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Ifwe restrict to the spatial case, we obtain the following characterizations,
already mentioned in [1, 8]:
Proposition 4.2. The following conditions are equivalent for a T0-space X:
(i) Ω(X) is ⊥-scattered;
(ii) There exists an open, dense and discrete subset;
(iii) The set of isolated points is dense.
Proof. (i) =⇒ (ii): If BΩ(X) is open, it corresponds to an open dense subspace
ofXwhose frame of opens is Boolean. Now, this subspace with the induced
topology is also T0 and hence (by Booleaness of its frame of opens) it is dis-
crete.
(ii) =⇒ (iii): If D is open and discrete, it is contained in the set of isolated
points. Hence, if D is dense, so is the set of isolated points.
(iii) =⇒ (i): The set of isolated points is trivially open and discrete. Hence,
under the assumption, it is an open dense discrete subspace. It thus corre-
sponds to an open dense and Boolean sublocale ofΩ(X). 
The following results will be needed later on.
Lemma 4.3. The property of being ⊥-scattered is inherited
(1) by open sublocales;
(2) by dense sublocales.
Proof. (1) Since o(a)  ↓a, it reduces to show that ↓a is⊥-scatteredwhenever
L is. Note that ↓a ⊂ L is closedunder arbitrary joins andarbitrarynon-empty
meets. It was shown in [17, Remark 5.4 (2)] that the pseudocomplement b∗a
of an element b in ↓a is given by b∗a = b∗ ∧ a and that (b∗a)∗a = b∗∗ ∧ a.
Combining both remarks it is clear that the assertion holds.
(2) Pseudocomplements in dense sublocales are the same as in the ambient
locale; and sublocales are always closed under meets. It is then obvious
that being ⊥-scattered is inherited by dense sublocales. 
Lemma 4.4. If f : L −→ M is an open localic map and L is ⊥-scattered, then so is
f [L].
Proof. First, since a localic map is open if and only if both halves of its
surjection-embedding factorization are open, we can assume that f is also a
surjection. Now, openness of a localic morphism implies that inverse image
commutes with closure. It follows that L = f−1[M] = f−1
[
BM
]
= f−1[BM],
and since BL is the least dense sublocale, one has BL ⊆ f
−1[BM], which by
adjunction is equivalent to f [BL] ⊆ BM. But f is surjective, so in particular
0 = f (0) ∈ f [BL], and thus f [BL] is dense inM. Hence we have the equality
BM = f [BL]. If L is ⊥-scattered, BL is open and thus so is BM by openness of
f . 
Remark 4.5. Onemay consider the notion of⊥-scatterednesswhen restricted
to locales of the form S(L)op (cf. Remark 3.14 above). This will be carried
out in a further work concerning sublocale lattices.
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5. Properties of IDM and IED locales.
Let us come back to the main topic of the paper. We now state some
further equivalent formulations of these properties in terms of the Boolean-
ization:
Proposition 5.1. The following conditions are equivalent for a locale L:
(i) L is an IED locale;
(ii) The Booleanization BL is a subframe of L.
Proof. The result follows immediately from Proposition 3.7 and the fact that
a nucleus preserves arbitrary joins if and only if its associated sublocale is
closed under arbitrary joins. 
Proposition 5.2. The following conditions are equivalent for a locale L:
(i) L is an IDM locale;
(ii) The Booleanization BL is an open sublocale and a subframe of L;
(iii) The Booleanization BL is open and a complete sublattice of L.
Proof. Immediate from Propositions 4.1 and 5.2 and Fact 3.10. 
It is awell-known fact that extremal disconnectedness is preservedunder
taking closed or dense sublocales [11] and taking images under open localic
morphisms [12]. Next results generalizes those facts to the infinite setting.
Proposition 5.3. Both properties IED and IDM are inherited
(1) by open sublocales;
(2) by dense sublocales.
Proof. Clearly, the assertion for IDM locales will follow from the one for IED
locales combined with Lemma 4.3 and Fact 3.10. Now, that IED is inherited
by open sublocales can be proved as in Lemma 4.3 (1). Let us finally show
that IED is hereditary with respect to dense sublocales. Let S be a dense
sublocale of an IED locale L and denote by
⊔
joins in S. Note that in any
dense sublocale one has (
∨
si)
∗ = (
⊔
si)
∗ for each {si}i∈I ⊆ S. Indeed, by the
first de Morgan law in L (resp. in S) and the fact that pseudocomplements
and meets are the same in S and L, both sides are equal to
∧
s∗
i
. Since S is
dense, we have that BL ⊆ S, and therefore by the (IED) law in L, one has∨
s∗∗
i
= (
∨
si)
∗∗ ∈ S. Thus the join of {s∗∗
i
}i∈I ⊆ S in S coincides with the one
in L. It follows that
⊔
s∗∗
i
=
∨
s∗∗
i
= (
∨
si)
∗∗ = (
⊔
si)
∗∗. 
We now have the following trivial observation:
Lemma 5.4. Let M be a subframe of L and assume that M is closed under pseudo-
complementation in L. If L is IED, then so is M.
Remark 5.5. A frame homomorphism h is said to be nearly open [1] if it
commuteswith pseudocomplementation (equivalently, if it commuteswith
double pseudocomplementation). The previous lemma can therefore be
stated as:
If L is IED andM ֒→ L is a nearly open subframe embedding, then
M is also IED.
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Corollary 5.6. If f : L −→ M is an open localic map and L is IED (resp. IDM),
then so is f [L].
Proof. In view of Lemma 4.4 and Fact 3.10, it suffices to show the assertion
for IED.Moreover, since a localic map is open if and only if both halves of its
surjection-embedding factorization are open, one can assume without loss
of generality that f is surjective. Now, the left adjoint f ∗ of f is (isomorphic
to) an open subframe inclusion, so the result follows from the previous
lemma and the fact that an open frame homomorphism is nearly open. 
6. Hereditary variants
Given a property P of locales, a locale L is said to be hereditarily P if
each sublocale of L satisfies P. Our main interest in this section is to study
hereditarily IDM and hereditarily IED locales.
We first note the following:
Proposition 6.1. Let P be a property of locales such that each dense sublocale of a
locale satisfying P also satisfies P. Then a locale L is hereditarily P if and only if
each closed sublocale of L satisfies P.
Proof. We only need to prove sufficiency. Let L be a locale such that each
closed sublocale of L satisfies P and let S be an arbitrary sublocale of L.
Then S is closed and so it has property P. Now S is dense in S and so by
dense-heredity of P, it follows that S also has property P. 
FromLemma 4.3 and Proposition 5.3 we get then the following (note that
scatteredness is precisely hereditary ⊥-scatteredness — cf. [24]):
Corollary 6.2. Let L be a locale. Then:
(1) L is scattered if and only if each closed sublocale of L is ⊥-scattered.
(2) L is hereditarily extremally disconnected if and only if each closed sublocale
of L is extremally disconnected.
(3) L is hereditarily IDM if and only if each closed sublocale of L is IDM.
(4) L is hereditarily IED if and only if each closed sublocale of L is IED.
Remark 6.3. Since a spatial locale canhavemore sublocales than subspaces, it
is not immediately clear whether hereditary IED and IDM are conservative
properties. However, in view of (3) and (4) above, it follows that they are
indeed conservative (closed sublocales are induced by the corresponding
closed subspaces).
The following proposition summarizes several well-known character-
izations of hereditarily extremally disconnected locales, see for example
[11, 17].
Proposition 6.4. The following conditions are equivalent for a locale L:
(i) L is hereditarily extremally disconnected;
(ii) (a→ b) ∨ (b→ a) = 1 for all a, b ∈ L; (Strong De Morgan law)
(iii) (
∧
ai)→ b ≤
∨
(ai → b) for all b ∈ L and all {ai}
n
i=1
⊆ L;
(iv) (
∧
ai)→ b ≤
∨
(ai → b) for all b ∈ L and all {ai}
n
i=1
⊆ c(b);
(v) ((
∨
ai)→ b)→ b ≤
∨
((ai → b)→ b) for all b ∈ L and all {ai}
n
i=1
⊆ L;
(vi) ((
∨
ai)→ b)→ b ≤
∨
((ai → b)→ b) for all b ∈ L and all {ai}
n
i=1
⊆ c(b).
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We now have the following characterizations of hereditarily IDM and
IED locales:
Proposition 6.5. The following conditions are equivalent for a locale L:
(i) L is hereditarily IDM;
(ii) (
∧
ai)→ b ≤
∨
(ai → b) for all b ∈ L and all {ai}i∈I ⊆ L; (
∧∨
-distr)
(iii) (
∧
ai)→ b ≤
∨
(ai → b) for all b ∈ L and all {ai}i∈I ⊆ c(b).
Proof. (i) =⇒ (ii): Let b ∈ L, {ai}i∈I ⊆ L and d = (
∧
ai) ∧ b. By hypothesis c(d)
is IDM, and since pseudocomplementation in c(d) is given by x∗c(d) = x→ d
and c(d) is closed under meets and nonempty joins in L it follows that
(
∧
ai)→ d = (
∧
ai)
∗c(d) ≤
∨
a
∗c(d)
i
=
∨
(ai → d). Consequently
(
∧
ai)→ b = (
∧
ai)→ d ≤
∨
(ai → d) ≤
∨
(ai → b).
(ii) =⇒ (iii) is obvious.
(iii) =⇒ (i): ByCorollary 6.2, it is enough to prove that each closed sublocale
is IDM. Let b ∈ L and {ai}i∈I ⊆ c(b) such that
∧
ai = b. Then
∨
a
∗c(b)
i
=
∨
(ai → b) = (
∧
ai)→ b = 1.
By Proposition 3.1 (ii) it follows that c(b) is IDM. 
Proposition 6.6. The following conditions are equivalent for a locale L:
(i) L is hereditarily IED;
(ii) ((
∨
ai)→ b)→ b ≤
∨
((ai → b)→ b) for all b ∈ L and all {ai}i∈I ⊆ L;
(iii) ((
∨
ai)→ b)→ b ≤
∨
((ai → b)→ b) for all b ∈ L and all {ai}i∈I ⊆ c(b).
Proof. (i) =⇒ (ii): Let b ∈ L, {ai}i∈I ⊆ L and bi = ai ∨ b for each i ∈ I. By
hypothesis c(b) is IED, and so
((
∨
bi)→ b)→ b = (
∨
bi)
∗∗c(b) ≤
∨
b
∗∗c(b)
i
=
∨
((bi → b)→ b).
Since a→ b = (a ∨ b)→ b or each a ∈ L, it follows that
((
∨
ai)→ b)→ b = ((
∨
bi)→ b)→ b ≤
∨
((bi → b)→ b) =
∨
((ai → b)→ b).
(ii) =⇒ (iii) is obvious.
(iii) =⇒ (i): ByCorollary 6.2, it is enough to prove that each closed sublocale
is IED. Let b ∈ L and {ai}i∈I ⊆ c(b) such that (
∨
ai)
∗c(b) = b. Then
1 = (
∨
ai)
∗c(b) → b = ((
∨
ai)→ b)→ b ≤
∨
((ai → b)→ b) =
∨
a
∗∗c(b)
i
.
By Proposition 3.7 (v) it follows that c(b) is IDM. 
Note once again that all inequalities in the statements of the three previ-
ous propositions are indeed equalities.
Remark 6.7. By Fact 3.10 we now have that a locale L is hereditarily IDM if
and only if it is scattered and hereditarily IED.
Example 6.8. (1) Every linear locale is hereditarily IED. Indeed, a sublocale
of L is also linear and thus IED by Remark 3.9 (2).
(2) For any locale L, the IDM locale L∗ constructed in Remark 3.3 (2) is not,
in general, hereditarily IDM nor hereditarily IED (in fact, L∗ is hereditarily
IDM, resp. IED, if and only if so is L, because proper closed sublocales of
both L∗ and L coincide).
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7. Categorical aspects of infinite extremal disconnectedness
In what follows, the full subcategories of Frm consisting of IED frames
and of complete Boolean algebras will be denoted by IEDFrm and CBAlg
respectively. Note that morphisms in CBAlg are exactly complete Boolean
homomorphisms.
Banaschewski andPultr studied in [1] conditionsunderwhich theBoolean-
ization construction behaves functorially in a natural manner, in the sense
that for each frame homomorphism f : L → M there is a (unique) frame
homomorphism B( f ) : BL → BM such that the following square in Frm com-
mutes
L M
BL BM
B( f )
(−)∗∗ (−)∗∗
f
It was shown there that the above condition is satisfied if and only if f is
weakly open (sometimes also called skeletal), i.e. if f (a∗∗) ≤ f (a)∗∗ for all a ∈ L.
Thismeans that for any subcategoryCofFrmconsisting only ofweakly open
morphisms and containing the category CBAlg there is a natural transfor-
mation η : 1C −→ I ◦Bwhere B : IEDFrm −→ CBAlg denotes Booleanization
and I : CBAlg −→ IEDFrm denotes inclusion, and the components of η are
given by the double-negationmorphisms (which are trivially weakly open).
It was further pointed out in [1, 1.4] that we cannot hope to make B func-
torial by restricting the class of objects rather than the class of morphisms,
for if a full subcategory C satisfies the above condition then C is necessarily
the whole of the category of complete Boolean algebras.
The goal of this section is to propose an alternative setting for making
the Booleanization functorial, still behaving naturally and restricting to a
full subcategory of Frm; nevertheless changing the effect of B in morphisms
and the components of the natural transformation. More precisely, we
consider the largest class of locales for which the inclusion BL ֒→ L is
a frame homomorphism — the class of IED locales— and show that the
desired functoriality condition is then satisfied.
Lemma 7.1. Let C be a subcategory of Frm consisting of IED locales. Then the
Booleanization extends to a functor B : C −→ CBAlg naturally, that is, for each
morphism f : L −→ M in C we have a commutative diagram of frame homomor-
phisms
BL BM
L M
B( f )
iL iM
f
Proof. We noted in Proposition 5.1 that for an IED locale L, BL is a subframe
of L, i.e. the inclusion iL : BL ֒→ L lies in Frm. Let now f : L −→M be a frame
homomorphism in C. Since IED implies extremal disconnectedness, L is in
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particular extremally disconnected. Now, f preserves complements, and
so it sends regular(=complemented) elements to complemented elements.
Therefore, f restricts to a map B( f ) : BL −→ BM. The restriction B( f ) is of
course a frame homomorphism, because BL and BM are subframes of L resp.
M. Hence all the maps in the square above are frame homomorphisms. 
Proposition 7.2. The subcategory CBAlg is a full (mono)coreflective category of
IEDFrm.
Proof. Since frame homomorphisms preserve complements, any frame ho-
momorphism f : B −→ L where B is Boolean maps B into BL, and hence it
factors uniquely through the map BL ֒→ L (the counit of the adjunction),
which is a frame homomorphism provided L is IED. 
In passing, we note that IEDFrm cannot be cocomplete because neither is
CBAlg.
Remark 7.3. It is, however, false that the Booleanization functor is a left ad-
joint, and hence, in particular, B is not a reflection functor, despite the fact
that the category CBAlg is closed under limits in IEDFrm (indeed, limits in
CBAlg are computed as in Frm, and it is thus clear that they are also limits
in the full subcategory IEDFrm).
Let 1 = {0 = 1} and 2 = {0, 1} denote the one-element and two-element
Boolean algebras respectively, namely the terminal and initial objects in
Frm. Assume by way of contradiction that G : CBAlg −→ IEDFrm is a
right adjoint of B : IEDFrm −→ CBAlg. Clearly, G is not the constant
functor sending every object to 1, so there is a Boolean algebra B0 with
G(B0) , 1. Therefore, the unique frame homomorphism 2 → G(B0) is
injective (because 0 , 1 in G(B0)), i.e. it is monic in Frm. Since for each
frame L the representable Frm(L,−) preserves monos, it follows that we
have an injective map Frm(L, 2) ֒→ Frm(L,G(B0)), and by transposition
across the adjunction (whenever L is IED) the latter is an injective map
Pt(L) ֒→ Frm(BL,B0). This is clearly not true in general, e.g. for L = Ω(X)
for an irreducible sober space with more than one point, one has Pt(L)  X
but Frm(BL,B0) = Frm(2,B0) = {⋆}.
This remark should be compared to [1, Theorem 3.1], which asserts that
the Booleanization is (a left adjoint but) not a right adjoint.
We conclude this section by exploring further the category of IED lo-
cales. The following proposition (together with the results thereafter) pro-
vides some evidence of the fact that the IED condition itself is actually a
better behaved strengthening of extremal disconnectedness compared to
the IDM condition. Furthermore, in view of Caramello’s DeMorganization
construction [4, Theorem2.10] (namely, the existence of the largest denseDe
Morgan sublocale) it also seems to share a stronger parallel with extremal
disconnectedness.
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Before proving the main result, we note the following: if L is a locale and
f, 1 : P(L) −→ L any two mappings, then the subset
S f,1 = {a ∈ L | f (A)→ a = 1(A)→ a for any A ⊆ L}
is always a sublocale of L.
Proposition 7.4. For any locale there is the largest dense IED sublocale.
Proof. Let
S = {a ∈ L | (
∨
ai)
∗∗ → a = (
∨
a∗∗i )→ a for every {ai}i∈I ⊆ L}.
By the comment before the statement, S is a sublocale of L; and an applica-
tion of the first De Morgan law shows that 0 ∈ S, i.e. S is a dense sublocale.
If T ⊆ L is an arbitrary dense IED sublocale of L, we want to show that
T ⊆ S. By density, pseudocomplements coincide in each of the locales T, S
and L. Let νT denote the left-adjoint to the sublocale embedding ιT : T → L
and denote the joins in T by ⊔. Since νT is a dense surjection, it preserves
pseudocomplements (i.e. it is nearly open). Let t ∈ T. Our goal is to show
that t ∈ S, that is, (
∨
ai)
∗∗
→ t =
(∨
a∗∗
i
)
→ t for any family {ai}i∈I ⊆ L. Since
T satisfies (IED), one obtains
νT
(∨
a∗∗i
)
=
⊔
νT(ai)
∗∗ =
(⊔
νT(ai)
)∗∗
=
(
νT(
∨
ai)
)∗∗
= νT
(
(
∨
ai)
∗∗
)
.
Then, since t ∈ T, we have
(
∨
ai)
∗∗ → t = νT
(
(
∨
ai)
∗∗
)
→ t = νT(
∨
a∗∗i )→ t = (
∨
a∗∗i )→ t,
as required. The only point remaining is to show that S is IED. Let {si}i∈I ⊆ S.
Then
(
⊔
si)
∗∗ =
(
νS(
∨
si)
)∗∗
= νS
(
(
∨
si)
∗∗
)
= νS(
∨
s∗∗i ) =
⊔
s∗∗i ,
where
⊔
now denotes join in S. This proves the result. 
Remark 7.5. The construction of the largest IED sublocale is not generally
functorial (this should not be a surprise because neither of the Boolean-
ization or the DeMorganization construction [4] are normally functorial).
Nevertheless, there are certain morphisms for which it is. We do not know
how to characterize the class of thosemorphismswhich restrict to the largest
IED sublocales but it notably includes all the nearly open frame homomor-
phisms (cf. Remark 5.5).
Lemma 7.6. Let L be a linear locale. There exists the largest dense IDM sublocale
if and only if L is IDM.
Proof. The “if” part is trivial. Conversely, in a linear locale a → b = 1 or b
for each a, b ∈ L, and hence a sublocale is just a subset closed under meets.
Moreover, since a sublocale set is in particular a subposet, it is also a chain,
and hence the characterization in Remarks 3.3 (2) still applies. Denote by S
the largest dense IDM sublocale. By contradiction, if S , L, pick a ∈ L − S
(where− stands for set-theoreticdifference). Then S∪{a} is obviously closed
under meets and hence a (dense) sublocale. Furthermore, 0 is completely
prime in S ∪ {a}, for if a ∧
∧
ai = 0 for some {ai}i∈I ⊆ S, since a , 0 and 0 is
always prime in a chain, it follows that
∧
ai = 0 and so ai = 0 for some i ∈ I.
This contradicts the maximality of S. 
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The previous lemma yields examples of locales that do not possess the
largest dense IDM sublocale (for instance, L = [0, 1]).
Proposition 7.4 immediately yields a sufficient condition which ensures
the existence of the largest dense IDM sublocale:
Corollary 7.7. For any⊥-scattered locale there is the largest dense IDM sublocale.
Proof. The largest dense IED sublocale, whose existence is ensured by
Proposition 7.4, is also ⊥-scattered, due to the fact that ⊥-scatteredness
is hereditary with respect to dense sublocales. Hence there is the largest
dense IDM sublocale. 
The condition of having open Booleanization seems to be far from being
necessary: as a counterexample, any non ⊥-scattered fit locale L works (of
course, there are plenty of examples of those). Indeed, fitness is hereditary
and so every sublocale of L is fit. So IDM sublocales are just the same as
Boolean sublocales by Fact 3.5, thus the largest dense IDM sublocale exists
(and coincides with the Booleanization of L).
Remark 7.8. Originally the DeMorganization constructionwas provedmore
generally for toposes, cf. [4, 5]. Therefore, it seems natural to consider
Proposition 7.4 in that context. We are not going to do so in this paper,
except to say that one would need to define the IED property for toposes
appropriately. It is not sensible to define an IED topos to be one in which
double negation ¬¬ : Ω −→ Ω has an internal right adjoint, since an easy
modification of the proof of Theorem 6 in [26] shows that in that case the
topos is necessarily Boolean.
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